Use of Genetic Algorithms to Characterize Groundwater Contamination Source Areas by Williamson, Chaz M.
Air Force Institute of Technology 
AFIT Scholar 
Theses and Dissertations Student Graduate Works 
3-2000 
Use of Genetic Algorithms to Characterize Groundwater 
Contamination Source Areas 
Chaz M. Williamson 
Follow this and additional works at: https://scholar.afit.edu/etd 
 Part of the Environmental Engineering Commons 
Recommended Citation 
Williamson, Chaz M., "Use of Genetic Algorithms to Characterize Groundwater Contamination Source 
Areas" (2000). Theses and Dissertations. 4878. 
https://scholar.afit.edu/etd/4878 
This Thesis is brought to you for free and open access by the Student Graduate Works at AFIT Scholar. It has been 
accepted for inclusion in Theses and Dissertations by an authorized administrator of AFIT Scholar. For more 
information, please contact richard.mansfield@afit.edu. 
AHT/GEE/ENV/OOM-17 
USE OF GENETIC ALGORITHMS TO 
CHARACTERIZE GROUNDWATER 
CONTAMINATION SOURCE AREAS 
THESIS 
Chaz M. Williamson, Captain, USAF 
AFIT/GEE/ENV/00M-17 
20000515 015 
Approved for public release; distribution unlimited 
DTIC QUALITY IN&PECTED 3 
REPORT DOCUMENTATION PAGE hmAppiwni 
OMB Na. 070441189 
ftafcri»»1r*^di»lH<M>f^l»norWHnwthws«tiB^tt*migi1hot0iarwa^^ 
11a tdMctitn s) «twmifak Sw4 tomanls ng»i*lf rta brim Minute or aw attar HöBE! «I it» ctlMtiai «f afvflMtm, incMr« MaaMttwN hr irtwwi Ina bw** tl Waaäflai Hudpatm Sank«, ttnettrmtN 
Opnliaa W ftatarli, 1215 JfHirwi Dtaa H(t»,iy, Salt 1204, Mkttm, V* 222D2-4H2, atf » 0» MS» N Mau|aT»M»irfB»^P«»r»«1l IW*xtaft^l07tWMB«)^«a.tf«\ KBS». 
2. REPORT DATE 
March 2000 
3. REPORT TYPE MO DATES COVERED 
Master's Thesis 
1. ACENCY USE OM (Lars öls/ik/ 
4. TIRE AND SUBTITLE 
USE OF GENETIC ALGORITHMS TO CHARACTERIZE GROUNDWATER 
CONTAMINATION SOURCE AREAS 
E. AUTH0R1S) 
Chaz M. Williamson, Captain, USAF 
5. FUNDING NUMBERS 
7. PERFORMING ORGAMZATION NAMEIS) AND ADDRESSES) 
Air Force Institute of Technology 
2750 P Street 
WPAFBOH 45433-7765 
8. PERFORMING ORGANIZATION 
REPORT NUMBER 
AFJT/GEE/ENV/00M-17 
S. SP0NS0RIN6JM0NIT0RING AGENCY NAMEIS) AND ADDRESSIES, 
AFRL/MLQ 
139 Barnes Drive, Suite 2 
Tyndall AFB FL 32403-5323 
II. SPONSORING/MONITORING 
AGENCY REPORT NUMBER 
Ms. Alison Lightner 
(850) 283-6303 
11. SUPPLEMENTARY NOTES 
Dr. Mark N. Goltz, ENV 
(937)255-3636x4638 
mark.goltz @ afit.af.mil 
12*. DISTRIBUTION AVAILABIUTY STATEMENT 
Approved for public release, distribution unlimited 
12b. DISTRIBUTION CODE 
13. ABSTRACT 0tnam2OO HOT« 
In this work, genetic algorithms (GAs) were used to help interpret tracer breakthrough curves from partitioning interwell 
tracer tests (PITTs) conducted at Hill AFB, Utah by researchers from the University of Florida. Two transport models were 
developed to simulate tracer transport in the test cells. One model assumed the cell consisted of multiple layers, and that 
transport in each layer could be described by the oneTdimensional advective/dispersive equation. The second model also 
assumed multiple layers, and modeled transport in the individual layes as advective transport through 100 tubes. Transport 
times were represented by a stochastic (lognormal) distribution. The model solutions were coded into Microsoft Excel. 
Model parameters were optimized using Evolutionary Solver, a GA developed by Frontline Systems. The optimized 
parameters were used to estimate pre-and post-flushing NAPL saturations, as well as cleanup efficiency. Results were 
compared to estimates obtained through moment analysis of the PITT data. Results demonstrated that GAs are a tool that 
may be useful in interpreting PITT data for the characterization of NAPL source areas. In particular, using the GAs to 
interpret PITT data provided more information than could be obtained from moment analysis. 
1«. SUBJECT TERMS 
genetic algorithm (GA), partitioning interwell tracer test (PITT), non-aqueous phase liquid 
(NAPL), inverse modeling, groundwater 
IS. NUMBER OF PAGES 
86 
18. PRICE CODE. 
17. SECURITY CLASSIFICATION 
OF REPORT 
UNCLASSIFIED 
11 SECURITY CLASSIFICATION 
OF THIS PAGE 
UNCLASSIFIED 
19. SECURITY CLASSIFICATION 
OF ABSTRACT 
UNCLASSIFIED 
20. LIMITATION OF 
ABSTRACT 
UL 
Standard Form 298 IRw. 2-89) EG 
Duigiad uif Mam Pn WHMHH Od H 
The views expressed in this thesis are those of the author and do not reflect 
the official policy or position of the United States Air Force, 
Department of Defense or U.S. Government. 
AFnVENV/GEE/OOM-17 
USE OF GENETIC ALGORITHMS TO CHARACTERIZE 
GROUNDWATER CONTAMINATION SOURCE AREAS 
THESIS 
Presented to the Faculty of the Graduate School of Engineering and Management 
of the Air Force Institute of Technology 
Air University 
Air Education and Training Command 
in Partial Fulfillment of the Requirements for the 
Degree of Master of Science in Engineering and Environmental Management 
Chaz M. Williamson, B.S. 
Captain, USAF 
March 2000 
Approved for public release; distribution unlimited 
AFIT/GEE/ENV/OOM-17 
USE OF GENETIC ALGORITHMS TO CHARACTERIZE 
GROUNDWATER CONTAMINATION SOURCE AREAS 
Approved: 
Chaz M. Williamson, B.S. 
Captain, USAF 
Dr. Mark Goltz 
Co-Chairman 
Dr. Carl Enfitfld 
Co-Chairman 
4^^-v 
Lt^Col Alfred Thai, PhD 
Member 
Maj Raymond Hill, Jr., PhD 
Member 
Acknowledgements 
I would like to thank my co-advisors, Dr. Mark Goltz and Dr. Carl Enfield, for 
willingly providing their knowledge and expertise to this effort. They both demonstrated 
remarkable patience in answering my many questions, some of which I repeated several 
times. Maj Ray Hill and Lt Col Al Thal, who served as committee members, also 
provided valuable assistance in completing this work. Maj Hill's knowledge of Excel 
and mathematical modeling provided a critical foundation to building the groundwater 
flow models used in this thesis. Lt Col Thai's first-hand knowledge of the tests 
conducted at Hill AFB saved me hours of frustration in interpreting the data. 
I would especially like to thank my wife, Eileen, for her patience over the past 
several months as I worked to finish this thesis. I would also like to thank her for freely 
giving her time and skills to provide many of the graphics included in the document. 
Table of Contents 
Page 
Acknowledgements i 
Table of Contents ü 
List of Figures yi 
List of Tables viii 
Abstract ix 
Chapter 1: Introduction 1 
1.1 Background 1 
1.2 Scope of Research 4 
Chapter 2. Literature Review 6 
2.1 Non-Aqueous Phase Liquids (NAPLs) 6 
2.1.1 NAPL Properties 6 
2.1.2 NAPL Phases 8 
2.1.3 NAPL Migration in the Subsurface 9 
2.1.4 Characterizing a NAPL Source Area 11 
2.1.5 NAPL Remediation 12 
2.2 Cosolvent / Surfactant Flushing 14 
2.2.1 Solubilization and Mobilization 14 
2.2.2 Concerns 16 
2.3 Partitioning Inter-well Tracer Tests (PITTs) 17 
ii 
Page 
2.3.1 Limitations of PITTs 18 
2.3.2 Estimating NAPL Mass and Cleanup Efficiency from PITT Data 19 
2.3.2.1 Method of Moments 19 
2.3.2.2 Inverse Modeling 21 
2.3.2.2.1 Analytic Modeling Approach 22 
2.3.2.2.2 Stochastic Modeling Approach 25 
2.4 Genetic Algorithms 27 
2.4.1 GA Terminology and Methodology 27 
2.4.2 Schema Theorem 29 
2.4.3 Effects of GA Parameters on Performance 30 
2.4.4 Applications of GAs to Groundwater Remediation Problems 30 
2.5 Source of Data ■ • 31 
2.5.1 Cell 8 -32 
2.5.2 CellF • 33 
Chapter 3. Experimental Method 35 
3.1 Introduction 35 
3.2 GA Models 35 
3.2.1 Evolutionary Solver • 35 
3.2.2 Objective Function 38 
3.2.3 Analytic Model 38 
3.2.3.1 Conservative Tracer Model • 39 
in 
Page 
3.2.3.1.1 Optimizing the Number of Layers 39 
3.2.3.2 Partitioning Tracer Model 42 
3.2.4 Stochastic Model 43 
3.2.4.1 Conservative Tracer Model 45 
3.2.4.2 Partitioning Tracer Model 46 
3.3 Inverse Modeling of Experimental Data 46 
Chapter 4. Analysis 47 
4.1 Overview 47 
4.2 Analytic Model 47 
4.2.1 Optimizing the Number of Layers 47 
4.2.2 Cell 8 48 
4.2.3 Cell F 53 
4.3 Stochastic Model 56 
4.3.1 Cell 8 56 
4.3.2 CellF 59 
4.4 Method of Moments and Model Comparisons 61 
Chapter 5. Conclusions and Recommendations for Future Study 64 
5.1 Introduction 64 
5.2 Conclusions 64 
5.2.1 Objective Function 64 
IV 
Page 
5.2.2 Model Parameters 65 
5.2.3 Model Results 65 
5.3 Recommendations for Future Research 66 
Bibliography 68 
Vita 71 
List of Figures 
Page 
Figure 1: Wetting and Drying Curves (Domenico and Schwartz, 1998) 8 
Figure 2: NAPL Distribution at a Contaminated Site 10 
Figure 3: General PITT Test Configuration 18 
Figure 4: Idealized Breakthrough Curves 18 
Figure 5: Step Functions and the Principle of Superposition 27 
Figure 6: GA Terms 28 
Figure 7: GA Process 29 
Figure 8: Plan View of Test Cell Configuration 32 
Figure 9: Elevation View of Test Cell Configuration 32 
Figure 10: Premium Solver for Excel User Interface.. 36 
Figure 11: Solver Options Window 37 
Figure 12: Conservative Tracer (Analytic Model) 39 
Figure 13: Logic and Linking Constraints 41 
Figure 14: Partitioning Tracer Model (Analytic Model) 42 
Figure 15: Conservative Tracer Model (Stochastic Model) 45 
Figure 16: Partitioning Tracer Model (Stochastic Model) 46 
Figure 17: Value of Minimized Objective Function with Increasing "n" 48 
Figure 18: Analytic Model Breakthrough Curves and Experimental Data (Cell 8) 49 
Figure 19: Analytic Model Pre- and Post-Flood Breakthrough Curves (Cell 8) 51 
Figure 20: Analytic Model Breakthrough Curves and Experimental Data (Cell F) 53 
Figure 21: Analytic Model Pre- and Post-Flood Breakthrough Curves (Cell F) 55 
vi 
Page 
Figure 22: Stochastic Model Breakthrough Curves and Experimental Data (Cell 8) 56 
Figure 23: Stochastic Model Pre- and Post-Flood Breakthrough Curves (Cell 8) 58 
Figure 24: Stochastic Model Breakthrough Curves and Experimental Data (Cell F) 59 
Figure 25: Stochastic Model Pre- and Post-Flood Breakthrough Curves (Cell F) 60 
vii 
List of Tables 
Page 
Table 1: Target Analyte Mass Fractions in the NAPL (Jawitz et al., 1998) 33 
Table 2: Target Analyte Concentrations in the NAPL (Rao etal, 1997) 34 
Table 3: Analytic Model Parameter Estimates (Cell 8) 50 
Table 4: Analytic Model Estimates of NAPL Saturation and Cleanup Efficiency 
(Cell 8) ....52 
Table 5: Analytic Model Parameter Estimates (Cell F) 54 
Table 6: Analytic Model Estimates of NAPL Saturation and Cleanup Efficiency 
(CellF) 55 
Table 7: Stochastic Model Parameter Estimates (Cell 8) 57 
Table 8: Stochastic Model Estimates of NAPL Saturation and Cleanup Efficiency 
(Cell 8) 58 
Table 9: Stochastic Model Parameter Estimates (CellF) 60 
Table 10: Stochastic Model Estimates of NAPL Saturation and Cleanup Efficiency 
(CellF) 61 
Table 11: Method of Moments Results 62 
Table 12: Cell 8 Comparison of Results 63 




This research investigates the application of genetic algorithms (GAs) to help 
interpret data from partitioning interwell tracer tests (PITTs) to characterize groundwater 
contamination source areas. The data used in this research were obtained from PITTs 
conducted in hydraulically isolated test cells at Hill AFB, Utah by researchers from the 
University of Florida. The tests were carried out to evaluate the effectiveness of 
cosolvent and surfactant flushing for remediating non-aqueous phase liquid (NAPL) 
sources of groundwater contamination. PITTs use tracers that flow from an injection to 
an extraction well in the test cells. The quantity and distribution of NAPL in the cell can 
be inferred by the tracer concentration versus time responses (known as the breakthrough 
curves) at the extraction well. 
In this work, GAs were used to help interpret tracer breakthrough curves from 
PITTs. Two transport models were developed to simulate tracer transport in the test 
cells. One model assumed the cell consisted of multiple layers, and that transport in each 
layer could be described by the one-dimensional advective/dispersive equation. The 
second model also assumed multiple layers, and modeled transport in the individual 
layers as advective transport through 100 tubes. Transport times through the tubes were 
represented by a stochastic (lognormal) distribution.   The model solutions were coded 
into Microsoft Excel. Model parameters were optimized using Evolutionary Solver, a 
GA developed by Frontline Systems. The optimized parameters were used to estimate 
pre- and post-flushing NAPL saturation, as well as cleanup efficiency. Results were 
compared to estimates obtained through moment analysis of the PITT data. Results 
demonstrated that GAs are a tool that may be useful in interpreting PITT data for the 
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characterization of NAPL source areas. In particular, using the GAs to interpret the PITT 
data provided more information on NAPL distribution than could be obtained from 
moment analysis. 
USE OF GENETIC ALGORITHMS TO CHARACTERIZE 
GROUNDWATER CONTAMINATION SOURCE AREAS 
Chapter 1: Introduction 
1.1 Background 
Non-aqueous phase liquids (NAPLs) encompass a broad range of contaminants, 
including petroleum products and solvents, with the shared characteristic of a low 
solubility in water. NAPLs are further divided into dense NAPLs (DNAPLs) that have a 
higher density than water, and light NAPLs (LNAPLs) that have a lower density than 
water. NAPL contaminants migrate downward through the vadose zone because of 
gravity and capillary forces. Once the contaminants reach the water table, DNAPLs tend 
to migrate downward through the saturated aquifer and may pool on low permeability 
soil layers while LNAPLs tend to pool on top of the water table. In both cases, NAPL 
contamination of groundwater may involve a separate phase NAPL source that slowly 
dissolves into the groundwater to form an aqueous-phase plume. Such sources can 
remain for long time periods, ranging from several decades to centuries, and no 
remediation method has been demonstrated to effectively restore sites contaminated by 
NAPLs (Trowbridge et ah, 1999). Because of widespread applications of solvents at 
military facilities and past disposal practices that resulted in contamination by these 
solvents, the problem of NAPL remediation is a significant concern for the Department of 
Defense (DOD) and the Air Force (Armstrong Laboratory, 1997). 
Tests involving several innovative remediation methods have shown encouraging 
results for dealing with the NAPL problem. Recent tests involving cosolvent and 
surfactant flushing (Löwe et al, 1999; Rao et al, 1997; Jawitz et al, 1998, Falta et al, 
1999) demonstrate that this emerging technology may offer a potential remedy for 
dealing with NAPL source areas. Cosolvent (surfactant) flushing involves the injection 
of a cosolvent (surfactant) / water mixture near the source area of a contaminated site to 
solubilize or mobilize the contaminant. This allows subsequent extraction of the 
contaminant from the subsurface for aboveground treatment.   Field applications of 
cosolvent (surfactant) floods have demonstrated the ability of the technology to remove 
significant amounts of NAPL contaminant. In 1996, field trials involving the cosolvent 
flushing of a NAPL-contaminated site at Hill AFB, Utah, recovered between 70 - 90% of 
petroleum hydrocarbons and spent solvents (Lowe et al, 1999). 
Proper characterization of the NAPL contaminant source area is necessary to 
develop an effective remediation method and includes determining the location, 
composition, and quantity of NAPL at the site. Current methods for characterizing the 
NAPL contamination at a site include core sampling, cone penetrometer testing, 
geophysical logging, and partitioning inter-well tracer tests (PITT) (Jin et al, 1995). 
Sections 2.1.4 and 2.3.1 discuss the benefits and limitations of each of these methods. 
The PITT method, as outlined by Jin et al (1995), involves the simultaneous injection of 
a conservative (or non-partitioning) tracer and tracers that partition into the NAPL 
contaminant. The conservative and partitioning tracers are subsequently recovered at an 
extraction well. Partitioning of the non-conservative tracers into the separate phase 
NAPL retards the tracers' respective velocities. Several partitioning tracers are used so 
that data can be obtained in a reasonable amount of time with adequate separation of the 
breakthrough curves for the conservative and partitioning tracers. In general, the 
appropriate tracer will have a retardation factor between 1.2 and 4, where the retardation 
factor represents the ratio of the groundwater velocity to the velocity of the partitioning 
tracer (Jin et al, 1997). Since the retardation factor of the partitioning tracer is a function 
of the average NAPL saturation (i.e., a higher retardation factor results from a higher 
NAPL saturation), the breakthrough curves can be used to estimate the mass of separate 
phase NAPL (Young et al, 1999). Soil composition, particularly the fraction of organic 
carbon, can affect the retardation of the partitioning tracer. Therefore, soil composition 
must be considered in the PITT analysis, and the PITT method may not be appropriate for 
soils with a high fraction of organic carbon. 
Since the PITT method samples a much larger volume of the aquifer, it may 
provide a better overall characterization of the NAPL than the other methods (Jin et al, 
1995). Field evaluations performed at Operable Unit 1 (OU1), Hill AFB, Utah in 1995 
(Falta et al., 1999) utilized the PITT method, performing pre-flood and post-flood tracer 
tests, to estimate the efficiency of cosolvent flooding on an LNAPL contaminant. Results 
from these tests indicated removal of approximately 78% of the bulk NAPL from the test 
cell. 
Natural aquifers typically have a high degree of variability in soil characteristics, 
such as hydraulic conductivity, and even aquifers characterized as homogenous may be 
considerably heterogeneous. The degree of soil heterogeneity at a site may be the most 
important factor affecting NAPL distribution and the amount of cosolvent (surfactant) / 
water mixture that is able to contact the contaminant (Lowe et al, 1999). As the NAPL 
phase is typically non-wetting, the mass of NAPL able to penetrate a pore space 
decreases at a disproportionate rate with a decrease in pore size. Consequently, the 
NAPL tends to accumulate in the larger pore spaces and a lower surface area to volume 
ratio is available for interaction with the cosolvent flood. In addition, the cosolvent 
(surfactant) / water mixture will preferentially flow through regions of high permeability. 
Since permeability is directly related to pore size, the preferential flow of the cosolvent 
(surfactant) / water mixture through the high permeability regions will tend to bring more 
of the mixture into contact with the bulk of the NAPL mass. However, it is also less 
likely that the mixture will contact the NAPL mass occupying smaller pore spaces. These 
behaviors of the NAPL and cosolvent (surfactant) / water mixtures imply that hydraulic 
conductivity distributions within the porous media are important factors to consider when 
designing the remediation method and calculating the quantity of cosolvent mixture 
required. The ability to develop a useful model of these distributions is a critical step in 
designing an effective cosolvent flushing system. 
1.2 Scope of Research 
The goal of this research is to develop a modeling approach to better predict 
residual NAPL saturations and distribution at a contaminated site (using data from pre- 
flood PITT tests) in an attempt to improve remediation design and better predict cleanup 
efficiency. This research will address the following questions: 
1. In developing the model, and in deciding which modeling approach 
best accomplishes the purposes of this thesis, what objective function(s) 
should be optimized? Should the model minimize sum of squares 
difference between modeled and actual breakthrough data, minimize the 
number of fitting parameters, or some combination of the two objectives? 
What optimization method should be used to determine the best-fit model 
parameters? 
2. Should only data from the non-partitioning tracer be used to determine 
the hydraulic conductivity and other groundwater flow parameters, or 
should the partitioning tracer data also be used? How should the 
partitioning tracer data be used to determine NAPL distribution? Do the 
models demonstrate a relationship between the hydraulic conductivity and 
NAPL distributions at the site? 
3. How can the models be used to predict cleanup efficiency? How do 
model predictions compare to field data? 
Several models reported in the literature have been developed to model 
groundwater transport. This research will use two modeling approaches to investigate the 
applicability of Genetic Algorithms (GAs) as an optimization method to estimate 
parameter values for interpretation of PITT results. One approach uses a model based on 
the analytic solution to the one-dimensional advective / dispersive equation (van 
Genuchten and Alves, 1982). The other approach uses a model based on a representation 
of the breakthrough curve using a stochastic function (Enfield, 2000). The models will 
be applied to data obtained from PITTs performed at OU1. 
Chapter 2. Literature Review 
2.1 Non-Aqueous Phase Liquids (NAPLs) 
NAPLs are characterized by their low solubility in water. This property gives 
them the potential to exist as a separate phase both above and below the water table. 
NAPLs may be placed in three broad categories based on the specific gravity of the 
contaminant. Light NAPLs (LNAPLs) are less dense than water and tend to spread out 
on top of the capillary fringe at the transition from the vadose to saturated zones. Dense 
NAPLs (DNAPLs) are more dense than water and able to migrate downward through the 
saturated zone. Neutrally Buoyant NAPLs (NNAPLs), usually a mixture of LNAPLs and 
DNAPLs, have a specific gravity near that of water and vertical migration through the 
groundwater occurs slowly. 
2.1.1 NAPL Properties 
Commonly, a variety of components comprise the NAPL at a given site, and the 
characteristics of the NAPL contaminant are a composite of the individual properties of 
the components. These properties include density, viscosity, wettability, interfacial 
tension, and capillary pressure. Density, defined as mass per unit volume, and the 
specific gravity (density relative to the density of water) of the NAPL significantly 
impact its behavior within the saturated zone. Viscosity is a measure of a fluid's 
resistance to flow, and the viscosity of the NAPL defines its ability to flow as a separate 
phase. In general, a NAPL with a viscosity less than water will be highly mobile in the 
subsurface while a NAPL that is significantly more viscous than water will be practically 
immobile as a separate phase. Wettability refers to the affinity of a liquid for a solid 
surface in the presence of another immiscible liquid(s), and is determined by the angle of 
the interface between the solid and the liquids. The wetting phase is the fluid through 
which the angle is less than 90 degrees, while the non-wetting phase has an angle greater 
than 90 degrees. Because they are non-polar molecules, NAPLs are non-wetting in the 
presence of water (although high dissolved organic content in the water can affect 
wettability) and wetting in the presence of air. Interfacial tension describes the tensile 
forces acting on the interface between fluids, and a high interfacial tension indicates a 
low affinity between the two liquids. 
In the case of an immiscible liquid contaminant in groundwater, high interfacial 
tension results in the immiscible liquid molecules grouping in a way that minimizes the 
interfacial area. An interfacial tension of zero indicates miscibility, such that the liquid 
has entered the aqueous, or dissolved, phase. The interfacial tension at the interface of 
two immiscible liquids results in a pressure differential across that interface. This 
pressure differential, directly proportional to the interfacial tension, is referred to as 
capillary pressure. The pressure required for the non-wetting phase to enter a region 
saturated by the wetting phase (i.e., water), referred to as the displacement pressure, must 
be greater than the capillary pressure. The drying curve in Figure 1 illustrates that as the 
non-wetting phase occupies more of the pore space, the capillary pressure increases until 
the non-wetting phase reaches maximum saturation. As the wetting phase re-enters the 
pore space (wetting curve, Figure 1), the non-wetting phase saturation decreases until it 
reaches the point at which flow of the non-wetting phase is no longer possible. This 
residual saturation represents a non-flowing separate phase NAPL source that causes 
long-term contamination as it dissolves into the flowing groundwater. 


















o  s, 100 
Displacement 
Pressure 
Figure 1: Wetting and Drying Curves (Domenico and Schwartz, 1998) 
2.1.2 NAPL Phases 
NAPLs are generally present at a contaminated site in four phases: as vapor 
phase, dissolved (or aqueous) phase, separate phase, and sorbed phase. NAPLs in the 
vapor phase may be removed by a variety of techniques including soil-vapor extraction 
(SVE) from the vadose zone. Air sparging, the injection and recovery of air into the 
saturated zone, can be used to recover dissolved components of volatile NAPLs. Active 
remediation methods such as pump-and-treat or passive methods such as funnel and gate 
can remove dissolved phase contaminant. Separate phase contaminant may be present as 
a residual or pooled NAPL. Depending on the viscosity of the pooled, or free-phase 
NAPL, the contaminant may be mobile in the subsurface and may be capable of being 
removed by direct pumping. LNAPLs can typically be found as free-phase contaminant 
in the vadose zone and near the capillary fringe, where fluctuations in the depth of the 
water table result in NAPL at residual saturation in a smear zone both above and below 
the water table. DNAPLs, on the other hand, migrate downward through the saturated 
zone until they encounter a low permeability barrier. The discovery of free-phase 
DNAPL pools containing significant mass is rare, and the presence of DNAPLs is 
typically inferred from site history or groundwater monitoring data (Sellers, 1999). 
2.1.3 NAPL Migration in the Subsurface 
The properties of DNAPLs and LNAPLs cause differences in their distribution 
and residual saturation at a contaminated site. The LNAPL smear zone generally 
contains uniform distribution of LNAPL at residual saturation. DNAPLs tend to migrate 
downward through the saturated zone by way of preferential flow paths. When low 
permeability layers are encountered, the DNAPL spreads horizontally until it encounters 
higher permeability soil and vertical migration resumes. Vertical migration may also 
resume when the depth of pooled NAPL becomes such that it can no longer be supported 
by hydrostatic pressure (entry pressure) of the low permeability region. The resulting 
"lenses" of pooled NAPL and "fingers" of residual NAPL can be difficult to locate, and 
DNAPL saturation levels can have a high degree of variability in the saturated zone. 
Figure 2 shows a conceptual diagram of LNAPL and DNAPL contamination of the 
saturated zone. 
Figure 2: NAPL Distribution at a Contaminated Site 
Experiments by Broholm et al. (1999) investigated the ability to estimate DNAPL 
source distribution through down-gradient monitoring of the aqueous phase plume. In 
their experiments, results obtained from detailed groundwater monitoring were compared 
to the DNAPL source distribution found by collecting core samples from the source area. 
The results demonstrated a general correlation between the spatial delineation of the 
down-gradient plume to the vertical and lateral distribution of the source. However, 
detailed groundwater monitoring is typically insufficient to determine small-scale 
distribution of the DNAPL source.   Detailed core sampling was able to account for only 
67% - 87% of the known mass injected into the test cell. These tests demonstrated the 
difficulty in obtaining an accurate estimate of NAPL mass and distribution, even in a 
controlled experiment. 
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The presence of two or more fluids within a pore space results in reduction in 
permeability to any one of those fluids. As the saturation of one fluid increases, the 
permeability of the pore space to another fluid decreases (Lowe et al., 1999). Because of 
this, the distribution of NAPL in the saturated zone impacts the hydraulic characteristics 
of an aquifer, and the presence of residual NAPL in the pore spaces can significantly 
reduce hydraulic conductivity. This effect can impede the ability of mobility enhancing 
agents, such as cosolvents and surfactants, to interact with the separate phase 
contaminant. Therefore, proper characterization of contaminant distribution is critical 
prior to developing a remediation strategy. However, technological and financial 
constraints limit the ability to develop a clear picture of NAPL distribution in the source 
area. Obviously, some characterization of the source area must be obtained, but the level 
of detail required remains a subject of discussion. 
2.1.4 Characterizing a NAPL Source Area 
There are four commonly used methods to characterize a NAPL source area: core 
sampling, cone penetrometry, geophysical logging, and partitioning inter-well tracer tests 
(PITTs). The first three methods involve direct examination of the source area. Core 
samples allow visual examination of the NAPL distribution in the saturated zone, can be 
used to estimate the boundaries of the source area, and can be extrapolated using Kriging 
analysis to estimate total NAPL mass. Core samples provide a valuable tool for source 
area characterization, but are generally inadequate for estimating total NAPL mass 
because of the wide variability in NAPL (especially DNAPL) distribution discussed in 
Section 2.1.2 (Broholm et al, 1999). Cone penetrometry provides similar data to that 
obtained from core samples, although data are obtained without the need to extract a core. 
11 
Typically, cone penetrometry utilizes laser-induced fluorescence (LIF) to identify NAPL 
in the subsurface. LIF is based on the principle that aromatic hydrocarbons fluoresce 
when contacted by a laser. Intrusive characterization methods such as core sampling and 
cone penetrometry have the drawback that disturbance of the subsurface could cause 
vertical mobilization of pooled DNAPL. Geophysical logging can be used to deduct the 
distribution of NAPL from subterranean characteristics, but is inadequate for locating 
NAPL mass. Unlike the first three methods that examine the source area directly, PITTs 
characterizes the source zone indirectly using partitioning and conservative tracers. 
Downgradient monitoring of aqueous phase contaminant concentrations can also be used 
to characterize the vertical distribution of the NAPL (Broholm et ah, 1999). 
2.1.5 NAPL Remediation 
There are four general objectives for groundwater remediation (Sellers, 1999): 
prevent exposure to contaminated groundwater, contain the contaminant plume, control 
or reduce the source mass, and finally restore the aquifer to the greatest extent 
practicable. The desirability of the remediation objective increases from preventing 
exposure to restoration, but attainability of objectives is limited by economic and 
technological constraints. Preventing exposure may involve providing an alternative 
water source to property owners affected by the contaminated groundwater. In the case 
of NAPL-contaminated groundwater, containment involves controlling the flow of the 
aqueous phase plume and in-situ or above ground removal of the aqueous phase 
contaminant. The hydrophobic properties of NAPLs, along with the variability in 
separate phase distribution, typically limit our ability to reduce the source mass and 
restore the contaminated aquifer. 
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Since traditional remediation methods such as pump and treat have proven to be 
ineffective at reducing the NAPL source mass, the strategy typically taken at sites with a 
NAPL source area has been to contain the aqueous phase plume, often using "pump and 
treat" extraction wells. Other source area and plume containment methods such as sheet 
piling, slurry walls, and funnel and gate systems have been used with some success, but 
all of these methods have high long-term costs and do nothing to reduce the source mass. 
Because of the inadequacy of pump and treat remediation of NAPL- 
contaminated groundwater, the EPA has suggested a "Triple Train Response" (Mercer, 
1991) as a possible remediation approach. In this three-step process, the first step would 
be to install extraction wells screened at an appropriate depth to remove mobile separate 
phase contaminant. The second step would use techniques to remove contaminant at 
residual saturation. In the final step, pump and treat would be used to remediate the 
aqueous phase plume. A field test of the Triple Train approach at a Superfund site in 
Laramie, Wyoming, removed 99.8% of the contaminant mass (Mercer, 1991). Emerging 
technologies such as cosolvent and surfactant that act directly on the separate phase 
contaminant would be applied at the second step of the triple train approach to reduce 
source mass. Other approaches for reducing source mass include steam injection and air 
sparging. Steam injection mobilizes the separate phase NAPL by lowering its viscosity, 
increasing its volatility, and inducing a hydraulic gradient that can mobilize the 
contaminant (Sellers, 1999). Air sparging, which involves the injection of air into the 
saturated zone, can be an effective source reduction method for volatile contaminants. 
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2.2 Cosolvent / Surfactant Flushing 
Laboratory and field tests involving cosolvents and surfactants have demonstrated 
the potential of the technologies as cost effective alternatives for remediation of 
contaminated sites (Anason, 1999). Cosolvent or surfactant flushing involves the 
injection of a cosolvent (surfactant) / water mixture, commonly called the cosolvent 
(surfactant) flood, near the NAPL source area. Through the processes of solubilization 
and mobilization, detailed in Section 2.2.1, a significant portion of the NAPL source 
mass is removed for subsequent above ground treatment in a relatively short period of 
time. 
2.2.1 Solubilization and Mobilization 
Surfactants, or surface active agents, affect the interface between the separate 
phase NAPL and the water. Surfactants are typically organic compounds with long 
hydrophobic non-polar carbon chains with a strongly polar hydrophilic end. Surfactant 
floods are often applied as a mixture of surfactants and co-surfactants (typically 
intermediate chain alcohols that act as surfactants in the presence of other surfactants) to 
enhance effectiveness. The imbedding of the hydrophobic end into the NAPL reduces 
the NAPL / water interfacial tension and may mobilize the contaminant. The formation 
of micelles, conglomerations of surfactant that form a separate hydrophophic phase into 
which the NAPL molecules can partition, increases the solubility of the NAPL in the 
water. This process is referred to as micellar solubilization, and occurs at a threshold 
surfactant concentration called the critical micelle concentration. Surfactants also form 
micro-emulsions, suspensions of microscopic droplets of one immiscible liquid in 
another immiscible liquid, in water. Surfactants include common detergents, and, 
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although only recently applied to groundwater remediation, have long been used by the 
oil industry for enhanced oil recovery (Lowe et al, 1999). 
Surfactant mixtures are classified according to the type of micro-emulsion that 
forms. In Winsor Type I systems, NAPL droplets form in a continuous water phase. In a 
Winsor Type II system, water droplets form in a continuous oil phase and are used when 
the goal is mobilization of the contaminant. Winsor Type III systems, or middle-phase 
systems, fall somewhere between the Type I and Type II systems, and result in lower 
interfacial tensions than can be achieved in either of the other two systems. Because of 
this, Type III systems result in solubilization of the contaminant. However, since Type 
HI systems require the optimization of a large number of parameters, they are difficult to 
apply in the field (Jawitz et al, 1998). 
Cosolvents are organic compounds, typically an alcohol, that are miscible in both 
water and NAPL. Cosolvents may be used with surfactants to enhance surfactant 
performance or on their own to increase dissolution or induce mobilization of the NAPL. 
When used at low concentrations, cosolvents increase the aqueous solubility of many 
organic contaminants. At higher concentrations, cosolvents may partition into both the 
water and NAPL phases, reducing the interfacial tension and viscosity of the NAPL to 
the point that mobilization may occur. If sufficient quantity of cosolvent / water mixture 
is present, the NAPL may solubilize solely into the cosolvent / water mixture (Lowe et 
al, 1999). Because organic compounds readily dissolve into organic compounds, 
NAPLs may enter the cosolvent flood in the aqueous phase and are able to be recovered 
for subsequent treatment. 
15 
As noted above, cosolvents and surfactants can enhance migration of separate 
phase NAPL in the saturated zone by two methods: solubilization or mobilization. 
Cosolvents or surfactants acting on the surface of the separate phase contaminant reduce 
the interfacial tension. In the case of surfactants, if a critical number of surfactant 
molecules are present, micelles form. NAPL is then able to partition into the micelle 
phase. Since displacement pressure is proportional to interfacial tension, the interfacial 
tension may be lowered to a point that mobilizes the NAPL. In this case, separate phase 
flow of the NAPL may occur. In some cases, mobilization may be the desired result, but 
in the case of DNAPLs, mobilization may result in loss of hydraulic control in which the 
separate phase NAPL does not flow with the flood. 
2.2.2 Concerns 
Because the solvents and surfactants used in a cosolvent flood may themselves be 
contaminants with regulatory maximum contaminant levels (MCLs), their use may be 
restricted and total recovery of the solvents after injection may be a critical concern. 
Another concern is the high cost resulting from the large quantity of solvent required to 
solubilize the separate phase NAPL. Field experiments have been conducted on 
recycling the solvent following aboveground treatment, but dissolved contaminants must 
be removed before re-injection. A variety of systems exist to purify and reuse the 
cosolvent / surfactant flood. Such systems are expensive to operate and have variable 
results (Anason, 1999). Additional problems can result from unstable flow conditions 
caused by density and viscosity differences between the cosolvent flood and groundwater 
(Armstrong Laboratory, 1999). Because of the potential for separate phase mobilization 
of DNAPLs, hydraulic control must be maintained. Another concern is uniform delivery 
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of the cosolvent to the source area to prevent partial removal or concentration of the 
contaminant. The NAPL source area and the hydraulic properties of the aquifer must be 
properly characterized to ensure interaction of the cosolvent or surfactant with the 
contaminant. 
2.3 Partitionine Inter-well Tracer Tests (PITTs) 
Partitioning tracer tests, first used by the petroleum industry in the early 1970s, 
take advantage of the chemical interaction between the separate phase organic 
compounds and tracers with an affinity towards those compounds. Four mechanisms 
result in retardation, or a reduced transport velocity, of the partitioning tracers: fluid 
partitioning, adsorption, ion exchange, and size exclusion. Fluid partitioning represents 
the most significant mechanism for tracer retardation when NAPL is present (Tang, 
1995). When a partitioning and non-partitioning (conservative) tracer are injected 
simultaneously into NAPL-contaminated groundwater and subsequently recovered, the 
difference in their transport velocity (as evidenced by the separation of their breakthrough 
curves) can be used to estimate the mass of organic present in the aquifer. 
Jin et al. (1995) first demonstrated PITTs in the field to characterize the NAPL 
saturation at sites with groundwater contamination and to assess remediation 
performance. Prior to conducting the test, the general location and dimensions of the 
source area must be determined, typically by using core sampling, cone penetrometry, or 
geologic mapping. The PITT involves the simultaneous injection of partitioning and 
conservative tracers at an injection well located up-gradient from the separate phase 
NAPL source area (Figure 3). The tracers are subsequently recovered at an extraction 
well located down-gradient from the separate phase NAPL. The NAPL saturation at the 
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site can be estimated from the separation of the breakthrough curves of the partitioning 
and conservative tracers (Figures 4). 
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Figure 4: Idealized Breakthrough Curves 
2.3.1 Limitations of PITTs 
As with any method of NAPL site characterization effort, there are limitations on 
the ability of PITTs to provide an accurate estimate of NAPL mass and cleanup 
efficiency. Research has shown that partitioning tracers tend to underestimate the 
saturation of NAPL in an aquifer (Nelson et al, 1999). The presence of NAPL at 
18 
Saturation in the pore spaces results in the reduction of the effective permeability of the 
region occupied by the NAPL. The preferential flow of the tracer around these regions of 
reduced hydraulic conductivity provides a likely explanation for the underestimation of 
NAPL mass. Rate limited mass transfer and mass loss in the tracer also contribute to the 
underestimation of NAPL mass (Nelson and Brusseau, 1996) Preferential tracer flow 
may result in the tracers following a similar flow path as the cosolvent / surfactant flood. 
Consequently, PITTs also tend to overestimate the cleanup efficiency of the flood. 
Because of the limitations associated with any characterization method, two independent 
methods (e.g., PITTs and core samples) are generally used to estimate NAPL mass and 
cleanup efficiency (Lowe et ah, 1999). 
2.3.2 Estimating NAPL Mass and Cleanup Efficiency from PITT Data 
This research utilizes two methods for estimating NAPL saturation and cleanup 
efficiency from PITT data: the method of moments and inverse modeling. 
2.3.2.1 Method of Moments 
Retardation (/?) can be defined as the ratio of the transport velocity of the 
partitioning tracer (yp) over the conservative tracer (vc) and can be calculated by (Sheely 
and Baldwin, 1982), 
R = l+    nw  " =-£- = -£- (1) 
l~Sn Vp tc 
where Knw is the partition coefficient of the tracer between the NAPL and water, 
Sn is the NAPL saturation, 
tp is the travel time of the partitioning tracer, 
and     tc is the travel time of the conservative tracer. 
Rewriting (1) in terms of NAPL saturation yields, 
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t  -t 
Sn= £—= . (2) 
tp+tn(Knw-l) 
The mean tracer travel times and the standard deviation for the travel time 
distribution can be estimated directly from the experimental data using the method of 
moments. For a continuous random variable, the expected (E) or mean (\i) value of a 
random variable X with a probability distribution function f(x) is defined as, 
Hx=E{X)=]xf{x)dx (3) 
The variance (a2) of X is defined as, 
O2 =E(X2)-[E{X)f (4) 
The first moment (|i'i,t) of the experimental data can be calculated using (3) 










where Q is the tracer concentration at time t, 
U is the mean tracer travel time, 
and     to is the tracer injection time. 
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The variance for the mean travel time can be calculated by substituting (5) and (7) 
into (4) to obtain, 
<r2=A4,(-G"u)
2 (») 
2.3.2.2 Inverse Modeling 
Inverse modeling involves determining a function of decision variables that 
provides a reasonable representation of experimental data. There are a variety of 
approaches to optimize variable values and determine the best model fit to the 
experimental data by minimizing an objective function that represents the difference 
between the model and experimental data. Most optimization approaches utilize a 
variation of linear programming in which restraints are placed on decision variables to 
represent them as linear functions. Another approach, combinatorial optimization, 
represents the decision variables as discrete values and determines the optimum 
combination of those discrete values (Reeves, 1993). The two general classes of 
approaches to optimization problems described above can be classified as derivative 
based methods and search methods respectively (Lybanon and Messa, 1999). 
One characteristic of combinatorial optimization is the existence of many locally 
optimum solutions. In other words, solution sets exist that may be more optimum than 
adjacent solution sets. Consequently, convergence may occur at a solution set that does 
not represent the optimum of all solution sets. Combinatorial optimization methods 
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based on linear programming use exact methods to guarantee convergence at a global 
optimum for the objective function (Reeves, 1993). However, because decision variables 
are constrained by linear or non-linear functions, convergence at the global optimum for 
the objective function does not necessarily guarantee that the results represent the best 
possible solution set for the model. A heuristic approach, on the other hand, utilizes a 
"seeking" method (Reeves, 1993) that does not guarantee convergence at a global 
optimum. It is possible, however, that iterative optimization using a heuristic approach 
can provide a good solution quicker than an approach that guarantees finding a global 
optimum for the objective function. Genetic algorithms (GAs), discussed in detail in 
Section 2.4, are an example of a heuristic approach to a combinatorial optimization 
problem. This research evaluates the applicability of GAs to groundwater transport 
modeling. 
A variety of mathematical models have been developed for groundwater flow and 
remediation problems. Although these models may provide a reasonable simulation of 
groundwater flow and contaminant transport, site complexity often prevents their 
application due to the difficulty and expense associated with data collection and 
parameter quantification (Wang, 1997). 
2.3.2.2.1 Analytic Modeling Approach 
Analytic solutions to the differential equations that describe groundwater 
transport provide one modeling approach. The simplifying assumption of steady one- 
dimensional flow will be used in this research to develop the chemical transport model. 
The assumption of one-dimensional flow is generally inadequate for a three-dimensional 
flow problem and would be expected to provide reasonable results only for homogenous 
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conditions that would typically not exist in the field. Therefore, a close correlation of the 
model results to the field data is not expected. Nevertheless, the analysis should be 
sufficient to demonstrate whether GAs may be an appropriate method for solving this 
type of problem. 
The partial differential equation that describes one-dimensional chemical 
transport in groundwater is (van Genuchten and Alves, 1982). 
— (6D—-evc)- — (9c + pbS) = pw6c + iispbs-ywd-yspb (9) 
ox       ox ot 
where c is the solute concentration [ML"3], 
s is the sorbed solute concentration [MM"1], 
0is the volumetric moisture content [L3L3], 
D is the dispersion coefficient [L2!"1], 
v is the groundwater pore velocity [LT1], 
Pb is the porous medium bulk density [ML"3], 
x is the distance [L], 
t is the time [T], 
ßw is the liquid phase first-order decay constant [T
1], 
ßs is the solid phase first-order decay constant [T
1], 
yw is the liquid phase zeroth order production constant [ML"
3T"1], 
and     ys is the solid phase zeroth order production constant [T
1]. 
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The assumption of a linear sorption isotherm will be used in this research. 
Therefore, 
s = kc (10) 
where k is the partitioning coefficient. 
The retardation (R) of the transported chemical is given by: 
R = l + ^- (11) 
0 
The rate coefficients \i and y are defined as: 
H = Vw+^f- (12) 
r=y„+1f- (13) 
Substituting (10) - (13) into (9) yields: 
„32c      dc    ndc .... D—j -v-—R— = flc-r (14) 
dJC ox        d/ 
Disregarding first-order decay and production of the transported chemical and 
rearranging (14) yields the governing equation for the one-dimensional advective / 
dispersive transport model used in this research. 
.dc „32c dc 
— = D—--v— 
dt        dx        dx 
R (15) 
van Genuchten and Alves (1982) provide the analytic solution to (15) assuming 
the following initial and boundary conditions. 
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The initial and boundary conditions are: 
c(x,0) = C,. 
c(0,0 = C0 
c(0,r) = 0 
0 < t < t0 
t>t0 
dx 
KO = o 
Note that the boundary condition at x = 0 specifies a pulse of chemical at 
concentration Co from time t = 0 to time t = to. The solution to (15) with the above initial 
and boundary conditions is, 
c(x,t) = Ci+(C0-Ci)A(x,t) 0<t<t0 (16a) 
c(x,t) = C,. + (C0 - C()A(x,t)-CQA(x,t-t0) t>t0 (16b) 
where, 
1 
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2.3.2.2.2 Stochastic Modeling Approach 
Field experiments have demonstrated that the heterogeneity in an aquifer can 
generally be represented stochastically by a lognormal distribution (Domenico and 
Schwartz, 1998). Enfield (2000) describes a modeling approach in which the flow field 
can be conceptualized as a bundle of flow tubes, each with different travel times. The 
tracer transport times in the flow field can be described as having a lognormal 
distribution with a mean travel time (mtt) and standard deviation (o). The breakthrough 
curve can be modeled by defining the transport time of individual flow tubes as, 
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r/ = fl*exp(normsinv(//JV)*<7) (17) 
where 7> is the travel time (normalized as pore volumes Qi/n) for flow tube /, 
/ = 1, 2, 3 ... (iV-1), 
Qi is the Volumetric flow rate in tube I, 
n is the porosity, 
R is the retardation, 
N is the number of flow tubes, 
normsinv is the inverse of the standard normal cumulative distribution, 
and      (7 is a unitless fitting parameter that describes the actual model standard 
deviation. 
If the concentration is normalized as relative concentration (Cr = C/Co, where Co 
equals the tracer concentration in the injected slug), the normalized travel times for 
individual flow tubes from (17) can be used to model the relative concentration at the 
extraction well. For time (t) less than the length of tracer injection time (t0), the relative 
concentration at the extraction well can be modeled as a step function by summing the 
relative concentrations of the individual flow tubes. The relative concentration for an 
individual flow tube is 1/iV if the tracer within that flow tube has reached the extraction 
well, i.e., the travel time (7» is less than the normalized time (t/mtt). If the tracer within 
the flow tube has not yet reached the extraction well, the relative concentration is zero. 
For t greater than t0, the relative concentration at the extraction well can be modeled by 
including a negative step function beginning at to. The relative concentrations for the 
negative step function are determined in a similar manner to the step function except that 
travel times for individual flow tubes are compared to (t - to) I mtt. By the principle of 
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superposition, the relative concentration at the extraction well can be modeled by 






Figure 5: Step Functions and the Principle of Superposition 
2.4 Genetic Algorithms 
John Holland and his associates at the University of Michigan developed genetic 
algorithms (GAs), a mathematical optimization technique based on the principles of 
natural selection, in the 1960s. Early applications of GAs were in the realm of artificial 
intelligence and pattern recognition programs, but the flexibility of the GA makes it 
appropriate for a variety of optimization problems including a wide range of 
environmental and remediation modeling applications (Reeves, 1993). 
2.4.1 GA Terminology and Methodology 
Because GAs are based on the principles of natural selection, genetic terms are 
used. The process by which GAs determine an optimum solution set can most easily be 
described using analogies to genetics and reproduction. The user defines a population of 
decision variable sets, or chromosomes (also referred to as strings or individuals). The 
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decision variables that form the chromosomes are analogous to genes, or alleles. Alleles 
are typically represented in binary code, although encoding can also use real or integer 
values (Figure 6). 
Chromosome or String 
■ f.  .   .   - -n, 
p 0 1 10 1  0 1 0 
ö.- 
U: 1 0 110  10 1 i 
i 1 1 0 10 110 
IT 0 1 0 110 0 1 
^Hallele 
Figure 6: GA Terms 
The user can define a value range and provide initial guesses for the variables to 
be optimized. The GA encodes the initial values, along with additional randomly 
selected values, into binary strings that form the initial population, the size of which is 
defined by the user. The GA then applies the processes of selection, crossover, and 
mutation to form subsequent populations. Selection occurs when the GA evaluates the 
fitness of individuals within the population, and the fittest reproduce to form offspring. 
The GA determines fitness through comparison to optimization criteria defined by the 
user. For example, if minimizing an objective function in a model defines the 
optimization criteria, the individuals within a population that return the lowest value for 
that objective function are selected for reproduction. Reproduction occurs through 
crossovers between randomly selected pairs that swap a portion of their gene string (the 
crossover point is also randomly selected). The GA selects a percentage (determined by 
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the user) of the new population (composed of parents and offspring) for mutation, in 
which the binary value of an allele changes.  The processes of crossover and mutation 
produce a new population comprised of the fittest individuals from the initial population 
and their offspring. The GA evaluates the fitness of individuals within this new 
population, and the process repeats until stop criteria are met (Figure 7). 
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Figure 7: GA Process 
2.4.2 Schema Theorem 
The schema theorem provides the theoretical basis for the GA to evaluate fitness 
of individuals within a population. A schema (plural schemata) defines a subset of the 
population composed of similar individuals. For example, the chromosomes {110 0 11 
0 } and 
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{0111011} are both members of the schema { * 1 * * * 1 * }. Both chromosomes 
will be members of several schemata that may contain one or both of the chromosomes. 
The categorization of individuals into schemata allows determination of an average 
fitness for each schema. This intrinsic parallelism allows the GA to evaluate the fitness 
of individuals within a population with fewer trials. Through crossover and mutation, the 
representation of a schema within a population will increase or decrease with relative 
fitness (Reeves, 1993). 
2.4.3 Effects of GA Parameters on Performance 
Knowledge of the decision variables that the GA will optimize can be used to 
provide initial guesses or ranges for parameter values that may enhance the performance 
of the GA. However, the possibility of early convergence to a solution that does not 
represent the global optimum exists. The required population size is related to the length 
of the binary code strings that comprise the population, but experience has indicated that 
populations of 30 individuals are adequate for most situations. Increasing the mutation 
rate decreases the probability of early convergence at a solution that does not represent 
the global optimum, but can significantly increase the time required for the GA to 
optimize the decision variables (Reeves, 1993). 
2.4.4 Applications of GAs to Groundwater Remediation Problems 
Several papers have been written about the application of GAs to groundwater 
remediation problems. Ritzel et al. (1994) developed a GA to handle multiple objective 
groundwater pollution containment problems and reported favorable results in designing 
a dual objective pumping system that maximized reliability and minimized cost. Garrett 
et al. (1999) applied a GA to a bioremediation problem for a TCE contaminated aquifer. 
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The GA was used to optimize a number of engineered parameters that affected the flow 
imposed by groundwater circulation wells, as well as biodegradation kinetics. Harrouni 
et al. (1996) combined GAs with the boundary element method for optimization of 
pumping well placement and groundwater parameter estimation. This research 
investigates the applicability of GAs to inverse modeling of PITT data. 
2.5 Source of Data 
The data used in this research was collected during field tests of the cleanup 
effectiveness of a variety of cosolvent / surfactant mixtures. The tests were conducted at 
Operable Unit 1 (OU1), Hill AFB, Utah (Rao et al, 1997; Falta et al, 1999, Jawitz et al, 
1998). OU1 is the site of several former disposal sites, including chemical disposal pits 
in which a variety of liquids including petroleum hydrocarbons such as jet fuel and 
chlorinated solvents were disposed (Falta et al, 1999). The aquifer at the site is a 
shallow, unconfined aquifer approximately 6.1 m thick underlain by a thick clay unit that 
extends to depths greater than 90 m (Rao et al, 1997). The tests involving cosolvent / 
surfactants floods were conducted within hydraulically isolated test cells constructed by 
driving interlocking sheet piling 2-3 m into the underlying clay layer (Figures 8 & 9). 
Pre-flood and post-flood PITT tests were used (in conjunction with other characterization 
methods) to estimate the spatial distribution of the NAPL and cleanup efficiency. Tests 
conducted at Cells 8 and F provide the data for this research. 
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Figure 9: Elevation View of Test Cell Configuration 
2.5.1 Cell 8 
Tests conducted by researchers from the University of Florida, in conjunction 
with the 
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US EPA and USAF (Jawitz et al, 1998), examined the effectiveness of a Windsor Type I 
surfactant/alcohol (surfactant/co-surfactant) mixture as a single-phase micro-emulsion 
(SPME) in a hydraulically isolated test cell measuring 2.8m x 4.6 m. The composition of 
the NAPL present at this site is shown in Table 1. Pre- and post-flood NAPL saturation 
was determined using soil samples and the PITT technique. Results indicated removal of 
90-95% of the most prevalent NAPL components. 








Table 1: Target Analyte Mass Fractions in the NAPL (Jawitz et al, 1998) 
2.5.2 CellF 
Tests conducted by researchers from the University of Florida, in conjunction 
with the US EPA and USAF (Rao et al, 1997), examined the efficiency of a cosolvent 
solubilization flood, consisting of water and two water-miscible alcohols, as a 
remediation technique for a NAPL-contaminated aquifer. The tests were conducted 
within a hydraulically isolated test cell measuring approximately 4.3 m x 3.5 m. Pre- 
flood characterization of the test cell was conducted using soil cores and groundwater 
samples, and the volume and distribution of the NAPL was estimated with the PITT 
technique. The composition of the NAPL contaminant present at the site is shown in 
Table 2. Following the cosolvent flood, soil cores and groundwater samples were 
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collected to determine the concentrations of NAPL constituents remaining. Results 
indicated nearly a 90 - 99% removal in the upper 1 m zone, and removal efficiencies 
dropped to 70 - 80% in the bottom 0.5 m above the confining clay layer. Data from the 
pre-flood PITTs were reported by Annable et al. (1997). 
Target Analyte Mass Fraction, 
xlO3 








Table 2: Target Analyte Concentrations in the NAPL (Rao et al, 1997) 
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Chapter 3. Experimental Method 
3.1 Introduction 
The application of GAs as a "best fit" parameter determination method to help 
interpret PITT results was evaluated using two modeling approaches. The first approach 
applied a GA to estimate flow parameters (v, D, and R) for the analytic solution to the 
one-dimensional advective / dispersive equation (16). The second approach used a GA to 
estimate fitting parameters for a stochastic model based on the assumption of a lognormal 
distribution of travel times for the breakthrough curve (17). Parameters were optimized to 
fit model simulations to breakthrough curve data for partitioning and conservative tracers 
obtained from PITTs at two test cells at Hill AFB, Utah. The results obtained from the 
» 
GA model were used to estimate the NAPL saturation and cleanup efficiency of 
cosolvent / surfactant floods at those test cells. The NAPL saturation and cleanup 
efficiency estimates from the GA models were compared to estimates obtained directly 
from the experimental data using the method of moments. 
3.2 GA Models 
3.2.1 Evolutionary Solver 
The GA used in this model is an optimization tool included with Premium Solver 
from Frontline Systems (Incline Village, NV), an add-in for Microsoft Excel. For this 
research, the educational version of Premium Solver was used. The educational version 
differs from the full version in that it limits the number of variables to be optimized to 
250 (compared to 5000 for the full version), but the capabilities of the educational 
version are sufficient for this research. Figure 10 shows the Premium Solver Parameters 
window. Note that the Standard Evolutionary optimization method is selected. At this 
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interface, the user defines the objective function, optimization constraint, variables, and 
variable constraints. The sample optimization problem in Figure 10 shows that the 
objective function is defined in cell $N$9. The GA is directed to find the minimum value 
for the objective function by changing the decision variables (v, D, n) located in cells 
$D$21 :$D$31. Upper and lower bounds are defined for the decision variables, and an 
integer constraint is placed on "n". 
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Figure 10: Premium Solver for Excel User Interface 
The Solver Options window (Figure 11) allows the user to define how the GA 
will function. The Max Time and Iterations limits become a factor if the GA does not 
converge on an optimum solution. The limits stop the program in a reasonable amount of 
time and allow the user to determine whether to continue or adjust other options to 
improve performance. Precision helps define the length of the encoded strings and can 
affect the time required for the GA to perform its search and optimization routine. 
Because of this, the precision required should be carefully evaluated and minimized. 
36 
Convergence defines the relative improvement in fitness that must be achieved for the 
GA to continue. The effects of population size and mutation rate on GA performance 
were discussed in Section 2.4.3. A larger population and higher mutation rate increase 
the chances of finding a global rather than a local minimum for the objective function, 
but can significantly impact the length of time required for the GA to converge on a 
solution. 
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Figure 11: Solver Options Window 
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3.2.2 Objective Function 
The objective function that was minimized in the model was the sum of the Chi 
Square function for each data point. 
z2=^(exp,-mod,.)
2 (18) 
tf        exp,. 
where expj is the experimental (measured) tracer concentration at time tj, 
mod, is the model tracer concentration at time ti, 
and     n is the number of data points. 
The Chi Square function was chosen because it accounts for the scaled difference 
between the model and PITT data. 
3.2.3 Analytic Model 
The analytic model used discrete values for hydraulic and chemical parameters 
for the analytic solution to the one-dimensional advective / dispersive equation described 
in Section 2.3.2.2.1. Several simplifying assumptions, discussed in Section 2.3.2.2.1, 
were made in this analysis to minimize the complexity of the analytic model and the . 
number of parameter values that the GA would be required to optimize. The 
concentration of the injected tracer solution (Co), the tracer injection time (to), and the 
distance between the injection and extraction wells (x) were constants in the analytic 
model. It should be noted that assuming that Co is constant would affect the accuracy of 
the model since mass loss to other extraction wells or through degradation is not taken 
into consideration. As a result, the model may tend to overestimate, retardation and 
NAPL saturation. Heterogeneity in the aquifer, and the corresponding variation in flow 
parameters, were accounted for by applying the deterministic parameter values to a 
discrete number of layers of equal thickness. 
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3.2.3.1 Conservative Tracer Model 
The breakthrough curves for the conservative tracer (both pre- and post- 
remediation) were used to estimate the hydraulic parameters (groundwater pore velocity 
and dispersion coefficient) and optimize the number of layers using Evolutionary Solver 
(Figure 12). 
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Figure 12: Conservative Tracer (Analytic Model) 
3.2.3.1.1 Optimizing the Number of Layers 
Because Genetic Algorithms utilize a random search to assign values to alleles, 
linking constraints are necessary to drive the GA towards optimizing both parameter 
values and number of layers. Such constraints are necessary because the GA assigns 
values for the flow parameters (vj and DO in all five layers even though the GA may not 
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have selected all five layers (i.e. n < 5). For example, if n = 4, the GA has assigned 
values to v5 and D5 even though those layers are not included in the analytic calculations. 
As a result, the values for v5 and D5 may not provide a_good fit of the model to the PITT 
data, but they do not affect the fitness of the individual because 
they are not included in the analytic calculations. However, if layer five is selected in a 
subsequent generation, the values that have already been assigned to the layer parameters 
hurt the fitness of the individual, preventing it from being selected for crossover. Over 
multiple generations, this creates a bias towards optimizing the objective function with 
one layer. To drive the GA to investigate potential solutions with more than one layer, a 
penalty is added to the objective function for each layer that has not been selected but has 
parameter values assigned. To allow this linking constraint to be incorporated into the 
model, layer variables (Yl, Y2,..., Y5) were created, and logic constraints in the form of 
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Figure 13: Logic and Linking Constraints 
Increasing the number of layers improves the fit of the model breakthrough curves 
to the experimental data, but there is a corresponding increase in model complexity. To 
achieve the goal of optimizing the fit of the model breakthrough curve while minimizing 
model complexity, a penalty was added to the objective function as the number of layers 
increased. Several model runs using this approach indicated a bias in the model for the 
GA to optimize the parameters using five layers. This bias stemmed from contradictory 
requirements for penalty values assigned to linking constraints and is discussed in detail 
in Section 4.2.1.  As a result, individual model runs were performed for one to five 
layers. The results obtained from these runs were analyzed to determine the optimum 
number of layers that balanced goodness of fit with model complexity. The resulting 
number of layers was used in subsequent runs. 
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3.2.3.2 Partitioning Tracer Model 
To estimate the retardation of the partitioning tracer in pre- and post-flood PITTs, 
the linear pore velocity and dispersion coefficient values estimated from the conservative 
tracer model were held constant and the GA was applied to optimize the model by 
varying the retardation value in each of the layers. Figure 14 shows the layout for the 
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Figure 14: Partitioning Tracer Model (Analytic Model) 
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The NAPL saturation in each layer may be calculated using a modified form of 
equation (2) that gives NAPL saturation as a function of retardation. 
(S„),=——— (19) 
"'     K^+R-l 
The assumption that the model layers have equal thickness is implicit in the 
model, so the average NAPL saturation was calculated by; 
Ecu 
(Sn)aVe=- (20) n 
where n is equal to the number of layers. 
3.2.4 Stochastic Model 
The ability of the GA to optimize parameter values for the stochastic modeling 
approach described by Enfield (2000) was evaluated using an Excel model and 
Evolutionary Solver. Co and to were input to the model as constants; the problems 
associated with the assumption of a constant Co are discussed in Section 3.2.3. The value 
of stochastic function was determined for 100 flow tubes in each layer. Arrays were 
constructed that assigned a value of zero or one to each flow tube as a function of time 
based on the following criteria: 
If the stochastic function is defined as: 
f(I) = R * EXP (NORMSINV (IZN) * a) 
43 
where EXP is the exponential function in Excel, 
NORMSINV is the function in Excel that returns the inverse of the 
standard normal cumulative distribution, 
I is the number identifying the individual flow tube, 
N is the number of flow tubes, 
R is the retardation of the tracer, 
and     a is the standard deviation of the stochastic function that describes the 
breakthrough curve. 
At a given time, t, the cell values within the array for the positive step function are 
determined by: 
for I = 1 ... 99 
if(f(I)<t/mtt) 
cell value = 1 
else 
cell value = 0 
At a given time, t, the cell values within the array for the negative step function 
are determined by: 
for I = 1 .. 99 
if(f(I)<(t-to)/mtt) 
cell value = 1 
else 
cell value = 0 
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where mtt is the mean travel time for the tracer 
and      t0 is the injection time for the tracer. 
The normalized model concentrations at a given time are determined by summing 
the cell values associated with each flow tube and dividing by the number of flow tubes. 
3.2.4.1 Conservative Tracer Model 
The breakthrough curves for the conservative tracer (both pre- and post- 
remediation) were used to estimate the standard deviation of the stochastic function and 
the mean travel time for the tracer. Parameter values were estimated for each layer. 
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Figure 15: Conservative Tracer Model (Stochastic Model) 
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3.2.4.2 Partitioning Tracer Model 
As in the analytic model, the parameter estimates from the pre- and post-flood 
stochastic conservative tracer models were held constant in the partitioning tracer model 
and the GA was applied to optimize the model by varying the retardation values in each 
of the layers. NAPL saturation was estimated using the method described in Section 
3.2.2.2. Figure 16 shows the layout of the stochastic partitioning tracer model. 
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Figure 16: Partitioning Tracer Model (Stochastic Model) 
3.3 Inverse Modeling of Experimental Data 
The method of moments, described in Section 2.3.2.1, was used to estimate the 
mean travel time from the experimental data and calculate NAPL saturation and cleanup 
efficiency. The data were extrapolated to account for retardation in the tail. The inverse 
modeling results were compared to the results obtained from the analytic and stochastic 
models. 
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Chapter 4. Analysis 
4.1 Overview 
The use of GAs as a parameter optimization method for PITT interpretation was 
evaluated by determining the goodness of fit of model breakthrough curves to PITT 
experimental data. The utility of the models as a design and decision making tool was 
evaluated by comparing the estimates for NAPL saturation and Cleanup efficiency 
obtained from the models to those calculated using the method of moments. 
4.2 Analytic Model 
4.2.1 Optimizing the Number of Layers 
As discussed in Chapter 3, initial results using the analytic model indicated that 
conflicting constraints prevented the GA from returning an optimum number of layers for 
the model that met the desired criteria. Large linking constraint penalties to the objective 
function associated with assigning parameter values to non-selected layers were 
necessary to drive the GA towards examining solutions with multiple layers. On the 
other hand, it was also necessary to incorporate penalties for extra layers, in order to 
minimize the number of fitting parameters. However, these penalties would be 
necessarily small when compared to the linking constraint penalties. As a result, they had 
no impact on the model, and the GA continued to demonstrate a bias towards maximizing 
the number of layers. 
Individual model runs were conducted using the pre-flood conservative tracer data 
from Cell 8 to empirically determine the number of layers that would be used in 
subsequent evaluations. Results indicated significant improvement when the number of 
layers was increased to three, with only minor improvement in model fit with further 
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increases in the number of layers (Figure 17). Because the geometry of the breakthrough 
curves was similar for all data sets, subsequent model runs were based on the assumption 
that three layers would allow a reasonable fit of the models to the experimental data. 
This decision was based on the premise that increasing the number of layers significantly 
impacted the amount of time required to optimize the model parameters and, in principle, 
less fitting parameters are preferable. 
2 3 4 
# of Layers (n) 
Figure 17: Value of Minimized Objective Function with Increasing "n" 
4.2.2 Cell 8 
The breakthrough curves representing the analytic solution to steady state one- 
dimensional advective dispersive equation (hereafter referred to as model breakthrough 
curves) are represented as a solid line along with the experimental data points in Figure 
18. The results demonstrated that the analytic model breakthrough curve provided a good 
fit to the experimental data. The extraction well data indicated a bimodal peak in 
concentration for the pre-flood conservative tracer breakthrough curve and the pre- and 
post-flood partitioning tracer breakthrough curves. Modeling the breakthrough curves 
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using superposition of multiple layers with discrete parameter values accounted for this 
characteristic of the extraction well data. 
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Figure 18: Analytic Model Breakthrough Curves and Experimental Data (Cell 8) 
Estimates for flow parameters developed by the model (Table 3) were within the 
expected range for a sand and gravel aquifer. Jawitz et al. (1998) reported an average 
hydraulic conductivity of 0.36 m/hr across the test cell, and an effective porosity of 0.14. 
Jawitz et al. did not report the hydraulic gradient for Cell 8. However, the average linear 
pore velocity estimated by the model (0.23 m/hr) would be consistent with the results 
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reported by Jawitz et al. for a hydraulic gradient of approximately 0.1 m/m, a reasonable 
value. 
Because removal of NAPL mass would be expected to increase the relative 
permeability of the aquifer, an increase in velocity estimates was expected for the post- 
flood models. As seen in Table 3, this was not found. However, the model results did 
show a general correlation between layer velocity and NAPL saturation. Lower 
velocities were associated with higher R values as would be expected if the presence of 
NAPL decreases relative permeability. 
A longitudinal dispersivity of approximately 0.1 m would be expected based on 
the scale of the test cell experiment (Domenico and Schwartz, 1998). The dispersion 
values for Layer 1 and Layer 2 in the pre-flood model and for Layer 1 and Layer 3 in the 
post-flood model are consistent with this expectation. The GA returned a value for the 
dispersion coefficient for Layer 2 in the post-flood model, but this value was not included 
in the calculations (since V2 = 0) and did not affect the model fit to the data. 
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Table 3: Analytic Model Parameter Estimates (Cell 8) 
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Parameters fitted to the partitioning tracer data returned retardation (R) values 
indicative of NAPL mass removal (Table 3). The model pre- and post flood 
breakthrough curves are shown in Figure 19. Note that the partitioning tracer breaks 
through before the conservative tracer in the post-flood breakthrough curves, but due to 
tailing has a retardation factor greater than one. These characteristic of the breakthrough 
curve for the partitioning tracer (early breakthrough and tailing) may be indicative of rate 
limited sorption (Brusseau and Rao, 1989). 
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Figure 19: Analytic Model Pre- and Post-Flood Breakthrough Curves (Cell 8) 
Table 4 shows the pre- and post-flood NAPL saturation, as well as the cleanup 
efficiency, estimated by the model. Because v for layer 2 was optimized at zero, the flow 
field has essentially been modeled with two layers in the post-flood model. As a result, 
layer 2 was not included when calculating the average post-flood saturation. 
Because Jawitz et al. (1998) reported only pre- and post-flood concentrations for 
the target NAPL constituents in their study, their results do not provide a basis for 
comparing the NAPL saturation estimated by the model. Additionally, the model 
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estimates for NAPL saturation and cleanup efficiency used data from only one extraction 
well. Since the estimates from one extraction well should not be considered 
representative of the entire test cell, a direct comparison to the results reported by Jawitz 
et al. (1998) is not possible. However, a comparison can indicate whether the model is 
providing a reasonable representation of the experimental data. Jawitz et al. (1998) 
reported a cleanup efficiency of 72 %. It is likely that their results more accurately reflect 
actual cleanup efficiency since, beyond the reasons discussed above, the estimates were 
obtained using data from both the PITTs and core samples. 
Cell ID: 8 
EW 1 
Model Type Analytic 
Opt Method GA 
Partitioning Tracer 2,2-dimethyl-3-pentanol 
Km» 7.42 
Test Type Layer ID Sn Average Sn 
Pre Flood 
1 0.0618 




2         ■WBffiOtiolP 0.0129 
3 0.0095 
Cleanup Efficiency 83.57% 
Table 4: Analytic Model Estimate of NAPL Saturation and 
Cleanup Efficiency (Cell 8) 
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4.2.3 CellF 
Model breakthrough curves for Cell F demonstrated a reasonable fit to the 
experimental data (Figure 20). The bimodal peak of the breakthrough curves observed in 
the models of the Cell 8 data was also observed in the post-flood models for Cell F, and 
was represented by the model. 
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Figure 20: Analytic Model Breakthrough Curves and Experimental Data (Cell F) 
Estimates for flow parameters developed by the model (Table 5) were within the 
expected range for ä sand and gravel aquifer. The average linear pore velocity estimated 
by the model was 0.22 m/hr. The hydraulic conductivity reported by Rao et al. (1997) 
was 0.72 m/hr, and the effective porosity was reported as 0.20. The linear pore velocity 
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estimates from the model would be consistent with those reported by Rao et al. (1997) if 
the hydraulic gradient is 0.06, a reasonable value (though not reported). 
The model estimates for the post-flood velocities reflected the expectation that 
increased velocities may result from the increase in effective permeability of the aquifer 
following NAPL mass removal. The model results also showed the general inverse 
relationship between velocity and NAPL saturation that was seen in the results from 
Cell 8. 
Cell ID: f 
EW 3 
Model Type Analytic 
Opt Method GA 
Parameter Estimates                   | 
Test Type Tracer Type Layer ID v (m/hr) D (m2/hr)    I R          | 
Pre Flood Conservative 
1 0.317 0.093       ■ 
2 0.088 0.197       ■ 
3 0.249 0.345       ^ 




Post Flood Conservative 
1 0.417 0.052       H 
2 0.169 0.117       ■ 
3 0.239 0.038        ^ 




Table 5: Analytic Model Parameter Estimates (Cell F) 
Optimization of the pre- and post-flood analytic model returned retardation (i?) 
values indicative of NAPL mass removal (Table 5). Figure 21 shows the model pre- and 
post-flood breakthrough curves for the conservative and partitioning tracers. 
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Figure 21: Analytic Model Pre- and Post-Flood Breakthrough Curves (Cell F) 
Table 6 shows the pre- and post-flood NAPL saturation, as well as the cleanup 
efficiency, estimated by the model. The cleanup efficiency of 77.19 % estimated by the 
model is comparable to the cleanup efficiency of 82.61 % estimated from PITT results 
and reported by Rao et al. (1997). Reasons for the differences between the model and 
reported data were discussed in Section 4.2.2. 
Cell ID: f 
EW 3 
Model Type Analytic 
Opt Method GA 
Partitioning Tracer 2,2-dimethyl-3-pentanol 
■Viw 7.42 
Test Type Layer ID s„ Average S„ 
Pre Flood 
1 0.0789 




0.0355 2 0.0604 
3 0.0282 
Cleanup Efficiency 77.19% 
Table 6: Analytic Model Estimate of NAPL Saturation and 
Cleanup Efficiency (Cell F) 
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4.3 Stochastic Model 
4.3.1 Cell 8 
Figure 22 shows the stochastic model simulations compared to experimental 
breakthrough data from Cell 8. The models of the pre-flood breakthrough curves 
provided a reasonable fit to the experimental data, although the model tended to 
underestimate the peak concentrations. Model runs performed by Enfield (2000) in 
which the number of flow tubes were varied indicated that increasing the number of flow 
tubes enables the model to account for peak concentrations by "smoothing" the curve. 
The model in this research was limited to using a total of 300 flow tubes (three layers, 
each with N=100 flow tubes) because, due to the size of the arrays in Excel, the GA was 
unable to optimize the model fitting parameters for N>100. 
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Figure 22: Stochastic Model Breakthrough Curves and Experimental Data (Cell 8) 
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Table 7 shows the stochastic parameter estimates for Cell 8. The model 
demonstrated the same inverse relationship between layer velocity (reflected in the layer 
mean travel time (mtt)) and NAPL saturation (indicated by R) as was seen when the 
analytic model was applied to Cell 8. 
Cell ID: 8 
EW 1 
Model Type Stochastic 
Opt Method GA 
Parameter Estimates                   | 
Test Type Tracer Type Layer ID o mtt (hrs)     I R_l 
Pre Flood Conservative 
1 0.539 19.997      ■ 
2 0.523 18.845      H 
3 0.704 28.822       ^ 




Post Flood Conservative 
1 0.673 28.224      H 
2 0.413 35.699      H 
3 0.688 24.617       ^ 




Table 7: Stochastic Model Parameter Estimates (Cell 8) 
Figure 23 shows the separation of the conservative and partitioning breakthrough 
curve from the pre- and post-flood stochastic models for Cell 8. 
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Figure 23: Stochastic Model Pre- and Post- Flood Breakthrough Curves (Cell 8) 
Using moments calculated from the stochastic model for Cell 8, a cleanup 
efficiency of approximately 68 % was determined (Table 8). The results obtained in this 
model are compared with the stochastic model and the results from Jawitz et al. (1998) in 
Section 4.4. 
Cell ID: 8 
EW 1 
Model Type Stochastic 
Opt Method GA 
Partitioning Tracer 2,2-dimethyl-3-pentanol 
Knw 7.42 
Test Type Layer ID s„ Average Sn 
Pre Flood 
1 0.1280 




0.0321 2 0.0000 
3 0.0561 
Cleanup Efficiency 67.79% 
Table 8: Stochastic Model Estimate of NAPL Saturation and 
Cleanup Efficiency (Cell 8) 
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4.3.2 CellF 
The stochastic model provided a better fit to the experimental data for Cell F 
(Figure 24) than for Cell 8. However, for the reasons discussed in Section 4.3.1, the 
model tends to underestimate the peak tracer concentrations. 
Cell! Pre Flood Brtakthrough Curves 
(Conservative Tracer) 
Calif Pre Flood Breakthrough Curves 
(Partitioning Tracer) 
20 40 60 80 100 120 140 160 160 2 10 
-Modal Oata    *   Experimental Data 1 
Cell 1 Post Flood Breakthrough Curves 
(Conservative Tracer) 









20 40 60 so 100                   1 
100 120 
| Modal Data   »   Experimental Data [ -Modal Data   ♦  Experimental Data] 
Figure 24: Stochastic Model Breakthrough Curves and Experimental Data (Cell F) 
Table 9 shows the stochastic parameter estimates for Cell F. The correlation 
between mean travel time and NAPL saturation that was seen in the results for Cell 8 are 
not evident in the results from Cell F. The pre- and post-flood mean travel times for the 
conservative tracer demonstrate an interesting discrepancy from the expected 
performance of the model, with a sharp increase for the post-flood mean travel time in 
layer 1. This discrepancy may represent an artifact of the three layer model. Because the 
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model is not a true representation of field conditions, but an artificial representation to fit 
experimental extraction well data, the best fit parameters may contradict expected 
performance. 
Cell ID: f 
EW 3 
Model Type Stochastic 
Opt Method GA 
Table 9: Stochastic Model Parameter Estimates (Cell F) 
Figure 25 shows the separation of the model breakthrough curves for the 
conservative and partitioning tracers for Cell F (pre- and post-flood). 
Cell f Pre Flood Model Breakthrough Curve« 
(Conservative and Partitioning Tracer») 
Cell t Post Flood Model Breakthrough Curves 
(Conservative and Partitioning Tracers) 
_JfiQ 1ÄL.. 
0.2- 





20 40 60 80 100                      12 
Conservative Tracer Partitioning Tracer I 
-Coniarvattv« Tracer Partitioning Tracer 
Figure 25: Stochastic Model Pre- and Post-Flood Breakthrough Curves (Cell F) 
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Using moments calculated from these model simulations, the Cell F stochastic 
model estimated a cleanup efficiency of approximately 75 % (Table 10). The results 
obtained in this model are compared with the moment analysis results in Section 4.4. 
Cell ID: f 
EW 3 
Model Type Stochastic 
Opt Method GA 
Partitioning Tracer 2,2-dimethyl-3-pentanol 
"nw 7.42 
Test Type Layer ID s„ Average S„ 
Pre Flood 
1 0.1115 




0.0408 2 0.0069 
3 0.0612 
Cleanup Efficiency 74.57% 
Table 10: Stochastic Model Estimate of NAPL Saturation 
and Cleanup Efficiency (Cell F) 
4.4 Method of Moments and Model Comparisons 
The results obtained from the moment analysis of the extraction well tracer data 
(extrapolated) are shown in Table 11. The estimates for NAPL saturation and cleanup 
efficiency were calculated from the extraction well data extrapolated to account for 
concentrations in the tail. Extrapolation was done by performing linear regression 
analysis on the plot of the natural log of concentration vs time of the data in the negative 
slope portion of the experimental breakthrough curve. The equation for the line (returned 
by Excel) was used to estimate concentration for times greater than the time of the final 
reported concentration. 
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Pre Flood Conservativ 30.14 0.0889 
62.10% Partitioninq 51.94 




Conservativ 24.86 0.0861 
62.79% Partitioninq 42.24 
Post Flood Conservativ 19.95 0.0320 
Partitioninq 24.84 
Table 11: Method of Moments Results 
The comparison of the moment analysis results and the model results for Cell 8 is 
shown in Table 12, and the comparison for Cell F is shown in Table 13.   Differences in 
estimated saturation levels and cleanup efficiency from inverse modeling and moment 
analysis can have several sources, including the simplifying assumptions made in the 
model and fitting errors between the model and experimental data. 
Table 12 shows that, despite adjusting the post flood calculations to reflect two 
layers instead of three, the Cell 8 analytic model overestimated the cleanup efficiency 
compared to the stochastic model and moment analysis. By observing the scale of the 
pre-flood and post-flood saturation for all three layers, it is evident that the problem lies 
in the post-flood analytic model. Analysis of the breakthrough curves for the 
conservative tracer showed that the model fit the data poorly, as indicated by an 
increasing Chi Square function in the tail. This error in the tail caused the model to 
underestimate R and NAPL saturation and explains the high estimate for cleanup 
efficiency. 
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Pre Flood 0.0785 
83.57% 
Post Flood 0.0129 
Stochastic 
Pre Flood 0.0997 
67.79% 
Post Flood 0.0321 
Moment 
Analysis 
Pre Flood 0.0889 
62.10% 
Post Flood 0.0337 
Table 12: Cell 8 Comparison of Results 
Table 13 shows the comparison of the Cell F analyses. The stochastic and 
analytic models provided similar estimates for pre- and post-flood NAPL saturation, but 
both provided significantly higher estimates for the pre-flood saturation than the moment 
analysis of the experimental data. This may result from the problems with using a 
constant Co discussed in Section 3.2.3. Failing to account for possible tracer losses could 
result in an overestimation of NAPL saturation. Other simplifying assumptions used in 
the models might also contribute to the difference. 






Pre Flood 0.1558 
77.19% 
Post Flood 0.0355 
Stochastic 
Pre Flood 0.1605 
74.57% 
Post Flood 0.0408 
Moment 
Analysis 
Pre Flood 0.0861 
62.79% 
Post Flood 0.0320 
Table 13: Cell F Comparison of Results 
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Chapter 5. Conclusions and Recommendations for Future Study 
5.1 Introduction 
This research demonstrated the ability of GAs to perform parameter optimization 
to model PITT results and estimate NAPL mass and cleanup efficiency. Inverse 
modeling of PITT results poses a special problem since there are currently no non-linear 
optimization methods that guarantee convergence to a global optimum for the objective 
function (Reeves, 1993). This problem is usually addressed through characterization of 
the aquifer so that the modeler has a good idea of what the optimization parameters may 
be. This knowledge, combined with multiple model runs using different initial parameter 
values, can be used to converge on a locally optimum solution that approximates the 
global optimum.   However, if adequate data concerning the hydraulic characteristics of 
an aquifer are not available, the problems associated with non-linear optimization are 
compounded. One of the inherent advantages of genetic algorithms are thei ability to 
"accidentally" discover a more optimum solution. Consequently, iterative application of 
the GA to inverse modeling of groundwater transport is more likely to converge at a 
global optimum even if little is known about likely initial values for the decision 
variables. 
5.2 Conclusions 
5.2.1 Objective Function 
Minimizing the sum of the Chi Square function resulted in a reasonable fit of the 
model to the experimental data. Attempts to incorporate the number of layers (n) into the 
model as a decision variable failed due to requirements for conflicting constraints 
(Section 4.2.1). However, an empirical approach was used to determine a value for n that 
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met the dual objectives of minimizing model complexity while still obtaining a good fit 
of the model to the experimental data. 
5.2.2 Model Parameters 
Use of the conservative tracer data to estimate groundwater flow parameters, and 
the subsequent use of those parameters to estimate retardation from the partitioning tracer 
data provided a reasonable fit of the models to the PITT data. The results obtained in this 
research demonstrated an inverse relationship between the transport velocity of the 
conservative tracer (as represented by "v" in the analytic model and "mtt" in the 
stochastic model) and the estimated NAPL saturation for each layer. 
5.2.3 Model Results 
The NAPL saturation and cleanup efficiencies estimated by the analytic and 
stochastic models were comparable to results reported by Jawitz et al. (1998) and Rao et 
al. (1997) as well as to estimates obtained through moment analysis of the PITT data. 
The advantages of GAs, as applied in this research, lie in their ability to find a solution 
that approximates the global optimum for the objective function when little is known 
about probable values for the decision variables. Iterative application of the GA 
converges on a good model solution even when the initial parameter values are not close 
to the values that provide a good model fit.. However, knowledge about probable 
parameter values greatly reduces the time required for the GA to fit the model to the 
PITT data. 
The results from the post-flood analytic model demonstrated sensitivity to fitting 
the tail of the breakthrough curve. This problem may be alleviated by fitting the model to 
extrapolated PITT data, or by increasing the number of model layers. 
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5.3 Recommendations for Future Research 
• Heterogeneity in an aquifer, and the corresponding variation in tracer transport times, 
can result in PITT breakthrough curves that have several peaks and valleys. Inverse 
modeling can address this, as was done in this research, by optimizing discrete 
parameter values for multiple layers. Because the extraction well breakthrough 
curves used in this research fit a simple or bimodal curve, determining the number of 
layers to obtain a reasonable fit of the model to the experimental data was relatively 
simple using an empirical approach. However, the PITT data used in this research 
were obtained from tests conducted in hydraulically isolated test cells, so the 
complexity of the breakthrough curves was minimized. GAs may provide an 
appropriate optimization method to balance model complexity (i.e. the number of 
layers) with the goodness of fit to the PITT data, but this research demonstrated the 
limitations of Evolutionary Solver at optimizing the number of layers. Including the 
number of layers as a decision variable for model optimization would require the use 
of a GA designed to address conflicting constraint requirements. 
• The ability of a model to provide a reasonable estimate of NAPL distribution would 
be enhanced by varying the thickness of the layers. Layer thickness could be 
incorporated as a decision variable into future models, and the ability of GAs to 
estimate NAPL saturation could be evaluated. 
• Anason (1999) developed a software package in Visual Basic to perform cost-benefit 
analysis for cosolvent flushing. This cost-benefit tool could be combined with 
groundwater transport models developed in Excel to provide a comprehensive 
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decision-making tool for site characterization and remediation design, and may 
provide an avenue for future research efforts. 
• The stochastic model developed by Enfield (2000) represents a new way to represent 
the breakthrough curves obtained from PITTs. This research demonstrated the ability 
of the stochastic model to represent PITT results obtained under relatively controlled 
conditions. The applicability of the stochastic model to PITTs conducted on a larger 
scale should be evaluated in future research. 
• Data available from PITTs conducted at Hill AFB include information that was not 
used in developing the models for this research. This data (e.g., from multilevel 
samplers, core samples, etc.) could be used, along with GAs, to determine if "real" 
layers exist that could be modeled or, in other words, to obtain a more reasonable 
representation of the aquifer heterogeneity and NAPL distribution. 
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