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Im bisherigen Auslegungsprozess wird ein Bahnsystem in der Regel in Teilsysteme zerlegt, 
die nacheinander und für sich betrachtet entworfen werden. Das Verhalten des Gesamtsys-
tems im geplanten täglichen Betrieb wird nur für wenige Varianten mittels Simulation 
überprüft. In dieser Arbeit wird der Ansatz vorgestellt, ein elektrisches Bahnsystem als Op-
timierungsaufgabe zu modellieren und diese mit einem geeigneten mathematischen Such-
verfahren zu lösen, um Wechselwirkungen im Gesamtsystem bereits während der Dimen-
sionierung berücksichtigen zu können. Zu diesem Zweck wird ein mehrkriterieller geneti-
scher Algorithmus mit Zugfahrtsimulation und Netzberechnung gekoppelt, um ein für 
elektrische Bahnen entwickeltes Optimierungsmodell zu lösen. Am Beispiel einer realen 




1 Einleitung ....................................................................................................................... 1 
1.1 Motivation ........................................................................................................................................ 1 
1.2 Ziel der Arbeit ................................................................................................................................. 2 
2 Grundlagen der Optimierung ......................................................................................... 3 
2.1 Optimierungskonzepte ................................................................................................................... 3 
2.2 Formelle Optimierungsverfahren ................................................................................................. 4 
2.2.1 Vorstellung und Einordnung ............................................................................................... 4 
2.2.2 Vergleich und Bewertung ..................................................................................................... 5 
2.3 Mehrkriterielle Optimierungsprobleme ....................................................................................... 7 
2.3.1 Definition ................................................................................................................................ 7 
2.3.2 Umformung in ein monokriterielles Problem ................................................................... 9 
2.3.3 Pareto-Optimierung............................................................................................................. 10 
2.4 Bisherige Nutzung der Optimierung im Bahnbereich ............................................................ 12 
3 Genetische Algorithmen ................................................................................................15 
3.1 Arbeitsweise und Operatoren genetischer Algorithmen ........................................................ 15 
3.1.1 Prinzipielle Arbeitsweise ..................................................................................................... 15 
3.1.2 Codierung .............................................................................................................................. 16 
3.1.3 Fitnesszuweisung und Selektion ........................................................................................ 17 
3.1.4 Rekombination ..................................................................................................................... 20 
3.1.5 Mutation ................................................................................................................................ 22 
3.2 Erweiterte Operatoren ................................................................................................................. 24 
3.2.1 Fitness Sharing ..................................................................................................................... 24 
3.2.2 Subpopulationen .................................................................................................................. 26 
3.2.3 Elitismus ................................................................................................................................ 27 
3.3 Mehrkriterielle Optimierung mit genetischen Algorithmen ................................................... 28 
3.3.1 Verfahren .............................................................................................................................. 28 
3.3.2 Definition eines Abbruchkriteriums ................................................................................. 31 
3.4 Behandlung von Randbedingungen ........................................................................................... 31 
3.4.1 Definition .............................................................................................................................. 31 
3.4.2 Einordnung verschiedener Strategien und Verfahren.................................................... 32 
3.4.3 Angewendetes Verfahren.................................................................................................... 36 
3.5 Wahl eines geeigneten mehrkriteriellen genetischen Algorithmus ........................................ 38 
3.5.1 Notwendigkeit eines Vergleiches verfügbarer Algorithmen ......................................... 38 
3.5.2 Gütekriterien für MOEA .................................................................................................... 38 
3.5.3 Kurzbeschreibung der Kandidaten ................................................................................... 39 
3.5.4 Test auf Genauigkeit und Diversität ................................................................................. 40 
3.5.5 Test der Einhaltung von Restriktionen ............................................................................ 43 
4 Kopplung eines genetischen Algorithmus mit Zugfahrtsimulation und 
Netzberechnung ........................................................................................................... 45 
4.1 Vorteile ........................................................................................................................................... 45 
4.2 Beschreibung der verwendeten Simulationsprogramme ........................................................ 46 
4.2.1 Zugfahrtsimulation .............................................................................................................. 46 
4.2.2 Netzsimulation ..................................................................................................................... 47 




Dimensionierung elektrischer Bahnsysteme mit mehrkriteriellen genetischen Algorithmen v 
 
5 Ein Optimierungsmodell für Bahngesamtsysteme ...................................................... 57 
5.1 Vorüberlegungen ........................................................................................................................... 57 
5.2 Betriebliche Variablen .................................................................................................................. 59 
5.2.1 Beharrungsgeschwindigkeit ................................................................................................ 59 
5.2.2 Auslauffaktor ........................................................................................................................ 60 
5.2.3 Takt......................................................................................................................................... 62 
5.2.4 Fahrzeugtyp ........................................................................................................................... 63 
5.2.5 Wagenanzahl ......................................................................................................................... 64 
5.2.6 Versatz ................................................................................................................................... 65 
5.3 Technische Variablen ................................................................................................................... 66 
5.3.1 Fahrzeugleermasse ............................................................................................................... 66 
5.3.2 Fahrzeugleistung................................................................................................................... 67 
5.3.3 Nennspannung ..................................................................................................................... 68 
5.3.4 Nennfrequenz ....................................................................................................................... 69 
5.3.5 Fahrleitungsbauart................................................................................................................ 71 
5.3.6 Speisefaktor ........................................................................................................................... 72 
5.3.7 Speiseart ................................................................................................................................. 74 
5.3.8 Unterwerkspositionen ......................................................................................................... 75 
5.4 Zielwerte und Zielfunktionen ..................................................................................................... 84 
5.4.1 Netzenergiebedarf ................................................................................................................ 84 
5.4.2 mittlere Reisezeit .................................................................................................................. 86 
5.4.3 Investitionen ......................................................................................................................... 88 
5.4.3.1 Definition .......................................................................................................................... 88 
5.4.3.2 Fahrleitungskosten .......................................................................................................... 89 
5.4.3.3 Unterwerkskosten ............................................................................................................ 90 
5.4.3.4 Kosten der Fahrzeuge ..................................................................................................... 96 
5.4.4 Komfort ................................................................................................................................. 99 
5.5 Restriktionen und feste Parameter ............................................................................................. 99 
5.6 Das vollständige Optimierungsmodell in der Übersicht ....................................................... 104 
6 Optimierungsrechnungen und Ergebnisse ................................................................. 107 
6.1 Untersuchungsvarianten ............................................................................................................. 107 
6.1.1 Rechnungen mit allen Variablen und Zielwerten .......................................................... 107 
6.1.2 Unterwerkspositionierung als isoliertes Optimierungsproblem ................................. 116 
6.2 Bewertung der Ergebnisse ......................................................................................................... 120 
6.2.1 Analyse von Genauigkeit und Rechenzeit ...................................................................... 120 
6.2.1.1 Genauigkeit ..................................................................................................................... 120 
6.2.1.2 Rechenzeit ....................................................................................................................... 124 
6.2.2 Herausfiltern einer Vorzugsvariante aus der pareto-optimalen Gruppe ................... 125 
6.2.3 Ablesbare Gesetzmäßigkeiten .......................................................................................... 131 
6.2.4 Erkenntnisse aus der Anwendung des vorgestellten Verfahrens ............................... 134 
6.2.4.1 Genauigkeitsprobleme bei der Speiselängenverteilung ........................................... 134 
6.2.4.2 Suchstrategien für Probleme mit vielen nicht simulierbaren Lösungen ............... 138 
6.2.4.3 Vermeidung eines inhomogenen Zielfunktionsverlaufes über Variablen ............ 140 
7 Zusammenfassung und Ausblick ................................................................................ 143 
Literatur ................................................................................................................................... I 
Abkürzungen und Formelzeichen .........................................................................................IX 





Elektrische Bahnen zeichnen sich im Vergleich mit anderen Verkehrsträgern durch ihre 
hohe Leistungsfähigkeit bei gleichzeitig geringer Umweltbelastung aus. Aufgrund ihrer 
Komplexität ist es im bisherigen Auslegungsprozess notwendig, Bahnsysteme in Teilsyste-
me zu zerlegen, die nacheinander und für sich betrachtet entworfen werden, obwohl das 
Systemverständnis und das Zusammenspiel der Komponenten an Bedeutung gewinnt.  
Eisenbahnverkehrsunternehmen ziehen sich mehr und mehr auf ihre Kernkompetenz, das 
Betreiben von Bahnen, zurück. Forderungen an neue Systeme oder auch nur Komponen-
ten werden häufig nicht mehr in konkreten Parametern, wie der Maximalleistung, der ma-
ximalen Zugkraft oder einer maximalen Ausfallrate formuliert, sondern funktional ausge-
schrieben. Eine Transportaufgabe ist unter Beachtung der hiesigen Randbedingungen mit 
einer bestimmten Zuverlässigkeit zu erfüllen. Damit wird die Verantwortung für die Funk-
tionsfähigkeit des Gesamtsystems dem Hersteller übertragen, denn dieser garantiert immer 
häufiger im Anschluss an die Auslieferung seines Produktes einen störungsfreien Betrieb. 
Die bisher praktizierte sequentielle Auslegung von einem Teilsystem nach dem anderen 
führt dazu, dass der Entscheidungsspielraum bei Komponenten am Ende des Auslegungs-
prozesses durch vorangegangene Entscheidungen bereits stark eingeschränkt ist. Eine Se-
parierung von komplexen Systemen kann generell dazu führen, dass sich Komponenten, 
die ihre Funktion losgelöst von ihrer zukünftigen Umgebung erfüllen, später suboptimal 
verhalten aufgrund von gegenseitigen Beeinflussungen im Verbund. Die beträchtliche An-
zahl unterschiedlicher Fachgebiete, die Menge von verschiedenen, am Transportprozess 
direkt oder indirekt beteiligten Baugruppen und -elementen sowie die immer stärker ausge-
prägte Vernetzung aller Systembausteine macht eine Abstimmung aller Einzelauslegungen 
notwendig, auch wenn das Finden eines Gesamtoptimums ohne Systematik nur schwer 
möglich ist.  
Die Optimierung bietet eine solche systematische Suche bei komplexen Problemen mit 
vielen Lösungsvarianten. Die Idee, die Systemauslegung als Optimierungsaufgabe zu be-
greifen und zu formulieren, kann als Startpunkt dieser Dissertation angesehen werden. 
Obwohl die Bezeichnung Optimierung häufig verwendet wird, wenn eigentlich Verbesse-
rung gemeint ist, steht der Begriff ursprünglich für das Finden der bestmöglichen Lösung 
unter allen. Optimierungsverfahren ermitteln aus der Menge der erlaubten Lösungen 
selbstständig diejenigen, welche die vom Nutzer definierten Optimierungskriterien am bes-
ten erfüllen. Sie variieren dabei alle Variablen gleichzeitig und damit gleichberechtigt und 
ermöglichen einen vollautomatischen Suchablauf. 
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1.2 Ziel der Arbeit 
Diese Arbeit soll einen Beitrag leisten zur ganzheitlichen Dimensionierung des komplexen 
technischen Systems elektrische Bahn in Ergänzung zur bisherigen komponentenbezo-
genen Auslegung im Bahnsektor. Es wird einerseits ein methodischer Wissenszuwachs  
angestrebt hinsichtlich der Nutzung von Optimierungsverfahren in der Bahngesamt-
systemauslegung; gleichzeitig wird die Methodik an einem realen Anwendungsfall verifi-
ziert, um konkrete Optimierungsergebnisse bewerten zu können. 
Das Ergebnis der Optimierung soll ein Vorzugsbahnsystem sein, dessen Variablen jene 
Werte zugewiesen bekommen haben, die zu optimalen Systemeigenschaften führen. Das 
gefundene Optimum soll unter den definierten Randbedingungen theoretisch nicht an-
greifbar sein, denn die Sicherheit, ein System nicht nur verbessert, sondern optimiert zu 
haben, fehlt derzeit bei der Konfiguration von Bahnsystemen. 
Zu diesem Zweck ist zu klären, welche Methoden der Optimierung die Leistungsfähigkeit 
und Vielseitigkeit besitzen, mit einem sehr großen und inhomogenen, zum Startzeitpunkt 
aber noch unbekannten Optimierungsproblem umzugehen, das während der Bearbeitung 
stetig wächst und seinen Charakter wahrscheinlich mehrfach ändert. Da bei elektrischen 
Bahnen mehrere Optimierungskriterien zu beachten sind, kommen auch spezielle 
mehrkriterielle Optimierungsverfahren in Betracht.  
Daneben muss das Bahnsystem in ein Optimierungsmodell überführt werden, womit die 
Definition von Optimierungskriterien, den variablen Größen und Randbedingungen sowie 
deren mathematischen Zusammenhängen gemeint ist. Zugfahrtsimulation und Netzbe-
rechnung sind etablierte Methoden zur Abbildung von Technik und Betrieb elektrischer  
Bahnen, die aufgrund ihrer Modellgenauigkeit dem aktuellen Stand der Technik entspre-
chen und bei der Systemauslegung ein unverzichtbares Hilfsmittel darstellen. Wird ein  
Optimierungsverfahren mit diesen Instrumenten gekoppelt, kann der Vorteil der Simula-
tion, die gute Übereinstimmung von Modell und Realität, mit geringerem Aufwand auf die 
Optimierungsrechnungen übertragen werden. 
Am Beispiel einer realen Metrolinie in Kaohsiung (Taiwan) werden mit einem simulations-
basierten genetischen Algorithmus verschiedene Optimierungsrechnungen durchgeführt. 
Aus 29 technischen und betrieblichen Variablen sollen die bezüglich der zu minimierenden 
Kriterien Netzenergiebedarf, Reisezeit, Komfortfaktor und Investitionen optimalen Kom-
binationen gefunden werden. Die erzielten Ergebnisse zeigen, dass sich das vorgestellte 
Verfahren für eine geschlossene Optimierung des Gesamtsystems elektrische Bahn hervor-




2 Grundlagen der Optimierung 
2.1 Optimierungskonzepte 
Ein in der Auslegung von Bahnsystemen bereits unbewusst verwendetes und weit verbrei-
tetes Optimierungsprinzip könnte als voraussehendes Optimieren bezeichnet werden. In 
Vorüberlegungen werden mögliche Auswirkungen von Parametervariationen abgeschätzt 
und über Berechnungen oder Simulationen gestützt. Anschließend werden die Ergebnisse 
ausgewertet und die besten Varianten ausgewählt. Es werden dabei nur die viel verspre-
chenden Problemkreise herausgefiltert und für sich betrachtet gelöst. Diese Optimierungs-
form beruht letztendlich immer auf Annahmen, die aus der individuellen praktischen Er-
fahrung stammen. Die Zahl möglicher Lösungen wird verkleinert, wodurch eine aufwendi-
gere formelle Optimierung umgangen werden kann, doch es werden auch nur Innovatio-
nen in Betracht gezogen, deren Nutzen auf der Hand liegt. Neue und überraschende  
Lösungswege können so nicht gefunden werden. Diese Vorauswahl von Parametern ist 
zudem nicht verlässlich und scheidet als Möglichkeit ganz aus, wenn zu Beginn keine Ten-
denz zu  guten Lösungen erkennbar ist. Ferner wird die Parametervariation noch von Hand 
durchgeführt, obwohl sich diese Tätigkeit für eine Automatisierung eignet. 
Der logische Schritt zu einer breiteren Lösung wäre der Verzicht auf die Selektion zu Be-
ginn, die Diskretisierung des Lösungsraumes und die Berechnung und Bewertung aller Pa-
rameterwertekombinationen. Diese Analyse des größtmöglichen Lösungsraumes wird voll-
ständige Enumeration genannt. Der gefundene Parametersatz ist auch aus mathematischer 
Sicht garantiert optimal, doch diese Variante stößt schnell an die Grenzen der Machbarkeit. 
Die Sicherheit der kompletten Lösungsraumbetrachtung kann auch mit der Verwendung 
von Optimierungsalgorithmen erreicht werden. Diese sind in der Lage, den Suchraum auf 
erfolgversprechende Gebiete einzugrenzen und so die Rechnung erheblich zu beschleuni-
gen oder überhaupt erst zu ermöglichen. Das gefundene Optimum gilt dennoch für den 
gesamten Lösungsraum. Eine formelle Optimierung bietet neben der absolut autonomen 
Suche den Vorteil, dass die Variablen nicht nacheinander, sondern gleichzeitig und damit 
gleichberechtigt variiert werden.  
Formelle Optimierungsprobleme bestehen aus: 
∙ Zielwerten, die minimiert oder maximiert werden sollen, also dem Zweck der 
Optimierung, 
∙ Variablen, mit denen die Optimierungskriterien bestmöglich erfüllt werden sol-
len, den Mitteln, 
∙ einzuhaltenden Restriktionen, den Nebenbedingungen, und 




Der Aufwand des Erstellens einer Optimierungsaufgabe gemäß den Anforderungen des 
Optimierungsverfahrens ist jedoch beachtlich. Sämtliche Abhängigkeiten müssen zu  
mathematischen Zusammenhängen abstrahiert werden. Folglich kann dieses formelle  
Optimieren nur in Frage kommen, wenn der Lösungsraum für eine vollständige 
Enumeration zu groß ist, wie in dem hier vorliegenden Anwendungsfall der Bahngesamt-
systemoptimierung.  
2.2 Formelle Optimierungsverfahren 
2.2.1 Vorstellung und Einordnung 
Eine wichtige Voraussetzung für das erfolgreiche Lösen von Optimierungsaufgaben ist das 
Finden des Optimierungsverfahrens, das am besten zum vorliegenden Problem passt. 
Jedoch ist die Vielfalt innerhalb der Optimierungsmethodik so beträchtlich, dass es keine 
allgemeine Ordnung gibt. Die Bandbreite reicht von komplizierten mathematischen Analy-
sen bis zu auf den ersten Blick spielerisch anmutenden numerischen Experimenten. Unter-
scheiden lassen sich nach der Arbeitsweise deterministische und probabilistische  
Verfahren.  
Deterministische Verfahren sind in der Lage, Optimierungsprobleme exakt zu lösen, wenn 
diese bestimmte Eigenschaften besitzen. Während die lineare Optimierung ausschließlich 
lineare Zielfunktionen und lineare Restriktionen erfordert, können Gradientenverfahren 
auch nichtlineare Optimierungsprobleme lösen, benötigen aber zumindest kontinuierliche 
und differenzierbare Zielfunktionen, um über die Analyse des lokalen Funktionsanstieges 
die beste Suchrichtung zu ermitteln. Aufgrund dieser immensen Einschränkungen für  
vorhandene Verfahren ist es unrealistisch anzunehmen, derzeit oder zukünftig mit einem 
universell anwendbaren deterministischen Optimierungsverfahren arbeiten zu können, das 
mit allen Arten von Zielfunktionen umgehen kann: 
∙ bekannten und unbekannten, 
∙ diskreten und kontinuierlichen,  
∙ linearen und nichtlinearen, 
∙ unimodalen und multimodalen  
(nur ein globales Optimum oder auch mehrere lokale), 
∙ differenzierbaren und nichtdifferenzierbaren, 
∙ einer oder mehreren. 
Stattdessen existieren für jede Art von Optimierungsproblem eigene Verfahren, aus denen 
das für das vorliegende Problem geeignete gewählt werden muss [87].  
Probabilistische Optimierungsverfahren lösen die Aufgabe nicht durch eine Analyse der 
mathematischen Zusammenhänge, sondern ein mehr oder minder zielgerichtetes Erzeugen 
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und Bewerten von Lösungen. Die randomisierte Suche ist das einfachste und gleichzeitig 
unzuverlässigste dieser Optimierungsverfahren, bei dem die Lösungen rein zufällig gene-
riert und evaluiert werden, um aus dieser Stichprobe dann die beste Lösung zu wählen.  
Zielgerichteter arbeitet die Gruppe der Heuristiken und Meta-Heuristiken, die sich deter-
ministisch nicht lösbaren Problemen nähern, indem bei der Genauigkeit der gefundenen 
Lösungen oder der Rechenzeit Kompromisse eingegangen werden. Reine Heuristiken sind 
problemspezifisch, sodass sich einzelne Strategien nicht herausgreifen, bewerten und auf 
das eigene Problem übertragen lassen. Metaheuristiken sind dagegen auf beliebige Prob-
lemstellungen anwendbar. Bekannte Beispiele für metaheuristische Verfahren sind Branch 
and Bound, ein Entscheidungsbaumverfahren, Simulated Annealing, die Modellierung des  
Optimierungslaufs als Abkühlungsprozess und Tabu Search, wobei Teilgebiete des Such-
raums auf Zwischenergebnissen basierend zu Tabuzonen erklärt werden [87].  
Die Ant Colony Optimization ist ein Beispiel für die Nutzung sogenannter Schwarmintelligenz 
bei der Lösung von Optimierungsproblemen, in diesem Fall über die Imitation des Verhal-
tens von Ameisen bei der Futtersuche. Ebenfalls zu der Gruppe von der Natur inspirierter 
Meta-Heuristiken, die sich von einer stochastischen Suche beginnend selbsttätig in vielver-
sprechende Richtungen lenken, zählen alle evolutionären Verfahren. Diese arbeiten gleich-
zeitig mit mehreren potentiellen Lösungen, der Population, und unterziehen diese einer 
wiederholten Selektion, um kontinuierlich bessere Lösungen zu erzeugen [59]. Abbildung 
2.1 zeigt, an welcher Stelle die evolutionären Verfahren in die Optimierungsmethodik ein-
zuordnen sind. 
 
Abbildung 2.1: formelle Optimierungsverfahren 
2.2.2 Vergleich und Bewertung 
Wenn es für die eigene Problemstellung spezielle, ausreichend schnelle und erfolgverspre-
chende deterministische Methoden gibt, ist die Anwendung probabilistischer Verfahren 
nicht von Vorteil, da sie langsamer und unpräziser im Auffinden der optimalen Lösung 
sind. Ihre breite Anwendbarkeit wird durch einen nicht unwesentlichen Mehraufwand an 
Rechenzeit erreicht [52]. 
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Folglich ist zunächst die Frage zu klären, ob deterministische Verfahren verwendet werden 
können. Diese Möglichkeit bestand für die Optimierung elektrischer Bahnen nicht, denn 
zum einen kann nicht für alle interessierenden Variable-Zielwert-Relationen eine explizite 
Zielfunktion aufgestellt werden und zum anderen sind die bekannten Zielfunktionen wie 
bei fast allen anderen technischen Systemen nicht zwingend linear bzw. unimodal und 
differenzierbar.  
Selbst wenn es gelänge, alle relevanten funktionalen Zusammenhänge aufzustellen, so 
müssten diese für eine Anwendung der linearen Optimierung zumindest abschnittsweise 
linearisiert werden. Die Genauigkeitsvorteile, die dieses exakte im Vergleich zu allen 
probabilistischen Lösungsverfahren besitzt, gehen dann bereits in der Modellierung verlo-
ren.  
Die deterministische Alternative, die Gradientenverfahren, benötigen wiederum differen-
zierbare Zielfunktionen und bewegen sich im Lösungsraum von Punkt zu Punkt (z. B. bei 
Minimierungsproblemen nur „talwärts“), wodurch die Gefahr besteht, bei multimodalen 
Zielfunktionen in einem der lokalen Optima zu stagnieren und das gesuchte globale Opti-
mum nicht zu erreichen. Verfahren mit verteilter Suche, wie die evolutionären Verfahren, 
besitzen dagegen die Fähigkeit, lokale Extremwerte wieder verlassen zu können (Abbildung 
2.2). 
  
Abbildung 2.2: Punkt-zu-Punkt-Suche (a) und verteilte Suche  
(b) auf einer multimodalen Zielfunktion 
Weder die Differenzierbarkeit noch ein unimodaler Verlauf aller Zielfunktionen konnte im 
vorliegenden Fall garantiert werden, weshalb die Wahl eines Gradientenverfahrens erhebli-
che Unsicherheiten in sich barg und damit den probabilistischen Verfahren der Vorzug zu 
geben war.  
Unter diesen ragen genetische Algorithmen aufgrund der großen Zahl erfolgreicher An-
wendungen in den unterschiedlichen Wissenschaftsgebieten deutlich heraus. Neben dem 
erwähnten Vorteil der verteilten Suche benötigen sie für ihre Suchlogik lediglich Zielwerte 
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und keine Zielfunktionen; der Zusammenhang zwischen den Variablen und den Zielwerten 
muss demnach nicht zwingend als mathematische Funktion beschreibbar sein.  
Diese Eigenschaft vereinfacht die Auslegung eines elektrischen Bahnsystems mit Optimie-
rungsalgorithmen, denn die Zusammenhänge elementarer Größen, wie die Abhängigkeit 
des Systemenergiebedarfes vom Takt, lassen sich selten als noch überschaubare Funktion 
beschreiben, wohl aber mittels Simulation für einen ganz konkreten Fall bestimmen. Eine 
Zielfunktion kann dann nicht aufgestellt, aber ein der Variablenkombination zugehöriger 
Zielwert durch Zugfahrt- und Netzsimulation ermittelt werden. Mit einer Kopplung von 
Optimierung und Simulation kann auf die Erstellung eines separaten Optimierungsmodells, 
parallel zu den bestehenden akzeptierten und etablierten Simulationsmodellen, verzichtet 
werden. Es wird vielmehr von Beginn an eine hohe Modellgenauigkeit mit relativ geringem 
Aufwand erreicht. 
Letztendlich fiel die Wahl auf genetische Algorithmen als Optimierungsverfahren aufgrund 
ihrer Flexibilität. Gerade die Anwendbarkeit auf alle Arten von Optimierungsproblemen 
birgt immense Vorteile, wenn bei sehr komplexen Systemen das Modell schrittweise  
entsteht und zu Beginn sein endgültiger Charakter noch nicht absehbar ist. So konnten von 
Beginn an mit überschaubaren Modellen erste Rechnungen durchgeführt werden in dem 
Wissen, dass auch später notwendige Ergänzungen nicht am gewählten Optimierungs-
verfahren scheitern. Desweiteren existieren von genetischen Algorithmen spezielle 
mehrkriterielle Varianten, deren Vorteil im folgenden Abschnitt erläutert wird.  
2.3 Mehrkriterielle Optimierungsprobleme 
2.3.1 Definition  
An elektrische Bahnsysteme wird eine Vielzahl von Anforderungen gestellt, wie kurze 
Beförderungszeiten, hohe Zuverlässigkeit oder hoher Komfort bei möglichst geringem 
Energiebedarf und niedrigen Anschaffungskosten. Die Gegenläufigkeit der verschiedenen 
Interessen stellt dabei oftmals die Schwierigkeit bei der Auslegung dieser Systeme dar. Der 
Begriff optimal kann demnach nur für einen Kompromiss zwischen mehreren Kriterien 
stehen. Solche Probleme werden mehr- oder multikriterielle Optimierungsprobleme (multi-
objective/multi-criterion optimization problems) genannt; in älteren Veröffentlichungen ist auch 






Mehrkriterielle Optimierungsprobleme bestehen aus  Entscheidungsvariablen,  Zielen,  Gleichheits- und  Ungleichheitsrestriktionen. Der Entscheidungsvariablenvektor 
 = (	, … , )  ∈ ℕ;  ∈ Ω (2.1) 
spannt den Entscheidungsraum Ω ⊆ Rn auf. Die Evaluierungsfunktion F ∶ Ω → Λ beschreibt 
den Zusammenhang zwischen dem Entscheidungsvariablenvektor  des Entscheidungs-
raumes Ω und dem Ergebnisvektor 
 = (	 , … , )  ∈ ℕ;  ∈ Λ (2.2) 
des Lösungsraumes Λ ⊆ Rk [88].  
Der Zielfunktionsvektor (Evaluierungsfunktion) 
 
soll in dieser Arbeit durchgehend minimiert werden. Eine optimale Lösung des 
mehrkriteriellen Optimierungsproblems ∗ minimiert dann jede Komponente von F(∗). 
Maximierungsprobleme können in Minimierungsprobleme umgewandelt werden über  
min!f()# = − max!−f()#.  (2.4) 
Eventuell einzuhaltende Randbedingungen, unterschieden in Ungleichheits- und Gleich-
heitsbedingungen, schränken den Entscheidungsraum ein: 
'(() ≥ 0 + = 1, … , ;   ∈ ℕ;  ∈ Ω (2.5) 
ℎ.() = 0 / = 1, … , ;   ∈ ℕ;  ∈ Ω. (2.6) 
Die Anzahl der Gleichheitsbedingungen  muss kleiner sein als , die Anzahl der Ent-
scheidungsvariablen. Optimierungsprobleme mit  ≥  sind überrestriktioniert, da kein 
Freiheitsgrad für eine Optimierung verbleibt [56].  
Die Visualisierung mehrkriterieller Optimierungsprobleme erfolgt für Entscheidungs- und 
Lösungsraum getrennt. Der Entscheidungsvariablenvektor ist Teil des n-dimensionalen 
Entscheidungsraumes, wobei jede Koordinatenachse mit einer Komponente von  korres-
pondiert. Der Ergebnisvektor ist Teil des  −dimensionalen Lösungsraumes, wobei jede 
Koordinatenachse eine Komponente des Ergebnisvektors  repräsentiert. Jeder Punkt im 
Entscheidungsraum steht für eine Lösung und ist mit einem zweiten Punkt im Lösungs-
raum verbunden. Den Zusammenhang zwischen beiden stellt die Evaluierungsfunktion F 
her mit ihren Komponenten, den Zielfunktionen für jeden Zielwert.  
F() = (f	(), … , f())  (2.3) 
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Diese Situation ist in Abbildung 2.3 schematisch dargestellt für ein unrestringiertes Opti-
mierungsproblem mit zwei Variablen und zwei Zielwerten ( = 2,  = 2,  = 0,  = 0): 
 
Abbildung 2.3: Darstellung eines mehrkriteriellen Optimierungsproblems  
im Entscheidungs- und Lösungsraum (Beispiel, nach [88]) 
Soll ein Optimum bezüglich mehrerer Kriterien gefunden werden, hängt dessen Lage maß-
geblich von der Wichtung dieser Kriterien ab. Ohne die Festlegung einer Wichtung gibt es 
mehrere Optimallösungen, die untereinander nicht vergleichbar sind, da sie die einzelnen 
Kriterien unterschiedlich erfüllen. Eine eindeutige Lösung einer mehrkriteriellen Optimie-
rungsaufgabe resultiert somit nicht nur aus einer geeigneten Optimierungsmethode, son-
dern auch aus einer Selektion der für den Nutzer günstigsten Lösung gemäß seinen indivi-
duellen Präferenzen. Das Vorgehen bei dieser Auswahl kann in zwei Prinzipien unterteilt 
werden [88]: 
∙ Entscheidungsfindung vor der Suche nach optimalen Lösungen (a priori), 
∙ Entscheidungsfindung nach der Suche nach optimalen Lösungen (a posteriori). 
Die Vorteile der zweiten Variante im Vergleich zur ersten werden in den folgenden Kapi-
teln erläutert.  
2.3.2 Umformung in ein monokriterielles Problem 
Die der eigentlichen Optimierungsrechnung vorgelagerte Entscheidungsfindung kann auf 
unterschiedlichen Wegen erfolgen. Das Grundprinzip, aus einem vektoriellen Problem ein 
einfacher zu lösendes skalares Problem zu generieren, ist aber allen gemein. Diese Um-
wandlung erfolgt in der Regel über die Transformation der unterschiedlichen Zielfunktio-
nen in eine resultierende Ersatzzielfunktion, deren optimale Lösung der Gesamtlösung des 
mehrkriteriellen Optimierungsproblems entspricht. Gebräuchlich sind mit 
Wichtungsfaktoren 1	… versehene Summen der Form 
f233() = 1	 ∙ f	() + ⋯ + 1 ∙ f()   .              (2.7) 
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Ein solches Überführen in ein monokriterielles Problem ist jedoch problematisch, wenn, 
wie in vielen realen Anwendungsfällen, die Wichtungsfaktoren nicht exakt als Zahlenwert 
bestimmbar sind. Kleinste Veränderungen in der Wichtung können häufig einen großen 
Einfluss auf das Ergebnis haben. 
Anfängliche Versuche mit monokriteriellen Ersatzfunktionen ergaben, dass die Wichtungs-
faktoren auf mehrere Nachkommastellen genau angegeben werden müssten, um in die glei-
che Dimension wie die Entscheidungsvariablen zu gelangen. Dies wäre die Voraussetzung 
dafür, dass ein Großteil der Variablen zumindest einen ähnlichen Einfluss auf das Gesamt-
ergebnis hätte wie die Wahl der Wichtungsfaktoren. Wäre eine derart präzise Wichtung 
dann nicht korrekt, dominierte der Wichtungsfehler so manchen Effekt, der mit der Varia-
tion von Entscheidungsvariablen erreicht würde. 
Neben dem Zusammenfassen aller Kriterien in einer Ersatzzielfunktion finden auch  
∙ die Umwandlung aller Zielwerte bis auf einen in Randbedingungen und  
∙ die Optimierung nach einer lexikographischen Ordnung der Kriterien  
vereinzelt Anwendung. Während bei ersterem die Lösungen alle für die neuen Randbedin-
gungen definierten Zahlenwerte erreichen müssen, um als gültig zu gelten, wird mit einer 
lexikographischen Ordnung (Rangliste der Wichtigkeit) nur nach dem Kriterium mit obers-
ter Priorität optimiert. Nur im Falle eines gleichen Zielwertes wird anhand der nachfolgen-
den Kriterien entschieden, welche Lösung optimal ist [66]. Jedoch muss auch bei diesen 
Verfahren bereits vor der Optimierung einzelnen Kriterien explizit der Vorzug gegeben 
werden. 
2.3.3 Pareto-Optimierung 
Bei mehrkriteriellen Optimierungsaufgaben mit konkurrierenden Zielen ist es erfolg-
versprechender und transparenter, nicht nach einer einzelnen Lösung zu suchen, sondern 
nach einer Menge optimaler Lösungen, die für jede mögliche Wichtung den besten Kom-
promiss repräsentieren. Diese Lösungen werden als pareto-optimal bezeichnet (benannt 
nach Vilfredo Pareto, der dieses Prinzip erstmals beschrieb) und lassen sich definieren über 
den Begriff der Dominanz. Eine Lösung 1 dominiert eine Lösung 2, wenn sie in jedem Kri-
terium ein mindestens genauso gutes Ergebnis erzielt wie 2 und in mindestens einem Krite-
rium besser ist. In diesem Fall ist 1 der Lösung 2 eindeutig überlegen. Die genauen Defini-
tionen lauten für ein Minimierungsproblem: 
Ein Vektor 78 = (7	, … , 7) dominiert einen Vektor 9 = (9	, … , 9) wenn und nur wenn 78 par-
tiell kleiner gleich 9 ist [26], 
∀ + ∈  !1, … , #, 7; ≤ 9;       ⋀     ∃ + ∈  !1, … , # ∶  7; < 9;   .              (2.8) 
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Die Vektoren 78 = (7	, … , 7) und 9 = (9	, … , 9) gelten bezüglich der Pareto-Dominanz als 
indifferent, wenn und nur wenn 78 gleichzeitig partiell kleiner und partiell größer 9 ist, 
∃ + ∈  !1, … , # ∶  7; < 9;      ⋀     ∃ + ∈  !1, … , # ∶  7; > 9;   .   (2.9) 
Eine Lösung A ∈ Ω ist pareto-optimal, wenn und nur wenn kein B ∈ Ω existiert, für welches 78 = F(B) = (7	, … , 7) den Vektor 9 = F(A) = (9	, … , 9) dominiert [26]. 
Alle gesuchten pareto-optimalen Lösungen einer mehrkriteriellen Optimierungsaufgabe 
sind jene, welche nicht von anderen Lösungen innerhalb des Lösungsraumes dominiert 
werden. Sie werden auch kurz nicht-dominiert (non-dominated) genannt. Abbildung 2.4 erläu-
tert das Pareto-Prinzip an einem Beispiel: 
Abbildung 2.4: Pareto-Optimalität und Dominanz 
Sind die beiden Zielwerte f	 und fC gleichzeitig zu minimieren, ist bei der Lage zweier Lö-
sungen im Lösungsraum wie in Abbildung a) Lösung 1 im direkten Vergleich die 
Optimallösung, denn sie dominiert Lösung 2. Diese Aussage gilt unabhängig davon, wel-
chem Zielwert welches Gewicht beigemessen wird, denn Lösung 1 erreicht in beiden Ziel-
werten kleinere Werte als Lösung 2 und Lösung 2 kann verworfen werden. 
In Abbildung b) sind beide Lösungen indifferent. Lösung 1 erreicht bei f	 einen geringeren, 
bei fC dagegen einen höheren Wert als Lösung 2. Die Frage nach der Optimallösung ist in 
diesem Fall abhängig von den Präferenzen des Nutzers. Ist der Zielwert f	 von größerer 
Bedeutung, wäre erneut Lösung 1 optimal, andernfalls Lösung 2. Diese Entscheidung soll 
erst im Anschluss an die Optimierung erfolgen, weshalb beide Lösungen als pareto-optimal 
gelten. Abbildung c) zeigt dominierte und nicht-dominierte Lösungen einer größeren 
Gruppe. Für alle dominierten Lösungen (blau) findet sich mindestens eine Lösung, die in 
allen Kriterien gleichwertig und in mindestens einem Kriterium besser ist; für die rot mar-
kierten Lösungen dagegen nicht. Diese nicht-dominierten Lösungen bilden im dargestellten 
Lösungsraum die Pareto-Front. 
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Das Ziel mehrkriterieller Optimierungsverfahren ist die möglichst vollständige und exakte 
Approximation der Pareto-Front. Spezielle mehrkriterielle Verfahren wurden für die lineare 
Optimierung entwickelt (Multikriterielle Simplex Methode). Mehrkriterielle genetische 
Algorithmen können als Vertreter der probabilistischen Verfahren genannt werden. 
Neben der vorgestellten Pareto-Optimierung gibt es noch weitere Optimierungsansätze, 
die nominell mehrere Kriterien beachten. Ein Beispiel hierfür ist Goal Programming, welches 
auf der Festlegung von individuellen Zielen basiert. Für jede Lösung kann dann ein Befrie-
digungsgrad für jeden Zielwert ermittelt werden, welcher zu maximieren ist. Durch das 
Setzen von Prioritäten werden zuerst wichtige, dann weniger wichtige Ziele befriedigt. Im 
Compromise Programming wird versucht, den Abstand der Lösungen zu einer vom Nutzer 
definierten Ideallösung zu minimieren [87]. 
Letztlich kann jedoch einzig die Pareto-Optimierung als Technik gelten, die es erlaubt, 
Alternativen wertfrei darzustellen. Die Entscheidung für die geeignete Variante bleibt bis 
zuletzt dem Anwender vorbehalten und kann anhand einer Menge von Optimallösungen 
getroffen werden, welche bereits vorliegt und anschaulich darzustellen ist. Der Nutzer 
bekommt dadurch eine Vorstellung von der Lage der Lösungen im Lösungsraum und der 
Bandbreite erreichbarer Zielwerte.  
2.4 Bisherige Nutzung der Optimierung im Bahnbereich 
Formelle Optimierungsverfahren sind im Verkehrswesen seit langem im Einsatz. Die Rou-
tenplanung, Kürzeste-Wege-Algorithmen oder die Gestaltung integraler Fahrpläne sind 
etablierte Einsatzgebiete der Optimierung [55]. Allmählich werden auch unmittelbar an-
grenzende Fragestellungen, wie die kostenminimale Personaleinsatz- und Fahrzeugumlauf-
planung, einbezogen [45].  
Neben der Suche nach der optimalen Gestaltung des Beförderungsangebotes für Fahrgäste 
im Personenverkehr sind zunehmend Tendenzen zur Nutzung von Optimierungspotenzia-
len im Traktionsenergiebedarf zu erkennen. Beispiele hierfür sind die rechnerische Ermitt-
lung der in der aktuellen Situation energiesparendsten Fahrweise auf einzelnen Fahrzeugen 
oder die Synchronisation von Anfahr- und Bremsvorgängen in komplexeren Bahnnetzen 
zur Erreichung des maximalen Rückspeisegrades der Bremsenergie bei minimalen Übertra-
gungsverlusten. Die Arbeiten von Albrecht [1] und Oettich [54] entstanden im Rahmen des 
Forschungsprojektes „intermobil Region Dresden“ der Technischen Universität Dresden 
und widmen sich einem nachfrageorientierten, energiesparenden und anschlussoptimierten 
Betrieb von Stadtschnellbahnen. Fokussiert wird aber ausschließlich die Verbesserung des 
Betriebsregimes auf bestehenden Systemen, in deren Aufbau wird nicht eingegriffen.  
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Die optimale Auslegung von Bahnsystemen mithilfe von mathematischen Suchalgorithmen 
erfolgt derzeit nur vereinzelt und problemspezifisch. Zu nennen ist hier die Positionierung 
von Unterwerken in Nahverkehrsnetzen [37]. Für die unkonventionellen Bahnsysteme ist 
mit der Optimierung des Tragmagneten eines Magnetschwebesystems ein weiterer Vertre-
ter dieser Kategorie zu finden [42]. Tabelle 2.1 zeigt einige wichtige Anwendungsfälle der 
Optimierung im Bahnwesen noch einmal in der Übersicht: 
Tabelle 2.1: Übersicht Optimierung im Bahnwesen 






Automatische Erzeugung von konfliktfreien Taktfahrlagen in komplexen 
Bahninfrastrukturnetzen. Es schließt sich eine deterministische, iterative 





Kombination aus linearer Optimierung, Heuristiken und genetischen 
Algorithmen, um einen mehrere Restriktionen erfüllenden, ganztäglichen 
Fahrplan für ein Bahnnetz zu erstellen, die Verspätung zu minimieren 
und den Fahrzeugeinsatz im Tagesverlauf zu flexibilisieren. Kein Eingriff 
in den Aufbau des Bahnsystems. 
[69] 
Linder Nutzung der in Fahrplänen vorgesehenen Fahrzeitzuschläge für Ausroll-
phasen oder eine Reduzierung der Beharrungsgeschwindigkeit, um den 
Energiebedarf einer Zugfahrt zu minimieren. Eine über die Aufstellung 
von Cost-Time-Curves berechnete energieoptimale Fahrweise wird im 
Fahrzeug als Empfehlung angezeigt.  
[46] 
Albrecht Nachfrageorientierte Flexibilisierung des Fahrzeugeinsatzes (S-Bahnen), 
gleichzeitige Minimierung des Netzenergiebedarfes durch synchronisierte 
Anfahr- und Bremsvorgänge aller Züge im Netz. Betriebliche Optimie-
rung mit genetischen Algorithmen, ohne Eingriff in den Systemaufbau. 
[1] 
Firpo/Savio Nichtlineare, deterministische Optimierung des Fahrspiels von Fernver-
kehrszügen in einem mit Autotransformatoren ausgerüsteten Bahnener-
gieversorgungsnetz. Ziel ist die Minimierung der Energiekosten. Reine 
Optimierung des Bahnbetriebes. 
[23] 
Chen/Lin u. a.  Fahrplanoptimierung für ein Metrosystem mit genetischen Algorithmen; 
Ziel ist die Minimierung des maximalen Traktionsenergiebedarfes ohne 




Genetische Algorithmen werden für die optimale Ansteuerung von 
Unterwerksumrichtern bezüglich der Kriterien Lastverteilung zwischen 
allen Unterwerken und Rückspeisegrad in einem Gleichspannungsmetro-




Baba u. a. 
Konstruktive Optimierung der Tragmagneten eines Magnetschwebesys-
tems mit genetischen Algorithmen. Zusammenfassung der Kriterien 
Fahrkomfort und Lebenszykluskosten in einem Ersatzkriterium. Nach-




Optimierung der Auslegungsparameter von Bahnenergieversor-
gungsanlagen (u.a. des Fahrleitungstyps und der Anzahl und Position 
von Unterwerken) hinsichtlich der Errichtungskosten mit genetischen 
Algorithmen. Zugpositionen und -leistungsbezug werden als konstant 





In anderen technischen Bereichen, wie in der Wasserwirtschaft [65], im Maschinenbau [27], 
im Kraftfahrzeugbau [2] sowie in Luft- und Raumfahrt [70][62] werden formelle Optimie-
rungsverfahren im Auslegungsprozess deutlich häufiger eingesetzt. Auch die Nutzung der 
mehrkriteriellen Optimierung ist bei anderen technischen Systemen bereits weiter vorange-
schritten [52][27]. Jedoch handelt es sich in diesen Fällen häufig um sehr spezielle und be-
grenzte Probleme, deren Lösungsansätze auf andere Aufgaben nicht übertragbar sind. Es 
konnte insgesamt kein Anwendungsbeispiel gefunden werden, das in der Art der Aufga-
benstellung, der Dimension der Optimierungsaufgabe und dem gewählten Optimierungs-
verfahren dem eigenen gleichkommt. In einigen Arbeiten sind aber durchaus Parallelen zu 
finden; insbesondere sei die Nutzung evolutionärer Verfahren, der Umgang mit mehreren 
Kriterien, das Aufgabengebiet energieoptimaler Bahnbetrieb, die diskrete Optimierung ei-
nes variablen Systemaufbaus und die Handhabung komplexer Optimierungsprobleme ge-
nannt.  
Die große Anzahl von Anwendungen der Optimierung in benachbarten Fachbereichen mit 
nicht minder komplexen Systemen und Anforderungen legt den Schluss nahe, dass sich 
diese Verfahren auch dazu eignen, die Auslegung von Bahnsystemen zu unterstützen. Das 
Ziel sollte dabei eine abgestimmte, gesamtoptimale Gestaltung von Aufbau und Betrieb 
elektrischer Bahnen sein. 
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3 Genetische Algorithmen 
3.1 Arbeitsweise und Operatoren genetischer Algorithmen 
3.1.1 Prinzipielle Arbeitsweise 
Genetische Algorithmen gehören zu den evolutionären Optimierungsverfahren. Sie imi-
tieren die natürliche Evolution, welche durch die Prinzipien der Selektion und Vererbung 
über viele Generationen hinweg eine sehr gute Anpassung der Arten an ihre Umwelt-
bedingungen erreicht. Aus der Sicht der Optimierung stellt der Evolutionsprozess eine sehr 
erfolgreiche, wenn auch langwierige Strategie zur Lösung von Optimierungsproblemen dar 
[6].  
Die Abgrenzung der genetischen Algorithmen zu anderen evolutionären Verfahren fällt 
zunehmend schwer. Die von Holland 1962 entwickelten genetischen Algorithmen entstan-
den fast zeitgleich mit den Evolutionsstrategien von Rechenberg und Schwefel [64]. 
Während anfänglich die beiden Verfahren noch deutliche Unterschiede aufwiesen, haben 
sich die Operatoren zwischenzeitlich vermischt und einander so stark angenähert, dass die 
Bezeichnungen „evolutionär“ und „genetisch“ heute synonym verwendet werden [56]. 
Genetische Algorithmen arbeiten nach dem Prinzip „survival of the fittest“. Die möglichen 
Lösungen des Optimierungsproblems werden als Individuen einer Population der Größe D 
betrachtet. Die Stärke eines Individuums bestimmt seine Chance zu überleben, sich im 
Wettbewerb um die Erzeugung von Nachkommen durchzusetzen und die eigenen Gene an 
die Folgegeneration weiterzureichen.  
Das Finden der optimalen Lösung erfolgt iterativ. Die Zielwerte aller Lösungen der ersten 
Generation werden berechnet und bewertet, um anschließend auf dieser Grundlage eine 
neue Population zu erstellen. Nur die stärksten Eltern werden zur Rekombination zuge-
lassen, schwächere Parametersätze werden verworfen. Die Eigenschaften der ausgewählten 
Eltern werden bei der Generierung der Nachkommen nach einem bestimmten Rekombi-
nationsschema neu zusammengesetzt. Die so entstandene neue Generation wird wiederum 
bewertet, selektiert und rekombiniert. So nähert sich der Algorithmus mit jeder neuen 
Generation dem optimalen Ziel- oder Fitnesswert. Dieser Vorgang wiederholt sich, bis ein 
Abbruchkriterium erfüllt wird, etwa die Anzahl der Generationen oder eine bestimmte 
Dauer, in der keine weitere Veränderung der Fitnesswerte aufgetreten ist.  
Die Verbesserung der Population über die Generationen resultiert aus der wiederholten 
Selektion der besten Eltern, die am wahrscheinlichsten sehr gute oder sogar bessere Nach-
kommen erzeugen, und der konsequenten Eliminierung schlechter Individuen [26]. Den 




Abbildung 3.1: Ablauf eines einfachen genetischen Algorithmus [59] 
Genetische Algorithmen zählen somit nicht zu den deterministischen, sondern den 
probabilistischen Verfahren. Das beste Individuum steht in jedem Fall für eine gute Lö-
sung, sie ist aber nicht gesichert optimal. Die Genauigkeit der Ergebnisse lässt sich jedoch 
mit der Zahl der Generationen und der Größe der Population (vergleichbar mit einem 
Stichprobenumfang) erhöhen.  
Genetische Algorithmen benötigen weder die Zielfunktionen in Form eines mathemati-
schen Ausdrucks noch sonstige Informationen über den Charakter der Optimierungsauf-
gabe, um diese zu lösen. Sie schöpfen ihre Anwendbarkeit auf alle Arten von Optimie-
rungsproblemen aus der Fähigkeit, erfolgversprechende Suchrichtungen und Schrittweiten 
während der Suche erlernen zu können [70]. Da die Suche nicht nur mit einer Einzellö-
sung, sondern mit einer größeren Gruppe von Parametersätzen begonnen wird, entstehen 
mehrere Suchgebiete im Lösungsraum. Diese verteilte Suche versetzt genetische Algorith-
men in die Lage, lokale Extremwerte zu überwinden.  
3.1.2 Codierung 
Innerhalb eines genetischen Algorithmus wird jede mögliche Lösung des aktuellen Prob-
lems, die sich aus allen Variablenwerten zusammensetzt, durch ein Individuum repräsen-
tiert. Die Codierung setzt die realen Variablenwerte des Individuums in eine Folge von 
Zahlen oder Zeichen um, die miteinander rekombiniert werden können bzw. mutieren. 
Dieses interne Erscheinungsbild der Variable wird als Genotyp bezeichnet. Dem gegenüber 
steht der Phänotyp, mit dem die Variable extern auftritt und wirkt. 
Die Abweichung vom Genotyp zum Phänotyp ist je nach Art der Codierung unterschied-
lich. Die binäre Codierung nutzt das binäre Alphabet bestehend aus 0 und 1. Die Länge der 
binären Zeichenkette jedes Individuums hängt von der Anzahl, der erforderlichen Präzisi-
on und dem Definitionsbereich der Variablen ab [56]. Eine Alternative zur einfachen binä-
ren Codierung stellt die Nutzung des ebenfalls binären Gray-Codes dar. Die Vorteile sind 
in [1] beschrieben. Die reelle Codierung fügt die einzelnen Variablenwerte direkt aneinan-
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der. Somit ist inneres und äußeres Erscheinungsbild des Individuums identisch, sofern 
nicht außerhalb des genetischen Algorithmus eine weitere Transformation stattfindet. Ab-
bildung 3.2 zeigt den Unterschied zwischen reeller und binärer Codierung an einem einfa-
chen ganzzahligen Beispielindividuum.  
 
Abbildung 3.2: binäre und reelle Codierung 
Ob die binäre oder die reelle Codierung die geeignetere ist, wird noch diskutiert. Einerseits 
sind genetische Algorithmen auf der binären Repräsentation entwickelt worden und kein 
Nachteil der binären Codierung kann durch die Nutzung einer reellen Codierung überwun-
den werden [26]. Andererseits existieren inzwischen ebenso leistungsfähige reelle Operato-
ren für genetische Algorithmen, die den Umweg der Wandlung des Variablenwertes in ei-
nen internen binären Code unnötig erscheinen lassen [59]. Arbeiten, die beide Philosophien 
gegenüberstellen, geben keine eindeutige Empfehlung ab. 
In dieser Arbeit wurden sehr gute Ergebnisse mit der reellen ganzzahligen Repräsentation 
der Variablen erzielt. Die Nutzung der Ganzzahligkeit ist dabei unabhängig von der Frage, 
ob eine reelle oder eine binäre Codierung günstiger ist. Sie stellt auch eine zweckmäßige 
Maßnahme dar, wenn mit Variablen unterschiedlicher Genauigkeit gearbeitet wird. Die 
Synchronisation der Variablen kann dann entfallen, sofern diese über Skalierungsfaktoren 
vor der Optimierung auf das gemeinsame Genauigkeitsniveau Ganzzahligkeit gebracht 
werden [59]. Die notwendige Hin- und Rücktransformation findet an Anfang und Ende 
der Zielfunktion statt.  
Der Vorteil besteht darin, dass mit ganzen Zahlen jeder Variablenbereich exakt so 
diskretisiert werden kann, wie er auch gebraucht wird. Eine reelle Variablenrepräsentation 
würde für alle Variablen die gleiche Anzahl Nachkommastellen erzeugen, sodass jede Vari-
able in der externen Zielfunktion auf den jeweils benötigten Wert gerundet werden muss. 
Dadurch vergrößert sich der Variablenraum künstlich, es entstehen mehrere nur intern 
unterschiedliche Lösungen, die letztlich doch immer wieder auf die gleichen Werte gerun-
det werden. 
3.1.3 Fitnesszuweisung und Selektion 
Die Qualität eines Individuums bezüglich der Optimierungsaufgabe wird innerhalb geneti-
scher Algorithmen durch einen skalaren Wert ausgedrückt, die so genannte Fitness [97]. 
Bessere Individuen erhalten einen höheren Fitnesswert als schlechtere. Eine Fitnessfunk-




Unterschieden werden zwei Verfahren:  
∙ proportionale Fitnesszuweisung, 
∙ reihenfolgebasierte Fitnesszuweisung (Ranking). 
Die proportionale Fitnesszuweisung vergibt die Fitness proportional zum Zielwert bei Ma-
ximierungsproblemen, antiproportional bei Minimierungsproblemen. Diese einfache Art 
der Fitnesszuweisung gilt jedoch nicht als robust, da in speziellen Fällen nur wenige Indivi-
duen stark bevorzugt werden könnten oder die Lösungen kaum feststellbare Unterschiede 
der Fitness aufweisen [52]. Eine Stagnation der Suche wäre die Folge, weshalb die propor-
tionale Fitnesszuweisung kaum noch Verwendung findet. 
Reihenfolgebasierte Fitnessfunktionen sortieren die Individuen in einer Rangliste ein. Das 
beste Individuum erhält den kleinsten Rang (0 oder 1) und die höchste Fitness, alle anderen 
werden dahinter nach dem erreichten Zielwert eingeordnet. Die Fitness hängt damit nur 
noch vom erreichten Rang eines Individuums ab und nicht mehr direkt vom Zielwert [59]. 
Gleiche Ränge sind möglich bei gleichen Zielwerten. 
In dieser Arbeit wurde sowohl ein lineares als auch ein nichtlineares Ranking genutzt [59]. 
Den Zusammenhang zwischen Rang und Fitness eines Individuums zeigt für beide Fälle 
Abbildung 3.3. Zusätzlichen Einfluss auf den Kurvenverlauf hat die Wahl des Selektions-
druckes FD. Die Fitness entspricht der Wahrscheinlichkeit, in der nachfolgenden Selektion 
als Elternteil ausgewählt zu werden.  
 
 









1 2 3 4 5 6 7 8 9 10
Fitness
Rang der Individuen
linear (SP=1,2) linear (SP=2) nichtlinear (SP=2) nichtlinear (SP=3)
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Für die Selektion sind ebenfalls verschiedene Verfahren entwickelt worden, von denen  
∙ Rouletteselektion,  
∙ stochastic universal sampling (SUS),  
∙ Turnierselektion und  
∙ truncation selection  
zu den bekanntesten zählen.  
Stochastic universal sampling ist eine Weiterentwicklung der Rouletteselektion [29], bei der in 
einer unabhängigen Folge von Selektionsschritten jeweils ein Individuum aus der aktuellen 
Generation ausgewählt wird. Dazu wird jedem Individuum ein Segment eines 
Rouletterades zugeordnet, wobei die Segmentgröße der normierten Fitness des Individu-
ums entspricht. Dieses Rad wird gedreht und anschließend jenes Individuum gewählt, auf 
dessen Segment ein feststehender Zeiger zeigt. Da diese Prozedur für jedes zu selektierende 
Individuum unabhängig erfolgt, kann es im Extremfall vorkommen, dass das schlechteste 
Individuum trotz eines sehr kleinen Segmentes immer wieder gewählt wird. Dieser Nachteil 
wird im stochastic universal sampling durch die Nutzung eines multiplen Zeigers korrigiert, 
welcher die Selektion aller Individuen in einem Selektionsschritt realisiert [26]. Abbildung 
3.4 stellt für ein Beispiel mit acht auszuwählenden Individuen beide Verfahren einander 
gegenüber. 
  
Abbildung 3.4: Vergleich von Rouletteselektion (links)  
und stochastic universal sampling (rechts) [26] 
Die Turnierselektion lässt im einfachsten Fall zwei zufällig aus der Population gewählte 
Individuen in einem Wettbewerb gegeneinander antreten. Der Kandidat mit dem höheren 
Fitnesswert gewinnt und wird selektiert. Diese Einzelwettbewerbe werden so oft durchge-
führt, wie Individuen auszuwählen sind [59]. Vom Nutzer wählbar ist die Turniergröße 
(die Anzahl Teilnehmer am Wettbewerb), welche maßgeblich die Eignung dieser Selek-
tionsart bestimmt. Bei kleinen Turnieren kann es ähnlich wie bei der Rouletteselektion vor-
kommen, dass nicht das beste Individuum das Turnier gewinnt und im Extremfall nicht 
selektiert wird.  
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Die truncation selection ist eine sehr einfache, inzwischen aber kaum noch angewendete Se-
lektionsmethode. Die Population wird unterteilt in gute Individuen, welche garantiert 
selektiert werden, und schlechte Individuen mit der Selektionswahrscheinlichkeit null [59]. 
Die Grenze zwischen beiden Gruppen (Truncation-Schwelle) wird vom Nutzer prozentual 
vorgegeben. Durch diese strikte Trennung der Population an einer festen Grenze fehlt der 
truncation selection das zufällige Element, weshalb sie als unnatürliches Selektionsverfahren 
bezeichnet wird.  
Die bevorzugte oder gar ausschließliche Selektion der besten Individuen als mögliche 
Eltern führt im Verlauf der Suche naturgemäß zu einem Verlust der Vielfalt in der Popula-
tion. Diese genetische Drift wird durch die Festlegung strenger Selektionsparameter noch 
verschärft, wie einem hohen Selektionsdruck oder einer kleinen Truncation-Schwelle. 
Andererseits kann eine solche Beschränkung auf wenige gute Eltern die Suche beschleu-
nigen. Die optimale Einstellung der Selektionsparameter ist problemabhängig und muss 
letztlich ausprobiert werden. 
3.1.4 Rekombination 
Die Rekombination oder Kreuzung ist für genetische Algorithmen der wichtigste Operator, 
der aus den selektierten Eltern die Nachkommen erstellt und sicherstellen muss, dass zwi-
schen Nachkommen und Eltern eine gewisse Ähnlichkeit besteht. Die selektierten Eltern 
werden immer paarweise gruppiert. Jedes Paar erzeugt zwei Nachkommen, die die Eigen-
schaften beider Eltern in sich tragen. Die Rekombinationsrate \] gibt an, wie viele Mitglie-
der der Elternpopulation für die Kreuzung gewählt werden.  
Je nach der Art der Variablencodierung müssen die Rekombinationsverfahren unterschie-
den werden. Unter Verwendung der binären Codierung ist die Kreuzung recht einfach. Für 
das multi-point-crossover werden intern mehrere Schnittpunkte \^ zufällig erzeugt. Diese 
Werte definieren die Stellen im Chromosom, an denen die Eltern getrennt und neu zu-
sammengesetzt werden. Abbildung 3.5 zeigt dies für \^ = _2,16` an einem Beispiel mit vier 
Variablen: 
Kapitel 3: Genetische Algorithmen 21 
 
 
Abbildung 3.5: multi-point-crossover von binären Individuen (nach [56]) 
Für die einfachere Variante des single-point-crossover wird nur ein Wert für \^ zufällig erzeugt. 
Die Chromosomen werden somit nur an diesem Punkt gekreuzt. Bei einer binären Re-
kombination mit reduced surrogate werden ausschließlich neue Individuen geschaffen, indem 
die Schnittpunkte an jene Orte gelegt werden, an denen sich die Eltern unterscheiden [59].  
Für die reelle Rekombination wurden eigene Verfahren entwickelt. Bei einer diskreten Re-
kombination können nur die Variablenwerte der Eltern übernommen werden, wenn auch in 
neuen Kombinationen (Abbildung 3.6 a). Bei zwei Variablen und zwei Eltern (a	, aC) gibt 
es vier Möglichkeiten für die beiden Nachkommen, die Eltern selbst, der 1. Variablenwert 
von a	 mit dem 2. von aC und umgekehrt.  
Die intermediäre Rekombination erweitert den möglichen Variablenraum der Nachkom-
men. Sie können alle Werte innerhalb des Vierecks (bei zwei Variablen) annehmen, das die 
beiden Eltern Aufspannen (Abbildung 3.6 b). Der Faktor b > 0 vergrößert dieses Viereck, 
um zu verhindern, dass der Rekombinationsraum im Lauf der Suche immer kleiner wird 
[59].  
Für die Linien-Rekombination wird im Variablenraum eine Linie durch die Eltern gezogen, 
auf der sich die Nachkommen befinden dürfen (Abbildung 3.6 c). Ein Wert nah an einem 
der Eltern ist wahrscheinlicher als ein größerer Abstand. Diese Linie endet nicht bei den 
Eltern, sondern geht über sie hinweg, was vergleichbar ist mit einem größeren b bei der 
intermediären Rekombination und ebenfalls der Aufrechterhaltung eines möglichst großen 
Rekombinationsraumes über die Generationen dient. Die Linienrekombination wird durch 




Abbildung 3.6: a) diskrete Rekombination, b) intermediäre Rekombination, c) Linien-
Rekombination für reelle Variablen [59] 
In der Literatur sind noch weitere Rekombinationsverfahren für verschiedene Variablenre-
präsentationen beschrieben. Eine sehr detaillierte Auflistung findet sich in [59]. 
3.1.5 Mutation 
Die Mutation schließt sich an die Rekombination an und verändert die Nachkommen zu-
fällig. Diese Mutationen sind in der Regel gering und treten nur mit einer geringen Wahr-
scheinlichkeit auf. 
Die Rekombination stellt das logische Standbein der evolutionären Suche dar, die zum 
zügigen Fortschreiten durch den Lösungsraum in Richtung Extremwert wichtig ist. Auf 
diesem liegt das Hauptgewicht. Die Mutation ist das stochastische Standbein, das dafür 
sorgt, sich aus lokalen Extremwerten zu befreien, der Population neue Richtungsimpulse 
zu geben, die Diversität der Suche aufrecht zu erhalten und so eine frühzeitige Konvergenz 
in einem lokalen Optimum zu verhindern. Für beide muss für jedes Problem ein neues 
Gleichgewicht gefunden werden, um einerseits möglichst zielgerichtet zu suchen und ande-
rerseits möglichst breit. Der Festlegung der Mutationsparameter kommt dabei eine beson-
dere Bedeutung zu, da sie die Suchstrategie eines genetischen Algorithmus bestimmt.  
Trotz des positiven Einflusses auf den Verlauf der Optimierung sollte die Mutation immer 
nur einen geringeren Anteil der Nachkommen verändern, um die genetischen Algorithmen 
nicht ihrer Logik zu berauben und ein im Extremfall willkürliches Würfeln der Variablen-
werte der Nachkommen zu vermeiden. Die Mutation sollte als Korrektur angesehen 
werden, deren Notwendigkeit wesentlich von der Komplexität des Optimierungsproblems 
und der Anzahl lokaler Optima abhängt. Das Ergebnis einer zu hohen Mutationsrate ist 
entweder eine längere Rechenzeit oder eine unvollständige, wenn nicht sogar falsche 
Pareto-Menge. 
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Die Auswahl der zu mutierenden Variablen erfolgt zufällig, die Anzahl der Mutationskan-
didaten wird von der Mutationsrate \2 bestimmt. Für verschiedene Codierungsvarianten 
ändert sich deren Bezug, da unterschiedliche Mutationsverfahren angewendet werden. Im 
Falle einer binären Variablencodierung bezeichnet die Mutationsrate die Wahrschein-
lichkeit, dass ein Bit einer Population mutiert. Bei einer Population mit 300 Bits, verteilt auf 
einige Individuen, wären mit einer \2 = 0,01 (1 % aller Bits mutiert) 3 Bits pro Generation 
zu ändern.  
 
Abbildung 3.7: binäre Mutation nach [1] 
Bei reeller Codierung bezeichnet die Mutationsrate die Wahrscheinlichkeit, dass ein ganzer 
Variablenwert (Chromosom) in einer Population mutiert. Sie sollte dann im Bereich 1/ 
liegen (: Anzahl Variablen eines Individuums), damit in jedem Individuum der Population 
im Schnitt ein Variablenwert mutiert [60]. Bei einer Rate von 0,2 wird jeder fünfte Wert der 
Population mutiert. Besteht ein Individuum aus fünf Variablenwerten, wird im Schnitt ein 
Wert pro Individuum durch die Mutation verändert.  
Im Falle einer reellen Codierung sind Mutationsoperatoren deutlich komplexer als bei binä-
rer Mutation, da die reellen Variablenwerte nicht nur von 0 in 1 geändert werden müssen 
oder umgekehrt, sonder eine unmittelbare Mutation des Variablenwertes erforderlich ist, 
sodass neben der Mutationsrate auch ein Mutationsschritt für jeden Mutationskandidaten 
festgelegt werden muss. Im hier angewendeten Verfahren nach [59] geschieht dies über den 
Mutationsbereich und die Mutationspräzision. 
Der Mutationsbereich d bildet die obere und untere Grenze für den Mutationsschritt und 
bestimmt somit die Größe des Wertebereiches, den der mutierte Variablenwert annehmen 
kann. Er wird relativ zum gesamten Definitionsbereich der Variablen angegeben. Die Mu-
tationspräzision legt den kleinstmöglichen Mutationsschritt fest. Sie entfaltet ihre Wirkung 
umgekehrt zu ihrem Zahlenwert, kleine Werte stehen für eine grobe Suche im Mutations-
bereich, große Werte für eine Mutation nahe am Ursprungsvariablenwert. Die individuellen 
Mutationsschritte sind zufallsbehaftet und nicht im gesamten Mutationsbereich gleichver-
teilt, denn kleinere Mutationsschritte werden absichtlich häufiger generiert als große. Ab-
bildung 3.8 demonstriert diese Variante der Mutation an einer Beispielvariablen mit dem 




Abbildung 3.8: Graphische Darstellung des reellen Mutationsoperators (nach [59]) 
Die Mutationsrichtung (Veränderung zu kleineren oder zu größeren Variablenwerten) wird 
mit einer Gleichverteilung bestimmt, wodurch im Schnitt alle Mutationskandidaten hälftig 
um den Mutationsschritt verringert oder erhöht werden.  
Nach erfolgter Mutation werden die erzeugten Variablenwerte auf Gültigkeit überprüft. 
Diese Prüfung ist notwendig, da in die Bestimmung von Mutationsschritt und -richtung die 
Nähe des ursprünglichen Variablenwertes zu einer Variablengrenze nicht einfließt und 
diese durch die Mutation überschritten werden kann. Befinden sich mutierte Individuen 
außerhalb einer Variablengrenze, werden sie exakt darauf zurückversetzt. Sind nur ganz-
zahlige Variablenwerte gestattet, werden die mutierten Variablenwerte auf ganze Zahlen 
gerundet.  
3.2 Erweiterte Operatoren 
3.2.1 Fitness Sharing 
Bei genetischen Algorithmen muss das Phänomen der vorzeitigen Konvergenz verhindert 
werden. Eine solche Stagnation der Suche an lokalen Optima entsteht durch ein zu starkes 
Konzentrieren auf eine oder mehrere sehr gute Lösungen, wobei die Vielfalt in der Popula-
tion (Diversität) zu früh abnimmt und die Suche an Breite verliert.  
Diesem natürlichen Verlust der Diversität wirkt der Basisoperator Mutation entgegen, al-
lerdings nur in Grenzen, denn eine zu hohe Mutationsrate führt zu einer zu starken Beto-
nung der stochastischen Suche im Vergleich zur logischen. Auch die Wahl eines geringen 
Selektionsdruckes kann die Vielfalt in der Population länger aufrechterhalten, muss aber 
ebenfalls mit der Suchgeschwindigkeit abgewogen werden.  
Fitness sharing unterstützt den Erhalt der Vielfalt in einer Population, indem in die 
Fitnesszuweisung nicht nur der erreichte Zielwert und der Rang der Individuen einfließen, 
sondern auch die Distanz der Individuen zueinander. Ein einzelnes Individuum eines 
bestimmten Ranges an einer entfernten Stelle besitzt einen höheren Wert für die weitere 
Suche als ein Individuum in einer großen Gruppe des gleichen Ranges, die räumlich eng 
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beieinander liegt. Andersartigkeit soll erkannt und gezielt unterstützt werden. Die Bewer-
tungsgrundlage ist häufig der euklidische Abstand der Individuen, entweder zu allen ande-
ren Individuen oder nur zu denen des gleichen Ranges. Diese räumliche Bewertung kann 
sich sowohl auf den Entscheidungsraum (Abstand der Variablenwerte ist maßgebend) als 
auch auf den Lösungsraum beziehen (Abstand der Zielwerte zueinander ist maßgebend). 
Die Bezeichnung Sharing (Teilen) entstand aus der vereinfachten Vorstellung, dass in jeder 
Lösungs- oder Entscheidungsraumregion, sogenannten Nischen, nur ein gewisser Betrag 
an Ressourcen vorhanden sein soll [59]. Je mehr Individuen darin liegen, desto geringer 
wird deren Einzelfitness. Liegt ein Individuum dagegen abseits und einzeln in einer solchen 
Nische, muss es deren Ressourcen mit keinem anderen teilen und behält seine ursprüng-
liche Fitness.  
Fast alle bekannten Sharing-Methoden nutzen dieses Prinzip, sie unterscheiden sich zum 
Teil aber deutlich in der Bestimmung des zulässigen Abstandes der Individuen [97][25] 
[32]. Die hier angewendete Variante nutzt eine Straffunktion um die Originalfitness E3e;f,; 
aller Individuen zu verringern, die untereinander einen zu definierenden Nischenradius ghijek nicht einhalten.  
Folgende Schritte schließen sich durch das fitness sharing an die herkömmliche Fitness-
bestimmung an: 
∙ Festlegung von ghijek, die genutzte Variante beschreibt Gleichung (3.1) _58` 
ghijek = l∑ (max (n;()) − min (n;()))Co(p	 (100 ∙ D)	/q  (3.1) 
∙ Berechnung des euklidischen Abstandes br;, st  zwischen den Individuen einer 
Generation 
br;, st = uv wni(;) − nirstxCoip	  (3.2) 
∙ Berechnung aller Einzelstrafwerte bei zu großer Nähe, Standard: α = 1 
z;s = { 1 − |br;, stghijek }
~      , wenn br;, st < ghijek0                                   , andernfalls                         (3.3) 
∙ Verringerung der Fitnesswerte, Standard: β = 1  
Ehijek,; = E3e;f,;∑ z;so .p	  (3.4) 
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Die Gleichungen (3.1) bis (3.4) gelten für das fitness sharing im Lösungsraum. Sharing im  
Variablenraum, dessen Berechnungsvorschriften für ghijek, b;s und Ehijek,; abweichen [28], 
wurde aufgrund schlechterer Suchergebnisse nicht verwendet.  
Das Verfahren von Deb [41] wählt bevorzugt jene Individuen aus, die in einer weniger 
stark bevölkerten Region leben und eine hohe crowding distance erreichen. Entscheidend ist 
hier der Abstand der unmittelbaren Nachbarn. Das Ergebnis ist jedoch identisch: weit von-
einander entfernte Individuen sind wertvoller. Mit der crowding distance kann allerdings auf 
den Skalierungsparameter ghijek verzichtet werden. 
  
Abbildung 3.9: Darstellung a) des Nischenradius   
b) der crowding distance  im Lösungraum [18] 
Die überwiegende Mehrheit der bekannten Algorithmen nutzt die in diesem Abschnitt 
vorgestellten Varianten des sharing. Eine umfangreichere Übersicht auch weniger bekannter 
Methoden für die Aufrechterhaltung der Diversität in einer Population findet sich u. a. in 
[97]. 
3.2.2 Subpopulationen  
Ursprünglicher Grund für die Teilung der Population in kleinere Untergruppen war das 
verteilte Rechnen auf mehreren Prozessoren, um die Suchgeschwindigkeit zu steigern [59]. 
Aus der Beobachtung heraus, dass die zumindest temporäre Isolation der Individuen in 
unterschiedlichen ‚Stämmen‘ zu einer schnelleren Konvergenz der Suche führte, haben sich 
gänzlich verschiedene Populationsmodelle entwickelt, die einen unterschiedlichen Grad der 
Isolation realisieren. Sie können unterteilt werden in: 
∙ globale Modelle (keine Isolation in der Population), 
∙ regionale Modelle (isolierte Subpopulationen), 
∙ lokale Modelle (Beschränkung auf die individuelle Nachbarschaft). 
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Auch wenn die Subpopulationen im regionalen Modell grundsätzlich getrennt sind, sollten 
sie doch lose miteinander in Verbindung stehen, was über den Operator Migration erreicht 
wird. Dahinter verbirgt sich der Austausch einzelner Individuen zwischen den Subpopula-
tionen in regelmäßigen Abständen. Wie viele Individuen nach welchem Schema ausgewählt 
und wiedereingefügt werden, in welchem Abstand dies geschehen sollte und wie dennoch 
Mindestpopulationsgrößen garantiert werden können, ist in [59] zu finden. 
Die Einführung mehrerer Populationen verringert die Gefahr, dass der Algorithmus in ei-
nem lokalen Optimum stagniert, wenn die einzelnen Subpopulationen bis zum Rechnungs-
ende in unterschiedlichen Bereichen des Lösungsraumes nach einer optimalen Lösung 
suchen. Sie ergänzen einander noch besser, wenn sie mit verschiedenen Suchparametern 
ausgestattet werden und so ein individuelles Verhalten ausprägen. Nebenher bieten sich 
unterschiedlich eingestellte Subpopulationen an, um für das eigene Problem schneller ge-
eignete Parametereinstellungen zu finden. 
Eine weitere Stufe bildet die Konkurrenz der Unterpopulationen, die dazu dient, der 
besseren Suchstrategie im Lauf der Rechnung mehr Ressourcen zuzuweisen. Diejenige Un-
terpopulation, die die besseren Individuen enthält, wird vergrößert, die andere verkleinert. 
Mit dieser Methodik lassen sich innerhalb der Rechnung verschiedene Suchstrategien reali-
sieren wie z. B. große Suchschritte am Rechnungsanfang und kleinere am Rechnungsende. 
3.2.3 Elitismus  
Als Elitismus wird die Bewahrung sehr guter Lösungen für die nachfolgenden Generatio-
nen bezeichnet, welche erstmals 1975 von De Jong angewendet wurde [29]. Die Elite bildet 
eine Art Gedächtnis, das notwendig werden kann, da sich das gesamte erlernte Wissen ei-
nes genetischen Algorithmus in der aktuellen Generation befindet und bei der Erstellung 
einer neuen Generation im Falle der falschen Suchrichtung verloren gehen kann. Beson-
ders bei solchen Optimierungsproblemen, bei denen z. B. aufgrund von multimodalen 
Zielfunktionen mehrere Gebiete im Lösungsraum von Interesse sind, ist es sinnvoll, einmal 
gefundene sehr gute Lösungen in größerer Zahl zu speichern und als mögliche Eltern über 
längere Zeit bereitzuhalten. 
Dem entgegen steht, dass gerade bei multimodalen Zielfunktionen mit der Nutzung des 
Elitismus eine vorzeitige Konvergenz zu beobachten ist, wenn mit einer sehr kleinen Elite 
gearbeitet wird, während bei unimodalen Zielfunktionen häufig die Effizienz der Suche 
gesteigert werden kann [97]. Elitismus kann dazu führen, dass zu wenige gute Individuen 
immer wieder als Eltern selektiert werden, wodurch die Suche behindert wird, wenn sie 
nicht gar komplett stagniert. Es kommt somit auf die richtige Einstellung der Größe der 
Elite an, für die es allerdings bisher keine verlässlichen Hinweise gibt.  
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Für die Bildung einer Elite gibt es zwei Prinzipien: 
∙ eine externe Zweitpopulation, die die Elite speichert oder  
∙ die direkte Übernahme der besten Individuen in die nächste Generation.  
Die erste Variante besitzt Vorteile, wenn eine große Elite gebildet werden soll, die mit der 
eigentlichen Population vergleichbar ist. In diesem Fall würde eine direkte Übernahme von 
Generation zu Generation die Bewegungsfreiheit des genetischen Algorithmus stark redu-
zieren. Beschränkendes Element für die Sekundärpopulationsgröße ist hier lediglich die 
Rechenzeit, wenn ein Selektionsverfahren wie die Turnierselektion verwendet wird, bei 
dem Primär- und Sekundärpopulation immer wieder elementweise verglichen werden 
müssen. Nach diesem Verfahren arbeitende Algorithmen unterscheiden sich darin, in 
welchen Abständen und nach welchem Schema Teile der gespeicherten Lösungen in der 
Primärpopulation wieder eingegliedert werden sollten [97]. 
Der Elitismus ohne externe Population kann über die Wiedereinfügerate realisiert werden. 
Bei einer Wiedereinfügerate < 1,0 werden Teile der alten Generation in die neue über-
nommen, da die Anzahl der wiedereingefügten Nachkommen kleiner ist als die Populati-
onsgröße. Mit der Realisierung einer elitest reinsertion wird die neue Generation mit den bes-
ten Individuen der alten aufgefüllt, sodass diese länger in der Population verbleiben und 
ebenfalls eine Elite bilden [59]. 
3.3 Mehrkriterielle Optimierung mit genetischen Algorithmen  
3.3.1 Verfahren 
Wenn genetische Algorithmen mit monokriteriellen Ersatzfunktionen arbeiten, unterschei-
det sich ihre Arbeitsweise nicht von der in Kapitel 3.1 beschriebenen. Soll bezüglich meh-
rerer Kriterien optimiert werden, besteht die Schwierigkeit darin, eine Rangfolge innerhalb 
einer Generation festzulegen, da ein einzelner Zielwert kein Kriterium mehr ist für die 
Fitness eines Individuums. Für die explizite Optimierung bezüglich mehrerer Kriterien 
wurden daher spezielle mehrkriterielle evolutionäre Algorithmen (multiobjective evolutionary 
algorithms; MOEA) mit einer modifizierten Fitnesszuweisung benötigt. 
Die Entwicklung der MOEA begann mit Schaffers VEGA, welcher sich von herkömmli-
chen genetischen Algorithmen nur in der Selektion unterscheidet. Aus jeder Generation 
werden bei  Zielwerten  Subpopulationen selektiert, die jeweils die bezüglich eines Ziel-
wertes besten Individuen enthalten. Der Nachteil dieses Verfahrens besteht darin, dass 
Individuen mit „middling performance“ nicht selektiert werden [14], obwohl sie die idealen 
Kompromisslösungen darstellen, wenn alle Zielwerte annähernd die gleiche Bedeutung für 
den Nutzer haben (Abbildung 3.10, links). 
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Die von Goldberg [29] vorgeschlagene Nutzung des Pareto-Prinzips innerhalb genetischer 
Algorithmen wurde von Fonseca/Fleming im Pareto-Ranking des MOGA umgesetzt [25], 
welches bis heute wesentlicher Bestandteil der etablierten MOEA ist, wenn auch in leicht 
modifizierten Formen. Der Fortschritt besteht darin, dass sich im Rang der Individuen die 
Anzahl der dominierenden Individuen innerhalb der aktuellen Generation widerspiegelt 
[14] (Abbildung 3.10, Mitte). 
Der NSGA von Srinivas/Deb [81] verwendet ein abgewandeltes Pareto-Ranking, das aus 
der aktuellen Population die nicht-dominierten Lösungen sucht und ihnen den Rang 1 
zuweist, um sie anschließend aus der Population zu entfernen. Unter den verbliebenen In-
dividuen werden wieder die nicht-dominierten Individuen gesucht, um ihnen den 2. Rang 
zuzuweisen usw. Es entstehen mehrere Pareto-Fronten aus Individuen gleichen Ranges wie 
in Abbildung 3.10 rechts dargestellt.  
   
Abbildung 3.10: a) Selektionsverfahren des VEGA (nach [97]), b) Rangzuweisung nach dem Pareto-
Ranking des MOGA (nach [26]), c) Pareto-Fronten-Bildung des NSGA (nach [97]) 
Mit der Möglichkeit einer eindeutigen Rangzuweisung ist kein spezielles Selektions-
verfahren nötig. Dass verschiedene Autoren für ihren MOEA unterschiedliche Selek-
tionsverfahren bevorzugen, bezieht sich nicht speziell auf die mehrkriterielle Optimierung, 
sondern hängt davon ab, welchem Selektionsverfahren allgemein eine bessere Eignung zu-
gesprochen wird. 
Innerhalb von MOEA ist die Aufrechterhaltung einer hohen Diversität der Population bis 
zur letzten Generation besonders wichtig, da alle pareto-optimalen Lösungen gesucht 
werden und nicht wie bei monokriteriellen Problemen nur genau eine optimale Lösung. 
Während das fitness sharing bei konventionellen genetischen Algorithmen häufig nur bei 
multimodalen Zielfunktionen eingesetzt wird, ist es für MOEA unverzichtbar. Gleiches gilt 
für die Bewahrung einer Elite, die zumindest anteilig die gefundenen nicht-dominierten 
Lösungen in der Population belässt oder regelmäßig wiedereinfügt. Beide Verfahren 
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werden in den Kapiteln 3.2.1 und 3.2.3 vorgestellt. Die prinzipielle Arbeitsweise und die 
Unterschiede der bekanntesten MOEA enthält in Kurzform Tabelle 3.1: 







Vector Evaluated Genetic Algorithm, Selektion der besten Individuen einer 
Generation erfolgt für jeden Zielwert separat, die Gruppe potentieller 
Eltern (mating pool) setzt sich in gleichen Teilen aus den jeweils selektierten 





Multi-Objective Genetic Algorithm, der Rang eines Individuums wird geringer, 
je mehr Individuen der aktuellen Population dieses dominieren. Alle 
nicht-dominierten Individuen erhalten den Rang 1. Die Effektivität des 





Nondominated Sorting Genetic Algorithm: Alle Individuen werden mittels Pa-
reto-Ranking verschiedenen Pareto-Fronten zugeteilt. Die erste Front 
nicht-dominierter Individuen erhält den höchsten Rang, die zweite (von 
der ersten dominierte) den zweithöchsten usw. Die Diversität der Lösun-
gen erhält das sharing mit ghijek. Keine Elite.  
[81] 
NSGAII (2000) 
Deb u. a. 
Verbesserter NSGA, das parameterabhängige sharing mit ghijek wurde mit 
einer Bevorzugung der Individuen mit hoher crowding distance ersetzt 
(Summe der Abstände zu den beiden nächstgelegenen Individuen).  




Niched Pareto Genetic Algorithm, ein Teil der Population (etwa 10 %) wird 
mittels mehrfacher Turnierselektion in dominiert und nicht-dominiert 
unterteilt. Sind zwei Wettbewerber nicht-dominiert, entscheidet das fitness 




Strength Pareto Evolutionary Algorithm, eine externe Population speichert die 
Elite mit allen aktuell gefundenen nicht-dominierten Lösungen, sind mehr 
vorhanden als der externe Pool aufnehmen kann, wird für jede regionale 
Gruppe ein Repräsentant ausgewählt (clustering, ähnlich sharing). Turnier-





Bestimmung des Ranges der Individuen wie MOGA, sharing mit ghijek 
wie NSGA. Elitismus wird integriert über einen wählbaren Anteil der 
Population, der in die neue Generation komplett übernommen wird. 
[60] 
Allerdings ist die Entwicklung neuer MOEA noch nicht abgeschlossen, da gerade der 
mehrkriteriellen Optimierung ein hohes Potenzial eingeräumt wird für die Lösung von rea-
len technischen Problemen. Einerseits wird in neueren Verfahren versucht, bekannte Ran-
king-, Sharing- und Elitismus-Varianten zu hybriden Strukturen zusammenzufügen wie 
beispielsweise im SPEA, andererseits kommen auch komplett neue Lösungen mit noch 
effizienteren Methoden zum Vorschein. Aus diesem Grund ist es absolut unmöglich, eine 
komplette Übersicht aller in den verschiedensten Disziplinen angewendeter MOEA zu er-
stellen. 
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3.3.2 Definition eines Abbruchkriteriums 
Genetische Algorithmen wiederholen den Kreislauf Selektion, Rekombination und Muta-
tion bis zur Erfüllung eines Abbruchkriteriums. Zu den einfachsten Kriterien zählen die 
Anzahl der Generationen und die Rechenzeit. Da die mehr oder weniger willkürliche Fest-
legung dieser Grenzen bei unbekannten Optimierungsproblemen zu einem Abbruch der 
Suche vor der Konvergenz des Algorithmus im Optimum führen kann, wurden stattdessen 
vom Suchfortschritt abhängige Abbruchkriterien entwickelt. Zu diesen zählen [59]: 
∙ die Standardabweichung der Zielwerte innerhalb der aktuellen Generation, 
∙ die Differenz zwischen dem Mittelwert der besten Zielwerte der letzten Genera-
tionen zum absolut besten Zielwert der aktuellen Generation, 
∙ die Differenz zwischen dem besten und dem schlechtesten Zielwert der aktuellen 
Generation, 
∙ der Quotient aus dem Mittelwert aller Zielwerte und dem absolut besten Zielwert 
der aktuellen Generation, 
∙ die räumliche Verteilung der aktuellen Individuen im Variablenraum. 
Da die Mehrheit dieser Kriterien nicht zwingend zu einem Abbruch führt, werden sie häu-
fig gemeinsam mit einem eindeutigen Abbruchkriterium verwendet. Jedoch sind solche 
Methoden für mehrkriterielle Algorithmen kaum anwendbar, da sich die Zielwerte noch 
ändern können, auch wenn der genetische Algorithmus keinen Suchfortschritt mehr erzielt 
und nur die Position auf der Pareto-Front verschiebt. Mehrkriterielle Algorithmen sollen 
bewusst nicht in einem einzelnen Punkt im Lösungsraum konvergieren.  
Für MOEA sind derzeit keine anwendbaren suchfortschrittsabhängigen Abbruchkriterien 
bekannt, obwohl sie durchaus umsetzbar wären, wie z. B. die Anzahl jener Individuen der 
letzten Generation, die von den Individuen der neuen Generation dominiert werden. Ist 
dieser Wert über mehrere Generationen sehr klein oder gar null, könnte davon ausgegan-
gen werden, dass die tatsächliche Pareto-Front gefunden wurde.  
3.4 Behandlung von Randbedingungen 
3.4.1 Definition 
Bei nahezu allen praktischen Optimierungsproblemen müssen bei der Variation von Para-
metern Grenzen eingehalten werden. Den mathematischen Zusammenhang zwischen 
diesen Grenzwerten und den Variablen stellen die Restriktionen her. Diese werden unter-
schieden in Gleichheits- und Ungleichheitsbedingungen: 
'(() ≥ 0 + = 1, … , ;   ∈ ℕ;  ∈ Ω (3.5) 
ℎ.() = 0 / = 1, … , ;   ∈ ℕ;  ∈ Ω. (3.6) 
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Restriktionen trennen den gültigen vom ungültigen Lösungsbereich. Ziel eines Optimie-
rungsverfahrens muss es sein, nur Lösungen im gültigen Lösungsbereich zu generieren 
oder, wenn dies nicht möglich ist, unzulässige Lösungen als ungewollt zu erkennen, in der 
Population als schwach einzuordnen und sie dadurch von der Selektion als Eltern weitge-
hend auszuschließen, um die Suche im gültigen Lösungsbereich zu halten. 
Genetische Basisalgorithmen können die oberen und unteren Variablengrenzen einhalten, 
sie sind jedoch nicht in der Lage, variablenübergreifende Restriktionen zu beachten. Den 
Unterschied zeigt Tabelle 3.2 an einem Beispiel: 
Tabelle 3.2: Vergleich von Variablengrenzen und variablenübergreifenden Restriktionen 
Variablengrenzen Restriktion 
 '	() = 	 − 5 ≥ 0 '() = C − 1 ≥ 0 'C() = 30 − 	 ≥ 0 '() = 6 − C ≥ 0 '() = 110 	 − C − 2 ≥ 0 
  
Einschränkungen der Variablenbereiche sind für 
genetische Algorithmen unproblematisch. Sie werden 
bereits während der Initialisierung, Mutation und 
Rekombination beachtet, sodass nur gültige Lö-
sungen erzeugt werden. 
Die Verletzung variablenübergreifender Restriktio-
nen können genetische Algorithmen erst nach der 
Erstellung der neuen Generation prüfen und korri-
gieren. Es entstehen gültige und ungültige Lösungen. 
Für die Behandlung variablenübergreifender Restriktionen mussten daher spezielle Verfah-
ren entwickelt werden. Die wichtigsten werden im folgenden Kapitel vorgestellt. 
3.4.2 Einordnung verschiedener Strategien und Verfahren 
Unabhängig von der Art des Optimierungsproblems und des gewählten Lösungsalgo-
rithmus lassen sich die Methoden für den Umgang mit Restriktionen einteilen in solche mit 
und ohne Veränderung der Zielfunktion(en). Während die erste Gruppe letztlich immer 
eine Rückführung in ein unrestringiertes Ersatzproblem zum Ziel hat, welches mit her-
kömmlichen Optimierungsverfahren gelöst werden kann, behandelt die zweite Gruppe ein 
restringiertes Optimierungsproblem direkt [57].  
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In [49] werden folgende Kategorien unterschieden: 
∙ auf Straffunktionen basierende Methoden,  
∙ auf der Suche nach gültigen Lösungen basierende Methoden, 
∙ auf der Bewahrung von gültigen Lösungen basierende Methoden, 
∙ hybride Lösungen. 
Alle diese Methoden wurden für monokriterielle genetische Algorithmen entwickelt, sind 
prinzipiell aber auf mehrkriterielle Algorithmen übertragbar. Die weit verbreiteten Straf-
funktionen wandeln restringierte Optimierungsprobleme in unrestringierte Ersatzprobleme 
um. Entweder wird den Zielwerten ungültiger Lösungen ein Strafwert für Restriktions-
verletzungen beigefügt oder der Fitnesswert ungültiger Lösungen wird künstlich verringert. 
Während innere Straffunktionen schon das „sich den Restriktionen nähern“ im gültigen 
Bereich bestrafen, bewirkt bei der großen Mehrheit der äußeren Straffunktionen nur das 
Verlassen des gültigen Lösungsbereiches einen Fitnessverlust [70]. Tabelle 3.3 enthält eine 
Übersicht wesentlicher Methoden zur Behandlung von Restriktionen, die auf Strafwerten 
oder Straffunktionen basieren. 
Tabelle 3.3: Strafwertbasierte Methoden zur Behandlung von Restriktionen für  
genetische Algorithmen (nach [94]) 
Verfahren Kurzbeschreibung Weiterführende 
Literatur 






Der Fitnesswert wird mit einem Strafwert für die Verletzung der 
Randbedingungen beaufschlagt (Konstantwerte oder mittels Straf-
funktion). 
[31] 
Dynamic Penalties Strafwerte hängen zusätzlich von der aktuellen Generation ab, die 
Toleranz ungültiger Lösungen sinkt mit dem Suchfortschritt. 
[38] 
Annealing Penalties Die Strafwertbildung ist dem Optimierungsverfahren Simulated 
Annealing nachempfunden. 
[49] 
Adaptive Penalties Die Parameter der Straffunktion werden den erzielten Ergebnissen 
der Vorgängergeneration entsprechend angepasst. 
[15] 
Segregated GA Teilung der Population in zwei Teilpopulationen mit unterschiedli-





Zusätzlicher Teilstrafwert wird gebildet, der auch die Anzahl der 








Straffunktionen besitzen allerdings eine Reihe von Nachteilen. Die einfachen Straffunk-
tionen sind ineffektiv, die komplexeren Methoden erfordern die Definition einer ganzen 
Reihe von Skalierungsparametern, für die der Nutzer zwar Hinweise bekommt, deren op-
timale Einstellung für das eigene Problem aber letztlich experimentell ermittelt werden 
muss. Bei der Nutzung von Straffunktionen lässt sich nur schwer einschätzen, ob gültige 
Lösungen den ungültigen immer überlegen sind, wenn letztere einen sehr starken ursprüng-
lichen Fitnesswert besitzen, der durch den Ungültigkeitsstrafwert nicht ausreichend ver-
ringert wird. Eine eindeutige Bevorzugung gültiger Lösungen bietet das Prinzip der 
superiority of feasible points [61]. Hier werden sehr starke ungültige Lösungen garantiert nie 
besser bewertet als die schwächste gültige Lösung, da der ungültige Fitnesswertebereich für 
ungültige Lösungen erst am Ende dessen für gültige Lösungen beginnt.  
Die ausschließliche Suche nach gültigen Lösungen erfordert immer das Hinzufügen von 
problemspezifischem Wissen in die Basisoperatoren des genetischen Algorithmus (Initiali-
sierung, Mutation und Rekombination). Die damit verbundene starke Einschränkung der 
Allgemeingültigkeit kann unumgänglich werden bei zeitaufwendigen Zielwertberech-
nungen, um keine Rechenzeit für ungültige Lösungen zu vergeuden.  
Die Bewahrung von gültigen Lösungen entspricht einer „Reparatur“ aller ungültigen Lö-
sungen, wie sie bei kombinatorischen Problemen bereits erfolgreich eingesetzt wird [49]. 
Eine solche Methode erfordert ebenfalls einen direkten Eingriff in die logischen Operato-
ren, um erzeugte ungültige Lösungen in den gültigen Lösungsbereich zurückzuversetzen. 
Trotz der prinzipiellen Eignung dieser Verfahren ist für allgemeine Optimierungsprobleme 
derzeit keine solche Methode bekannt.  
Mit der Verwendung mehrkriterieller genetischer Algorithmen ergibt sich die zusätzliche 
sehr leistungsfähige Möglichkeit, die minimale Verletzung der Restriktionen als weiteres 
Optimierungsziel zu formulieren, entweder komprimiert in einem gemeinsamen Zielwert 
oder jede Restriktionsverletzung für sich. In der Literatur [16] [63] werden mehrere Varian-
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a) Ein gemeinsamer Zielwert für alle Restriktionen: 
 Coello Coello Erweitertes Pareto-Ranking über eine Veränderung der Dominanz: 
gültig dominiert ungültig; bei 2 ungültigen Lösungen entscheidet die 
Anzahl verletzter Restriktionen.  
[13] 
 NSGA II 
Deb u. a. 
Erweitertes Pareto-Ranking wie Coello Coello, Ausweitung des Do-
minanzprinzips zur constraint domination, bei 2 ungültigen Lösungen 
wird der Abstand zu den Restriktionen summiert.  
[18] 
 Wright/  
Loosemore 
Zusammenfassung aller Restriktionszielwerte zu einem Ungültigkeits-





Neuer Operator anstelle der Rekombination: Definition einer Such-
richtung anhand der bisher gefundenen dominierten und nicht-
dominierten Lösungen, lineare Suche entlang dieser Suchrichtung.  
[10] 
 Zhou u. a. Nur Simplex-Crossover, es wird der Nachkomme mit der geringsten 
(summierten) Restriktionsverletzung und jener mit dem geringsten 
Pareto-Rang (Originalzielwerte) in die neue Generation eingefügt. 
[96] 
 Yong/Zixing Ähnlich Zhou, Bildung einer Reservepopulation mit ungültigen Indi-
viduen (bei denen die Summe der Restriktionsabstände gering ist) für 
die Suche in grenznahen Regionen. 
[95] 
 ENORA 
Jiménez u. a. 
Wie Coello Coello und Deb, bei 2 ungültigen Lösungen entscheidet 
der geringere Maximalwert von allen Restriktionsverletzungen. 
[36] 
b) Ein Zielwert für jede Restriktion:  
 Fonseca/ 
Fleming 
Restriktionen sind weitere Zielwerte im ursprünglichen Optimierungs-
problem, über das setzen von Goals erhalten sie ein stärkeres Gewicht 




Surry/    Rad-
cliffe 
Der Grad jeder Restriktionsverletzung wird als eigener zu minimie-
render Zielwert aufgefasst mit Pareto-Ranking über diesen Restrik-
tions-Zielwerten. Duale Selektion: teils ist der erzielte Rang bei der 




Jede Restriktion ist ein neuer Zielwert im ursprünglichen Optimie-
rungsproblem, bei Minimierungsproblemen ist dieser Wert 0 für gül-
tige Lösungen, für ungültige gilt der Abstand zur Restriktion. 
[60] 
Die Verfahren zur Behandlung von Randbedingungen unterscheiden sich bei der Beant-
wortung der Frage, welchem Teilziel bei der Optimierung mehr Gewicht beigemessen 
werden muss: dem Erreichen möglichst guter Zielwerte oder der Einhaltung der Randbe-
dingungen. In der Literatur finden sich zwei Argumentationslinien:  
∙ gültige Lösungen sind immer wertvoller als ungültige Lösungen und müssen auch 
entsprechend bevorzugt werden, indem man ungültige Lösungen möglichst dras-
tisch bestraft, 
∙ starke ungültige Lösungen, die nicht weit von der Grenze des gültigen Lösungs-
raumes entfernt liegen, können wertvoll sein für die weitere Suche, mitunter 
wertvoller als schwache gültige Lösungen. 
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Das strikte Bestrafen ungültiger Lösungen kann die Rechenzeit verkürzen, da sich die 
Suche hauptsächlich auf das gültige Lösungsgebiet konzentriert. Dagegen spricht, dass 
Optima häufig nahe an oder sogar auf Restriktionen liegen [84]. Wenn das ungültige 
Lösungsgebiet generell keine Eltern beherbergt, wird ein Nachkomme (mit den Eigen-
schaften beider Eltern) an oder auf der Restriktion unwahrscheinlicher und das Optimum 
spät oder gar nicht gefunden.  
Festzuhalten bleibt, dass die Zahl der Methoden zur Behandlung von Randbedingungen 
beständig wächst, wobei alle bisher entwickelten Philosophien sowohl Vor- als auch Nach-
teile besitzen. Je detaillierter die Restriktionsverletzung ausgewertet wird, desto umständ-
licher ist häufig auch das Verfahren. Die Wahl der eigenen geeigneten Methode muss daher 
von der Bedeutung und der Zahl der Restriktionen im vorliegenden Problem abhängig 
gemacht werden. Geprüft werden sollte außerdem, ob eine Restriktionsverletzung zur Un-
berechenbarkeit von Zielwerten bei einzelnen Individuen führt und daher nicht häufiger 
auftreten sollte oder ob die ungültigen Lösungen die Verlagerung der nächsten Generation 
direkt an die Restriktionsgrenze heran unterstützen können und sollen.  
3.4.3 Angewendetes Verfahren 
Das verwendete Verfahren zur Behandlung von Restriktionen kann als strafwertbasiertes 
Verfahren eingeordnet werden, das allerdings nicht die Ursprungszielwerte modifiziert, 
sondern zusätzliche hinzufügt. Jede Restriktion wird vom Nutzer als weiterer Zielwert 
formuliert. Im Falle eines mehrkriteriellen Minimierungsproblems ist dieser Wert ebenfalls 
zu minimieren. Der kleinste Zahlenwert 0 wird an alle Individuen vergeben, die die Restrik-
tion nicht verletzen. Ungültige Lösungen bekommen für jede Restriktion den Betrag des 
Abstandes zur Restriktion als Zielwert zugewiesen [60]. Wird eine Ungleichheitsrestriktion 
in die Form '() ≥ 0 überführt und als Gleichung interpretiert: 
'() =  (3.7) 
Dann entspricht der Wert  dem Abstand zu dieser Restriktion und für den neuen Zielwert 
gilt bei Minimierungsproblemen: 
f() =  0,  ≥ 0 ,  < 0 (3.8) 
Für Gleichheitsrestriktionen der Form ℎ() = 0 vereinfacht sich Gleichung (3.8) zu: 
f() = || (3.9) 
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Im Falle sonst identischer Zielwerte dominiert somit die gültige Lösung die ungültigen auf-
grund ihres höheren Restriktionszielwertes. Unter den ungültigen Lösungen kann mithilfe 
des Abstandes zur Restriktion zusätzlich ein sehr feines Ranking aufgestellt werden. Damit 
fließt nicht nur die Frage, ob Restriktionen verletzt wurden, in die Bewertung von Lösun-
gen ein, sondern auch, in welchem Maße dies geschieht. 
Optimierungsversuche an restringierten Testfunktionen ergaben eine sehr gute Abbildung 
der gesuchten Lösungen (s. Kapitel 3.5.5), weshalb das vorgeschlagene Verfahren auf das 
eigene Optimierungsproblem übertragen wurde. Sein wesentlicher Vorteil ist neben den 
erzielten Testergebnissen der komplette Verzicht auf Skalierungsparameter.  
Nachteilig ist die praktisch beschränkte Anzahl der Restriktionen. Da jede Restriktion ein-
zeln zu einem neuen Zielwert führt, erhöht sich die Dimension des Lösungsraumes mit der 
Anzahl zusätzlicher Restriktionen. Auch wenn diese Zusatzdimensionen in der Regel nicht 
dargestellt werden müssen, da die Aussage ‚gültig‘ oder ‚ungültig‘ in der Auswertung meist 
ausreichend ist, sind dieser Zahl dennoch Grenzen gesetzt, um die Anzahl unvergleichbarer 
Lösungen im Rahmen zu halten, welche mit jedem zusätzlichen Zielwert wächst. Bei stark 
restringierten Problemen stellt die Zusammenfassung aller Restriktionsverletzungen in nur 
einem zusätzlichen Zielwert [93] eine mögliche Alternative dar.  
Desweiteren werden ungültige Lösungen nicht ausgeschlossen, sondern immer wieder 
berechnet, mit der logischen Konsequenz der Rechenzeitverlängerung. Trotz einer recht 
zeitaufwendigen Simulation der Zielwerte wurde dieser Nachteil in Kauf genommen, um 
auch restriktionsnahe Suchgebiete zu erreichen. 
Bei der Formulierung von Randbedingungen nehmen die Grenzen der Simulationspro-
gramme eine Sonderstellung ein. Im Falle einer Verletzung dieser Restriktionen scheitert 
die eben vorgestellte Methode, da alle simulationsabhängigen Zielwerte nicht ordnungsge-
mäß berechnet werden können. Stattdessen kommt eine einfache Variante der static penalties 
zum Einsatz, wobei jedem nicht simulierbaren Individuum die gleichen festen Strafwerte 
zugewiesen werden, deren Höhe sicherstellt, dass diese Individuen von allen simulierbaren 





3.5 Wahl eines geeigneten mehrkriteriellen genetischen Algorithmus 
3.5.1 Notwendigkeit eines Vergleiches verfügbarer Algorithmen 
Mehrkriterielle genetische Algorithmen sollten bezüglich ihrer Leistungsfähigkeit ausge-
wählt werden, wie die in der Literatur nachgewiesenen, teils erheblichen Unterschiede in 
der Güte der gefundenen optimalen Lösungen bei verschiedenen Suchverfahren zeigen [5].  
Bei realen Optimierungsaufgaben kann das gefundene Optimum in der Regel auf seine 
Richtigkeit geprüft werden im Sinne einer korrekten Berechnung der Zielwerte aus den 
gewählten Steuervariablenwerten. Ob es allerdings nicht noch weitere (bessere) Lösungen 
im Lösungsraum gibt, die die gefundenen Lösungen dominieren, kann nicht zweifelsfrei 
ausgeschlossen werden, es sei denn, der exakte Verlauf der Pareto-Front ist bereits be-
kannt. Da dies bei noch zu lösenden Optimierungsaufgaben nicht der Fall sein kann, wur-
den Testprobleme mit einer exakt berechenbaren Pareto-Front erstellt, um verschiedene 
MOEA bezüglich ihrer allgemeinen Leistungsfähigkeit zu vergleichen. Mit einem individu-
ell zusammengestellten Set mehrerer solcher Testfunktionen können MOEA auf die Eig-
nung für das eigene Problem oder ihr Abschneiden bei Optimierungsproblemen mit spezi-
ellem Charakter bewertet werden.  
3.5.2 Gütekriterien für MOEA 
Nach [17] sollen mehrkriterielle genetische Algorithmen zwei Aufgaben erfüllen: 
∙ die Konvergenz gegen die Pareto-Front mit hoher Genauigkeit und 
∙ das Erreichen einer starken Diversität der Lösungsmenge. 
Die Hindernisse, die das Finden der tatsächlichen Pareto-Front erschweren, sind bereits 
von monokriteriellen genetischen Algorithmen bekannt, wie Unstetigkeiten oder multimo-
dale Zielfunktionen mit isolierten lokalen Optima [97]. Die Diversität ist für eine möglichst 
vollständige Approximation der Pareto-Front notwendig. Das gleichzeitige Erfüllen beider 
Aufgaben ist das Kriterium, an dem die Ergebnisse verschiedener MOEA verglichen wer-
den können (Abbildung 3.11).  
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Abbildung 3.11: Genauigkeit und Diversität der approximierten Pareto-Front 
Für die exakte Bewertung der gefundenen Lösungen wird in der Literatur eine Reihe von 
Metriken (Performance Metrics) vorgestellt [88][5][53], die eine mathematische Beschrei-
bung sowohl der Breite der gefundenen Lösungen ermöglichen als auch des Abstandes 
zwischen ihnen und der tatsächlichen Pareto-Front. Allerdings ist der Rechenaufwand 
erheblich, weshalb in dieser Arbeit auf die Anwendung verzichtet und eine graphische In-
terpretation der Ergebnisse vorgezogen wird. 
3.5.3 Kurzbeschreibung der Kandidaten 
Als sich mehrkriterielle genetische Algorithmen als geeignetes Optimierungsverfahren 
herausstellten, sollten nach Möglichkeit verfügbare Algorithmen Verwendung finden. Diese 
waren gegebenenfalls zu erwerben, zu testen und nur bei Bedarf zu modifizieren. Ein 
Eingriff in die Suchlogik sollte weitestgehend vermieden werden, um die allgemeine An-
wendbarkeit nicht mit dem Einfügen von problemspezifischem Wissen zu zerstören.  
Generell ist es möglich, MOEA selbst zu programmieren, da in vielen Veröffentlichungen 
Pseudokodes angegeben werden. Der Programmieraufwand für einen lauffähigen Algo-
rithmus, der nicht nur die Basisoperatoren enthält, ist allerdings nicht zu unterschätzen. 
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Die Zeitersparnis durch die Nutzung fertiger Programmstrukturen konnte in die Modellie-
rung der Optimierungsaufgabe investiert werden. 
Für einen Test standen die GEATbx 3.8 [60] und eine freie Umsetzung des NSGA II [73] 
zur Verfügung, wobei letzterer nicht mit der im ursprünglichen Algorithmus [18] enthal-
tenen Restriktionenmethodik ausgestattet und auf eine binäre Codierung beschränkt ist. 
Tabelle 3.5 zeigt eine Übersicht der wesentlichen Merkmale. 
Tabelle 3.5: Daten der Testkandidaten 
 GEATbx 3.8 NSGA II 
Codierung real, ganzzahlig, binär binär 
Sharing mit ghijek mit crowding distance 
Goals ja nein 
Selektion alle gängigen Turnierselektion 
Elitismus ja ja 
Restriktionen ja nein 
Entwicklungsumgebung MATLAB® MATLAB® 
Die in der GEATbx verwendete Methode des Pareto-Ranking ist identisch mit der des 
MOGA (Kapitel 3.3.1). Der Rang jedes Individuums entspricht der Anzahl der dieses 
Individuum dominierenden Lösungen. Der NSGA II fasst die Individuen zu separaten 
Pareto-Fronten zusammen und vergibt den Rang gruppenweise. Das Sharing mit der 
crowding distance hat gegenüber der GEATbx den Vorteil, dass auf die Bestimmung des 
Nischenparameters ghijek verzichtet werden kann (Kapitel 3.2.1). Welches Verfahren für die 
hier geplante Anwendung besser geeignet ist, soll der Test auf Genauigkeit und Diversität 
ermitteln.  
3.5.4 Test auf Genauigkeit und Diversität 
Die Güte verschiedener MOEA über Testfunktionen zu bewerten hat sich in der Literatur 
als zweckmäßige Methode durchgesetzt. So existiert eine Reihe von Veröffentlichungen, in 
denen unterschiedliche Testfunktionen vorgestellt und angewendet werden [88][19][53]. 
Tabelle 3.6 zeigt das gewählte Testfunktionen-Set. 
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Ein konvexer Verlauf der Pareto-Front wie in T1 ist der einfachste oder klassische Fall. 
Der konkave Verlauf von T2 kann trotzdem nicht ausgeschlossen werden. Das Test-
problem T3 wurde ergänzt, da Diskontinuitäten im Verlauf der Pareto-Front auch bei der 
geplanten Optimierungsaufgabe auftreten können. T1, T2 und T3 werden mit je 30 Va-
riablen (	 bis ) im Wertebereich [0,1] berechnet. Es handelt sich in allen drei Fällen um 
Minimierungsprobleme, deren Pareto-Front mit e() = 1 ermittelt werden kann.  
Mit der Einstellung der Kandidaten wie in den Tests von Zitzler u. a. [98] ist eine Ver-
gleichbarkeit zu diesen Ergebnissen gewährleistet:  
∙ Generationen:    250 
∙ Populationsgröße:     100 
∙ Rekombinationsrate (single-point):  0,8 
∙ Mutationsrate (pro Bit):    0,01 
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Weitere vielversprechende Einstellungen der GEATbx wurden in den Test einbezogen 
(Anlagen, Abbildung A.1-Abbildung A.3). Eine Übersicht der Ergebnisse der beiden Test-
kandidaten im Vergleich zu anderen MOEA aus der Literatur [98] zeigt Abbildung 3.12 bis 
Abbildung 3.14:  
  
Abbildung 3.12: Testergebnisse T1 mit [98] Abbildung 3.13: Testergebnisse T1 mit [98] 
 
Abbildung 3.14: Testergebnisse T3 mit [98] 
Während die Diversität der gefundenen Lösungen mit Ausnahme von T2 bei beiden 
MOEA gleich gut ist, zeigt der NSGA II in der hier genutzten Ausführung Ungenauig-
keiten in der Approximation der tatsächlichen Pareto-Front. Auch der NSGA II ist in der 
Lage, sehr exakte Ergebnisse zu erreichen, allerdings nur, wenn einige Lösungen der 
tatsächlichen Pareto-Front in die Startpopulation gesetzt werden. Eine solche Startpopula-
tion mit sehr guten Lösungen ist in realen Optimierungsaufgaben aber kaum zu erzeugen, 
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3.5.5 Test der Einhaltung von Restriktionen 
Das Testproblem ConstrEx prüft die Einhaltung von Restriktionen bei gleichzeitiger Mini-
mierung von zwei Zielwerten. Die Behandlung von Randbedingungen wird nicht anders 
bewertet als bei unrestringierte Testproblemen, da sich die Ziele (hohe Genauigkeit und 
hohe Diversität der gefundenen Lösungen) nicht ändern.  
Tabelle 3.7: Beschreibung der Testfunktion ConstrEx [53] 
Kurz- 
name 
Zielfunktionen Restriktionen Variablenbereich  
TCE 
 f	() = 	 → min fC() = (1 + C) 	⁄ → min '	() = 9	 + C ≥ 6 'C() = 9	 − C ≥ 1 0,1 ≤ 	 ≤ 1    0 ≤ C ≤ 5 2 
 
         
Bei diesem Testproblem grenzt eine Restriktion den Lösungsbereich in der Suchrichtung 
(hin zu den Minima beider Zielwerte) ab, weshalb das Bestreben eines genetischen Algo-
rithmus groß ist, diese Restriktion zu überschreiten. Die pareto-optimalen Lösungen liegen 
zumindest teilweise direkt auf dieser Restriktion. Eine effektive Behandlung von Restrikti-
onen, die die Suche im oder in der Nähe vom gültigen Lösungsbereich hält, ist hier unbe-
dingt erforderlich. 
Der NSGA II ist in der vorliegenden Version nicht imstande, Restriktionen zu erkennen 
und einzuhalten. Auf die mögliche Ergänzung wurde verzichtet, da sich der NSGA II 
bereits in den vorangegangenen Tests als unterlegen erwiesen hat. Das in der GEATbx 3.8 
umgesetzte Verfahren zur Behandlung von Randbedingungen wird in Kapitel 3.4.3  




Abbildung 3.15: Testergebnis ConstrEx 
Ziel der Gegenüberstellung von GEATbx und NSGA II war es nicht, eine allgemeingültige 
Bewertung der beiden Verfahren abzugeben. Auf der Grundlage der Testergebnisse wurde 
in dieser Arbeit die GEATbx bevorzugt, doch ist es möglich, dass sich die Ergebnisse auf 
anderen Testfunktionen verschieben oder sogar umkehren.  
Es sollte vielmehr deutlich werden, dass auch ein mit den verschiedenen Varianten von 
MOEA noch nicht vertrauter Nutzer anhand seiner Testergebnisse die Entscheidung  
treffen kann, welcher Algorithmus sich für das eigene Problem am besten eignet, ohne  
dabei auf die Bewertung in der Literatur angewiesen zu sein. Eine Wahl wird auch dann 
möglich, wenn sich das tatsächliche Optimierungsmodell noch in der Entstehung befindet. 
Als zweckmäßig hat es sich erwiesen, verschiedene Einstellungen der Suchparameter, wie 
die Größe der Population, die Anzahl der Generationen, den Selektionsdruck oder die 
Mutationsrate zuerst an Testfunktionen zu probieren, da deren Evaluierung aufgrund der 
vergleichsweise einfachen Zielfunktionen häufig deutlich weniger Zeit in Anspruch nimmt 
als ein echter Lauf. Letztlich nimmt auch das Vertrauen in genetische Algorithmen als  
probabilistisches Optimierungsinstrument zu, wenn die optimalen Lösungen der Test-
funktionen nachweislich gefunden werden. 
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4 Kopplung eines genetischen Algorithmus mit Zugfahrt-
simulation und Netzberechnung 
4.1 Vorteile 
Simulationsprogramme sind sowohl für die Beurteilung des Verhaltens bestehender elektri-
scher Bahnsysteme als auch für die Auslegung von zukünftigen Systemen zum unverzicht-
baren Instrument geworden und entsprechen dem heutigen Stand der Technik. Simulation 
wird in der Bahntechnik u. a. dazu verwendet, die einzelne Zugbewegung, das betriebliche 
Zusammenspiel aller Züge im gesamten Netz oder den Lastfluss im Bahnenergieversor-
gungsnetz nachzubilden und zu bewerten. Im Falle der Auslegung können mehrere Varian-
ten vorab simuliert werden, um das zukünftige Systemverhalten vorhersagen zu können 
und die beste Variante zu wählen. 
Da genetische Algorithmen den Zusammenhang zwischen Variablen- und Zielwert nicht 
als mathematischen Ausdruck benötigen, sondern ausschließlich aus den von verschiede-
nen Varianten erreichten Zielwerten ihre Schlüsse ziehen, lassen sich Simulationsmodelle 
mit diesen Optimierungsalgorithmen koppeln.  
Der Vorteil einer solchen Kopplung besteht darin, dass wesentliche Teile bestehender 
Simulationsmodelle für elektrische Bahnen im Optimierungsmodell verwendet werden 
können, wie die Nachbildung der Zugbewegung oder die Analyse der Netzströme. So wird 
mit hoher Effektivität ein detailliertes Optimierungsmodell erschaffen, das durch die Ver-
wendung bekannter und etablierter Simulationsmodelle nicht erneut auf Übereinstimmung 
mit der Realität überprüft werden muss und wahrscheinlich auf höhere Akzeptanz stößt. 
Für die Optimierung elektrischer Bahngesamtsysteme sind sowohl die Zugfahrtsimulation 
als auch die Netzberechnung von Interesse, da zwischen den beiden Teilsystemen Fahr-
zeug und Bahnenergieversorgungsanlagen wichtige Wechselwirkungen bestehen. Detaillier-
tere Modelle, etwa für den Leistungsfluss durch die Komponenten im Fahrzeugantriebs-
strang oder die Bahnbetriebsführung, bleiben zunächst außen vor, sind aber prinzipiell 








Für die Kopplung eines genetischen Algorithmus mit bereits vorhandenen Simulationspro-
grammen werden an letztere folgende Anforderungen gestellt: 
∙ kurze Rechenzeit, die noch vor der Genauigkeit des Modells zu nennen ist, da 
genetische Algorithmen eine größere Anzahl an Versuchen benötigen, um das 
Optimum zu finden, 
∙ hohe Modellgenauigkeit für die korrekte Abbildung des Zusammenhanges zwi-
schen Variablenwerten und Zielwert(en), 
∙ einfache Manipulation der Eingabedaten, schnelles Auslesen der Ausgabedaten, 
∙ Veränderbarkeit, um die ursprünglich manuell zu bedienenden Programme für 
einen vollautomatischen Ablauf vorzubereiten, 
∙ wenige interne Plausibilitätsprüfungen, die zum Programmabbruch führen, auf 
den nur mit einheitlichen Strafzielwerten reagiert werden kann, da andernfalls 
unvollständige Ergebnisse vorliegen.  
4.2 Beschreibung der verwendeten Simulationsprogramme  
4.2.1 Zugfahrtsimulation 
Als Zugfahrtsimulationsprogramm wird STAR, entwickelt an der Professur Elektrische 
Bahnen, verwendet [82]. Ziel der Zugfahrtsimulation ist es, Zugfahrten mit ihren bekann-
ten Einflussgrößen wie dem Fahrplan, dem Streckenverlauf mit Bögen und Steigungen, den 
Fahrzeugdaten u.v.m. physikalisch möglichst exakt abzubilden.  
Grundlage dafür ist die Lösung fahrdynamischer Gleichungen, über die man zur Zugbewe-
gung und zum mechanischen Leistungsbedarf der Zugfahrt gelangt, sofern es sich um eine 
gleichförmige Bewegung des Zugverbandes handelt. Diese Gleichförmigkeit kann erreicht 
werden, indem die ursprünglich ungleichförmige Bewegung in genügend kleine Zeitschritte 
zerlegt und die Beschleunigung in jedem Zeitschritt als konstant angenommen wird. Ein 
solches Modell gilt als quasistationär, da es sich um eine Aneinanderreihung mehrerer 
stationärer Einzelzustände handelt. Die Größe des Zeitschrittes bestimmt dabei den Fehler. 
Je größer ∆£ (in allen Rechnungen 1 s), desto größer ist die Abweichung des Modells von 
der Realität. 
Ist der Bedarf an mechanischer Leistung der Züge bekannt, wird zuerst über teils lastab-
hängige Wirkungsgrade der Fahrzeughauptbaugruppen der Wirkleistungsbedarf am Strom-
abnehmer und anschließend die Scheinleistung über den mittleren Leistungsfaktor 
bestimmt. Hilfsprogramme dienen anschließend dazu, den eingeschwungenen Zustand, in 
dem die Fahrzeuge gleichmäßig über der Strecke verteilt sind, herauszufiltern und für die 
Netzsimulation aufzubereiten [30]. Das Ergebnis ist neben der Information, an welcher 
Stelle im Gleisnetz sich wann welcher Zugverband aufhält, der jeweilige Scheinleistungsbe-
zug bzw. die Scheinleistungsabgabe. 
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Für die Nutzung von STAR innerhalb der Optimierung wurden folgende Änderungen vor-
genommen: 
∙ Reaktion auf externes Starten mit Übergabeparametern (an Stelle der Wahl des 
Berechnungsmodus im Menü), eigenständiges Rechnen und Schließen, 
∙ Einfügen einer Beschleunigungsgrenze im Falle eines zu großen Zugkraftüber-
schusses (notwendig bei Nahverkehrstriebwagen mit hohen Traktionsleistungen 
und verteiltem Antrieb), 
∙ Ausgabe je eines Einzelergebnisprotokolls für einen Zug der Hin- und der Rück-
richtung, um alle benötigten Ergebnisse in einem Simulationslauf zu erhalten. 
4.2.2 Netzsimulation 
Die Berechnung der Ströme und Spannungen im Bahnenergieversorgungsnetz, die wesent-
liche Voraussetzung für die Ermittlung des Netzenergiebedarfes ist, erfolgt mit dem Pro-
gramm BEV-STAR, welches ebenfalls an der Professur Elektrische Bahnen entwickelt 
wurde [51]. Dieses Programm schließt sich zeitlich an die Zugfahrtsimulation an (Strom-
flussmodell) und kann die Ausgabedaten von STAR lesen. 
Die Abbildung des Netzes mit den Verbrauchern und Erzeugern erfolgt mittels Knoten- 
und Kantenstruktur. Zu Kanten werden Leiterabschnitte zusammengefasst, deren Quer-
schnitt und Materialeigenschaften sich nicht ändern. Die Knoten verbinden diese Kanten 
zu einer Netzstruktur und bilden die Spannungs- und Leistungsfestpunkte ab. 
Die Besonderheit des Bahnnetzes liegt in der Zusammensetzung aus ortsfesten und beweg-
lichen Netzelementen (Fahrzeuge). Die Fahrzeuge werden über die Scheinleistung und den 
Ort in jedem Zeitschritt modelliert und müssen jeweils neu in das feste Netz integriert 
werden, um ihre Bewegung abbilden zu können. Die Scheinleistung und der Ort der Fahr-
zeuge in jedem Zeitschritt sind unmittelbares Ergebnis der Zugfahrtsimulation. Die festen 
Netzelemente müssen als zusätzliche Eingabedaten bereitgestellt werden.  
Der Lastfluss durch das Gesamtnetz wird für jeden Zeitschritt über die Kombination von 
Knotenspannungsanalyse und iterativer Lastflussberechnung ermittelt [51]. Die Knoten-
spannungsanalyse ist ein häufig verwendetes Verfahren zur Berechnung elektrischer Netz-
werke und wird in [47] detailliert beschrieben.  
Die Iteration des Lastflusses ist notwendig, da die Last des Netzes zu Beginn der Rechnung 
nur als Scheinleistung an den Zugstandorten bekannt ist, für die Knotenspannungen aber 
neben den Impedanzen der verbindenden Kanten die Ströme maßgeblich sind. Um die 
Zugströme zu errechnen, müssten die Stromabnehmerspannungen bekannt sein, welche 
sich wiederum nach den stromabhängigen Spannungsfällen zwischen Netzeinspeisungen 
und Verbraucher richten.  
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Zur Lösung wird im ersten Iterationsschritt mit der mittleren Spannung aller Spannungs-
festpunkte als Stromabnehmerspannung begonnen, um einen ersten Fahrzeugstromwert zu 
erhalten. Mit diesem lassen sich Spannungsdifferenzen zwischen allen Knoten und damit 
auch die Knotenspannungen ermitteln, welche wiederum die Basis für neue Ströme bilden. 
Diese Iteration wird so lange wiederholt, bis sich zwischen zwei Iterationsschritten keine 
Änderungen in den Knotenspannungen oder Knotenströmen mehr ergeben, die oberhalb 
einer definierten Toleranzgrenze liegen. Dann gilt die Stromaufteilung im Netz als einge-
schwungen und kann zur Berechnung aller zeitdiskreten Ergebniswerte verwendet werden. 
In dieser Arbeit ist der zeitliche Verlauf der Unterwerksleistungen von Interesse für die 
Ermittlung des Netzenergiebedarfes in der Spitzenstunde und die zu installierende Unter-
werksscheinleistung. 
Seit der Entwicklung von BEV-STAR sind in der Netzmodellierung erhebliche Fortschritte 
erzielt worden, die in diesem Programm noch nicht enthalten sind. Aufgrund seiner sofor-
tigen Verfügbarkeit, seiner kompakten Eingabedateien und der Realisierbarkeit von Ände-
rungen im Quelltext wurde es dennoch gewählt. An der Methodik des Originalprogramms 
BEV-STAR muss nach heutigem Kenntnisstand Folgendes hinterfragt werden: 
∙ die fehlende Abbildung eventueller Rückwirkungen des Netzes auf den Fahrpro-
zess, da ein Strom- und kein Leistungsmodell genutzt wird, 
∙ die Modellierung aller Elemente der Fahrleitung (Tragseil, Hänger, Fahrdraht, 
Verstärkungsleitungen) und der Rückleitung (Rückleiterseil, Schienen, Erde) eines 
Gleises in einem gemeinsamen Leiter, dessen Schleifenimpedanzwert bei Wech-
selstrombahnen nur für konkrete Anordnungen mit den angegebenen Leiterab-
ständen gilt,  
∙ die fehlende Möglichkeit für eine direkte Berechnung des Gleis-Erde-Potentials, 
da Hin- und Rückleiter zu einem Gesamtleiter zusammengefasst werden und ein 
Ableitungsmodell Gleis-Erde fehlt,  
∙ die Festlegung, dass die Rückspeisung auch immer in das den Unterwerken über-
geordnete Energieversorgungsnetz erfolgen kann, 
∙ die fehlende Prüfung der Unterschreitung der minimal zulässigen Fahrleitungs-
spannung, 
∙ die fehlende Überwachung der maximal zulässigen Fahrleitungsspannung, wenn 
bremsende Fahrzeuge in die Fahrleitung speisen und die Spannung zu stark he-
ben, 
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Das hinterlegte Strommodell kann die eventuelle Rückwirkung einer zu stark absinkenden 
Stromabnehmerspannung auf die Zugbewegung infolge der triebfahrzeugseitigen Strom-
begrenzung nicht abbilden, da die Netzsimulation erst im Anschluss an die Zugfahrtsimula-
tion erfolgt. Ein Leistungsmodell kombiniert Zugfahrtsimulation und Netzberechnung in 
jedem Zeitschritt, und könnte somit die tatsächliche Spannung am Stromabnehmer der 
Zugfahrtsimulation zurückgeben, wie in Abbildung 4.1 dargestellt: 
  
Abbildung 4.1: Strom- und Leistungsmodell [67] 
Bei einer Nutzung des Strommodells tritt ein Simulationsfehler auf, wenn sich die Trieb-
fahrzeugspannung im Laufe der Netzberechnung dieser Minimalspannung sehr stark an-
nähert, da der Fahrzeugstrom häufig bereits vor dem Erreichen der Minimalspannung über 
eine Rampenfunktion reduziert wird (Abbildung 4.2). Dann würde sich das Fahrzeug mit 
verminderter Leistung über die Strecke bewegen, geringfügig langsamer werden und seine 
Transportaufgabe nicht mit der fahrplanmäßigen Geschwindigkeit erfüllen. 
 
Abbildung 4.2: Beispiel einer spannungsabhängigen  
Fahrzeugstrombegrenzung für 750 V Nennspannung 
In der geplanten Anwendung tritt dieser Fehler des Strommodells jedoch in den Hinter-
grund, da das Netz von vornherein so ausgelegt werden soll, dass die Einhaltung der Mi-














Der eben beschriebene Fall sollte in einem neu zu errichtenden und mit dem Regelbetrieb 
belasteten Bahnenergieversorgungsnetz keinesfalls auftreten sondern eher als Sicherung bei 
Fahrplanabweichungen dienen. Die im Auslegungsalgorithmus enthaltene Sicherheit für 
unvorhersehbare Abweichungen vom Regelbetrieb schließt auch das Annähern an die 
Minimalspannung aus. 
Die Zusammenfassung von Hin- und Rückleiter schränkt die Auswahl der Nennfrequenz 
auf die derzeit üblichen Werte 0, 16,7 und 50 Hz ein. Für andere Frequenzen sind die 
Schleifenimpedanzen nicht erhältlich. Auch die Wahl der Fahrleitungsbauarten ist durch 
die Abhängigkeit von diesen Eingabewerten begrenzt. Wie genau die Abschätzung der 
Schleifenreaktanz und -resistanz in der Literatur [39] zudem die realen Werte trifft, ist un-
bekannt. Diese eventuelle Abweichung ist allerdings bei allen Fahrleitungstypen vergleich-
bar und verfälscht somit nicht das Optimierungsergebnis. Der Aufwand für die Änderung 
des Modells zu Einzelleitern würde den Nutzen bei Weitem übersteigen. 
Die fehlende Berechnungsmöglichkeit des Gleis-Erde-Potenzials für Wechselstrombahnen 
als sicherheitsrelevantes Kriterium für die Bestimmung von Speiselängen ist ebenfalls nicht 
zu korrigieren, weshalb dieser Aspekt bei der Unterwerkspositionierung nicht beachtet 
werden kann. Eine sich an die Simulation anschließende Aufteilung des Gesamtspannungs-
falls auf Hin- und Rückleiter ist für Gleichstrombahnen möglich (über das Verhältnis 
Hinleiterresistanz/Rückleiterresistanz), wenn von komplett isolierten Gleisen ausgegangen 
werden kann. Bei Wechselstrombahnen wäre ein Ableitungsmodell Gleis-Erde jedoch un-
verzichtbar, da hier weniger Isolationsaufwand betrieben wird.  
Die nicht zu unterbindende Rückspeisung in das übergeordnete Energieversorgungsnetz 
setzt neben der Bereitschaft des Energieversorgungsunternehmens zur Aufnahme der 
Bahnenergie auch die Ausrüstung aller Stromrichterunterwerke mit Umkehrstromrichtern 
voraus, die höhere Investitionen erfordern als Umrichter, die einen Energiefluss nur in eine 
Richtung zulassen. Das Interesse der Bahnenergieversorgungsunternehmen an einer Ver-
ringerung des Netzenergiebedarfes wird allerdings sowohl aus ökonomischen als auch öko-
logischen Gründen weiter steigen. Es ist daher nicht unrealistisch anzunehmen, dass der 
Anteil rückspeisefähiger Umrichter in Unterwerken zunehmen wird.  
Die Unterschreitung der Minimalspannung wird außerhalb des Programms geprüft über 
einen externen Algorithmus für die Positionierung der Unterwerke. So ist bereits vor dem 
Start der Netzsimulation gewährleistet, dass das konfigurierte Netz der Belastung durch 
den Fahrbetrieb gewachsen ist (vgl. Kapitel 5.3.8).  
Als kritisch wird im Nahverkehr die Nichtbeachtung einer maximal zulässigen Spannung 
im Fahrleitungsnetz angesehen, welche häufig direkt den Rückspeisestrom begrenzt. Nach 
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VDV-Schrift 521 gilt die maximale Dauerspannung für 5 Minuten aus EN 50 163 für die 
Netzbremsung. Abbildung 4.3 zeigt eine solche Netzbremsung mit einem in Richtung 











Abbildung 4.3: Spannungsfall über der Fahrleitung mit rückspeisendem Triebfahrzeug 
Die zugehörige Gleichung lautet: 
∆ ©¨ª = «¨¬ − ¨­® (4.1) 
Unter der Annahme, dass sich der Spannungsfall über der Fahrleitung bei kleinem Last-
winkel zwischen «¨¬ und ¨­® auf den Längsspannungsfall ¯¨ reduzieren lässt, gilt [7]: 
∆ ©¨ª ≈ ¯¨ = Re±∆ ©¨ª² = ³® ∙ ´©ª ∙ cos ¶ + ·©ª ∙ sin ¶ (4.2) 
Unter dieser Voraussetzung geht mit einer Begrenzung der Stromabnehmerspannung «¨¬ 
auf den Maximalwert ¨2j¸C [89] Gleichung (4.1) über in: 
∆ ©¨ª ≤ ¨2j¸C − ¨­®  (4.3) 
Damit ergibt sich eine direkte Begrenzung des Rückspeisestromes, wenn Gleichung (4.2) in 
Gleichung (4.3) eingesetzt und das Ergebnis nach ³® umgestellt wird: 
³® ≤
¨2j¸C − ¨­®
´©ª ∙ cos ¶ + ·©ª ∙ sin ¶
 (4.4) 
Überschüssige Bremsenergie eines Fahrzeuges, die das Netz nicht aufnehmen kann, ohne 
die Maximalspannungsgrenze am Fahrzeugstandort zu verletzen, wird in den Bremswider-
ständen in Wärme umgewandelt. Da der Netzenergiebedarf ein wesentliches Gütekriterium 
elektrischer Bahnen ist, musste das Programm überarbeitet werden, um nicht einzelne 
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Varianten mit einem in der Realität unerreichbar hohen Rückspeisegrad zu bevorteilen. 
Geändert wurde BEV-STAR daher wie folgt: 
∙ Erweiterung der Netzgröße auf maximal 318 Knoten, 
∙ Eingabe einer maximal zulässigen Bremsspannung und Ergänzung der Lastfluss-
iteration mit einer Bremsspannungsprüfung und -korrektur. 
In der Simulation muss die Rückspeisung begrenzt werden, wenn die Fahrleitungsspan-
nung aus dem nach Norm zulässigen Bereich heraus getrieben würde. Da die Hin- und 
Rückleiter eines Gleises mit einer gemeinsamen Schleifenresistanz und einer Schleifenreak-











Abbildung 4.4: Spannungsfall über Fahrleitung und Rückleitung mit rückspeisendem Triebfahrzeug 
Das Programm kann die Fahrdrahtspannung am Triebfahrzeugstandort «¨¬ nicht prüfen 
(Fahrdraht-Erde), sondern kontrolliert stattdessen die Triebfahrzeugspannung ¨¹º» (Fahr-
draht-Gleis). Die Differenz ist der Spannungsfall über dem Rückleitersystem und ent-
spricht dem Gleis-Erde-Potential ¨¼½ am Triebfahrzeugstandort: 
¨¹º» = «¨¬ − ¨¼½ ≤ ¨2j¸C (4.5) 
Eine solche Berechnung ist korrekt, wenn davon ausgegangen wird, dass in der Realität das 
Triebfahrzeug die Überwachung der Bremsspannung übernimmt und dann ebenfalls nur 
die Triebfahrzeugspannung messbar ist. 
Innerhalb der Netzsimulation können für die Einhaltung der maximal zulässigen Brems-
spannung mehrere Verfahren angewendet werden. Das einfachste, schnellste und genaueste 
ist die Umwandlung des bremsenden Fahrzeuges in eine Spannungsquelle mit ¨2j¸C, sollte 
dieser Wert im Laufe der Simulation überschritten werden [9]. Die Knotenspannung liegt 
damit fest, eine Iteration ist nicht erforderlich. Dieses Verfahren scheidet hier jedoch aus, 
da die Knoten in BEV-STAR unterteilt werden in Leistungs- und Spannungsfestpunkte.  
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In der Berechnung werden bereits zu Beginn die Spannungsfestpunkte in das Netz einge-
fügt, erst im Anschluss erfolgt die Lastflussiteration. Wandelt man ein bremsendes Trieb-
fahrzeug von einem Leistungs- in einen Spannungsfestpunkt um, geschieht dies frühestens 
in der Iterationsphase. Ein Sprung aus der Iterationsschleife heraus und zurück zu den 
Spannungsfestpunkten wäre unausweichlich aber nicht effektiv. 
Eine zweite Variante stellt die direkte Reduktion der Bremsleistung dar [9], sollte die 
Bremsspannung ¨2j¸C überschreiten. Da nicht bekannt ist, wie weit die Bremsleistung für 
eine Korrektur der Bremsspannung herabgesetzt werden muss, ist hier eine Iteration erfor-
derlich. Steigt im Laufe der Lastflussiteration die Spannung über den Grenzwert, wird die 
Bremsleistung schrittweise reduziert, bis die Knotenspannung wieder unter den Grenzwert 
fällt. Dieses Verfahren führt zum einen zu einer längeren Rechenzeit, zum anderen birgt es 
Ungenauigkeiten, da die Leistung in diskreten Schritten verringert wird. Es wird nicht exakt 
mit der maximalen Bremsspannung zurückgespeist, sondern mit der ersten, die unterhalb 
der Grenze liegt. Dennoch wurde das Verfahren bevorzugt, da die Schwierigkeiten der 
ersten Variante nicht auftreten. Ein bremsendes Triebfahrzeug bleibt ein Leistungs-
festpunkt.  
Bei der Wahl der geeigneten Schrittweite für die Bremsleistungsreduktion muss zwischen 
geringer Rechenzeit (große Schrittweite) und hoher Genauigkeit (kleine Schrittweite) abge-
wogen werden. Beide Kriterien wurden mit einer Fehleranalyse kontrolliert, für die Tabelle 
4.1 die Werte für ein Beispielnetz mit 251 Knoten enthält. Bei einer Nennspannung von 
750 V beträgt die Maximalspannung 950 V (vgl. Tabelle 5.9). 
Tabelle 4.1: Fehlerbetrachtung der iterativen Bremsleistungsreduktion  






Reduzierte ¨¾ek2h in  
V (1Tfz.) 
Abweichung 
von ¨¾ek2h zu 
950 V in % 
Bremsleis-
tung in kVA 
(1 Tfz.) 
¿ÀkÁ»  in 
MWh 
Fehler von ¿ÀkÁ» im 
Vergleich zur genau-
esten Iteration in % 
10 35 947,4450 0,27 -2025 11.488,05 0 (Referenz) 
20 18 947,2213 0,29 -2015 11.488,92 0,008 
40 9 946,7736 0,34 -1995 11.490,66 0,023 
Der Fehler bei der Berechnung des maßgeblichen Ergebnisses, dem Netzenergiebedarf, 
liegt auch bei der gröbsten Iteration (40 kVA) mit maximal 0,023 % im Toleranzbereich. 






In Abbildung 4.5 ist die Kopplung eines genetischen Algorithmus mit Zugfahrtsimulation 
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Abbildung 4.5: Prinzipskizze eines simulationsbasierten genetischen Algorithmus 
In der Eingabemaske werden zuerst die Sucheinstellungen festgelegt, die Variablen mit 
ihren Schritten und oberen wie unteren Grenzen eingestellt, die Zielwerte und zu beach-
tenden Restriktionen ausgewählt und schließlich der genetische Algorithmus gestartet. 
Dieser generiert die Startgeneration und schreibt im nächsten Schritt für ein Individuum 
nach dem anderen dessen Variablenwerte in die Eingabedaten der Simulation und startet 
diese. Sind alle Individuen der aktuellen Generation simuliert worden und alle Zielwerte 
bekannt, kann aus den gesammelten Ergebnissen die Fitness der einzelnen Individuen er-
mittelt werden, um nur die stärksten Individuen zur Rekombination zuzulassen. Die Eigen-
schaften der ausgewählten Eltern werden bei der Generierung der Nachkommen nach dem 
bekannten Schema zusammengesetzt. Die entstandene neue Generation wird wiederum 
über die Simulation bewertet, selektiert und rekombiniert. So nähert sich der Algorithmus 
mit jeder neuen Generation dem Optimum, bis ein Abbruchkriterium erfüllt wird.  
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Das komplette Optimierungsmodell wird in einer Zielfunktion hinterlegt. Diese übernimmt 
somit auch die Ansteuerung der externen Simulationsprogramme und bildet die Nahtstelle 
zwischen Simulation und Optimierung. Ihr Name wird synonym zur eigentlichen Zielfunk-
tion verwendet (dem hier unbekannten mathematischen Zusammenhang zwischen Variab-
len und Zielwerten), da dieser Programmteil die gleiche Aufgabe hat wie die ursprüngliche 
Zielfunktion: jeder Variablenkombination (Individuum) die richtigen Zielwerte zuzuweisen. 
Vom genetischen Algorithmus werden die Variablenwerte der Individuen einer Generation 
in Matrizenform an die Zielfunktion übergeben. Eine Zeile stellt jeweils ein Individuum 
dar, wobei  für die Anzahl der Variablen und D für die Populationsgröße steht: 
Â		       	C ⋯ 	qC	       CC Cq⋮            ⋮ ⋮Ä	       ÄC ⋯ ÄqÅ (4.6) 
Die  Zielwerte werden von der Zielfunktion in gleicher Art gruppiert und an den gene-
tischen Algorithmus zurückgegeben [60]: 
Â		       	C ⋯ 	oC	       CC Co⋮            ⋮ ⋮Ä	       ÄC ⋯ ÄoÅ (4.7) 
Die Zielfunktion unterteilt sich im vorliegenden Anwendungsfall in folgende Schritte: 
∙ Prüfung der Simulationsvoraussetzungen und Vergabe von Strafwerten, wenn 
keine Simulation möglich ist,  
∙ Übertragung der Variablenwerte in die Simulationseingabedaten, teils mit vor-
herigen Umrechnungen, 
∙ Zugfahrtsimulation, 
∙ Aufbereitung der Ergebnisse für die Netzsimulation,  
∙ Aufbau des elektrischen Netzes, 
∙ Netzsimulation, 
∙ Auswertung der Simulationsergebnisse und Berechnung der Zielwerte, 
∙ Protokolleintrag mit Variablenwerten, Zwischenergebnissen und Zielwerten, 
∙ verschieben aller Ein- und Ausgabedaten in einen individuellen Ergebnisordner. 
Die Zielfunktion wird verlassen, sobald jedes Individuum einer Generation diese Prozedur 
einzeln durchlaufen und jeden Zielwert zugewiesen bekommen hat. Erhält ein Individuum 
beispielsweise durch einen Simulationsfehler einen Zielwert nicht, bricht der genetische 
Algorithmus die Suche ab. Darum war darauf zu achten, dass nach Möglichkeit alle 
Abbruchgründe in der Zielfunktion erkannt und mit Strafwerten versehen werden. 
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Desweiteren muss auch die Vollständigkeit des Simulationsergebnisses geprüft werden, da 
unvollständige Ergebnisse die Suche verfälschen.  
Ist das Abbruchkriterium erfüllt, endet ein Suchlauf mit einer Auswertung, die alle Indivi-
duen automatisch als nicht-dominiert, dominiert oder ungültig klassiert und erneut proto-
kolliert. Ein Programmablaufplan findet sich in [40]. 
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5 Ein Optimierungsmodell für Bahngesamtsysteme 
5.1 Vorüberlegungen 
Die formale Beschreibung des zu lösenden Problems in einem Optimierungsmodell, in 
dem alle Variablen, Zielwerte und Restriktionen definiert und deren Verknüpfungen in 
Zielfunktionen verankert sind, ist neben dem geeigneten Optimierungsverfahren die zweite 
Grundlage für Optimierungsrechnungen.  
Bei der Modellierung komplexer technischer Systeme, zu denen elektrische Bahnen zählen, 
ist vor allem die Auswahl geeigneter Zielwerte und Variablen aus der großen Zahl an Mög-
lichkeiten von Bedeutung, die mit der Detailgenauigkeit der Systemabbildung zunimmt. 
Eine gewisse Detailliertheit ist in der Modellierung jedoch notwendig, um Abhängigkeiten 
über physikalische Gesetze beschreiben zu können.  
Als Steuervariablen in Optimierungsproblemen kommen vorrangig jene Parameter in 
Betracht, die einen signifikanten Einfluss auf die Gütekriterien besitzen und verschiedene 
Werte annehmen können, wobei der bezüglich der Zielwerte optimale Wert im Unklaren 
liegt. Bei einer mehrkriteriellen Optimierung können allerdings auch Parameter von Inte-
resse sein, deren Optimalwert für jeden einzelnen konkurrierenden Zielwert bereits be-
kannt ist, gerade bei der Beantwortung der Frage, welche Verschlechterung von Zielwert A 
akzeptiert werden muss, um sich in Zielwert B in einem bestimmten Maß zu verbessern. 
Nicht vorhersehbare Ergebnisse sind zu erwarten, wenn Variablen integriert werden, 
∙ deren genaue Auswirkungen auf die Zielwerte unbekannt sind,  
∙ die konträre Ziele beeinflussen, weshalb verschiedene Wichtungen von Interesse 
sind, 
∙ die in einem sequenziellen Auslegungsprozess bestimmt werden, sodass früh 
festgelegte Variablenwerte den Spielraum für folgende Entscheidungen bereits 
einschränken. 
Als Zielwerte sind nur Gütekriterien geeignet, die messbar und damit auch bewertbar sind. 
Weiterhin sollte der Zusammenhang Variable - Zielwert (Ursache - Wirkung) mit den zur 
Verfügung stehenden Mitteln hinreichend genau abzubilden sein, um zu verlässlichen Op-
tima zu gelangen, wobei es bei der Nutzung probabilistischer Verfahren nicht auf die exak-
te Zielfunktion ankommt, sondern auf die korrekte Ermittlung des jeweiligen Zielwertes.  
Bei einer Pareto-Optimierung müssen alle Zielwerte einheitlich minimiert oder maximiert 
werden. Mischformen sind nicht möglich. Da jedes Minimierungs- in ein Maximierungs-
problem umzuwandeln ist und umgekehrt (vgl. Gleichung (2.4)), ist dies lediglich eine for-




Um nicht mit hohem Aufwand ein detailliertes Optimierungsmodell für elektrische Bahnen 
aufzustellen, welches in dieser Größe dann nicht mit vertretbarem Aufwand lösbar ist, 
wurde das Modell schrittweise erstellt, zwischenzeitlich gelöst und weiter präzisiert. Die 
Verwendung eines auf alle Arten von Optimierungsproblemen anwendbaren Opti-
mierungsverfahrens ermöglicht dieses Vorgehen, da eine Veränderung der Art des  
Optimierungsproblems durch einen neuen Parameter mit anderen Eigenschaften kein Hin-
dernis darstellt. 
Die Einsatzgebiete elektrischer Bahnen reichen von Stadtbahnen bis zum schweren Güter-
verkehr, für die nur schwerlich ein gemeinsames Modell gefunden werden kann, dessen 
Optimum allen Systemvarianten noch gerecht würde. Metrosysteme bieten sich als erstes 
Anwendungsgebiet für eine Optimierung an, denn ihr Liniennetz ist in der Regel abge-
schlossen und räumlich begrenzt. Diese Abgeschlossenheit ermöglicht eine vergleichsweise 
freie Auslegung wichtiger Parameter wie etwa der Zugfolgezeit, da Auswirkungen auf an-
grenzende Verkehrsmittel nicht modelliert werden müssen. Metros sind desweiteren nicht 
selten als Komplettprojekte angelegt. Das gefundene Systemoptimum könnte demnach 
auch von Beginn an umgesetzt werden. Die aufgrund des starren Betriebsregimes im Be-
trachtungszeitraum mit der Periodendauer des Taktes immer wiederkehrende Belastung des 
Netzes ermöglicht schließlich die Verkürzung der Simulationszeit auf eine Taktlänge, wo-
durch sich die Rechenzeit signifikant reduzieren lässt. Für die Optimierung eines Metrosys-
tems werden zunächst folgende grundsätzliche Annahmen getroffen: 
∙ nur die Spitzenstunde wird untersucht, da sie für die Auslegung der Anlagen und 
Fahrzeuge von besonderem Interesse ist, 
∙ das Verkehrsaufkommen bleibt in der Spitzenstunde über Zeit und Ort konstant 
(an jeder Haltestelle steigt die gleiche Anzahl der Fahrgäste ein und aus), 
∙ alle Quelle-Ziel-Fahrtrelationen (von jeder Haltestelle zu jeder Haltestelle) wer-
den von den Fahrgästen gleich nachgefragt und sind somit gleichbedeutend, 
∙ der Takt bleibt in der Spitzenstunde über Zeit und Ort konstant, 
∙ die Konfiguration aller Fahrzeuge auf der Strecke ist gleich (Typ und Wagenan-
zahl). 
Unter diesen Voraussetzungen konnten vierzehn Variablen, vier Zielwerte und zwei Rand-
bedingungen integriert werden, die die Auslegung einer Metro nachbilden. Sie werden in 
den folgenden Kapiteln einzeln vorgestellt. Ziel der Optimierung ist es jedoch, die besten 
Kombinationen aller Variablen bezüglich aller Zielwerte zu finden. 
Wesentliche Teile des Gesamtmodells sind im Rahmen studentischer Arbeiten entstanden 
[40][33][48], ohne Trennung von betrieblichen und technischen Parametern sowie in Ab-
hängigkeit bereits implementierter Zielwerte. Die Variablen werden deshalb nicht in der 
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Reihenfolge vorgestellt, wie sie Eingang in das Optimierungsmodell fanden, sondern zur 
besseren Übersicht in einer neuen inhaltlichen Ordnung. Ihre Reihenfolge ist deshalb nicht 
identisch mit der Position im Entscheidungsvariablenvektor, weshalb der Variablenindex 
nicht kontinuierlich hochzählt. 
5.2 Betriebliche Variablen 
5.2.1 Beharrungsgeschwindigkeit 
Die erste realisierte Variable ist jene Geschwindigkeit, bis zu der alle Fahrzeuge im Regel-
betrieb beschleunigen und welche sie halten, bis sich die Ausroll- oder Bremsphase an-
schließt, sofern der Abstand zwischen den Halten das Erreichen dieser Geschwindigkeit 
mit definierter Beschleunigung und Bremsbeschleunigung zulässt. Faktisch handelt es sich 
um die auf der Strecke gefahrene Höchstgeschwindigkeit. Sie sei zunächst für alle Strecken-
abschnitte in Hin- und Rückrichtung gleich.  
Diese erste Variable wurde anhand besonderer Gesichtspunkte gewählt. Anfangs sollten 
sowohl das mehrkriterielle Optimierungsmodell möglichst einfach zu realisieren als auch 
das Ergebnis kontrollierbar sein. Ein solch einfaches Beispiel stellt die Optimierung der 
beiden Zielkriterien Energiebedarf einer Zugfahrt und Fahrzeit dar, welche konkurrieren, 
wenn die Beharrungsgeschwindigkeit des Fahrzeuges in Grenzen variiert werden kann. Der 
zu minimierende Energiebedarf verlangt eine geringe Fahrgeschwindigkeit, die möglichst 
kurze Fahrzeit dagegen eine hohe. 
Die obere Grenze für die Beharrungsgeschwindigkeit wird in allen Rechnungen auf 
80 km/h gesetzt. Zwar sind auch Metrosysteme mit höheren Geschwindigkeiten zu finden, 
auf der Referenzmetrostrecke in Taiwan werden aber nur maximal 80 km/h erreicht [75]. 
Ob in diesem Beispiel für eine Erhöhung der Beharrungsgeschwindigkeit ein Streckenaus-
bau oder eine Veränderung der Fahrzeugkonfiguration nötig wäre, ist nicht bekannt. Da 
beide Auswirkungen zunächst unberücksichtigt bleiben sollen, werden nur Werte kleiner 
gleich der tatsächlichen Höchstgeschwindigkeit zugelassen. Die untere Grenze wird für die 
Beharrungsgeschwindigkeit auf 65 km/h festgelegt: 
65 kmh  ≤ 	 ≤ 80 kmh  Schrittweite: 1 kmh  . (5.1) 





Abbildung 5.1: Variation der Beharrungsgeschwindigkeit 
Im Fahrspiel wird neben der Beharrungsphase auch die Auslaufphase optimiert (Kapi-
tel 5.2.2). Beschleunigungsphase und Bremsphase bleiben dagegen unverändert. 
5.2.2 Auslauffaktor 
Unter der Annahme gleicher Beschleunigungs- und Bremskurven verlängert eine Ausroll-
phase im Fahrspiel die Fahrzeit, kann im Gegenzug aber zu einer Senkung des Netz-
energiebedarfes führen [4]. Die Rückspeisefähigkeit moderner elektrischer Schienenfahr-
zeuge mildert den Einfluss des Auslaufes auf den Energiebedarf einer Zugfahrt. Beharrung 
und Bremsung müssen energetisch nicht zwangsläufig schlechter sein als das Rollen, wenn 
die Voraussetzungen für die Netzbremsung günstig sind. Es stellt sich die Frage, ob es für 
unterschiedliche Netzkonfigurationen, Betriebsszenarien und Fahrzeugtypen eine energe-
tisch optimale Auslaufdauer gibt, die nicht dem Maximalwert entspricht.  
Der Auslauffaktor nj wird ebenfalls für alle Streckenabschnitte in Hin- und Rückrichtung 
gemeinsam variiert. Er bestimmt indirekt den Anteil des Auslaufes am Fahrspiel über die 
Zielgeschwindigkeit 9Æ;k¯, bis zu welcher gerollt werden darf, bevor wieder beschleunigt 
wird. Bei längeren Abständen zwischen zwei Halten entsteht ein Sägezahnfahrspiel. Es gilt: 
9Æ;k¯ = nj ∙ 9¾ki .    (5.2) 
Abbildung 5.2 zeigt die resultierenden Fahrprofile für unterschiedliche Auslauffaktoren bei 











Kapitel 5: Ein Optimierungsmodell für Bahngesamtsysteme 61 
 
 
Abbildung 5.2: Wirkung des Auslauffaktors auf das Fahrprofil 
Als obere und untere Grenze werden für den Auslauffaktor festgelegt: 
0,5 ≤ Ç ≤ 1 Schrittweite: 0,1 . (5.3) 
Der Maximalwert 1 steht für einen Auslaufanteil gleich Null, da Beharrungsgeschwindigkeit 
und Zielgeschwindigkeit identisch sind. Je kleiner der Wert des Auslauffaktors, desto länger 
wird gerollt. Werte unter 0,5 haben auf der vorliegenden Strecke erfahrungsgemäß keinen 
Nutzen, da kein Streckenabschnitt lang genug ist, dass Geschwindigkeiten kleiner als die 
halbe Beharrungsgeschwindigkeit durch reines Ausrollen erreicht werden könnten. Die 
Bremskurve zum nächsten Halt erzwingt eine Bremsung aus höheren Geschwindigkeiten. 
Eine Sägezahnfahrt ist nicht die einzig praktizierte Variante des Auslaufens. Sie unterschei-
det sich von der zweiten Variante, dem einmaligen Beschleunigen auf die Beharrungs-
geschwindigkeit mit einer zusammen hängenden Ausrollphase, aus energetischer Sicht nur 
durch die lastabhängigen Wirkungsgrade und die mit der Geschwindigkeit quadratisch stei-
genden Fahrwiderstände des Fahrzeuges. Zeitlich sind beide Fahrweisen aus den gleichen 
Gründen leicht unterschiedlich. Dennoch sollten alle durch die Optimierung gewonnenen 
Erkenntnisse für beide Varianten gelten, da die Haltepunktabstände selten groß genug sind, 
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5.2.3 Takt  
Der Takt oder die Zugfolgezeit soll auf der Basis eines konstanten Verkehrsaufkommens 
variiert werden. Die Folge ist eine unterschiedliche Anzahl von Personen pro Zugverband. 
Zum Einen soll der Einfluss des Taktes auf den Netzenergiebedarf untersucht werden. 
Zum Anderen werden die Auswirkungen der Taktvariation auf die Wartezeit am Bahnhof 
im Zielwert Reisezeit abgebildet. Desweiteren hat der Takt einen direkten Einfluss auf den 
Zielwert Komfort. Innerhalb der untersuchten Spitzenstunde und über die komplette Stre-
cke wird er als gleichbleibend angenommen.  
Die Variable Takt wird nicht direkt in Minuten- oder Sekundenwerten definiert. Stattdessen 
werden Codenummern im Bereich der natürlichen Zahlen genutzt. Diese indirekte Codie-
rung ermöglicht eine freie Definition des Wertebereiches der Variable. Genetische Algo-
rithmen benötigen eine gleichmäßige Schrittweite der Variablen, um in Initialisierung, Mu-
tation und Rekombination gültige Variablenwerte erzeugen zu können. Diese Forderung 
bezieht sich aber nur auf den Genotyp, das interne Erscheinungsbild der Variable als Gen. 
Diesem Genotyp kann in der Zielfunktion, außerhalb des Optimierungsalgorithmus, ein 
Phänotyp zugewiesen werden, mit dem die Variable extern auftritt und wirkt. Im Falle des 
Taktes entspricht die Codenummer dem Genotyp, der tatsächliche Wert des Taktes in 
Minuten oder Sekunden dem Phänotyp. Mit der Vergabe von Codenummern, hinter denen 
sich ein beliebig wählbarer Realwert verbirgt, sind ungleichmäßige Schrittweiten möglich, 
z.B. in folgender Form: 
Tabelle 5.1: Beispiel für Codes und ungleichmäßige reale Werte der Variable Takt 
Code 1 2 3 4 5 6 7 8 9 
Takt in min:s 2:00 2:30 3:00 4:00 5:00 7:30 10:00 15:00 20:00 
Ungeachtet dieser Möglichkeit sind im letztlich realisierten Modell die Schrittweiten in 
Genotyp und Phänotyp gleich. Die Codierung wurde dennoch beibehalten, um bei Bedarf 
auch mit ungleichmäßigen Taktschritten rechnen zu können. Der Takt wird variiert in den 
Grenzen 
1 ≤  ≤ 7 Schrittweite: 1  . (5.4) 
Tabelle 5.2 gibt an, welchen Realwerten die Codes 1 bis 7 entsprechen:  




Code 1 2 3 4 5 6 7 
Takt in min 3 4 5 6 7 8 9 
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Die Festlegung der unteren Taktgrenze auf 3 min entspricht dem derzeit realisierten Takt 
in Kaohsiung. Eine Verringerung dieses Wertes ohne Anpassung der sicherungstechni-
schen Infrastruktur wäre fraglich und wird deshalb nicht in Betracht gezogen. Die Defini-
tion der oberen Grenze des Taktes hängt vom Transportaufkommen und der Gefäßgröße 
der Fahrzeuge ab. Bei ca. 18.000 pphpd führen Takte größer 9 min selbst mit der maxima-
len Wagenanzahl zur Überladung (vgl. Tabelle 5.17). Diese Takte sind unter den genannten 
Randbedingungen immer ungültig und sollten nicht berücksichtigt werden. Detaillierte An-
gaben zur Auslastung der Fahrzeuge bei unterschiedlichen Fahrzeugkonfigurationen und 
Takten finden sich in Kapitel 5.5. 
5.2.4 Fahrzeugtyp 
Im Optimierungsmodell für Metrosysteme stehen zwei Fahrzeugtypen zur Wahl, das welt-
weit verbreitete Triebzugkonzept (zu finden u.a. in Bangkok, Melbourne oder Berlin) mit 
verteilter Antriebsstruktur sowie eine Kombination aus Lokomotive und Doppelstock-
wagen mit konzentriertem Antrieb, wie sie in einigen Städten (Dresden) als S-Bahn 
verkehrt. Das Vorhaben, Doppelstocktriebzüge (Paris) als dritten Fahrzeugtyp zu integrie-
ren, konnte nicht realisiert werden. Die installierten Traktionsleistungen derzeit verkehren-
der Doppelstocktriebzüge verschiedener Hersteller reichen nicht aus, um auf der starken 
Steigung im Mittelteil des genutzten Streckenprofils (Abbildung 5.12) insbesondere bei 
einer hohen Fahrzeugauslastung die geforderten Geschwindigkeiten zu erreichen [72].  
Der Fahrzeugtyp wird als Variable mit Codenummern ausgedrückt: 
1 ≤ Ê ≤ 2 Schrittweite: 1  . (5.5) 
Mit dieser Variable soll die grundsätzliche Fahrzeuggattung gewählt werden, welche sich in 
mehreren Auslegungsparametern niederschlägt. Hinter jedem Variablenwert verbirgt sich 
ein Parametersatz mit den Eigenschaften der Fahrzeuge. Die Zuordnung des Codes zum 









Tabelle 5.3: Codes, zugehörige Konfigurationen und Parameter  
der Variable Fahrzeugtyp [78][75][77][86][3] 
Code 1 2 
Konfiguration Triebwagenzug, 3-teilig Lokomotive 
Doppelstock-
wagen 
Länge/Einheit 65 m 19 m 26,8 m 
Leermasse/Einheit variabel, s. Kapitel 5.3.1 
max. Nutzlast/Einheit 59,88 t -  18,75 t 
Anzahl Sitzplätze/Einheit 126 - 120 
Hilfsbetriebeleistung/Einheit 100 kW unbekannt 80 kW 
mechanische Leistung in MW variabel, s. Kapitel 5.3.2 
Anzahl angetr. Achsen/Einheit 8 von 12 4 - 
Nennspannung/-frequenz in kV/Hz variabel, s. Kapitel 5.3.3 und 5.3.4 
Netzbremse ja ja - 
Beide Fahrzeugtypen basieren auf realen Fahrzeugen. Dem Triebwagenzug liegt ein 
Fahrzeug des Herstellers Siemens für Kaohsiung, Taiwan, aus dem Jahr 2001 zu Grunde. 
Den lokbespannten Doppelstockzug bildet die für den Nahverkehr konzipierte 
TRAXX P160AC (BR 146 der DB AG) mit Wagen der Gattung DBpz des Herstellers 
Bombardier Transportation.  
5.2.5 Wagenanzahl 
Eine veränderliche Anzahl der Wagen muss als Ergänzung der Variable Takt betrachtet 
werden. Unter der Annahme eines konstanten Verkehrsaufkommens wäre das Ergebnis 
eines veränderlichen Taktes vorhersehbar, wenn immer mit der gleichen „Gefäßgröße“ 
operiert würde. Der höchste Auslastungsgrad der Fahrzeuge wird dann mit dem größten 
Takt erreicht und stellt die energetisch günstigste Variante dar.  
Realistischer erschien es da, die Fahrzeuge für jeden Takt spezifisch zusammenzustellen, 
sodass nicht mehr Wagen rollen als nötig. In einem ersten Schritt wurde deshalb aus dem 
Verkehrsaufkommen die Anzahl der erforderlichen Wagen für den aktuellen Takt berech-
net, sodass kein Fahrzeug mehr Wagen mit sich führte als nötig:  
Ëjfk = ÌÍ ∙ £¹jÁ ∙ ©jiefjhÁ60 ∙ ÆB¯,Ëjfk,2j¸Î (5.6) 
mit: Ëjfk=erforderliche Wagenanzahl pro Zug; Í=Fahrgastaufkommen pro Richtung und Stunde; £¹jÁ=Takt 
in min; ©jiefjhÁ=mittlere Fahrgastmasse in t; ÆB¯,Ëjfk,2j¸=maximale Zuladung eines Wagens in t.  
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Mit der Hinzunahme des Zielwertes Komfort, repräsentiert als Anzahl der Personen pro 
Sitzplatz, sollte der Widerspruch zwischen energieoptimalen und hinsichtlich des Sitzplatz-
angebotes komfortablen Betriebsvarianten dargestellt werden. Ein hoher Komfort erfor-
dert einen geringe Auslastungsgrad der Wagen und folglich eine hohe Wagenanzahl, ein 
geringer Energiebedarf einen hohen Auslastungsgrad, der mit möglichst wenigen Wagen 
erreicht wird. Eine variable Wagenanzahl erzeugt verschiedene Kompromisslösungen für 
diese beiden Zielgrößen. 
Die Wagenanzahl kann folgende Werte annehmen: 
1 ≤ 		 ≤ 9 Schrittweite: 1  . (5.7) 
Der Phänotyp entspricht hier nur bei der Fahrzeuggattung Lokomotive/Wagen dem Ge-
notyp. Da bei den Triebzügen die kleinste fahrbare Einheit aus drei Wagen besteht, können 
nur Drei-, Sechs- und Neun-Wagenzüge gebildet werden. Wird für ein Individuum der 
Fahrzeugtyp 1 (Triebzug) und z. B. eine Wagenanzahl 7 (Genotyp) erzeugt, wird auf neun 
Wagen (Phänotyp) aufgerundet (Tabelle 5.4). Mit diesem Verfahren kann für beide Fahr-
zeugtypen die Wagenanzahl in einer gemeinsamen Variablen ausgedrückt werden.  
Tabelle 5.4: Codes und zugehörige reale Werte der Variable Wagenanzahl  
Code 1 2 3 4 5 6 7 8 9 
Wagenanzahl Triebzug 3 3 3 6 6 6 9 9 9 
Wagenanzahl  
Lokomotive/Wagen 
1 2 3 4 5 6 7 8 9 
Die obere Grenze wird durch die Restriktion Bahnsteiglänge festgelegt (hier 200 m). Bei 
Zugverbänden mit mehr als neun Wagen wird diese in jedem Fall überschritten. Welche 
Auslastungsgrade sich bei einer Variation der Wagenanzahl ergeben, hängt auch von den 
Variablen Fahrzeugtyp und Takt sowie dem Verkehrsaufkommen ab. Zahlenwerte finden 
sich daher in Kapitel 5.5. 
5.2.6 Versatz 
Wenn die Zugfolgezeit der Züge beider Richtungen identisch ist, ergibt sich zwischen je-
dem Zugpaar der Hin- und Rückrichtung der gleiche zeitliche Unterschied in der Abfahrts-
zeit am Startbahnhof. Dieser Wert kann verändert werden unter der Voraussetzung, dass 
für Fahrzeuge an den Streckenenden die Möglichkeit besteht zu warten. 
Der Versatz ist als betriebliche Variable eingeordnet worden, da keinerlei technische Ände-
rungen für unterschiedliche Versatzwerte erforderlich sind. Er soll jedoch die Last  
bestmöglich auf die Energieversorgungsanlagen verteilen, auch, um unterschiedliche  
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Konfigurationsvarianten der Energieversorgungsanlagen nicht zu benachteiligen. Die be-
trieblichen Zielwerte Reisezeit und Komfort werden von dieser Variable nicht beeinflusst. 
Der Versatz wird nicht direkt als Zeitwert variiert, sondern als prozentualer Anteil des  
Taktes. Diese Definition birgt den Nachteil unterschiedlicher zeitlicher Schrittweiten, die 
bei ungünstiger Wahl der prozentualen Schrittweite entweder bei großen Taktwerten nur 
eine grobe Bestimmung des optimalen Versatzes zulässt, oder bei kleinen Takten zu feine  
Unterschiede simuliert, die im praktischen Betrieb kaum umsetzbar sind. Eine bezogene 
Größe ermöglicht aber die Abbildung aller Versatzszenarien für alle Takte in nur einer  
Variablen: 
0 % ≤ 	 ≤ 90 % Schrittweite: 10 %  . (5.8) 
Die untere Grenze von 0 % Versatz bedeutet ein synchrones Anfahren der Züge in Hin- 
und Rückrichtung. Je größer der prozentuale Versatz, desto später startet der Zug in Rück-
richtung im Vergleich zur Hinrichtung. Ein Versatz von 100 % des Taktes und größer 
bringt keine neue Verteilung der Fahrzeuge im Netz mit sich. Ein Versatz gleich dem Takt 
ist identisch mit einem Versatz gleich Null.  
5.3 Technische Variablen 
5.3.1 Fahrzeugleermasse 
Bei der Konstruktion von Bahnfahrzeugen bestehen Reserven in der Fahrzeugleermasse. 
Leichtbau dient der Einsparung von Antriebsenergie, der Erhöhung des Beschleunigungs-
vermögens, der Verringerung von Bremsarbeit und der Reduzierung von Verschleiß an 
Fahrzeug und Fahrweg [71]. Da alle Einzelmaßnahmen, wie  
∙ Werkstoffleichtbau (Wahl oder Neuentwicklung von Werkstoffen mit geringer 
Dichte bei hoher Belastbarkeit), 
∙ konstruktiver Leichtbau (Änderungen in Konstruktion und Struktur), oder 
∙ Systemleichtbau (Gewichtsreduktion des Systems, auch wenn einzelne Kompo-
nenten schwerer werden) 
mit Mehrkosten in Forschung und Entwicklung, Konstruktion, Bau und Materialbeschaf-
fung verbunden sind, soll ermittelt werden, welcher Energie- und Fahrzeiteinsparung  
welche Zusatzinvestitionen für Leichtbaufahrzeuge gegenüberstehen.  
Nach [83] sind Einsparungen von bis zu 20 % beim Gewicht eines Schienenfahrzeuges 
möglich. Die Fahrzeugleermasse wird bezogen auf die tatsächliche Leermasse der Fahr-
zeuge variiert als prozentuale Leichterung: 
0 % ≤ Ð ≤ 20 % Schrittweite: 1 %  . (5.9) 
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Bei 20 % Leichterung besitzt das Fahrzeug noch 80 % seiner ursprünglichen Leermasse, 
die für einen dreiteiligen Triebwagenzug 117 t beträgt [75], für die Doppelstockwagen des 
Lokomotive/Wagen-Verbandes 47 t [86]. Die Lokomotive bleibt vom Leichtbau ausge-
nommen, da eine hohe Last auf den vier angetriebenen Achsen für ein möglichst hohes 
Beschleunigungsvermögen und eine hohe Nutzbremsleistung unverzichtbar ist. Lokomo-
tiven befinden sich aufgrund der schweren Antriebsausrüstung an der Grenze der maxi-
malen Achslast. Eine signifikante Gewichtseinsparung wäre ohne Leistungseinbußen nicht 
zu erreichen.  
5.3.2 Fahrzeugleistung 
Die mechanische Leistung der Fahrzeuge ist ein besonders einflussreicher Parameter bei 
der Auslegung von Schienenfahrzeugen. Für die Bestimmung dieses Wertes wird im her-
kömmlichen Auslegungsprozess ein Anforderungsprofil definiert (die größte Steigung der 
Trasse, die an dieser Stelle zu erreichende Geschwindigkeit, die maximale Beladung),  
welches erfüllt werden muss und die zu installierende Leistung festlegt. Nachteilig an  
diesem Verfahren ist zum Einen, dass das Anforderungsprofil nur an einem einzelnen  
Streckenpunkt bestimmt wird, obwohl die Anforderungen entlang der Strecke höchst  
unterschiedlich sind. Zum anderen finden die unmittelbaren Auslegungskriterien (Energie-
bedarf, Reisezeit oder Investitionen) dabei keine direkte Beachtung und können folglich 
auch nicht gegeneinander abgewogen werden. Im Verständnis der Optimierung entspricht 
das Erfüllen des Anforderungsprofils einer Ersatzgleichheitsbedingung mit genau einer 
Lösung. Eine solch starre Festlegung lässt im Nachhinein aber keine Wahlmöglichkeit zu, 
da Alternativvarianten nicht sichtbar sind.  
Aus diesen Gründen soll die Fahrzeugleistung hier nicht herkömmlich bestimmt, sondern 
als Variable im Optimierungsmodell integriert werden. Die Auswirkung der veränderlichen 
Leistung wird so über die komplette Strecke simuliert und ausgewertet. Es soll sichtbar 
werden, wie groß der Effekt einer Erhöhung oder Verringerung der Antriebsleistung auf 
die Fahrzeit, die Investitionen und den Netzenergiebedarf ist, um ein Abwägen der  
verschiedenen Varianten zu ermöglichen. Die maximale Steigung wird jedoch weiterhin 
genutzt für die Definition der unteren Leistungsgrenze, denn die Fahrzeuge sollten auch 
diese Steigung mit einer akzeptablen Geschwindigkeit bewältigen können.  
Die mechanische Leistung einer Einheit des Triebwagenzuges wird variiert in den Grenzen: 




Die mechanische Leistung der Lokomotive im Doppelstockzug kann folgende Werte an-
nehmen: 
2400 kW ≤ 	 ≤ 6400 kW Schrittweite: 200 kW . (5.11) 
Bei beiden Fahrzeugtypen gilt der reale Wert von 2400 kW für den Triebzug [75] und 6400 
kW für die Lokomotive [48] als obere Grenze. Die derzeit erreichbare maximale Obergren-
ze ist nicht bekannt, weshalb ein Leistungswert gewählt wurde, der in den Basisfahrzeugen 
auch garantiert beherrschbar ist. Die Auswirkung auf andere konstruktive Parameter wäre 
bei einer Erhöhung des Wertes nicht seriös abzuschätzen gewesen. Dagegen sollte eine 
Verringerung der Leistung unter Beibehaltung der mechanischen Elemente möglich sein. 
Werte unter 400 kW und 2400 kW sind nicht umsetzbar, da andernfalls eine Restriktion des 
Simulationsprogramms verletzt würde (mit einer zu geringen Leistung verlängert sich die 
Fahrzeit und es befinden sich zu viele Fahrzeuge auf der Strecke). Diese Grenze ist als  
Minimalleistung jedoch ausreichend. Alle Fahrzeuge mit Minimalleistung fahren an der 
größten Steigung bereits sehr langsam. 
5.3.3 Nennspannung 
Die Wahl von Nennspannung und Nennfrequenz einer elektrischen Bahn erfolgt bisher 
streng nach Norm und in Abhängigkeit von dem geplanten Anwendungsfall. Während 
Nahverkehrsbahnen häufig mit kleineren Gleichspannungen elektrifiziert werden, finden 
hohe Spannungen in der Regel bei Vollbahnen Anwendung. Hier soll die Frage beantwor-
tet werden, welche Kombination aus Nennspannung und Nennfrequenz (Bahnstrom-
system) heute gewählt würde, wenn man in dieser Entscheidung unabhängig wäre von den 
historisch gewachsenen, heute in Europa üblichen Varianten nach EN 50 163 [39]: 
∙ DC 600 V, 
∙ DC 750 V, 
∙ DC 1,5 kV, 
∙ AC 15 kV, 16 2/3 Hz, 
∙ AC 25 kV, 50 Hz. 
Durch den Einsatz leistungselektronischer Bauelemente ist es heute möglich, in gewissen 
Grenzen jede Spannung und Frequenz für die Übertragung elektrischer Energie zwischen 
Fahrzeug und Unterwerk zu erzeugen und zu verarbeiten. Nennspannung und -frequenz 
müssen nicht mehr als untrennbare Kombination aufgefasst werden, da sich beide Werte 
heute unabhängig voneinander wählen ließen. 
Für den Netzenergiebedarf ist vorhersehbar, dass die höchstmögliche Nennspannung zur 
Minimierung führt. Eine hohe Spannung verringert Ströme und Übertragungsverluste  
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unter der Voraussetzung einer gleichen Verbraucherleistung. Der Netzenergiebedarf ist bei 
hohen Nennspannungen geringer. Einziges Gegenargument stellen die Anschaffungs-
kosten der Energieversorgungsanlagen und Fahrzeuge dar, welche mit höherer Nennspan-
nung steigen, da höhere Sperrspannungen in der Leistungselektronik ab einer bestimmten 
Spannungshöhe nur durch eine serielle Anordnung mehrerer Bauteile erreicht werden  
können und zu höherem baulichen Aufwand führen (Material- und Isolationsaufwand, 
Kriechwege, Schalter, Abstände, neue Baugruppen). Mit der Variable Nennspannung wer-
den demnach die Kompromisslösungen für verschiedene Wertigkeiten von Netzenergie-
bedarf und Investitionen gesucht. 
Die Notwendigkeit zur Schätzung der Investitionen für alle Variablenwerte begrenzte diese 
auf die derzeit üblichen Nennspannungen. Eine seriöse Kostenschätzung für Bauelemente 
war für noch nie realisierte Nennspannungen nicht möglich, sodass die Nennspannung wie 
folgt codiert wird: 
1 ≤ 		 ≤ 5 Schrittweite: 1  . (5.12) 
Tabelle 5.5 enthält die realen Werte: 
Tabelle 5.5: Codes und reale Werte der Variable Nennspannung 
 
 
Die in EN 50163 noch enthaltene Nennspannung von 600 V wird nicht berücksichtigt. Sie 
wird den gestiegenen Anforderungen durch hohe Leistungen von Fahrzeugen mit Dreh-
stromantriebstechnik nicht mehr gerecht und wird zunehmend von 750 V verdrängt. 
5.3.4 Nennfrequenz 
Die Nennfrequenz ist als Ergänzung zur Nennspannung zu betrachten. Sie beeinflusst 
ebenso die Investitionen und den Netzenergiebedarf, letzteren indirekt über die Leiterim-
pedanzen im elektrischen Netz. Mit einer Erhöhung der Reaktanz · = 2πnÓ steigen unter 
der Annahme gleicher Last die Spannungsfälle im Netz. Die Ströme im Netz steigen eben-
so, wodurch sich die Netzverluste erhöhen.  
Die Nennfrequenz findet in die Ermittlung des Energiebedarfes mittels Zugfahrtsimulation 
und Netzberechnung ausschließlich über die Schleifenimpedanzen aller Kanten im elektri-
schen Netz Eingang, welche notwendig sind, um den Lastfluss im Gesamtnetz zu bestim-
men (vgl. Kapitel 5.3.5). Der Einfluss der Frequenz auf den Wirkungsgrad von Trans-
formator (nur bei AC-Fahrzeugen vorhanden) und Vierquadrantensteller im Fahrzeug wird 
vernachlässigt.  
Code 1 2 3 4 5 
Nennspannung in kV 0,75 1,5 3 15 25 
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Für die Frequenz stehen zwei Modelle zur Wahl: 
a) die Frequenz ist variabel und unabhängig von der Variable Nennspannung, 
b) die Frequenz ist ein Parameter, der sich nach dem Wert der Nennspannung  
richtet - es werden die bereits etablierten Kombinationen aus Nennspannung und 
Frequenz nach EN 50 163 gebildet. 
Für Variante a) wird die Frequenz als eigenständige Variable codiert: 
1 ≤ Ô ≤ 3 Schrittweite: 1  . (5.13) 
Tabelle 5.6 enthält die zugehörigen Werte: 
Tabelle 5.6: Codes und reale Werte der Variable Nennfrequenz 
Code 1 2 3 
Nennfrequenz in Hz 0 16 2/3 50 
Das Vorhaben, die Frequenz noch freier zu variieren, etwa in regelmäßigen Schritten von 
10 Hz, scheiterte lediglich an den unbekannten Schleifenimpedanzen von Fahrleitung und 
Rückleitung für Frequenzen abseits der Norm EN 50 163. Mit einem Netzberechnungs-
programm, das aus den Materialkenngrößen der Leiter und deren Anordnung im Raum die 
Impedanzen mit allen Kopplungsmechanismen hinreichend genau abbildet, wären diese 
nicht mehr notwendig und die Frequenz könnte beliebig variiert werden .  
Rechnungen mit Variante b) stehen als Alternativvariante bereit, wenn die Nennspan-
nungs-/Nennfrequenzkombinationen außerhalb der gültigen Norm nicht durchsetzbar 
sind. Die festen Kombinationen erfordern keine variable Frequenz. Sie wird in Abhängig-
keit von dem Variablenwert der Nennspannung als Parameter zugewiesen. Tabelle 5.7 zeigt 
Variante a) und b) in der Übersicht: 
Tabelle 5.7: mögliche (x) und unmögliche (o) Kombinationen von Nenn- 
frequenz und -spannung in Variante a (links) und b (rechts)  
Codes 1 2 3  keiner keiner keiner 
 
  Nennfrequenz 




50   
Hz 




50    
Hz 
   Nennspannung        
1 750 V x x x  x o o 
2 1,5 kV x x x  x o o 
3 3 kV x x x  x o o 
4 15 kV x x x  o x o 
5 25 kV x x x  o o x 
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5.3.5 Fahrleitungsbauart 
Eines der wichtigsten Kriterien für die Wahl des geeigneten Fahrleitungstyps für eine 
Bahnstrecke ist die Höhe der erforderlichen Investitionen. Neben dem Systementscheid 
zwischen bodennahen Seitenstromschienen und einfachen Fahrdraht- bzw. Kettenwerks-
oberleitungen ist hier der Bedarf von Leitermaterial entscheidend. Der Leiterquerschnitt 
bestimmt wiederum den Leiterwiderstand, die Erwärmung der Leiter und damit die Netz-
verluste. Die Abhängigkeit des Leiterwiderstandes von der Temperatur wird vernachlässigt. 
Die Variable Fahrleitungsbauart beeinflusst die beiden hier konträren Zielwerte niedrige 
Investitionen und geringer Netzenergiebedarf. 
Für die Auswahl eines geeigneten Fahrleitungstyps sind zwei Restriktionen zu beachten, die 
maximale Befahrgeschwindigkeit und die Stromtragfähigkeit der verschiedenen Varianten. 
Erstere wird nicht überschritten, da nur Fahrleitungen zur Wahl stehen, die Geschwindig-
keiten von 80 km/h (vgl. Kapitel 5.2.1) zulassen. Die Stromtragfähigkeit wird derzeit nicht 
berücksichtigt, denn es müssten alle Ströme in allen Fahrleitungsnetzkanten ausgewertet 
und mit dem zulässigen Maximalwert verglichen werden, um ungültige von gültigen Lö-
sungen zu trennen. Zu erwarten sind ein erheblicher zusätzlicher Arbeitsaufwand in der 
Umsetzung und ein erhöhter Zeitaufwand für die Ausgabe und Auswertung der Simula-
tionsergebnisse jedes Individuums, weshalb auf die Restriktion Stromtragfähigkeit verzich-
tet wurde. Sie wird jedoch für alle späteren Anwendungen empfohlen und ist für das  
Optimierungsverfahren auch problemlos interpretierbar. Um eine große Menge ungültiger 
Lösungen von vornherein auszuschließen, sollte auch die Aufnahme in die Unterwerks-
standortbestimmung geprüft werden (vgl. Kapitel 5.3.8). 
Im Optimierungsmodell stehen insgesamt zehn Fahrleitungstypen zur Wahl, sowohl einfa-
chere Oberleitungsvarianten als auch Seitenstromschienen. Sie werden mit natürlichen 
Zahlen codiert: 
1 ≤  ≤ 10 Schrittweite: 1  . (5.14) 
Tabelle 5.8 zeigt die Konfigurationen sowie die zugehörigen Schleifenresistanzen und 
-reaktanzen in der Übersicht. Alle Widerstandsbeläge für Frequenzen größer Null sind der 
Literatur entnommen [39]. Die Resistanzbeläge für die Frequenz Null wurden über die  
Parallel- und Reihenschaltung von Einzelleiterwiderständen berechnet. Bei Gleichstrom-
bahnen werden die Gleise zum Erdreich in der Regel vollständig isoliert, um Streugleich-
ströme zu vermeiden, sodass der Ableitungsbelag Gleis-Erde für DC mit Null angenom-




Fehlende Schleifenimpedanzen für Frequenzen größer Null können ohne Vernachlässigung 
der Koppelmechanismen zwischen den Leitern nicht von Hand berechnet werden. Alle 
unbekannten Kombinationen aus Frequenz und Fahrleitungstyp werden daher nicht simu-
liert, sondern mit einem künstlichen Strafwert für alle Zielwerte versehen, um weitere  
Selektionen möglichst zu vermeiden. In Tabelle 5.8 sind diese unbekannten Kombina-
tionen mit o gekennzeichnet. 
Tabelle 5.8: Codes und reale Werte der Variable Fahrleitungstyp, o = unbekannte Werte 
Codes 1 2 3 
 Nennfrequenz 0 Hz 16 2/3 Hz 50 Hz 
 Schleifenresistanz/-reaktanzbelag in 
Ω2 ´′ ·′ ´′ ·′ ´′ ·′ 
 Fahrleitungstyp       
1 Al-Verbundstromschiene, 5.100mm², 
30°C, Schienen UIC60 
0,024 0,000 o o o o 
2 Al-Verbundstromschiene, 2.100mm², 
30°C, Schienen UIC60 
0,031 0,000 o o o o 
3 Weicheisenstromschiene 5.100mm², 
30°C, Schienen UIC60 
0,046 0,000 o o o o 
4 Re 250 (Ri120 + 70BzII), 20°C, Schie-
nen UIC60 
0,126 0,000 o o o o 
5 Ri120, 20°C, Schienen UIC60 0,162 0,000 o o o o 
6 Ri100, 20°C, Schienen UIC60 0,195 0,000 o o o o 
7 Re 200 (Ri100 + 50BzII), 20°C, Schie-
nen UIC60 
0,152 0,000 0,148 0,14 0,17 0,396 
8 Re 200 (Ri100 + 50BzII) + RL (Al240), 
Schienen UIC60  
0,150 0,000 0,152 0,127 0,172 0,355 
9 Re 200 (Ri100 + 50BzII) + VL (Al240), 
Schienen UIC60 
0,079 0,000 0,073 0,105 0,087 0,297 
10 Re 200 (Ri100 + 50BzII) + VL (Al240) 
+ RL (Al240), Schienen UIC60 
0,077 0,000 0,078 0,085 0,088 0,233 
5.3.6 Speisefaktor 
Der Speisefaktor bestimmt die Einstellung der Unterwerksleerlaufspannung im Unterwerk. 
In der Realität tritt über den Bauelementen eines Unterwerkes ein Spannungsfall auf, der 
mit steigendem Unterwerksstrom größer wird. Im Optimierungsmodell müssen die Bau-
teile als ideal angenommen werden (vgl. Kapitel 5.4.1), wodurch kein Spannungsfall über 
den Unterwerken auftritt und die Unterwerksleerlaufspannung einer konstanten Unter-
werksspannung entspricht.  
Kapitel 5: Ein Optimierungsmodell für Bahngesamtsysteme 73 
 
Gesucht ist jener Wert der Unterwerksspannung, der den bestmöglichen Kompromiss für 
die Rückspeisung ins übergeordnete Energieversorgungsnetz und geringe Traktionsströme 
bildet. Während ersteres eine möglichst geringe Spannung fordert, um mit der maximal 
zulässigen Fahrzeugspannung möglichst viel elektrische Leistung zurück zum Unterwerk 
übertragen zu können, können geringe Traktionsströme nur mit möglichst hohen  
Spannungen an den Stromabnehmern der Fahrzeuge erreicht werden, die proportional zur 
Unterwerksspannung steigen. Beide Ziele dienen der Senkung des Netzenergiebedarfes, 
sodass es sich hier um ein monokriterielles Optimierungsproblem handelt, das als Teil des 
übergeordneten mehrkriteriellen Problems zu behandeln ist.  
Bei Metrosystemen ist die Wahl der Unterwerksspannung von besonderem Interesse, da 
durch die große Anzahl von Bremsvorgängen viel Rückspeiseleistung anfällt, die bei  
ungünstigen Netzbedingungen in den Bremswiderständen in Wärme umgewandelt werden 
muss. Mit der Variation des Speisefaktors wird die Unterwerksspannung einmalig ein-
gestellt. Bestrebungen, die Unterwerksspannung mit mehreren Anzapfungen an den  
Unterwerkstransformatoren situationsangepasst zu regeln, bleiben unberücksichtigt.  
Stattdessen wird der ideale zeitliche Mittelwert gesucht. 
Tabelle 5.9: Nennspannung und zulässige Grenzspannungen 
 nach EN 50 163 (Auszug) mit Ö×ØÙ = höchste Dauerspannung,  Ö×ØÚ = höchste Spannung für 5 min, Ö×Ù = niedr. Dauerspannung 
Stromart ¨Àk in V ¨2j¸	 in V ¨2j¸C in V U2;	 in V 
DC 750 V 750 900 950 500 
DC 1,5 kV 1500 1800 1950 1000 
DC 3 kV 3000 3600 3900 2000 
AC 15 kV, 16 2/3 Hz 15000 17250 18000 12000 
AC 25 kV, 50 Hz 25000 27500 29000 19000 
Die Grenzwerte für zulässige Dauerspannungen im Bahnenergieversorgungsnetz in Tabelle 
5.9 definiert EN 50 163 [39]. Der Speisefaktor stellt die Unterwerksspannung ein gemäß 
der Formel: 
¨­® = ¨Àk + n«^k;hk ∙  (¨2j¸	 − ¨Àk) (5.15) 
Folgender Wertebereich des Speisefaktors n«^k;hk ermöglicht dann eine Variation der  
Unterwerksspannung innerhalb der Grenzen ¨Àkund ¨2j¸,	: 





Tabelle 5.10 enthält ein Beispiel für die Nennspannung 750 V: 
Tabelle 5.10: Speisefaktor und resultierende Unterwerkspannung am Beispiel UNenn=750 V 
Speisefaktor 0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1 
Unterwerks-
spannung in V 
750 765 780 795 810 825 840 855 870 885 900 
5.3.7 Speiseart 
Die Speiseart bestimmt die Verschaltung der Fahrleitung. Möglich sind einseitige und zwei-
seitige Speisung, jeweils mit und ohne Querkupplung der Fahrleitungen beider Richtungs-
gleise. Die Speiseart beeinflusst Netzenergiebedarf und Investitionen. Mit der Speiseart 
wird festgelegt, welche Fahrleitungsabschnitte dem Fahrzeugstrom als Pfad zur Verfügung 
gestellt werden. Je größer der resultierende Querschnitt und je kürzer der Strompfad, desto 
geringer sind die Netzverluste.  
Die Querkupplung der Fahrleitung wird in der Netzsimulation idealisiert als permanente 
Querkupplung abgebildet. Beide Fahrleitungen der Richtungsgleise werden zu einer  
zusammengefasst, deren Querschnitt die Summe der beiden Einzelquerschnitte ist. Dieser 
Gesamtleiter trägt die Ströme beider Einzelleiter. Das Modell entspricht einer permanenten 
Verbindung beider Leiter mit unendlich vielen Querkupplungen. Für die Berechnung der 
Investitionen muss die Anzahl der Querkupplungen jedoch näher spezifiziert werden. Um 
von einer Querkupplung aller Speisabschnitte ausgehen zu können, wird  
∙ in jedem Speiseabschnitt mindestens eine Querkupplung und  
∙ mindestens alle 5 km eine Querkupplung 
für die Bestimmung der Kosten vorausgesetzt.  
Die Speiseart wird mit folgenden Codes festgelegt: 
1 ≤ 	C ≤ 4 Schrittweite: 1  . (5.17) 
Die Bedeutung enthält Tabelle 5.11: 
Tabelle 5.11: Codes und zugehörige Speiseart 
Code 1 2 3 4 





Einen Sonderfall stellt die Frequenz 50 Hz dar. Für die 50-Hz-Versorgung wird von  
am dreiphasigen Landesnetz zyklisch angeschlossenen 1-Phasen-Transformatoren aus- 
gegangen. Die Fahrleitungsabschnitte werden nicht zweiseitig gespeist, um Ausgleichs-
ströme an der Kuppelstelle, verursacht durch die unterschiedliche Phasenlage der Fahrlei-
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tungsspannungen, zu verhindern. Die Kombinationen Frequenz 3 (50 Hz) und Speiseart 2 
oder 4 werden als ungültig eingestuft und mit einem Strafwert versehen. 
5.3.8 Unterwerkspositionen 
Die automatische Unterwerkspositionierung dient dem Zweck, der Netzsimulation ein  
allen Variablenwerten angepasstes, einerseits stabiles wie andererseits nicht überdimensio-
niertes Bahnenergieversorgungsnetz zu Grunde zu legen. Der Netzenergiebedarf und die 
Investitionen für die Bahnenergieversorgungsanlagen können nur dann unter realistischen 
Bedingungen ermittelt und verglichen werden.  
Eine für alle Variablenkombinationen einheitliche Verteilung der Unterwerke entlang der 
Strecke würde einzelne Auslegungsvarianten erheblich benachteiligen, wie am Beispiel der 
Variable Nennspannung deutlich wird. Um die Spannungshaltung auch für die geringste 
Nennspannung 750 V zu gewährleisten, müssten im Mittel etwa alle 3 km Unterwerke  
positioniert werden. Dieser geringe Unterwerksabstand würde dann auch für 25 kV gelten,  
obwohl die Unterwerksabstände aufgrund der deutlich geringeren Ströme bis auf 30 km 
und mehr ausgedehnt werden könnten. Jede Elektrifizierung mit einer Nennspannung  
größer 750 V würde so über die zu große Unterwerksanzahl und den daraus resultierenden 
höheren Investitionen benachteiligt. 
Zweckmäßiger ist es, die Unterwerkspositionen als Variable(n) in das Optimierungsmodell 
aufzunehmen, zumal derzeit ein Berechnungsansatz für Unterwerksstandorte fehlt. Die 
direkten Zielwerte für eine optimale Verteilung der Unterwerke entlang der Strecke sind 
dann: 
∙ die Minimierung der Anzahl der Unterwerke (minimale Investitionen),  
∙ die Minimierung der in den Unterwerken zu installierenden Nennscheinleistung 
(minimale Investitionen), 
∙ die Minimierung der Netzverluste (minimalerNetzenergiebedarf). 
Der Optimierungsalgorithmus ist dann bestrebt, die Unterwerke so zu positionieren, dass 
die größten Ströme durch die kürzesten Leiter fließen und die geringsten Netzverluste  
verursachen. Der Zielwert Minimierung der zu installierenden Leistung erfordert ebenso 
die Minimierung der Netzverluste, wobei zusätzlich die Dauer der Lastspitzen einfließt. Die 
Unterwerkspositionierung ist so in Grenzen lastabhängig.  
Eine direkte Formulierung jedes Unterwerksstandortes als Variable (in der Form:  
Variable 1 … ­® = Unterwerksstandort 1 … ­® in km) scheitert daran, dass die Anzahl 
benötigter Unterwerke ­® unbekannt und stark abhängig ist von anderen Variablen. Sie 
kann für das in dieser Arbeit verwendete Streckenprofil bereits Werte annehmen zwischen  
1 und 70, je nach Nennspannung, -frequenz, Takt, Fahrzeugtyp usw. Bei der Veränderung 
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dieses Streckenprofils, des Transportaufkommens oder der Variablengrenzen gilt auch  
diese Einschränkung nicht mehr. Die Zahl benötigter Variablen muss jedoch zu Beginn 
jeder Optimierungsrechnung bekannt sein. Sie gilt zudem zwangsläufig für jedes Individu-
um. Die Formulierung von 70 Variablen für 70 mögliche Unterwerke gilt dann auch für 
den Fall, dass 1 Unterwerk ausreichen würde. Die restlichen 69 Variablen hätten keinen 
Einfluss auf das Rechenergebnis.   
Zur Vermeidung vieler ungültiger Lösungen, die die Randbedingung der Minimalspannung 
verletzen, sollten die Unterwerksstandorte nicht völlig frei wählbar sein. Sobald nur zwei 
Unterwerke zu weit von einander entfernt stehen, wodurch die Fahrleitungsspannung zu 
gering wird, ist das ganze Individuum ungültig, auch wenn alle anderen Standorte das 
Spannungskriterium erfüllen. Vermeiden ließe sich dies nur durch die Einführung einer 
Minimalspannungsrestriktion für jeden Speiseabschnitt an Stelle einer gemeinsamen für 
alle, was zu einer deutlich größeren Zahl von Restriktionszielwerten führt (vgl. Kapitel 
3.4.3) und wiederum an der unbekannten und variablen Speiseabschnittsanzahl scheitert.  
Eine weitere Schwierigkeit besteht darin, dass neben der Länge eines Speiseabschnittes 
auch seine Position in der Reihe aller Abschnitte das Ergebnis beeinflusst. Die Speiseab-
schnitte verschieben sich, sobald ein Vorgänger seine Länge ändert. Wenn eine Länge des 
Speiseabschnittes 5 von beispielsweise 10 km für ein bestimmtes Individuum eben noch 
eine gültige Lösung darstellte, muss das nicht mehr der Fall sein, wenn Speiseabschnitt 4 
eine neue Länge zugewiesen bekommt und sich 5 entsprechend verschiebt. Die Variablen 
werden unabhängig codiert, ihre Wirkung ist allerdings voneinander abhängig. Dieser  
Effekt ist für einen genetischen Algorithmus schwer zu interpretieren. 
Die Definition der Sicherheit im Überlastfall ist ebenfalls zu beachten. Das resultierende 
Energieversorgungsnetz soll nicht nur den exakten Regelbetrieb ermöglichen, sondern 
auch Reserven beinhalten, sodass Betriebsstörungen nicht sofort zu einer unzulässigen Ab-
senkung der Fahrleitungsspannung führen. Da die Simulation des Normalbetriebs für die 
Energiebedarfsermittlung unverzichtbar ist und die rechenzeitaufwändige zusätzliche Simu-
lation eines Krisenszenarios für die Netzauslegung vermieden werden soll, muss ein  
Sicherheitsabstand zur Minimalspannung definiert werden, ohne zu wissen, was diese 
Spanne aus betrieblicher Sicht an Zusatzlast ermöglichen würde.  
Um die genannten Probleme zu umgehen, wurde ein Verfahren zur Unterwerksstandort-
bestimmung entwickelt, das die Anzahl benötigter Unterwerke rechnerisch ermittelt unter 
alleiniger Beachtung des Kriteriums geringe Investitionen. Ziel dieser Berechnung ist es, die 
maximale Speiselänge auszuschöpfen, um die Anzahl erforderlicher Unterwerke auf das 
Minimum zu reduzieren. Als einzige die maximale Speiselänge begrenzende Randbe-
dingung wird die zulässige minimale Spannung im Fahrleitungsnetz nach EN 50 163  
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beachtet. Weitere Randbedingungen für die Standortwahl, wie die zulässigen Gleis-Erde-
Potentiale, die Erwärmungsgrenzen der einzelnen Leiter im Fahrleitungsnetz u.v.m. [7] 
bleiben späteren Arbeiten vorbehalten.  
Erst im Anschluss werden die Unterwerkspositionen bezüglich des Netzenergiebedarfes 
und der zu installierenden Unterwerksleistung optimiert. Die zuvor berechneten Unter-
werkspositionen werden weiter genutzt, die ermittelte Anzahl der Unterwerke nicht mehr 
verändert und auch die Unterwerkspositionen nur in engem Rahmen variiert. Als Variable 
wird die Verteilung der Speiselängenreserve eingeführt. Am Ende der Unterwerksstandort-
bestimmung steht in den meisten Fällen ein Speiselängenüberschuss zur Verfügung, da die 
Summe der maximalen Speiselängen selten exakt der Streckenlänge entspricht. Diese  
Reserve soll optimal auf der Strecke verteilt werden, sodass die Zielwerte Netzenergie-
bedarf und Investitionen ihre Minimalwerte erreichen. 
Das Verfahren gliedert sich in folgende Teilschritte: 
∙ Definition des maximalen Belastungsfalls als Auslegungsszenario, 
∙ Berechnung der maximalen Länge jedes Speiseabschnittes, 
∙ vorläufige Aneinanderreihung der Unterwerke in diesen Abständen, 
∙ Berechnung der Speiselängenreserve, 
∙ optimale Verteilung der Speiselängenreserve entlang der Strecke. 
Definition des maximalen Belastungsfalls 
Die Trennung von Zugfahrtsimulation und Netzberechnung besitzt neben dem Nachteil, 
dass Rückwirkungen des stark belasteten Netzes auf die Fahrzeugbewegung vernachlässigt 
werden, den Vorteil, dass auf der Basis der Zugfahrtsimulation noch vor dem Start der 
Netzberechnung ein der Belastung angepasstes Netz konfiguriert werden kann, indem die 
Zugfahrtsimulationsergebnisse nach der maximalen punktuellen Belastung des Netzes 
durchsucht werden und diese der Speiselängenberechnung zu Grunde gelegt wird. So kann 
der maximale Zugstrom ³2j¸ für alle Züge definiert werden über die im Simulationszeit-
raum aufgetretene maximale Scheinleistung am Stromabnehmer F«¬,2j¸:   
³2j¸ = F«¬,2j¸¨2;	  (5.18) 
Da die tatsächliche Stromabnehmerspannung erst Ergebnis der Netzberechnung ist, wird 
von der Minimalspannung ¨2;	 ausgegangen. 
Durch die in der Realität variable Geschwindigkeit der Fahrzeuge auf einzelnen Teil-
strecken (u. a. aufgrund der Halte) ändert sich der räumliche Abstand zwischen den Fahr-
zeugen. Dann ist der kleinste räumliche Abstand ¬ÜhÁjÝ,2;, der im Laufe der Simulation 
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aufgetreten ist, für die Auslegung der Energieversorgungsanlagen von Interesse. Da dieser 
Minimalabstand schwer zu berechnen ist, wird er in den Zugfahrtsimulationsergebnissen 
gesucht. Günstig für die Dauer dieser Suche erwies sich, dass sich die Verteilung der Fahr-
zeuge auf der Strecke unter der Annahme eines exakt eingehaltenen Taktfahrplanes  
wiederholt, sodass nur einmal im Zeitraum des Taktes nach der maximalen Anzahl Fahr-
zeuge im Abschnitt gesucht werden muss (vgl. Abbildung A.4, Anlagen).  
Der härteste Belastungsfall, für den eine Fahrdrahtspannung im zulässigen Bereich garan-
tiert werden soll, wird für die Berechnung der maximalen Speiselängen wie folgt festgelegt: 
∙ der maximale Spannungsfall Δ¨2j¸  über Hin- und Rückleiter darf den Grenzwert ¨­® − ¨2;	 zu keiner Zeit an keinem Ort überschreiten (EN 50 163 [20]), 
∙ jedes Unterwerk speist beide Fahrleitungen der Richtungsgleise; für beide Gleise 
wird die maximale Speiselänge ermittelt und die kürzere gewählt, um die Span-
nungshaltung für beide Gleise zu sichern, 
∙ alle auf der Strecke befindlichen Züge sind gleicher Art; die Leistungsaufnahme 
aller Fahrzeuge sei daher über Ort und Fahrzeit gleich, 
∙ der Zugstrom ³Æ aller Züge wird einheitlich auf den maximalen Traktionsstrom ³2j¸ gesetzt, den ein Fahrzeug mit der maximalen Scheinleistung und minimaler 
Spannung innerhalb der Zugfahrtsimulationsdauer aufgenommen hat (unabhän-
gig vom Ort), 
∙ die maximale Anzahl der Fahrzeuge ©»f,2j¸, die sich im Laufe der Simulation 
gleichzeitig im Abschnitt befanden, wird in den Abschnitt gesetzt, sowie als Si-
cherheit ein Fahrzeug zusätzlich (©»f,2j¸ + 1) und eines weniger  r©»f,2j¸ − 1t, um die kürzeste Speiselänge zu wählen, die dann für alle drei  
Varianten die Spannungshaltung garantiert,  
∙ alle Fahrzeuge werden im Abstand ¬ÜhÁjÝ,2; zueinander an den vom Speise-
punkt am weitesten entfernten Ort im Abschnitt versetzt, wobei ¬ÜhÁjÝ,2; dem 
kleinsten Abstand entspricht, der während der Zugfahrtsimulation zwischen zwei 
Fahrzeugen auftrat (unabhängig vom Ort).  
Berechnung der maximalen Speiselängen 
Alle Gleichungen für die Berechnung des maximalen Spannungsfalls Δ¨2j¸ in einzelnen 
Speiseabschnitten des Bahnenergieversorgungsnetzes haben die Form [7]: 
Δ¨2j¸ = frÓ, ßà, ©»f, ³Æ;, Æ;t (5.19) 
mit: Ó=Speiseabschnittslänge; ßà=Schleifenimpedanzbelag von Hin- und Rückleiter; ©»f=Anzahl der Fahrzeuge 
im Abschnitt; +=1,2,… ©»f; ³Æ;=Strom des i-ten Zuges; Æ;=Position des i-ten Zuges.  
Für die Bestimmung der maximalen Speiselänge Ó2j¸ wird Gleichung (5.19) umgestellt: 
Ó2j¸ = frΔ¨2j¸ , ßà, ©»f, ³Æ;, Æ;t (5.20) 
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Mit der vorherigen Definition des maximalen Belastungsfalls können die Werte in Tabelle 
5.12 für jede mögliche Variablenkombination bestimmt werden. 
Tabelle 5.12: Randbedingungen für die Bestimmung der maximalen Speiselänge 
Randbedingung  Wert 
Δ¨2j¸  ¨­® − ¨2;	 , Kapitel 5.3.6 und Tabelle 4.1 ßà  abhängig vom Fahrleitungstyp, Tabelle 5.8 ³Æ;  ³2j¸ bei ¨2;	 am Stromabnehmer, einheitlich für alle + 
Æ;  alle Fahrzeuge werden mit ¬ÜhÁjÝ,2; am Ort des größtmöglichen  Spannungsfalls platziert 
©»f  ©»f,2j¸, ©»f,2j¸ + 1 und ©»f,2j¸ − 1 
Mit diesen Randbedingungen lässt sich Gleichung (5.20) in Abhängigkeit von der Speiseart 
präzisieren [33]: 
∙ einseitige Speisung  
Ó2j¸ = 1©»f ∙   Δ¨2j¸ßà ∙ ³2j¸ + v r©»f − t  ∙ ¬ÜhÁjÝ,2;
qáâã
op	  (5.21) 
∙ zweiseitige Speisung, ungerade ©»f  
Ó2j¸ = ßà ∙ ³2j¸ ∙ ¬ÜhÁjÝ,2; ∙ ©»fC − ßà ∙ ³2j¸ ∙ ¬ÜhÁjÝ,2; + 8 ∙ Δ¨2j¸2 ∙ ßà ∙ ³2j¸ ∙ ©»f   (5.22) 
∙ zweiseitige Speisung, gerade ©»f (auf die Indizes von ¬ÜhÁjÝ,2;, ©»f und ³2j¸ 
wird verzichtet) 
Ó2j¸ = 8Δ¨2j¸ + Cßà³4ßà³  
± å64Δ¨2j¸C + 16Cßà³Δ¨2j¸ + ß′C³CC − 4Cß′C³CC4ß′³  
(5.23) 
Alle drei Gleichungen gelten auch für permanent quergekuppelte Fahrleitungen, wenn ßà 
durch ß′ 2æ  ersetzt und ©»f beider Gleise summiert wird [33]. 
Werden alle Randbedingungen aus Tabelle 5.12 in die Gleichungen (5.21)-(5.23) eingesetzt, 
enthalten diese mit Ó2j¸ und ©»f zwei Unbekannte und sind nicht lösbar, da die Anzahl 
gefundener Fahrzeuge im Speiseabschnitt ©»f abhängig ist von der gesuchten Speise-
abschnittslänge Ó2j¸. Beide Größen können allerdings iterativ ermittelt werden, da sich Ó2j¸ 
mit steigendem ©»f verkürzt:  
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Ó2j¸ wird für ©»f = 1 berechnet. In diesem imaginären Speiseabschnitt werden die Fahr-
zeuge ©»f,2j¸ gezählt. Werden mehr als ©»f = 1 gefunden, wird im nächsten Schritt Ó2j¸ für ©»f = 2 ermittelt, wieder gezählt und verglichen. Wird ein ©»f erreicht, bei dem die Zahl 
der gefundenen Fahrzeuge ©»f,2j¸ im Abschnitt kleiner oder gleich dem aktuellen ©»f ist, 
wird abgebrochen und diese Speiselänge als korrekt gespeichert.  
Der einfachste Fall, die einseitige Speisung einer eingleisigen Strecke ist für den ersten Ab-
schnitt in Abbildung 5.3 dargestellt.  
Uw




Abbildung 5.3: Iterative Bestimmung der Speiselänge Lmax und der Anzahl Fahrzeuge nFzg 
im Abschnitt bei einseitiger Speisung einer eingleisigen Strecke 
Für die Szenarien ©»f,2j¸ + 1 und ©»f,2j¸ − 1 werden mit dem beschriebenen Verfahren 
abweichende maximale Speiseabschnittslängen ermittelt. Aus allen drei Ergebnissen wird 
die kürzeste Speiseabschnittslänge gewählt.  
Vorläufige Aneinanderreihung der Unterwerke und Berechnung der Speiselängenreserve 
Die folgenden Speiseabschnitte schließen direkt an den Vorgänger an und werden ebenso 
berechnet, bis die resultierende Gesamtspeiselänge größer gleich der Streckenlänge ist. Bei 
der Aneinanderreihung der gefundenen maximalen Speiselängen ist es wahrscheinlich, dass 
der letzte zu elektrifizierende Streckenabschnitt kürzer ist als die maximale Speise-
abschnittslänge. Wird auch der letzte Speisebereich an seinen Vorgänger angesetzt, werden 
Fahrzeuge unter einer imaginären Fahrleitung gezählt, die länger ist als das Gleis, auf dem 
sich Fahrzeuge befinden können. Die Zahl der Fahrzeuge wäre gering und die maximale 
Speiseabschnittslänge entsprechend groß. Abbildung 5.4 zeigt dies schematisch für eine 
eingleisige Beispielstrecke.  
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Abbildung 5.4: Bestimmung der Speiselänge Lmax im letzten Abschnitt bei einseitiger  
Speisung einer eingleisigen Strecke, letzter Abschnitt beginnt am Vorgänger 
Eine Aufteilung der Reserve verschiebt nochmals die Lage der Speiseabschnitte. Bei allen  
(bis auf den ersten) besteht die Möglichkeit, in Richtung Streckenanfang verlagert zu wer-
den. Der letzte kann dann so weit in Richtung Streckenanfang rücken, dass die tatsächliche 
Anzahl der Fahrzeuge im Abschnitt größer ist als die Zählung im überlangen Restabschnitt 
ergab. Die Lösung wäre nicht gültig. 
Bedient man sich auch im letzten Abschnitt des Zählprinzips, ist es daher günstig, die Spei-
selänge am Ende der Strecke beginnen zu lassen. So kann sich der letzte Abschnitt bei ei-
ner Korrektur nicht verschieben, sondern nur verkürzen. Die Zahl ©»f,2j¸ kann nicht grö-
ßer werden als ursprünglich ausgezählt (Abbildung 5.5). Für eine Minimierung der Ver-
schiebung aller Speiseabschnitte wäre die Berechnung im Wechselschritt von beiden Stre-
ckenenden ausgehend bis zu einer Überschneidung der Speiseabschnitte in Streckenmitte 
ideal.  
 
Abbildung 5.5: Bestimmung der max. Speiselänge Lmax im letzten Abschnitt bei einseitiger  
Speisung einer eingleisigen Strecke, letzter Abschnitt beginnt am Streckenende 
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Die Speiselängenreserve ergibt sich aus der Differenz der Summe der einzelnen Speise-
abschnittslängen und der Streckenlänge. In Abbildung 5.5 beträgt die zu verteilende  
Speiselängenreserve 1,9 km. 
Die Unterwerke werden grundsätzlich an Abschnittsanfang und/oder -ende positioniert. 
Während sich bei zweiseitiger Speisung immer ein Unterwerk am Streckenanfang und am 
Streckenende befindet (eine Stichspeisung des ersten und letzten Abschnittes ist nicht  
vorgesehen), muss bei einseitiger Speisung nach der Anzahl der Speiseabschnitte unter-
schieden werden. Das erste Unterwerk wird immer zwischen 1. und 2. Speiseabschnitt  
positioniert, um beide speisen zu können, das zweite zwischen 3. und 4. Abschnitt, usw. Ist 
die Anzahl der Speiseabschnitte ungerade, kann das letzte Unterwerk nur einen Abschnitt 
speisen. Folgende Varianten der Unterwerkspositionierung sind für einseitige und zwei-
seitige Speisearten vorgesehen: 
∙ einseitige Speisung (1. Unterwerk steht immer am Ende des 1. Speiseabschnittes, 
letztes Unterwerk speist 2 Abschnitte), wenn «^¬Üh]i gerade: 
­® = «^¬Üh]i2  (5.24) 
∙ einseitige Speisung (1. Unterwerk steht immer am Ende des 1. Speiseabschnittes, 
letztes Unterwerk speist 1 Abschnitt), wenn «^¬Üh]i ungerade: 
­® = «^¬Üh]i2 + 1 (5.25) 
∙ zweiseitige Speisung, 1. Unterwerk steht immer am Streckenanfang, letztes 
Unterwerk steht immer am Streckenende, dann gilt: 
­® = «^¬Üh]i + 1 (5.26) 
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Abbildung 5.6: Verteilung der Unterwerke entsprechend den Speiseabschnitten,  
Draufsicht, Beispiel ohne Querkupplung 
Optimale Verteilung der Speiselängenreserve entlang der Strecke 
Als Variable wird die Verteilung der Speiselängenreserve genutzt. Hierfür wird die errech-
nete Reserve in 15 Teile geteilt, die jeweils Speiseabschnitten zugeordnet und von ihnen 
abgezogen werden. Da die Anzahl der Speiseabschnitte bei verschiedenen Individuen nicht 
einheitlich ist, wird jedem Reserveanteil vom genetischen Algorithmus zuerst ein Strecken-
punkt zugewiesen. Von jenem Speiseabschnitt, der diesen Streckenpunkt überdeckt, wird 
der Reserveanteil abgezogen. Durch diesen Zwischenschritt ist es möglich, den Werte-
bereich der neuen Variablen zu definieren, ohne die Anzahl der Speiseabschnitte zu  
kennen. Es ergeben sich 15 Variablen für die 15 Reserveanteile, die jeweils die ganzzahligen 
Werte 1 km…Streckenlänge (hier 29 km) annehmen können: 
ç1 km⋮1 kmè ≤ ç
	⋮CÐè  ≤ ç
29 km⋮29 kmè Schrittweite: 1 km . (5.27) 
Mit der freien Verteilung der Speiselängenreserve ist eine erneute Kontrolle der maximalen 
Anzahl auftretender Züge in den dann verkürzten und verschobenen Speiseabschnitten 
notwendig. Werden bei dieser abschließenden Kontrollzählung in einem Abschnitt mehr 
Fahrzeuge gefunden, als der Berechnung der maximalen Speiselänge zu Grunde lag, wird 
an Stelle der variablengemäßen Verteilung die Reserve hälftig vom letzten und vorletzten 
Abschnitt abgezogen, um keinen Abschnitt verschieben zu müssen. Diese Verteilung kann 
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dann nicht als optimal bezeichnet werden, sie erfüllt aber wieder gesichert die wichtige 
Restriktion Spannungshaltung. 
 Eine noch feinere Verteilung der Reserve kann durch eine Teilung in mehr Abschnitte und 
eine kleinere Schrittweite bei den möglichen Streckenpunkten erreicht werden. Hier ist  
zwischen der erhöhten Rechenzeit durch weitere Variablen sowie größere Variablenräume 
und der Genauigkeit der Optimierung abzuwägen. 
Zusammenfassend kann die Unterwerksoptimierung wie folgt charakterisiert werden: 
∙ es werden ausschließlich Individuen produziert, die das Kriterium der Span-
nungshaltung erfüllen, da die Unterwerkspositionen zunächst rechnerisch  
bestimmt werden, 
∙ es werden von Beginn an nur so viele Unterwerke platziert, wie wirklich benötigt 
werden,  
∙ die Codierung der Variablen ist unabhängig von der Anzahl der Speiseabschnitte, 
wodurch leerlaufende Variablen ohne Bindung zu den Zielwerten vermieden 
werden, 
∙ die Auslegungssicherheit, die zur Berechnung der maximalen Speiselängen  
verwendet wird, kann unterschiedlich definiert werden (mehr oder weniger Züge 
im Abschnitt oder eigenes Netzauslegungsszenario), sie wird durch die optimale 
Verteilung der Speiselängenreserve nicht verändert und bleibt somit bezifferbar, 
∙ das Verfahren kann höchst unterschiedliche Netze optimieren, da alle wesent-
lichen Faktoren einfließen. 
5.4 Zielwerte und Zielfunktionen 
5.4.1 Netzenergiebedarf 
Das weltpolitische Ziel, den Energiebedarf zu senken, um den Kohlendioxidausstoß in die 
Erdatmosphäre zu verringern und der kontinuierlichen Verknappung fossiler Brennstoffe 
entgegen zu wirken führt bei der öffentlichen Wahrnehmung und Bewertung der Ver-
kehrsmittel zu einer stärkeren Nachfrage von umweltschonenden Alternativen.  
Neben dieser ökologischen spielt auch die ökonomische Bewertung des Energiebedarfes 
elektrischer Bahnen eine wichtige Rolle. Der Anteil der Energiekosten an den Lebens-
zykluskosten eines Bahnsystems ist beträchtlich [44] und steigt kontinuierlich mit den Roh-
stoffpreisen. Da diese Energiekosten zumindest anteilig auf den Ticketpreis umgelegt wer-
den, ist ein geringer Systemenergiebedarf für Betreiber, Fahrgast und so indirekt auch für 
den Hersteller von Interesse. 
Der Energiebedarf eines Metrosystems ist sowohl durch die technische Gestaltung als auch 
durch einen energieeffizienten Betrieb dieses Systems maßgeblich beeinflussbar, wobei  
ersteres die Grenzen für letzteres setzt. Die Möglichkeit der Rückspeisung von Brems-
energie in das Fahrleitungsnetz erschwert die Trennung von Technik und Betrieb, da für 
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den höchsten Rückspeisegrad ideale technische und betriebliche Voraussetzungen geschaf-
fen werden müssen. Ein minimaler Gesamtenergiebedarf ist somit eine Zielgröße, die einer 
synchronen Optimierung bedarf, bei der Auslegungs- und Betriebsparameter gleichzeitig 
variiert und die Auswirkungen auf die Zielgröße mit Zugfahrtsimulation und Netzberech-
nung vorhergesagt werden können. 
Als Systemgrenze wird bei allen untersuchten Varianten der Unterwerkseingang festgelegt. 
Ein Ausgabeparameter der Netzberechnung ist der Lastverlauf DÀkÁ»(£) des Gesamtnetzes, 
der sich aus der Summe der Lastverläufe aller Unterwerke zusammensetzt. Darin enthalten 
sind die Traktionsleistung, die Fahrzeughilfsbetriebeleistung sowie die Übertragungs-
verluste im Netz. Auf den Eigenbedarf der Unterwerke, die Verluste in den Unterwerks-
bauelementen und den Bedarf aller stationären Nebenverbraucher, wie der Haltestellen-
versorgung, den Weichenheizanlagen u.v.m., wird in der Leistungs- und später in der  
Energiebilanz zunächst verzichtet. 
Unterwerksbauelemente werden in der Netzsimulation als Kanten mit den Eigenschaften ´¹e und ·¹e abgebildet, wobei das im Verhältnis zu ´¹e große ·¹e bei Transformatoren mit 
Leistungen FÀk ≥ 500 kVA eine Vernachlässigung von ´¹e zulässt [24]. Für die Berechnung 
der Reaktanz eines Transformators gilt in Anlehnung an [7]: 
·¹e = 7100 ∙ ¨CFÀk (5.28) 
Die relative Kurzschlussspannung 7 ist für Unterwerkstransformatoren in [7] angegeben. ¨ entspricht bei dem hier angestrebtem Bezug von ·¹e auf die Sekundärseite des Transfor-
mators der Leerlaufklemmenspannung an der Sekundärwicklung und ist ebenfalls über die 
Variablenwerte Nennspannung und Speisefaktor für jede Variante bekannt. Die erfor-
derliche Nennscheinleistung des Unterwerkstransformators ist erst nach erfolgter Netz-
simulation bekannt, und ·¹e mit Gleichung (5.28) zuvor nicht berechnet werden.  
In [7] wird ein typischer Leistungsbelag für Metrosysteme genannt, der für eine überschlä-
gige Berechnung der Unterwerksleistungen ohne Simulation herangezogen werden könnte. 
Allerdings sind im vorliegenden Fall so viele Variablen frei einzustellen, dass dieser Wert 
nicht für alle Variablenkombinationen gelten kann, wie Versuche mit dieser Näherungs-
variante ergaben. Es entstanden zum Teil utopisch hohe Spannungsfälle über den Unter-
werken, wenn die in der Simulation auftretende Leistung und die der Berechnung der 
Transformatorreaktanz zu Grunde liegende angenommene Leistung stark differierten. 
Folglich musste die Näherung der zu erwartenden Transformatornennleistung für die  
Berechnung von ·¹e wieder verworfen werden. Da eine reale Abbildung der elektrischen 
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Eigenschaften der Unterwerksbauelemente ohne Kenntnis der Leistungsklasse nicht mög-
lich ist, wurde die Modellierung von idealen Unterwerksbauelementen vorgezogen. 
Der Energiebedarf berechnet sich aus der Wirkleistung allgemein zu:  
¿ÀkÁ» = ê DÀkÁ»(£) d£ (5.29) 
Die im Rahmen der Simulation getroffene Annahme quasistationärer Verhältnisse führt zu 
einer vereinfachten Berechnung des Netzenergiebedarfes. Mit den gebräuchlichen Einhei-
ten für alle enthaltenen Größen gilt die zugeschnittene Gleichung:  
f	() = ¿ÀkÁ» = v DÀkÁ»,ë ∙ d£3600
ì
ëp   (5.30) 
  ¿ÀkÁ»=Netzenergiebedarf in MWh, í=Simulationszeitraum in s, d£ =Simulationszeitschritt in s,  
  DÀkÁ»,ë=Wirkleistung Gesamtnetz pro Zeitschritt in MW 
5.4.2 mittlere Reisezeit  
Neben der Frage, ob eine Fahrt vom Start- zum Zielort zum gewünschten Zeitpunkt über-
haupt stattfinden kann, ist die hierfür einzuplanende Zeitspanne ein bedeutendes Kriterium 
bei der Wahl eines Verkehrsmittels. Das Bestreben der Betreiber öffentlicher Verkehrsmit-
tel, die Fahrzeit zu minimieren, steht allerdings in direkter Konkurrenz zu einer Verminde-
rung des Energiebedarfes, da kürzere Fahrzeiten kaum anders als durch höhere Fahr-
geschwindigkeiten erreicht werden können. Um diesen Konflikt in einer mehrkriteriellen 
Optimierung abbilden zu können, wird zusätzlich zum Netzenergiebedarf die Reisezeit als 
Zielwert formuliert. 
Die vom Fahrgast wahrgenommene Reisezeit setzt sich aus der reinen Fahrzeit im öffentli-
chen Verkehrsmittel und weiteren Summanden zusammen, wie etwa zusätzlicher Geh-, 
Warte- und Umstiegszeiten oder Verspätungen [92]. Für die komplexe Reisezeit (auch 
„Tür-zu-Tür-Fahrzeit“) gilt daher [68]: 
£ = v £º + v £ü + v £® + v £f + v £h (5.31) 
£=komplexe Reisezeit, £º=Beförderungszeit, £ü=Übergangszeit beim Umsteigen, £®=Wartezeit, £f=Gehzeit, £h=Zuverlässigkeitszuschlag 
Die Gehzeit ist eine Zielgröße der Verkehrsplanung, sie wird wesentlich durch die Lage der 
Haltepunkte bezüglich der individuellen Verkehrsquelle und -senke bestimmt. Eine mög-
lichst kurze Übergangszeit beim Umsteigen ist abhängig von den Umsteigewegen und 
ebenfalls eher eine planerische Zielgröße. Die Zuverlässigkeit der Reise, die Ausfallwahr-
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scheinlichkeit von Verbindungen oder die Wahrscheinlichkeit von Verspätungen werden 
nicht berücksichtigt. Bleibt noch die Wartezeit mit ihrer Abhängigkeit von der Zugfolgezeit 
und die reine Beförderungszeit, welche sich aus Ein- und Ausstiegszeit und der Fahrzeit 
zusammensetzt, die von der Bahntechnik beeinflusst werden können.  
Der zu minimierende Zielwert mittlere Reisezeit £e̅ ist dann die Summe der mittleren  
Wartezeit £®̅, der mittleren Ein- und Ausstiegzeit £k̅; und £j̅Bh sowie des Mittelwertes aller 
Fahrzeiten £º̅: 
fC() = £e̅ = £®̅ + £k̅; + £º̅ + £j̅Bh (5.32) 
Die mittlere Wartezeit an allen Haltestellen steigt mit der Zugfolgezeit unter der Annahme, 
dass zwischen der Abfahrt zweier aufeinander folgender Züge die Fahrgäste gleichmäßig 
am Bahnsteig eintreffen. In diesem Fall entspricht die mittlere Wartezeit für alle Fahrgäste 
an allen Haltestellen dem zeitlichen Mittelwert und kann nach [68] berechnet werden mit: 
£®̅ = £»	C + £»CC + ⋯ £»;C + ⋯ £»C2 ∙ £¹jÁ  (5.33) 
£®̅=mittlere Wartezeit, £»;=i-te Zugfolgezeit innerhalb der Taktzeit, £¹jÁ=Taktzeit. 
 Bei einheitlicher Zugfolgezeit £»; = £¹jÁ vereinfacht sich die Formel zu:  
£®̅ = £»2  (5.34) 
Es wird davon ausgegangen, dass eine zufällige Ankunft der Fahrgäste am Bahnsteig ohne 
Beachtung des Fahrplanes nur bis zu einer Zugfolgezeit von 10 min anzunehmen ist. Bei 
einer größeren Zugfolgezeit richten sich Fahrgäste nach dem Fahrplan und gehen gezielt 
zur nächsten Abfahrt, sodass die Wartezeit nicht mehr signifikant steigt. Die Wartezeit wird 
daher wie in [35] auf maximal fünf Minuten begrenzt: 
£®̅ = { £»2  für £» < 10 min5 für £» ≥ 10 min  (5.35) 
Noch detailliertere Aussagen zur Abhängigkeit der mittleren Wartezeit von der Zugfolge-
zeit können u. a. [91] entnommen werden. Wartezeiten während des Umsteigens werden 
nicht berücksichtigt, da für die Bewertung von Anschlussbeziehungen mehrere Linien  
öffentlicher Verkehrsmittel zu modellieren wären. 
Die Beförderungs- oder Fahrzeit wird über alle möglichen Fahrtrelationen gemittelt, denn 
die Fahrzeit der Hin- und Rückrichtung ist nicht identisch. Mit dem Mittelwert erhält jede 
Relation das gleiche Gewicht.  
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Für die mittlere Fahrzeit zwischen allen Halten gilt: 
£º̅ = ∑ ∑ £º̅(.qðñòó.p	qðñòó(p	(ij¯Á − 1) ∙ ij¯Á  (5.36) 
mit:  £º̅(. = 0 für alle + = / (Start- und Zielhaltepunkt sind identisch) 
Unter der Annahme, dass die gesamte Haltezeit hälftig für den Ein- und Ausstieg genutzt 
wird, berechnet sich die mittlere Ein- und Ausstiegszeit zu: 
£k̅; = £j̅Bh = £i̅j¯Á2   (5.37) 
5.4.3 Investitionen 
5.4.3.1 Definition 
Die erforderlichen Investitionen sind häufig das wesentliche Argument, das gegen die 
technisch optimale Lösung spricht. Eine mehrkriterielle Optimierung eines technischen 
Systems ohne eine monetäre Bewertung würde zu wenig realistischen Optimallösungen 
führen. Ein Beispiel hierfür ist die Wahl der Nennspannung. Die höchstmögliche  
Spannung würde bei gleicher Leistung zu den geringsten Strömen und zu den geringsten 
Übertragungsverlusten in elektrischen Netzen führen und ist daher aus technischer Sicht 
eine sehr günstige Variante. Dennoch wird auch aus Kostengründen selten die höchst-
mögliche Spannung installiert.  
Für einen Bahnbetreiber sind die Lebenszykluskosten eines Produktes von besonderer  
Bedeutung. Sie setzen sich aus den Anschaffungs- und Entsorgungskosten, aber auch den 
laufenden Betriebskosten zusammen. Betriebskosten von Bahnsystemen zu bewerten ist 
allerdings nicht zielführend. Der wesentliche Teil der Betriebskosten, die Energiekosten, 
wird bereits indirekt über den Energiebedarf minimiert. Andere betriebliche Kosten enthal-
ten zu viele Unwägbarkeiten, wie die vertragliche Aufteilung der Wartungsverantwortung 
zwischen Hersteller und Betreiber oder die spezifischen Kosten am Einsatzort für Energie, 
Personal oder Material.  
Die monetäre Optimierung beschränkt sich daher auf die Minimierung der Anfangsinvesti-
tionen. Diese sind nicht selten der entscheidende Faktor bei Kaufentscheidungen. Für die 
Optimierung ist dieser Kompromiss zusätzlich von Vorteil, da der direkte Zusammenhang 
zwischen technischer Lösung und den daraus entstehenden Kosten weniger individuell ist 
als bei den Lebenszykluskosten, auch wenn es ebenfalls Unterschiede je nach Einsatzort 
und -zeit geben kann, die beispielweise auf die Schwankungen der aktuellen Einkaufspreise 
des Herstellers, das Gesamtvolumen des Auftrages, die eventuelle Aussicht auf Folge-
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aufträge und die längerfristigen strategischen Ziele des Herstellers im Absatzgebiet zurück-
zuführen sind. Solche Einflüsse sind in eine formelle Optimierung kaum zu integrieren. 
Ziel der  Kriteriums Investitionen ist zum einen die Verdeutlichung des Zusammenhanges, 
der häufig zwischen technisch besseren Lösungen und höheren Preisen besteht, sodass ein 
Kunde auch hier unter Vorlage mehrerer Alternativen leichter eine Auswahl treffen kann. 
Zum anderen gewinnen Variablen wie die Nennspannung an Aussagekraft, wenn auch die 
finanziellen Aufwendungen für die einzelnen Varianten ersichtlich sind. Eine notwendige 
Voraussetzung für die Aufnahme der Investitionen als Zielgröße in das Optimierungs-
modell ist die Bestimmung dieses Wertes für jede auftretende Variablenkombination. 
Grundlage für die Optimierung kann nur der Preis sein, da die Hersteller die Kosten nicht 
veröffentlichen. Aber auch Preise werden nur selten und eher vage als Gesamtauftrags-
volumen bekannt gegeben, weshalb einige Werte, die nicht über Referenzprojekte zu ermit-
teln waren, nur geschätzt werden konnten.  
Die Berechnung der Investitionen beschränkt sich zunächst auf die für elektrische Bahnen 
wesentlichen Komponenten, die von einer Variation der Variablen in den angegebenen 
Grenzen auch unmittelbar betroffen sind. Sicherungstechnik, Gleisbau und die Errichtung 
der Haltepunkte bleiben unberücksichtigt. Die Gesamtinvestitionen des Bahnsystems aus 
der Sicht des zukünftigen Betreibers bilden dann die Summanden:  
∙ Errichtungskosten für die Fahrleitung beider Gleise, 
∙ Errichtungskosten für die Unterwerke,  
∙ Anschaffungskosten für die Fahrzeuge. 
f() = ôõAkhÁ = ô©¯ + ô­® + ô©»fk (5.38) 
5.4.3.2 Fahrleitungskosten 
Die Kosten für die Errichtung der Fahrleitung sind abhängig vom Fahrleitungstyp und  
setzen sich zusammen aus: 
∙ Kosten für die Fahrleitungsanlage als Gesamtwert in Mio. €/km, inklusive  
- Materialpreis der Fahrleitung,  
- Materialpreis für zusätzlichen Verstärkungs- und Rückleiter inkl. Isolatoren, 
- Gleisisolation bei DC-Varianten, 
- Befestigungseinrichtungen (Masten und Ausleger bei Oberleitung oder seit-






In Abhängigkeit von der Speiseart kommen hinzu: 
∙ Kosten für zusätzliche (Phasen-)Trennstellen am Speiseabschnittsende  
(inkl. Schalter und Fernbedienung) bei einseitiger Speisung, 
∙ Kosten für Querkupplungen (inkl. Schalter und Fernbedienung). 
Sie werden berechnet mit Gleichung (5.39), deren Elemente ô′©¯ , ô¹h und ôöBke den Anlagen 
(Seite A-8) entnommen werden können: 
ô©¯ = ô′©¯ ∙ Ó«Áek]k + ô¹h ∙ ¹h + ôöBke ∙ öBke (5.39) 
Für die Anzahl benötigter Querkupplungen öBke ist die Speiseabschnittsanzahl maß-
gebend. In jedem Speiseabschnitt muss mindestens eine Querkupplung vorgesehen  
werden, um von einer quergekuppelten Fahrleitung ausgehen zu können. Lange Speise-
abschnitte werden häufig mehrfach quergekuppelt in einem Abstand von etwa 3-5 km,  
wobei eine ungerade Anzahl Querkupplungen im Speiseabschnitt für die Spannungshaltung 
immer günstiger ist als eine gerade [7]. Für die Berechnung der Querkupplungsanzahl wird 
der größere Wert zweier Bedingungen gewählt, um kurzen und langen Speiseabschnitten 
gerecht zu werden: 
öBke = max ÷Ó«Áek]k5 km ø , «^¬Üh]iù (5.40) 
Bei der Anzahl der zusätzlichen Trennstellen auf freier Strecke für die einseitige Speisung 
muss unterschieden werden in: 
¹« = { «^¬Üh]i − 2, für  «^¬Üh]i = gerade     «^¬Üh]i − 1, für  «^¬Üh]i = ungerade  (5.41) 
Gleichung (5.41) gilt unter den Voraussetzungen, dass die Trennstellen für jedes Gleis  
einzeln gezählt werden und bei einseitiger Speisung das erste Unterwerk am Ende des  
ersten Speiseabschnittes positioniert wurde (vgl. Abbildung 5.6). 
5.4.3.3 Unterwerkskosten 
Die Kosten für alle Unterwerke ô­® sind abhängig von 
∙ der Anzahl der Unterwerke ­®, 
∙ Nennspannung und Nennfrequenz, sowie 
∙ der zu installierenden Nennscheinleistung in jedem Unterwerk. 
 
 
Kapitel 5: Ein Optimierungsmodell für Bahngesamtsysteme 91 
 
Sie werden berechnet mit: 
ô­® = v ô­®,;qúû(p	 = üý ∙ ô­®,¾jh;h + v ô­®,ÆBhjÁ»,;
qúû
(p	  (5.42) 
Die Basiskosten ô­®,¾jh;h,; werden in Abhängigkeit von Nennfrequenz und Nennspannung 
gebildet und sind folglich für alle Unterwerke eines Individuums gleich. Die Zusatzkosten ô­®,ÆBhjÁ» sind abhängig von der zu installierenden Nennscheinleistung und müssen für  
jedes Unterwerk einzeln ermittelt werden.  
Unter der Annahme, dass die Frequenz des dreiphasigen Landesnetzes 50 Hz beträgt, sind 
für eine Bahnelektrifizierung mit gleicher Frequenz, aber abweichenden Spannungen ledig-
lich 1-Phasen-Transformatoren notwendig, die zyklisch vertauscht an das Dreiphasennetz 
angeschlossen werden. Diese kostengünstige Anschlussvariante ist nur bei leistungsstarken 
Dreiphasennetzen möglich und erfordert Phasentrennstellen im Fahrleitungsnetz [7],  
wodurch eine zweiseitige Speisung der Fahrleitung ausgeschlossen ist.  
Die Wahl von 16,7 Hz als möglicher Frequenzwert erfolgte nicht mit dem Ziel, ein eigenes 
16,7-Hz-Bahnenergieversorgungsnetz zu installieren und damit eine zentrale Bahnenergie-
versorgung zu imitieren, wie sie bei dieser Frequenz üblich ist. 16,7 Hz ist vielmehr der 
einzige Wert zwischen 0 und 50 Hz, zu dem Schleifenimpedanzen für Fahrleitung und 
Rückleitung der Literatur zu entnehmen sind [39]. Die Bahnfrequenzen 0 und 16,7 Hz 
werden über die Unterwerke ebenfalls dezentral mit dem 50-Hz-Landesnetz gekoppelt und 
erfordern Umrichter in den Unterwerken.  
Die Speisung des Bahnnetzes erfolgt in Abhängigkeit von dessen Nennfrequenz allerdings 
aus verschiedenen Spannungsebenen des Landesnetzes (Abbildung 5.7), um die Referenz-
kosten einiger Unterwerke für typische Nennspannungs-/Nennfrequenz-Kombinationen 





Abbildung 5.7: Unterwerksvarianten für die Nennfrequenzen 0/16,7/50 Hz 
Die Nennspannung beeinflusst die Unterwerkskosten wesentlich über die Kosten der 
Schaltanlagen, sowohl der Mittelspannungs- als auch der Bahnstromseite. Tabelle A.6  
(Anlagen) enthält die Basiskosten für Unterwerke unterschiedlicher Nennspannung und 
-frequenz, welche für eine Referenzleistung gelten und in Abhängigkeit von der zu installie-
renden Leistung mit Zusatzkosten beaufschlagt werden.  
Für die Berechnung der Zusatzkosten jedes Unterwerkes ô­®,ÆBhjÁ»,; ist die Ermittlung der 
jeweiligen Nennscheinleistung notwendig. Eine höhere Unterwerksleistung ist teurer als 
eine geringe, sodass der Zielwert Investitionsminimierung u. a. auch erreicht wird, wenn die 
zu installierende Leistung durch eine gleichmäßige Lastverteilung oder eine die Netz-
verluste minimierende Unterwerkspositionierung minimiert wird.  
Die Belastung der Bauelemente der stationären Bahnenergieversorgungsanlagen schwankt 
stark aufgrund der variablen und ortsveränderlichen Leistungsverbraucher und -erzeuger 
(rückspeisende Triebfahrzeuge) im Bahnnetz. Der daraus resultierende Nachteil, leistungs-
starke Bauelemente für die wenigen hohen Lastspitzen installieren zu müssen, kann abge-
schwächt werden, indem die kurzfristige Überlastbarkeit der stromführenden Elemente 
eingerechnet wird und deren Abkühlung in Schwachlastperioden Berücksichtigung findet.  
Für die Bestimmung der erforderlichen Unterwerksleistung wird deshalb ein in [67]  
entwickeltes Dimensionierungsverfahren angewendet, das auf einem Vergleich von  
zeitgewichteter Belastung und zeitgewichteter Belastbarkeit der Betriebsmittel in den  
Unterwerken basiert. Der Vorteil dieses Verfahrens liegt in der Analyse der Dauer und  
Abfolge der Lastwerte, welche neben der Höhe der Lastspitzen für die Erwärmung der 
Betriebsmittel entscheidend sind. 
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Über einen vorliegenden Lastgang +(£) oder s(£) wird ein Zeitfenster der Breite £∗ mit der 
Schrittweite d£ geschoben, beginnend bei £ = 0. Für jede mögliche Position des Fensters 
wird der Mittel- oder Effektivwert aller im Fenster liegenden Werte gebildet. Der Maxi-
malwert aller Effektivwerte, die für unterschiedliche Fensterpositionen ermittelt werden, 
wird gespeichert. Das Ergebnis ist ein Verlauf dieses Maximalwertes über der Fensterbreite £∗. Dieser Verlauf wird sowohl für die Belastung als auch für die Belastbarkeit ermittelt und 
verglichen. Liegt die Belastbarkeit für jedes £∗ über der Belastung, wird das Bauteil nicht 
überlastet. 
Die thermische Dimensionierung erfordert die Bildung des Effektivwertes der Einzel-
effektivwerte im Zeitraum £∗ [30], wobei für zeitdiskrete Lastwerte im Abstand ∆£ gilt  
(nach [82]):  
Fkºº,ë∗ = max þ
 1£∗ ∙ v FëC ∙ ∆£ëë
∗
ë  (5.43) 
Für die Bestimmung der Unterwerksleistung sind die am wenigsten überlastbaren Elemente 
der Unterwerke maßgeblich. Die Überlastbarkeit definiert für Transformatoren EN 50 329 
[21], die Überlastbarkeit von Umrichtern enthält EN 60 146-1-1 [22]. In beiden Normen 
werden für verschiedene Belastungsklassen Referenzlastspiele angegeben, welche mit dem 
Verfahren der Zeitwichtung in zeitgewichtete Belastbarkeitskennlinien (ZBK) umgewandelt 
werden.  
Die Referenzlastspiele werden unabhängig von der Nennleistung bzw. dem Nennstrom 
angegeben als bezogener Überlastfaktor ³/³Àk. Bei gleicher Spannung ist dieses Verhältnis 
identisch mit F/FÀk. Diese relative Last wird mit der Nennleistung multipliziert, um den 
absoluten Lastgang F zu erhalten. Sie ist für alle möglichen Nennscheinleistungen gleich. 
Folglich ist es möglich, für die Ermittlung der Belastbarkeit der Bauelemente mit unter-
schiedlicher Nennleistung den relativen, zeitgewichteten Lastgang zu hinterlegen und  
diesen Verlauf mit der jeweiligen Nennleistung zu multiplizieren. Die aufwändige Zeit-
wichtung der Belastbarkeit wird so eingespart. Abbildung 5.8 zeigt diese relativen zeit-
gewichteten Belastbarkeitskennlinien für die Belastungsklasse V (Mittelschwerer Bahn-




Abbildung 5.8: relative zeitgewichtete Belastbarkeitskennlinien für Umrichter und Trans-
formatoren der Belastungsklasse V 
Auch wenn bekannt ist, dass Transformatoren eine wesentlich höhere Kurzzeitüberlastbar-
keit besitzen als Umrichter, die über der normierten Belastbarkeit aus EN 50 329 liegt, wird 
dennoch die Normkennlinie für die Entscheidung herangezogen, ob ein Transformator 
dieser Belastungsklasse der Belastung standhielte oder nicht. 
Die Belastung wird in Form des zeitlich diskreten Verlaufes des Unterwerksstromes in der 
Spitzenstunde für jedes Individuum über Zugfahrtsimulation und Netzberechnung ermit-
telt und muss für einen Vergleich mit der ZBK ebenfalls zeitgewichtet werden. Das Ergeb-
nis ist die zeitgewichtete Belastungsdauerkurve (ZBDK). Die Zeitwichtung des Lastganges 
nimmt aufgrund der hohen Zahl erforderlicher Rechenschritte viel Zeit pro Individuum in 
Anspruch, die sich erhöht mit der Anzahl der Unterwerke, der Zahl der verschiedenen 
Zeitfensterbreiten £∗ und dem Untersuchungszeitraum í. Allein für die Fensterbreite £∗ = 2 s und Simulationsergebnisse mit í = 3600 s (im Zeitschritt 1 s) müssen pro Unter-
werk 3599 Effektivwerte berechnet werden. Um die Rechenzeit zu begrenzen, wird £∗ nicht 
konstant um 1 s erhöht, sondern in signifikanten Zeitschritten. Alle £∗ zwischen 1 und 30 s 
sind beispielsweise verzichtbar, da die Belastbarkeitskennlinien in diesem Bereich einen 
konstanten Verlauf aufweisen (vgl. Abbildung 5.8). Wird die Belastbarkeit für 1 s nicht 
überschritten, kann dies in Fenstern mit einer Breite bis 30 s generell nicht geschehen.  







1 10 100 1.000 10.000
S/SNenn
t*relative ZBK Umrichter, Bel.-Kl. V relative ZBK Transformator, Bel.-Kl. V
s
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Tabelle 5.13: Untersuchte Fenstergrößen 	∗ in s 
 
 
Die geeignete Nennscheinleistung für jedes Unterwerk ist jene, welche eine über der Be-
lastung liegende absolute Belastbarkeitskennlinie erzeugt, wenn sie mit der relativen Belast-
barkeitskennlinie multipliziert wird. Durch eine iterative Erhöhung der Nennscheinleistung 
des Unterwerkes wird die Belastbarkeitskennlinie über die Belastung „gehoben“. Als  
Auslegungsreserve für eventuelle Abweichungen vom Regelbetrieb werden für alle £∗ 10 % 
der Belastbarkeit festgelegt. Die Nennscheinleistung der Unterwerke soll in diskreten, für 
die jeweilige Nennspannung sinnvollen Leistungsschritten erhöht werden, für die  
Tabelle A.6 (Anlagen) die Kosten pro Leistungsschritt enthält. Tabelle 5.14 zeigt eine 
Übersicht der Leistungsschritte.  
Tabelle 5.14: Leistungsschritte für Unterwerke in Abhängigkeit von der Nennspannung  
 
 
Abbildung 5.9 demonstriert die Festlegung der Unterwerksleistung an einem Beispiel-
unterwerk für 3 kV DC. Der kleinstmögliche Leistungsschritt beträgt in diesem Fall  
5 MVA. Diese 5 MVA werden im ersten Iterationsschritt mit der relativen ZBK des 
Gleichrichters multipliziert, um die absolute ZBK für ein Unterwerk mit 5 MVA zu erhal-
ten (grüne Linie). Die tatsächliche zeitgewichtete Belastung des Unterwerkes (rote Linie) 
wird mit der um den Sicherheitsabstand 10% verringerten ZBK des Gleichrichters vergli-
chen (grüne Strichlinie). Da diese für jedes £∗ oberhalb der Belastung liegt, wird das Unter-
werk mit 5 MVA ausgerüstet. Läge die Belastung an mindestens einem £∗ oberhalb der 
Vergleichs-ZBK, würde die Prozedur für 10 MVA, 15 MVA usw. wiederholt, bis die  
Vergleichs-ZBK nicht mehr überschritten wird. 
1 80 140 200 800 
30 90 150 300 900 
40 100 160 400 1000 
50 110 170 500 2000 
60 120 180 600 3000 
70 130 190 700 3600 
Nennspannung in kV 0,75 1,5 3 15 25 




Abbildung 5.9: Bestimmung der Nennscheinleistung eines DC-Unterwerkes  
über den Vergleich der ZBK mit der Vergleichs-ZBDK 
Für die Ermittlung der Unterwerkskosten sind dann folgende Schritte für jedes Unterwerk 
notwendig: 
∙ Bestimmung der Basiskosten, 
∙ Einlesen des Lastganges in die Auswertungsprozedur unter Berücksichtigung des 
Netzaufbaus (welche Streckenabgänge werden von diesem Unterwerk gespeist), 
∙ Zeitwichtung des Lastganges, 
∙ Ermittlung der zulässigen Nennleistungsstufen der Unterwerke in Abhängigkeit 
von nÀk und ¨Àk, 
∙ Einlesen der relativen Zeitgewichteten Belastbarkeitskennlinie (ZBK) in Ab-
hängigkeit von nÀk, 
∙ iterative Erhöhung der Nennleistung, bis die absolute ZBK mit einem Sicher-
heitsabstand von 10 % der Belastbarkeit über der ZBDK liegt, 
∙ Bestimmung der Zusatzkosten in Abhängigkeit von der Nennleistung. 
5.4.3.4 Kosten der Fahrzeuge 
Die Berechnung der Investitionen für jedes Fahrzeug ô©»f erfolgt wie bei den Unterwerken 
über Basis- und Zusatzkosten. Die Basiskosten der Triebwagen und Lokomotiven richten 
sich nach Nennspannung und Nennfrequenz aufgrund ihrer Auswirkungen auf die  
Hochspannungsseite des Antriebsstranges. Die Basiskosten der antriebslosen Wagen sind 
konstant. Eine Übersicht der Basiskosten enthalten Tabelle A.7 und Tabelle A.8 der An-
lagen. Sie gelten für die Originalmasse der Fahrzeuge und eine Leistung von 4,2 MW  








1 10 100 1.000 10.000
S
t*
Uw-Belastbarkeit (ZBDK) 90% von ZBDK Uw-Belastung (ZBK)
MVA
s
Kapitel 5: Ein Optimierungsmodell für Bahngesamtsysteme 97 
 
Die Zusatzkosten werden unterteilt in einen leistungsabhängigen Teil, eine prozentuale 
Teuerung durch Leichtbau ªk;]iÁ und eine Unterscheidung des Stromabnehmertyps für 
Oberleitungen bzw. Seitenstromschienen. Für den leistungsabhängigen Teil der Zusatzkos-
ten wird für alle Nennspannungs-/Nennfrequenzkombinationen und jeden Fahrzeugtyp 
ein eigener quadratischer (in Sonderfällen hyperbolischer) Verlauf der Teuerung über der 
Fahrzeugleistung hinterlegt (s. Anlagen, Abbildung A.8 bis Abbildung A.13), da es etwa  
mit 750 V DC deutlich aufwändiger ist, hohe Leistungen zu erreichen als mit hohen Wech-
selspannungen. Ein Beispiel für den resultierenden Verlauf der Gesamtkosten eines 750V-
DC-Triebwagens mit Originalgewicht über der Fahrzeugleistung zeigt Abbildung 5.10. Die 
Verläufe für 16,7 und 50 Hz sind identisch. 
 
Abbildung 5.10: leistungsabhängige Investitionen für  
einen 3-Wagen-Triebzug, Nennspannung 750 V 
Die prozentualen Zusatzkosten ªk;]iÁ berücksichtigen die Variable Fahrzeugleermasse. 
Diese mit zunehmender Gewichtseinsparung steigende Teuerung gilt für alle Fahrzeug-
typen, ist somit von allen anderen Variablen unabhängig und wird in Abbildung 5.11  
dargestellt. Der Verlauf ist an [34] angelehnt und stützt sich zusätzlich auf einen Preisver-
















Abbildung 5.11: prozentuale Zusatzkosten für Leichtbau 
Die resultierenden Kosten pro Fahrzeuggarnitur werden für die zwei Fahrzeugtypen 
Triebwagen/Lok-Wagen unterschiedlich berechnet, da sich die Basiskosten der Triebwagen 
auf die kleinste fahrbare Einheit beziehen (3 Wagen) und die Zusatzkosten für Leichtbau 
bei der Lok-Wagen-Variante nur die Kosten der Wagen erhöhen. Für Triebwagen gilt  
Gleichung (5.44), für Lokomotive/Wagen-Verbände Gleichung (5.45): 
ô©»f = Ëjfk3 ∙ (1 + 0,01 ∙ ªk;]iÁ) ∙ rô¹Ë,¾jh;h + ô¹Ë,ÆBhjÁ»,t (5.44) 
ô©»f = rôª3,¾jh;h + ôª3,ÆBhjÁ»,t  + Ëjfk ∙ (1 + 0,01 ∙ ªk;]iÁ) ∙ ôËjfk,¾jh;h (5.45) 
Bei Individuen mit dem Fahrleitungstyp Stromschiene wird von den Fahrzeugkosten die 
preisliche Differenz von Oberleitungs- und Seitenstromabnehmer von etwa 2500 € abge-
zogen. Dieser geringe Betrag fällt jedoch im Vergleich zum Einfluss anderer Variablen auf 
die Fahrzeuginvestitionen kaum ins Gewicht. 
Da alle auf der Strecke befindlichen Fahrzeuggarnituren einheitlich sind, müssen die Ein-
zelkosten eines Fahrzeuges lediglich mit der Anzahl benötigter Fahrzeuge ©»fk multipliziert 
werden, um die Gesamtinvestitionen für alle Fahrzeuge ô©»fk zu erhalten. Die für den  
reinen Fahrbetrieb benötigte Fahrzeuganzahl richtet sich nach dem Takt und der Umlauf-
zeit. Zusätzlich wird an beiden Wendeschleifen ein Reservezugverband bereit gehalten. Für 
Instandhaltungsarbeiten wird mit einer zusätzlichen Reserve dõhÁ von 18% für Triebwagen 
und 14% für entkoppelbare Lok-Wagen-Konfigurationen gerechnet [90], sodass sich für 
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©»fk = ÷(1 + 0,01 ∙ rõhÁ) ∙ ÷ £­2¯£¹jÁ ∙ 60ø + 2ø (5.46) 
5.4.4 Komfort 
Der Reisekomfort einer Metrofahrt wird von vielen, teils subjektiv vom Fahrgast einge-
schätzten Parametern bestimmt, wie Raumangebot, Sitzplatzangebot, Übersichtlichkeit, 
Sicherheitsgefühl u.v.m. [85]. Eine Optimierung im ursprünglichen Sinn kann aber nur an-
hand objektiver und messbarer Bewertungskriterien erfolgen. Ein Beispiel eines messbaren 
und damit auch durch ein Optimierungsprogramm bewertbaren Komfortparameters ist das 
Sitzplatzangebot. Da alle Optimierungskriterien vereinbarungsgemäß als Minimierungs-
probleme zu formulieren sind, wird ein Komfortfaktor eingeführt, der als die Anzahl der 
Fahrgäste auf einem Sitzplatz interpretiert werden kann. Für einen möglichst hohen Kom-
fort ist dieser Wert zu minimieren: 
f() = n32º3eÁ = ©jiefjhÁ,ÆBf«;Á»^¯jÁ»,ÆBf = Í ∙ £¹jÁ«;Á»^¯jÁ»,Ëjfk ∙ Ëjfk ∙ 60 (5.47) 
Da der Zielwert Komfort nur vom variablen Takt und dem Verkehrsaufkommen sowie 
dem Fahrzeugtyp und der Wagenanzahl abhängig ist, bedarf seine Berechnung keiner  
Simulation und kann hier direkt über die Zielfunktion erfolgen. In Konkurrenz steht dieser 
Zielwert zu einer Minimierung des Netzenergiebedarfes und der Investitionen, die jeweils 
einen hohen Auslastungsgrad der Fahrzeuge verlangt. 
5.5 Restriktionen und feste Parameter 
Restriktionen sind Ungleichungen '((), die den Zusammenhang zwischen den Variablen 
und Grenzwerten beschreiben, welche nicht über- bzw. unterschritten werden dürfen. 
Gleichheitsrandbedingungen ℎ.(), die die exakte Einhaltung eines Wertes erfordern, zäh-
len ebenfalls zu den Restriktionen. Alle Variablenkombinationen, die diese Nebenbedin-
gungen verletzen, sind ungültig.  
Mit der Variation der Wagenanzahl ist es zunächst nötig, die maximale Zuladung und die 
maximale Zuglänge, welche in der Regel durch die Bahnsteiglänge begrenzt wird, in das 
Optimierungsmodell aufzunehmen. Desweiteren dient ein festgelegtes Transportaufkom-
men pro Richtung und Stunde dazu, in der Leistungsfähigkeit der verschiedenen Varianten 
eine gemeinsame Basis herzustellen und so die Vergleichbarkeit zu garantieren. Neben  
diesen vom Nutzer festzulegenden Grenzen sind auch die Grenzen der Simulations-
programme einzuhalten. Die Zugfahrtsimulation beschränkt die Anzahl der Züge auf ei-
nem Gleis auf 25, die Anzahl der Knoten im elektrischen Netz wurde für die Netzberech-
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nung auf 318 begrenzt. Tabelle 5.15 enthält eine Übersicht der Restriktionen des Optimie-
rungsmodells, unterteilt in vom Nutzer wählbare und feste Grenzen: 
Tabelle 5.15: mögliche Restriktionen 
Restriktion Formale Gleichung 
Vom Nutzer festzulegende Grenzen  
Maximale Wagenzuglänge 200m − Ëjfk»Bf ≥ 0 
Maximale Zuladung/Wagen für die Fahrzeugtypen:  
1 Triebwagen  
2 Lokomotive-Wagen 
59,9/3 t − ÆB¯,Ëjfk ≥ 0, Ê = 118,75 t − ÆB¯,Ëjfk ≥ 0, Ê = 2 
Verkehrsleistung Í − 18.000 pphpd = 0 
Fahrgastgewicht ©jiefjhÁ = 60 kg 
Feste Grenzen der Simulationsprogramme 
Maximale Anzahl Züge auf einem Richtungsgleis 25 − Æüfk/¼¯k;h ≥ 0 
Maximale Anzahl Knoten im elektrischen Netz 318 − 3Ák ≥ 0 
Die in anderen Anwendungsfällen übliche Formulierung der Restriktionen in Abhängigkeit 
von den Variablen ist nicht möglich, wenn dieser Zusammenhang nur über die Simulation 
hergestellt werden kann, wie etwa bei der Abhängigkeit der Anzahl der Züge auf der  
Strecke von der variablen Beharrungsgeschwindigkeit. 
In dieser Arbeit wird die Einhaltung der Restriktionen mit einem Verfahren gewährleistet, 
das jede Restriktion wie einen weiteren zu minimierenden Zielwert interpretiert. Dessen 
Wert ist Null, wenn das Individuum die Restriktion nicht verletzt und entspricht andern-
falls dem Abstand der Lösung zum Grenzwert. Die Anzahl dieser unechten Zielwerte sollte 
so gering wie möglich gehalten werden, um das Optimierungsproblem nicht zu sehr zu 
verkomplizieren. Jede Restriktion ist deshalb auf ihre unbedingte Notwendigkeit zu prüfen 
und sollte, wenn möglich, in die Variablencodierung verlagert werden. Beispielsweise kann 
die Einhaltung der Restriktion „Anzahl Züge auf einem Gleis“ über die Festlegung der 
oberen und unteren Grenzen von Takt, Beharrungsgeschwindigkeit, Fahrzeugtyp und 
-leistung sowie der Wagenanzahl garantiert eingehalten werden. Die Gleichheitsrestriktion 
für das Transportaufkommen und das durchschnittliche Fahrgastgewicht kann in die  
Restriktion „Überladung“ einfließen: 
ÆB¯,Ëjfk,2j¸ − Í ∙ £¹jÁ ∙ ©jiefjhÁ60 ∙ Ëjfk ≥ 0 (5.48) 
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Angewendet wird das Verfahren bei den Restriktionen Überladung und Überlänge,  
wodurch mit f() und fÊ() zwei weitere zu minimierende Zielwerte entstehen: 
ÜÜke¯jÝBf = ÆB¯,Ëjfk,2j¸ − Í ∙ £¹jÁ ∙ ©jiefjhÁ60 ∙ Ëjfk  (5.49) 
f() =                   0, ÜÜke¯jÝBf < 0ÜÜke¯jÝBf, ÜÜke¯jÝBf ≥ 0 (5.50) 
ÜÜke¯äfk = Ëjfk»Bf − Ëjfk»Bf,2j¸ (5.51) 
fÊ() =                 0, ÜÜke¯äfk < 0ÜÜke¯äfk,          ÜÜke¯äfk ≥ 0 (5.52) 
Die in Tabelle 5.16 enthaltenen Werte für die maximale Zuladung pro Zug gelten unter der 
Voraussetzung, dass eine maximale Zuladung pro Wagen mit 59,9/3 t für die Triebwagen 
und 18,75 t für die Doppelstockwagen zu Grunde gelegt wird und das Fahrgastgewicht 
60 kg beträgt. 
Tabelle 5.16: maximale Zuladung in Abhängigkeit von Fahrzeugtyp und Wagenanzahl 
 Triebwagen Doppelstockwagen Ëjfk 3 6 9 1 2 3 4 5 6 7 8 9 
Max. Zuladung in 
t 59,9 119,8 179,6 18,8 37,5 56,3 75,0 93,8 112,5 131,3 150,0 168,8 
Pers. á 
60 kg 
998 1996 2994 312 625 937 1250 1562 1875 2187 2500 2812 
Mit einem Verkehrsaufkommen von 18.000 pphpd ergeben sich die Auslastungsgrade bei 
unterschiedlichen Takten zu: 
Tabelle 5.17: Auslastungsgrade der Züge in % bei V=18.000 pphpd (gerundet),  
Fettdruck=maximal möglicher Auslastungsgrad, der die Restriktionen nicht verletzt 
 Triebwagen Doppelstockwagen Ëjfk 3 6 9 1 2 3 4 5 6 7 8 9 £¹jÁ in min             
3 90 45 30 288 144 96 72 58 48 41 36 32 
4 120 60 40 385 192 128 96 77 64 55 48 43 
5 150 75 50 481 240 160 120 96 80 69 60 53 
6 180 90 60 577 288 192 144 115 96 82 72 64 
7 210 105 70 673 336 224 168 134 112 96 84 75 
8 240 120 80 769 384 256 192 154 128 110 96 85 
9 271 135 90 865 432 288 216 173 144 123 108 96 
10 301 150 100 962 480 320 240 192 160 137 120 107 
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Die Lokomotive-Wagen-Verbände mit acht und neun Wagen überschreiten die maximale 
Wagenzuglänge von 200 m (ohne Lokomotive), bei Triebwagen geschieht dies nie. Alle 
Auslastungsgrade über 100 % verletzen die Restriktion Überladung und sind ebenfalls  
ungültig. Die fett hervorgehobenen Werte sind dann jene Fahrzeugtyp/Takt/Wagenanzahl-
Kombinationen, welche den höchsten Auslastungsgrad erreichen. Für die erreichbaren 
Komfortfaktoren gelten die Werte aus Tabelle 5.18. Alle kursiv gekennzeichneten Kombi-
nationen verletzen die Restriktionen Überladung und/oder Überlänge: 
Tabelle 5.18: Komfortfaktoren (Fahrgäste/Sitzplatz) 
 Triebwagen Doppelstockwagen Ëjfk 3 6 9 1 2 3 4 5 6 7 8 9 £¹jÁ in min             
3 7,1 3,6 2,4 7,1 3,6 2,4 1,8 1,4 1,2 1,0 0,9 0,8 
4 9,5 4,8 3,2 9,5 4,8 3,2 2,4 1,9 1,6 1,4 1,2 1,1 
5 11,9 6,0 4,0 11,9 6,0 4,0 3,0 2,4 2,0 1,7 1,5 1,3 
6 14,3 7,1 4,8 14,3 7,1 4,8 3,6 2,9 2,4 2,0 1,8 1,6 
7 16,7 8,3 5,6 16,7 8,3 5,6 4,2 3,3 2,8 2,4 2,1 1,9 
8 19,0 9,5 6,3 19,0 9,5 6,3 4,8 3,8 3,2 2,7 2,4 2,1 
9 21,4 10,7 7,1 21,4 10,7 7,1 5,4 4,3 3,6 3,1 2,7 2,4 
10 23,8 11,9 7,9 23,8 11,9 7,9 6,0 4,8 4,0 3,4 3,0 2,6 
Eine Umwandlung in zusätzliche Zielwerte ist nur bei Restriktionen möglich, deren Ver-
letzung eine Zuweisung aller Zielwerte für ungültige Lösungen nicht generell ausschließt. 
Bei einer Verletzung der Simulationsrestriktionen ist dies jedoch der Fall, weshalb hier auf 
die einfachste Variante der Static-Penalty-Methode zurückgegriffen wird. Ist eine korrekte 
Simulation ausgeschlossen, werden diese einheitlich mit übertrieben schlechten Zielwerten 
bestraft, um sie in einer rangbasierten Fitnesszuweisung an das Ende der Rangliste zu  
setzen und so eine erneute Selektion zu vermeiden. Tabelle 5.19 enthält diese Einheits-
strafwerte für alle nicht simulierbaren Variablenkombinationen: 
Tabelle 5.19: Strafwerte für nicht simulierbare Lösungen 
Zielwert Kurzbezeichnung Zahlenwert 
Netzenergiebedarf f	() = ¿ÀkÁ» 1 GWh 
Mittlere Reisezeit  fC() = £e̅ 24 h 
Investitionen f() = ôõAkhÁ 10 Mrd. € 
Komfort f() = n32º3eÁ 100 Pers./Sitzpl. 
Überladung f() = ÜÜke,Ëjfk 100 t 
Überlänge fÊ() = ÜÜke,Ëjfk»Bf 100 m 
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Neben den Restriktionen muss für die Simulation eine Reihe von Parametern und Grenz-
werten festgelegt werden, welche nicht als Restriktionen bezeichnet werden können, da sie 
den Entscheidungsraum nicht einschränken. Sie sind Konstanten der Zielfunktionen und 
beeinflussen somit die Zielwerte. Tabelle 5.20 enthält die Werte der wichtigsten Parameter, 
welche generell vom Nutzer wählbar sind. 
Tabelle 5.20: Feste Parameter 
Parameter Wert 
Haftreibungsbeiwert Rad/Schiene   = 0,331 
Fahrzeugparameter s. Tabelle 5.3 
Streckenprofil und Halte s. Abbildung 5.12 
Maximale Beschleunigung/  
Verzögerung der Fahrzeuge 2j¸ = ±1 msC 
Minimale Dauerspannung im  
Fahrleitungsnetz 
¨2;	 nach EN 50 163 (Tabelle 5.9) 
Maximale Triebfahrzeugspannung 
(Netzbremsung) 
¨2j¸C nach EN 50 163 
Überlastbarkeit der Unterwerks-
bauelemente 
Belastungsklasse V (s. Kapitel 5.4.3.3) 
Rückspeisefähigkeit Unterwerke ja 
Das Streckenprofil ist in der Regel vom Einsatzgebiet abhängig und kann kaum verändert 
werden. Alle Optimierungsrechnungen dieser Arbeit wurden beispielhaft am Profil der 
zweigleisigen Strecke der Red Line, Metro Kaohsiung, Taiwan durchgeführt, das in Abbil-
dung 5.12 dargestellt ist. Die maximale Streckengeschwindigkeit beträgt konstant 80 km/h. 
 
Abbildung 5.12: Höhenprofil und Haltepunkte der Beispielstrecke Kaohsiung 
Die minimale Fahrleitungsspannung darf zu keiner Zeit an keinem Ort am Stromabnehmer 













ger Speiseabschnittslängen im Fahrleitungsnetz Berücksichtigung (Kapitel 5.3.8). Ungültige 
Lösungen sind ausgeschlossen. Gleiches gilt für die maximale Fahrleitungsspannung, die 
überschritten werden kann, wenn bremsende Fahrzeuge in die Fahrleitung speisen und die 
Spannung zu stark heben. Die Überschreitung der Maximalspannung wird innerhalb der 
Netzberechnung für jedes betroffene Individuum korrigiert, indem die nicht rückspeisbare 
Leistung in den Bremswiderständen in Wärme umgewandelt wird (Kapitel 4.2.2). Beein-
flusst wird dadurch der Netzenergiebedarf; ungültige Individuen entstehen auch hier nicht.  
5.6 Das vollständige Optimierungsmodell in der Übersicht 
Das Gesamtmodell besteht aus 29 Variablen, vier unmittelbaren Zielwerten und zwei  
Restriktionen, die wie Zielwerte interpretiert werden. Tabelle 5.21 zeigt eine Übersicht aller 
Variablen mit ihrem Wertebereich sowie der Zielwerte und Restriktionen. Die Variablen 
15-29 dienen lediglich der Darstellung der ursprünglichen Variable Unterwerkspositionen, 
besitzen einen identischen Wertebereich und werden deshalb zusammengefasst. 
Tabelle 5.21: alle Variablen und Zielwerte 






1 Beharrungsgeschwindigkeit km/h 65 1 80 
2 Nennspannung - 1 1 5 
3 Speisefaktor - 0 0,1 1 
4 Fahrleitungstyp - 1 1 10 
5 Takt - 1 1 8 
6 Fahrzeugtyp - 1 1 2 
7 Nennfrequenz - 1 1 3 
8 Auslauffaktor - 0,5 0,1 1 
9 Fahrzeugleermasse % 80 1 100 
10 Traktionsleistung Triebwagen kW 400 100 2400 
11 Wagenanzahl 1 1 1 9 
12 Speiseart - 1 1 4 
13 Versatz % 0 10 90 
14 Traktionsleistung Lokomotive kW 2400 100 6400 
15-29 Verteilung Speiselängenreserve km 1 1 29 
 Zielwerte     
1 Netzenergiebedarf MWh    
2 Mittlere Reisezeit  min    
3 Investitionen Mrd. €    
4 Komfort Pers./Sitzpl.    
5 Überladung t    
6 Überlänge m    
Kapitel 5: Ein Optimierungsmodell für Bahngesamtsysteme 105 
 
Die Größe des Lösungsraumes entspricht der Anzahl der Kombinationsmöglichkeiten 
sämtlicher Variablenwerte. Werden sämtliche Variablen in den Schritten und Grenzen  
variiert wie in Tabelle 5.21 dargestellt, entspricht die Anzahl der Kombinationsmöglich-
keiten 32Ü,fkh dem Produkt der Größe der Wertemenge aller Variablen: 
32Ü,fkh = 16 ∙ 5 ∙ 11 ∙ 10 ∙ 8 ∙ 2 ∙ 3 ∙ 6 ∙ 21 ∙ 21 ∙ 9 ∙ 4 ∙ 10 ∙ 41 ∙ 29	 
= 1,4235 ∙ 10 . (5.53) 
Die Abhängigkeiten zwischen Variablen und Zielwerten sind in Abbildung 5.13 zusam-
mengefasst. Einen Sonderfall bildet hier die Traktionsleistung von Triebwagen und Loko-
motive. Von diesen Werten hat immer nur derjenige Einfluss auf die Zielwerte, der von der 
Variable Fahrzeugtyp bestimmt wird, der jeweils andere läuft leer. 
 




Prinzipiell wurde das vorgestellte Modell flexibel gestaltet, d. h. es können jederzeit Variab-
len, Zielwerte, Restriktionen oder Parameter mit den zugehörigen Abhängigkeiten hinzu-
gefügt oder entfernt werden. Einerseits würden sich Grenzwerte und feste Parameter  
häufig ebenfalls für eine Variation eignen, andererseits sind nicht in allen Auslegungs-
situationen die gleichen Freiheitsgrade vorhanden. Variablen können im Extremfall zu  
festen Parametern oder Grenzwerten werden, wenn obere und untere Wertebereichsgrenze 
identisch sind.  
Auch die Festlegung der Parameterwerte, Variablenschritte und -grenzen hängt in hohem 
Maße von der jeweiligen Aufgabenstellung ab. Wird ein Bahnsystem beispielsweise durch 
den Einsatz neuer Fahrzeuge nur modernisiert, ist der Spielraum für eine Variation ein-
zelner Parameter in der Regel kleiner als bei einem Neubau. Durch die bereits vorhandene 
Infrastruktur sind viele Parameter fixiert und wahrscheinlich wären noch zusätzliche Rand-
bedingungen einzuhalten. Bei der Umsetzung des Verfahrens wurde deshalb Wert darauf 
gelegt, dass die Definition der Optimierungskriterien, Variablen, Parameter und Randbe-




6 Optimierungsrechnungen und Ergebnisse 
6.1 Untersuchungsvarianten 
6.1.1 Rechnungen mit allen Variablen und Zielwerten 
Das in Kapitel 5 beschriebene Optimierungsproblem mit 29 Variablen, vier Zielwerten und 
zwei Restriktionen wurde in mehreren Rechnungsläufen mit verschiedenen Einstellungen 
der Suchparameter des genetischen Algorithmus berechnet. Das beste Ergebnis erzielte 
eine Variante mit zwei Subpopulationen zu jeweils 150 Individuen bei einer Laufzeit von 
10 Tagen, die auf dem genutzten Rechner 73 Generationen entspricht. Die Wieder-
einfügerate wurde auf 0,9 gesetzt, sodass 10% einer Generation ohne eine erneute Berech-
nung der Zielwerte in die Folgegeneration übernommen werden. Erzeugt wurden  
insgesamt knapp 20000 Lösungen, von denen 1406 nicht-dominierte und damit pareto-











































Abbildung 6.1: Ergebnis der Optimierungsrechnung mit 29 Variablen, 4 Zielwerten und  
2 Restriktionen 
Die Zielwerte minimaler Netzenergiebedarf, minimale mittlere Reisezeit und minimale In-
vestitionen entsprechen jeweils einer Achse. Aufgrund der Begrenzung der Abbildung auf 
maximal drei Dimensionen wird der vierte Zielwert Komfort als blauer Farbverlauf darge-
stellt für alle dominierten und als rot-gelber Verlauf für alle nicht-dominierten Lösungen. 
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Die Zahlenwerte für den Komfort lassen sich der unter dem Bild platzierten Legende ent-
nehmen. Der Punkt, zu dem die Optimierung strebt, das Minimum aller Zielwerte, befindet 
sich in diesem Diagramm in der unteren Ecke am rechten Bildrand. 
Alle dargestellten ungültigen Lösungen verletzen die Restriktionen Überladung und/oder 
Überlänge; bestrafte nicht simulierbare Individuen liegen dagegen weit außerhalb des  
dargestellten Bereiches auf einem gemeinsamen „Straf“-Punkt. 
Zu erkennen sind einzelne Lösungsgruppen, die durch die rippenförmig verlaufende  
Pareto-Front begrenzt werden, sofern sie gültig sind. Diese Gruppen resultieren aus den 
diskreten Wertebereichen der Variablen. Noch deutlicher zu erkennen sind sie in der 
Draufsicht (Abbildung 6.2).  





























Abbildung 6.2: Ergebnis der Optimierungsrechnung mit 29 Variablen, 4 Zielwerten  
und 2 Restriktionen; Relation mittlere Reisezeit & Netzenergiebedarf 
Normalerweise ist für den Nutzer ausschließlich die Gruppe der nicht-dominierten und 
somit optimalen Lösungen von Interesse, aus denen im Anschluss an die Optimierungs-
rechnung noch jene Lösung auszuwählen ist, die am besten zu den eigenen Präferenzen 
bezüglich der Bedeutung einzelner Zielkriterien passt. Welche Möglichkeiten es gibt, das 
individuelle Optimum aus der Menge nicht-dominierter Lösungen herauszufiltern, wird  
in Kapitel 6.2.2 erläutert. An dieser Stelle soll zuvor jedoch der gesamte Lösungsraum  
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ausgewertet werden, um zu zeigen, wie die einzelnen Variablen die Lage der Lösungen im 
Lösungsraum beeinflussen. 
Die Abbildungen 6.3-6.5 vermitteln einen Eindruck des Entstehens der einzelnen  
Lösungsgebiete von Abbildung 6.2. Wesentliche Einflüsse sind hier die drei Variablen 
Fahrzeugtyp, Takt und Wagenanzahl, welche in den folgenden Abbildungen farblich  
abgesetzt sind, unabhängig von der Dominanz oder der Gültigkeit der Lösungen.  
























Abbildung 6.3: Ergebnis der Optimierungsrechnung mit 29 Variablen, 4 Zielwerten und  
2 Restriktionen; Einfluss des Fahrzeugtyps auf die Lage der Lösungen 
In Abbildung 6.3 sind zunächst die beiden nahezu unabhängigen Lösungsgebiete für  
Lokomotive-Wagen-Zugverbände und Triebwageneinheiten zu erkennen. In Analogie zu 
Ergebnissen vorheriger Berechnungen von kleineren Optimierungsproblemen [48] ist der 
Fahrzeugtyp Lokomotive/Wagen erwartungsgemäß nicht konkurrenzfähig, sofern nur die 
beiden Zielwerte Reisezeit und Energiebedarf von Interesse sind, da die Lösungen mit dem 
Fahrzeugtyp Triebwagen sowohl im Netzenergiebedarf als auch bezüglich der mittleren 
Reisezeit besser abschneiden. Diese Gesetzmäßigkeit ist auf die geringeren Fahrwiderstän-
de und das bessere Verhältnis Nutzmasse/Eigenmasse der Triebwagen unter gleichen 
Randbedingungen zurückzuführen [48].   
Die Variable Takt fließt direkt in den Anteil Wartezeit der Reisezeit ein. Folglich ist mit 
dem kleinsten Takt die geringste mittlere Reisezeit zu erreichen (Abbildung 6.4, unten). 
110  
 



























Abbildung 6.4: Einfluss des Taktes auf die Lage der Lösungen 



























Abbildung 6.5: Einfluss der Wagenanzahl auf die Lage der Lösungen 
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Mit dem kleinsten Takt wird der höchste Energiebedarf erzielt (Abbildung 6.4, rechts),  
wenn gleichzeitig die Anzahl der Wagen (vgl. Abbildung 6.5) sehr hoch gewählt wurde, 
wodurch der Auslastungsgrad der Fahrzeuge sinkt und der Komfort steigt. Da das  
Verkehrsaufkommen mit 18.000 Personen pro Richtung und Stunde als unveränderlich 
festgelegt wurde, verringert sich der Komfortfaktor bei steigender Wagenanzahl und  
kleinem Takt (Abbildung 6.2), da weniger Fahrgäste pro Wagen befördert werden. 
Bei Abbildung 6.5 ist zu beachten, dass die Fahrzeuge des Typs Triebwagen (vgl. Abbil-
dung 6.3) aus 3-Wagen-Zügen zusammengesetzt werden, wodurch die Wagenanzahl in 
diesem Fall nur die Werte 3, 6 und 9 annimmt. Im Vergleich von Abbildung 6.5 und  
Abbildung 6.2 wird deutlich, dass sämtliche Lokomotive-/Wagen-Kombinationen mit acht 
und neun Wagen (in rechter Randlage) ungültig sind. Der Grund ist die Restriktion Über-
länge. Die wenigen nicht-dominierten Lösungen, die in Abbildung 6.2 in diesem Bereich zu 
finden sind, besitzen die Wagenanzahl 7. 
Die Erhöhung der Beharrungsgeschwindigkeit verringert unter gleichen Randbedingungen 
die Reisezeit, führt allerdings zu einem Anstieg des Netzenergiebedarfes (Abbildung 6.6). 
Die verschiedenen Varianten sind in der Ebene Netzenergiebedarf/Reisezeit indifferent. 































Mit der Beharrungsgeschwindigkeit und dem Auslastungsgrad der Fahrzeuge ist auch die 
fächerförmige Ausbreitung der Lösungen entlang der Reisezeitachse zu erklären. Sie resul-
tiert daraus, dass bei gleichen Randbedingungen der geschwindigkeitsabhängige Verlauf der 
Lösungen mit steigender Wagenanzahl verflacht. Die Nutzlast des gesamten Zugverbandes 
bleibt konstant, sofern Verkehrsaufkommen und Takt unverändert bleiben, allerdings steigt 
dann mit der Wagenanzahl die Leermasse. Somit muss für die gleiche Fahrzeitverkürzung 
durch eine höhere Fahrgeschwindigkeit mehr kinetische Energie in einen Zugverband  
investiert werden, wodurch sich der Anstieg der Kurven reduziert.  
Bei einer Variation der Fahrzeugleistung sollten ursprünglich wie bei der Beharrungs-
geschwindigkeit unter gleichen Randbedingungen indifferente Lösungen in der Zielwert-
ebene Reisezeit/Netzenergiebedarf entstehen. Für hohe Leistungen wurden geringe Reise-
zeiten bei hohem Netzenergiebedarf erwartet, für geringe Leistungen sollte sich das  
Verhältnis umkehren. Allerdings ist in den Ergebnissen die maximale Fahrzeugleistung 
auch energetisch die günstigste (Abbildung A.16, Anlagen).  
Am Beispiel eines Triebwagens mit drei Wagen wird im Vergleich des Energiebedarfes pro 
Zugfahrt eine der wichtigsten Ursachen deutlich. Fahrzeuge mit geringerer Antriebsleistung 
speisen weniger zurück (Abbildung 6.7), wenn die Bremsverzögerung wie hier konstant 
-1 m/s² beträgt. Die Bremsleistung, die elektrisch nicht aufgebracht werden kann, muss 
durch die mechanischen Bremsen beigetragen werden mit dem daraus resultierenden  
Verlust an möglicher Rückspeiseleistung. Für den gewünschten Effekt wäre mit der Fahr-
zeugleistung auch die Bremsverzögerung zu reduzieren, um einen gleich hohen Anteil der 
generatorischen Bremse an der Bremsleistung beizubehalten.  
 
Abbildung 6.7: Energiebilanz jeweils eines Zuges in Hin- und Rückrichtung für  
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Die Darstellung des Einflusses des Auslauffaktors zeigt Abbildung A.18 (Anlagen). In  
jedem Fall führt ein Auslauffaktor 1 (kein Auslauf) zu den geringsten Fahrzeiten bei gleich-
zeitig geringem Energiebedarf. Eine Tendenz zu einem größeren Anteil des Auslaufes im 
Fahrspiel (Auslauffaktor 0,5) entstünde nur dann, wenn generell keine Rückspeisung der 
Bremsenergie möglich wäre und das Ausrollen zu energetisch günstigeren Lösungen bei 
allerdings steigender Fahrzeit führte, wie zusätzliche Untersuchungen zeigen [48].  
Der Einfluss des Fahrzeugleichtbaus auf die Lage der Lösungen ist in der Ebene Netz-
energiebedarf/Reisezeit qualitativ vorherzusehen; er verringert unter sonst konstanten  
Bedingungen (Wagenanzahl, Takt, Fahrzeugtyp) Fahrzeit und Netzenergiebedarf 
(Abbildung A.17, Anlagen). Die Variablen der Bahnenergieversorgungsanlagen beeinflus-
sen die Reisezeit nicht und sind daher besser in der Relation zu den Investitionen auszu-
werten.  
Die Investitionen werden von allen 29 definierten Variablen direkt oder indirekt beein-
flusst. Die Darstellung aller Abhängigkeiten würde den Rahmen dieser Arbeit übersteigen, 
weshalb im Folgenden lediglich jene Parameter näher betrachtet werden, die für die Form 
des Lösungsraumes eine besondere Bedeutung besitzen. Wichtigster Parameter für die  
Investitionen ist der gewählte Fahrzeugtyp (Abbildung 6.8): 
 




























































Abbildung 6.10: Einfluss der Nennfrequenz auf Investitionen und Netzenergiebedarf 
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Abbildung 6.9 zeigt den Einfluss der Nennspannung auf das Gesamtergebnis in der Ebene 
Netzenergiebedarf/Investitionen. Für die Kostenanteile der Unterwerke und der Fahrzeuge 
werden die Basiskosten in Abhängigkeit von der Kombination Nennspannung/-frequenz 
bestimmt (Kapitel 5.4.3.3). Aus diesem Grund kann der Einfluss der Nennspannung nur 
gemeinsam mit der Nennfrequenz bewertet werden (Abbildung 6.10). Auffällig ist hier der 
große Anteil der Lösungen mit Nennfrequenz 0 Hz, der auf eine frühe Festlegung des 
Suchalgorithmus auf diese Frequenzvariante schließen lässt.  
Für beide Fahrzeugtypen werden die höchsten Investitionen mit der Kombination 
25 kV/0 Hz erreicht, allerdings sind die Investitionen für Triebwagenlösungen mit hohen 
Gleichspannungen im direkten Vergleich um ein Vielfaches größer. Gleichspannungen mit 
15 und 25 kV können derzeit nicht als Standardlösung für Nahverkehrsbahnen gelten und 
sind nur mit großem finanziellen Aufwand realisierbar. Die Investitionen für die elektrische 
Ausrüstung der Fahrzeuge und Unterwerke wurden in diesem Optimierungsmodell mit 
entsprechend hohen Werten beaufschlagt; Strafwerten nicht unähnlich (Tabelle A.6-Tabelle 
A.8, Anlagen).  
Dieser Teuerungseffekt für hohe Gleichspannungen verstärkt sich bei Triebwagenzügen 
mit höherer Wagenanzahl im Vergleich zu Lokomotive-Wagen-Kombinationen, da jede 
Triebwageneinheit elektrisch ausgerüstet werden muss, während im zweiten Fall nur die 
Investitionen für das Triebfahrzeug nennfrequenz- und nennspannungsabhängig steigen, 
unabhängig von der Wagenanzahl. Somit entstehen im Bereich hoher Investitionen weit 
voneinander entfernte Lösungsgebiete für beide Fahrzeugtypen. 
Jedoch spielt bei diesem Unterschied auch die Anzahl der benötigten Zugverbände eine 
Rolle, welche wiederum vom Takt (Abbildung 6.11) und in Einzelfällen auch von unter-
































Abbildung 6.11: Einfluss des Taktes auf Investitionen und Netzenergiebedarf 
Für die Variablen Versatz, Fahrleitungstyp und Speisefaktor ergeben sich keine klaren  
Gesetzmäßigkeiten (Abbildung A.22 bis Abbildung A.24), da ihr Einfluss auf den Lösungs-
raum stark von anderen Variablenwerten abhängt, insbesondere von Nennspannung und 
-frequenz. Für die Bewertung der Unterwerksverteilung wurde ein kleineres Optimierungs-
problem formuliert, bei dem alle anderen Variablen fixiert wurden, um auch diese  
Ergebnisse vergleichen und auswerten zu können. 
6.1.2 Unterwerkspositionierung als isoliertes Optimierungsproblem 
In Kapitel 5.3.8 wurde ein Verfahren zur Optimierung von Unterwerksstandorten vor-
gestellt, das auf zwei Rechnungsschritten beruht. Die Anzahl der Unterwerke, die für eine 
sichere Spannungshaltung im Fahrleitungsnetz nötig ist, wird im ersten Schritt  
rechnerisch ermittelt. Durch die Aneinanderreihung der maximal möglichen Speiselängen 
entsteht in der überwiegenden Mehrzahl der Fälle ein Speiselängenüberschuss, der im  
zweiten Schritt möglichst optimal entlang der Strecke zu verteilen ist. Vereinfachend wird 
davon ausgegangen, dass sich jedes Unterwerk am Speiseabschnittsanfang bzw. -ende  
befindet, sodass Einspeisepunkt und Unterwerksstandort grundsätzlich identisch sind. 
Zum Zweck der optimalen Unterwerkspositionierung wurde der über die Strecken- 
länge hinausragende Speiselängenüberschuss in 15 Abschnitte der gleichen Länge zerlegt, 
die, als 15 Variablen betrachtet, jedem Streckenkilometer zugeteilt werden können.  
Kapitel 6: Optimierungsrechnungen und Ergebnisse 117 
 
Derjenige Speiseabschnitt, der bei vorläufiger Berechnung der maximalen Speiselängen 
diesen Streckenkilometer überdeckt, wird um den Reserveanteil verkürzt. Diese eher um-
ständliche Verteilung der Reserve über die Streckenlänge war notwendig, da die Anzahl 
erforderlicher Speiseabschnitte in Abhängigkeit anderer Variablen (insbesondere der Nenn-
spannung) im Gegensatz zur Streckenlänge sehr stark schwankt und sich folglich als Wert 
für die Variablen „Reserveverteilung“ nicht eignet.  
Aufgrund dieser starken Varianz in der Anzahl erforderlicher Speiseabschnitte bei  
verschiedenen Nennspannungen ist eine Auswertung der optimalen Unterwerksstandorte 
innerhalb des kompletten Optimierungsproblems kaum möglich. Während bei eine großen 
Anzahl von Speiseabschnitten jede Veränderung der Position einzelner Reserveanteile zu 
anderen Ergebnissen führen kann, ist bei Varianten mit nur einem Speiseabschnitt bereits 
sicher, dass dieser um die komplette Reserve reduziert werden muss. Jede mögliche  
Verteilung der Reserve über die Streckenkilometer führte dann zum gleichen Ergebnis. 
Daher wird die Unterwerkspositionierung für ein Optimierungsproblem ausgewertet, in 
dem alle Variablen fixiert wurden, die die Anzahl der erforderlichen Speiseabschnitte  
verändern. Neben der Verteilung der Speiselängenreserve wird in diesem Optimierungs-
szenario auch der Versatz variabel belassen, um nicht einzelne Unterwerkspositionen durch 
eine ungünstige Verteilung der Züge in den verschiedenen Speiseabschnitten zu benachtei-
ligen. Für diese isolierte Optimierung der Unterwerkspositionen wird ein Beispiel-
individuum verwendet, das vier Speiseabschnitte erfordert, die von fünf Unterwerken zwei-
seitig gespeist werden: 
 = (70|2|1|1|1|1|1|1|100|2400|3|2|? |3000| … 
… ? |? |? |? |? |? |? |? |? |? |? ||? |? |?	 Ëkf2jek ºüe Ý;k keÁk;¯Bf Ýkh «^k;hk¯äfküÜkeh]iBhhkh ) 
(6.1) 
Eine Erläuterung der Zahlenwerte enthält Tabelle 6.1. Durch die Beschränkung auf die 
optimale Unterwerkspositionierung reduziert sich die Anzahl der Zielwerte, denn die mitt-
lere Reisezeit und der Komfortfaktor sind von den Variablen unabhängig. Die erreichbare 
Reisezeit beträgt in jedem Fall 18,14 min. Der Komfortfaktor bleibt mit 7,1 Pers./Sitzplatz 
ebenfalls konstant. Lediglich die Minimierung der Investitionen und des Netzenergie-
bedarfes verbleiben als Optimierungsziele, wobei offen ist, ob sich eine Pareto-Front  
herausbildet oder die Rechnung in einer einzelnen Optimallösung konvergiert, da beide 





Die Anzahl der benötigten Unterwerke liegt bereits fest, allerdings kann durch die Vertei-
lung der Speiselänge die zu installierende Gesamtnennleistung gesenkt werden, wodurch 
sich die Unterwerksinvestitionen verringern. So entsteht ein Optimierungsproblem mit 
16 Variablen (15 für die Reserveverteilung und der Versatz) und zwei Zielkriterien. 
Tabelle 6.1: feste Parameter der Unterwerksstandortoptimierung 
Variable/Parameter Wert/Code Erläuterung 
Beharrungsgeschwindigkeit 70  km/h 
Nennspannung 2 1,5 kV 
Speisefaktor 1 ¨­® = ¨2j¸	 = 1,8 kV 
Fahrleitungstyp 1 Al-Verbundstromschiene, 5.100mm² 
Takt 1 3 min 
Fahrzeugtyp 1  Triebwagen 
Nennfrequenz 1 0 Hz 
Auslauffaktor 1 kein Auslauf 
Fahrzeugleermasse 100 kein Leichtbau 
Traktionsleistung Triebwagen 2400 kW 
Wagenanzahl 3 - 
Speiseart 2 zweiseitige Speisung ohne Querkupplung 
Versatz 0-90 %, variabel 
Traktionsleistung Lokomotive 3000 kW, kein Einfluss (Fahrzeugtyp Triebwagen) 
Für die festgelegten Variablenwerte ergeben sich aus den wie in Kapitel 5.3.8 ermittelten 
maximalen Speiselängen folgende vorläufige Unterwerksstandorte: 
Tabelle 6.2: vorläufige Unterwerksstandorte 
 Uw 1 Uw 2 Uw 3 Uw 4 Uw 5 
Standorte in km 0 9,3923 18,7609 28,4335 38,1061 
In Abbildung 6.12 ist das Ergebnis der Optimierungsrechnung in der Zielwertebene  
Investitionen/Netzenergiebedarf dargestellt. Die erkennbaren vier Ebenen der Gesamt-
investitionen resultieren aus vier Stufen zu installierender Gesamtunterwerksleistung. Die 
Variablen Versatz und Unterwerkspositionen beeinflussen die Investitionsanteile für die 
Fahrleitung und die Fahrzeuge dagegen nicht. Je nach Verteilung der Unterwerke entlang 
der Strecke werden 24, 27, 30 oder vereinzelt 33 MVA benötigt, um eine Überschreitung 
der thermischen Belastbarkeit aller Unterwerke durch die auftretende Belastung aus-
zuschließen. Die Sprünge in den Gesamtinvestitionen von 0,15 Mio. € entsprechen jenem 
Differenzbetrag, der für eine Erhöhung der Nennscheinleistung eines 
1,5kV-DC-Unterwerkes um den Mindestschritt 3 MVA in Tabelle A.6 (Anlagen) angege-
ben ist. 
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Abbildung 6.12: Ergebnis der Unterwerkspositionierung (Beispiel);  
Relation Investitionen und Netzenergiebedarf 
Der kontinuierliche Verlauf der erreichten Werte für den Netzenergiebedarf ist damit zu 
begründen, dass dieser Zielwert im Gegensatz zu den Errichtungskosten für die Unterwer-
ke nicht in Stufen erhöht wird, sodass sich jede kleine Änderung der Unterwerkspositionen 
und des Versatzes auf den Zielwert auswirkt. 
Von 3485 gerechneten Varianten sind sechs nicht-dominiert. Für diese enthält Tabelle 6.3 
die resultierenden Unterwerksstandorte mit den zugehörigen Nennscheinleistungen, den 
Wert der Variable Versatz sowie die erreichten Zielwerte für Investitionen und Netz-
energiebedarf. 
Tabelle 6.3: resultierende Unterwerksstandorte, -nennscheinleistungen  
und Zielwerte der nicht-dominierten Lösungen 
 Unterwerksstandorte in km/F­® in MVA Versatz ¿ÀkÁ» ôõAkhÁ 
 Uw 1 Uw 2 Uw 3 Uw 4 Uw 5 in % in MWh in Mio.€ 
Lösung 1-5 0/6 9,3923/6 15,1009/6 21,7234/6 28,956/3 0% 7,9565 294,542 
Lösung 6 0/3 9,3923/6 15,1009/6 21,7234/6 28,956/3 90% 7,95896 294,392 
Mit diesen sechs Lösungen werden nur zwei tatsächlich unterschiedliche Zielwertvektoren 
gefunden, da unterschiedliche Variablenwerte für die Reserveverteilung zu gleichen Unter-
werkspositionen, Investitionen und Übertragungsverlusten im Fahrleitungsnetz führen 
können. Von identischen Zielwertvektoren wird allerdings keiner als dominiert eingeord-
net, sie gelten untereinander als indifferent. Tabelle 6.4 zeigt die genauen Variablenwerte 
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der Reserveverteilung von drei der fünf Lösungen, die einen gemeinsamen nicht-
dominierten Zielvektor bilden.  
Tabelle 6.4: Variablenwerte von drei unterschiedlichen Lösungs- 
varianten mit gleichen Zielwertvektoren 
 15 Wegmarken für die Verteilung des Speiselängenüberschusses in km 
Lösung 1 18 25 16 29 25 17 15 22 20 20 20 13 29 21 15 
Lösung 2 15 20 29 29 13 10 24 22 23 19 28 15 26 17 14 
Lösung 3 23 25 16 29 29 17 12 18 20 20 20 13 26 21 15 
Bei allen Varianten ist die Verteilung der Reserveanteile im Detail unterschiedlich, während 
die Anzahl, die jedem einzelnen vorläufigen Speiseabschnitt zugeordnet wurde, bei allen 
identisch ist (Abbildung 6.13).  
 
Abbildung 6.13: Verteilung der Speiselängenreserve für drei unterschiedliche Lösungsvarianten  
mit gleichen Zielwertvektoren auf die vorläufigen Speiseabschnitte 
Die resultierenden Unterwerksstandorte und Speiseabschnittslängen sind somit ebenfalls 
bei allen drei Lösungen gleich (Tabelle 6.3). An dieser Stelle wird deutlich, dass die Ver-
kleinerung des Variablenraumes über eine geschicktere Formulierung der variablen Unter-
werksstandorte dazu beitragen könnte, das Optimierungsproblem zukünftig noch effektiver 
zu lösen. Dennoch arbeitet das in dieser Arbeit genutzte Prinzip zur Unterwerks-
optimierung zuverlässig. Die für die Nennspannung 1,5 kV im Fahrleitungsnetz geltende 
Minimalspannung von 1 kV wurde bei keiner berechneten Lösung unterschritten.  
6.2 Bewertung der Ergebnisse 
6.2.1 Analyse von Genauigkeit und Rechenzeit 
6.2.1.1 Genauigkeit 
Genetische Algorithmen zählen zu den probabilistischen Suchverfahren, welche sich den 
pareto-optimalen Lösungen durch intelligente Stichproben nähern. Ob sie diese finden, 
hängt auch von der Abstimmung der Suchparameter des Algorithmus auf das vorliegende 
Optimierungsproblem ab. Es ist immer möglich, dass bessere Lösungen als die gefundenen 
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suchfortschrittsabhängigen Abbruchkriteriums für die mehrkriterielle Optimierung wird 
dieses Problem verstärkt, wenn die Rechnung unwissentlich zu früh abgebrochen wurde. 
Die gefundenen pareto-optimalen Lösungen sollten deshalb auf ihre Plausibilität geprüft 
werden, sofern Erwartungswerte formuliert werden können. Dies ist mitunter für einzelne 
Variable-Zielwert-Relationen der Fall. Prüfen lassen sich diese Werte allerdings nur an den 
Begrenzungen der Pareto-Front, womit jene Lösungen gemeint sind, die den absoluten 
Extremwert für einzelne Zielwerte bilden. Nur hier summieren sich die Einflüsse der  
einzelnen Variablen auf den Zielwert, sodass jede Variablen isoliert ausgewertet werden 
kann, während bei allen anderen pareto-optimalen Lösungen bezüglich aller Zielwerte  
abgewogen wurde. Eine Vorhersage dieser Ergebnisse ist kaum möglich.  
Im vorliegenden Optimierungsproblem können für die Investitionen nur wenige Werte 
festgelegt werden. Den bekannten Minimalwert 1,1 des Komfortfaktors erreichen sehr  
viele Lösungen (vgl. Tabelle 5.18). Bei Netzenergiebedarf und Reisezeit kann der Vergleich 
von ermittelten und erwarteten Minimalwerten allerdings Aufschluss über die Güte der 
gefundenen Lösungen geben.  
MWh
min
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4. Zielwert: Komfortfaktor in Pers./Sitzpl.
 
Abbildung 6.14: gefundene absolute Minimalwerte für Netzenergiebedarf und mittlere Reisezeit 
Die ermittelten Randlösungen sind in Abbildung 6.14 markiert. Tabelle 6.5 zeigt die zuge-
hörigen Variablenwerte sowie, sofern vorhanden, bessere Lösungen. 
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Tabelle 6.5: Erwartungs- und Ergebniswerte für einen absolut minimalen Netzenergiebedarf und 
eine absolut minimale mittlere Reisezeit, ? = unbekannt, o = kein Einfluss 
 Extremwert minimaler Energiebedarf Extremwert minimale Reisezeit 
Variable Erwartungswert gefundene 
Lösung 




Beharrungsgeschw. Min (65) 65 65 Max (80) 80 
Nennspannung Max (5) 5 5 o o 
Speisefaktor ? 0,6 1 o o 
Fahrleitungstyp 1 9 1 o o 
Takt Min (1) 7 7 Min (1) 1 
Fahrzeugtyp 1 (Triebw.) 1 1 1 1 
Nennfrequenz 1 2 1 o o 
Auslauffaktor ? 1 1 1 1 
Fahrzeugleermasse Min (80) 80 80 Min (80) 80-85 
Traktionsleistung 
Triebwagen 
o/Min 2300 2400 o/Max 2300 u. 2400 
Wagenanzahl Max (?) 9 9 ? 6 u. 9 
Speiseart 4 4 4 o o 
Versatz ? 60 40 o o 
Traktionsleistung 
Lokomotive 
Min/o o o Max/o o 
¿ÀkÁ» in MWh  6,74392 6,70032   £e̅ in min     17,4316 
Die Erläuterungen zu den Erwartungswerten finden sich in Tabelle A.9 und Tabelle A.10 
(Anlagen). Insgesamt stimmen die Ergebnisse mit den Erwartungswerten gut überein,  
weshalb davon auszugehen ist, dass die Breite der Pareto-Front ausreichend gut abgebildet 
wurde. Der gefundene minimale Netzenergiebedarf konnte mit einer zusätzlichen lokalen 
Parametervariation leicht verbessert werden, da die gefundene Nennfrequenz, die Fahr-
leitungsbauart und die Traktionsleistung der Triebwagen nicht exakt den Erwartungen  
entsprachen. Der erzielte Unterschied im Netzenergiebedarf ist nicht gravierend, eine sehr 
gute Lösung ist folglich gefunden worden. Ziel war es jedoch, die energetisch optimale  
Variablenkombination zu ermitteln.  
Im Falle der minimalen Reisezeit wurde die absolute Minimallösung gefunden, eine weitere 
Verbesserung war nicht möglich. Der Extremwert minimale Reisezeit wird von mehreren 
Individuen erreicht, bei denen auch Leichterungen von 81-85% auftreten. Rechnet man 
diese mit der Leichterung 80, verbessert sich der Energiebedarf, nicht aber die Fahrzeit. 
Grund hierfür ist die Beschleunigungsgrenze von maximal 1m/s², deren Einfluss bereits 
auf der Ebene der erforderlichen Zugkraft sichtbar wird. Abbildung 6.15 zeigt diese bei 
maximaler Streckenwiderstandskraft.  
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Abbildung 6.15: Zugkraft-Geschwindigkeits-Diagramm  
für Triebwagen mit 80 und 85% Leermasse 
Der durch das Fahrzeuggewicht hervorgerufene Unterschied in den Fahrwiderständen ist 
kaum auszumachen. Die erforderliche Beschleunigungskraft für das Erreichen der  
maximalen Beschleunigung (1 m/s²) ist bei schwereren Fahrzeugen etwas höher, sofern die  
maximale Traktionsleistung der Fahrzeuge nicht erreicht wird. Die erreichbare Beschleu-
nigung ist folglich bei beiden Fahrzeugen gleich. Die Kraftschlussgrenze liegt in beiden  
Fällen bei allen Geschwindigkeiten auch in der stärksten Steigung über der Be-
schleunigungsgrenze und spielt somit keine Rolle. Auswirkungen auf die Fahrzeit hat das 
Fahrzeuggewicht nur dann, wenn die Kraftschlussgrenze ein Erreichen der maximalen  
Beschleunigungskraft nicht zulässt. 
Neben der Analyse der pareto-optimalen Randwerte ist es hilfreich, nach sichtbaren  
Tendenzen in den Ergebnissen zu suchen und diese gegebenenfalls im Anschluss an die 
Rechnung von Hand zu verstärken. Für welche Individuen eine solche nachträgliche  
Variation nützlich oder notwendig ist, liegt im Ermessen des Nutzers. Sie bietet sich  
insbesondere an, wenn die Wahl bereits auf eine Vorzugslösung gefallen ist und diese un-
erwartete Variablenwerte enthält oder wenn in der direkten Nachbarschaft eine deutliche 
Tendenz zu erkennen ist. Wenn zum Beispiel bei der Variable Beharrungsgeschwindigkeit 
(Wertebereich 65-80 km/h) ein Wert von 65 km/h häufig als energetisch optimal aus-
gewiesen wird, das vom Nutzer bevorzugten Individuum jedoch den Wert 66 km/h ent-
hält, ist eine Tendenz zum kleinsten Variablenwert zu vermuten. Dann ist das Vorzugsin-
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Die Veränderung einzelner Variablenwerte von Hand kann allerdings nicht mit einer  
Optimierung aller Parameter gleichgesetzt werden. Ist zum Beispiel der neue Variablenwert 
65 km/h nur in Verbindung mit einem anderen Versatz energetisch günstiger, würde diese 
Verbesserung mit der nachträglichen Variation unter Umständen ebenfalls nicht gefunden. 
Sie ist somit nur als punktuelle Ergänzung zu verstehen.  
6.2.1.2 Rechenzeit 
Für die Lösung des vollständigen Optimierungsproblems wurde nach mehreren Testläufen 
eine Rechenzeit von zehn Tagen festgelegt. In diesem Zeitraum werden aus ~1,4 ∙ 1035 
möglichen Lösungen etwa 20000 Lösungen erzeugt und bewertet. Da die Anzahl erforder-
licher Versuche sowohl von den Eigenschaften des Problems (wie der Anzahl lokaler  
Optima) als auch den richtigen Suchparametern abhängt, besitzt diese Zeitangabe keine 
Allgemeingültigkeit für jedes Problem vergleichbarer Dimension.  
Eine Verkürzung der Rechenzeit lässt sich zum Einen mit effektiveren Suchparametern 
erreichen, zum Anderen kommt eine Verkleinerung des Lösungsraumes in Betracht.  
Größere Variablenschritte sind häufig ein guter Kompromiss, um den Suchraum zu ver-
kleinern, ohne auf notwendige Variablen verzichten zu müssen. Beide Maßnahmen dienen 
dazu, die Zahl erforderlicher Versuche zu reduzieren. Daneben ist speziell bei simulations-
gestützter Optimierung eine Senkung der Simulationszeit pro Individuum sinnvoll, da sich 
diese Zeitersparnis mit der Anzahl zu evaluierender Lösungen multipliziert und daher nicht 
weniger wirkungsvoll ist. Der Zeitraum, den die Logik des genetischen Algorithmus zum 
Auswerten und Generieren von Lösungen braucht, ist im Vergleich zur Simulationszeit, die 
für jede Zielwertberechnung notwendig ist, vernachlässigbar gering.  
Im Zusammenhang mit der Rechenzeit muss nochmals auf das Problem des fehlenden 
suchfortschrittsabhängigen Abbruchkriteriums hingewiesen werden. Die Genauigkeit der 
gefundenen Lösungen war mit einem Abbruch der Rechnung nach zehn Tagen aus-
reichend, dennoch kann die Konvergenz des genetischen Algorithmen bei einem solchen 
Abbruch nach Zeit nicht garantiert werden, da eine genetische Suche immer auch zufällige 
Elemente in sich trägt, wodurch nicht jeder Lauf gleich schnell konvergiert.  
Abbildung 6.16 zeigt den Verlauf der Anzahl nicht-dominierter Lösungen für drei Läufe 
mit leicht verschiedenen Parametereinstellungen bei gleicher Rechenzeit (10 Tage). Die 
Ergebnisse des besten Laufes N wurden für die Auswertung genutzt und in den Abschnit-
ten zuvor vorgestellt.  
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Abbildung 6.16: Anzahl der im Verlauf der Suche gefundenen nicht-dominierten Lösungen 
Die dargestellten Verläufe sind ein Indiz für einen vorzeitigen Abbruch, denn in allen  
Läufen wurden auch noch unmittelbar vor Rechnungsende nicht-dominierte Lösungen 
gefunden. Der These eines vorzeitigen Abbruches steht wiederum die gute Approximation 
der Pareto-Front-Enden entgegen, die im vorangegangenen Kapitel beschrieben wurde. 
Diese letzte Unsicherheit bezüglich der gewählten Rechenzeit ist ohne ein intelligentes  
Abbruchkriterium nicht auszuräumen. Das Ermitteln der richtigen Rechenzeit über  
mehrere Testläufe ist weder effizient noch hinreichend genau. 
6.2.2 Herausfiltern einer Vorzugsvariante aus der pareto-optimalen Gruppe 
Ein wesentlicher Vorteil der mehrkriteriellen Optimierung ist die zeitliche Verzögerung der 
Entscheidung, welchem Kriterium welches Gewicht zugesprochen wird, um zu einer  
eindeutigen Lösung zu gelangen. Stellt sich heraus, dass die gefundene Vorzugslösung doch 
nicht den Vorstellungen entspricht, z.B. aufgrund einzelner unerwünschter Variablenwerte, 
die im Lösungsraum nicht sichtbar sind, kann die Auswahl überdacht und erneuert werden, 
ohne die zeitaufwendige Optimierungsrechnung neu starten zu müssen. Dann ist noch die 
Frage zu klären, wie man in der Menge gefundener pareto-optimaler Lösungen die den  
eigenen Präferenzen am besten entsprechende Lösung finden kann.  
Eine Möglichkeit besteht darin, mit einer monokriteriellen gewichteten Ersatzzielfunktion 
für einzelne diskrete Wichtungsfaktoren Einzellösungen zu ermitteln und diese in der ge-
fundenen Pareto-Front zu lokalisieren, um eine Vorstellung zu entwickeln, welche Bereiche 
der Pareto-Front mit bestimmten Wichtungsfaktoren erreicht werden (Abbildung 6.17 a)). 
So ist zumindest eine grobe Eingrenzung der in Frage kommenden Lösungen möglich. 
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gelten aufgrund der notwendigen Mehrfachberechnung desselben Optimierungsproblems. 
Für den Spezialfall mehrerer Minimierungskriterien mit gleicher Wichtung kann vereinfacht 
jene Lösung als gesamtoptimal gelten [1], welche den minimalen euklidischen Abstand zum 
Koordinatenursprung besitzt (Abbildung 6.17 b)).  
 
Abbildung 6.17: Entscheidungsfindung über a) eine monokriterielle Stützstelle, b) den  
minimalen Abstand zum Koordinatenursprung, c) die Definition von Maximalgrenzen 
Nachteilig an beiden Varianten der Entscheidungsfindung ist die bloße Verlagerung der 
Wichtung an das Optimierungsende, obwohl sie mit der Pareto-Optimierung gänzlich  
vermieden werden kann. Eine dritte Möglichkeit, die Einführung von Maximalgrenzen, ist 
in Abbildung 6.17 c) dargestellt. Sie beruht darauf, dass es dem Anwender nach der  
Optimierung unter Betrachtung der gefundenen Lösungen leichter fällt, für jedes Kriterium 
eine individuelle Höchstgrenze festzulegen, als relative Wichtungsfaktoren zwischen den 
Kriterien anzugeben. Diese nachträgliche Einschränkung des Lösungsraumes wird dadurch 
vereinfacht, dass die Bandbreite erreichbarer Zielwerte sichtbar ist.  
Dieses Verfahren soll im Folgenden anhand der Ergebnisse aus Kapitel 6.1.1 für das  
vollständige Optimierungsproblem erläutert werden. Abbildung 6.18 zeigt alle nicht-
dominierten Lösungen in der Übersicht. 
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Abbildung 6.18: Alle gefundenen nicht-dominierten Lösungen  
des kompletten Optimierungsproblems 
Die Grenzwerte werden im Folgenden schrittweise für jedes Optimierungsziel einzeln  
festgelegt, beginnend mit dem Komfortfaktor. In diesem Beispiel wird die Entscheidung 
von einem Anwender getroffen, der Abbildung 6.18 entnehmen kann, dass der Komfort-
faktor Werte zwischen 1,1 und 7,1 Personen/Sitzplatz annimmt. Der Minimalwert 1,1  
bedeutet, dass nahezu jeder Fahrgast einen Sitzplatz vorfindet, was in Metros mit ihren 
kurzen Aufenthaltszeiten im Fahrzeug für die Spitzenstunde ungewöhnlich ist. Der Faktor 
7,1 spricht für einen sehr hohen Auslastungsgrad der Fahrzeuge. Rund sechs von sieben 
Fahrgästen stehen, teils auf den dafür vorgesehenen Flächen, teils in Gängen und Tür-
spuren, wodurch mit erhöhten Fahrgastwechselzeiten zu rechnen ist. Aus diesen Gründen 
erscheint der mittlere Wertebereich des Komfortfaktors als akzeptabel sodass die  
Einschränkung wie folgt vorgenommen wird: 
1. Einschränkung des Komfortfaktors (in Pers./Sitzplatz) 
3 ≤ n32º3eÁ ≤ 5 (6.2) 
Dann reduziert sich die Zahl in Frage kommender optimaler Lösungen von 1406 auf 463. 
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4. Zielwert: Komfortfaktor in Pers./Sitzpl.
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Abbildung 6.19: Wirkung der Einschränkung des Zielwertes Komfortfaktor  
Als zweiter einzuschränkender Zielwert werden die Investitionen betrachtet. In Abbildung 
6.19 ist zu erkennen, dass eine große Gruppe pareto-optimaler Lösungen Investitionswerte 
im Bereich von 1 Mrd. € erreicht. Legt man genau diese Grenze fest, fällt ein hoher Anteil 
der Lösungen heraus. Dennoch ist diese Grenze nicht zu eng gewählt, da der Grenzwert 
mehr als das Dreifache des Minimalwertes beträgt (264 Mio. €) und somit eine ausreichen-
de Wahlmöglichkeit für die beiden restlichen Zielwerte Netzenergiebedarf und mittlere 
Reisezeit zulässt. Auch sind alle in Frage kommenden Komfortfaktoren noch  
vertreten.  
2. Einschränkung der Investitionen:  
ôõAkhÁ ≤ 1000 Mio.€ (6.3) 
Somit bleiben 149 mögliche Lösungen, die über die beiden verbleibenden Zielwerte weiter 
verringert werden können (Abbildung 6.20). Im Beispiel sei dem Anwender das Erreichen 
einer geringen mittleren Reisezeit überdurchschnittlich wichtig, weshalb 18 min als obere 
Grenze festgelegt werden, während ein Netzenergiebedarf bis 15 MWh akzeptabel sei.  
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Abbildung 6.20: Wirkung der Einschränkung des Zielwertes Investitionen  
3. Einschränkung der mittleren Reisezeit:  
£e̅ ≤ 18 min (6.4) 
4. Einschränkung des Netzenergiebedarfes:  
¿ÀkÁ» ≤ 15 MWh (6.5) 
Ist die Anzahl möglicher Lösungen durch das Setzen von Zielwertgrenzen überschaubar 
geworden, empfiehlt es sich, auch die Variablenwerte in die Auswertung einzubeziehen,  
da auch hier häufig einzelne Variablenwerte bevorzugt werden. Nach den 4 wie oben  
gesetzten Grenzen bleiben 10 Lösungen, die in Tabelle 6.6 aufgelistet sind. Bei allen  
Lösungen wurde der Auslauffaktor 1, der Fahrzeugtyp 1 und die Wagenanzahl 6 ermittelt, 
sodass diese Variablen weggelassen werden, ebenso wie der Versatz, für den keine persön- 
lichen Referenzen existieren. Mit der Festlegung des Fahrzeugtyps Triebwagen spielt die 
Lokomotivleistung keine Rolle. Anstelle der Verteilung der Speiselängenreserve über die 
Streckenlänge werden die Standorte und Nennscheinleistungen der Unterwerke als eher 




Tabelle 6.6: Durch Grenzwerte eingeschränkte 10 mögliche Lösungen (Beispiel),  
graue Markierung = Ausschlusskriterium im direkten Vergleich 
  1 2 3 4 5 6 7 8 9 10 
Beharrungsgeschw. km/h 80 80 80 80 72 73 79 79 74 80 
Nennspannung kV 25 25 25 25 25 25 15 25 15 25 
Speisefaktor - 1 0,3 0,4 0,3 0,2 0,4 0,2 0,4 0,4 0,7 
Fahrleitungstyp - 9 8 10 9 9 7 10 9 9 7 
Takt min 4   4 4 4 3 3 3 3 3 3 
Nennfrequenz Hz 16,7 16,7 16,7 16,7 16,7 16,7 50 16,7 0 16,7 
Fahrzeugleermasse % 81 83 86 91 87 88 83 84 100 85 
Traktionsleistung kW 2200 2300 2400 2100 2400 2200 2200 2100 2400 2100 
Speiseart - 3 4 4 1 4 2 1 1 4 4 ¿ÀkÁ» MWh 11,4 11,4 11,4 12,4 13,5 14,0 14,6 14,8 14,8 14,9 £e̅ min 18,0 18,0 18,0 18,0 18,0 17,9 17,5 17,5 17,8 17,5 ôõAkhÁ Mio.€ 934 807 667 448 836 754 971 936 783 875 n32º3eÁ Pers.Sitzpl. 4,8 4,8 4,8 4,8 3,6 3,6 3,6 3,6 3,6 3,6 FÀk,­® MVA 20 20 20 20 20 20 20 20 20 20 20 30 30 20 20 20 20 
Standort(e) der  
Unterwerke 





0 28,9 0 28,9 
Bei Betrachtung der Variablenwerte wird der Takt mit 4 min ausgeschlossen, da er im di-
rekten Vergleich für den Fahrgast weniger attraktiv ist als ein 3-min-Takt aufgrund der län-
geren Wartezeit. Für die Lösungen 7 und 8 sind die Investitionen vergleichsweise hoch, 
obwohl eine identische Reisezeit und ein ähnlicher Netzenergiebedarf auch von Lösung 10 
erreicht wird. Im Vergleich der Lösungen 5, 6, 9 und 10 wird letztlich Lösung 10 bevorzugt 
aufgrund der geringeren Reisezeit. Mit allen Variablenwerten dieser Vorzugslösung sowie 
den zugehörigen Unterwerksstandorten und -nennscheinleistungen sind für das Erreichen 
der individuellen Auslegungsziele die notwendigen Parameter des zu errichtenden Bahn-
systems bekannt. 
Die hier vorgestellte Grenzwertfestlegung ist natürlich beliebig; andere Anwender haben 
eigene Präferenzen und setzen die Grenzwerte anders. Dieses Beispiel sollte zeigen, dass 
die große Zahl nicht-dominierter Lösungen relativ einfach schrittweise reduziert werden 
kann, um zu einer individuellen Optimallösung zu gelangen. 
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6.2.3 Ablesbare Gesetzmäßigkeiten 
Mit dem Blick auf die Ergebnisse sind häufig Zusammenhänge erkennbar, die dem Nutzer 
vor der Optimierung eventuell bekannt, aber nicht bewusst waren. Ein Beispiel ist der Ein-
fluss der Variable Beharrungsgeschwindigkeit (65-80 km/h) auf den Zielwert Investitionen. 
Für die Minimierung der Investitionen wurde die geringstmögliche Beharrungsgeschwin-
digkeit als optimal vermutet, da dann der Fahrtanteil mit Maximalleistung, der Energie-
bedarf einer Zugfahrt und damit auch der Netzenergiebedarf am geringsten ist, wodurch 
eventuell mit kleineren Unterwerksleistungen zu rechnen ist. Denkbar ist ebenso, dass der 
Einfluss zu gering ist und die Unterwerkskosten über den gesamten Variablenbereich  
konstant bleiben, da die Unterwerksleistung nur stufenweise erhöht wird.  
Abbildung 6.21 zeigt dagegen einen fallenden Verlauf der Investitionen trotz steigendem 
Netzenergiebedarf, wie er bei einzelnen Individuen immer wieder zu beobachten war.  
Verändert wurde für diese Graphik lediglich die Variable Beharrungsgeschwindigkeit, alle 
anderen blieben konstant: 
 
Abbildung 6.21: Verlauf von Investitionen und Netzenergiebedarf  
bei steigender Beharrungsgeschwindigkeit (Beispiel) 
Die Zusammensetzung der Investitionen zeigt für dieses Beispiel Abbildung 6.22. Die  
Gesamtinvestitionen wechseln zur Verdeutlichung die Farbe bei jeder leichten Verän-
derung. Der Anteil der Fahrleitung bleibt konstant, da er im gewählten Wertebereich  
unabhängig ist von der Beharrungsgeschwindigkeit, sofern sich wie hier die Anzahl der 























Abbildung 6.22: Zusammensetzung der Investitionen bei  
steigender Beharrungsgeschwindigkeit (Beispiel) 
Die Investitionen für die Fahrzeuge sinken zwischen 69 und 70 km/h. Dieser Sprung lässt 
sich mit der Verringerung der Anzahl benötigter Fahrzeuge erklären, wenn die Umlaufzeit 
bei steigender Beharrungsgeschwindigkeit unter einen vorher unbekannten Schwellwert 
sinkt und ein Zugverband eingespart werden kann. Auch wenn dieser Effekt nicht  
unbekannt ist; ob überhaupt und wenn ja mit welchen Geschwindigkeiten genau Fahrzeuge 
eingespart werden können, hängt von vielen anderen die Zugbewegung beeinflussenden 
Variablen ab (Takt, Wagenanzahl, Fahrzeugleistung u.v.m.) und kann nur über die Berech-
nung aller Kombinationen oder eine Optimierung in die Systemauslegung einfließen.  
Bei den Unterwerksinvestitionen finden sich Sprünge zwischen den Geschwindigkeiten 
65/66 km/h und 78/79 km/h, allerdings nach unten und nicht wie erwartet nach oben. 
Tabelle 6.7 zeigt die exakten Zahlenwerte für die Unterwerkskosten sowie die ermittelten, 
den Kosten zu Grunde liegenden Unterwerksleistungen. 
Tabelle 6.7: Unterwerksnennscheinleistungen bei  
verschiedenen Beharrungsgeschwindigkeiten (Beispiel) 
Beharrungsgeschw. in km/h 65 66…78 79 80 
Unterwerk 1 (km 0), F in MVA 10 5 5 5 
Unterwerk 2 (km 8,1824), F in MVA 15 15 10 10 
Unterwerk 3 (km 28,956), F in MVA 10 10 10 10 
Investitionen für alle Unterwerke in Mio. € 7,7 7,5 7,3 7,3 
Die Reduzierung der Unterwerksscheinleistung bei steigender Geschwindigkeit war so 
nicht vorherzusehen. Am Unterwerk 1 kann etwa beim Wechsel von 65 auf 66 km/h  
die Unterwerksnennscheinleistung von 10 auf 5 MVA reduziert werden. Für beide  
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Belastbarkeit eines 5-MVA-Unterwerkes. Die Belastung des Szenarios mit 65 km/h über-
schreitet im Bereich sehr kurz währender Lastspitzen die Belastbarkeit des Unterwerkes, 
diese Leistungsstufe ist im hier genutzten Auslegungsalgorithmus unzureichend.  
 
Abbildung 6.23: Belastung bei 65/66 km/h und Belastbarkeit des Unterwerkes 1 (Beispiel) 
Die unterschiedliche Kurzzeitbelastung in beiden Szenarien führt dazu, dass eine Aus-
rüstung des Unterwerkes mit 5 MVA für 65 km/h nicht ausreichend ist. Erklären lässt sich 
dieses Phänomen mit der starken Abhängigkeit der benötigten Unterwerksleistung von der 
Lastverteilung im Energieversorgungsnetz und damit den Positionen der Züge in den  
Speiseabschnitten, welche sich wiederum mit einer variablen Beharrungsgeschwindigkeit 
ändern. Dieser Einfluss ist in Einzelfällen stärker als die zusätzlichen Leistungsanfor-
derungen einer höheren Fahrgeschwindigkeit. 
Tabelle 6.8: Zugposition und -scheinleistungsbezug bei 
 maximaler Kurzzeitbelastung des Unterwerkes 1 (Beispiel) 
 65 km/h 66 km/h 
Zugname z in km F in MVA z in km F in MVA z in km F in MVA 
R1 0,184 3,274 1,383 0,500 0,026 -1,626 
R2 5,835 3,278 7,088 3,277 5,625 3,185 
H5 7,515 3,260 6,159     3,268 7,561 3,257 








1 10 100 1.000 10.000
S
t*
absolute Belastbarkeit, 5 MVA zeitgewichtete Belastung, 65 km/h





Tabelle 6.8 zeigt die Zugverteilung im Speiseabschnitt im Zeitschritt mit maximaler  
Belastung (£∗ = 1, links in Abbildung 6.23). Die letzten beiden Spalten enthalten zum  
Vergleich die Situation, in der Zug H6 bei 66 km/h an gleicher Stelle beschleunigt. Durch 
den geringfügigen Unterschied in der Fahrgeschwindigkeit hat sich die Situation im Speise-
abschnitt verändert, Zug R1 bremst und speist bereits Leistung in das Energieversorgungs-
netz zurück. Dass die Summe der Zugleistungen deutlich die maximale Kurzzeitbelastung 
des Unterwerkes aus Abbildung 6.23 übersteigt, liegt in der zweiseitigen Speisung des  
Abschnittes begründet, wodurch ein Teil der Leistung von Unterwerk 2 bezogen wird.  
6.2.4 Erkenntnisse aus der Anwendung des vorgestellten Verfahrens 
6.2.4.1 Genauigkeitsprobleme bei der Speiselängenverteilung  
Zu Beginn der Optimierungsrechnungen mit dem vollständigen Optimierungsproblem aus 
Kapitel 6.1.1 entsprach die Verteilung der Speiselängenreserve innerhalb der nicht-
dominierten Lösungsgruppe nicht den Erwartungen. Diese Verteilung dient einerseits  
dazu, die über den in Kapitel 5.3.8 vorgestellten Algorithmus ermittelten maximalen  
Speiseabschnittslängen so zu verkürzen, dass ihre Summe genau der Streckenlänge ent-
spricht. Gleichzeitig ist jeder Speiseabschnitt so zu bemessen, dass die beiden Zielwerte 
Netzenergiebedarf und Investitionen insgesamt minimiert werden.  
Für das zweite Ziel ist das Optimum stark abhängig von der Anzahl benötigter Speiseab-
schnitte, welche sich wiederum nach der gewählten Nennspannung richtet. Die Vorhersage 
des idealen Ergebnisses fällt bei einer in hohem Maße veränderlichen Nennspannung 
schwer. Dennoch lautete eine Vermutung, dass zumindest bei allen nicht-dominierten  
Lösungen mit mehr als einem Speiseabschnitt die Speiseabschnitte bevorzugt an den  
örtlichen Leistungsschwerpunkten (Steigungen, Haltepunkte) in Streckenmitte verkürzt 
werden müssten, um an den Stellen mit den wahrscheinlich größten Strömen im Fahr-
leitungsnetz die geringsten Leiterlängen bis zum Einspeisepunkt Unterwerk zu realisieren. 
Stattdessen wurde bevorzugt an Streckenanfang und Streckenende verkürzt, wie der  
Mittelwert der Speiselängenreserveverteilung aller nicht-dominierten Lösungen für einen 
früheren Optimierungslauf zeigt (Abbildung 6.24). Ein unmittelbarer Grund für diese  
deutliche Tendenz kann aus dem Streckenprofil nicht abgelesen werden; Haltepunkt-
abstand und Steigung weichen nicht stark vom Durchschnitt ab.  




Abbildung 6.24: Mittelwerte der Speiselängenreserveverteilung aller nicht-dominierten  
Individuen (erster Optimierungslauf, oben) im Vergleich zum Streckenprofil (unten) 
Neben der wenig wahrscheinlichen Möglichkeit, dass die gefundene Tendenz zur Unter-
werksverteilung tatsächlich den Netzenergiebedarf minimiert, kam ein Suchfehler als  
mögliche Erklärung des Ergebnisses in Betracht, da gerade die Variablengrenzen auffällig 
häufig gewählt wurden. Unter diesen Umständen wären die gefundenen nicht-dominierten 
Lösungen nicht die besten. Um einen solchen Suchfehler zumindest anhand einer  
Stichprobe auszuschließen, wurde an einem Beispielindividuum der nicht-dominierten 
Gruppe die Berechnung aller Möglichkeiten der Speiselängenverteilung durchgeführt 
(komplette Enumeration): 
 = (66|3|0,5|4|6|1|1|0,7|82|2300|9|4|40|3600| … 
… 2|23|7|19|10|25|1|1|2|24|6|25|1|1|3	 Ëkf2jek ºüe Ý;k keÁk;¯Bf Ýkh «^k;hk¯äfküÜkeh]iBhhkh ) 
(6.6) 
Die vermeintlich optimale Speiseabschnittsverkürzung an den 15 Wegmarken ist in Abbil-









































Abbildung 6.25: Ermittelte optimale Speiseabschnittsverkürzung (Beispiel) 
Tabelle 6.9 zeigt die Unterwerksstandorte vor der Verkürzung der Speiseabschnitte gemäß 
der Reserveverteilung in Abbildung 6.25 und danach. Mindestens fünf Unterwerke sind für 
die Spannungshaltung im Netz erforderlich. Der Unterwerksabstand soll mit der Verteilung 
der Speiselängenreserve noch optimiert werden. 
Tabelle 6.9: Ermittelte Unterwerksstandorte und  
-nennscheinleistungen des Testindividuums 
 Uw 1 Uw 2 Uw 3 Uw 4 Uw 5 
Unterwerksstandorte in km, 
vor Verkürzung 0 8,5104 17,0208 25,5312 34,0416 
nach Verkürzung 0 5,459 13,6304 21,8018 28,956 F in MVA 10 10 10 15 10 
Im Beispiel sind die 15 Reserveanteile auf vier zweiseitig gespeiste Streckenabschnitte  
aufzuteilen. Für die komplette Berechnung des Lösungsraumes müssen alle Varianten  
berechnet werden, wie 15 Reserveabschnitte auf diese vier Speiseabschnitte verteilt werden 
können. Es zeigte sich, dass die energetisch günstigste Verteilung der Speiselängenreserve 
für das Testindividuum die in Abbildung 6.26 dargestellte Variante ist. Eine bevorzugte 
Verkürzung des ersten und letzten Abschnittes ist nicht zu erkennen. Die während der  
Optimierungsrechnung gefundene Verteilung war nicht optimal. 
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Der Speiseabschnitt zwischen den Unterwerken 3 und 4 wird deutlich stärker verkürzt als 
alle anderen. Dieses Ergebnis ist mit der im Streckenprofil erkennbaren Steigung in diesem 
Bereich zu erklären. Die optimalen Unterwerksstandorte zeigt für das Testindividuum  
Tabelle 6.10: 
Tabelle 6.10: Optimale Unterwerksstandorte  
und -nennscheinleistungen des Testindividuums 
 Uw 1 Uw 2 Uw 3 Uw 4 Uw 5 
Unterwerksstandorte in km, 
vor Verkürzung 0 8,5104 17,0208 25,5312 34,0416 
nach Verkürzung 0 8,1714 15,3256 20,4456 28,956 F in MVA 10 15 10 10 10 
Der Unterschied im auch vom Optimierungsverfahren bewertbaren Kriterium, dem  
Netzenergiebedarf, beträgt bei beiden Varianten 8,59 zu 8,52 MWh. Die erforderlichen 
Investitionen sind in beiden Fällen identisch, da die in den Unterwerken zu installierende 
Gesamtleistung unverändert bleibt. Ein Suchfehler ist damit eindeutig nachgewiesen, da die 
neue Lösung die alte dominiert.  
Eine mögliche Erklärung für diesen Suchfehler könnte sein, dass überdurchschnittlich viele 
optimale Variablenwerte direkt auf den Variablenbereichsgrenzen gefunden wurden, weil 
sie deutlich häufiger als andere erzeugt wurden. Die wahrscheinliche Ursache hierfür ist ein 
zu groß gewählter Mutationsschritt, wodurch mutierte Werte den Variablenbereich häufig 
verlassen und auf die Grenzwerte zurückgesetzt werden müssen. 
Der Operator Mutation ist an der Entstehung aller Generationen beteiligt, mit Ausnahme 
der Startgeneration. Um den Einfluss der Mutation zu kontrollieren, wurde das Auftreten 
der Variablengrenzen 1 und 29 sowie eines Kontrollwertes in Variablenbereichsmitte  
(Kilometer 13) jeweils für die zufällig und ohne Mutation erzeugte Startgeneration sowie 
die mutierte Folgegeneration verglichen (Tabelle 6.11). 
Tabelle 6.11: Vergleich von Startgeneration und zweiter Generation, Auftreten  
von km 1, 13 und 29 bei der Speiselängenreserveverteilung (Beispiel): 
 1 13 29 
Startgeneration 138 139 143 
2. Generation 246 117 246 
Während in der Startgeneration erwartungsgemäß die drei Variablenwerte in etwa gleichen 
Anteilen vertreten sind, ist bereits in der 2. Generation nahezu eine Verdopplung des  
Vorkommens der Variablengrenzwerte zu erkennen. Dieser Unterschied ist in diesem  
frühen Stadium der Suche zu groß, um alleinig mit einer zeitweise irrtümlichen Selektion 
der nachweislich nicht optimalen Werte erklärt zu werden. Sowohl der Mutationsschritt als 
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auch die Mutationsrate waren zu hoch gewählt. Um den aufgetretenen Suchfehler  
zukünftig zu verhindern, wurden deshalb in allen Folgerechnungen beide Werte verringert.  
6.2.4.2 Suchstrategien für Probleme mit vielen nicht simulierbaren Lösungen 
Bei der Auswertung erster Optimierungsläufe, bei denen noch eine vorläufige Kodierung 
der Variablen Fahrleitungsbauart und Nennfrequenz Verwendung fand, stellte sich ein  
unbefriedigender Suchverlauf ein. Die Bewegung der Population im Lösungsraum über die 
Generationen hinweg entsprach eher einer stochastischen, weniger einer logischen Suche. 
Neben einer Reihe anderer Erklärungen kam auch die Möglichkeit in Betracht, dass die 
hohe Zahl nicht simulierbarer und daher bestrafter Individuen für den genetischen Algo-
rithmus nicht mehr zu interpretieren war. Nicht nur die unbekannten Schleifenimpedanzen 
für unübliche Fahrleitungs-/Nennfrequenz-Kombinationen, auch die damalige Beschrän-
kung der Knotenanzahl in der Netzberechnung auf nur 90 Knoten führte in diesen  
Rechnungen zu einem bestraften Anteil von bis zu 2/3 aller Individuen. Dieser Wert ver-
besserte sich über den Verlauf der Rechnung nur langsam, wodurch ein nicht unerheblicher 
Teil der Rechenzeit auf ohnehin nicht bewertbare Varianten entfiel. Mit der Überarbeitung 
des Netzsimulationsprogramms (Erhöhung der Knotenanzahl) hat sich das Problem  
entspannt, dennoch waren die Erkenntnisse aus dieser Frühphase aufschlussreich für den 
Umgang mit den Einstellungsmöglichkeiten eines genetischen Algorithmus. 
Der ineffektive Suchverlauf äußerte sich darin, dass sich die Population nicht eindeutig in 
Richtung der (bekannten) Pareto-Front bewegte. Die letztlich gefundene Pareto-Front ent-
hielt zudem Variablenwerte, die eindeutig als nicht optimal anzusehen waren. Schließlich 
konnte bei Variablen mit sehr kleinem Einfluss auf das Ergebnis (Fahrleitungsbauart, 
Nennfrequenz, Speisefaktor) die bekannte Tendenz in den Ergebnissen nicht gefunden 
werden. Alle konventionellen Maßnahmen, wie 
∙ die Verkleinerung des Verhältnisses Populationsgröße/Anzahl Generationen, um 
bei gleich bleibender Rechendauer die logische Suche über Generationen hinweg 
gegenüber der zufälligen Initialisierung stärker zu betonen, 
∙ die Veränderung der Mutationsparameter, 
∙ die Verwendung von konkurrierenden Subpopulationen mit unterschiedlichen 
Suchstrategien oder 
∙ die Etablierung einer Elite in der Population 
führten zu keiner signifikanten Verbesserung. Jedoch fiel bei der Rechnungsanalyse auf, 
dass der zu Beginn unvermeidbar hohe Anteil ungültiger Individuen auch im weiteren  
Verlauf der Suche kaum abnahm. Dies ist ein Hinweis auf eine fehlerhafte Selektion. Zwar 
werden mit den sehr hohen Strafzielwerten die unerwünschten Individuen eindeutig  
markiert, der genetische Algorithmus war aber dennoch nicht in der Lage, diese Individuen 
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mit einer geschickten Selektion frühzeitig aus der Population zu entfernen. Die große  
Menge von Individuen, die in der Population den letzten Rang zugewiesen bekommen, ist 
eine gewisse Eigenart des zu lösenden Optimierungsproblems. So bestand eine weitere 
Möglichkeit in der Anpassung der Selektion: 
∙ Erhöhung des Selektionsdruckes FD, um den Unterschied zwischen gültigen und 
ungültigen Lösungen im Fitnesswert zu verdeutlichen,  
∙ verschiedene Selektionsverfahren. 
Führten auch diese Maßnahmen nicht zum Ziel, wäre neben einem problemspezifischen 
Selektionsverfahren für das Erkennen und Aussortieren der Strafzahlenwerte nur die Modi-
fikation des Optimierungsproblems geblieben, um die Wahrscheinlichkeit der Erzeugung 
ungültiger Individuen zu reduzieren.  
Die Erhöhung des Selektionsdruckes erforderte zuerst den Umstieg von linearem auf  
nichtlineares Ranking. Bei der Wahl des Selektionsdruckes war zu beachten, dass mit der 
Erhöhung ein Verlust der Diversität in der Population einhergeht, deren Aufrechterhaltung 
aber gerade bei der mehrkriteriellen Suche nach einer Reihe optimaler Lösungen von  
großer Bedeutung ist. Eine zu starke Bevorzugung der allerbesten Individuen in der  
Selektion kann dazu führen, dass nicht mehr die komplette Pareto-Front, sondern nur  
Ausschnitte gefunden werden. Durch die Erhöhung des Selektionsdruckes war demnach 
mit einer Verbesserung der Genauigkeit der Lösungen bei gleichzeitiger Verringerung der 
Anzahl gefundener nicht-dominierter Lösungen zu rechnen. Diese Erwartung wurde nicht 
erfüllt. Schon die angestrebte Verringerung der Anzahl ungültiger Lösungen in der Popula-
tion wurde mit einem höheren Selektionsdruck nachweislich nicht erreicht (Abbildung 5.1). 
 
Abbildung 6.27: Verlauf der Anzahl ungültiger Lösungen über  




























Stochastic Universal Sampling / SP=1,7 Truncation Selection, Schwelle 30%




Sehr gute Ergebnisse erreichte dagegen die truncation selection (vgl. Kapitel 3.1.3),  
sowohl bezüglich der Genauigkeit der Pareto-Front als auch der Anzahl erzeugter ungülti-
ger Lösungen (Abbildung 5.1). Andere Selektionsverfahren, speziell das zuvor verwendete 
stochastic universal sampling, gelten in der Regel als die feinere, präzisere Selektionsform, da bei 
der Auswahl der Eltern nicht nur in gut und schlecht unterschieden wird wie bei der  
truncation selection. Doch diese einfache Unterteilung hilft im hier aufgetretenen Spezialfall, 
die ungültigen Lösungen zu eliminieren, nämlich dann, wenn die Truncation-Schwelle etwa 
identisch zum Anteil ungültiger Lösungen in der Startpopulation gewählt wird, sodass alle 
ungültigen Lösungen als schlecht eingestuft werden.  
6.2.4.3 Vermeidung eines inhomogenen Zielfunktionsverlaufes über Variablen 
Die Eigenschaften verschiedener Fahrleitungsbauarten werden in der Simulation aus-
schließlich über ihre Streckenimpedanz abgebildet, aufgeteilt in Reaktanz und Resistanz. 
Die jeweiligen Werte sind jedoch nicht nur abhängig vom Fahrleitungstyp, sondern auch 
von der variablen Nennfrequenz.  
Es wurden die Streckenimpedanzbeläge für die wählbaren Kombinationen von Fahr-
leitungsbauart und Nennfrequenz definiert und codiert. Nicht alle Fahrleitungstyp-
Nennfrequenz-Kombinationen konnten dabei mit Werten versehen werden. Für unbe-
kannte Werte kann keine Berechnung des Netzes erfolgen; stattdessen werden pauschal 
hohe Strafwerte vergeben, um eine erneute Selektion dieser Fahrleitungs-/Frequenz-
Kombinationen wenn möglich zu verhindern.  
Tabelle 6.12 zeigt die Codierung der Fahrleitungsbauart für zwei Varianten, wobei in der 
neuen Codierung lediglich die Reihenfolge der Fahrleitungsbauarten verändert wurde. Die 
Abweichungen der Zahlenwerte einzelner Schleifenresistanzen und -reaktanzen zu jenen in 
Tabelle 6.12 resultieren aus unterschiedlichen Bearbeitungsständen.  
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Tabelle 6.12: Codes und reale Werte der Variable Fahrleitungstyp, o = bestrafte Werte [40] 
Codes alt und (neu) 1 2 3 
 Nennfrequenz 0 Hz 16 2/3 Hz 50 Hz 
 Schleifenresistanz/-reaktanzbelag in 
Ω2 ´′ ·′ ´′ ·′ ´′ ·′ 
 Fahrleitungstyp       
1 (4) Weicheisenstromschiene 5.100mm², 
30°C, Schienen UIC60 
0,0459 0,000 o o o o 
2 (2) Al-Verbundstromschiene, 2.100mm², 
30°C, Schienen UIC60 
0,0305 0,000 o o o o 
3 (3) Weicheisenstromschiene 7.625mm², 
30°C, Schienen UIC60 
0,0353 0,000 o o o o 
4 (1) Al-Verbundstromschiene, 5.100mm², 
30°C, Schienen UIC60 
0,0239 0,000 o o o o 
5 (7) Ri100, Schienen UIC60 0,2296 0,000 o o o o 
6 (8) Re 200 (Ri100 + 50BzII,  
Schienen UIC60) 
0,1735 0,000 0,148 0,140 0,170 0,396 
7 (6) Ri120, Schienen UIC60 0,194 0,000 o o o o 
8 (5) Re 250 (Ri120+70BzII),  
Schienen UIC60 
0,124 0,000 o o o o 
9 (9) Re 200 (Ri100 + 50 Bz II,  
Schienen UIC60) + RL (Al240)  
o o 0,152 0,127 0,172 0,355 
10 (10) Re 200 (Ri100 + 50BzII,  
Schienen UIC60) + VL (Al240) 
o o 0,073 0,105 0,087 0,297 
11 (11) Re 200 (Ri100 + 50BzII, Schienen 
UIC60) + VL (Al240) +RL (Al240) 
o o 0,078 0,085 0,088 0,233 
Tabelle 6.12 ist mit gültigen Werten nur dünn besetzt. Die Wahrscheinlichkeit, eine nicht 
berechenbare Kombination zu wählen, ist entsprechend hoch. In einer zufällig erzeugten 
Startpopulation beträgt die Wahrscheinlichkeit beinahe 50 % (\ = 16 33⁄ = 0,48). Von grö-
ßerer Bedeutung als die Anzahl der Strafwerte ist jedoch deren Verteilung im Suchraum 
und der daraus resultierende Zielwertverlauf. Abbildung 6.28 zeigt den Verlauf des Netz-















Abbildung 6.28: Verlauf des Zielwertes Netzenergiebedarf über dem Variablenraum  
Fahrleitungsbauart/Nennfrequenz nach alter (links) und neuer Codierung (rechts) 
Bei alter Codierung ist eine starke Inhomogenität der Variable-Zielwert-Relation sichtbar 
(Abbildung 6.28, links). Da die in genetischen Algorithmen integrierte Suchlogik auf der 
Annahme basiert, dass geringe Änderungen im Variablenraum auch vergleichsweise geringe 
Veränderungen im Lösungsraum nach sich ziehen, ist diese Problemformulierung un-
zweckmäßig. Eine deutliche Verbesserung ist durch die simple Neuordnung der Fahr-
leitungsbauarten in der Codierung in Abbildung 6.28, rechts, zu erkennen, die sich auch auf 
die Suchergebnisse niederschlug. Wenn der Nutzer wie bei der Variable Fahrleitungstyp die 
Wahl hat, welchem Code welche Zahlenwerte zugeordnet werden sollen, kann eine  
Neuordnung der Variablenwerte wie in Tabelle 6.12 zu einer effektiven Suche beitragen. 
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7 Zusammenfassung und Ausblick 
Elektrische Bahnsysteme müssen für die Auslegung bisher in Arbeitsbereiche unterteilt 
werden, wodurch zwangsläufig Verbindungen abgeschnitten oder behindert werden. Die 
Entwicklung einzelner Komponenten läuft reibungslos, das Zusammenspiel im Verbund 
bietet noch Reserven. Gesucht wurde daher ein Optimierungsverfahren, das dem ver-
netzten Aufbau des Systems gerecht wird und keine Reduktion der Problemkomplexität 
erfordert, solange diese nicht unbedingt nötig ist. Dass eine Gesamtsystemoptimierung im 
ersten Schritt nicht mit derselben Genauigkeit erfolgen kann wie die bisher verbreitete  
Einzelbetrachtung von Bausteinen, versteht sich von selbst. Dennoch kann sie systemische 
Empfehlungen und Grenzwerte ermitteln, die für eine anschließende Detailauslegung 
wertvoll sind.  
In dieser Arbeit wurde ein mehrkriterieller genetischer Algorithmus gewählt, um elektrische 
Bahnsysteme ganzheitlich zu optimieren. Mehrkriterielle Optimierung behandelt verschie-
dene, auch konkurrierende Optimierungsziele, ohne dass vom Nutzer eine explizite 
Wichtung anzugeben ist. Vielmehr können für verschiedene Präferenzen mehrere Alterna-
tiven aufgezeigt werden, aus denen im Anschluss an die Optimierung gewählt wird. Ein 
genetischer Algorithmus ist ein vielseitig einsetzbares Optimierungsinstrument, das mit 
vielen Arten von Optimierungsproblemen umgehen kann. Er ist mit bereits vorhandenen 
Simulationsprogrammen koppelbar, wodurch eine hohe Modellgenauigkeit erreicht werden 
kann.  
Die Güte des gefundenen Optimums hängt maßgeblich vom formulierten Optimierungs-
modell ab und wird auch von der Datengrundlage limitiert. Es sei darauf verwiesen, dass 
der Berechnung der Investitionen zu einem großen Teil geschätzte Werte zugrunde liegen, 
welche nicht den tatsächlichen Preisen von Herstellern entsprechen. 
Entgegen der üblichen Verfahrensweise wurde in  dieser Arbeit nicht versucht, das Opti-
mierungsproblem möglichst klein und unkompliziert zu formulieren. Vielmehr wurden 
Hürden absichtlich errichtet, um die Grenzen des Optimierungsverfahrens zu ermitteln. 
Beispiele hierfür sind die Einführung von Restriktionen, die Hinzunahme eines vierten 
Zielwertes als neue Herausforderung für die Ergebnisdarstellung und die Integration einer 
großen Anzahl von Variablen, um die Komplexität der gestellten Aufgabe zu steigern.  
Die Grenzen des Optimierungsverfahrens wurden weder erreicht noch überschritten. Die 
Lösung von Problemen mit vier Zielwerten stellt keine Herausforderung dar; mit fünf oder 
sechs wird dies ebenso wenig der Fall sein. Auch für die Darstellung solcher Lösungsräume 
sind Verfahren entwickelt worden, allerdings sind diese nur schwer verständlich und gerade 
144  
 
die vergleichende Darstellung aller pareto-optimalen Lösungen ist die Stärke der mehr-
kriteriellen Optimierung.  
Auch der Variablenraum stellt mit seiner Größe von etwa 1,4 ∙ 10 möglichen Kombi-
nationen kein Hindernis für die Suchlogik dar. Ob die problemspezifische Rechenzeit von 
etwa zehn Tagen als zu lang empfunden wird, hängt vom jeweiligen Standpunkt ab. Die 
Projektplanungszeiträume für die Errichtung oder Modernisierung elektrischer Bahnen 
sind jedoch in der Regel deutlich länger. Mehrere Möglichkeiten zur Verringerung der  
Rechenzeit wurden bereits diskutiert, der Fortschritt in der Rechentechnik wird seinen An-
teil dazu beitragen. 
Da zunächst die Leistungsfähigkeit der Originaloperatoren genetischer Algorithmen im 
Blickpunkt stand, wurde bisher auf zwei weitere Möglichkeiten für die Rechenzeit-
verkürzung nicht eingegangen: das parallele Rechnen auf mehreren Prozessoren, das auf-
grund der Rechnung mit einer ganzen Population möglicher Lösungen pro Rechenschritt 
mit genetischen Algorithmen leicht umzusetzen wäre, und die Einbindung von problem-
spezifischem Wissen in die Suchlogik. Wird der Algorithmus bei seiner eigenständigen  
Suche der vielversprechenden Gebiete im Lösungsraum auf diese Weise unterstützt, kann 
die Rechnung beschleunigt werden. Eine einfache Möglichkeit wäre das direkte Aussortie-
ren nicht simulierbarer Lösungen.  
Auch wenn die Suche nach den Optimallösungen vollkommen autonom erfolgt, kann die 
Optimierung menschliche Überlegungen und Entscheidungen nicht gleichwertig ersetzen. 
Die Interpretation der Optimierungsergebnisse setzt Fachwissen voraus, insbesondere bei 
der Unterscheidung einer überraschenden Lösung von einem Fehler. Von der Übernahme 
nicht überprüfter Ergebnisse in den realen Planungsprozess ist grundsätzlich abzuraten. 
Andererseits bietet die Optimierung Lösungen bei Fragen an, die anderweitig noch gar 
nicht zu beantworten sind. Die in dieser Arbeit entwickelte Platzierung von Unterwerken 
ist ein solches Beispiel.  
Mit der erfolgreichen Optimierung einer realen Metrolinie hat die Kombination eines 
mehrkriteriellen genetischen Algorithmus mit Zugfahrtsimulation und Netzberechnung 
ihre Leistungsfähigkeit unter Beweis gestellt. Das Verfahren stellt ein effektives Werkzeug 
für die Auslegung elektrischer Bahnen dar, das den Planungsprozess wirkungsvoll unter-
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Ergebnisse der GEATbx 3.8 am Testproblem T1 












T1.1 250 [100] 25.000 Tournament 0,8 0,01 0,1 (Standard) 
T1.2 250 [50;50] 25.000 Tournament 0,8 0,01 0,1 
T1.3 250 [20;20;20;20;20] 25.000 Tournament 0,8 0,01 0,1 
T1.4 250 ? → [50;50] 25.000 SUS 0,8 0,01 0,1 
T1.5 250 ? → [50;50] 25.000 ? → SUS 0,8 0,01 0,01 (sehr fein) 
T1.6 250 ? → [50;50] 25.000 ? → SUS 0,8 0,01 0,3 (grob) 
T1.7 250 ? → [50;50] 25.000 ? → SUS 1 0,01 0,1 
T1.8 250 ? → [50;50] 25.000 ? → SUS 0,8 0,1 0,1 
T1.9 250 [20;20;20;20;20] 25.000 ? → SUS 1 0,1 [0,1;0,03;0,01;0,003;0,001] 
T1.10 125 [50;30;30;40;50] 25.000 ? → SUS 0,8 0,01 [0,1;0,03;0,01;0,003;0,001] 
T1.11 125 [50;30;30;40;50] 25.000 ? → SUS 1 0,1 0,3 
0















Abbildung A.1: Erzielte Ergebnisse für T1 (gestapelt) 
Anlagen A-3 
 
Ergebnisse der GEATbx 3.8 am Testproblem T2 












T2.1 250 [100] 25.000 Tournament 0,8 0,01 0,1 (Standard)  
T2.2 250 [50;50] 25.000 Tournament 0,8 0,01 0,1 
T2.3 250 [20;20;20;20;20] 25.000 Tournament 0,8 0,01 0,1 
T2.4 250 ? → [50;50] 25.000 SUS 0,8 0,01 0,1 
T2.5 250 ? → [50;50] 25.000 ? → Tourn. 0,8 0,01 0,01 (sehr fein) 
T2.6 250 ? → [50;50] 25.000 ? → Tourn. 0,8 0,01 0,3 (grob) 
T2.7 250 ? → [50;50] 25.000 ? → Tourn. 1 0,01 0,1 
T2.8 250 ? → [50;50] 25.000 ? → Tourn. ? →1 0,1 0,1 
T2.9 250 ? → [50;50] 25.000 ? → Tourn. ? →1 0,1 ? →0,3 
T2.10 125 [50;30;30;40;50] 25.000 ? → Tourn. ? →1 0,1 [0,1;0,03;0,01;0,003;0,001]  
T2.11 125 [50;30;30;40;50] 25.000 ? → Tourn. ? →1 0,1 ? →0,3  
0
















Abbildung A.2: Erzielte Ergebnisse für T2 (gestapelt) 
A-4  
 
Ergebnisse der GEATbx 3.8 am Testproblem T3 












T3.1 250 [100] 25 000 Tournament 0,8 0,01 0,1 (Standard)  
T3.2 250 [50;50] 25 000 Tournament 0,8 0,01 0,1 
T3.3 250 [20;20;20;20;20] 25 000 Tournament 0,8 0,01 0,1 
T3.4 250 ? → [50;50] 25 000 SUS 0,8 0,01 0,1 
T3.5 250 ? → [50;50] 25 000 ? → SUS 0,8 0,01 0,01 (sehr fein) 
T3.6 250 ? → [50;50] 25 000 ? → SUS 0,8 0,01 0,3 (grob) 
T3.7 250 ? → [50;50] 25 000 ? → SUS 0,8 0,01 0,8 (sehr grob) 
T3.8 250 ? → [50;50] 25 000 ? → SUS 1 0,1 ? → 0,8 
T3.9 250 ? → [50;50] 25 000 ? → SUS 1 1 ? → 0,8 
T3.10 125 [50;50;50;50] 25 000 ? → SUS 1 0,1 ? → 0,8 
T3.11 125 [50;30;30;40;50] 25 000 ? → SUS 1 0,1 ? → 0,8 
-1
















Abbildung A.3: Erzielte Ergebnisse für T3 (gestapelt) 
Anlagen A-5 
 
Erläuterung der Unterwerkspositionierung an einem Beispiel 
Gleichung (A.1) enthält die Variablenwerte eines beliebig erzeugten Individuums, welches 
als Beispiel für die Erläuterung der Berechnung der maximalen Speiselängen und die an-
schließende Verteilung der Speiselängenreserve herangezogen wird. Die den Zahlenwerten 
zugeordneten Variablennamen werden bei Verwendung genannt, für alle sonstigen sei auf 
Tabelle 5.21 verwiesen. 
 = (68|3|0,5|10|6|1|1|1|87|2000|9|4|0|2400| … 




Für das Beispielindividuum wird zunächst die Zugfahrtsimulation durchgeführt, da die 
Unterwerkspositionierung den maximalen Scheinleistungsbedarf und die Bewegungen der 
Züge für die Bestimmung der maximalen Speiselängen erfordert. Der 12. Vektorwert (Zah-
lenwert 4) in Gleichung (A.1) legt die Speiseart auf zweiseitig quergekuppelt fest. Folglich 
gelten für die Berechnung der maximalen Speiselängen die Gleichungen (5.23) und (5.22). 
Tabelle A.4 zeigt das Ergebnis in Abhängigkeit von der Anzahl der Züge im Abschnitt: 
Tabelle A.4: Werte für Lmax in Abhängigkeit von der Fahrzeuganzahl (Beispiel)  
©»f 1 2 3 4 5 6 
Ó2j¸ in km (gerundet) 17,64 12,86 11,77 ∞ ∞ ∞ 
mit: F«¬,2j¸ = 7667,2 kVA; ∆¨2j¸ = 2000 V, ³«¬,2j¸ = 7657,2 A; ¬ÜhÁjÝ,2; = 4,418 km; ³«¬,2j¸ = 7657,2 A; ß©ªà = 0,077 Ω/km  
In diesem Beispiel erreicht bei mehr als drei Zügen deren summierter Abstand ¬ÜhÁjÝ,2; 
höhere Werte als die Speiselänge. Eine solche Fahrzeugverteilung kann innerhalb des Spei-
seabschnittes deshalb nicht auftreten. Folglich sind diese Speiselängen für den vorgegebe-
nen Fahrplan auch nicht relevant, da sie engere Zugabstände voraussetzen. Es wird der 
Wert ∞ zugewiesen, jedoch nicht als mögliche maximale Speiselänge verwendet. 
Im nächsten Schritt erfolgt das Zählen der im vorläufigen Speiseabschnitt maximal auftre-
tenden Anzahl Züge, wie in Abbildung A.4 schematisch für den ersten festzulegenden 




Abbildung A.4: Zählen der Fahrzeuge n beider Gleise im vorläufigen Speiseabschnitt  
(Beginn an km 0) bei Speisung mit Querkupplung 
Der örtliche Suchbereich beginnt am Streckenanfang und endet am Streckenkilometer 
gleich Ó2j¸, die für den ersten Iterationsschritt (©»f = 1) 17,64 km beträgt. Der zeitliche 
Suchbereich wird auf die Zugfolgezeit (Takt) reduziert. Da die Speiselänge für ©»f = 1  
ermittelt wurde, aber bis zu 10 Züge im Abschnitt gefunden werden, muss ©»f iterativ  
erhöht werden, wodurch sich der Suchbereich gemäß Tabelle A.4 verkürzt.  
Vorläufige Aneinanderreihung der Unterwerke und Berechnung der Speiselängenreserve 
 
Abbildung A.5: Ergebnis der Unterwerkspositionierung vor der Reserveaufteilung  
Die ermittelte Speiselängenreserve Ó'khkeAk = 6,36 km wird in 15 Teile geteilt und gemäß den 
15 Wegmarken für die Reserveverteilung aus Gleichung (6.6) entlang der Strecke verteilt 
(Abbildung A.6). Die Summe aller verteilten Einzelanteile in dieser Abbildung ergibt  




Abbildung A.6: Darstellung der Reserveverteilung über der Streckenlänge 
Zu beachten ist, dass an dieser Stelle auch der letzte Speiseabschnitt an den vorletzten  
angehängt wird, um eine Überlappung der Speiseabschnitte wie in Abbildung A.5 zu  
vermeiden, die keine eindeutige Zuordnung von Reserveanteil und Speiseabschnitt ermög-
licht. Werden die Reserveanteile der Länge 6,36/15 km vom jeweiligen vorläufigen Speise-
abschnitt abgezogen, der den zugeordneten Streckenkilometer überdeckt, entsteht ein 
Bahnenergieversorgungsnetz, wie es in Abbildung A.7 dargestellt ist.  
 
























Investitionen für Fahrleitungen 
Die Angaben in Tabelle A.5 beziehen sich auf 1 km einer zweigleisigen Strecke. Sie gelten 
für beide Gleise. 
Tabelle A.5: Investitionen für alle Fahrleitungstypen 
Code Fahrleitungstyp ô′©¯ 
1 
Al-Verbundstromschiene, 5.100mm², 








30°C, Schienen UIC60 
614.000 €/km 
4 
Re 250 (Ri120 + 70BzII), 20°C, Schie-
nen UIC60 
957.000 €/km 
5 Ri120, 20°C, Schienen UIC60 554.000 €/km 
6 Ri100, 20°C, Schienen UIC60 550.000 €/km 
7 




Re 200 (Ri100 + 50BzII) + RL (Al240), 
Schienen UIC60  
981.000 €/km 
9 




Re 200 (Ri100 + 50BzII) + VL (Al240) 
+ RL (Al240), Schienen UIC60 
1.012.000 €/km 
 
Investitionen für Trennstellen und Querkupplungen: 
ô¹h = 40.000€ Stck⁄ . (einfache Ausführung, bei 2 Gleisen wird verdoppelt) 
ôöBke = 20.000€ Stck⁄ .  (inkl. Schalter und Fernbedienung) 







Basis- und Zusatzinvestitionen für Unterwerke 
Die Basisinvestitionen sind abhängig von Nennspannung und Nennfrequenz. Sie gelten für 
eine einzelne Basisleistung. Einige Werte wurden von realen Elektrifizierungsprojekten 
übernommen, andere wurden relativ dazu ergänzt bzw. bei noch nie realisierten Kombina-
tionen geschätzt. Die Zusatzkosten werden pro Leistungsschritt addiert bzw. subtrahiert. 
Die geringstmögliche Leistung entspricht für alle Spannungen der Hälfte der Basisleistung, 
sodass für diesen einen Fall die Zusatzkosten eines Leistungsschrittes von den Basiskosten 
abgezogen werden. 
Tabelle A.6: Basis- und Zusatzinvestitionen der Unterwerke  
in Abhängigkeit von Nennspannung und Nennfrequenz  
¨Àk in kV Basisinvestitionen in € für  Zusatzinvestitionen in € 
 
0 Hz 16 2/3 Hz 50 Hz FÀk für alle Frequenzen Leistungs-schritt 
0,75  800.000 600.000 500.000 2 x 1,6 MVA 100.000 1,6 MVA 
1,5  1.800.000 1.600.000 1.500.000 2 x 3 MVA 150.000 3 MVA 
3  2.500.000 2.300.000 2.200.000 2 x 5 MVA 200.000 5 MVA 
15  3.000.000 2.500.000 2.400.000 20 MVA 500.000 10 MVA 





Basis- und Zusatzinvestitionen für die Fahrzeuge 
Die Basisinvestitionen sind abhängig von Nennspannung und Nennfrequenz. Sie gelten für 
die angegebene Traktionsleistung. Einige Werte wurden von realen Referenzfahrzeugen 
übernommen [75][76][77][3][80][8], andere wurden relativ dazu ergänzt bzw. bei noch nie 
realisierten Kombinationen geschätzt.  
Tabelle A.7: Basisinvestitionen der Triebwagen in Abhängigkeit  
von Nennspannung und Nennfrequenz  
¨Àk in kV Basisinvestitionen in € für  D¹ejÁ;3 in MW 
 0 Hz 16 2/3 Hz 50 Hz  
0,75  5.400.000 4.400.000 4.400.000 1,84 
1,5  4.400.000 3.900.000 3.900.000 1,84 
3  4.200.000 3.900.000 3.900.000 1,84 
15  9.000.000 4.200.000 4.100.000 1,84 
25  13.000.000 4.300.000 4.200.000 1,84 
 
Tabelle A.8: Basisinvestitionen der Lokomotiven in Abhängigkeit  
von Nennspannung und Nennfrequenz  
¨Àk in kV Basisinvestitionen in € für D¹ejÁ;3 in MW 
 0 Hz 16 2/3 Hz 50 Hz  
0,75  4.000.000 3.000.000 3.000.000 4,2 
1,5  3.000.000 2.500.000 2.500.000 4,2 
3  2.800.000 2.500.000 2.500.000 4,2 
15  6.000.000 2.727.000 2.500.000 4,2 
25  10.000.000 2.800.000 2.700.000 4,2 
 
Basisinvestitionen für einen Doppelstockwagen mit Originalleermasse [79]: 
ôËjfk,"3«Á3 = 1.406.000 €  
 
Die Zusatzkosten für die Traktionsleistung werden pro Leistungsschritt addiert bzw. sub-
trahiert. Abbildung A.8 bis Abbildung A.10 zeigt die daraus resultierenden Investitionen 





Abbildung A.8: leistungsabhängige Investitionen für einen 3-Wagen-Triebzug,  
Nennspannung 750 V 
 
  


































Abbildung A.10: bei Nennspannung 15 kV (links) und 25 kV (rechts) 
Abbildung A.11 bis Abbildung A.13 enthält die Verläufe der Investitionen über der 
Traktionsleistung von Lokomotiven ohne Leichtbau: 
 
 
Abbildung A.11: leistungsabhängige Investitionen für eine Lokomotive,  
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4. Zielwert: Komfortfaktor in Pers./Sitzpl.
 
Abbildung A.14: Lösungsraum des Optimierungsproblems mit 29 Variablen, 4 Zielwerten  
und 2 Restriktionen, Relation Investitionen und Netzenergiebedarf 




























Abbildung A.15: Lösungsraum des Optimierungsproblems mit 29 Variablen, 4 Zielwerten  
und 2 Restriktionen, Relation Investitionen und mittlere Reisezeit 
Anlagen A-15 
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Abbildung A.16: Einfluss der mech. Triebwagenleistung auf Netzenergiebedarf und mittl. Reisezeit 
MWh
min
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4. Zielwert: Komfortfaktor in Pers./Sitzpl.Speisefaktor:
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Abbildung A.25: Einfluss der Speiseart auf Netzenergiebedarf und Investitionen  
A-20  
 
Erläuterungen zu den Erwartungswerten der absoluten Extremwerte 
Tabelle A.9: Erwartungswerte für einen minimalen Netzenergiebedarf  
(ausschließlich dieser Zielwert sei von Interesse), ? = unbekannt, o = kein Einfluss 
Variable Wert Begründung 
Beharrungsgeschw. 65 km/h (Min) Dann ist der Zugfahrtenergiebedarf am kleinsten (¿; = m/2 ∙ 9C), 
dem entgegen stehen die Veränderung der Hilfsbetriebelaufzeit, die 
Rückspeiseleistung, Netzströme. 
Nennspannung 25 kV (Max) Bei gleicher Leistung sind Ströme und Verluste am geringsten, 
Unterwerkspositionierung beachtet ¨Àk und hebt diesen Effekt 
teilweise wieder auf. 
Speisefaktor ? Maximale Uw-Spannung für geringe Ströme und geringe Verluste 
und eine minimale Uw-Spannung für Rückspeisung stehen einander 
entgegen, ideales Verhältnis hängt von Lastgang an allen Netzkno-
ten ab; nicht vorhersagbar. 
Fahrleitungstyp 1 Geringster Resistanzwert, geringste Übertragungsverluste bei glei-
cher Leistung (aber: Unterwerksabstände werden im selben Ver-
hältnis größer, Netzleiter werden länger, Effekt hebt sich teilweise 
auf). 
Takt 1 (Min) In Kombination mit der Wagenanzahl gilt die höchstmögliche 
Fahrzeugauslastung - führt zu bestem Verhältnis Nutzmasse/Leer-
masse. 
Fahrzeugtyp 1 Geringere Fahrwiderstände unter gleichen Randbedingungen und 
besseres Verhältnis Nutzmasse/Eigenmasse. 
Nennfrequenz 1 Reaktanz=0, geringere Ströme im Netz. 
Auslauffaktor ? Das bestes Verhältnis Auslauf/Bremsen (mit Rückspeisung) über 
gesamter Strecke ist unbekannt. 
Fahrzeugleermasse 80% (Min) Maximale Leichterung führt zu geringstem Zugfahrtenergiebedarf, 
Rückspeisung hebt diesen Effekt nicht auf wegen der Wirkungsgra-
de kleiner 1. 
Traktionsleistung 
Triebwagen 
? (Max) Dann maximaler Anteil an generatorischer Bremsleistung; Fahrzeu-
ge bewegen sich schneller, kürzere Hilfsbetriebelaufzeit.  
Wagenanzahl ? (Max) höchstmögliche Fahrzeugauslastung, s. Takt und Tabelle 5.3. 
Speiseart 4 Immer Querkupplung, um Ströme auf mehrere Hin-/Rückleiter zu 
verteilen und den Gesamtleiterquerschnitt zu vergrößern (geringere 
Übertragungsverluste), zweiseitige Speisung sollte besser sein als 
einseitig, aber Vorsicht wegen den entsprechend längeren Speiseab-
schnitten, zweiseitig bei 50 Hz nicht möglich 
Versatz ? optimale Verteilung der Fahrzeuge in den (variablen) Speiseab-
schnitten, stark abhängig von anderen Variablen 
Traktionsleistung 
Lokomotive 
Min kleinster zulässiger Wert ist unbekannt, wie Triebwagen-Leistung 
Unterwerks-
positionen 
? wahrscheinlich an Steigungen und Halten bevorzugt verkürzt, da 





Tabelle A.10: Erwartungswerte für eine minimale Reisezeit (ausschließlich  
dieser Zielwert sei von Interesse), ? = unbekannt, o = kein Einfluss 
Variable Wert Begründung 
Beharrungsgeschw. 80 km/h (Max) Dann ist bei konstanter Streckenlänge die Fahrzeit am geringsten. 
Nennspannung o o 
Speisefaktor o o 
Fahrleitungstyp o o 
Takt 3 min (Min) Geringste Wartezeit (Takt/2), wenige Personen pro Zug 
=schneller, sofern die Maximalbeschleunigung nicht erreicht wird. 
Fahrzeugtyp 1 (Triebwagen) Höherer Anteil angetriebener Achsen, höhere Reibmasse, besseres 
Beschleunigungsvermögen. 
Nennfrequenz o o 
Auslauffaktor 1 Ausrollphasen verlängern die Fahrzeit im Vergleich zu Behar-
rung/Bremsen (bei identischer Beschleunigungsphase). 
Fahrzeugleermasse 80% (Min) Leichte Fahrzeuge beschleunigen schneller, aber die Reibmasse 
sinkt, Beschleunigungsreserve evtl. geringer. 
Traktionsleistung 
Triebwagen 
? (Max) Größter Wert ist unbekannt (Restriktion 2j¸), kleine Leistungen 
führen zu langsamem Beschleunigen im oberen Geschwindig-
keitsbereich; wahrscheinlich geringere Maximalgeschwindigkeit. 
Wagenanzahl Lok: Min 
TW: ? 
Kleinster gültiger Wert ist unbekannt (Restr.: Überladung), s. Ta-
belle 5.17, Überladung hängt zusätzlich von der Variable Takt ab. 
Bei Triebwagen gilt: je mehr Wagen, desto mehr Antriebsleistung 
(Min gilt nicht). 
Speiseart o o 
Versatz o o 
Traktionsleistung 
Lokomotive 
? (Max) Größter Wert ist unbekannt (Restriktion 2j¸), wie Triebwagen-
Leistung. 
Unterwerks-
positionen 
o o 
 
