Abstract. Classical heat pulse experiments have shown heat to propagate in waves through crystalline materials at temperatures close to absolute zero. With increasing temperature, these waves slow down and finally disappear, to be replaced by diffusive heat propagation. Several features surrounding this phenomenon are examined in this work. The model used switches between an internal parameter (or extended thermodynamics) description and a classical (linear or nonlinear) Fourier law setting. This leads to a hyperbolic-parabolic change of type, which allows wavelike features to appear beneath the transition temperature and diffusion above. We examine the region around and immediately below the transition temperature, where dissipative effects are insignificant. Significantly, these features appear only at certain temperatures below which the materials reach their peak thermal conductivities (at approximately 18.5 K and 4.5 K for NaF and Bi, respectively). No wavelike behavior is found in NaF and Bi at higher temperatures, where only diffusive heat propagation is observed. Further, the speed, U E , at which small amplitude thermal waves propagate is a decreasing function of temperature in the region where the waves can be detected, after which the diffusion process dominates. This hyperbolic region appears separated from the diffusive region by a "critical" temperature, ϑ λ , at which U E = 0 [1]. The aim of this paper is to understand the dynamics of regular solutions having temperatures close to that of the phase transition. We begin, in section 2, by describing a phenomenological onedimensional model which uses an internal variable behaving as an order parameter. In section 3, we will examine properties of the phase transition, and in section 4, we obtain conditions under which this class of solutions remain smooth. Some explicit cases are, finally, examined in section 5.
employ the equations for heat flow through a one-dimensional rigid solid, consisting of balance of energy and Fourier's law, ε(ϑ) t + q x = 0, (2.1)
where ε(ϑ) represents internal energy, ε (ϑ) = c v (ϑ) is the specific heat at constant volume, q denotes heat flux, and k(ϑ) is the heat conductivity.
At temperatures between ϑ = 0 (absolute) and ϑ = ϑ λ , experimental results indicate that the constitutive description of q given by (2.2) is inadequate [2] . This then requires the use of an extended form of thermodynamics, in which we employ an internal parameter, p , to appropriately model observations. The internal parameter satisfies a particular form of evolution equation (see [10] , [9] ), and heat flow is described below ϑ λ by the equations ε(ϑ) t + q x = 0, (2.3) (2.5) where g 1 (ϑ) ≥ 0 ≥ g 2 (ϑ) and α(ϑ) ≥ 0 are material functions. The second law of thermodynamics imposes the restriction that α(ϑ) = ψ 20 ϑ 2 g 1 (ϑ), where the constant ψ 20 > 0 comes from the Helmholtz free energy, ψ, which has the form ψ = ψ 1 (ϑ) + 1 2 ψ 20 ϑp 2 . While satisfying the second law of thermodynamics, the model has internal energy depending only on temperature [9] . In effect, (2.3)-(2.5) permit q to depend on the history of the temperature gradient.
The following constitutive relations will be used for g 1 and g 2 (see [10] ):
2r , g 20 (ϑ) < 0, (2.7) where 0 ≤ ϑ ≤ ϑ λ . Here g 10 , g 20 ∈ C[0, ϑ λ ] and r ∈ (0, 1). The form of these functions can be derived from experimental data on the wave speed, U E (ϑ), the heat conductivity, K(ϑ), and the specific heat, c υ (ϑ), as we now describe.
The characteristic equation for (2.3)-(2.5) is given by
If one considers waves propagating into an undisturbed state ϑ = constant, p = 0 (q = 0), this provides an expression for U E ,
Given experimental measurements of U E (ϑ) and c υ (ϑ), this specifies g 1 (ϑ). It is observed that second sound is a decreasing function of temperature, which we allow to reach zero [1] at ϑ = ϑ λ (cf. (2.6)).
In order to find g 2 (ϑ), we use measurements of heat conductivity made in nearstationary states, for which fast processes are considered to be minor, p t ≈ 0.
1 In this case, the difference between solutions to (2.3)-(2.5) and the diffusion equation
> 0, becomes small. Requiring K(ϑ) to remain finite as ϑ → ϑ λ − then leads to the form of g 2 (ϑ) in (2.7).
The behavior of the specific heats of Bi and NaF is typically considered to be continuous in temperature, and we will assume this here, with
where "∼" denotes leading order behavior. Otherwise c υ is considered to be described by a continuous function which obeys Debye's law, c υ (ϑ) ∼ ϑ 3 , as ϑ → 0. Particular forms of (2.6) and (2.7) chosen to fit available data for crystals of high purity NaF and Bi can be found in [10] . Together with (2.11), these result in U E having the general form
for ϑ ≤ ϑ λ , with U 0 , a continuous function of ϑ, found experimentally.
For convenience, we introduce the following change of variables:
We may rewrite (2.1), (2.2) in terms of e > 0 and q as e t + q x = 0, (2.14)
Continuous initial data, e 0 (x) or ϑ 0 (x), will be defined such that e(ϑ(x, 0)) = e 0 (x), e 0 (0) = 0, (2.19)
Given the observed sharp decay in the speed of heat pulse propagation, nonlinear effects are involved. Since the system (2.16), (2.17) is quasilinear and hyperbolic (cf. (2.3)-(2.5)), it is possible to account for this decay, but it also becomes possible for shocks to form in finite times [7] , [8] , [10] in temperatures below ϑ λ . The present analysis examines the situation under which solutions taking values at temperatures on both sides of ϑ λ should remain smooth. As such, it can be regarded as a first step in analyzing experiments using large amplitude temperature pulses crossing into phases that involve dissipation.
Properties of phase transitions. Let Γ denote a curve
where the regions U − and U + correspond to e < 0 and e > 0, respectively. Heat propagation is then governed by (2.14), (2.15) in U − and by (2.16), (2.17) in U + .
We denote limits of a function u from the left and right of Γ, as
, respectively, and denote the jump of u across Γ by [u] 
, e becomes continuous across Γ.
Let s =φ. Using (2.14) and (2.16) together with the jump condition across Γ,
demonstrates that q is continuous across Γ. This allows us to define
In the following, where we wish to categorize s and to obtain a relationship between ϑ + x (t) and ϑ − x (t), ϑ and q are considered to be smooth in V \Γ (at least locally). For convenience, we next set ψ 20 = 1. Assuming that solutions depend continuously on the initial data (2.21) locally in time in V, we now obtain the following.
Proof. Let us write (2.17) in the form
Proof. This follows immediately from the lemma, since ϑ
The next results provide a connection between the left and right states of Γ and show that the condition s = 0 is controlled only by initial data corresponding to these states and by the solution to the diffusion equation, (2.14), (2.15), and (2.19).
Proof. Let γ α ⊂ U − denote the line segment x = α < 0, t ∈ (0, τ), which lies parallel to Γ. For α sufficiently small, q| γα can be bounded above, strictly, by 0. This can be seen by defining a curve γ β ∈ U − ∪ Γ as follows,
and by writing (2.17) in the form 1 2
Using (2.7), (2.18), and (3.5), we find that
Since e | γα → 0 as α → 0, and through (3.6), it follows that as α → 0,
As a result, by (3.10), 
> 0 by (3.14), and hence there exists some β > 0 such that q(α, 0) ∼ q (β), with β → 0+ as α → 0 − . Therefore (3.16) implies
Given ε (ϑ) = c υ (ϑ) and (2.11), (2.13), and (3.4), we have
which leads to the desired conclusion. Proof. Suppose that t < T denotes the first time for which ϑ − x (t) = 0, so that t > 0 by Corollary 3.1. Using Lemma 3.1 and continuity in t implies s(t ) = 0, and thus Lemma 3.2 holds for t ∈ (0, t ). Using continuity once again then implies that ϑ + x (t ) = 0, which violates the hypothesis ϑ + x (t) > 0 for t ∈ (0, T ). The result follows through contradiction.
Smooth solutions in the transcritical region.
Next we set up the problem of phase transition in the region U − ∪ Γ ∪ U + , where we now extend U + to all of R In U + , e(x, t) is a solution to (4.1) satisfying the Dirichlet boundary condition (4.4), together with (4.5). This solution determines q (t), (4.6) as a function of the initial data e 0 (x), for x > 0.
In U − , the pair (e(x, t), q(x, t)) is a solution to (4.2), (4.3) satisfying (4.4), (4.5), and (4.6).
Eigenvalues of the system (4.2), (4.3) are given by λ α = 0 < λ β = rq e . Due to the fact that q does not possess initial data, characteristic curves γ α , γ β are parametrized by t and x, respectively (see (3.9), (3.14)): Let γ β meet the line x = α at (x, t) = (α, τ ), where τ = τ (α, β) ≤ β by (4.8) (see Figure 4 .1). We assume in the following that γ β is entirely contained inside U − .
Applying the divergence theorem to (4.2) on W, and using (4.10), provides the relation
Fixing β in (4.11) and differentiating with respect to α then gives
2 /r for α < α 0 , which means that τ (α, β) is bounded below, for fixed β, by a uniformly increasing function of α. Since τ (0, β) = β > 0, it follows that τ must reduce to zero as α decreases from α = 0, at which point γ β meets R − . We note that if γ β connects Γ to R − , then (4.11) reduces to
which gives a functional relation between α and β. In particular, differentiating with respect to α,
shows that dα dβ < 0 if rq (β) − (1 − r)βq (β) < 0. Thus, at least for small β > 0, one finds that dα dβ < 0, since q (0) < 0 due to our assumption ϑ 0 + > 0. We will use the notation β = β(α, τ ) to denote the time of intersection of the characteristic curve going through (x, t) = (α, τ ), with Γ, i.e., β = β(α, τ (α, β)), α < 0. The inversion is possible whenever ∂τ ∂β > 0, which is a subject of the following results.
Proof. By (4.10), we have that q(x, t(x, β)) = q (β) (4.15) along γ β , and so q | γ β < 0. Differentiating relation (4.15) in β gives
In the following we take, for simplicity, U − to be the vertical strip {(x, t) ∈ R 2 + : x * < x < 0} for some x * < 0. With regard to the theorem, we remark that the two crystalline materials, bismuth and sodium fluoride, have values of the material constant, r, lying between zero and one-half [10] . 
Case 3. r = 1. Proof. Recalling (4.9) and (4.10), for (x, t) ∈ U − ,
As a result, (4.8) can be written as dt dx
Integrating (4.19) along γ β and using (4.10) again,
with x * < x < 0 and 0 < t < β. Thus, differentiating with respect to β = β(x, t),
Case 1(i) of the proof follows since e 0 < 0, q < 0, and characteristics spread with decreasing x, ∂t ∂β > 1. In order to establish Case 1(ii), let us first suppose that (x * , t * ) ∈ ∂U − for x * < 0, and that t * > 0 is the least time at which solutions may fail to be in C 1 . Next, assume that β 1 < β 2 are such that γ β1 and γ β2 intersect at (x * , t * ), where
where we note that the integral terms are identical for i = 1, 2. Eliminating this term leads to the relation
(1−r)/r > 1 since q < 0, by our hypothesis. However, it is easily shown that conditions (ii) imply
Thus t * > 0 cannot exist since (4.23), (4.24) imply Since q (t) > 0, Theorem 4.1 guarantees that the characteristics in U − do not intersect. We choose as initial data for e in U − , e 0 (x) = x, x < 0, (5.3) which is equivalent to ϑ 0 (x) = x + ϑ λ . The following connection can now be made from (4.13) (with α = x), One can see in Figure 5 .2 that, despite the temperature gradient being initially larger to the left of the phase transition at x = 0 than to the right (see Figure 5 .1), q is nevertheless greater there than at the transition itself. This illustrates distinctly "nonFourier" behavior in U − . It is also possible to observe in Figure 5 .1 the derivative discontinuity in ϑ at x = 0 changing from "concave down" to "concave up" as time progresses. From (3.19), with r = 1/3, this change occurs when ϑ + x (t) = (ϑ + 0 )
3 /(ϑ − 0 ) 1/2 , or at about t = 1. With q (β) > 0 and r < 1, as in the present case, it is easy to check that such a concavity change can occur only if 0 < ϑ 0 + < ϑ 0 − .
