The most popular iterative linear solvers in Computational Fluid Dynamics (CFD) calculations are restarted GMRES and BiCGStab. At the beginning of most incompressible flow calculations, the computation time and the number of iterations to converge for the pressure Poisson equation are quite high, since the initial guess is far from the solution. In this case, the BiCGStab algorithm, with relatively cheap but non-optimal iterations, may fail to converge for stiff problems. Thus, a more robust algorithm like GMRES, which guarantees monotonic convergence, is preferred. To reduce the large storage requirements of GMRES, a restarted version -GMRES(m) or its variants -is used in CFD applications. However, GMRES(m) can suffer from stagnation or very slow convergence. For this reason, we use the rGCROT method. rGCROT is an algorithm that improves restarted GMRES by recycling a selected subspace of the search space from one restart of GMRES(m) to the next as well as building and recycling this outer vector space from one problem to the next (subsequent time steps in this context). Such recycling of the search space generally reduces the run time of the iterative linear solvers for CFD problems where the matrix remains constant or changes slowly for subsequent systems. In the current work, we apply both GMRES and Bi-Lanczos based recycling to CFD simulations. For a turbulent channel flow problem with rGCROT we get comparable performance to BiCGStab. The rGCROT performance is still not as cheap as the BiCGStab algorithm in terms of both storage requirements and time to solution. Thus we have used a novel hybrid approach in which we get the benefits of the robustness of the GMRES(m) algorithm and the economical iterations of BiCGStab. For the first few time steps, the algorithm builds an outer vector space using rGCROT and then it recycles that space for the rBiCGStab solver. Time to solution with this approach is comparable to that for the BiCGStab algorithm with savings in the number of iterations and improved convergence properties. For a flow through porous media simulation, we get infinite performance gains over BiCGStab, since BiCGStab does not converge to a relative tolerance of 10 −10 for the L 2 norm of the residual. Overall, the hybrid approach also performs better than optimized rGCROT and GMRES(m).
Introduction
Linear systems of equations are encountered in wide variety of applications. So the solution of linear systems is perhaps one of the most frequently encountered mathematical motifs. Linear systems are solved using either direct methods or iterative methods. For large problems direct methods are impossible, and even for moderate problems they are much more expensive than iterative methods, in work and storage. Thus, scientific and engineering applications use iterative methods to solve linear systems Ax = b. Iterative methods are categorized mainly into stationary and non-stationary iterative methods [1] . Stationary methods such as Jacobi method, Gauss-Seidel method and symmetric successive over-relaxation(SSOR) method, are simple to understand but are applicable only to a limited class of linear systems. On the other hand, non-stationary methods such as the conjugate gradient method (CG) [2] , the generalized minimal residual method (GMRES) [3] and the biconjugate gradient method (BiCG) [4] , work very well for sparse matrices arising from partial differential equations (PDEs). The non-stationary methods use an auxiliary matrix called preconditioner (M ) to improve the spectrum of the coefficient matrix (A). A preconditioner that resembles the inverse of the original matrix greatly improves the convergence of iterative methods.
The current study focuses on iterative solvers for structured grid Computational Fluid Dynamics (CFD) applications. CFD applications deal with solutions of the Navier-Stokes (N-S) and energy equations. The N-S equations are nonlinear PDEs, and the pressurevelocity coupling frequently requires special consideration. This has given rise to various coupled and decoupled solution algorithms. These PDEs are commonly spatially discretized using the Finite Volume Method (FVM) and occasionally the Finite Element Method (FEM), which eventually leads to a system of linear equations. The solution algorithms for incompressible N-S equations deal with the solution of the pressure Poisson equation in different ways. Since the Poisson equation is elliptical in nature, it is best solved using Krylov subspace based iterative methods [1] .
Temporal discretization involves solving N-S equations at discrete time steps to capture the flow transient characteristics in unsteady flows or as iterative steps in a steady state solution. So, before reaching the final solution several similar systems of equations must be solved. For these systems, originating from a Newton-type iteration, there is no change in the coefficient matrix (A) or very little, and only the right hand side (b) changes for subsequent time steps. Due to the small changes in the matrix, recycling a subspace of the search space typically reduces the number of iterations substantially. Such recycling of a judiciously selected subspace for a sequence of linear systems is referred to as Krylov subspace recycling [5] . There are several algorithms which take advantage of recycling for subsequent systems as well as for restarts of GMRES-type methods, such as GCRO [6, 7] , GCRODR [5] , GMRES-DR [8] (for restarting for a single system) and GCROT [9] . When solving a sequence of linear systems with non-symmetric matrices using Bi-Lanczos based recycling algorithms, like recycling BiCGStab (rBiCGStab [10] ), the solvers have the advantage of a short-term recurrence, and hence, do not suffer from storage issues and are also cheaper with respect to the orthogonalizations compared with recycling variants of GMRES.
The Krylov subspace recycling algorithms for subsequent systems have been sporadically applied for structured grid CFD calculations. Several studies [11, 12] in the area of aerodynamic shape optimization using Krylov subspace recycling with simplified GCROT(m,k) [13] have been shown to improve convergence characteristics. A study by Carpenter et al. [14] solved steady convection-diffusion problems and flow over wind turbine calculations using an enriched GMRES method with subspace recycling for a long sequence of linear systems. Their numerical experiments with solver parameter tuning yielded improved convergence and even eliminated stagnation in some cases. Applied to CFD matrices from the Har-wellBoeing Sparse Matrix Collection, the GCRO-DR algorithm is accelerated by avoiding small skip angles [15] . In another study by Meng et al. [16] , the performance of block GCROT(m,k) is found to be more effective than block GMRES(m) for most of the Poisson equation and convection-diffusion equation cases. There are also some cases where recycling has not worked particularly well. A study by Mohamed et al. [17] observed poor performance of GCRO-DR compared with GMRES(m) for both restarts and subsequent systems for a variety of aerodynamic flows. In summary, all the previous efforts, in the realm of CFD applications, have concentrated on the use of recycling in conjunction with variants of GMRES, whereas the current work is focused on using Bi-Lanczos based recycling.
In this paper, we show the application of Krylov subspace recycling for a turbulent channel flow case by comparing the results of BiCGStab, GMRES(m) and recycling GCROT (rGCROT) solvers. Then, we introduce a novel method for building the outer recycle subspace for the rBiCGStab algorithm. The idea involves the use of rGCROT to build the outer recycle subspace and then switching to rBiCGStab using the same invariant outer vector space for subsequent systems. This hybrid method takes advantage of the robustness of rGCROT, initially, when the starting residual (r 0 ) is high and of the cheap BiCGStab iterations when r 0 drops as the flow develops. This hybrid approach is applied to solve the pressure Poisson equation in a flow through porous media case with 2.56 million unknowns. Also, we believe this to be the first application of preconditioned Bi-Lanczos based recycling algorithms to CFD calculations.
We use rGCROT(m,k) notation to identify the main parameters, m and k, used in the rGCROT algorithm for the sizes of inner vector space and outer vector recycle space, respectively. In the next section, we briefly outline the CFD application and detail the linear solvers. Section 3 describes the CFD problems. Results from numerical experiments are discussed in section 4 and conclusions in section 5.
Methodology
In this section, a brief overview of the Computational Fluid Dynamics (CFD) applications is presented along with details of the linear solvers used. We briefly discuss Krylov subspace recycling and we suggest an improved algorithm for rBiCGStab.
GenIDLEST
The GenIDLEST (Generalized Incompressible Direct and Large-Eddy Simulations of Turbulence) code used in this study solves the incompressible, time-dependent, Navier-Stokes and energy equations in a generalized structured body-fitted multiblock framework. It has been extensively used in propulsion, biological flows and energy related applications that involve complex multi-physics flows [18] . GenIDLEST has various turbulence modeling capabilities including RANS, DES and LES with subgrid stresses modelled using the dynamic Smagorinsky eddy viscosity model [19] . The code has a finite volume formulation with fractional step algorithm using the semi implicit Adams-Bashforth/Crank-Nicolson method or a fully-implicit Crank-Nicolson method for a predictor step. The corrector step solves a pressure Poisson equation to satisfy mass continuity [20] . The pressure Poisson equation in generalized coordinates has the following form in GenIDLEST,
where √ g is the Jacobian of the spatial transformation, g jk is the contravariant metric tensor, p n+1 is the pressure at time level n + 1, ∆t is the time step and √ gŨ j is the conserved contravariant flux based on an intermediate velocityũ i . This Poisson equation is transformed into a linear system Ax = b with pressure (p) as the unknown. The pressure coefficient matrix (A) consists of geometric quantities from the left hand side of (1). The right hand side (b) is evaluated from a local balance of the intermediate volume fluxes at cell faces surrounding a finite volume. The current study focuses on the solution of the linear system constructed from the pressure Poisson equation.
The GenIDLEST code spans over 300,000 lines and more than 600 subroutines and has modules for Arbitrary Lagrangian-Eulerian (ALE) Method [21] , Discrete Element Method (DEM) [22] , Immersed Boundary Method (IBM) [23] and Fluid Strucuture Interaction (FSI) [24] . The computational algorithm is optimized to take maximum advantage of current day hierarchical memory and parallel architectures, mostly within the context of MPI and OpenMP on CPUs [25] and more recently on GPUs [26] .
Data Layout
GenIDLEST uses a non-staggered grid topology; so, all the unknowns are calculated and stored at the computational cell center except the contravariant volume fluxes which are computed and stored at cell faces. The coefficient matrix is stored in the modified diagonal storage format. For every unknown, the coefficients forming the 7 or 19 point stencil, based on orthogonal or non-orthogonal grids respectively, are stored. Though this format has repeated storage of coefficients, it avoids the need to build the stencil separately and has contiguous memory storage patterns for better utilization of the CPU cache memory and vectorization. If the domain decomposition for orthogonal grids have matching interfaces at mesh block boundaries, then the system matrices are symmetric positive definite and the linear solver CG is well-suited. In other cases, the system matrices are non-symmetric and other linear solvers are more appropriate. The sparsity pattern of the matrices depends on the boundary conditions. In GenIDLEST, the pressure coefficient matrix from the pressure Poisson equation changes only when there is ALE/IBM grid movement or for IBM related boundary flux correction.
Preconditioners in GenIDLEST
Preconditioners are a quintessential part of Krylov subspace solvers. They improve the convergence for many problems, and in some cases even make the convergence possible. Preconditioners are the most expensive operation in the GenIDLEST framework. Thus a good choice for the preconditioner is imperative.
GenIDLEST uses domain decomposition-based preconditoners, which have been optimized for serial [27] as well as parallel [28] execution on CPUs. Our preconditioners partition the original domain into many smaller overlapping sub-domains, which are solved independently in the additive Schwarz method or with a multiplicative Schwarz method when the updated sub-domain boundaries are used. Since preconditioners don't solve the system to convergence, inexact solvers can be used by approximating the original system at the algebraic level. Global coupling between distant sub-domains is provided by solving appropriate problem on a coarse grid. We solve sub-domain equations inexactly using a few iterations of Jacobi or SSOR methods. The sub-structured overlapping sub-domain blocks are well-suited to exploit SIMD parallelism and the hierarchical memory of CPUs.
Five sweeps of the Jacobi method with a relaxation parameter (under-relaxation) are applied on the local sub-domains, along with a sweep of point Jacobi smoothing on the global domain. The whole preconditioner is referred to as the Jacobi preconditioner in this work. The preconditioners are applied from the left of the coefficient matrix, except for BiCGStab, where right preconditioning is used.
To accelerate these computations using general purpose graphical processors (GPGPU), we need a preconditioner that is fast on GPUs, as this greatly reduces the runtime of the problem with GPUs [29] . Preconditioning is often the most expensive operation in the linear solver, so performance with Jacobi smoothing and SSOR preconditioners is compared in the present work. Since the data access pattern in SSOR is less suitable for GPUs, we intend to pursue the Jacobi preconditioner for further studies.
Linear Solvers
In GenIDLEST, linear solvers are needed for the solution of decoupled momentum equations and the pressure equation. We need to solve three (in 2D) or four (in 3D) linear systems for every time step. For symmetric systems, CG is used, whereas for non-symmetric systems BiCGStab or GMRES(m) are used. In this paper, we introduce and test in GenIDLEST the recycling Krylov subspace solvers, rGCROT [9, 5] and rBiCGStab [10] , with a new, hybrid approach for the latter. In the applications considered here, the momentum equations converge rapidly (≤ 2 iterations) and are always solved with BiCGStab. However, the pressure Poisson equation is more difficult to solve, and we consider various linear solvers described in this section. Since the quantity of interest is the pressure gradient from (1), at the start of each time step an initial guess of zero (p 0 = 0) for the pressure field is used for all the solvers. Thus, the initial residual is r 0 = b − Ap 0 = b for every time step.
GMRES/GMRES(m)
The Generalized Minimum Residual Method (GMRES) [3] is a projection method for solving linear systems iteratively. This method minimizes the residual norm, b−Ap m 2 over all vectors p in the Krylov subspace, K m (A, b) = span{b, Ab, . . . , A m−1 b}, by applying the Arnoldi procedure for computing an orthogonal basis [30] , followed by solving a small least squares problem. The Arnoldi procedure generates a sequence of orthogonal vectors, and in the absence of symmetry all previously computed vectors in the orthogonal sequence have to be retained, resulting in storage increasing linearly with iteration count and work increasing quadratically with iteration count. To avoid these high costs in storage and computation, restarted versions of the method, referred as GMRES(m) [3] , are used. However, restarting often results in a significant increase in the number of iterations. The storage cost associated with GMRES(m) in our current implementation is (m + 1)N + 4N , where N is the number of unknowns and m is the restart frequency.
BiCGStab
Unlike GMRES, BiCGStab does not need to store the entire Krylov subspace, nor does it perform a full orthogonalization (Gram-Schmidt process). Instead, BiCGStab relies implicitly on an oblique projection to define its iterations [31] which requires only a short recurrence. The BiCGStab method was developed by Henk A. van der Vorst [32] and quickly gained popularity due to its robustness and low computational cost.
The method derives from the CGS [33] and BiCG [4] algorithms, and it is based on the two-sided Lanczos algorithm. In the two-sided Lanczos algorithm we construct two sequences of biorthogonal vectors, represented here by the columns of the matrices V m and V m , which means thatṼ m * V m = I m . As before, we pick p 0 = 0 (initial guess) and choose
We have a choice in pickingṽ 1 (see, for example, [34] ). Often one takesṽ 1 equal to v 1 or equal to a properly scaled random vectorṽ 1 =r/(v * 1r ). While the columns of V m span the Krylov space K m (A, b), the columns ofṼ m span (in the real case) K m (A T ,r). Note that each vector from such a Krylov space is a polynomial in A (or A T ) times b (orr). In BiCG, the new residual in each step is defined by the unique vector b − AV m y ⊥Ṽ m . As such the space spanned by the columns ofṼ m only matters to define this bi-orthogonality relation or (oblique) projection, and the inner products that must be computed for this projection can also be computed using polynomials in A only. This formed the basis for the CGS algorithm [33, 35, 36] . Rather than computing both r i,BiCG = P i (A)b (the BiCG residual polynomial) and P i (A T )r, CGS replaces the BiCG residual polynomial by r i,CGS = P i (A)P i (A)b = P 2 i (A)b and avoids computing theṼ m vectors (exceptṽ 1 ). This requires two matrix-vector products per iteration, but the method also picks solutions out of a Krylov space of twice the dimension. BiCGStab generalizes the CGS method by allowing more general polynomials that still satisfy the BiCG orthogonality relations but replace the square of the BiCG polynomial by the product of the BiCG polynomial, P i (A), and a polynomial, Q i (A), that in each iteration does a one-step residual minimization [32, 35] ,
To run the BiCGStab solver, eight vectors (including auxiliary vectors) of the size N are required. This amounts to a storage cost of 8N in addition to the system matrix (here 19N ), the right hand side (N ) and the vector of unknowns (N ).
Recycling Krylov Subspaces
When solving a sequence of slowly changing linear systems, A j x j = b j , the Krylov subspaces K m (A j , b j ) often contain smaller subspaces that are all close to each other and can therefore be approximated by some recurring or dominant subspace (which need not be a Krylov space). The idea of Krylov subspace recycling is (1) to compute this recurring subspace efficiently while solving subsequent linear systems and (2) to improve the rate of convergence of the iterative solves by iterating orthogonally to this space. This is equivalent to augmenting the search space at the start of each iterative solve with the recycle space.
To get an idea of the effectiveness of this approach, consider, for example, the restarted GMRES method for a single system. After restarting in GMRES(m), especially if we have not made much progress, we often explore a search space very close to the space in which we searched for a solution in the previous m steps (as we start with almost the same residual). Since we already have an optimal solution from those previous m steps, this leads to stagnation or very slow convergence. By keeping a judiciously selected subspace after restarting, or for the next linear system, computing the solution over that space immediately and then computing the new search space orthogonally to this recycled space, we prevent searching the same space and often obtain much faster convergence [5, 6, 9] .
Next, we briefly discuss recycling; first for the GMRES-like methods rGCROT and GCRODR and then for short recurrence methods like BiCGStab and BiCG. Let U ∈ R N ×k and range(U ) be a subspace we want to recycle. For ease of discussion, we assume that U has been computed such that AU = C and C T C = I k . We set r 0 = (I − CC T )b, x 0 = U C T b, v 1 = r 0 / r 0 2 , and carry out m steps of the usual Arnoldi recurrence with the matrix
After solving the small least squares problem, as in GMRES(m), y = arg minỹ e 1 r 0 2 − H mỹ 2 , we update the solution as
where C T AV m has been computed during the Arnoldi recurrence. The correction U C T AV m y is necessary because A C is singular; however, the optimal solution can be computed as the inverse of A over range(C) is known. This provides the optimal solution over span(U ) + span(V m ) [6] . GCROT and GCRODR mainly differ in how they select the space range(U ).
If the dominant subspace approximately persists from one system to the next, recycling is very effective. The overhead consists mostly of additional orthogonalizations. Compared with (restarted) GMRES(m) recycling variants often reduce memory requirements, because m can be much smaller while the number of columns in U and C is often modest; see [9] . Nevertheless, the memory requirements are typically substantially higher than for short recurrence methods like BiCGStab. The GCRO-DR algorithm uses approximate invariant subspaces for U whereas rGCROT measures angles between successive search spaces to approximate the dominant subspace directly. These methods generally show faster convergence than restarted GMRES and drastically reduce runtime compared with full GMRES. Often they also show faster convergence than short recurrence methods like CGS and BiCGStab and they are also more robust. Furthermore, they automatically adapt over multiple restart cycles (while solving a single system) and multiple linear systems.
rGCROT
The GCROT algorithm with recycling, applied to a sequence of systems, is referred to as rGCROT here. Like GMRES/GMRES(m), the rGCROT algorithm has relatively expensive iterations, in work and storage, as it runs GMRES(m) with additional orthogonalizations and selects a subspace from the GMRES(m) cycles for recycling after restarting and for subsequent linear systems. This typically improves the convergence of the restarted GMRES algorithm drastically. The rGCROT solver also uses the recycle space for subsequent systems or time steps. For our applications of interest, this leads to faster convergence and a more robust solver for the initial time steps. The (r)GCROT method has a number of parameters, we discuss strategies for choosing parameters and some testing in the Results section. The additional storage cost of the rGCROT solver over GMRES(m) is 2N + 2kN , where k is the (maximum) dimension of the recycle space and N is the number of unknowns.
rBiCGStab
As we saw above, BiCGStab builds polynomials of the type Q i (A)P i (A)r 0 . In general, for recycling in BiCGStab (and BiCG) we would recycle two subspaces, range(U ) and range(Ũ ) to augment the Lanczos vectors V m andṼ m , respectively. However, as shown in [10, section 5, example 1], this is not always necessary. If only one recycle space is used, again represented by U , the algorithm simplifies substantially, and we can generate a Krylov subspace as for GCROT or GCRODR with the operator A C = (I − CC T )A. This leads to polynomials of the type r i,rBiCGStab = Q i (A C )P i (A C )b with a special starting vector r 0 = (I − CC T )b and special updates for the solution as above for GCROT/GCRODR. The algorithm for this special case, including left preconditioning with a preconditioner M , is given in Figure 1 . This implementation also avoids some expensive updates if possible. The algorithm for the general case of rBiCGStab and its derivation can be found in [10, 37] . The additional storage for rBiCGStab compared with BiCGStab is 2kN , where again k is the (maximum) dimension of the recycle space.
Hybrid approach
Although the rGCROT method is more robust and often converges in fewer iterations than BiCGStab (in our case, especially for earlier time steps), it is relatively expensive per iteration in computational cost (or time). As a result, the run time for later time steps might be higher, especially if a relatively large recycle space is used and BiCGStab does not converge slowly for later time steps. In our application, the additional robustness and fast convergence of rGCROT are important mainly in the first few time steps. For later time steps, we could use BiCGStab or, for faster convergence and improved robustness, rBiCGStab. Therefore, we propose a hybrid strategy that starts with rGCROT and continues with rBiCGStab, recycling the subspace selected from previous linear systems by
The rBiCGStab algorithm with one recycle space Given A, M (preconditioner), b, x 0 , U , ε (tolerance), i max , and possibly C:
(if C is initialized, we assume computing C and R, below, are not necessary, avoiding substantial overhead in computing and orthogonalizing C)
(by thin QR decomposition of right hand side)
(accumulate U updates to solution but postpone update of x) end if α = 0; i = 1;r 0 = r; (or pick random vector)
(accumulate U k updates to solution)
(add accumulated updates to solution) rGCROT. If at an intermediate phase convergence would be poor, we could also switch back to rGCROT, but this does not seem to be needed in the applications discussed in this paper. To show why this is an advantageous strategy, the advantages and disadvantages of various Table 1 . The hybrid approach is designed to combine the advantages of the robust rGCROT algorithm and the cheaper BiCGStab iterations. The recycle space built over previous time steps by rGCROT is utilized in rBiCGStab after switching at an appropriate time step. The recycle space built in rGCROT (both U and C) remains constant during the rBiCGStab calculations. Thus a large recycle space can be used efficiently in this approach. An alternative approach of intermittent solves with rGCROT to update the recycle space can be used when the system matrix changes for certain time steps.
CFD problem description
In this study we consider two problems, where the pressure coefficient matrix remains constant for all subsequent time steps, 1. Turbulent channel flow, 2. Flow through porous media.
Turbulent channel flow
Turbulent channel flow has been used extensively as a canonical problem that embodies most of the physical complexities of wall bounded turbulent flow. For this reason, the turbulent channel flow case, as depicted in Figure 2 , is a good problem to evaluate the linear solvers. An orthogonal computational grid with a single mesh block is used in this study; it has a seven point stencil (6 off diagonal elements). Higher grid density near the wall is used to resolve the boundary layer. Periodic boundary conditions are used in the flow direction to mimic an infinitely long turbulent channel. Prescribed perturbations in the flow are introduced as the initial condition, to trigger the onset of turbulence in the flow. A skin friction Reynolds numbers (Re τ ) of 180 is used based on the study of Moser et al. [38] . A single 3D computational mesh block of 64 × 64 × 64 computational cells is used. First, the simulation is run using the rGCROT algorithm till the flow turbulence has become 
Flow through porous media
Porous media flow has a wide variety of applications. In the current study, the porous medium is modelled using IBM to resolve the porous structure which is constructed using stochastic reconstruction procedure as shown in Figure 3 . The IBM scheme uses indirect forcing of sharp interface on the background mesh [23] . A 2D background mesh consisting of 2.56 million orthogonal cells and 16 mesh blocks (100 × 800 × 2 × 16) is used in this case to simulate bulk flow Reynolds number (Re b ) of 10 −4 . In the current framework of IBM, two computational cells are needed in the Z direction for 2D calculations. The porous medium has wall boundaries on the top and the bottom with inlet and outlet boundaries on the left and right, respectively. The pressure coefficient matrix remains constant for every time step, as the IBM related flux corrections at the immersed boundaries are not applied. For performance comparison, ten time steps each of 10 −8 second are run at the start of the calculations with various solvers. A relative tolerance of 10 −10 on the L 2 norm of the residual is used as a convergence criterion, as the initial residual norm is significantly higher, and no solver would converge to an absolute tolerance of 10 −6 since it falls close to the relative machine precision. The preconditioner uses 5 inner iterations of either Jacobi iterative smoothing or SSOR smoothing. Though the SSOR algorithm is more appropriate for symmetric matrices, it can also be applied as a preconditioner to non-symmetric coefficient matrices, because we are interested only in an approximate solution from the preconditioner.
Results
The turbulent channel flow simulation is performed serially on a local system (Dual Intel R Xeon R CPU X5650 @ 2.67GHz & 48GB memory), whereas the flow through porous media study is performed using 16 CPU cores (Dual Intel R Xeon R CPU E5-2670 @ 2.60GHz & 64GB memory) with MPI parallelism on the BlueRidge HPC system at Virginia Tech. In the present study, an iteration is complete when convergence is checked. Thus, an iteration of BiCGStab and rBiCGStab has 2 matrix vector products whereas GMRES(m) and rGCROT(m,k) have m matrix vector products in each iteration.
Turbulent channel flow
There are 6 parameters associated with the rGCROT algorithm: the (max) dimension of the Krylov space, or inner search space, associated with the restart frequency of GMRES, m; the (max) dimension of the recycle space, or outer search space, k; the number of outer vectors after truncation of the outer space, here k − 10; the number of inner vectors to select outer vectors from, here m/2; the number of inner vectors selected for outer space, here 1; and, the number of latest inner vectors kept, here 0.
In this study, we focus on the two most influential parameters: the dimension of the Krylov or inner vector space, m, and the dimension of the outer vector recycle space, k. The other parameter values above are given as constants or in terms of m and k. The dimension of the recycle space k, is varied from 20 to 170, and the restart frequency m is varied from 20 to 100, both with increments of 10, at the beginning of the simulations and also at the end of simulations to analyze optimal performance. At the start of the calculations, rGCROT (30, 130 ) is optimal with respect to time to solution whereas rGCROT (20, 130) is optimal after the flow becomes stationary. Additional details regarding the rGCROT parameters and selection guidelines can be found in [5] . Figure 4 gives the number of iterations to converge for the rGCROT(30,130) solver for a long sequence of time steps. It also shows the L 2 norm of initial residual ( r 0 2 = b 2 ) for every time step. The variation in r 0 2 is directly associated with the flow physics. At the first time step, the initial guess for velocity with prescribed perturbations in the flow is farthest from the solution, so the r 0 2 value is maximum. As the flow starts to develop, r 0 2 goes down and drops by 3 orders of magnitude. After about 1000 time steps r 0 2 goes back up by an order of magnitude, because rapid changes in the flow rate causes relatively large changes in subsequent right hand sides (b). Once the flow becomes stationary, the flow rate and consequently r 0 2 settle down to quasi-steady values. The number of iterations taken to converge a given time step is influenced by the variations in r 0 2 since an absolute tolerance of 10 −6 is used. For the rGCROT algorithm, the recycle space would influence the number of iterations to converge as well. Initially the dimension of the recycle space is small and the dominant subspace has not been constucuted yet and thus the number of iterations to converge is higher. As a dominant subspace is discovered and captured by the recycle space, the number of iterations drops to one iteration. When the flow develops, the right hand sides change considerably with time steps due to rapid changes in flow rate. This warrants intermittent updates to the recycle space and the number of iterations to converge fluctuates between one and two. As the r 0 2 values goes back up, the number of iterations increases to two since the relative reduction required in residual also increases. After an intial phase of fluctuations, the flow settles and the number of iterations is one or two. Tables 2 and 3 give the time to solution and average number of iterations to converge. From the results it is clear that the parameter tuned rGCROT solver takes the least number of iterations per time step and has the lowest time to solution. Notice that BiCGStab solver has the cheapest iterations, it takes lot more number of iterations to converge. At the start of the calculations, GMRES(m) did not converge in 1000 iterations when using fewer than 50 as the restart frequency. This prolonged stagnation in convergence is a typical issue with GMRES(m) for small m and thus takes longer to converge though the iterations are relatively cheaper. All the solvers converge faster when the flow becomes stationary because r 0 2 is smaller. The number of iterations to converge is shown in Figure 5 for a sequence of 30 time steps after the flow becomes stationary. The number of iterations for rGCROT remains constant once the recycle space has captured dominant subspace. The number of iterations for GMRES(m) also remain constant but the time to solution is much larger as we have to build the search space from scratch after every restart. The number of iterations for BiCGStab relatively fluctuates modestly.
The storage cost associated with various solvers for turbulent channel flow case is listed in the Table 4 . This includes only the O(N) costs (where N is number of unknowns) additionally needed for the solver. It does not count the system matrix, right hand side and the vector of unknowns needed in every solver. The auxiliary and temporary vectors used in the solvers contribute to the storage overhead. As mentioned in section 2.2, the BiCGStab solver has the lowest storage requirements, whereas the rGCROT solver has significantly higher storage costs. For the same amount of storage, it has been shown that the rGCROT algorithm outperforms GMRES(m) [5] . So, when storage is cheap, the rGCROT solver has superior performance over other solvers.
In summary, rGCROT is a robust solver, capable of converging in small numbers of iterations with subspace recycling, albeit that each iteration is relatively expensive (time+storage). On the other hand BiCGStab has cheap iterations but takes many more iterations to converge. This suggests the hybrid approach which combines the robustness of rGCROT and the cheap iterations of BiCGStab through a persistent recycle space as discussed in section 2.4. We test this for the porous media application in the next section.
Flow through porous media
In this section, we present the results for CFD simulation of flow through porous media. First, the parametric study of optimal parameters for rGCROT and GMRES(m) solvers is presented. This is followed by comparison of the solvers and preconditioners. Finally, tuning of the hybrid approach is discussed.
Parametric study for rGCROT and GMRES(m)
For a fair comparison, the parameters of rGCROT and GMRES(m) are optimized separately for each solver. The restart frequency (m) and the dimension of the recycle space (k) are the two parameters associated with rGCROT for which parametric study is performed using Jacobi preconditioner. The dimension of the recycle space k, is varied from 10 to 210, with increments of 10 and the restart frequency m is varied from 10 to 80, with increments of 5. The other parameter values are, the number of outer vectors after truncation of the outer space, here k − 10; the number of inner vectors to select outer vectors from, here m/2; the number of inner vectors selected for outer space, here 2; and, the number of latest inner vectors kept, here 0. It is assumed that the parameter behaviour would be similar for the SSOR preconditioner as shown later in section 4.2. From this parameter space, the combination rGCROT(10,40) had the minimum runtime and is used through out this section.
The restart frequency for GMRES(m) is varied from 15 to 55 with increments of 5 with the Jacobi preconditioner and from 30 to 60 with increments of 10 with the SSOR preconditioner. GMRES (30) with the Jacobi preconditioner and GMRES(50) with the SSOR preconditioner had the optimal performance in terms of time to solution for first 10 time steps.
Comparison of solvers and preconditioners
This section compares the solvers and preconditioners considered in the current work. The average number of iterations and total time taken for first 10 time steps in the porous media flow simulation are listed in Table 5 . Here the average number of iterations for BiCGStab are based on a maximum of 1000 iterations for any time step. Also, the average number of iterations for the hybrid approach is given for the time steps solved using rBiCGStab only. For the hybrid approach, hybrid(n) indicates n time steps with rGCROT and (10 − n) time steps with rBiCGStab.
The results from Table 5 indicate that the time to solution is fastest with the hybrid approach with moderate number of average iterations. With the SSOR preconditioner the average number of iterations decreases for all solvers, indicating that it is a more effective preconditioner. The total time for all solvers also decreased with the SSOR preconditioner, except for BiCGStab. The reduction in the average number of iterations of BiCGStab with SSOR is relatively small, and each iteration with SSOR is more expensive than with the Jacobi preconditioner.
The number of iterations to converge and the time to solution per time step is shown in Figure 6 to complement the average results in Table 5 . The results for the hybrid solver are shown only for the steps with rBiCGStab as the initial steps with rGCROT (10, 40) have the same number of iterations and runtime per time step as shown. The number of iterations remains almost constant for all the solvers except for BiCGStab. In fact, BiCGStab did not converge to the required relative tolerance for most of the time steps with either preconditioner. Thus BiCGStab is not robust enough for this problem. GMRES(50) with the SSOR preconditioner has the lowest number of iterations but each iteration is far more expensive than other solvers. Although the number of iterations is reduced for the SSOR preconditioner, the runtime per time step is almost the same as the main cost of rGCROT is the Gram-Schmidt orthogonalization procedure and the recycling. Table 6 shows the number of iterations and the solution time for the tenth time step. We focus on this time step because the hybrid approach is tuned based on this time step as discussed in the next section. The hybrid approach is represented by rBiCGStab since the tenth time step is solved by rBiCGStab which uses the recycle space built with 5 initial time steps of rGCROT (10, 40) . The rBiCGStab solver with SSOR preconditioner has by far the lowest time to solution whereas the BiCGStab solver has the cheapest iterations. The convergence of the relative residual norm : r k 2 / r 0 2 for the tenth time step are given in Figure 7 . The residual of both GMRES(m) and rGCROT decreases monotonically whereas BiCGStab and rBiCGStab show irregular convergence towards the end. When comparing the SSOR with the Jacobi preconditioner, the initial residual ( r 1 2 / r 0 2 ) and initial slope for all the solvers is the same except GMRES(m) since the restarting frequencies differ.
The L 2 norm convergence curves in Figure 7 are given for the true residual, except for the rBiCGStab solver where it is given for the preconditioned residual. The update to the solution vector from the outer projection space in rBiCGStab solver is performed only at the end of all the iterations (see Figure 1 ). So the calculation of the true residual for every iteration would introduce additional overheads and is thus not computed.
The storage cost associated with various solvers for this problem is listed in Table 7 . Similar to the discussion in section 4.1, the storage cost for the BiCGStab solver is the lowest and it is the highest for the rGCROT algorithm. The hybrid approach with the rBiCGStab solver has lower persistent storage requirements and less time to solution compared with rGCROT. So, there is a trade-off between performance and storage for any solver and the solver selection would largely depend on the storage availability and data access costs.
Hybrid approach tuning
In this subsection we analyze the performance of the hybrid approach. This led to the parameter choices presented for rBiCGStab. The dimension of the recycle space is varied along with the time step at which we switch the solver from rGCROT to rBiCGStab. The recycle space dimension is varied from 10 to 210 vectors with a step of 10 when using six time steps to build it using rGCROT. Again, the optimal runtime for the hybrid approach is with rGCROT(10,40) solver because for larger recycle space, the cost of projection becomes higher whereas with smaller recycle space, the number of iterations to converge increases. Table 8 lists the time to solution for the tenth time step and total time for different n in the hybrid(n) approach. The Jacobi preconditioner is used assuming the behaviour would be similar for SSOR preconditioner based on the results from section 4.1. The calculations become unstable when running just 1 or 2 time steps with rGCROT and then switching to rBiCGStab. This could be because the recycle vector space is not populated with dominant vectors. But with higher number of time steps of rGCROT, the recycle space seems to be populated with dominant subspaces which drive the subsequent systems to faster convergence. Based on the runtime, the optimal switching point is after 5 time steps of rGCROT.
The convergence characteristics for different number of steps with rGCROT is shown in Figure 8 . The convergence characteristics for all the cases are fairly close to each other indicating that once the dominant subspaces are discovered, the need to update the space is minimal. This is applicable for 10 subsequent systems and there could be a need for updating the recycle space after certain number of time steps based on the changes to system matrix and right hand side. This was not investigated in the current study.
The hybrid approach would typically suit applications where the condition number of the preconditioned system is high, requiring a large number of iterations to converge and there is a sequence of such related systems to be solved. The performance gains from reduction in the number of iterations has to be greater than the additional cost per iteration associated with orthogonalization (with the recycle space). Finally, the use of hybrid approach with rBiCGStab for CFD applications is indeed a faster option with moderate increase in storage costs.
Conclusion
Krylov subspace recycling linear solvers, rGCROT and rBiCGStab, are tested for two important CFD applications. For a turbulent channel flow problem, the parameter tuned rGCROT solver performs better than both BiCGStab and GMRES(m) in terms of time to solution and number of iterations to converge. A novel approach for building the recycle space for recycling BiCGStab is proposed and tested for a porous media flow simulation. This hybrid approach has the fastest time to solution with moderate number of iterations compared with BiCGSTAB, GMRES(m) and rGCROT. 
