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1. THE BASIC THEOREM 
A return function C(p) = +(pr , pa, .-a pN) is given with the following 
properties. 
A. C(p) is symmetric in all coordinates, i.e., 4(p) is invariant under all 
permutations of the coordinates. 
B. 4(p) is multilinear, i.e., for any coordinate p, we may write 
4(p) = aj(p)pi + /Ii(p), where o~j(p) and &j(p) are independent of p, . 
An allocation constraint of the form 
c Pj = lzx (1) 
is given, and the added constraints 
0 <p, < 1, for all j. (2) 
Let the set of points p satisfying the constraints (1) and (2) be denoted by C, . 
It is clear from (2) that the set C, is bounded and convex, and will have a set 
of boundary points B, . It is also clear that the set C, will always contain the 
point P, = (or/N, or/N, **a or/N), and we will refer to this point as the sym- 
metry point. Our theorem may now be stated. 
THEOREM. The symmetric multilinear function $(p) assumes its maximum 
and minimum on the set C,, at either the boundary B, OY symmetric point P, . 
PROOF. Consider the transformation 
j= 1,2, . . . N - 1 
(3) 
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Let 8~) =4*(u) =4*(uz, u2, e-1 u+i). The variables ui are independent. 
At a critical point (one at which a+*/&+ = 0 for all j) one must have for 
the corresponding point p of (3) 
Consequently, at a critical point 
a4 3 -=- 
ap, aPj 
for all i, j, 
Let us consider, in particular, the consequences of +/ap, = +/ap, . The 
symmetry and linearity assumed in A and B imply that 
and 
For the elementary case 4(p) = K,(pl + p, *.= + p,) + K, , where Q = 0, 
we have 4(p) = Kim + K, and the theorem is trivial. Otherwise Q is not 
identically zero, but it may vanish at some points. If @lap, = &$/8pa, it 
follows from (5a) and (5b) that 
(P,-P,)Q(P,,P,,...P,)=O. (6) 
If Q(p) # 0 at p, then P, = P, . If Q(p) = 0, the point p though it may be 
critical cannot be an extremum point for 4(p) on C, , as we will now show. 
We first note that Q(p) = az$/8ppl ap, . If this is equal to zero, then for the 
unit vector &,a = (1, - 1, 0, 0, a** 0)/z/z in the transverse plane xpi = a 
(the unit vector normal to the transverse plane is fi = (1, I, I ... 1)/m 
. . 
and rt is clear that &a * ri = 0), we have 
2?.f- = ($,, 
asi2 .V) &2 * V)+(P)=;(+$-)(& -$-j+(P) = 0 
provided that &j/ap,ap, = 0 at the critical point, as a consequence of the 
linearity. Moreover at such a point all higher derivatives @#/Asia = (zi,, . V)n+ 
vanish. It then follows that 4(p) is constant on the entire line in the direction 
of a,, passing through the critical point. 
By a similar analysis for all coordinates pi and pi , we infer that a point p 
can be an extremum only if pa = pj for all i, j, i.e., only if p is the symmetry 
point. 
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Since at points other than a critical point, there will always be a direction 
of decrease, the theorem follows at once. Q.E.D. 
In the search for the maxima and minima on the boundary, the same 
theorem may be invoked. If a subset of the values of pi are assigned the values 
0, and 1, the reduced function $(p) is still symmetric and multilinear in the 
remaining coordinates. We therefore infer the following corollary. 
COROLLARY. The maxima and minima of 4(p) on C, is to be found among 
the points: 
J values 1, L values 0, N - J - L values C,, , 
where C,, = (a - J)/(N - J -L), when these points lie on the set C, . 
2. A TYPICAL APPLICATION 
Suppose that a manufacturer of computers has N potential customers for 
a new model, and that these customers are all regarded as equivalent in that 
they have the same degree of potential need and sales resistance. A budget 
of 0 dollars is available for a sales campaign, and this may be distributed into 
N individual sales efforts of budget levels 0, , 0, *** Blv. It is assumed that 
the probability P(0) of a sale for a given customer is proportional to the sales 
expenditure 0 for that customer up to a given threshold level 0 = T, i.e., that 
I 
e 
p(e) = T 3 o<e<T 
1, e > T. 
The net return on investment is assumed to be given by 4 = Y, if n computers 
are sold. Hence for a given allocation (0, ,8, , +** 0,) = 0, the expected 
return on investment is 
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where Qn( 0) is the probability of n sales given the allocation vector 8. Under 
the conditions stated Q%(e) is obviously symmetric in the coordinates 19~. 
Moreover, Qn( 0) is the probability of n successes out of a total of N Bernoulli 
trials, for which the probabilities of individual successes are 0,/T, &/T, ... 
6,/T. Hence Qn(0) is multilinear in the coordinates 19~ in the domain 
0 < Oi/T < 1 as shown, for example, by W. Feller (1, Chapter 4) and 
W. Riordan (2, Chapter 3). The theorem is therefore applicable to the 
optimization of C(e). 
More generally, the theorem may be applied to the optimization of any 
linear return function on the outcome of N Bernoulli trials when the sum 
of the individual probabilities of success is fixed. 
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