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ABSTRACT
In recent years, effort has been put into following the ideas of M.
Ruzhansky and V. Turunen to construct a global pseudo-differential
calculus on Lie groups. By this, we mean a collection of operators con-
taining the left-invariant differential calculus with the additional re-
quirement that it be stable under composition and adjunction. More-
over, we would like these operators to have adequate boundedness
properties between Sobolev spaces. Our approach consists in using
the group Fourier transform to define a global, operator-valued sym-
bol, yielding pseudo-differential operators via an analogue of the Eu-
clidean Kohn-Nirenberg quantization.
The present document treats the case of the Euclidean motion group,
which is the smallest subset of Euclidean affine transformations con-
taining translations and rotations. As our representations are infinite-
dimensional, the proofs of the calculus properties are more naturally
carried out on the kernel side, which means that particular care is
required to treat the singularity at the origin. The key argument is
a density result which allows us to approximate singular kernels via
smooth ones and is proved herein via purely spectral arguments with-
out using classical estimates on the heat kernel.
5

ACKNOWLEDGEMENTS
Firstly, I would like to thank my parents, my sister and her partner for
everything they have done for me. They have always been there for
me, in good and bad times alike. They have encouraged me through-
out my life, and have always done their best to make sure that I did
not need to worry about anything else when I had to study.
I would also like to take the opportunity that these pages provide
to thank Karen, Paul, Paula, Mike, Emma and Richard. When being
far away from my own family was difficult, they were always there
for me, going out of their way to make me feel part of the family.
From inviting me to spend Christmas or Easter with them, to smaller
everyday gestures, I am truly grateful for everything they have done
for Chloe and me.
Of course, these lines would not be complete without mentioning
Chloe herself, who encouraged and supported me through difficult
times, and did so much to ensure I could fully concentrate on my
studies. I also owe her my thanks for helping me type this document
when my hands were painful.
I would also like to thank Urbain for his friendship and for pro-
viding me with a place to stay whenever I needed to go to London.
Following the example of the current version of his future thesis, I
would also like to thank: Bram Moolenaar for writing Vim, Richard
Stallman for starting the GNU project (minus Emacs) and signing my
laptop1, and Linus Torvalds for developing Linux and Git. Although
their tools certainly distracted me a great deal from my research and
perhaps exacerbated my tendinitis, I like convincing myself that they
did eventually help my productivity.
During my eight years of studying mathematics, I feel very fortu-
nate to have spent the first three at Universite´ Catholique de Louvain.
What I appreciated most was the effort that the lecturers made to
look at whether known results and concepts could be introduced or
proved more easily, as opposed to presenting it as they had learnt it
themselves. I will always remember Professor Jean Van Schaftingen’s
and Professor Augusto Ponce’s elegant modification of McShane’s
1 After carefully voiding my warranty and removing all Windows stickers.
7
8
definition of the Lebesgue integral, Professor Michel Willem’s way of
deriving all the convexity and duality results of Lebesgue spaces in
one corollary, and the countless examples that made my education dif-
ferent than it would have been at any other institution. They taught
me to appreciate mathematical results, but also to see the beauty in
how you obtain them. In addition to their teaching duties, they have
often taken the time to help and advise me. In particular, I would
like to thank Dr. Laurent Moonens, Professor Augusto Ponce, Profes-
sor Jean Van Schaftingen and Professor Pierre Bieliavsky for writing
the recommendation letters which allowed me to study here in the
United Kingdom.
Finally, I offer my sincerest gratitude to the people who directly
helped with the contents of this thesis. Firstly, to Chiara Taranto,
Urbain Vaes and Chloe Mason for their help with the first chapter
of this document. Secondly, to Ve´ronique Fischer for the numerous
hours she spent explaining material to me that I should have already
known, but also for her advice about the writing-up period and be-
yond. I owe her my (limited) understanding of the field. I would
also like to thank Professor Nicolas Lerner and Professor Ari Laptev,
my examiners, for suggesting various improvements to the following
document. Lastly, but certainly not least, to my supervisor, Professor
Michael Ruzhansky, for giving me the opportunity to work with him
and for his continuous support, patience, motivation and insight.
CONTENTS
1 introduction 11
1.1 Survey of the compact and graded cases . . . . . . . . 13
1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2 preliminaries 27
2.1 Lie groups . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.1 Lie algebra . . . . . . . . . . . . . . . . . . . . . . 28
2.1.2 Haar measure . . . . . . . . . . . . . . . . . . . . 31
2.2 Representation Theory . . . . . . . . . . . . . . . . . . . 33
2.3 Distributions . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Convolutions . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.1 Convolutions of distributions . . . . . . . . . . . 37
2.5 Fourier Transform . . . . . . . . . . . . . . . . . . . . . . 38
2.5.1 Fourier transform of distributions . . . . . . . . 41
2.6 Compact Lie groups . . . . . . . . . . . . . . . . . . . . 42
3 motion groups 45
3.1 Motion groups . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Lie algebra structure . . . . . . . . . . . . . . . . . . . . 49
3.3 Unitary representations . . . . . . . . . . . . . . . . . . 57
3.3.1 Infinitesimal representations . . . . . . . . . . . 60
3.4 Fourier Transform . . . . . . . . . . . . . . . . . . . . . . 61
3.4.1 Definition and elementary properties . . . . . . 61
3.4.2 Plancherel formula . . . . . . . . . . . . . . . . . 64
3.4.3 Fourier Transform of distributions . . . . . . . . 67
3.5 Sobolev spaces . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6 Taylor formula . . . . . . . . . . . . . . . . . . . . . . . . 74
4 symbolic calculus 77
4.1 Difference operators . . . . . . . . . . . . . . . . . . . . 77
4.2 Symbol classes . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 Kernels, quantization and operator classes . . . . . . . 85
4.3.1 First properties of symbol classes . . . . . . . . 87
4.4 Holomorphic functional calculus . . . . . . . . . . . . . 89
4.5 Approximation of symbols . . . . . . . . . . . . . . . . 96
9
10 Contents
4.6 Kernel estimates . . . . . . . . . . . . . . . . . . . . . . . 98
4.6.1 L2 estimates for the kernel . . . . . . . . . . . . 100
4.6.2 Estimates at infinity . . . . . . . . . . . . . . . . 102
4.6.3 Estimates at the origin . . . . . . . . . . . . . . . 105
4.7 Adjoint and composition formulae . . . . . . . . . . . . 111
4.7.1 Composition formula . . . . . . . . . . . . . . . 113
4.7.2 Adjunction formula . . . . . . . . . . . . . . . . 120
4.7.3 Simplification of the definition of symbol classes 124
4.7.4 Pseudo-differential calculus . . . . . . . . . . . . 127
4.7.5 Asymptotic sums of symbols . . . . . . . . . . . 129
4.8 Lp boundedness . . . . . . . . . . . . . . . . . . . . . . . 131
4.8.1 L2 boundedness . . . . . . . . . . . . . . . . . . . 132
4.8.2 Kernel estimates when ρ = 1 . . . . . . . . . . . 136
4.8.3 Caldero´n-Zygmund theory . . . . . . . . . . . . 140
4.9 Construction of parametrices . . . . . . . . . . . . . . . 143
5 conclusion 149
1 INTRODUCT ION
Since their inception in the 1960s, pseudo-differential operators have
become standard and natural tools in the study of partial differen-
tial equations, particularly when elliptic or hypoelliptic operators are
concerned.
On Rn, these operators are defined globally as arising from smooth
maps called symbols via the Euclidean Fourier Transform, the lat-
ter generalizing characteristic polynomials. Their usefulness arises
from the fact that they enjoy similar properties as their differential
counterparts, such as a notion of order that behaves well under com-
position and adjunction, as well as expected boundedness proper-
ties between the adequate Sobolev spaces. Crucially, the adjunction
and composition formulae claim that both these operations applied to
pseudo-differential operators can be approximately expressed on the
symbolic side via a formula that is formally virtually identical to the
corresponding rule for characteristic polynomials. In particular, this
means that elliptic pseudo-differential operators admit parametrices
which are contained in the pseudo-differential calculus. The litera-
ture on the subject is vast and overviews can be found, for example,
in [Shu01; Ho¨r07].
While pseudo-differential operators can be defined locally via local
charts on any connected manifold, two issues arise. Firstly, operators
are usually defined provided that a condition on the type such as
1− ρ ≤ δ < ρ
holds (see e.g. [Shu01, Section 4]), while their Euclidean counterparts
make sense without restrictions on ρ and δ other than ρ ≥ δ. Sec-
ondly, a global notion of symbol cannot be invariantly defined, mak-
ing results which rely on a full symbol (such as Ga˚rding’s inequality)
difficult to establish.
The first successful attempt at defining a global pseudo-differential
calculus on a non-Euclidean manifold is due to M. Ruzhansky and
V. Turunen, and their treatment of compact Lie groups. They defined
the global symbol of an operator via the group Fourier transform of
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the right-convolution kernel, which in particular is matrix-valued due
to the non-commutativity of the group law. Particularly instrumen-
tal to their success was their definition of difference operators, which
generalize derivatives in Fourier variables from the Euclidean case.
It is worth remembering that, while good properties of left-invariant
pseudo-differential operators are ensured by the Plancherel theory,
it is the estimates on the derivatives of the symbol and thus also in
the Fourier variables, that extend the desired properties onto more
general pseudo-differential operators. More specifically, their con-
cepts of difference operators allowed them to firstly ensure pseudo-
differential operators have Caldero´n-Zygmund kernels, and secondly
control both the first terms and the remainders of asymptotic sums
which arise from the composition and adjunction of operators.
Since then, many results and applications have been obtained on
compact Lie groups by several authors including M. Ruzhansky, J.
Wirth, V. Turunen and J. Delgado. To cite a few, these applications in-
clude criteria for ellipticity and global hypoellipticity in terms of the
global symbols [RT10], a proof of a sharp Ga˚rding inequality [RT11],
a global functional calculus [RW14], a study of Lp(G) Fourier multi-
pliers [RW15], and many others.
It is natural to wonder whether a global pseudo-differential calcu-
lus can be defined on other, more complicated, settings. To this end,
we observe that the Ruzhansky-Turunen theory relies on a Fourier-
Plancherel theory, while good properties of the operators rely on an
understanding of the theory of singular integrals. Therefore, the nat-
ural settings to investigate are Lie groups with polynomial growth of
the volume.
In 2013, V. Fischer and M. Ruzhansky treated the case of graded
nilpotent Lie groups. In particular, they dealt with the technical is-
sues which arise from working with infinite-dimensional represen-
tations, and more crucially, non-central sub-Laplacians or positive
Rockland operators. They also present a strategy to obtain the compo-
sition and adjunction formulae, which consists of proving symbolic
estimates on the functional calculus for the sub-Laplacian or the Rock-
land operator, and subsequently proving kernel estimates for general
symbols.
The aim of this thesis is to study the case of the Euclidean mo-
tion group, which is the smallest group of affine transformations on
a Euclidean space containing both translations and rotations. Our
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analysis will encounter difficulties due to the absence of properties
such as compactness and commutativity of the group law, and the
lack of a dilation structure. Furthermore, the infinite-dimensional
nature of the representations, and the fact that the Laplacian is not
central, also complicates matters. Nevertheless, our interest in this
group is justified for two reasons: firstly, it is one of the more ele-
mentary non-compact groups not yet studied in the context of global
pseudo-differential calculus; secondly, by its very definition, it natu-
rally describes rigid motions such as the position and orientation of
a robot arm or polymer chains like DNA. As a result, many partial
differential equations from engineering, biology and physics are nat-
urally expressed on the motion group. More detail on the different
applications can be found in [CW04; CK00; Chi13].
1.1 survey of the compact and graded cases
In this section, we informally discuss an overview of the theory on
compact and graded Lie groups. For more detail, the reader is in-
vited to consult [RT10] for the compact case1 and [FR16] for graded
Lie groups. To avoid repetition, we shall discuss both settings simul-
taneously.
Essentially, [Fis15; FR16] and the present document all follow the
following steps to develop a global pseudo-differential calculus.
step 1. Study the (sub-)Laplacian or positive Rockland operator, and
the corresponding Sobolev spaces.
step 2. Study and generalize the group Fourier Transform.
step 3. Find a family of smooth functions which have a Leibniz-like
rule and can be used for a Taylor development.
step 4. Define the symbol classes.
step 5. Study the functional calculus of the (sub-)Laplacian or posi-
tive Rockland operator.
step 6. Obtain kernel estimates.
1 The adjunction and composition formulae are stated therein, although their corre-
spending proofs contain a non-trivial gap which has since been filled but not pub-
lished.
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step 7. Prove the composition and adjunction formulae.
We now present the above steps in more detail. Unless stated oth-
erwise, G will denote a compact or a graded Lie group until the end
of this outline.
Step 1 - Sobolev spaces
We start by fixing a (sub-)Laplacian or, in the graded case, a positive
Rockland operator. This allows us to define Sobolev spaces. We then
need to show their basic properties, the most important of which is
the Sobolev embedding theorem.
As our kernels and symbols will be linked via the Fourier trans-
form, the Plancherel theory will allow us to obtain L2(G) and more
generally L2s (G) estimates on the kernel from symbolic estimates. We
shall therefore rely on the Sobolev embedding to obtain further reg-
ularity results (e.g. continuity). The role of the Sobolev embedding
theorem is thus pivotal in the study of the regularity and the singu-
larities of the kernel.
Moreover, as we require our pseudo-differential operators to be
bounded maps between suitable Sobolev spaces, we expect these
spaces to be somehow part of our symbol classes definition.
In the graded case, Sobolev spaces are studied in [FR16, Chapter
4], following the proofs of the stratified case (see [Fol75]).
In the case of compact groups, the Laplace-Beltrami operator associ-
ated with a normalized bi-invariant metric appears the natural can-
didate to define Sobolev spaces, since its eigenspaces arise naturally
from the group representations.
From this point onwards, LG will denote the operator with respect
to which we have defined our Sobolev spaces.
Step 2 - Fourier analysis
The main idea is to define an analogue of the Euclidean Kohn-Nirenberg
quantization, whereby the symbol of a pseudo-differential operator is
the Fourier transform of its convolution kernel. Our first step is thus to
extend the group Fourier transform to a suitable subset of tempered
distributions.
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On our settings, the Fourier transform is defined on L1(G, dg) via
FG f (ξ) def=
∫
G
f (g)ξ(g)? dg,
where dg denotes a Haar measure, ξ ∈ Ĝ, and Ĝ is the unitary dual
of G, i.e. the set of all equivalence classes of irreducible, strongly
continuous and unitary representations of G.
If f ∈ L1(G) ∩ L2(G), we have the following Plancherel formula∫
G
| f |2 dg =
∫
Ĝ
tr(FG f (ξ)FG f (ξ)?)dµĜ(ξ),
where dµĜ denotes the so-called Plancherel measure, while any f ∈
S(G) may be recovered from its Fourier Transform via the following
inverse formula
f (g) def=
∫
Ĝ
tr(ξ(g)FG f (ξ))dµĜ(ξ), g ∈ G.
The problem of defining an extension of the Fourier Transform to
make sense of a Kohn-Nirenberg quantization procedure was solved
in [FR16, Subsection 5.1.1] for a very large class of groups, since their
solution relies exclusively on the Plancherel theorem and the definition
of Sobolev spaces.
Step 3 - Difference operators
In [RT10], M. Ruzhansky and V. Turunen introduce the following
notion of difference operator to generalize the derivatives in Fourier
variables which appear in the Euclidean definition of symbol classes.
If q ∈ C∞(G), they define
∆Gq FG f def= FG{q f }.
When G = Rn, we recover the classical derivatives in frequency
with the collection ∆ def= {x1, . . . , xn ∈ C∞(Rn)}, where xi is the func-
tion that maps x onto its i-th coordinate.
We now need to find the properties that a family of functions
∆ def= {q1, . . . , qn∆,G ∈ C∞(G)}
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must satisfy in order to develop a global pseudo-differential calculus.
We then let
qα def= qα11 . . . qαn∆,Gn∆,G , ∆αG def= ∆Gqα(·−1).
Upon inspection of the different proofs in the Euclidean [Ste93],
compact [RT10; Fis15] and graded [FR16] cases, the main require-
ments appear to be the following.
• We can use a Taylor development at the origin. This is necessary
because the adjunction and the composition are difficult to ex-
press on the symbolic side without using a Taylor development.
• We have a reasonable Leibniz rule for the associated difference
operators. This ensures, for example, that the order of the com-
position of two left-invariant pseudo-differential operators is
the sum of the orders.
• We would like to ensure that our pseudo-differentials operators
of order at most 0 are Caldero´n-Zygmund. While we can reason-
ably expect the Plancherel theory to ensure L2(G) boundedness,
we rely on the theory of singular integrals to have the bounded-
ness on Lp(G).
The first couple of conditions naturally require that each qj van-
ish at eG and that {dqj(e) : 1 ≤ j ≤ n∆,G} span the tangent space
TeG G. Such a family is called admissible in [RTW14] and subsequent
literature.
Intuitively, our definition of symbol classes will ensure that the
regularity of the kernel will increase every time we multiply it by one
of the qj ∈ ∆, exactly like in the Euclidean case. In particular, this
means that our kernels will be smooth outside of
⋂
q∈∆
{g ∈ G : q(g) = 0}, (1)
while the above set may contain singularities. However, the Caldero´n-
Zygmund theory requires that the singularity be confined to the iden-
tity. Therefore, [RTW14] defines ∆ to be strongly admissible if (1) equals
{eG}.
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The compact case
In [RTW14], the authors show that a well-chosen finite subfamily ∆
of
{(τ − τ(eG))mn : τ ∈ Ĝ, 1 ≤ m, n ≤ dτ}
can be strongly admissible.
Importantly, this family yields the following Leibniz-like rule
∆αG(FG f1FG f2) = ∑
|α|≤|α1|+|α2|≤2|α|
cαα1,α2(∆
α1
G FG f1)(∆α2G FG f2),
which is good enough to establish the calculus, but slightly compli-
cates some proofs related to the construction of parametrices.
The compactness of the group allows us to show that the calculus
does not depend on the choice of strongly admissible difference oper-
ators [RTW14; Fis15]. Such a proof relies heavily on the finite volume
of our group, and it is important to note at this stage that the result
does not hold even on Rn.
The graded case
The behaviour of difference operators in the graded case is somehow
closer to the Euclidean setting. In [FR16], the authors consider the
difference operators associated with homogeneous polynomials. The di-
lation structure shows that we have a Leibniz rule if we consider a
sum on homogeneous degrees (see [FR16, Subsection 5.2.1]), while
the strong admissibility is easily obtained by choosing a suitable ba-
sis.
Step 4 - Symbol and operator classes
Very informally, we say that σ(g, ξ) is a symbol if there exists κ ∈
C∞(G,S ′(G)) such that
σ(g, ξ) def= FG{κ(g, ·)}(ξ)
is defined. The distribution κ is called the kernel associated wih σ.
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Moreover, given m ∈ R, we shall say that σ ∈ Smρ,δ(G) if∥∥∥ξ(I −LG)−m+ρ|α|−δ|β|+γ2 Xβ∆αGσ(g, ξ)ξ(I −LG)−γ2 ∥∥∥L(Hξ ) < ∞
uniformly in g ∈ G and essentially uniformly in ξ ∈ Ĝ (with respect
to the Plancherel measure). Note that if LG is central, we can assume
γ = 0. It should be clear that when G = Rn, we obtain the classical
definition of symbol classes.
We also let
S−∞(G) def= ⋂
m∈R
Smρ,δ(G)
denote the set of smoothing symbols.
We define a pseudo-differential operator to be an operator arising from
a symbol via an analogue of the Kohn-Nirenberg quantization. More
precisely, the operator
OpG(σ)φ(g)
def
= F−1G
{
ξ ∈ Ĝ 7→ ξ(g)σ(g, ξ)FGφ(ξ)
}
(g)
is the pseudo-differential operator associated with the symbol σ. We
easily check that OpRn is the usual Kohn-Nirenberg quantization.
Naturally, the quantization allows us to define operator classes via
Ψmρ,δ(G)
def
= OpG(S
m
ρ,δ(G)),
Ψ−∞(G) def= OpG(S−∞(G)).
For more information, see [FR16, Section 5.1] for the graded case,
and [Fis15, Section 3.1] for the compact case.
Step 5 - Functional calculus
On Rn, the composition and adjunction formulae can be proved by
carrying out our computations on the frequency space R̂n = Rn, ex-
ploiting the fact that the Euclidean space is abelian and we have ex-
plicit expressions of our difference operators. Since a group Fourier
transform is operator-valued in more complicated settings, it makes
sense to attempt to do our calculations on the kernel side, especially
since this is how difference operators were defined. Unfortunately,
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kernels may have a singularity at the origin, unlike symbols which
are smooth. Therefore, two questions naturally arise.
• What is the strength of the singularity of the kernel at the origin?
• Can we approximate a symbol σ by a sequence of smoothing
symbols (σn)n∈N so that the kernel can be approximated by the
associated sequence of smooth kernels?
Looking at pseudo-differential operators such as (I − LG)m2 sug-
gests that functional calculus is the natural framework to answer such
questions.
A crucial step in our analysis is to construct a family of smooth-
ing symbols approximating the identity symbol. Using the algebra
structure of our symbol classes, this will yield an important density
result, as we will be able to approximate any symbol with smoothing
symbols, and by extension any kernel with smooth kernels.
Ideally, we would like to create a family {ηε = FG pε}ε∈(0,1] ⊂
S−∞(G) such that
‖ηε‖Smρ,δ(G),N ≤ Cε
m
ν , m < 0, (2)
‖I− ηε‖Smρ,δ(G),N ≤ Cε
m
ν , m ≥ 0, (3)
where ν is the order of the operator LG. Moreover, to prove the
Caldero´n-Zygmund property, we need very good estimates on the
kernels pε. Therefore, the natural candidate is the Fourier transform
of the heat kernel.
The family of symbols is used to prove the following results.
kernel estimates Given a symbol σ ∈ Smρ,δ(G), we estimate the
singularity of its kernel at the origin via
∣∣κg(h)∣∣ ≤ ∣∣κg ? pε(h)∣∣+ ∣∣κg ? (δeG − pε)(h)∣∣ ,
where we choose ε so that εν equals the distance between h and
eG.
The second term of the right-hand side is the one containing the
singularity, and we need (3) to control it.
construction of asymptotic limits One of the inherent charac-
teristics of symbolic calculus is that compositions and adjunc-
tions can only be expressed via infinite sums from which we
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cannot reasonably expect convergence. As certain applications,
such as the construction of parametrices, rely on constructing a
limit of these sums in a suitable sense, it is important that we
define a notion of asymptotic convergence.
The idea is the same as in the Euclidean case. We know that
cutting off “low frequencies” will not affect the result modulo
S−∞(G). Therefore, given a sequence of symbols σj with strictly
decreasing order, we define
+∞
∑
j=0
σj
def∼ +∞∑
j=0
σj(I− ηε j) modulo S−∞(G),
for a well chosen sequence (ε j) ⊂ (0, 1] decreasing to 0.
approximation by smoothing symbols Letting
σε
def
= σηε
allows us to approximate σ by smoothing symbols, while the
error term
σ− σε = (I− ηε)σ
can be controlled via our symbolic estimates on I− ηε.
In particular, this allows us to show the composition and ad-
junction formulae only for smoothing symbols before taking the
limit ε→ 0.
The compact case
Following the classical heat kernel methods (see e.g. [FMV06; VSC92]),
V. Fischer shows symbolic estimates for the functional calculus of the
Laplace-Beltrami operator in [Fis15]. However, she proceeds slightly
differently by letting
ηε
def
= χ(εξ(LG)),
where χ : R+ → R equals 1 on [0, 1] and has compact support. To
estimate the remainder, she uses a Littlewood-Paley decomposition
I− ηε =
+∞
∑
j=1
ηε,j,
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where ηε,j
def
= η2−jε − η2−j+1ε, and the convergence is understood in the
strong operator topology.
The graded case
The existence of such a family ηε is ensured directly by the Hulanicki
Theorem (see [FR16, Theorem 4.5.1]). We can define
ηε(ξ)
def
= FG{e−εLGδeG}(ξ), ξ ∈ Ĝ,
and the aforementioned theorem ensures that this defines a smooth-
ing symbol satisfying the appropriate symbolic estimates.
Steps 6 and 7 - Kernel estimates and calculus proofs
As soon as we have obtained a good approximation of the identity
symbol, whether it is via a family ηε, ε ∈ (0, 1] or a Littlewood-Paley
decomposition, the proofs of the kernel estimates and subsequently
the composition and adjunction formulae do not depend so much on
the setting. Note that only the case ρ > δ will be treated herein.
In order to better understand the importance of the kernel esti-
mates, let us sketch the proof of the adjunction formula while keeping
in mind that the arguments for the composition formula are very sim-
ilar.
Suppose that T def= OpG(σ) ∈ Ψm1,0(G).
1. As we intend to use a density argument, we assume first that σ
is smoothing.
2. We perform an exact computation of the kernel κ˜ of T? in terms
of the kernel κ of T.
More precisely, we show that T? has right-convolution kernel
κ˜g(h)
def
= κgh−1(h
−1).
3. In particular, its symbol is given by taking the Fourier transform
of the above
σ˜(g, ξ) def= FGκ˜g(ξ) =
∫
G
κgh−1(h
−1)ξ(h)? dh.
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4. In the integral above, we take the Taylor development with respect
to the variable h appearing in the subscript of the kernel
σ˜(g, ξ) =
∫
G
( ∑
|α|≤N
qα(h−1)Xαgκg(h−1) + RN(h))ξ(h)
? dh
= ∑
|α|≤N
1
α!
∆αGX
ασ?(g, ξ) +
∫
G
RN(h)ξ(h)
? dh.
5. Using the Taylor remainder formula, the integrand on the right
can be estimated by an expression such as
|RN(h)| ≤ Cd(h, eG)N+1 sup
β∈B
sup
h˜∈Γh
∣∣∣Xβκg(h˜)∣∣∣
so that the integral can be controlled via good estimates on κg.
6. We now conclude the proof by density.
For the compact case, see [Fis15, Sections 6.3 and 7.3]; for the
graded case, see [FR16, Sections 5.4 and 5.5].
1.2 overview
We essentially follow the strategy mentioned in the previous section,
and apply it for the motion group.
In Chapter 2, we introduce the necessary material to follow the
arguments developed in subsequent chapters. In particular, we recall
the definition of Fourier Transform on Lie groups of type I.
In Chapter 3, we introduce the Euclidean motion groups, study
their representation theory and associated Fourier transform. We
also comment on the formal but deceptive resemblance between the
Fourier theory of the motion group Rn n SO(n) and the one of the
direct product Rn × SO(n).
Chapter 4 will contain the main results of our analysis. We first
define a good family of Ruzhansky-Turunen difference operators, and
use them to define our symbol and operator classes.
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In Section 4.4, we define our symbol family which will allow the
crucial density argument mentioned in the previous section. Follow-
ing the ideas of [Shu01; RW14], we define
ηε(ξ)
def
=
1
i2pi
∫
Γ
e−εz (ξ(I−LG)− zI)−1 dz, ξ ∈ Ĝ
with an appropriate contour Γ ⊂ C. We also show the symbolic
estimates on ηε and I − ηε via the exponential decay on the contour
and elementary estimates on the resolvent, in particular without using
the classical estimates on the heat kernel.
This strategy generalizes verbatim to more general settings (pro-
vided that we have good properties for difference operators), but also
works on the compact group.
This approach has, however, at least two drawbacks.
• We only show symbolic estimates for the functional calculus
associated with the functions etz, 1− etz, and zγ, while [FR16]
and [Fis15] prove a much more general result in their respective
cases.
• The kernel estimates in the case ρ = 1, essential to show the
Caldero´n-Zygmund property, are trickier to obtain and will re-
quire better estimates on the kernel. As a result, we will have to
follow [Fis15] to prove the Lp(G) boundedness.
It is nevertheless interesting to observe that this approach provides
a shorter and more elementary way to establish a global pseudo-
differential calculus if compared with [Fis15; FR16].
The rest of Chapter 4 is dedicated to showing the main result of
the thesis, i.e. the composition and adjunction formulae, but also the
L2(G) boundedness. We then conclude with the classical application
of pseudo-differential calculus to the construction of parametrices.

NOTAT ION
sets and symbols
• R, R+ and R− denote the sets of: all, positive (including 0), and
negative (including 0) real numbers respectively.
• Z denotes the set of all integers, while N contains all positive
integers including 0.
• δi,j is the Kronecker delta; it is equal to 1 if i = j, and 0 otherwise.
• ∇V denotes the gradient on the vector space V.
• (g, [·, ·]g) is the Lie algebra of G.
• LG denotes the Laplace operator on G.
• T? denotes the adjoint of T.
• eG is the identity element of a group G.
• e1, . . . , edim V denotes an orthonormal basis of V.
• f ? g represents the convolution of f and g.
• δg is the delta-distribution at g ∈ G.
• S(G) is the set of Schwartz functions on G.
• S ′(G) is the set of tempered distributions on G.
• C∞(G) denotes the set of smooth functions on G.
• Lp(G) will denote the set of all µ-measurable complex functions
f on G such that | f |p is µ-integrable; here, µ is a Haar measure
on G.
• L2s (G) is the 2-Sobolev space of order s on G.
• Lps (G) is the p-Sobolev space of order s on G.
• L(H1,H2) denotes a bounded linear map between the Hilbert
spaces H1 and H2; also, we write L(H) def= L(H,H).
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• Sp(H) denotes the p-Schatten classes on the Hilbert space H.
• Ĝ denotes the unitary dual of G.
• FG denotes the (unitary) Fourier transform on G.
• F−1G denotes the inverse Fourier transform on G.
• 〈·〉Ĝ denotes the Japanese bracket.
• Smρ,δ(G) denotes the class of symbols with order m and type (ρ, δ)
on G.
• Ψmρ,δ(G) denotes the class of operators with order m and type
(ρ, δ) on G.
2 PREL IM INAR IES
This chapter aims to very briefly introduce key concepts which will
be used in subsequent chapters, and as a result we shall often omit
the proofs. For a more comprehensive treatment, the reader is invited
to consult the references given at the beginning of each section.
2.1 lie groups
For more details see e.g. [Kna02; RT10].
To develop a pseudo-differential calculus on groups, a reasonable pre-
requisite is that the group be equipped with a differential structure.
This naturally leads us to the notion of Lie group.
Definition 2.1.1 (Lie group). Let G be a group. We say that G is a Lie
group if G is a smooth manifold and the map
G× G → G : (g1, g2) 7→ g−11 g2
is smooth.
Moreover, if G is (locally) compact as a manifold, then we shall say that
G is a (locally) compact Lie group.
In the sequel, G and K will be used to denote Lie groups, with the
additional assumption that K is compact. Moreover, we shall denote
the identity element of G by e, or eG should an ambiguity arise.
Closed Lie subgroups consisting of invertible matrices form an im-
portant class of Lie groups called linear Lie groups, a non-exhaustive
list of which is now given.
Example 2.1.2 (Linear Lie groups). Let V be a Euclidean space.
1. The set GL(V) of invertible linear maps, equipped with the compo-
sition of functions, naturally forms a Lie group called the general
linear group of V.
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2. The set
SO(V) def= {A ∈ L(V) : AAT = AT A = IV and det A = 1}
is a compact Lie subgroup of GL(V) called the special orthogonal
group of V.
2.1.1 Lie algebra
Definition 2.1.3 (Lie algebra). A (real) Lie algebra is a (real) vector space
g equipped with a bilinear map
[·, ·]g : V ×V → V,
called the Lie bracket or commutator, such that
1. [X, X]g = 0 for every X ∈ g;
2. For every X, Y, Z ∈ g, we have the following Jacobi identity
[X, [Y, Z]g]g + [Y, [Z, X]g]g + [Z, [X, Y]g]g = 0.
Given a Lie group G, let us denote by X(G) the set of all smooth
vector fields on G.
Definition 2.1.4 (Left-invariant vector fields). Let G be a Lie group. We
shall say that X ∈ X(G) is left-invariant if for every g ∈ G,
X ◦ Lg = dLg ◦ X,
where
Lg : G → G : h 7→ gh (4)
is the left translation on G by g. We shall denote the set of left-invariant
vector fields by XL(G).
Example 2.1.5 (Left-invariant vector fields). Let G be a Lie group. Given
two left-invariant vector fields X, Y ∈ XL(G), we define
[X, Y]XL(G) f (x)
def
= XY f (x)−YX f (x), f ∈ C∞(G)
and we can show that [X, Y]XL(G) is also a left-invariant vector field. There-
fore, XL(G) is a Lie algebra.
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Let X, Y ∈ TeG. Defining for each g ∈ G
X˜(g) def= dLg(X), Y˜(g) = dLg(Y),
we check that X˜, Y˜ ∈ XL(G).
The Lie algebra structure of XL(G) allows us then to define
[X, Y]TeG
def
= [X˜, Y˜]XL(G)(e). (5)
Definition 2.1.6 (Lie algebra of Lie group). Let G be a Lie group. The
Lie algebra of G, denoted by Lie(G), is the tangent space at the identity
TeG with the Lie bracket [·, ·]TeG defined in (5).
Example 2.1.7 (Lie algebra of GL(n)). Suppose G def= GL(n). Its Lie
algebra is
g
def
= Rn×n
equipped with the Lie bracket
[·, ·]g : g× g→ g : (A, B) 7→ AB− BA.
Proposition 2.1.8 (Lie algebra of Lie subgroups). Let G be a Lie group
with Lie algebra g. If F ⊂ G is a closed Lie subgroup of G, then its
Lie algebra Lie(F) is a subset of g, and the Lie bracket on Lie(F) is the
restriction of that of g.
Example 2.1.9 (Lie algebra of SO(n)). Suppose K def= SO(n). Its Lie
algebra is
k
def
= Skew(n)
equipped with the Lie bracket
[·, ·]k : k× k→ k : (A, B) 7→ AB− BA.
Lemma 2.1.10 (Orthonormal basis on k). Let K be a compact Lie group.
There exists an inner product on k = Lie(K) such that any orthonormal
basis X1, · · · , Xdim K ∈ k satisfies
LK =
dim K
∑
j=1
X2j ,
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where LK is the Laplace-Beltrami operator associated with the normalized
bi-invariant metric.
Suppose that G is a Lie group and that g is its Lie algebra. If
X1, · · · , Xdim G ∈ g is a given basis, and α ∈ Ndim G we let
Xα def= Xα11 · · ·Xαdim Gdim G.
Exponential map
Definition 2.1.11 (Exponential map). Let G be a Lie group, and fix X ∈ g.
We define the exponential of X via
expG(X)
def
= γX(1),
where γX : I ⊂ R → G is the unique solution to the following ordinary
differential equation ∂tγX(t) = dLγX(t)
∣∣∣
e
(X)
γX(0) = e.
In the above, Lg designates the left-translation by g on G as defined in (4).
Example 2.1.12 (Exponential map on GL(n)). Suppose that G def= GL(n),
so that g = Rn×n by Example (2.1.7). The exponential map on G is
expGL(n) : R
n×n → GL(n) : A→
+∞
∑
k=0
1
k!
Ak. (6)
The convergence of the series (6) can be shown using a submulti-
plicative norm on Rn×n and the convergence of the exponential power
series for real numbers.
Example 2.1.13 (Exponential map on SO(n)). Suppose that K def= SO(n).
By Example 2.1.9, its Lie algebra is k def= Skew(n). Given A ∈ K, its
exponential is given by
expK(A) =
+∞
∑
k=0
1
k!
Ak.
Proposition 2.1.14. Let G be a connected and simply connected Lie group.
The exponential map is a diffeomorphism from g def= Lie(G) onto G.
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2.1.2 Haar measure
We need to choose a measure with respect to which we shall integrate.
On locally compact topological groups, there exist measures which
are invariant under the left or right group action. This property is
crucial for the Fourier analysis.
Remark 2.1.15. Every Lie group G is also a topological space. As a result,
all the topological definitions apply to Lie groups.
Definition 2.1.16 (Haar measure). Let G be a Lie group. A positive Radon
measure on G is called a Haar measure if it is in addition left-invariant,
i.e. for each g ∈ G and each Borel set A ⊂ G, we have
µ(gA) = µ(A).
Example 2.1.17 (Lebesgue measure). The Lebesgue measure on (Rn,+)
is a Haar measure.
Proposition 2.1.18 (Haar measure). If G is a locally compact Lie group,
then there exists a non-zero Haar measure µ on G.
Moreover, if ν is another left-invariant Radon measure on G, then we can
find c ≥ 0 such that ν = cµ.
Definition 2.1.19 (Unimodular group). Let G be a locally compact Lie
group. If a non-zero Haar measure on G is also right-invariant, or equiva-
lently if all Haar measures are right-invariant, we shall say that G is uni-
modular.
Proposition 2.1.20. Let G be a Lie group.
1. If G is compact, then G is unimodular.
2. If G is abelian and locally compact, then G is unimodular.
Definition 2.1.21 (Lebesgue measure). Let (V, (·, ·)V) be a Euclidean
space. If e1, · · · , edim V ∈ V, we call the Lebesgue measure the unique
Haar measure such that the set
{x ∈ V : 0 ≤ (x, ei)V ≤ 1 for each i = 1, · · · , dim V}
has measure 1.
From now on, everytime we integrate on a Euclidean space, we do
so with respect to the Lebesgue measure.
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Given a locally compact topological group G, we denote byM(G)
the set of all complex-valued functions that are measurable with re-
spect to a chosen Haar measure.
Definition 2.1.22 (Lebesgue spaces). Let G be a locally compact group
and assume that 1 ≤ p ≤ ∞.
• If p < +∞, we let
Lp(G) def=
{
f ∈ M(G) :
∫
G
| f |p dg < ∞
}
,
and the map
‖ f ‖Lp(G) def=
(∫
G
| f |p dg
) 1
p
, f ∈ Lp(G)
defines a norm, provided we identify the elements which are equal
almost everywhere with respect to dg.
• If p = ∞,
L∞(G) def= { f ∈ M(G) : ess sup | f | < ∞} .
and the map
‖ f ‖L∞(G) def= ess sup | f | , f ∈ L∞(G)
defines a norm, provided we identify the elements which are equal
almost everywhere with respect to dg.
When 1 < p < +∞, the space Lp(G) is well suited to functional
analysis because its norm is smooth and uniformly convex (see e.g. [Wil13,
Proposition 5.4.1 and Proposition 5.4.2]). In particular, its dual is de-
scribed by the James-Ghika representation theorem [Wil13, Theorem
5.2.6] to be
(Lp(G))′ = Lq(G),
1
p
+
1
q
= 1.
In particular, Lp(G) is equal to its bidual so that the Banach-Alaoglu
theorem ([Rud91, Theorem 3.15]) applies.
The most interesting case is of course when p = 2, since L2(G) is a
Hilbert space. Moreover, we can often expect a Plancherel formula (see
[FR16, Subsection 1.8.2]).
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2.2 representation theory
For a more detailed treatment, see e.g. [RT10].
To generalize the Fourier Transform to other Lie groups, we need
an adequate substitute for the complex exponentials. Many of the
properties of the Fourier Transform rely on the fact that the maps
x ∈ Rn 7→ ei2pi(ξ,x)V , ξ ∈ Rn
are group homomorphisms Rn → U(1) for each fixed ξ ∈ Rn.
Definition 2.2.1 (Unitary representations). Let G be a group and H be a
Hilbert space. A map
ξ : G 7→ Hom(H)
is called a unitary representation (on H) if
1. For each g ∈ G, the map ξ(g) is unitary:
ξ(g)−1 = ξ(g)?;
2. If g, h ∈ G, then we have ξ(gh) = ξ(g)ξ(h).
The dimension of ξ is that of H. If H is finite-dimensional, we let
dξ
def
= dimH denote the dimension of ξ.
Example 2.2.2 (Right-regular representation). Let G be a unimodular
topological group. The right-regular representation is the representation
piRK : G → Hom(L2(G))
defined via
piRK(h) f (g) = f (gh)
for every g, h ∈ G.
Definition 2.2.3 (Invariant subspaces). Let G be a group and ξ be a uni-
tary representation of G on a Hilbert space H. We shall say that a vec-
tor subspace W ⊂ H is invariant under ξ if for each g ∈ G, we have
ξ(g)W ⊂W.
Definition 2.2.4 (Irreducibility). Let G be a group and ξ be a unitary
representation of G on a Hilbert space H.
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1. If the only invariant subspaces of ξ are {0} and H, then ξ is said to
be irreducible.
2. Otherwise, if there exists a non-trivial invariant subspace, then ξ is
reducible.
Definition 2.2.5 (Equivalent representations). Let G be a group and
H1,H2 be Hilbert spaces. Suppose ξ1, ξ2 are representations of G on H1
and H2 respectively. We shall say that ξ1 and ξ2 are equivalent if there
exists an invertible linear map
A : H1 → H2
such that for each g ∈ G, we have
ξ2(g) = A ◦ ξ1(g) ◦ A−1.
In this case, A is called an intertwining operator.
Definition 2.2.6 (Strongly continuous representations). Suppose that
G is a group and let H be a Hilbert space. Suppose further that ξ is a
representation of G on H. We shall say that ξ is strongly continuous if for
each x ∈ H, the map
G → H : g 7→ ξ(g)v
is continuous.
Definition 2.2.7 (Unitary dual). Let G be a locally compact topological
group. The unitary dual of G, denoted by Ĝ, is the set of all equivalence
classes of strongly continuous, irreducible, unitary representations of
G.
Remark 2.2.8. Let G be a locally compact topological group. We shall
often abuse notation and use Ĝ to denote a set consisting of exactly one
representation in each equivalence class of the actual unitary dual.
Example 2.2.9 (V̂). For each λ ∈ V, define
ξλ : V → U(1) : x 7→ ei2pi(λ,x)V . (7)
It can be shown that
V̂ = {ξλ : λ ∈ V}.
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Therefore, the map
λ 7→ ξλ (8)
is a group isomorphism which allows us to give V̂ a vector space structure.
2.3 distributions
For this section, we assume that V is a vector space and K is a compact
Lie group. Also, when we integrate on V, K or V × K, we always
mean with respect to a Haar measure.
We shall denote by k the Lie algebra of K. We fix a basis Y1, . . . ,
Ydim K of k and write
Yβ def= Yβ11 · · ·Yβdim Kdim K , β ∈ Ndim K.
Definition 2.3.1 (Schwartz space). We shall say that f ∈ C∞(V × K) is
rapidly decreasing if for every N ∈ N,
‖ f ‖S(V×K),N def= sup
|α|,|β|≤N
∣∣∣∣∣(1+ |x|)N ∂|α|∂xαYβk f (x, k)
∣∣∣∣∣ < ∞.
The set of all rapidly decaying functions will be denoted by S(V × K). The
family {‖·‖S(V×K),N : N ∈ N} gives S(V × K) the structure of a Fre´chet
space.
Definition 2.3.2 (Tempered distributions). We shall say that
κ : S(V × K)→ C
is a tempered distribution if it is linear and continuous. The set of all
tempered distributions will be denoted by S ′(V × K).
As usual, if κ ∈ S ′(V × K) and φ ∈ S(V × K), we let
〈κ, φ〉V×K def= κ(φ)
We shall also write∫
V×K
κ(x, k)φ(x, k)d(x, k) def= 〈κ, φ〉V×K
36 preliminaries
(which is motivated by the inclusion L1(V × K) ⊂ S ′(V × K)) and we
shall say that the above integral is interpreted in the sense of distribu-
tions.
Theorem 2.3.3 (Schwartz Kernel Theorem [Tre`67]). If the map
T : S(V × K)→ S ′(V × K)
is a continuous linear operator, then there exists a unique distribution κ ∈
S ′(V × K×V × K) such that
Tφ(x, k) =
∫
V×K
κ(x, k; y, l)φ(y, l)d(y, l)
in the sense of distributions.
2.4 convolutions
As the notion of convolution depends on the group structure, we
introduce it in the abstract, general case of a locally compact unimod-
ular Lie group G. Naturally, every integration on G is performed
with respect to a Haar measure.
Definition 2.4.1 (Convolution). Let f1, f2 ∈ L1(G). We define the convo-
lution of f1 and f2, denoted by f1 ? f2, via
f1 ? f2(g)
def
=
∫
G
f1(h) f2(h−1g)dh (9)
=
∫
G
f1(gh−1) f2(h)dh. (10)
Proposition 2.4.2. Let f1, f2 ∈ L1(G). The convolution of f1 and f2, f1 ?
f2, belongs to L1(G). Moreover, we have
‖ f1 ? f2‖L1(G) ≤ ‖ f1‖L1(G)‖ f2‖L1(G).
Proof. By the positivity of the integral, we get
∫
G
∣∣∣∣∫G f1(h) f2(h−1g)dh
∣∣∣∣ dg ≤ ∫G
∫
G
| f1(h)|
∣∣∣ f2(h−1g)∣∣∣ dh dg.
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By the Fubini-Tonelli Theorem, we can change the order of integra-
tion above and therefore substitute g for hg, which yields
∫
G
∣∣∣∣∫G f1(h) f2(h−1g)dh
∣∣∣∣ dg ≤ ∫G
∫
G
| f1(h)| | f2(g)| dg dh
≤ ‖ f1‖L1(G)‖ f2‖L1(G),
concluding the proof.
Lemma 2.4.3 (Young’s inequality). Let f1, f2 ∈ L2(G). The map
f def= f1 ? f2
is continuous.
Proof. Let g ∈ G. For each h ∈ G, we have
| f (h)− f (g)| ≤
∣∣∣∣∫G f1(hl−1) f2(l)dl
∣∣∣∣
≤ ‖ f1‖L2(G)‖ f2(h·)− f2(g·)‖L2(G).
By [Wil13, Lemma 4.3.8],
lim
h→g
‖ f2(h·)− f2(g·)‖L2(G) = 0,
showing that f is continuous at g. We conclude the proof by observ-
ing that g is arbitrary.
2.4.1 Convolutions of distributions
In this subsection, we assume that that G = V n K, where V is a
Euclidean space and K ⊂ SO(V).
Suppose that κ, φ ∈ S(G). It follows that (10) can be rewritten as
φ ? κ =
∫
G
φ(gh−1)κ(h)dh
=
∫
G
κ(h)piRK(g
−1)ιGφ(h)dg,
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where ιGφ(h)
def
= φ(h−1) for each h ∈ G. Similarly, we show that (9)
becomes
κ ? φ =
∫
G
κ(h)φ((g−1h)−1)dh
=
∫
G
κ(h)piLK(g
−1)ιGφ(h)dg.
Both of the above can be generalized for κ ∈ S ′(G) provided that
we interpret the above in the sense of distributions, leading to the
following definition.
Definition 2.4.4 (Convolution). Let κ ∈ S ′(G) and φ ∈ S(G). For every
g ∈ G, we let
φ ? κ(g) def= 〈κ,piRK(g−1)ιGφ〉G
κ ? φ(g) def= 〈κ,piLK(g)ιGφ〉G,
where ιGφ(h)
def
= φ(h−1) for each h ∈ G.
Following [FR16, Section 5.1], we define the convolution between
two distributions associated with left-invariant operators that are bounded
between appropriate Sobolev spaces.
Definition 2.4.5 (Convolution of distributions). Let κ1, κ2 ∈ S ′(G) and
write
Ti : φ ∈ S(G) 7→ φ ? κi, i = 1, 2.
If there exists a, b, c ∈ R such that T1 is bounded from L2a(G) to L2b(G) and
T2 is bounded from L2b(G) to L
2
c(G), then we define κ1 ? κ2 to be the right
convolution kernel of
φ ∈ S(G) 7→ (T1 ◦ T2)(φ).
2.5 fourier transform
If G is separable, locally compact, unimodular and of type I [FR16],
we have a Fourier-Plancherel theory.
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Definition 2.5.1 (Fourier coefficient). Let ξ ∈ Ĝ. If f ∈ L1(G), we define
the Fourier coefficient of f at ξ, FG f (ξ), via
FG f (ξ) def=
∫
G
f (g)ξ(g)? dg. (11)
The map
FG f : ξ 7→ FG f (ξ)
is called the Fourier transform of f .
The Fourier transform satisfies the following properties.
Proposition 2.5.2. Let f , f1, f2 ∈ L1(G) and ξ ∈ Ĝ. The Fourier Trans-
form satisfies the following properties.
1. For each g ∈ G, we have
FG{ f (·g)}(ξ) = ξ(g)FG f (ξ), FG{ f (g·)}(ξ) = FG f (ξ)ξ(g).
2. We have
FG{ f1 ? f2}(ξ) = FG f2(ξ)FG f1(ξ).
3. If f ∈ S(G) ∩ L1(G) and X ∈ g,
FG{X f }(ξ) = ξ(X)FG f (ξ), FG{X˜ f }(ξ) = FG f (ξ)ξ(X).
In the above,
ξ(X) def= d
dt
∣∣∣∣
t=0
ξ(expG(tX))
Proof. Let us prove each claim separately.
1. Let g ∈ G. To obtain the first identity, let us observe that
FG{ f (·g)}(ξ) =
∫
G
f (hg)ξ(h)? dh
=
∫
G
f (h)ξ(hg−1)? dh,
where we use the invariance of the Haar measure under the
group action. Continuing the above calculation, we obtain
FG{ f (·g)}(ξ) =
∫
G
f (h)ξ(g)ξ(h)? dh = ξ(g)FG f (ξ),
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which is what we intended to show.
Let us proceed similarly for the left-translation. Let us observe
that this time
FG{ f (g·)}(ξ) =
∫
G
f (gh)ξ(h)? dh
=
∫
G
f (h)ξ(g−1h)? dh,
where we again use the invariance of the Haar measure under
the group action. Continuing the above calculation, we now
obtain
FG{ f (g·)}(ξ) =
∫
G
f (h)ξ(h)?ξ(g)dh = FG f (ξ)ξ(g),
which is the desired result.
2. By Proposition 2.4.2, f1 ? f2 ∈ L1(G). Therefore, we can com-
pute its Fourier Transform, yielding
FG{ f1 ? f2}(ξ) =
∫
G
∫
G
f1(h) f2(h−1g)ξ(g)
? dg.
Using ξ(g)? = (ξ(h)ξ(h−1g))? = ξ(h−1g)?ξ(h)? in the above,
we obtain
FG{ f1 ? f2}(ξ) =
∫
G
∫
G
f2(h−1g)ξ(h−1g)
?
dg f1(h)ξ(h)
? dh
= FG f2(ξ)FG f1(ξ).
3. Let X ∈ g. Using integration by parts, we have
FG{X f }(ξ) =
∫
G
X f (g)ξ(g)? dg = −
∫
G
f (g)Xξ(g)? dg.
Now, we know that
Xξ(g)? =
d
dt
∣∣∣∣
t=0
ξ(g expG(tX))
? =
d
dt
∣∣∣∣
t=0
ξ(expG(tX))
?ξ(g)?
= − d
dt
∣∣∣∣
t=0
ξ(expG(tX))ξ(g)
?,
which implies that
Xξ(g)? = −ξ(X)ξ(g)?.
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Substituing this into the Fourier transform above, we obtain
FG{X f }(ξ) =
∫
G
f (g)ξ(X)ξ(g)? dg = ξ(X)FG f (ξ).
Let us now turn our attention to the case of the right-invariant
vector fields. Here,
X˜ξ(g)? =
d
dt
∣∣∣∣
t=0
ξ(expG(tX)g)
? =
d
dt
∣∣∣∣
t=0
ξ(g)?ξ(expG(tX))
?
= −ξ(g)?ξ(X),
which allows us to conclude that
FG{X˜ f }(ξ) =
∫
G
X˜ f (g)ξ(g)? dg = −
∫
G
f (g)X˜ξ(g)? dg
=
∫
G
f (g)ξ(g)?ξ(X)dg = FG f (ξ)ξ(X).
Proposition 2.5.3 (Plancherel formula). There exists a unique positive
σ-finite measure µĜ on Ĝ such that the following property holds: for every
f ∈ C(G) with compact support, the map
ξ ∈ Ĝ 7→ tr(FG f (ξ)FG f (ξ)?)
is integrable against µĜ and we have∫
G
| f |2 dg =
∫
Ĝ
tr
(FG f (ξ)FG f (ξ)?) dµĜ(ξ).
2.5.1 Fourier transform of distributions
It is not always possible to extend the Fourier Transform onto the
set of tempered distributions, nor is it necessary to have such a gen-
eral extension for the purpose of pseudo-differential calculus. Here,
we briefly present V. Fischer and M. Ruzhansky’s construction (see
[FR16, Subsection 5.1.2]), which works for a much more general class
of groups.
42 preliminaries
The central idea is the following: the abstract Plancherel Theorem [FR16,
Subsection 1.8.2] implies that any left invariant operator T belongs to
L(L2(G)) if and only if
Tφ(g) =
∫
Ĝ
tr(ξ(g)σ(ξ)FGφ(ξ))dµĜ(ξ)
for some measurable field ξ ∈ Ĝ 7→ σ(ξ) ∈ L(Hξ) which satisfies
ess sup
ξ∈Ĝ
‖σ(ξ)‖L(Hξ ) < ∞.
Motivated by Proposition 2.5.2, we say that σ is then the Fourier
transform of the right-convolution kernel associated with T.
If κ ∈ S ′(G) is the right-convolution kernel of a bounded operator
T : L2a(G)→ L2b(G),
we define
FGκ(ξ) def= ξλG(I −LG)−b2 FG{(I −LG) b2 (I − L˜G)−a2 κ}ξλG(I −LG) a2 ,
and check we would obtain the same result with different a, b ∈ R
such that
T : L2a(G)→ L2b(G)
is bounded. For more detail, see [FR16].
2.6 compact lie groups
In the sequel, K will denote a compact Lie group, and dk the asso-
ciated normalized Haar measure. This section is devoted to recall-
ing elementary facts on compact Lie groups. For more detail, see
e.g. [RT10; Kna02].
We equip K with a normalized bi-invariant Riemannian metric, and
denote by LK the associated Laplace-Beltrami operator.
Given τ ∈ K̂, we let dτ denote the dimension of K.
The following result is fundamental on compact Lie groups.
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Theorem 2.6.1 (Peter-Weyl). The set
B def= {dττmn : τ ∈ K̂, m, n = 1, . . . , dτ} ⊂ L2(K)
forms an orthonormal basis of L2(K).
As the set
Vτ
def
= {τmn : m, n = 1, . . . , dτ}
is invariant under the left- and the right-regular representation, they
are eigenspaces of the Casimir operator, which coincides with LK.
The Plancherel formula takes the following form.
Proposition 2.6.2 (Plancherel formula on K). Let f ∈ L2(K). The fol-
lowing formula holds∫
K
| f |2 dk = ∑
τ∈Ĝ
dτ tr(FK f (τ)FK f (τ)?).
We shall sometimes use the following notation hereafter.
Definition 2.6.3 (Japanese bracket). Let τ ∈ K̂. We let
〈τ〉K̂
def
= (1+ λτ)
1
2 ,
where λτ is such that −LKτ11 = τ11.

3 MOT ION GROUPS
From now on, V will denote a finite-dimensional vector space over
R, while K is a compact Lie subgroup of GL(V). We then define the
motion group as the semi-direct product between V and K.
In this chapter, we start by observing that the compactness of K is
a very rigid condition, as it implies that K ⊂ SO(V). Using the fact
that both LV and the Lebesgue measure are invariant under SO(V),
we show that the motion group has the same Haar measure and same
Laplacian as V×K. Moreover, the representations of the motion group
seem formally very close to those of V × K, provided that they are
grouped on both sides.
All these observations lead to the conclusion that although the
Fourier theory on our group might seem identical to the one of V×K,
the resemblance is actually very deceptive.
3.1 motion groups
Given x, y ∈ V, let us denote by gx,k the affine transformation on V
consisting in a rotation by k followed by a translation by x. Naturally,
such transformations compose in the following way
gx,k ◦ gy,l = gx+ky,kl ,
where x, y ∈ V and k, l ∈ SO(V).
This motivates the following definition.
Definition 3.1.1 (Motion group). Let G be a group. We shall say that G is
a motion group if there exists a finite dimensional real vector space V and
a compact connected Lie group K ⊂ GL(V) such that G is the semi-direct
product V n K. More precisely, G = V × K as a set, and
(x, k)(y, l) def= (x + ky, kl)
for every (x, k), (y, l) ∈ G.
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Remark 3.1.2. Let x ∈ V and k ∈ K. We will never identify x with
(x, IV) ∈ V n K, or k with (0, k) ∈ V n K. Therefore, when we write kx, it
will always mean the vector obtained by rotating x by k, i.e. k(x).
Example 3.1.3 (Vector spaces). Suppose that K = {IV}. It follows that
G def= V n K is isomorphic to V.
Example 3.1.4 (Euclidean Motion Groups). For each n ∈ N, let
SE(n) def= {g ∈ Affine(Rn) : g(x) = Ax + y, A ∈ SO(n), x, y ∈ Rn}.
The elements of SE(n) are called rigid motions, while SE(n) is called the
Euclidean motion group.
It is easily shown that associating (x, k) ∈ Rn n SO(n) to the motion
g(x,k) : R
n → Rn : y 7→ x + ky
defines a group isomorphism between Rn n SO(n) and SE(n). We shall
therefore identify SE(n) with Rn n SO(n) from now on.
Example 3.1.5. Let n ∈ N. Consider the group
{g ∈ Affine(Cn) : g(x) = Ux + y, U ∈ SU(n), y ∈ Cn}
where the law is the composition of functions. Arguing as in Example 3.1.4,
the above group can be identified with Cn n SU(n).
Remark 3.1.6. Since in our examples (e.g. Example 3.1.5) our vector space
might be Cn, we choose to use V to denote the vector space instead of simply
Rn to avoid any confusion.
Up until now, the vector space V was not given a Euclidean structure.
The following Lemma shows that V can be endowed with an inner
product that behaves well under the action of K.
Lemma 3.1.7 (K-invariant inner product). Let V be a vector space, and
K be a compact Lie group acting on V. There exists an inner product (·, ·)V :
V × V → R which is K-invariant, i.e. for each k ∈ K and every x, y ∈ V,
we have
(x, y)V = (kx, ky)V .
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Proof. Let Q : V × V → R be an arbitrary inner product. Given
x, y ∈ V, we let
(x, y)V
def
=
∫
K
Q(kx, ky)dk,
where dk is the normalized Haar measure on K.
It follows that if k ∈ K, then using the right-invariance of the Haar
measure on compact groups (for this, see for example [RT10, Theorem
7.4.21]), we obtain
(kx, ky)V =
∫
K
Q(hkx, hky)dh =
∫
K
Q(hx, hy)dh = (x, y)V ,
i.e. (·, ·)V is K-invariant.
The fact that (·, ·)V is bilinear and non-negative definite follows
immediately from the fact that Q has those properties. Now, if x ∈ V
are such that (x, x)V = 0, then it follows that Q(kx, kx) = 0 for almost
every k ∈ K, hence for at least one such k. However, that means that
kx = 0, hence x = 0 as k is invertible.
From now on, V will be given the structure of Euclidean space with
a K-invariant inner product whose existence is given by Lemma 3.1.7.
To obtain a unitary Fourier Transform, we normalise the Haar measure
on V as follows.
Definition 3.1.8 (Lebesgue measure). We call the Lebesgue measure
on V the unique Haar measure µ on V such that
µ ({x ∈ V : (x, x)V ≤ 1}) =
pidim V/2
Γ(dim V2 + 1)
.
From now on, integration on V will always be performed with
respect to the above Lebesgue measure.
Lemma 3.1.7 easily implies the following.
Lemma 3.1.9. With the inner product defined in Lemma 3.1.7, K is a Lie
subgroup of SO(V). In particular, any Haar measure on V is also invariant
under the action of K.
From the invariance of the Lebesgue measure on V under the action
of K, we deduce that the Haar measure of G = V n K is that of the
direct product V × K.
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Lemma 3.1.10 (Haar measure). If dx is the Lebesgue measure on V and
dk is the normalized Haar measure on K, then the product measure dx dk
is a Haar measure on G = V n K, which is both left and right-invariant.
Proof. Let (x, k) ∈ G and f ∈ L1(G).∫
G
f ((x, k)(y, l))d(y, l) =
∫
V
∫
K
f (x + ky, kl)dl dy
Now, let us substitute y for k−1(y− x) and l for k−1l in the above.
As the Lebesgue measure is invariant under SO(V) and under trans-
lations, and because the Haar measure dl is left-invariant, we obtain∫
G
f ((x, k)(y, l))d(y, l) =
∫
V
∫
K
f (y, l)dl dy
=
∫
G
f (y, l)d(y, l),
showing that dy dl is indeed a Haar measure on G.
Since by Proposition 2.1.20, dl is also right-invariant, arguing simi-
larly shows that dy dl is also right-invariant.
The following proposition summarizes how K affects key objects
on V.
Proposition 3.1.11. Let V be a finite dimensional vector space and K be a
subgroup of SO(V). The following properties hold.
1. The Lebesgue measure on V is invariant under K, i.e. for every k ∈ K
and each Borel set A ⊂ V, we have∫
A
1 dx =
∫
kA
1 dx.
2. The Laplacian on V is invariant under K, i.e. for every k ∈ K and
every φ ∈ C∞(V), we have
LV(φ ◦ k)(x) = LVφ(kx).
3. The action of K on V commutes with the dilation structure of V.
Proof. 1. This follows easily from the change of variables formula,∫
kA
1 dx =
∫
A
(1 ◦ k)det k dx =
∫
A
1 dx,
where we use the fact that det k = 1 since k ∈ SO(V).
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2. First, observe that
d(φ ◦ k)(x) = dφ(kx)k
which implies that ∇V(φ ◦ k)(x) = k−1∇Vφ(kx).
From there, using the fact that Hess = d∇V ,
Hess(φ ◦ k)(x) = (d∇V(φ ◦ k))(x) = k−1(Hess φ(kx))k.
Therefore, we conclude by observing that
LV(φ ◦ k)(x) = tr(Hess(φ ◦ k)(x)) = tr(Hess φ(kx)) = LVφ(kx).
3. This is a direct consequence of the fact that the dilation structure
on V is scalar.
3.2 lie algebra structure
The difference between the semi-direct structure and its direct coun-
terpart appears naturally when we study the Lie algebra.
We shall henceforth denote by k the Lie algebra of K.
Definition 3.2.1 (Lie algebra of G). We shall call the set
g
def
= V ⊕ k
the Lie algebra of G. Given (X1, Y1), (X2, Y2) ∈ g, we define its Lie
bracket via
[(X1, Y1), (X2, Y2)]g
def
= (Y1X2 −Y2X1, [Y1, Y2]k) .
The Lie algebra g is characterized by the following commutation
relations.
Lemma 3.2.2 (Commutation relations). Suppose that X1, X2, X ∈ V
and Y1, Y2, Y ∈ k. We have the following commutation relations
[X1, X2]g = 0, [Y, X]g = (YX, 0), [Y1, Y2]g = [Y1, Y2]k.
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On the motion group, the exponential map has the following expres-
sion.
Definition 3.2.3 (Exponential map). The exponential map on G is the
map
expG : g→ G : (X, Y) 7→
(
∞
∑
k=0
Yk
(k + 1)!
X, expK Y
)
.
Definitions 3.2.3 and 3.2.1 are motivated by the following proposi-
tion.
Proposition 3.2.4. Fix an orthonormal basis e1, · · · , en of V, and consider
the map
Φ : G → GL(n + 1) : (x, k) 7→
(
k˜ x˜
0 1,
)
where k˜ ∈ SO(n) and x˜ ∈ Rn satisfy
k˜ij =
(
kej, ei
)
V and x˜i = (x, ei)V
for all i, j ∈ {1, · · · , n}.
The following properties hold.
1. Φ is a faithful representation of G.
2. The map
dΦ|(0,IV) : g→ Lie(Φ(G))
is an isomorphism of Lie algebras.
3. The exponential map expg satisfies
(Φ ◦ expg)(X) =
+∞
∑
j=0
( dΦ|(0,IV) (X))
j
j!
for every X ∈ g.
Proof. Assume without loss of generality that V = Rn and that the
chosen basis is the canonical one so that k = k˜ and x = x˜.
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1. Suppose (x, k), (y, l) ∈ G. It follows that
Φ(x, k)Φ(y, l) =
(
k x
0 1
)(
l y
0 1
)
=
(
kl ky + x
0 1
)
= Φ((x, k)(y, l)),
so Φ is indeed a group representation. The fact that Φ is faithful
is trivial.
2. Suppose X⊕Y ∈ g. We can check that
dΦ|(0,IV) (X⊕Y) = [(X +Y)Φ](0V , IV)
=
(
0 X
0 0
)
+
(
Y 0
0 0
)
=
(
Y X
0 0
)
.
Then, we can check that
dΦ|(0,IV) ([(X1, Y1), (X2, Y2)]g)
= dΦ|((0,IV) (Y1X2 −Y2X1, Y1Y2 −Y2Y1)
=
(
Y1Y2 Y1X2
0 0
)
−
(
Y2Y1 Y2X1
0 0
)
=
(
Y1 X1
0 0
)(
Y2 X2
0 0
)
−
(
Y2 X2
0 0
)(
Y1 X1
0 0
)
,
which means that we have
dΦ|(0,IV) ([(X1, Y1), (X2, Y2)]g)
= [ dΦ|(0,IV) (X1, Y1), dΦ|(0,IV) (X2, Y2)] dΦ|(0,IV )(g)
.
3. Suppose again that X⊕Y ∈ g. We can easily check by induction
that
( dΦ|(0,IV) (X, Y))k =
(
Yk Yk−1X
0 0
)
for k ≥ 1.
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Therefore, it follows that
+∞
∑
k=0
1
k!
( dΦ|(0,IV) (X, Y))k =
(
IV 0
0 1
)
+
+∞
∑
k=1
1
k!
(
Yk Yk−1X
0 0
)
=
(
expk Y ∑
+∞
k=0
1
(k+1)! Y
kX
0 1
)
= (Φ ◦ expg)(X, Y),
which is what we wanted to show.
Naturally, we can define differential operators which are left- or
right-invariant via the exponential map.
Definition 3.2.5 (Left and right-invariant vector fields). Let X ∈ g. We
define X, the left-invariant differential operator associated with X, via
X f (g) def= d
dt
∣∣∣∣
t=0
f (g expG(tX)),
for each f ∈ C∞(G).
Similarly, we define X˜, the right-invariant differential operator asso-
ciated with X, via
X˜ f (g) def= d
dt
∣∣∣∣
t=0
f (expG(tX)g),
where f ∈ C∞(G).
Proposition 3.2.6. Let X ∈ g. The differential operator X is the only
differential operator satisfying the following properties.
1. X is left-invariant, i.e. for every h ∈ G, we have
(X f (h·))(g) = (X f )(hg).
2. The vector in TeG corresponding to the differentiation by X at e is
precisely X.
3. Given X, Y ∈ g, we have
(XY−YX)|e = [X, Y]g.
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We now describe explicitly the Lie algebra of Euclidean motion
groups.
Example 3.2.7 (2-dimensional Euclidean motion group). Assume G =
R2nT. The Lie algebra is the vector space
g
def
= R2 ⊕ Skew(R2).
The vectors
X1 = (1, 0)⊕
(
0 0
0 0
)
, X2 = (0, 1)⊕
(
0 0
0 0
)
,
X3 = (0, 0)⊕
(
0 −1
1 0
)
,
form a basis of g which satisfies the commutation relations
[X1, X2]g = 0, [X2, X3]g = X1, [X3, X1]g = X2.
Moreover, if f ∈ C∞(G), then the associated left-invariant operators act
via
X1 f (x, t) = cos(2pit)
∂ f
∂x1
(x, t) + sin(2pit)
∂ f
∂x2
(x, t),
X2 f (x, t) = − sin(2pit) ∂ f
∂x1
(x, t) + cos(2pit)
∂ f
∂x2
(x, t),
X3 f (x, t) =
∂ f
∂t
(x, t),
where (x, t) ∈ R2nT.
Example 3.2.8 (Euclidean motion groups). Assume G = Rn n SO(n).
Its Lie algebra is the vector space
g
def
= Rn ⊕ Skew(Rn).
For each pair of distinct i, j ∈ {1, · · · , n}, we let Eij be the only matrix
satisfying
Eijek = δi,kej − δj,kei
for each k ∈ {1, · · · , n}.
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A basis of g can now be given by
Xi
def
= ei ⊕ 0Rn×n , i = 1, · · · , n
Xij
def
= 0Rn ⊕ Eij, i, j ∈ {1, · · · , n} with i < j,
and these vectors satisfy the following commutation relations
[Xi, Xj]g = 0
[Xij, Xk]g = δi,kXj − δj,kXi
[Xij, Xkl ]g = δj,lXik − δj,kXil
where in the above i < j, k < l and for the last commutation relation we
additionally assume i < k.
Let us compute the expression of a left-invariant derivative arising
from V ⊂ g.
Lemma 3.2.9. Let X ∈ V ⊂ g. If φ ∈ C∞(G),
Xφ(x, k) =
(
k−1∇Vφ(x, k), X
)
V
.
Proof. By a simple calculation,
Xφ(x, k) =
d
dt
∣∣∣∣
t=0
φ((x, k)(tX, IV))
=
d
dt
∣∣∣∣
t=0
φ(x + tkX, k)
=(∇Vφ(x, k), kX)V .
From there, it follows that:
Xφ(x, k) =
(
k−1∇Vφ(x, k), X
)
V
.
Let us choose a basis of g. Since K is compact, k is reductive [Kna02,
Corollary 4.25]. Therefore, it follows that
g = V ⊕ a⊕ s,
where a is abelian and s is semisimple. In particular, we can naturally
define an inner product (·, ·)g on g via the Killing form of k [Kna02,
Corollary 4.26].
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From now on, X1, · · · , Xdim G will denote a basis such that
1. The collection is orthonormal with respect to (·, ·)g.
2. If 1 ≤ j ≤ dim V, then Xj ∈ V, otherwise Xj ∈ k.
Definition 3.2.10. Let α ∈ Ndim G. We define the left-invariant differential
operator Xα via
Xα = X1α1 · · ·Xdim Gαdim G .
The following definition is a very important example of left-invariant
differential operator.
Definition 3.2.11 (Left-invariant Laplacian). The left-invariant Lapla-
cian LG is the left-invariant differential operator
LG def=
dim G
∑
j=1
Xj2.
Deceptively, the left-invariant Laplacian of G is identical to the one
of V × K. It is however important to keep in mind that this operator
is not right-invariant with the semidirect structure.
Proposition 3.2.12 (Left-invariant Laplacian). Let f ∈ C∞(G). If (x, k) ∈
G, we check that
LG f (x, k) = LV f (x, k) + LK f (x, k).
Proof. Let (x, k) ∈ G. By Lemma 3.2.9, we check that for each j ∈
{1, · · · , dim V},
XjXj f (x, k) = Xj
(
k−1∇V f (x, k), ej
)
V
=
(
k−1 d∇V f (x, k)[kej], ej
)
V
=
(
k−1 Hess f (x, k)kej, ej
)
V
.
Summing with respect to j, we get that
dim V
∑
j=0
XjXj f (x, k) = tr Hess f (x, k) = LV f (x, k).
The sum over j = dim V + 1, . . . , dim G is the Casimir element of
k. By [RT10, Subsection 8.3.2], it corresponds to the Laplace-Beltrami
operator on K.
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It will be important later to be able to establish a link between right-
and left-invariant differential operators.
Proposition 3.2.13. Let X ∈ g.
• If X ∈ V, then its associated right-invariant vector field acts on
C∞(G) via
X˜φ(x, k) = (∇Vφ(x, k), X)V ,
where (x, k) ∈ G and φ ∈ C∞(G).
• If Y ∈ k, then its associated right-invariant vector field acts on C∞(G)
via
Y˜φ(x, k) =
dim V
∑
j=1
(Yx)j
∂φ
∂xj
(x, k) + Y˜kφ(x, k)
where (x, k) ∈ G, φ ∈ C∞(G), and Y˜k is the right-invariant vector
field associated with Y on the manifold K acting exclusively on the
variable k ∈ K.
Proof. Fix (x, k) ∈ G, φ ∈ C∞(G) and let us check both of the claims
separately.
• Using the fact that expG(tX) = (tX, IV), we obtain
X˜φ(x, k) =
d
dt
∣∣∣∣
t=0
φ((tX, IV)(x, k)) =
d
dt
∣∣∣∣
t=0
φ(x + tX, k),
from which the conclusion follows easily.
• Using the fact that expG(tY) = (0V , expK(tY), we obtain
Y˜φ(x, k) =
d
dt
∣∣∣∣
t=0
φ((0V , expK(tY))(x, k))
=
d
dt
∣∣∣∣
t=0
φ(expK(tY)x, expK(tY)k)
=
dim V
∑
j=1
(Yx)j
∂φ
∂xj
(x, k) + Y˜kφ(x, k)
as required.
Corollary 3.2.14. Let j ∈ {1, . . . , dim G}.
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• If j ≤ dim V, then we have
X˜j =
dim V
∑
i=1
(
kei, ej
)
V Xi.
• If j > dim V,
Y˜ =
dim V
∑
i,j=1
(Yx)j
(
kei, ej
)
V Xi + Y˜k,
where Y˜k is the right-invariant vector field associated with Y on the
manifold K acting exclusively on the variable k ∈ K.
Corollary 3.2.15. For each β ∈ Ndim G, we can find smooth functions
pβα ∈ C∞(G) such that
X˜βg = ∑
|α|≤N
pβα(g)Xαg
holds for each g ∈ G.
Moreover, there exists Cβ ≥ 0 such that
sup
|α|≤N
∣∣∣pβα(x, k)∣∣∣ ≤ Cβ(1+ ‖x‖V)|β|
for each (x, k) ∈ G.
3.3 unitary representations
The unitary dual of G was first described in [Mac51; Mac52], but a
more explicit version, specifically for the generalized motion group,
was given in [Itoˆ52].
The Fourier analysis on the motion group was studied in [KO73],
where the author observes that the Plancherel formula takes a more
elegant form if we group the unitary representations appropriately.
His subsequent papers (e.g. [Kum76]) work exclusively with those
grouped representations as they are technically more convenient.
We shall therefore make the same choice as [Kum76], and introduce
the following unitary, albeit reducible, representations.
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Definition 3.3.1. Let λ ∈ V. We define a unitary representation ξλG ∈
Hom(G, End(L2(K))) of G, via
ξλG(x, k)F(u)
def
= ei2pi(λ,ux)V F(uk), (12)
where (x, k) ∈ K, F ∈ L2(K) and u ∈ K.
At this stage, a few comments are necessary.
• If λ = 0 in (12), then our unitary representation takes the form
ξλG(x, k) = pi
R
K(k) ∼
⊕
τ∈K̂
τ⊗dτ ,
and is thus always reducible.
• If λ 6= 0, then our representation defined in (12) is irreducible
if and only if K is abelian. This can be deduced easily from its
decomposition into irreducible representations (see [KO73]).
• For each k ∈ K and each λ ∈ V, the representations ξλG and
ξkλG are equivalent (see Lemma 3.3.3). Again, we choose to work
with them nevertheless because they will yield a more elegant
Plancherel formula, but will allow us to always be able to differ-
entiate with respect to λ.
• In the literature (see [Itoˆ52; KO73; Kum76; VK95]), the represen-
tations are usually defined via
ξλG(x, k)F(u)
def
= ei(λ,u
−1x)V F(k−1u).
The choice was made consciously for technical reasons. Like for
the Euclidean case, the 2pi factor will ensure that the Fourier
transform is unitary (see Proposition 3.4.5) while the choice to
put k on the right of u was made because right-regular represen-
tations are more convenient when working with the Peter-Weyl
basis of L2(K).
Example 3.3.2 (2-dimensional Euclidean motion group). Let λ ∈ R2.
Let (x, t) ∈ G = R2n SO(2). If λ 6= 0, then ξλG is irreducible.
Using the isomorphism SO(2) ∼ T, (12) takes the form
ξλG(x, t)F(u) = e
i2pi(λ,ei2piux)V F(u + t),
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where F ∈ L2(T), (x, t) ∈ G, and u ∈ T.
Defining ξλG(x, t)mn
def
=
(
ξλG(x, t)e
i2pin·, ei2pim·
)
L2(T) for every m, n ∈ Z,
it follows that
ξλG(x, t)mn =
∫
T
ei2pi(λ,e
i2piux)V ei2pi[n(u+t)−mu] du
= ei2pint
∫
T
ei2pi(λ,e
i2piux)V ei2pi(n−m)u du.
Our representations satisfy the following invariance property.
Lemma 3.3.3 (Invariance property). Let λ ∈ V. For each k ∈ K, we have
ξkλG (y, l) = pi
L
K(k)ξ
λ
G(y, l)pi
L
K(k
−1).
Proof. Let F ∈ L2(K) and u ∈ K. It follows that
piLK(k)ξ
λ
G(y, l)pi
L
K(k
−1)F(u) = piLK(k)e
i2pi(λ,ux)V F(kul)
= ei2pi(λ,k
−1ux)V F(ul) = ξkλG (y, l)F(u).
Representations on V × K
Provided that we also group the representations on V × K, the repre-
sentations of V × K and G can seem formally very similar.
Indeed, first observe that the unitary dual is given by
V̂ × K =
{
ei2pi(λ,·)V ⊗ τ : λ ∈ V, τ ∈ Ĝ
}
which, if we group the representations of K, becomes
ei2pi(λ,·)V ⊗
⊕
τ∈K̂
τ⊗dτ
 .
Using the Peter-Weyl Theorem (Theorem 2.6.1), the representation
above is equivalent to the following.
Definition 3.3.4. Let λ ∈ V. We define a unitary representation ξλV×K ∈
Hom(G, End(L2(K))) of G, via
ξλV×K(x, k)F(u)
def
= ei2pi(λ,x)V F(uk),
where (x, k) ∈ K, F ∈ L2(K) and u ∈ K.
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3.3.1 Infinitesimal representations
Infinitesimal representations are important because they characterize
the action of left- (respectively right-) invariant differential operators
on the Fourier Transform side. As such, they provide the most ele-
mentary example of Fourier transform of distributions that are not
integrable functions.
Definition 3.3.5 (Infinitesimal Representation). Let X ∈ g. We define
the infinitesimal representation of X as the operator
ξλG(X) : C
∞(K)→ C∞(K)
defined via
ξλG(X)F(u)
def
=
d
dt
∣∣∣∣
t=0
ξλG(exp(tX))F(u),
where F ∈ C∞(K).
Proposition 3.3.6 (Infinitesimal representations). Let λ ∈ V and let
j ∈ {1, · · · , dim G}. Fix also F ∈ C∞(K) and u ∈ K. The infinitesimal
representation of Xj has the following expression.
1. If j ≤ dim V, then
ξλG(Xj)F(u) = i2pi
(
λ, uej
)
V F(u).
2. If j > dim V, then
ξλG(Xj)F(u) = XjF(u),
where on the right-hand side Xj is the left-invariant differential opera-
tor on K associated with Xj ∈ k.
Proof. Let F ∈ C∞(K) and u ∈ K.
1. Fix j ∈ {1, · · · , dim V}. Since expG(tXj) = (tej, IV), it follows
that
ξλG(Xj)F(u) =
d
dt
∣∣∣∣
t=0
ei2pi(λ,tuej)V F(u) = i2pi
(
λ, uej
)
V F(u)
which is what we wanted to show.
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2. If j > dim V, Xj ∈ k so that
expG(tXj) = (0, expK(tXj)).
From there, it immediately follows that
ξλG(Xj)F(u) =
d
dt
∣∣∣∣
t=0
F(u expK(tXj)),
which by definition is XjF(u).
Corollary 3.3.7 (Infinitesimal representation of LG). Let λ ∈ V. The
infinitesimal representation of LG is given by
ξλG(LG) = −(2pi)2‖λ‖2V IL2(K) + LK.
3.4 fourier transform
We have now introduced all the necessary tools to study the Fourier
analysis on G.
3.4.1 Definition and elementary properties
Before defining the Fourier Transform, let us adapt the classical defi-
nition of Schwartz space.
Definition 3.4.1 (Schwartz space). We let S(G) be the space of all f ∈
C∞(G) which are rapidly decaying, i.e. such that for each N ∈ N,
‖ f ‖S(G),N def= sup
|α|≤N
∣∣∣(1+ |x|)NXα f (x, k)∣∣∣ < ∞.
The maps (‖·‖S(G),N)N∈N define a collection of semi-norms on S(G) and
give it a structure of a Fre´chet space.
We now define a central tool in our analysis: the Fourier transform.
Definition 3.4.2 (Fourier transform). Let f ∈ L1(G) and λ ∈ V. We
define its Fourier coefficient at λ via
FG f (λ) def=
∫
G
f (g)ξλG(g)
?
dg.
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Moreover, the map
FG f : V → End(L2(K)) : λ 7→ FG f (λ)
is called the Fourier Transform of f .
To establish the Plancherel and inverse formulae, we need to com-
pute some Schatten norms of our Fourier coefficients.
Lemma 3.4.3. Let λ ∈ V, and f ∈ L1(G). The integral kernel of the
operator FG f (λ) is given by
K f (λ; u, k)
def
= FV f (k−1λ, k−1u), (13)
i.e. for every F ∈ L2(K) and every u ∈ K, we have
FG f (λ)F(u) =
∫
K
K f (λ; u, k)F(k)dk.
In particular, the following properties hold.
1. If f ∈ S(G), then K f is smooth, FG f (λ) is trace class and
tr(FG f (λ)) =
∫
K
FV f (kλ, e)dk.
2. If f ∈ L1(G) ∩ L2(G), then for almost every λ ∈ V, FG f (λ) is
Hilbert-Schmidt and
‖FG f (λ)‖2S2(L2(K)) =
∫
K
∫
K
|FV f (kλ, u)|2 du dk.
Proof. Let F ∈ L2(K) and u ∈ K. By definition of the Fourier Trans-
form,
FG f (λ)F(u) =
∫
V
∫
K
f (x, k)e−i2pi(ku
−1λ,x)V F(uk−1)dk dx.
Recognizing the Fourier Transform on V in the above, we obtain
FG f (λ)F(u) =
∫
K
FV f (ku−1λ, k)F(uk−1)dk
=
∫
K
FV f (k−1λ, k−1u)F(k)dk,
where we substituted k for k−1u to obtain the last line.
From there, it follows that the kernel is indeed given by (13). Let
us now prove the two remaining claims.
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1. If f ∈ S(G), it follows that the integral kernel is smooth. Us-
ing [DR14, Corollary 4.1], it follows that FG f (λ) is trace-class,
and
tr(FG f (λ)) =
∫
K
K f (λ; k, k)dk =
∫
K
FV f (kλ, e)dk.
2. Now, if f ∈ L1(G) ∩ L2(G), then K f ∈ L2(K× K) for almost
every λ ∈ V. For such λ, it follows by [RS80, Theorem VI.23]
that FG f (λ) is Hilbert-Schmidt and
‖FG f (λ)‖2S2(L2(K)) =
∫
K
∫
K
∣∣K f (λ; u, k)∣∣2 dk du
=
∫
K
∫
K
∣∣∣FV f (k−1λ, k−1u)∣∣∣2 dk du.
Substituing k for k−1 and then u for k−1u in the above, we obtain
‖FG f (λ)‖2S2(L2(K)) =
∫
K
∫
K
|FV f (kλ, u)|2 dk du,
as required.
If a function is rotation-invariant in the Euclidean variable, apply-
ing the Fourier transform reduces to computing the Fourier transform
on V × K.
Lemma 3.4.4. Let λ ∈ V and f ∈ L1(G). If for every l ∈ K,
f (lx, k) = f (x, k), (x, k) ∈ G, (14)
then we have
FG f (λ) = FV×K f (λ).
Proof. By Lemma 3.4.3 and (14), we know that
FG f (λ)F(u) =
∫
K
FV f (λ, k−1u)F(k)dk
=
∫
K
FV f (λ, k)F(uk−1)dk,
where the last line is obtained by substituing k for uk−1.
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Recognizing a Fourier transform on K with “grouped representa-
tions” (see Subsubsection 3.3) in the right-hand side of the above, we
obtain
FG f (λ)F(u) = FV×K f (λ)F(u),
which shows that both Fourier transforms are indeed equal.
3.4.2 Plancherel formula
The following result is of crucial importance, for it establishes a rela-
tion between a function and its Fourier transform. Informally speak-
ing, it will later allow us to “translate” between kernels and symbols,
as those notions are linked via the Fourier transform.
Proposition 3.4.5 (Plancherel formula). Let f ∈ L1(G) ∩ L2(G). The
following formula holds∫
G
| f |2 dg =
∫
V
‖FG f (λ)‖2HS(L2(K)) dλ. (15)
Proof. It follows from Lemma 3.4.3 that for almost every λ ∈ V,
FG f (λ) is trace class and
‖FG f (λ)‖2S2(L2(K)) =
∫
K
∫
K
|FV f (kλ, u)|2 du dk.
Now, integrating with respect to λ, we obtain∫
V
‖FG f (λ)‖2HS(L2(K)) dλ =
∫
V
∫
K
|FV f (λ, k)|2 dk dµV̂(λ)
=
∫
V
∫
K
| f (x, k)|2 du dk,
where the last line was obtained by applying the Plancherel formula
on V.
The following result is equivalent to the Plancherel formula, in the
sense that proving one allows us to prove the other.
It says that for a very regular function, we can recover a function
from its Fourier transform.
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Proposition 3.4.6 (Inverse Fourier Transform). Let φ ∈ S(G). For each
g ∈ G, we have
φ(g) =
∫
V
tr
(
ξλG(g)FGφ(λ)
)
dλ.
Proof. Let us assume that g = e. By Lemma 3.4.3, we know that
FGφ(λ) is trace class and
tr(FGφ(λ)) =
∫
K
FVφ(kλ, e)dk.
Integrating with respect to λ, we obtain∫
V
tr(FGφ(λ))dλ =
∫
V
∫
K
FVφ(kλ, e)dk dλ
=
∫
V
FVφ(λ, e)dλ,
where the last line is obtained by a change of variables after permut-
ing the integrals.
Recognizing an inverse Fourier Transform on the right-hand side
of the above, we obtain∫
V
tr(FGφ(λ))dλ = φ(0, e),
concluding the case g = e.
The general case follows immediately, since
φ(g) = φ(eg) =
∫
V
tr(FG{φ(·g)}(λ))dλ =
∫
V
tr(ξλG(g)FGφ(λ))dλ,
where the last equality is obained by Proposition 2.5.2.
The direct product case
In view of Subsubsection 3.3, let us compare the Plancherel formulae.
Given f ∈ L1(V × K) and λ ∈ V, we let
FV×K f (λ) def=
∫
V×K
f (x, k)ξλV×K(x, k)
?
d(x, k),
FV×K f (λ, τ) def=
∫
V×K
f (x, k)ei2pi(λ,x)Vτ(k)? d(x, k).
66 motion groups
Note that d(x, k) is also the Haar measure of G. Moreover, it is clear
that
FV×K f (λ) ∼
⊕
τ∈K̂
(FV×K f (λ, τ))⊗dτ . (16)
The Plancherel formula therefore takes the following form.
Proposition 3.4.7 (Plancherel formula on V×K). Let f ∈ L1(V × K)∩
L2(V × K). The following formula holds∫
V×K
| f |2 dg =
∫
V
‖FV×K f (λ)‖2HS(L2(K)) dλ. (17)
Proof. Using the “classical” Plancherel Theorem on V × K, we obtain∫
V×K
| f |2 dg =
∫
V
∑
τ∈K̂
dτ‖FV×K f (λ, τ)‖2HS(Hτ) dλ.
Using (16), it is clear that
‖FV×K f (λ)‖2HS(L2(K)) = ∑
τ∈K̂
dτ‖FV×K f (λ, τ)‖2HS(Hτ),
and we conclude easily.
Naturally, with an identical proof, this means that the inverse for-
mula takes the form
f (g) =
∫
V×K
tr(ξλV×K(g)FV×K f (λ))dλ,
where f ∈ S(V × K) and g ∈ V × K.
We have thus shown that the Fourier theory and the Plancherel
theory are formally very similar on G and V × K provided we group
the representations on either side.
Note that the resemblance is extremely deceptive. To illustrate that
last assertion, we observe that
ξλG(LG) = ξλV×K(LV×K)
when we group the representations on both sides. However, the
term appearing on the right-hand side decomposes as a direct sum
of scalar operators on the irreducible representations, unlike the term
appearing on the left. This is a direct consequence of the fact that
LG = LV×K is right-invariant on V × K but not on G.
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3.4.3 Fourier Transform of distributions
Although Subsection 2.5.1 already treated the problem of generaliz-
ing the Fourier Transform for the purposes of pseudo-differential cal-
culus, let us mention some results that have been obtained explicitly
for the motion group.
For a complete proof of the results stated in this subsection, the
reader is invited to consult [EKM80].
Definition 3.4.8 (Image of the Schwartz space). We shall denote by
S(Ĝ) the set of all functions F ∈ C∞(V,L(L2(K))) satisfying the following
properties.
1. For each α ∈ Ndim V , ∂αλF leaves C∞(K) stable.
2. For each N ∈ N, the quantity
‖F‖S(Ĝ),N
def
= sup
|α|,|β|,|β′|≤N
sup
λ∈V
(1+ |λ|)N∥∥∥∥∥ξλG(Xβ)∂|α|F∂λα (λ)ξλG(Xβ′)
∥∥∥∥∥L(L2(K))
is finite.
3. For every k ∈ K and each λ ∈ V,
F(kλ) = piLK(k)F(k)pi
L
K(k
−1).
One easily checks the following result.
Lemma 3.4.9. The space S(Ĝ) is a Fre´chet space whose topology is given
by the seminorms ‖·‖S(Ĝ),N , N ∈ N.
Theorem 3.4.10 ([EKM80]). The Fourier Transform is a topological isomor-
phism
FG : S(G)→ S(Ĝ).
It then follows by classical arguments that we may extend the
Fourier Transform onto S ′(G).
Proposition 3.4.11 (Fourier transform and duality). Let f ∈ S(G), and
H ∈ S(Ĝ). We have the identities
(FG f , H)Ĝ =
(
f , ι ◦ F−1G H
)
G
,
(
F−1G H, f
)
G
= (H,FG(ι ◦ f ))Ĝ,
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where (ι ◦ f )(g) = f (g−1).
Definition 3.4.12 (Fourier Transform on S ′(G)). Let f ∈ S ′(G). We
define the Fourier Transform of f , FG f , an element of S ′(Ĝ), via
(FG f , H)Ĝ
def
=
(
f , ι ◦ F−1G H
)
G
,
for any H ∈ S(Ĝ).
Similarly, let H ∈ S ′(Ĝ). We define the tempered distribution F−1G H ∈
S ′(G), called the inverse Fourier Transform of H, via(
F−1G H, f
)
G
= (H,FG(ι ◦ f ))Ĝ,
for any f ∈ S ′(G).
Proposition 3.4.13. The Fourier Transform is a topological linear isomor-
phism of S ′(G) onto S ′(Ĝ).
3.5 sobolev spaces
The notion of order of a pseudo-differential operator is mainly mo-
tivated by boundedness properties between Sobolev spaces. As we
wish to define pseudo-differential operators with non-integer orders,
we need a notion of Sobolev spaces with general orders.
Definition 3.5.1 (Sobolev norm). Let s ∈ R. If φ ∈ S(G), we let
‖φ‖L2s (G)
def
=
(∫
V
∥∥∥ξλG(I −LG) s2FGφ(λ)∥∥∥2HS(L2(K)) dλ
)1/2
.
Definition 3.5.2 (Sobolev spaces). Let s ∈ R. We define the Sobolev
space of order s to be the completion of S(G) with the norm ‖·‖L2s (G).
The Sobolev spaces satisfy the following properties.
Proposition 3.5.3 (Properties of the Sobolev spaces). Let s ∈ R. The
Sobolev space of order s, L2s (G), satisfies the following properties.
• If s = 0, then L2s (G) = L2(G).
• If s′ ≤ s, then L2s (G) ⊂ L2s′(G), and the inclusion is continuous.
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• If α ∈ Ndim G, then Xα f ∈ L2s−|α|(G) for each f ∈ L2s (G), and the
map
Xα : L2s (G)→ L2s−|α|(G)
is continuous.
Proof. Let us show all three properties separately.
• Suppose s = 0. It is straightforward to check that
‖·‖L20(G) = ‖·‖L2(G)
by applying the Plancherel formula (Proposition 3.4.5). Since
S(G) is dense in L2(G) and L2(G) is complete, we then con-
clude that L20(G) = L
2(G).
• Suppose that s′ ≤ s. If φ ∈ S(G), it should be clear that
‖φ‖L2s′ (G) ≤
∥∥∥ξλG(I −LG) s′−s2 ∥∥∥L(L2(K))∥∥∥ξλG(I −LG) s2φ∥∥∥L2(Ĝ)
≤
∥∥∥ξλG(I −LG) s2φ∥∥∥L2(Ĝ) = ‖φ‖L2s (G).
By a classical density argument (see e.g. [Wil13, Proposition
3.2.3]), it follows that the map
I : (S(G), ‖·‖L2(s))→ L2s′(G) : φ 7→ φ
can be continuously extended onto its closure, yielding the re-
quired inclusion.
• Let α ∈ Ndim G. If φ ∈ S(G),
‖Xαφ‖L2s−|α|(G) ≤ ‖Is,α‖L(L2(K))
∥∥∥ξλG(I −LG) s2φ∥∥∥L2(Ĝ),
where
Is,α
def
= ξλG(I −LG)
s−|α|
2 ξλG(X)
αξλG(I −LG)
−s
2 .
One easily checks that ‖Is,α‖L(L2(K)) < ∞, so that a density ar-
gument yields the existence of a unique continuous extension
of
Xα : L2s (G)→ L2s−|α|(G).
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Naturally, because the canonical inclusion
L2s (G) ↪→ S ′(G)
is continuous, the above extended map Xα is the same as the
corresponding distributional derivative.
A classical strategy to show that a distribution is a continuous func-
tion is to show that it belongs to a Sobolev space L2s (G) for a suffi-
ciently large s ∈ R. This strategy can only be successful provided we
can prove Sobolev embeddings.
Lemma 3.5.4. Let s > dim G. The map
λ ∈ V 7→
∥∥∥ξλG(I −LG)−s2 ∥∥∥S1(L2(K))
is finite almost everywhere and integrable over V.
Proof. For each s ∈ R, we let
I(s) def=
∫
V
tr(ξλG(I −LG)
−s
2 )dλ.
Now, fix s > dim G, and let us show that I(s) is finite.
It is clear that
I(s) 
∫
V
∑
τ∈K̂
dτ(‖λ‖V + 〈τ〉K̂)−s dλ,
which, after integrating via polar coordinates, yields
I(s) 
∫
R+
∑
τ∈K̂
dτ(r + 〈τ〉K̂)−srdim V−1 dr.
Now, substituting r for r− 〈τ〉K̂, we obtain
I(s) 
∫ +∞
〈τ〉K̂
∑
τ∈K̂
dτr−s(r− 〈τ〉K̂)dim V−1 dr

∫ +∞
〈τ〉K̂
∑
τ∈K̂
dim V−1
∑
k=0
dτr−s+k〈τ〉dim V−k−1K̂ dr.
Since s > dim G, we can check that∫ +∞
〈τ〉K̂
r−s+k dr ≈ 〈τ〉−s+k+1K̂ ,
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which would imply that
I(s)  ∑
τ∈K̂
dτ〈τ〉−s+dim VK̂ .
However, [Fis15, Lemma 6.3] implies that the above converges if and
only if
−s + dim V < −dim K,
or more simply if and only if s > dim G.
Proposition 3.5.5 (Sobolev embedding). If s > dim G/2, then we have
the following continuous inclusion
L2s (G) ⊂ C(G) ∩ L∞(G).
More precisely, there exists C ≥ 0 such that the following property holds:
for every f ∈ L2s (G), there exists a continuous function f˜ ∈ C(G) such that
f = f˜ almost everywhere and
∥∥ f˜∥∥C(G) ≤ C‖ f ‖L2s (G).
Proof. Let s > dim G/2. By Lemma 3.5.4 and Proposition 3.4.5, the
Bessel potential BGs ∈ L2(G). Therefore,
f = (I −LG) s2 f ?BGs ,
can be written as the convolution of two functions in L2(G). The
conclusion now follows from Proposition 2.4.2.
The Sobolev embedding theorem allows us to extend the Fourier
inversion formula onto Sobolev spaces. To show this, we first show
the following technical result.
Lemma 3.5.6. Let f ∈ L2s (G) for s > dim G/2. For almost every λ ∈ V,
the operator FG f (λ) is trace class and we have the estimate∫
V
‖FG f (λ)‖S1(L2(K)) dλ ≤ C‖ f ‖L2s (G).
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In particular, if a sequence ( f j)j∈N ⊂ L2s (G) converges to f in L2s (G), then
we have
lim
j→∞
∫
V
tr(ξλG(g)FG f j(λ))dλ =
∫
V
tr(ξλG(g)FG f (λ))dλ
for every g ∈ G.
Proof. Suppose that f ∈ L2s (G). By definition, the distribution
fs
def
= (I −LG) s2 f
belongs to L2(G). By the Cauchy-Schwarz inequality for Schatten
classes, we have
‖FG f (λ)‖S1(L2(K)) ≤
∥∥∥ξλG(I −LG)−s2 ∥∥∥S2(L2(K))‖FG fs(λ)‖S2(L2(K)). (18)
The first Hilbert-Schmidt norm on the left-hand side is finite by Propo-
sition 3.5.5, whilst the second one is finite for almost every λ ∈ V by
the Plancherel formula (Proposition 3.4.5). Therefore, we have so far
shown that
‖FG f (λ)‖S1(L2(K)) < ∞,
i.e. FG f (λ) is trace class for almost every λ ∈ V.
Integrating both sides of (18) with respect to λ, we obtain∫
V
‖FG f (λ)‖S1(L2(K)) dλ
≤
∫
V
∥∥∥ξλG(I −LG)−s2 ∥∥∥S2(L2(K))‖FG fs(λ)‖S2(L2(K)) dλ
≤
∥∥∥ξ ·G(I −LG)−s2 ∥∥∥L2(Ĝ)‖ fs‖L2(G), (19)
where the last line was obtained via the Cauchy-Schwarz inequality
on L2(V) and the Plancherel formula. By the Sobolev embeddings
(Proposition 3.5.5), the right-hand side of (19) is finite, so that the
equation becomes∫
V
‖FG f (λ)‖S1(L2(K)) dλ ≤ C‖ f ‖L2s (G). (20)
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Now, fix a sequence ( f j)j∈N ⊂ L2s (G) converging to f . By apply-
ing (20) to f j − f , we obtain∣∣∣∣∫V tr(ξλG(g)FG{ f − f j}(λ))dλ
∣∣∣∣
≤
∫
V
∥∥FG{ f − f j}(λ)∥∥S1(L2(K)) dλ
≤ C∥∥ f − f j∥∥L2s (G).
Letting j→ ∞ in the above, we obtain the desired conclusion.
We are now ready to prove the following generalization of Propo-
sition 3.4.6.
Proposition 3.5.7 (Fourier inverse formula). Let f ∈ L2s (G) for s >
dim G/2. For almost every λ ∈ V, the operator FG f (λ) is trace class and
the map
λ ∈ V 7→ ‖FG f (λ)‖S1(L2(K))
is integrable on V. Moreover, f is continuous on G and for every g ∈ G,
the map
G → C : g 7→
∫
V
tr
(
ξλG(g)FG f (λ)
)
dλ
is continuous and equal to f almost-everywhere.
Proof. The first claim follows immediately from Lemma 3.5.6.
Now, select a sequence ( f j)j∈N ⊂ S(G) such that
lim
j→∞
∥∥ f j − f∥∥L2s (G) = 0.
By the inverse formula on S(G) (Proposition 3.4.6), we have
f j(g) =
∫
V
tr
(
ξλG(g)FG f j(λ)
)
dλ,
for each j ∈ N.
74 motion groups
By the Sobolev embedding theorem (Proposition 3.5.5), f j converges
uniformly to a continuous function f˜ which is equal to f almost ev-
erywhere. In particular, this means that we have
f˜ (g) = lim
j→∞
f j(g)
= lim
j→∞
∫
V
tr
(
ξλG(g)FG f j(λ)
)
dλ
=
∫
V
tr
(
ξλG(g)FG f (λ)
)
dλ,
concluding the proof.
Corollary 3.5.8. Let s > dim G/2+ k, where k ∈ N. If f ∈ L2s (G), then
f ∈ Ck(G).
Proof. Let α ∈ Ndim G be such that |α| ≤ k. By Proposition 3.5.3,
Xα f ∈ L2s−|α|(G).
Applying Proposition 3.5.7, we obtain that Xα f is continuous.
We conclude that f ∈ Ck(G) by observing that α is arbitrary.
3.6 taylor formula
As in the Euclidean case, the composition and adjunction formulae
rely on a Taylor expansion.
Intuitively, we shall say a collection of smooth functions is admissi-
ble if they can be used to perform a Taylor expansion.
Definition 3.6.1. A finite collection q1, . . . , qM ∈ C∞(G) of smooth func-
tions is said to be admissible if dqj(e) 6= 0 for each j ∈ {1, · · · , M} and
if
rank(dq1(e), · · · , dqm(e)) = dim G.
Moreover, if
M⋂
j=1
{qj = 0} = {e},
we shall say that the collection is strongly admissible.
The notion of strong admissibility was introduced in [RTW14] to en-
sure the kernels of pseudo-differential operators would only have sin-
gularities at the origin (see Chapter 4).
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From now on, we let q1, . . . , qdim G ∈ C∞(G) be a strongly admissi-
ble family.
Moreover, we fix a basis X1, . . . , Xdim G ∈ g such that
Xjqk(·−1)(eG) = δj,k
for each j, k ∈ {1, . . . , dim G}. To insist upon the fact that the basis is
adapted to our family of smooth functions, we shall write
X(α) def= Xα11 . . . Xαn∆,Gn∆,G .
Definition 3.6.2 (Distance to the origin). Let g = (x, k) ∈ G. We define
the distance of g to the identity eG via
‖g‖2G def= ‖x‖2V + dK(k, eK)2,
where dK(·, ·) is a left-invariant Riemannian distance.
We now define an analogue of the Euclidean Taylor development
and the associated remainder.
Definition 3.6.3 (Taylor development and remainder). Let f ∈ C∞(G)
and g ∈ G. For each N ∈ Z, we define the Taylor development of f at g
of order N to be
P fg,N(h)
def
=
∑|α|≤N 1α! qα(h−1)X(α) f (g) if N ≥ 00 if N < 0,
where h ∈ G.
Moreover, we define the Taylor remainder of f of order N at g ∈ G via
R fg,N(h)
def
= f (gh)− P fg,N(h).
The Taylor polynomial was defined so that the following property
holds.
Lemma 3.6.4. Let N ∈ N, β ∈ Ndim G. For each f ∈ C∞(G), we have
X(β)P fg,N(eG) = P
X(β) f
g,N−|β|(eG), X
(β)R fg,N(eG) = R
X(β) f
g,N−|β|(eG).
By using local charts on K and then subsequently extending onto
all of K via a partition of unity, we can show the following estimate
on the remainder.
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Proposition 3.6.5 (Taylor’s theorem). Let f ∈ C∞(G) and g ∈ G. There
exists η ≥ 1 satisfying the following property: for every N ∈ G, there exists
C ≥ 0 such that∣∣∣R fg,N(h)∣∣∣ ≤ C‖h‖N+1G sup
|α|≤N+1
sup
‖z‖G≤η‖h‖G
∣∣∣X(α) f (gz)∣∣∣
for every h ∈ G.
4 SYMBOL IC CALCULUS
4.1 difference operators
The Euclidean case uses estimates on the derivatives in Fourier vari-
ables of the symbol to ensure crucial properties of the convolution ker-
nels, such as the smoothness and Schwartz decay away from the ori-
gin, but also the Caldero´n-Zygmund property of pseudo-differential
operators of order 0.
In [RT10], M. Ruzhansky and V. Turunen introduce the concept
of difference operator to generalize the aforementioned derivatives in
Fourier variables and obtain a pseudo-differential calculus on com-
pact Lie groups.
Definition 4.1.1 (Difference operators). Let q ∈ C∞(G). The difference
operator associated with q, ∆Gq is defined via
∆Gq FG f def= FG{q f },
where f ∈ S(G).
Moreover, if q vanishes up to order k ∈ N, we shall say that ∆Gq is a
difference operator of order k.
In our definition of symbol classes, we shall require that the order
of our symbols decrease every time we apply difference operators
from a well-chosen family of smooth functions.
It is thus important to show that this condition is not too restrictive,
which is the aim of the next statement. As we intend for our symbol
classes to contain characteristic polynomials, we show that applying
difference operators reduces their order.
Lemma 4.1.2 (Difference operators on characteristic polynomials). Let
q ∈ C∞(G). For every α ∈ Ndim G, we have the formula
∆Gq ξ
λ
G(X
α) = ∑
β≤α
(
α
β
)
(−1)|β|Xβq(eG)ξλG(Xα−β).
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In particular, if ∆Gq is a difference operator of order k, then ∆Gq ξλG(X
α) is
the characteristic polynomial of a differential operator with order |α| − k.
Proof. By definition of difference operator, we have
∆Gq ξ
λ
G(X
α) = (−1)αFG{qXαδeG}.
Let H ∈ S(Ĝ) and write
h def= ι ◦ F−1G H.
Using the definition of Fourier transform on distributions, we know
that
〈FG{qXαδeG}, H〉Ĝ = 〈qXαδeG , h〉G = (−1)|α|〈δeG , Xα(qh)〉G. (21)
Using the Leibniz rule, we know that
〈δeG , Xα(qh)〉G = ∑
β≤α
(
α
β
)
〈δeG , XβqXα−βh〉G
= ∑
β≤α
(
α
β
)
Xβq(eG)〈δeG , Xα−βh〉G,
which, after using the definition of distributional derivative, becomes
〈δeG , Xα(qh)〉G = ∑
β≤α
(
α
β
)
(−1)|α−β|Xβq(eG)〈Xα−βδeG , h〉G.
Recognizing the definition of distributional Fourier transform again,
we obtain
〈δeG , Xα(qh)〉G = ∑
β≤α
(
α
β
)
(−1)|α−β|Xβq(eG)〈FG{Xα−βδeG}, H〉Ĝ
= ∑
β≤α
(
α
β
)
(−1)|α−β|Xβq(eG)〈ξλG(Xα−β), H〉Ĝ.
Combining the above with (21), we obtain that
〈∆Gq ξλG(Xα), H〉Ĝ = ∑
β≤α
(
α
β
)
(−1)|β|Xβq(eG)〈ξλG(Xα−β), H〉Ĝ.
Since H is arbitrary, we obtain the desired formula.
With our approach, we will not be able to write the composition
or adjunction of operators directly in terms of our symbols, hence it
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is important to consider a family with respect to which we can use a
Taylor development.
Definition 4.1.3. A collection of difference operators is called (strongly)
admissible if the associated smooth functions form a (strongly) admissible
collection in the sense of Definition 3.6.1.
The existence of a Taylor expansion and the estimates on the re-
mainder are then given by Proposition 3.6.5. We shall see later that
the strong admissibility will ensure that the singularity of our kernels
is confined to the identity eG.
Another technical requirement is that our collection of smooth func-
tions satsify a Leibniz-like rule. This, amongst other things, ensures
that our collection of symbols forms an algebra with respect to point-
wise composition.
Definition 4.1.4. We shall say that an admissible collection
q1, · · · qn∆,G ∈ C∞(K)
satisfies the Leibniz-like property if for each j = 1, · · · , n∆,G,
qj(gh) = qj(g) + qj(h) + ∑
1≤k,l≤n∆,G
cjk,lqk(g)ql(h)
holds for every g, h ∈ G.
It is a routine check to show that the Leibniz-like property for
smooth functions becomes the following Leibniz-like rule for difference
operators.
Lemma 4.1.5 (Leibniz-like rule). Assume that
∆ def= {q1, . . . , qn∆,G ∈ C∞(G)}
is a collection of admissible smooth functions satisfying the Leibniz-like prop-
erty. Writing
qα def= qα11 . . . qαn∆,Gn∆,G , ∆αG def= ∆Gqα(·−1)
for each α ∈ Nn∆,G , we have
∆αG(FG f1FG f2) = ∑
|α|≤|α1|+|α2|≤2|α|
cαα1,α2∆
α1
G FG f1 ∆α2G FG f2
for each f1, f2 ∈ S ′(G).
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We can easily adapt [RTW14, Lemma 4.4] or [Fis15, Corollay 5.13],
to show the following result.
Lemma 4.1.6. There exists a strongly admissible family q1, . . . , qM ∈
C∞(G) on G which satisfies the Leibniz-like property and such that
qj(x, k) = xj
for each j ∈ {1, . . . , dim V}.
Proof. Denote by F the set of all fundamental representations of K [Fis15,
p. 3416], i.e. a finite collection such that for any τ ∈ K̂, there exists
τ1, · · · , τn ∈ F such that
τ = τ1 ⊗ · · · ⊗ τn.
We also assume F contains the identity representation.
Now, let us define the following smooth functions
qj(x, k)
def
=
(
x, ej
)
V , j = 1, · · · , dim V
qτmn(x, k)
def
= (τ − IHτ )mn, τ ∈ F, 1 ≤ m, n ≤ dτ.
Now, we let
∆ = {qj : 1 ≤ j ≤ dim V} ∪ {qτmn : τ ∈ F, 1 ≤ m, n ≤ dτ}
strong admissibility Clearly, every q ∈ ∆ satisfies qj(0) = 0.
By [Fis15, Lemma 5.11], we know that
rank{dqτmn(e) : τ ∈ F, 1 ≤ m, n ≤ dτ} = dim K,
so we easily check that
rank∆ = dim G.
By [Fis15, Lemma 5.11], if all qτmn(x, k) vanish, then k = IV ,
while if all qj(x, k) vanish, this means x = 0V . Therefore,
⋂
q∈∆
{q = 0} = (0V , IV).
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leibniz-like formula Using [Fis15, Corollary 5.13], we only need
to show that the qj, j = 1, · · · , dim V satisfy the Leibniz-like
preperty. For each j ∈ N,
qj((x, k)(y, l)) =
(
x + ky, ej
)
V
= qj(x, k) + qj(y, l) +
(
(k− IV)y, ej
)
V
= qj(x, k) + qj(y, l) +
(
y, (k− IV)−1ej
)
V
.
Observing that
(k− IV)Tej = (k− IV)Tijei = (k− IV)jiei,
we obtain that
qj((x, k)(y, l)) = qj(x, k) + qj(y, l) +
dim V
∑
i=1
(k− IV)ji(y, ei)V
= qj(x, k) + qj(y, l) +
dim V
∑
i=1
(k− IV)jiqi(y, l).
Defining
τ(k) def= k,
we observe that τ ∈ F and so the above becomes
qj((x, k)(y, l)) = qj(x, k) + qj(y, l) +
dim V
∑
i=1
qτji(x, k)qi(y, l).
We have thus shown that each q ∈ ∆ satisfies the Leibniz-like
formula.
Remark 4.1.7. From now on, we fix an admissible family q1, · · · , qn∆,G on
G which satisfies the assumptions of Lemma 4.1.6.
Given α ∈ Nn∆,G , we let
qα def=
n∆,G
∏
j=1
q
αj
j .
Such maps qα will be called polynomials.
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Moreover, we let ∆αG be the difference operator associated with the smooth
function
G → C : g 7→ qα(g−1).
4.2 symbol classes
Following [RT10] or [FR16], we can now introduce our main defini-
tion.
Definition 4.2.1 (Symbol classes). Let m ∈ R and fix ρ, δ ∈ R such that
0 ≤ ρ, δ ≤ 1. We shall say that a map
σ : G×V 7→ End(C∞(K))
is a symbol of order m and of type (ρ, δ) if the following conditions are
satisfied.
1. For each F ∈ C∞(K) and each k ∈ K, the map
(g,λ) 7→ σ(g,λ)F(k)
is smooth.
2. For each β ∈ Ndim G, Xβσ(g, ·) ∈ S ′(Ĝ) for each g ∈ G and the
map
g ∈ G 7→ Xβσ(g, ·) ∈ S ′(Ĝ)
is continuous.
3. For each α ∈ Ndim G, β ∈ Nm, and each γ ∈ R, the operator
ξλG(I −LG)
ρ|α|−m−δ|β|+γ
2 Xβ∆αGσ(g,λ)ξ
λ
G(I −LG)
−γ
2
is bounded in L2(K) by a finite constant that does not depend on
g ∈ G or λ ∈ V.
The set Smρ,δ(G) will be used to denote the set of all symbols of order m
and type (ρ, δ).
Let us make a few comments on Definition 4.2.1.
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• If α = β = 0, the Plancherel theory (e.g. [FR16, Theorem 1.8.11])
implies that if σ ∈ Smρ,δ(G) does not depend on g ∈ G, then the
map
φ ∈ S(G) 7→ φ ?F−1G σ
extends to a bounded map
L2s (G)→ L2s−m(G)
for each s ∈ R.
It is hoped that the estimates for non-zero α ∈ Nn∆,G and β ∈
Ndim G will imply a similar result for a general σ ∈ Smρ,δ(G).
When ρ > δ, this is proved later in Theorem 4.8.4.
• In the compact or Euclidean case (see [RT10]), we need only
check the case γ = 0. This is due to the fact that in those
cases the Laplacian is central. The above definition for non-zero
γ was introduced for the first time in [FR14, Section 3.4] and
subsequently in [FR16, Section 5.2].
We shall see later, again using the ideas of [FR16], that we also
only need to check for γ = 0 in our case. It is worth keeping in
mind that the fact that our Laplacian is not central is due to the
semi-direct structure.
We can naturally define a collection of seminorms on our symbol
classes, and check they endow each Smρ,δ(G) with a structure of Fre´chet
space.
Definition 4.2.2 (Symbol semi-norms). Let m ∈ R and fix ρ, δ ∈ R such
that 0 ≤ ρ, δ ≤ 1. If σ ∈ Smρ,δ(G), then for each N ∈ N, we let
‖σ(g;λ)‖Smρ,δ(G),N
def
= sup
|α|,|β|,|γ|≤N∥∥∥ξλG(I −LG) ρ|α|−m−δ|β|+γ2 Xβ∆αGσ(g,λ)ξλG(I −LG)−γ2 ∥∥∥L(L2(K)).
Moreover, we also let
‖σ‖Smρ,δ(G),N
def
= sup
g∈G
sup
λ∈V
‖σ(g;λ)‖Smρ,δ(G),N
for each N ∈ N.
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Similarly, we let
‖σ(g;λ)‖Sm,Rρ,δ (G),N
def
= sup
|α|,|β|≤N
∥∥∥Xβ∆αGσ(g,λ)ξλG(I −LG) ρ|α|−m−δ|β|2 ∥∥∥L(L2(K))
and
‖σ‖Sm,Rρ,δ (G),N
def
= sup
g∈G
sup
λ∈V
‖σ(g;λ)‖Sm,Rρ,δ (G),N
for each N ∈ N.
Using Lemma 4.1.2, we show that our symbol classes contain the
left-invariant differential calculus.
Example 4.2.3 (Characteristic polynomials). Given m ∈ N, the map
σ(g,λ) def= ∑
|α|≤m
cα(g)ξλG(X)
α, cα ∈ C∞c (G)
defines a symbol in Sm1,0(G).
Naturally, the requirement that the support be compact in the ex-
ample above can be relaxed provided that we assume the the coeffi-
cients have bounded derivatives for all orders.
Equipped with the topology of seminorms defined in Definition 4.2.2,
we can easily show the following continuous inclusions.
Lemma 4.2.4 (Inclusion of symbol classes). Suppose that m1, m2 ∈ R
and ρ1, ρ2, δ1, δ2 ∈ [0, 1]. If the following inequalities hold
m1 ≤ m2, δ1 ≤ δ2, ρ1 ≥ ρ2,
then Sm1ρ1,δ1(G) ⊂ S
m2
ρ2,δ2
(G), and the inclusion is continuous.
Proof. Let σ ∈ Sm1ρ1,δ1(G), and fix α ∈ Nn∆,G , β ∈ Ndim G and γ ∈ R.
It is clear that
ξλG(I −LG)
ρ2 |α|−m2−δ2 |β|+γ
2 Xβ∆αGσ(g,λ)ξ
λ
G(I −LG)
−γ
2 = I1 I2,
where
I1
def
= ξλG(I −LG)
m1−m2+(ρ2−ρ1)|α|+(δ1−δ2)|β|
2
I2
def
= ξλG(I −LG)
ρ1 |α|−m1−δ1 |β|+γ
2 Xβ∆αGσ(g,λ)ξ
λ
G(I −LG)
−γ
2 .
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Because of our assumption, it is clear that
m1 −m2 + (ρ2 − ρ1) |α|+ (δ1 − δ2) |β| ≤ 0,
so that I1 satisfies
‖I1‖L(L2(K)) ≤ 1.
By our assumption on σ, it is clear that I2 is bounded on L2(G)
uniformly in g ∈ G and λ ∈ G, so that the same holds for I1 I2.
One cannot expect to be able to perform exact symbolic compu-
tations. Therefore, we shall often attempt to obtain results up to
symbols which belong to symbolic classes of “arbitrarily low orders”.
Such symbols will be called smoothing symbols.
Definition 4.2.5 (Smoothing symbols). We let
S−∞(G) def= ⋂
m∈R
Sm1,0(G).
The elements of S−∞(G) will be called smoothing symbols.
It is a routine check that we can replace (1, 0) in the above definition
by any (ρ, δ) ∈ [0, 1]2 without affecting the resulting set.
4.3 kernels, quantization and operator classes
We have so far defined a notion of symbol which is similar to the Eu-
clidean case in spirit. Parts of Definition 4.2.1 are directly motivated
by the desire to define an analogue of the Kohn-Nirenberg quantization.
The process of quantization is the association of a symbol with an
operator.
Definition 4.3.1 (Quantization). Let σ ∈ Smρ,δ(G). We define the operator
OpG(σ) via
OpG(σ)φ(g)
def
=
∫
V
tr
(
ξλG(g)σ(g,λ)FGφ(λ)
)
dλ,
where φ ∈ S(G), and g ∈ G.
Now that we can associate a symbol to an operator, the latter can
inherit properties such as the order or the type from the former.
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Definition 4.3.2 (Operator classes). If T = OpG(σ) for a certain σ ∈
Smρ,δ(G), we shall say that T is an (pseudo-differential) operator of order
m and of type (ρ, δ).
The set of all such operators will be denoted by
Ψmρ,δ(G)
def
= OpG(S
m
ρ,δ(G)).
Naturally, an operator in
Ψ−∞(G) def= OpG(S−∞(G))
is called smoothing.
To compute adjoints or compose pseudo-differential operators, it
is useful to know their right convolution kernel. Such kernels can be
defined directly in terms of the symbols, and we shall subsequently
check that they are indeed the right-convolution kernel associated
with the pseudo-differential operator.
Definition 4.3.3 (Kernel of a symbol). Let σ ∈ Smρ,δ(G). For each g ∈ G,
we let
κg
def
= F−1G {σ(g, ·)} ∈ S ′(G).
The map
κ : G → S ′(G) : g 7→ κg
is called the kernel of σ.
The symbol classes were defined partly so that the following result
holds.
Lemma 4.3.4. Let σ ∈ Smρ,δ(G), and denote by κ its associated kernel. For
each g ∈ G, κg is a tempered distribution and
g ∈ G 7→ κg ∈ S ′(G)
is smooth, i.e. κ ∈ C∞(G,S ′(G)).
Proof. Let g ∈ G and β ∈ Ndim G. By Proposition 3.4.13, κg =
F−1G {Xβσ(g, ·)} is a tempered distribution.
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Since the inverse Fourier transform is also continuous, the continu-
ity of σ in g implies that
g 7→ κg = F−1G {Xβσ(g, ·)}
is continuous. This concludes the proof.
We are now ready to show that the kernel associated with a symbol
is in fact the right-convolution kernel of its associated pseudo-differential
operator.
Proposition 4.3.5 (Quantization). Let σ ∈ Smρ,δ(G), and denote by κ its
associated kernel. If φ ∈ S(G), then for each g ∈ G, we have
OpG(σ)φ(g) = (φ ? κg)(g).
In other words, κ is the right convolution kernel associated with OpG(σ).
Proof. Let g ∈ G and fix s > max dim G/2. By definition, we know
that φ ? κg ∈ L2s (G) if and only if
λ 7→ ξλG(I −LG)
s
2σ(g, ·)ξλG(I −LG)
−m−s+s−m
2 FGφ
belongs to L2(Ĝ). To show this, observe that the above implies∥∥∥ξ ·G(I −LG) s2FG{φ ? κg}∥∥∥2S2(L2(K)) ≤ Cs
∥∥∥ξλG(I −LG) s−m2 FGφ∥∥∥2S2(L2(K)),
which, since the right-hand side is integrable on V, means that φ ? κg
belongs to L2s (G). By Proposition 3.5.7, we get that
φ ? κg(g) =
∫
V
tr
(
ξλG(g)FG{φ ? κg}
)
dλ
=
∫
V
tr
(
ξλG(g)σ(g;λ)FGφ(λ)
)
dλ,
which concludes the proof, as the right-hand side is exactly OpG(σ)φ(g).
4.3.1 First properties of symbol classes
We now state elementary properties of our symbol classes and their
associated pseudo-differential operators. In particular, we claim that
applying difference operators or left-invariant differential operators is
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a continuous operation between symbol classes, as well as operations
such as pointwise composition and adjunction.
The proof is a routine check and is left to the reader. For the point-
wise composition, we use the Leibniz-like rule of Lemma 4.1.5.
Proposition 4.3.6. Suppose that ρ, δ ∈ R satisfy 0 ≤ ρ, δ ≤ 1. Given
m, m1, m2 ∈ R, choose three symbols σ ∈ Smρ,δ(G), σ1 ∈ Sm1ρ,δ(G), σ2 ∈
Sm2ρ,δ(G). The kernels of the aforementioned symbols will be denoted by κ, κ1
and κ2 respectively.
The following properties hold.
1. For each α ∈ Nn∆,G and each β ∈ Ndim G,
(g,λ) ∈ G×V 7→ Xβ∆Gα σ(g,λ)
belongs to Sm−ρ|α|+δ|β|ρ,δ (G), and its kernel is given by
g ∈ λ 7→ qαXβκg.
2. The pointwise adjunction of σ,
σ?(g,λ) def= σ(g,λ)?,
defines a symbol in Smρ,δ(G) whose kernel is given by
κ?g(h)
def
= κg(h−1),
where the above is interpreted in the sense of distributions.
3. The pointwise composition
(g,λ) 7→ σ1(g,λ)σ2(g,λ)
defines a symbol in Sm1+m2ρ,δ (G), whose symbol is given by
g ∈ G 7→ κ2,g ? κ1,g.
All the above operations are continuous with respect to the topology of
their respective symbol classes.
To show that the composition of two pseudo-differential operators
is well-defined, we shall need the following result. Its proof is a
simple adaptation of that of [FR16, Theorem 5.2.15].
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Proposition 4.3.7. Let m ∈ R and assume that 1 ≥ ρ ≥ δ ≥ 0. If T ∈
Ψm(G) and φ ∈ S(G), then Tφ ∈ S(G). Moreover, T acts continuously
on S(G).
4.4 holomorphic functional calculus
The aim of this section is to show two results concerning functions of
symbols which will be essential hereafter.
First, we wish to show that for a well-behaved symbol σ ∈ Smρ,δ(G),
its powers σs, s ∈ R, define symbols in Ssmρ,δ(G).
Secondly, we would like to show that S−∞(G) is dense in Smρ,δ(G)
in a suitable sense (see Proposition 4.5.1), a result whose importance
can be compared to that of other density results in analysis. To this
end, we want to create a family of smoothing symbols ηε, ε ∈ (0, 1],
in the hope that σηε converges to σ as ε goes to 0 in a suitable symbol
class.
The results presented herein would be significantly more general
with the calculus at our disposal. However, the proof of the compo-
sition and adjunction formulae rely on the fact that ξλG(I −LG)
γ
2 is a
symbol of order γ and on the aforementioned density of S−∞(G) in
the symbol classes Smρ,δ(G).
The main idea of this section is to follow [RW14], which uses the
following version of the Cauchy integral formula
F(σ) =
1
i2pi
∫
Γ
F(z)(σ− zIL2(K))−1 dz. (22)
This allows us to carry out our symbolic estimates on the resolvent.
In order to successfully apply (22), we need to identify a class of
symbols whose resolvent might give us appropriate bounds. We are
thus led to the following definition.
Definition 4.4.1 (Parameter-dependent ellipticity, [RW14]). Let σ ∈
Smρ,δ(G) with m > 0. Given a subset Λ ⊂ C, we shall say that σ is
parameter-elliptic with respect to Λ if the following properties holds.
1. For each z ∈ Λ and each (g,λ) ∈ G×V, the operator
σ(g,λ)− zIL2(K)
is invertible.
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2. For each γ1,γ2 ∈ R, the operator
I1(m, m + γ1)I2(γ2)(σ(g,λ)− zIL2(K))−1 I2(−γ2)I1(m,−γ1)
is bounded on L2(K) uniformly in g ∈ G, λ ∈ V and z ∈ λ, where
I1(m,γ)
def
= (|z| 1m + ξλG(I −LG)
1
2 )γ, (23)
I2(γ)
def
= ξλG(I −LG)
γ
2 . (24)
If m = 0, we shall say that σ is parameter-elliptic with respect to Λ if
σ(g,λ)− zIL2(K)
is invertible and satisfies∥∥∥ξλG(I −LG) γ2 (σ(g,λ)− zIL2(K))−1ξλG(I −LG)−γ2 ∥∥∥L(L2(K))
≤ C(1+ |z|)−1
uniformly in z ∈ Λ and (g,λ) ∈ G×V.
The definition above had to be adapted from the compact case
to take into account that our left-invariant Laplacian is not right-
invariant. It makes it somehow difficult to check parameter-ellipticity,
but as we shall mainly be concerned with diagonal symbols, this is a
price we are willing to pay.
Example 4.4.2. The symbol ξλG(I − LG) is parameter-elliptic of order 2
with respect to
Λ def= {reiθ : r ≥ 0 and α ≤ θ ≤ β} ∪ {z ∈ C |z| ≤ 1
2
}
with 0 < α < β < 2pi.
Lemma 4.4.3 ([RW14], Theorem 3.1. (1)). Let σ ∈ Smρ,δ(G) be a symbol
which does not depend on g ∈ G, with m ≥ 0 and ρ > 0.
If m > 0 and σ is parameter-elliptic with respect to Λ, then for each
α ∈ Nn∆,G , β ∈ Ndim G, and γ1,γ2 ∈ R, the operator
I1(m, m + γ1)I2(γ2 + ρ |α| − δ |β|)
Xβ∆αG(σ(λ)− zIL2(K))−1 I2(−γ2)I1(m,−γ1)
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is bounded in L2(K) uniformly in g ∈ G, λ ∈ V and z ∈ Λ. In the above,
I1 and I2 are defined like in (24).
If m = 0, the resolvent (σ− zIL2(K))−1 is a symbol in S0ρ,δ(G). Moreover,
we have the symbolic estimate∥∥∥(σ− zIL2(K))−1∥∥∥S0ρ,δ(G),N ≤ CN(1+ |z|)−1.
Moreover, when we have proved the composition formula, the requirement
that the symbol not depend on g can be lifted.
Sketch proof. The proof in the compact case (cf [RW14, Theorem 3.1.
(1)]) relies mainly on the Leibniz-like rule for difference operators and
the Leibniz rule for left-invariant differential operators.
To prove the result, we apply difference operators and differential
operators to
I = (σ(λ)− zIL2(K))(σ(λ)− zIL2(K))−1
and use the respective Leibniz rules on the right hand side.
The proof in [RW14] holds because a similar Leibniz-like rule holds
on the motion group. Moreover, our definition of parameter-ellipticity
ensures that for the purposes of evaluating a norm ‖·‖L(L2(G)), we can
reorder a product of I1(m,γ1), I2(γ2) and the resolvent (σ− IL2(K))−1
however we like, exactly like on the compact group.
We introduce the following notion of sector, whose boundary will
provide a good contour for (22).
Definition 4.4.4 (Sector). Let Λ ⊂ C. We shall say that Λ is a sector if
Λ = Λ(θ1, θ2)
def
= {reiθ ∈ C : r ≥ 0, θ1 ≤ θ ≤ θ2}
for some θ1 < θ2.
It follows from elementary complex analysis that there exists a de-
termination of log on the complement of a sector. As a result, we can
define
zs def= exp(s log z), z ∈ C \Λ
for each s ∈ C.
We are now ready to state our main result.
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Theorem 4.4.5 ([RW14]). Assume 0 ≤ δ < ρ ≤ 1. Let σ ∈ Smρ,δ(G)
be a symbol of strictly positive order, which is self-adjoint and parameter-
elliptic with respect to a sector Λ ⊂ C. If F is analytic in C \ Λη with
Λη
def
= (Λ ∪ {z ∈ C : |z| ≤ η}) for some η > 0 and satisfies
|F(z)| ≤ C |z|s , z ∈ Γ def= ∂Λη
for some s < 0, then F(σ)(g,λ) defines a symbol in Ssmρ,δ(G).
Moreover, for each N ∈ N, there exists C ≥ 0 which does not depend on
F such that
‖F(σ)‖Ssmρ,δ(G),N ≤ C supz∈Γ
|F(z)|
|z|s . (25)
If we have not shown the composition formula, we can only show the
result for a symbol σ which does not depend on g ∈ G.
Proof. Let us first assume that −1 < s < 0 and fix α ∈ Nn∆,G , β ∈
Ndim G and γ ∈ R. We shall show that
ξλG(I −LG)
−sm+ρ|α|−δ|β|+γ
2 F(σ)(g,λ)ξλG(I −LG)
−γ
2
is bounded on L(L2(K)) uniformly in (g,λ) ∈ G × V. For technical
convenience, we shall check the boundedness in the Peter-Weyl basis
of L2(K). Therefore, we also fix µ, ν ∈ K̂, and integers m, n, p, q ∈ N
such that 1 ≤ m, n ≤ dµ, 1 ≤ p, q ≤ dν.
By elementary functional calculus, we have∣∣∣Xβ∆Gα F(σ)(g,λ)µmn,νpq ∣∣∣
≤ C
∮
Γ
|F(z)|
∣∣∣Xβ∆Gα (σ(g,λ)− IL2(K))−1µmn,νpq ∣∣∣ |dz| .
Using parameter-ellipticity and Lemma 4.4.3, we obtain∣∣∣Xβ∆Gα (σ(g,λ)− IL2(K))−1µmn,νpq ∣∣∣ ≤ C(|z| 1m + ‖λ‖V + 〈µ〉K̂)−mLµν(α, β,γ)
where
Lµν(α, β,γ)
def
= (‖λ‖V + 〈µ〉K̂)−ρ|α|+δ|β|+γ(‖λ‖V + 〈ν〉K̂)−γ.
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Therefore,∣∣∣Xβ∆Gα F(σ)(g,λ)µmn,νpq ∣∣∣
≤ C
∮
Γ
|z|s (|z| 1m + ‖λ‖V + 〈µ〉K̂)−mLµν(α, β,γ) |dz| .
It is clear that the above can be estimated by∫
R+
rs(r
1
m + ‖λ‖V + 〈µ〉K̂)dr ≤
∫
R+
((‖λ‖V + 〈µ〉K̂)mr)s(1+ r
1
m )−m dr
≤ (‖λ‖V + 〈µ〉K̂)ms,
where the inequality on the first line was obtained by substituting
r for (‖λ‖V + 〈µ〉K̂)mr, and the integrability of rs is guaranteed by
−1 < s < 0.
Going back to our original calculation, we then obtain that∣∣∣Xβ∆Gα F(σ)(g,λ)µmn,νpq ∣∣∣
≤ C sup
z∈Γ
|F(z)|
|z|s (‖λ‖V + 〈µ〉K̂)
msLµν(α, β,γ),
which by definition means that F(σ) ∈ Smsρ,δ(G) and that 25 holds.
Suppose now that s < −1. Note that we have a determination of
the logarithm on our contour, so we can define
G(z) def= F(z) 1b−sc+1
and observe that
|G(z)| ≤ C |z| sb−sc+1 , −1 < sb−sc+ 1 < 0.
By the first part of the proof, G(σ) ∈ S
ms
b−sc+1
ρ,δ (G) and
‖G(σ)‖
S
ms
b−sc+1
ρ,δ (G),N
≤ C sup
z∈Γ
|G(z)|
|z| sb−sc+1
.
We can now conclude by observing that
F(σ) = G(σ)b−sc+1 ∈ Smsρ,δ(G),
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and
‖F(σ)‖Smsρ,δ(G),N ≤ C supz∈Γ
|F(z)|
|z|s ,
where the inclusion in the symbol class above can only be obtained if
the symbol does not depend on g. When we have obtained the com-
position formula, note that this will hold for any symbol σ satisfying
the assumptions of the proof.
Corollary 4.4.6. Let γ ∈ R. The map
λ ∈ V 7→ ξλG(I −LG)
γ
2
defines a symbol in Sγ1,0(G).
Proof. Since F(z) = zs, with s < 0, is holomorphic in C \Λ, where
Λ def= Λ(2pi
3
,
4pi
3
)
and (I −LG) is parameter elliptic with respect to Λ, we know that
(I −LG)s ∈ S2s1,0(G),
concluding the proof for γ < 0.
If γ ≥ 0, we let N ∈ N be sufficiently large so that
s def= γ− 2N < 0,
and conclude that
(I −LG)
γ
2 = (I −LG) s2 (I −LG)N ∈ Sγ1,0(G).
The following result is central in our analysis. We show that the
Fourier transform of the heat kernel can be used to define a good
approximation of the symbol FGδeG .
Theorem 4.4.7. For each ε ∈ (0, 1], we let
ηε(λ)
def
= e−εξ
λ
G(I−LG)
for each λ ∈ V. This defines a smoothing symbol in S−∞(G). Moreover, we
have the following symbol class estimates.
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• For each m < 0 and each N ∈ N, there exists C ≥ 0 such that
‖ηε‖Smρ,δ(G),N ≤ Cε
m
2
for each ε ∈ (0, 1].
• If 0 ≤ m ≤ 4, then for each N ∈ N there exists C ≥ 0 such that∥∥∥IL2(K) − ηε∥∥∥Smρ,δ(G),N ≤ Cε m2
for each ε ∈ (0, 1].
In particular, for each m > 0, ηε converges to IL2(K) in Smρ,δ(G) as ε→ 0.
Proof. In this proof, we consider the following sector
Λ def= Λ(pi
3
,
5pi
3
)
and observe that ξλG(I − LG) is parameter elliptic with respect to Λ.
We also let Γ be the boundary of Λ ∪ {z ∈ C : |z| ≤ 12}.
Let m < 0 and write Fε(z) = e−εz. We observe that since Fε decays
faster than any polynomial and does not have a pole at 0,
|Fε(z)| ≤ C |εz|
m
2 , z ∈ Γ,
where C does not depend on ε. Theorem 4.4.5, with (25), implies that
‖ηε‖Smρ,δ(G),N ≤ CN,n,sε
m
2 .
Now let 0 < m ≤ 4 and let us check the second symbolic estimate.
To this end, we let
Gε(z)
def
= (εz)−
m
2 (1− e−εz)
and observe that since G1 vanishes at order 1 at the origin, |Gε(z)| ≤
C |εz|−m/4 on Γ where C does not depend on ε ∈ (0, 1], because
lim
z→0
G1(z)
z−m/4
= lim
z→0
1− e−z
zm/4
exists and is finite by our condition on m. Using Theorem 4.4.5
with (25), we obtain∥∥∥Gε(ξλG(LG))∥∥∥S−m/2ρ,δ (G),N ≤ Cε−m/4.
96 symbolic calculus
We can now conclude by Corollary 4.4.6 that∥∥∥IL2(K) − ηε∥∥∥Smρ,δ(G),N
≤
∥∥∥Gε(ξλG(I −LG))∥∥∥S−m/2ρ,δ (G),N′
∥∥∥∥(εξλG(I −LG))m/2∥∥∥∥
Smρ,δ(G),N
′
≤ Cε−m4 +m2 = Cε m2 .
Now, assume that m = 0. Defining
Gε(z) = (εz)−1(1− e−εz),
it is clear that
|Gε(z)| ≤ C |εz|−1 ,
where C does not depend on ε. Using Theorem 4.4.5 with (25), we
obtain ∥∥∥Gε(ξλG(LG))∥∥∥S−2ρ,δ (G),N ≤ Cε−1.
We can now conclude like before that∥∥∥IL2(K) − ηε∥∥∥S0ρ,δ(G),N
≤
∥∥∥Gε(ξλG(I −LG))∥∥∥S−2ρ,δ (G),N′
∥∥∥εξλG(I −LG)∥∥∥S2ρ,δ(G),N′
≤ Cε−1+1 = C.
4.5 approximation of symbols
One of the first applications of Theorem 4.4.7 is that we can approx-
imate any symbol σ ∈ Smρ,δ(G) with smoothing symbols, and control
the convergence in all symbol classes of order m1 > m.
Proposition 4.5.1. Assume that 1 ≥ ρ ≥ δ ≥ 0. Let σ ∈ Smρ,δ(G). We can
construct a family (σε)ε∈(0,1] ⊂ S−∞(G) satisfying the following properties.
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1. For each ε ∈ (0, 1], σε(g,λ) has compact support in g ∈ G. More
precisely, its associated kernel
G× G : (g, h) 7→ κε,g(h)
belongs to S(G× G) and is also compactly supported in g ∈ G.
2. If m1 < m, then for each N ∈ N there exists C ≥ 0 and N′ ∈ N
such that
‖σε‖Sm1ρ,δ (G),N ≤ C‖σ‖Smρ,δ(G),N′ε
m1−m
2
for each ε ∈ (0, 1].
3. If m1 ≥ m, then for each N ∈ N there exists C ≥ 0 and N′ ∈ N
such that
‖σ− σε‖Sm1ρ,δ (G),N ≤ C‖σ‖Smρ,δ(G),N′ε
max{m1−m,4}
2
for each ε ∈ (0, 1].
In particular, if m1 > m, σε converges to σ in S
m1
ρ,δ(G) as ε→ 0.
Proof. Let χ ∈ C∞(R+, [0, 1]) be a function with compact support
which satisfies χ(r) = 1 for |r| ≤ 1. Let ε ∈ (0, 1]. We let
σε(g,λ)
def
= χ(ε‖g‖2G)σ(g,λ)ηε(λ),
where ηε was defined in Theorem 4.4.7. It should be clear that the first
property holds by our definition of χε and the fact that the symbols
ηε are smoothing (Theorem 4.4.7).
Similarly, the second and third point hold by Theorem 4.4.7 and
Part 3 of Proposition 4.3.6.
These estimates are crucial in the rest of our analysis. We present a
short overview of how they will be used.
• If we wish to estimate the singularity of the kernel at the origin,
we approximate the kernel κg with κε,g
def
= F−1G σε(g, ·) and use
the bounds provided by Proposition 4.5.1. For more details, see
the proof of Theorem 4.6.1.
• We can prove results such as the composition and adjunction
formulae first on σε, a smoothing symbol which has a kernel
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which is compactly supported in g ∈ G. For more details, see
Section 4.7.
• By Proposition 4.5.1,
N
∑
j=1
σj =
N
∑
j=1
(σj − σj,ε j) modulo S−∞(G).
If, for example, the order of σj decreases as j → ∞ and we
choose ε j carefully, the right-hand side could define a conver-
gent series in Sm1ρ,δ(G) using the estimates provided by Proposi-
tion 4.5.1.
The convergence of the so-called asymptotic sums is studied in
Proposition 4.7.15 and is crucial to the construction of paramet-
rices (Theorem 4.9.4).
4.6 kernel estimates
Of particular importance is the study of the kernel. Firstly, we want
our pseudo-differential operators in Ψ01,0(G) to be Caldero´n-Zygmund,
which requires that the singularity only appear at the origin and be of
a certain strength. Moreover, we shall compute the composition and
adjunction on the kernel side and rely on precise estimates to prove
the celebrated composition and adjunction formulae.
It is important to note that all the results in this section rely on the
reduction of the order through the application of difference operators.
Therefore, we shall henceforth assume that ρ > 0 and every result
concerning or using kernel estimates will have that assumption.
We shall see that the regularity of the kernel increases as the order
of the symbol decreases. Since ρ > 0, applying difference operators
decreases the order of the symbol, which can be reformulated equiv-
alently by saying that multiplying kernels by some suitable polyno-
mial increases its regularity. However, this can only happen if at each
g ∈ G, either the kernel is smooth around that point or the poly-
nomial vanishes at g. The reader should therefore expect smooth-
ness and Schwartz decay away from the origin, as the latter is the
only point where we allow all our polynomials to vanish (see Defini-
tion 3.6.1).
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Before stating the main result of this section, let us define the quan-
tity
‖(x, k)‖G def= ‖x‖V + dK(k, IV), (x, k) ∈ G,
where dK is a left-invariant Riemannian distance on K. The above is
of course an abuse of notation, as ‖·‖G is not a norm.
The aim of this section is to prove the following result.
Theorem 4.6.1 (Kernel estimates). Let ρ, δ ∈ R be such that 1 ≥ ρ ≥
δ ≥ 0 and assume further that ρ > 0. Suppose that σ ∈ Smρ,δ(G), and
κ ∈ C∞(G,S ′(G)) is its associated kernel.
1. For every d > 0 and every N ∈ N, there exists C ≥ 0 and P ∈ N
such that for every g, h = (y, l) ∈ G with ‖y‖V ≥ d, we have∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),P‖y‖−NV .
2. If m > −dim G and ρ < 1, there exists C ≥ 0 and P ∈ N such that
for every g, h ∈ G with h 6= 0, we have
∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),P‖h‖− dim G+mρG .
3. If m ≥ −dim G or ρ = 1, then for every γ < −(m + dim G)/ρ,
there exists C ≥ 0 and P ∈ N such that for every g, h ∈ G with
h 6= 0, we have
∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),P‖h‖γG.
4. If m < −dim G, κg is continuous on G and there exists C ≥ 0 and
P ∈ N such that
sup
g,h∈G
∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),P < ∞.
Remark 4.6.2 (Right semi-norms). By inspecting the proof of all estimates
in Theorem 4.6.1, we check it is possible to replace the symbol semi-norms
by ‖σ‖Sm,Rρ,δ (G),P′ .
The estimates at the origin in Theorem 4.6.1 are sufficient to obtain
the pseudo-differential calculus but not the Caldero´n-Zygmund prop-
erty. This is due to the fact that our proof will rely exclusively on the
Sobolev inequality.
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The following example illustrates very well the relationship be-
tween the estimates around the origin of Theorem 4.6.1 and the Sobolev
inequality. Moreover, it shows that the estimates at the origin in The-
orem 4.6.1 are not optimal.
Example 4.6.3 (Bessel potential). Suppose that
σm(λ)
def
= ξλG(I −LG)
m
2 , κm(h)
def
= (F−1G σm)(h)
for each m ∈ R. The Bessel potential is smooth away from the origin and
satisfies
|κm(h)| ≤
C‖h‖
γ
G if m > −dim G and γ < −(m + dim G)
C if m < −dim G.
By carrying direct estimates on the heat kernel (see Subsection 4.8.2), we
can show
|κm(h)| ≤ C‖h‖−(m+dim G)G if m > −dim G. (26)
Remark 4.6.4. Example 4.6.3 illustrates well why the case ρ = 1 needs
to be distinguished. As our proof of the kernel estimates at the origin relies
exclusively on the Sobolev inequality, we will not be able to prove (26).
4.6.1 L2 estimates for the kernel
A classical strategy in analysis is to show regularity via the Sobolev
embeddings (Proposition 3.5.5). Moreover, the Fourier-Plancherel the-
ory allows to link the L2(G)-norm of the kernel to the L2(Ĝ)-norm of
the symbol, and the latter can be easily derived directly from the
symbolic estimates.
Proposition 4.6.5. Let σ ∈ Smρ,δ(G) with 1 ≥ ρ ≥ δ ≥ 0, and denote
by κ ∈ C∞(G,S ′(G)) its associated kernel. If m < −dim G/2, then
κg ∈ L2(G) for every g ∈ G, and there exists C ≥ 0 and P ∈ N which do
not depend on σ such that
sup
g∈G
∥∥κg∥∥L2(G) ≤ C‖σ‖Smρ,δ(G),P.
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Proof. Let g ∈ G and λ ∈ V. Clearly,
‖σ(g,λ)‖2S2(L2(K))
=
∥∥∥ξλG(I −LG)m2 ξλG(I −LG)−m2 σ(g,λ)∥∥∥2S2(L2(K))
≤
∥∥∥ξλG(I −LG)−m2 ∥∥∥2S2(L2(K))
∥∥∥ξλG(I −LG)−m2 σ(g,λ)∥∥∥2L(L2(K)).
Using σ ∈ Smρ,δ(G), the above becomes
‖σ(g,λ)‖2S2(L2(K)) ≤ C
∥∥∥ξλG(I −LG)−m2 ∥∥∥2S2(L2(K)).
Integrating both sides of the above with respect to λ ∈ V and using
the Plancherel formula (Proposition 3.4.5) on either sides, we get
∥∥κg∥∥2L2(K) ≤ C∥∥∥BG−m∥∥∥2L2(K).
We conclude the proof by observing that the right-hand side is
finite by assumption on m and Proposition 3.5.5, but also that the
right-hand side does not depend on g.
Corollary 4.6.6. Let σ ∈ Smρ,δ(G) with 1 ≥ ρ ≥ δ ≥ 0, and denote by
κ ∈ C∞(G,S ′(G)) its associated kernel.
For every s ∈ R satisfying
s < −dim G
2
−m,
the kernel κg belongs to L2s (G) for every g ∈ G. Moreover, for such s ∈ R,
there exists C ≥ 0 and P ∈ N which do not depend on σ such that
sup
g∈G
∥∥κg∥∥L2s (G) < C‖σ‖Smρ,δ(G),P.
Proof. The symbol
ξλG(I −LG)
s
2σ(g,λ)
belongs to Sm+sρ,δ (G), with m + s ≤ −dim G/2 by our assumption.
Therefore, applying Proposition 4.6.5, we know that for every g ∈
G,
(I −LG) s2 κg ∈ L2(G),
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or in other words, κg ∈ L2s (G), and
sup
g∈G
∥∥κg∥∥L2s (G) = supg∈G
∥∥∥(I −LG) s2 κg∥∥∥
L2(G)
< ∞,
concluding the proof.
We can now prove Part 4 of Theorem 4.6.1. As announced before,
we need only apply Corollary 4.6.6 and the Sobolev embeddings.
Corollary 4.6.7. Let σ ∈ Smρ,δ(G) with 1 ≥ ρ ≥ δ ≥ 0, and denote by
κ ∈ C∞(G,S ′(G)) its associated kernel.
If m < −dim G, then κg ∈ C(G) is continuous for every g ∈ G. More-
over, there exists C ≥ 0 and P ∈ N which do not depend on σ such that
sup
g∈G
∥∥κg∥∥C(G) < ∞.
Proof. Choose s ∈ R such that
dim G
2
< s < −dim G
2
−m,
which is possible since m < −dim G.
Since m < −dim G/2− s, Corollary 4.6.6 implies that κg ∈ L2s (G)
for every g ∈ G,
sup
g∈G
∥∥κg∥∥L2s (G) < ∞.
However, since s > dim G/2, the Sobolev inequality (Proposition 3.5.5)
implies that
sup
g∈G
∥∥κg∥∥C(G) ≤ C sup
g∈G
∥∥κg∥∥L2s (G) < ∞.
This concludes the proof.
4.6.2 Estimates at infinity
We start by proving Part 1 of Theorem 4.6.1. In the previous sub-
section, we have shown the continuity and boundedness of kernels
associated with symbols with sufficiently low order.
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Applying difference operators to symbols, or equivalenty multiply-
ing the associated kernel by a polynomial, reduces the order, thereby
improving our chances for the kernel to be bounded.
Sufficiently far from the origin, this is only possible if our kernels
have Schwartz decay, which we prove below.
Proof of 1 of Theorem 4.6.1. Let M ∈ R and choose p ∈ 2N sufficiently
large so that
g ≥ M and m− ρp + ddim G/2e < −dim G
2
.
Fix d > 0, and let χ ∈ C∞(G) be a smooth radial function satisfying
χ(y, l) =
0 if ‖y‖V ≤ d/21 if ‖y‖V ≥ d.
From now on, we shall write h = (y, l).
By the Sobolev inequality (Proposition 3.5.5), we have
sup
‖y‖V≥d
∣∣∣‖y‖MV κg(h)∣∣∣
≤ sup
h∈G
∣∣∣‖y‖MV κg(h)χ(h)∣∣∣
≤ C ∑
|β|≤ddim G/2e
∥∥∥Xβh{‖y‖MV κg(h)χ(h)}∥∥∥L2(G, dh). (27)
Let us do some calculations on the right-hand side of the above. By
the Leibniz formula, we have∣∣∣Xβh{κg(h)χ(h)}∣∣∣
≤
−−
∑
β′≤β
∣∣∣Xβ−β′h {‖y‖M−pV χ(h)}Xβ′h {‖y‖pVκg(h)}∣∣∣
≤
( −−
∑
β′≤β
∣∣∣Xβ′h {‖y‖M−pV χ(h)}∣∣∣2
) 1
2
( −−
∑
β′≤β
∣∣∣Xβ′h {‖y‖pVκg(h)}∣∣∣2
) 1
2
, (28)
where the last line was obtained by applying the Cauchy-Schwartz
inequality to the sum. Since p ≥ M and χ vanishes around {0V} × K,
it follows that
sup
h∈G
−−
∑
β′≤β
∣∣∣Xβ′h {‖y‖M−pV χ(h)}∣∣∣2 < ∞,
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which means that (28) becomes
∣∣∣Xβh{κg(h)χ(h)}∣∣∣ ≤ C
( −−
∑
β′≤β
∣∣∣Xβ′h {‖y‖pVκg(h)}∣∣∣2
) 1
2
.
Therefore, if we square both sides of the above and integrate with
respect to h, we obtain
∫
G
∣∣∣Xβh{κg(h)χ(h)}∣∣∣2 dh
≤ C
∫
G
−−
∑
β′≤β
∣∣∣Xβ′h {‖y‖pVκg(h)}∣∣∣2 dh
≤ C
−−
∑
β′≤β
∑
|α|=p
∫
G
∣∣∣Xβ′{qακg}∣∣∣2 dh,
where the last line was obtained by using the strong admissibility of
our difference operators. Continuing the above calculation, we get
∫
G
∣∣∣Xβh{κg(h)χ(h)}∣∣∣2 dh
≤ C ∑
|α|=p
∫
G
∣∣∣(I −LG) ddim G/2e2 {qακg}∣∣∣2 dh.
Combinig the above with (27), this yields
sup
‖y‖V≥d
∣∣∣‖y‖MV κg(h)∣∣∣ ≤ C ∑
|α|=p
∥∥∥(I −LG) ddim G/2e2 {qακg}∥∥∥
L2(G)
. (29)
In the above, each symbol ξλG(I −LG)
ddim G/2e
2 ∆αGσ(g,λ) is of order
m− ρp + ddim G/2e < −dim G
2
so that its kernel (I − LG) ddim G/2e2 {qακg} belongs to L2(G) uniformly
in g ∈ G by Proposition 4.6.5. This implies that (29) becomes
sup
g∈G
sup
‖y‖V≥d
∣∣∣‖y‖MV κg(h)∣∣∣ < ∞,
concluding the proof.
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4.6.3 Estimates at the origin
We have shown so far that the regularity of the kernel is linked to the
order of its corresponding symbol in the following way: the lower
the order, the more regular the kernel is. As applying difference
operators strictly reduces the order when ρ > 0, the distribution
qακg
def
= F−1G {∆αGσ(g, ·)}
becomes more regular as |α| increases. This means that κg can only
have singularities at the common zeros
n∆,G⋂
j=1
{qj = 0} = (0V , IV),
which happens to simply be the origin as the family {qj : j = 1, · · · , n∆,G}
was chosen to be strongly admissible.
The aim of this subsection is therefore to study the strength of the
only singularity that a kernel can have, which will lead to the proof
of parts 2 and 3 of Theorem 4.6.1.
The ideas are relatively simple. Multiplying the kernels by a poly-
nomial of a sufficiently high order removes the singularity at the
origin since it causes the order to decrease. The strong admissibility
means that polynomials can constitute a good approximation of the
distance to the origin.
Theorem 4.6.8 (Kernel estimates at the origin). Let ρ, δ ∈ R be such that
1 ≥ ρ ≥ δ ≥ 0 and assume further that ρ > 0. Suppose that σ ∈ Smρ,δ(G),
and κ ∈ C∞(G,S ′(G)) denotes its associated kernel.
1. If ρ < 1 and m > −dim G, there exists C ≥ 0 and P ∈ N such that
for every g, h ∈ G with h 6= 0, we have
∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),P‖h‖− dim G+mρG ,
where C ≥ 0 and P ∈ N do not depend on σ.
2. If ρ = 1 or if m = −dim G, then for every γ < −(dim G + m)/ρ,
there exists C ≥ 0 and P ∈ N such that for every g, h ∈ G with
h 6= 0, we have
∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),P‖h‖γG,
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where C ≥ 0 and P ∈ N do not depend on σ.
Proof. Fix h ∈ G \ {(0, IV)} such that ε def= ‖h‖2G ≤ 1. Define the
symbol
σε(g,λ)
def
= σ(g,λ)ηε(λ), g ∈ G,λ ∈ V,
where ηε is given by Theorem 4.4.7, and denote by κε
def
= F−1G {σε(g, ·)}
its associated kernel.
Using
∣∣κg(h)∣∣ ≤ ∣∣κε,g(h)∣∣+ ∣∣κg(h)− κε,g(h)∣∣ ,
the idea of the proof is to estimate both terms of the right-hand side
above separately.
As we have shown earlier in Corollary 4.6.6, we can get a bound
on the kernel provided the order of its associated symbol is strictly
less than −dim G. For κε, this will be easy since σε is smoothing; for
κg − κg,ε, we will have to use difference operators to lower the order.
Note that the case m = −dim G is a simple consequence of the
other estimates, and the inclusion Smρ,δ(G) ⊂ Sm
′
ρ,δ(G) when m ≤ m′.
We can therefore assume without loss of generality that m > −dim G.
estimates on κ ε We observe that for each γ ∈ R, we have
σε(g,λ) = σ(g,λ)ξλG(I −LG)
−m
2
ηε(λ)ξ
λ
G(I −LG)
−γ
2 ξλG(I −LG)
m+γ
2
since ηε is diagonal.
Using the Ho¨lder inequality on Schatten classes, together with
Theorem 4.4.7, we obtain
‖σε(g,λ)‖S1(L2(K)) ≤ Cε
γ
2
∥∥∥ξλG(I −LG)m+γ2 ∥∥∥S1(L2(K)) (30)
for every γ < 0.
The idea is now to pick γ < min{0,−(dim G + m)}, so that
∣∣κε,g(h)∣∣ ≤ ∫
V
‖σε(g,λ)‖S1(L2(K)) dλ ≤ Cε
γ
2 , (31)
where the last inequality was obtained by the Sobolev inequality
(Proposition 3.5.5).
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The idea is now to pick a suitable γ < 0 and obtain an estimate
on the kernel via (31). Keeping in mind that ε2 = ‖h‖G, let us
now treat the different cases separately.
ρ = 1 . We pick γ < −(dim G + m) to obtain
∣∣κε,g(h)∣∣ ≤ C‖h‖γG.
ρ < 1 . We pick
γ
def
= −dim G + m
ρ
,
and check that γ < 0 by the condition on m and γ <
−(dim G + m) by our condition on ρ.
Therefore, (31) yields
∣∣κε,g(h)∣∣ ≤ C‖h‖− dim G+mρG .
Note that we could get a better estimate here, but we choose
not to do so, because in this setting our choice of γ will
turn out to be appropriate when estimating κg − κg,ε.
estimate on κ g − κ g ,ε . The strategy of the proof is the same, but
slightly more delicate. As γ needs to be positive to apply The-
orem 4.4.7, we will need to apply difference operators so that
m would be replaced by m− ρ |α|, thus making it possible for
γ+ m− ρ |α| to be small enough.
By the Leibniz rule, we have
∆Gα (σ− σε) =
−−
∑
|α1|+|α2|=|α|
∆Gα1σ∆
G
α2
ηλ
=
−−
∑
|α1|+|α2|=|α|
I1,α1 I2,α2,γ I3,γ,
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where
I1,α1
def
= ∆Gα1σ(g,λ)ξ
λ
G(I −LG)
−m+ρ|α1|
2 ,
I2,α2,γ
def
= ξλG(I −LG)
m−ρ|α1|
2 ∆α2G (IL2(K) − ηε(λ)),
ξλG(I −LG)
−γ+ρ|α2|−m+ρ|α1|)
2
I3,γ
def
= ξλG(I −LG)
γ+m−ρ|α|
2 .
Since σ ∈ Smρ,δ(G), ‖I1,α1‖L(L2(K)) is bounded uniformly in α1,
while
‖I2,α2,γ‖L(L2(K)) ≤ Cε
γ
2
holds for every γ ≥ 0 by Theorem 4.4.7. Therefore, for every
γ ≥ 0, we have∥∥∥∆Gα (σ− σε)(g,λ)∥∥∥S1(L2(K))
≤ Cε γ2
∥∥∥ξλG(I −LG) γ+m−ρ|α|2 ∥∥∥S1(L2(K)),
where the Schatten norm on the right hand side is not necessar-
ily finite.
Integrating the above with respect to λ ∈ V, we obtain
∣∣(qα(κg − κg,ε))(h)∣∣ ≤ Cε γ2 ,
provided that γ ≥ 0 and γ+m− ρ |α| < −dim G. Observe that
these two conditions can be summarized by the inequality
0 ≤ γ < ρ |α| − (dim G + m).
Since for every r ∈ 2N, we have
‖h‖rG
∣∣(κg − κg,ε)(h)∣∣ ≤ C ∑
|α|=r
∣∣qα(h)(κg − κg,ε)(h)∣∣ ,
we have so far shown, keeping in mind that ε = ‖h‖2G, that∣∣(κg − κg,ε)(h)∣∣ ≤ C‖h‖γ−rG , (32)
provided 0 ≤ γ < ρr− (dim G + m).
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We observe that the best estimate is achieved when
r def= min{n ∈ 2N : n > dim G + m
ρ
}
because it should be as small as possible, but also the condition
on γ must be possible.
Let us now treat the different cases.
ρ = 1 . Choose γ˜ def= γ − r so that −r ≤ γ˜ < −(dim G + m).
Clearly, we have
∣∣(κg − κg,ε)(h)∣∣ ≤ ‖h‖γ˜G.
ρ < 1 . Pick γ as follows
γ− r = −dim G + m
ρ
.
We check that
γ = r− dim G + m
ρ
> 0,
and similarly,
γ− ρr = r(1− ρ)− dim G + m
ρ
= −ρr(1− 1
ρ
)− (dim G + m)1
ρ
< −(dim G + m)(1− 1
ρ
+
1
ρ
),
which can be rewritten as γ < ρr − (dim G + m). Note
that we could not have obtained the strict inequality above
had we not assumed that ρ < 1. We can thus apply (32) to
obtain
∣∣(κg − κg,ε)(h)∣∣ ≤ ‖h‖− dim G+mρG .
The kernel estimates now follow from the triangle inequality.
Remark 4.6.9. The statement of Theorem 4.6.8 is different than its counter-
part in [Fis15; FR16; FR16]. A closer inspection of the cited proofs shows
that there are issues for the case ρ = 1 and when m = −dim G (or the
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homogenous dimension in the graded case), which we tried to emphasize
herein.
Before we are able to describe smoothing operators, we need to
recall a property of convolution by tempered distributions. For a
proof, see e.g. [FR16, Lemma 3.1.55], which can be easily adapted to
our case.
Lemma 4.6.10. Let f ∈ S ′(G). There exists N ∈ N and C ≥ 0 such that
|(φ ? f )(g)| ≤ C‖ f ‖S ′(G),N(1+ ‖g‖G)N‖φ‖S(G),N .
We are now able to show that Ψ−∞(G) are worthy of the name.
Proposition 4.6.11. Let T ∈ Ψ−∞(G). Its convolution kernel
(g, h) 7→ κg(h)
is smooth on G× G and given a fixed g ∈ G, κg(·) ∈ S(G).
As a result, the operator T extends to a continuous mapping from S ′(G)
to C∞(G).
Proof. The smoothness of the kernel and Schwartz decay in the sec-
ond variable follow directly from the kernel estimates (Theorem 4.6.1).
In particular, for each β ∈ Ndim G and each N ∈ N, we have
sup
g∈G
∥∥∥Xβgκg∥∥∥S(G),N ≤ C‖σ‖Smρ,δ(G),N′ (33)
for some N ∈ N.
Fix β ∈ Nn. Using the Leibniz rule for left-invariant differential
operators, we check that
Xβ(T f )(g) =
−−
∑
β=β1+β2
Xβ1g1=g( f ? X
β2
g2=gκg2)(g1).
Passing from left-invariant vector fields to their right-invariant coun-
terpart, we obtain
∣∣∣Xβ(T f )(g)∣∣∣ ≤ C −−∑
β=β1+β2
(1+ ‖g‖G)|β|1
∣∣∣(X˜β1g1=g f ? Xβ2g2=gκg2)(g1)∣∣∣ .
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Using Lemma 4.6.10 and the continuity of Xβ1 on S ′(G), we have∣∣∣Xβ(T f )(g)∣∣∣
≤ C
−−
∑
β=β1+β2
(1+ ‖g‖G)|β|1+N
∥∥∥X˜β1g1=g f∥∥∥S ′(G),N∥∥∥Xβ2g2=gκg2∥∥∥S ′(G),N
≤ C
−−
∑
β=β1+β2
(1+ ‖g‖G)N
′‖ f ‖S ′(G),N′
∥∥∥Xβ2g2=gκg2∥∥∥S(G),N′ .
Using the above, together with (33), we conclude easily that T is
continuous from S ′(G) to C∞(G).
4.7 adjoint and composition formulae
We are now ready to prove our two main results, the composition and
adjunction formulae.
The former ensures it is possible to create parametrices for elliptic
operators, while the latter allows to extend our pseudo-differential
operators (and in particular our paramatrices) to tempered distribu-
tions.
We shall show the following results.
• Provided ρ > δ, each operator class Ψmρ,δ(G) is stable under
adjunction.
• Provided ρ > δ, the composition of T1 ∈ Ψm1ρ,δ(G) and T2 ∈
Ψm2ρ,δ(G) is in Ψ
m1+m2
ρ,δ (G).
Both of these results are often proved by doing calculations on the
Fourier Transform side, exploiting the fact that R̂n = Rn. As our sym-
bols are operator-valued, a more suitable strategy would be to carry
out our calculations on the kernel side, exploiting our previously ob-
tained kernel estimates (Theorem 4.6.1). Fortunately, the fact that
kernels might be singular is not an issue, since we have the density
of smoothing symbols (Proposition 4.5.1).
For technical simplicity, we shall perform symbolic estimates only
with right symbol seminorms. We then show in Subsection 4.7.3 that
the symbol classes can be defined in an equivalent way by only con-
sidering the action of the right-invariant Laplacian, which will allow
us to conclude in Subsection 4.7.4 that both the composition and the
adjunction formulae hold.
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Remark 4.7.1. Our family ∆ of difference operators shall henceforth be num-
bered in such a way that
q1, . . . , qdim G
forms a strongly admissible family. Given α ∈ Ndim G, we let
qα def= q(α,0), ∆αG def= ∆(α,0)G .
Before we start, let us state a result that will be used in the proof of
both results.
Lemma 4.7.2. Let σ ∈ Smρ,δ(G) with 1 ≥ ρ ≥ δ ≥ 0 with ρ 6= 0, and
denote by κ its associated kernel. If γ ∈ R satisfies
γ > max
{
m + dim G
ρ
, 0
}
− dim G,
then we can find C ≥ 0 and N ∈ N such that∫
G
‖h‖γG
∣∣κg(h)∣∣ dh ≤ C‖σ‖Smρ,δ(G),N .
In the above, we may replace ‖σ‖Smρ,δ(G),N by ‖σ‖Smρ,δ(G),N′ .
Proof. We split the above integral like this∫
G
dh =
∫
‖h‖G≤1
dh +
∫
‖h‖G≥1
dh.
integral on ‖h‖G ≥ 1
By Part (1) of Theorem 4.6.1, for each M ∈ N we can find N ∈
N such that
sup
‖h‖G≥1
∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),N‖h‖−MG .
Taking M sufficiently large, it implies that∫
‖h‖G≥1
‖h‖γG
∣∣κg(h)∣∣ dh ≤ C‖σ‖Smρ,δ(G),N ,
as required.
integral on ‖h‖G ≤ 1
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If m ≥ −dim K, then Part (2) of Theorem 4.6.1 implies that if
we pick γ˜ satisfyingγ+ dim G > γ˜ > m+dim Gρ if m ≥ dim Gγ˜ = 0 if m < −dim G , (34)
then there exists N ∈ N such that
sup
0<‖h‖G≤1
∣∣κg(h)∣∣ ≤ C‖σ‖Smρ,δ(G),N‖h‖γ˜G.
From there, it follows that∫
‖h‖G≤1
‖h‖γG
∣∣κg(h)∣∣ dh ≤ C‖σ‖Smρ,δ(G),N ∫‖h‖G≤1 ‖h‖γ+γ˜G .
We conclude the proof by observing that (34) implies
γ+ γ˜ > −dim G,
which means that the above integral is finite.
The conclusion for right semi-norms is deduced by checking the
claim in Remark 4.6.2.
4.7.1 Composition formula
The first step to obtain the composition formula is to understand the
composition of two smoothing operators on the kernel side.
Lemma 4.7.3. Let σ1, σ2 ∈ S−∞(G) and denote by κ1 and κ2 their respective
associated kernels. We also set
κg(h)
def
=
∫
G
κ2,gl−1(hl
−1)κ1,g(l)dl
for each g, h ∈ G, and subsequently define the map
σ(g,λ) def= FGκg(λ), g ∈ G,λ ∈ V.
The map σ defined above is a smoothing symbol for which
σ(g,λ) =
∫
G
κ1,g(l)ξλG(l)
?
σ2(gl−1,λ)dl (35)
holds for all g ∈ G and λ ∈ V.
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Proof. It should be clear that κ is smooth on G × G. To show that
the Fourier transform of κg is well defined, check that κg ∈ L1(K).
Indeed, ∫
G
∣∣κg(h)∣∣ dh ≤ ∫
G
∫
G
∣∣∣κ2,gl−1(hl−1)κ1,g(l)∣∣∣ dl dh
≤ max
g′∈G
∫
G
∣∣κ2,g′(h′)∣∣ dh′ ∫
G
∣∣κ1,g(l)∣∣ dl.
Let us check that κg is the kernel of OpG(σ1)OpG(σ2). Applying
the quantization formula twice (Proposition 4.3.5), we obtain
OpG(σ1)OpG(σ2)φ(g) =
∫
G
OpG(σ2)φ(h)κ1(g, h
−1g)dh
=
∫
G
∫
G
φ(l)κ2(h, l−1h)κ1(g, h−1g)dl dh.
In the right hand side of the above, we can let m = h−1g to obtain
OpG(σ1)OpG(σ2)φ(g) =
∫
G
φ(l)
∫
G
κ2(gm−1, l−1xm−1)κ1(g, m)dm dl
=
∫
G
φ(l)κg(l−1g)dl = φ ? κg(g),
which means that OpG(σ1)OpG(σ2) = OpG(σ).
From there, let us try to obtain a more explicit formula describing
σ. Taking the Fourier Transform, we get
σ(g,λ) =
∫
G
κg(h)ξλG(h)
?
dh
=
∫
G
∫
G
κ2(gm−1, hm−1)κ1(x, m)ξλG(m)
?
ξλG(hm
−1)? dh dm
=
∫
G
κ1(g, m)ξλG(m)
?
σ2(gm−1,λ)dm,
concluding the proof.
Definition 4.7.4. Let σ1, σ2 ∈ S−∞(G). We let
σ1 ◦ σ2(g,λ) =
∫
G
κ1,g(h)ξλG(h)
?
σ2(gh−1,λ)dh
for each (g,λ) ∈ G×V.
The following lemma shows that provided some technical condi-
tions are met, we obtain an estimate on the remainder in terms of
certain seminorms in the correct symbol classes. Note that if ρ > δ,
the condition (36) below is always possible by choosing N sufficiently
large. This is the reason why we shall always assume ρ > δ hereafter.
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Lemma 4.7.5. Let m1, m2 ∈ R and suppose ρ, δ ∈ R are chosen such that
1 ≥ ρ > δ ≥ 0. Suppose further that β0 ∈ Ndim G, and N ∈ N.
If there exists M ∈ N such that
m2+δ|β0|
1−δ ≤ 2M < N − dim G−m1 − δ |β0|+ ρ(dim G)
m2 + δ(N + 1+ |β0|) ≤ 2M < −dim G−m1 − δ |β0|+ ρ(dim G + N + 1),
(36)
then there exists C ≥ 0 and P ∈ N such that for any σ1, σ2 ∈ S−∞(G) and
any (g,λ) ∈ G×V, we have∥∥∥∥∥Xβg
(
σ1 ◦ σ2(g,λ)− ∑
|α|≤N
1
α!
∆αGσ1(g,λ)X
(α)σ2(g,λ)
)∥∥∥∥∥
L(L2(K))
≤ C‖σ1‖Sm1,Rρ,δ (G),P‖σ2‖Sm2ρ,δ (G),P.
Proof. For each N ∈ N, let us define
τN(g,λ)
def
= σ(g,λ)− ∑
|α|≤N
1
α!
∆αGσ1(g,λ)X
(α)σ2(g,λ),
where σ def= σ1 ◦ σ2. We want to estimate
τN(g,λ)
=
∫
G
κ1,g(h)ξλG(h)
?
(
σ2(gh−1,λ)− ∑
|α|≤N
1
α!
qα(h−1)X(α)σ2(g,λ)
)
dh
=
∫
G
κ1,g(h)ξλG(h)
?
Rσ2(g·,λ)eG ,N (h
−1)dh. (37)
Let β0 ∈ Ndim G. Applying the Leibniz-like rule for difference oper-
ators and the Leibniz rule for left-invariant differential operators, we
obtain
Xβ0τN(g,λ) =
−−
∑
β01+β02=β0
∫
G
Xβ01g κ1,g(h)ξλG(h)
?
R
Xβ02g2=gσ2(g2·,λ)
eG ,N
(h−1)dh.
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Now, we would like to introduce powers of ξλG(I − LG) near σ2,
which will allow us to estimate the above in terms of the symbol
semi-norms of σ2. To this end, observe that if M ∈ N,
ξλG(h)
?
= ξλG(h)
?
ξλG(I −LG)MξλG(I −LG)−M
=
−−
∑
|β|≤2M
ξλG(h)
?
ξλG(X)
βξλG(I −LG)−M,
which, after using ξλG(h)
?
ξλG(X)
β = (−1)|β|(X˜βh ξλG(h))
?
, becomes
ξλG(h)
?
=
−−
∑
|β|≤2M
(X˜βξλG(h))
?
ξλG(I −LG)−M.
Therefore, injecting the above into (37) and using integration by
parts yields
Xβ0τN(g,λ) =
−−
∑
β01+β02=β0
|β1|+|β2|≤2M
∫
G
X˜β1h1=h(X
β01
g κ1,g)(h1)ξλG(h)
?
× X˜β2h2=hR
ξλG(I−LG)−MX
β02
g2=gσ2(g2·,λ)
eG ,N
(h−12 )dh.
Now, using Lemma 3.6.4, the above becomes
Xβ0τN(g,λ) =
−−
∑
β01+β02=β0
|β1|+|β2|≤2M
∫
G
X˜β1h1=h(X
β01
g κ1,g)(h1)ξλG(h)
?
× Rξ
λ
G(I−LG)−MX
β02
g2=gX
β2σ2(g2·,λ)
eG ,N−|β2| (h
−1
2 )dh.
Therefore, if we take the operator norm, we obtain∥∥∥Xβ0τn(g,λ)∥∥∥L(L2(K)) ≤
−−
∑
β01+β02=β0
|β1|+|β2|≤2M
∫
G
∣∣∣X˜β1h1=h(Xβ01g κ1,g)(h1)∣∣∣
×
∥∥∥∥RξλG(I−LG)−MXβ02g2=gXβ2σ2(g2·,λ)eG ,N−|β2| (h−12 )
∥∥∥∥L(L2(K)) dh. (38)
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Suppose first that N − |β2| < 0. It follows by Lemma 4.7.2 that (38)
is bounded by C‖σ1‖Sm1,Rρ,δ (G),N′‖σ2‖Sm2ρ,δ (G),N′ provided thatm1 + δ(|β01|+ |β1|) + dim G < ρ(dim G + |β02|)−2M + δ(|β02|+ |β2|) ≤ −m2.
Using |β1| ≤ 2M− N, it is sufficient thatm1 + δ |β0|+ 2M− N + dim G < ρ(dim G)−2M + δ(|β0|+ 2M) ≤ −m2,
which can be rewritten in one line as
m2 + δ |β0|
1− δ ≤ 2M ≤ N − dim G−m1 − δ |β0|+ ρ(dim G). (39)
Applying the Taylor Remainder Theorem (Proposition 3.6.5), we
have ∥∥∥∥RξλG(I−LG)−MXβ02g2=gXβ2σ2(g2·,λ)g,N−|β2| (h−1)
∥∥∥∥L(L2(K))
≤ C sup
|γ|≤N−|β2|+1
‖h‖N−|β2|+1G S(h, M,γ, β02, β2),
where
S(h, M,γ, β02, β2)
def
= sup
‖g1‖G≤η‖h‖G∥∥∥ξλG(I −LG)−MXγg1 Xβ02g2=gXβ2g1 σ2(g2g1,λ)∥∥∥L(L2(K)).
Observing that we can replace Xβ02g2 by X˜
β02
g1 in the above (see Corol-
lary 3.2.15),
S(h, M,γ, β02, β2) ≤ C‖h‖|β02|G
∑
|β′02|≤|β02|
sup
g1∈G
∥∥∥ξλG(I −LG)−MXγ+β′02+β2g1 σ2(g1,λ)∥∥∥L(L2(K)). (40)
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We have thus shown so far that∥∥∥∥∥σ(g,λ)− ∑|α|≤N ∆αGσ1(g,λ)X(α)σ2(g,λ)
∥∥∥∥∥
L(L2(K))
≤
−−
∑
|β1|+|β2|≤2M
sup
|γ|≤N−|β2|+1
S(M,γ, β02, β2)∫
G
∣∣∣X˜β1h1=h(Xβ01g κ1,g)(h1)∣∣∣ ‖h‖N−|β2|+1G dh. (41)
Combining (40) and (41), we obtain that Lemma (4.7.2) implies
that (41) is bounded (up to a constant) by ‖σ1‖Sm1,Rρ,δ (G),N′‖σ2‖Sm2ρ,δ (G),N′
if bothm1 + δ |β01|+ |β1|+ dim G < ρ(dim G + N − |β2|+ 1+ |β02|)−2M + δ(|γ|+ |β′02|+ |β2|) ≤ −m2.
hold. For that it suffices that (using ρ ≥ δ)m1 + δ |β0|+ 2M + dim G < ρ(dim G + N + 1)−2M + δ(N + 1+ |β0|) ≤ −m2,
which can be rewritten in one line as the following
m2 + δ(N + 1+ |β0|) ≤ 2M < −dim G−m1 − δ |β0|+ ρ(dim G + N + 1).
(42)
We now prove the main result of the subsection, i.e. an estimate on
the right symbol semi-norms of the remainder when composing two
smoothing symbols.
We will only be able to derive the composition formula once we have
obtained a similar result for the adjunction.
Proposition 4.7.6. Assume that 1 ≥ ρ > δ ≥ 0. For each m1, m2 ∈ R,
and each N0, P ∈ N, there exists C > 0 and P′ ∈ N such that∥∥∥∥∥(σ1 ◦ σ2)(g,λ)− ∑|α|≤N0 ∆αGσ1(g,λ)Xασ2(g,λ)
∥∥∥∥∥
Sm1+m2−N0(ρ−δ),Rρ,δ (G),P
≤ C‖σ1‖Sm1,Rρ,δ (G),P′‖σ2‖Sm2ρ,δ (G),P′
holds for every σ1, σ2 ∈ S−∞(G).
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Proof. Let N0, P ∈ N. Consider the symbols
σ˜1(g,λ)
def
= σ1(g,λ)
σ˜2(g,λ)
def
= σ2(g,λ)ξλG(I −LG)
−m1−m2+(ρ−δ)N0−δ|β0|
2 ,
which are symbols of order
m˜1
def
= m1
m˜2
def
= −m1 + (ρ− δ)N0 − δ |β0| .
We will apply Lemma 4.7.5 to σ˜1 and σ˜2.
To this end, fix N ∈ N satisfying N ≥ N0 so that the conditions (36)
make sense. More precisely, select N so that the difference between
the right-hand side and the left-hand side is strictly greater than 2 for
both lines of (36), and note that this is possible because ρ > δ. In
particular, we can find M ∈ N such that (36) holds.
By Lemma 4.7.5, it follows that∥∥∥∥∥Xβ0g
(
σ˜1 ◦ σ˜2(g,λ)− ∑
|α|≤N
1
α!
∆αGσ˜1(g,λ)X
(α)σ˜2(g,λ)
)∥∥∥∥∥
L(L2(K))
≤ C‖σ˜1‖Sm˜1,Rρ,δ (G),P‖σ˜2‖Sm˜2ρ,δ (G),P.
From there, we may deduce that∥∥∥∥Xβ0g τN(g,λ)ξλG(I −LG)−m1−m2+(ρ−δ)N0−δ|β0|2 ∥∥∥∥L(L2(K))
≤ C‖σ1‖Sm1,Rρ,δ (G),P′‖σ˜2‖Sm˜2ρ,δ (G),P′
≤ C‖σ1‖Sm1,Rρ,δ (G),P′′‖σ2‖Sm2ρ,δ (G),P′′ ,
where as usual
τN(g,λ)
def
= (σ1 ◦ σ2)(g,λ)− ∑
|α|≤N0
∆αGσ1(g,λ)X
ασ2(g,λ).
Using the fact that
∆α0G (σ˜1 ◦ σ˜2) =
−−
∑
α01,α02
∆α01G σ˜1 ◦ ∆α02G σ˜2,
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where the coefficients are exactly the ones from the Leibniz-like rule
for differential operators for a pointwise multiplication, we can show
that
‖τN‖Sm1+m2−N0(ρ−δ)ρ,δ (G),P ≤ C‖σ1‖Sm1,Rρ,δ (G),P′′‖σ2‖Sm2ρ,δ (G),P′′ .
We conclude by observing that
τN − τN0 = ∑
N0<|α|≤N
1
α!
∆αGσ1(g,λ)X
(α)σ2(g,λ) ∈ Sm1+m2−N0(ρ−δ)ρ,δ (G),
where the right-hand side is dominated appropriately by the symbol
seminorms of σ1 and σ2.
4.7.2 Adjunction formula
We now follow the same steps as in the previous subsection, but this
time to study the adjunction of operators. As this involves only one
symbol, the proof is somehow slightly easier and less technical.
The first step consists of computing the kernel of the adjoint of a
smoothing operator.
Lemma 4.7.7. Let σ ∈ S−∞(G) and denote by κ its associated kernel. We
let
κ
(∗)
g (h)
def
= κgh−1(h
−1).
Then κ(∗) is smooth on G× G and the map
g ∈ G 7→ κ(∗)g (·) ∈ S(G)
is smooth. Moreover, the map
σ(∗)(g,λ) def= FGκ(∗)g (λ), (g,λ) ∈ G×V,
defines a smoothing symbol which satisfies
OpG(σ)
? = OpG(σ
(∗)).
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Proof. Let φ,ψ ∈ S(G) and fix g ∈ G.
(
OpG(σ)φ,ψ
)
L2(G) =
∫
G
∫
G
φ(h)κg(h−1g)ψ(g)dg
=
∫
G
∫
G
φ(h)κ(∗)g(h−1g)−1((h
−1g)−1)ψ(g)dg
by definition of κ(∗). Continuing our calculation, we get
(
OpG(σ)φ,ψ
)
L2(G) =
∫
G
∫
G
φ(h)κ(∗)h (g−1h)ψ(g)dg
=
∫
G
φ(h)(ψ ? κ(∗)h )(h)dh,
which shows that κ(∗) is the right-convolution kernel of the adjoint.
Definition 4.7.8. Let σ ∈ S−∞(G). We let
σ(∗)(g,λ) def=
∫
G
κgh−1(h
−1)ξλG(h)
?
dh
for each (g,λ) ∈ G×V.
Exactly like Lemma 4.7.5, we give an estimate on the right symbol
seminorm of the remainder provided some technical condition is met.
Again, this condition is not too restrictive if ρ > δ.
Lemma 4.7.9. Let m ∈ R and assume that 1 ≥ ρ > δ ≥ 0. Fix also
β0 ∈ Ndim G and N ∈ N. If there exists M ∈ N such that N ≥ 2M and
(ρ− δ)(N + 1) + ρ(dim G) > m + 2M + δ |β0|+ dim G,
then there exists C ≥ 0 and P ∈ N such that for any σ ∈ S−∞(G),∥∥∥∥∥Xβ0g (σ(∗)(g,λ)− ∑|α|≤N ∆αGXασ?(g,λ))ξλG(I −LG)M2
∥∥∥∥∥
L(L2(G))
≤ C‖σ‖Smρ,δ(G),P
holds for every (g,λ) ∈ G×V.
Proof. For each N ∈ N, we define
τN(g,λ)
def
= σ(∗)(g,λ)− ∑
|α|≤N
1
α!
∆αGX
ασ?(g,λ)
=
∫
G
R
κ
(∗)
g· (h)
g,N (h
−1)ξλG(h)
?
dh. (43)
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Fix β0 ∈ Ndim G. Applying Xβ0 on either side of (43), we obtain
Xβ0τN(g,λ) =
∫
G
R
Xβ0κ(∗)g· (h)
g,N (h
−1)ξλG(h)
?
dh.
Multiplying both sides by ξλG(I−LG)M, and arguing like in Lemma 4.7.5,
we obtain
Xβ0τN(g,λ)ξλG(I −LG)M
= ∑
|β1|+|β2|≤2M
∫
G
R
X˜β2h2=hX
β1
g1 X
β0
g κ
(∗)
gg1 (h2)
g1=eG ,N−|β1| (h
−1)ξλG(h)
?
dh.
Taking the operator norm, we obtain∥∥∥Xβ0τN(g,λ)ξλG(I −LG)M∥∥∥L(L2(K))
≤ ∑
|β1|+|β2|≤2M
∫
G
∥∥∥∥∥RX˜
β2
h2=h
Xβ1g1 X
β0
g κ
(∗)
gg1 (h2)
g1=eG ,N−|β1| (h
−1)
∥∥∥∥∥L(L2(K)) dh.
Using Proposition 3.6.5, we can estimate the remainder via∥∥∥∥∥RX˜
β2
h2=h
Xβ1g1 X
β0
g κ
(∗)
gg1 (h2)
g1=eG ,N−|β1| (h
−1)
∥∥∥∥∥L(L2(K))
≤ ∑
|γ|=N−|β1|+1
‖h‖N−|β1|+1G sup
‖z‖G≤η‖h‖G
∣∣∣Xγz X˜β2h2=hXβ1z Xβ0g κ∗gg1(h2)∣∣∣
Using Xβ0g = X˜
β0
z and passing from left to right-invariant derivatives
with Corollary 3.2.15,∥∥∥∥∥RX˜
β2
h2=h
Xβ1g1 X
β0
g κ
(∗)
gg1 (h2)
g1=eG ,N−|β1| (h
−1)
∥∥∥∥∥L(L2(K))
≤ ∑
|γ|=N−|β1|+1
‖h‖N−|β1|+1+|β0|G sup
g1∈G
β′0≤|β0|
∣∣∣Xγ+β1+β′0g1 X˜β2h2=hκ∗g1(h2)∣∣∣ ,
which is integrable, with the integral being bounded by C‖σ‖Smρ,δ(G),P
provided
m + |β2|+ δ(γ+ |β1|+
∣∣β′0∣∣) + dim G < ρ(N − |β1|+ 1+ |β0|+ dim G).
Naturally, the above condition is satisfied when
m + 2M + δ(N + 1+ |β0|) + dim G < ρ(N + 1+ dim G),
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which can be rewritten
(ρ− δ)(N + 1) + ρ(dim G) > m + 2M + δ |β0|+ dim G.
We are now ready to state and prove the main result of this subsec-
tion.
Proposition 4.7.10. Assume that 1 ≥ ρ > δ ≥ 0. For each m ∈ R and
each P, N0 ∈ N, there exists C ≥ 0 and P′ ∈ N such that∥∥∥∥∥σ(∗)(g,λ)− ∑|α|≤N0
1
α!
∆αGX
(α)σ?(g,λ)
∥∥∥∥∥
Sm−N0(ρ−δ),Rρ,δ (G),P
≤ C‖σ‖Smρ,δ(G),P′
holds for each σ ∈ S−∞(G).
Proof. Let N0 ∈ N, β0 ∈ Ndim G and α0 ∈ Nn∆,G . For each N ∈ N, we
write
τN(g,λ)
def
= σ(∗)(g,λ)− ∑
|α|≤N
1
α!
∆αGX
(α)σ?(g,λ).
We shall apply Lemma 4.7.9 to the symbol
σ˜(g,λ) = σ(g,λ)ξλG(I −LG)
−m+(ρ−δ)N0−δ|β0|
2
which is of order m˜ def= (ρ− δ)N0 − δ |β0|. Let M ∈ N be the smallest
natural number such that
−m˜ + (ρ− δ)N0 + δ |β0|
2
≥ M.
We now choose N ≥ max{N0, 2M} such that
(ρ− δ)(N + 1) + ρ(dim G) > m˜ + 2M + δ |β0|+ dim G,
since it is possible by ρ > δ. By Lemma 4.7.9, we obtain that∥∥∥∥Xβ0g τN(g,λ)ξλG(I −LG)−m+(ρ−δ)N0−δ|β0|2 ∥∥∥∥L(L2(G))
≤ C‖σ˜‖Sm˜ρ,δ(G),P = C‖σ‖Smρ,δ(G),P.
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Using the fact that difference operators ∆αGσ
(∗) can be written as a
linear combination of ∆α
′
G which does not depend on σ, we conclude
the proof.
4.7.3 Simplification of the definition of symbol classes
We shall see in this subsection that it is possible to considerably sim-
plify our definition of symbol classes (Definition 4.2.1) by writing it
“without γ”, i.e. by considering the action of powers of ξλG(I − LG)
1
2
only on the right (resp. only on the left) of σ.
This will allow us to conclude the proof that our collection of op-
erators Ψmρ,δ(G), m ∈ R does behave well under composition and
adjunction.
Theorem 4.7.11. Assume that 1 ≥ ρ > δ ≥ 0 and fix m ∈ R. A symbol σ
is in Smρ,δ(G) if and only if
sup
g∈G
ess sup
λ∈V
∥∥∥Xβ∆αGσ(g,λ)ξλG(I −LG)−m+ρ|α|−δ|β|2 ∥∥∥L(L2(K)) < ∞.
Moreover, the semi-norms
σ ∈ Smρ,δ(G) 7→ ‖σ‖Smρ,δ(G),N
σ ∈ Smρ,δ(G) 7→ ‖σ‖Sm,Rρ,δ (G),N
yield the same topology on Smρ,δ(G).
Proof. Let N ∈ N and σ ∈ S−∞(G).
It is clear by definition of Smρ,δ(G)-topology that there exists cN ≥ 0
such that
‖σ‖Smρ,δ(G),N ≤ max|γ|≤cN
∥∥∥ξλG(I −LG) γ2 σ∥∥∥Sm+γ,Rρ,δ (G),N′ . (44)
By Proposition 4.7.6 and Corollary 4.4.6, we know that
sup
|γ|≤cN
∥∥∥ξλG(I −LG) γ2 σ∥∥∥Sm+γ,Rρ,δ (G),N
is finite.
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Since taking the adjoint is continuous in the Sm,Rρ,δ (G)-topology (Propo-
sition 4.7.10), we have∥∥∥ξλG(I −LG) γ2 σ∥∥∥Sm+γ,Rρ,δ (G),N ≤ C
∥∥∥σ?ξλG(I −LG) γ2 ∥∥∥Sm+γ,Rρ,δ (G),N′
≤ C‖σ?‖Sm,Rρ,δ (G),N′′ = C‖σ‖Sm,Rρ,δ (G),N′′′ ,
which, if combined with (44), yields that for every N ∈ N, there exists
N′ ∈ N such that
‖σ‖Smρ,δ(G),N ≤ C‖σ‖Sm,Rρ,δ (G),N′ .
Since it is very clear that
‖σ‖Sm,Rρ,δ (G),N ≤ ‖σ‖Smρ,δ(G),N ,
It follows that the seminorms ‖·‖Sm,Rρ,δ (G),N , N ∈ N, define the same
topology as ‖·‖Smρ,δ(G),N , N ∈ N.
It remains thus to show that Sm,Rρ,δ (G) ⊂ Smρ,δ(G) as the reverse in-
clusion is trivial. To this end, fix a symbol σ ∈ Sm,Rρ,δ (G), and for each
ε ∈ (0, 1], let
σ
def
= σηε,
where ηε was defined in Theorem 4.4.7.
Using the fact that the right seminorms yield the same topology,
we obtain
sup
ε∈(0,1]
‖σε‖Smρ,δ(G),N
≤ C sup
ε∈(0,1]
‖σε‖Sm,Rρ,δ (G),N′
≤ C
(
‖σ‖Sm,Rρ,δ (G),N′ + sup
ε∈(0,1]
‖σε − σ‖Sm,Rρ,δ (G),N′
)
< ∞,
where the finiteness is obtained by Proposition 4.5.1.
From the above, since σε converges pointwise to σ on C∞(K), it
follows that∥∥∥ξλG(I −LG)−m+γ−δ|β|2 Xβσ(g,λ)ξλG(I −LG)−γ2 ∥∥∥L(L2(K))
≤ lim inf
ε→0
∥∥∥ξλG(I −LG)−m+γ−δ|β|2 Xβσε(g,λ)ξλG(I −LG)−γ2 ∥∥∥L(L2(K)),
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which implies that the left-hand side of the above is indeed uniformly
bounded in g ∈ G and λ ∈ V.
Assume now that α ∈ Nn∆,G is non-zero. By the Leibniz-like rule,
we have
Xβ∆αGσε(g,λ) = X
β∆αGσ(g,λ)ηε(λ) + Lε(g,λ),
where
Lε(g,λ)
def
= ∑
|α|≤|α1|+|α2|≤2|α|
α2 6=0
Xβ∆α1G σ(g,λ)∆
α2
G (IL2(K) − ηε(λ)).
Using the estimates in Theorem 4.4.7, it follows that
lim inf
ε→0
∥∥∥ξλG(I −LG)−m+ρ|α|−δ|β|+γ2 XαLε(g,λ)ξλG(I −LG)−γ2 ∥∥∥L(L2(G)) = 0.
Therefore, we can conclude that∥∥∥ξλG(I −LG)−m+γ−δ|β|2 Xβ∆αGσ(g,λ)ξλG(I −LG)−γ2 ∥∥∥L(L2(K))
≤ lim inf
ε→0
∥∥∥ξλG(I −LG)−m+γ−δ|β|2 Xβ∆αGσε(g,λ)ξλG(I −LG)−γ2 ∥∥∥L(L2(K))
is uniformly bounded in g and λ, concluding the proof that σ ∈
Smρ,δ(G).
Naturally, the following statement holds with an identical proof.
Theorem 4.7.12. Assume that 1 ≥ ρ > δ ≥ 0 and fix m ∈ R. A symbol σ
is in Smρ,δ(G) if and only if
sup
g∈G
ess sup
λ∈V
∥∥∥ξλG(I −LG)−m+ρ|α|−δ|β|2 Xβ∆αGσ(g,λ)∥∥∥L(L2(K)) < ∞.
Moreover, the semi-norms
σ ∈ Smρ,δ(G) 7→ ‖σ‖Smρ,δ(G),N
σ ∈ Smρ,δ(G) 7→ ‖σ‖Sm,Lρ,δ (G),N
yield the same topology on Smρ,δ(G).
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4.7.4 Pseudo-differential calculus
Exactly like in [FR16], we can now use Theorem 4.7.11 and Propo-
sition 4.5.1 to derive the composition and adjunction formulae from
Propositions 4.7.6 and 4.7.10.
Theorem 4.7.13 (Composition formula). Assume that 1 ≥ ρ > δ ≥ 0.
Given m1, m2 ∈ R, we let σ1 ∈ Sm1ρ,δ(G), σ2 ∈ Sm2ρ,δ(G).
There exists σ ∈ Sm1+m2ρ,δ (G) such that
OpG(σ) = OpG(σ1) ◦OpG(σ2).
Moreover, σ is given modulo S−∞(G) by the asymptotic sum
σ ∼ ∑
α∈Nn∆,G
1
α!
∆αGσ1 X
(α)σ2.
More precisely, we have
σ− ∑
|α|≤N
1
α!
∆αGσ1 X
(α)σ2 ∈ Sm−(ρ−δ)(N+1)ρ,δ (G)
for each N ∈ N.
Proof. Let N ∈ N and set m def= m1 + m2. We write
τN
def
= σ1 ◦ σ2 − ∑
|α|≤N
1
α!
∆αGσ1 X
(α)σ2.
For each ε ∈ (0, 1], we let
σ1,ε
def
= ηεσ1
τN,ε
def
= σ1,ε ◦ σ2 − ∑
|α|≤N
1
α!
∆αGσ1,ε X
(α)σ2.
We check that
τN,ε = ηετN − Lε,
where
Lε
def
= ∑
|α|≤N
∑
|α|≤|α1|ηε+|α2|≤2|α|
α1 6=0
1
α!
∆α1G ∆
α2
G σ1 X
(α)σ2.
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Arguing like in the proof of Theorem 4.7.11, we obtain that
lim inf
ε→0
∥∥∥Xβ∆αGLε(g,λ)ξλG(I −LG)−m+(ρ−δ)(N+1)+ρ|α|−δ|β|2 ∥∥∥L(L2(G)) = 0
and thus combining the above with Proposition 4.7.6, we obtain
‖τN‖Sm−(ρ−δ)(N+1)ρ,δ (G),P = lim infε→0 ‖τN,ε‖Sm−(ρ−δ)(N+1)ρ,δ (G),P < +∞,
which concludes the proof.
Theorem 4.7.14 (Adjunction formula). Assume that 1 ≥ ρ > δ ≥ 0. Let
σ ∈ Smρ,δ(G) for some m ∈ R.
There exists σ˜ ∈ Smρ,δ(G) such that
OpG(σ˜) = OpG(σ)
?.
Moreover, σ˜ is given modulo S−∞(G) by the asymptotic sum
σ˜ ∼ ∑
α∈Nn∆,G
1
α!
∆αGX
(α)σ?.
More precisely, we have
σ˜− ∑
|α|≤N
1
α!
∆αGX
(α)σ? ∈ Sm−(ρ−δ)(N+1)ρ,δ (G)
for each N ∈ N.
Proof. Let σ ∈ Smρ,δ(G) and write
τN = σ
(∗) − ∑
|α|≤N
1
α!
∆αGX
(α)σ?
Moreover, for each ε ∈ (0, 1], we let
σε
def
= ηεσ,
τε,N
def
= σ
(∗)
ε − ∑
α∈Nn∆,G
1
α!
∆αGX
(α)σ?ε .
Using the fact that σ(∗)ε = σ(∗)ηε and σε? = σ?ηε, it follows that
τε,N
def
= τNηε − Lε,
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where
Lε =
1
α! ∑
α∈Nn∆,G
∑
|α|≤|α1|+|α2|≤2|α|
α2 6=0
∆α1G X
(α)σ?∆α2G ηε.
Arguing like in the proof of Theorem 4.7.11, we obtain that
lim inf
ε→0
∥∥∥Xβ∆αGLε(g,λ)ξλG(I −LG)−m+(ρ−δ)(N+1)+ρ|α|−δ|β|2 ∥∥∥L(L2(G)) = 0
and thus combining the above with Proposition 4.7.10, we obtain
‖τN‖Sm−(ρ−δ)(N+1)ρ,δ (G),P = lim infε→0 ‖τN,ε‖Sm−(ρ−δ)(N+1)ρ,δ (G),P < +∞,
which concludes the proof.
4.7.5 Asymptotic sums of symbols
More complex operations on operators like composition and adjunc-
tion cannot be written in terms of symbols without using a Taylor
development on the kernel side. This shows that infinite sums ap-
pear naturally on the symbolic side, and we need to find out whether
it converges in a satisfactory sense for our purposes.
The construction of asymptotic limits is essential to construct para-
metrices.
Proposition 4.7.15 (Asymptotic sum). Given 1 ≥ ρ ≥ δ ≥ 0, let (σj)j∈N
be a sequence of symbols such that σj ∈ Smjρ,δ(G), where (mj)j∈N is a strictly
decreasing sequence of real numbers.
There exists a symbol σ ∈ Sm0ρ,δ(G) such that
σ−
N
∑
j=0
σj ∈ SmN+1ρ,δ (G) (45)
for each N ∈ N. Moreover, σ is unique modulo S−∞(G).
Definition 4.7.16 (Asymptotic sum). With the notation of Proposition 4.7.15,
we shall write
σ ∼
+∞
∑
j=0
σj
when (45) holds for each N ∈ N.
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Proof of Proposition 4.7.15. Using Theorem 4.4.7, for each l ∈ N we
can find Cl ≥ 0 and Nl ∈ N such that∥∥∥σj(IL2(K) − ηε)∥∥∥Sm0ρ,δ (G),l ≤ Cl∥∥σj∥∥Sm0ρ,δ (G),Nl ε
max{m0−mj ,4}
2
for each 0 < ε ≤ 1 and each j ∈ N. Without loss of generality, we
assume that Nl ≥ l.
Choosing a decreasing sequence of sufficiently small ε j > 0, j ∈ N,
so that the right-hand side of the above satisfies
Cj
∥∥σj∥∥Sm0ρ,δ (G),Njεmax{m0−mj ,4}2j ≤ 2−j,
we now obtain that the symbols
σ˜j
def
= σj(IL2(K) − ηε j)
satisfy the estimate
∥∥σ˜j∥∥Sm0ρ,δ (G),j ≤ 2−j. (46)
Fix l ∈ N. We have
∞
∑
j=0
∥∥σ˜j∥∥Sm0ρ,δ (G),l ≤ l∑j=0
∥∥σ˜j∥∥Sm0ρ,δ (G),l + +∞∑j=l+1
∥∥σ˜j∥∥Sm0ρ,δ (G),j
≤
l
∑
j=0
∥∥σ˜j∥∥Sm0ρ,δ (G),l + +∞∑j=l+1 2−j < +∞, (47)
where the last line was obtained by applying (46). As Sm0ρ,δ(G) is a
Fre´chet space, it follows that the sum
+∞
∑
j=0
σ˜j
converges to some σ ∈ Sm0ρ,δ(G).
For each N ∈ N, applying (47) to the sequence σ˜′j def= σ˜j+N+1, we
have thus shown that
+∞
∑
j=N+1
σ˜j ∈ SmN+1ρ,δ (G). (48)
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Therefore, it follows that for each N ∈ N, we have
σ−
N
∑
j=0
σj =
+∞
∑
j=0
σj(IL2(K) − ηε j)−
N
∑
j=0
σj
= −
N
∑
j=0
σjηε j +
+∞
∑
j=N+1
σ˜j,
which, if combined with (48) and Theorem 4.4.7, means that
σ−
N
∑
j=0
σj ∈ SmN+1ρ,δ (G),
as ηε j ∈ S−∞(G). We have thus shown (45).
Let us now check the uniqueness of σ modulo S−∞(G). To this end,
assume that τ also satisfies (45) and fix N ∈ N. It is clear that
σ− τ =
(
σ−
N
∑
j=0
σj
)
−
(
τ −
N
∑
j=0
σj
)
∈ SmN+1ρ,δ (G).
As N is arbitrary and mN+1 decreases to−∞ as N → +∞, it follows
that σ− τ ∈ S−∞(G).
4.8 L p boundedness
Pseudo-differential operators partly owe their names to the fact that
they behave like their differential counterparts. Since Xβ extends to a
bounded operator
Xβ : Lps (G)→ Lps−|β|(G),
we might wonder whether this is true for pseudo-differential opera-
tors.
We shall show in this section that if T ∈ Ψmρ,δ(G) with ρ > δ, then
T extends to a bounded operator
T : L2s (G)→ L2s−m(G).
The condition ρ > δ is due to the fact that we shall follow [RW14],
which provides a proof that depends on a composition formula with
asymptotic expansion.
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When (ρ, δ) = (1, 0), we show that the result is true for more gen-
eral Sobolev spaces by the Caldero´n-Zygmund theory.
4.8.1 L2 boundedness
The aim of this subsection is to prove that symbols of order 0 induce
bounded operators in L2(G) when ρ > δ.
These results would naturally generalize to symbols of order m as
follows: if σ ∈ Smρ,δ(G), where ρ, δ satisfy either of the conditions
above, then OpG(σ) extends continuously to a continuous operator
OpG(σ) : L
2
s (G)→ L2s−m(G)
for every s ∈ R.
Suppose that σT ∈ S0ρ,δ(G) for 0 ≤ δ < ρ ≤ 1. One way of showing
that T def= OpG(σT) is bounded would be to find S ∈ Ψ0ρ,δ(G) such that
T?T = CIS(G) − S?S + R, (49)
where R ∈ Ψmρ,δ(G) for some m < 0.
It would then follow that
‖Tφ‖2L2(G) = (T?Tφ, φ)L2(G)
= C‖φ‖2L2(G) − ‖Sφ‖2L2(G) + (Rφ, φ)L2(G)
≤ C‖φ‖2L2(G) + ‖Rφ‖L2(G)‖φ‖L2(G),
reducing the boundedness of T to that of R, which is much easier to
prove.
A sufficient condition to have (49) would be to have
σT
?σT = CIL2(K) − σS?σS,
on the symbol side, with σS
def
= Op−1G (S). A good candidate for σS
would therefore be
σS
def
=
√
CIL2(K) − σT?σT. (50)
The condition that S ∈ Ψ0ρ,δ(G) is equivalent to showing that σS ∈
S0ρ,δ(G). The crucial part of the proof is therefore to show that (50) is
a symbol of order 0.
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Lemma 4.8.1. Let ρ, δ ∈ R be such that 1 ≥ ρ > δ ≥ 0. If σ ∈ S0ρ,δ(G) is
positive definite, invertible, and its inverse satisfies
sup
g∈G
ess sup
λ∈V
∥∥∥σ(g,λ)−1∥∥∥L(L2(G)) < ∞,
then its square root
(x, k;λ) ∈ G×V 7→
√
σ(x, k;λ)
also belongs to S0ρ,δ(G).
Proof. It is clear that the spectrum of σ is contained in [c, c−1] ⊂ R for
some c > 0. Therefore, for each z ∈ R−,∥∥∥(σ(g,λ)− zIL2(K))−1∥∥∥L(L2(K)) ≤ (c + |z|)−1 ≤ C(1+ |z|)−1.
By Theorem 4.7.11, it follows that for each γ ∈ R,∥∥∥ξλG(I −LG) γ2 (σ(g,λ)− zIL2(K))−1ξλG(I −LG)−γ2 ∥∥∥L(L2(K))
≤ C(1+ |z|)−1,
which means that σ is parameter-elliptic with order 0.
Since σ is parameter-elliptic with respect to R−, we can apply The-
orem 4.4.5 with F = z− 12 , which yields that F(σ) ∈ S0ρ,δ(G). By the
calculus, we conclude that
√
σ = F(σ)σ ∈ S0ρ,δ(G).
Before we can prove our main result, we need to show that for
some m < 0, operators in Ψmρ,δ(G) are bounded on L
2(G).
Proposition 4.8.2. Let σ ∈ Smρ,δ(G), where m < −dim G/2 and ρ, δ ∈
[0, 1]. The operator associated with σ, OpG(σ), has a continuous extension
OpG(σ) : L
2(G)→ L2(G).
Moreover,
∥∥OpG(σ)∥∥L(L2(G)) ≤ C‖σ‖Smρ,δ(G),N .
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Proof. First, let us observe that for each g0 ∈ G, we have
sup
g∈G
|T f (g0g)| ≤
∫
G
∣∣∣ f (g0gh−1)κg0g(h)∣∣∣ dh
≤
∥∥∥(1+ ‖·‖2G)−N f (g0·)∥∥∥L2(G)∥∥∥(1+ ‖·‖2G)Nκg0g∥∥∥L2(G),
where the last line was obtained by the Cauchy-Schwartz inequality.
Integrating the above with respect to g over BG(g0, 1), we obtain∫
BG(g0,1)
|T f (g)|2 dg =
∫
BG(e,1)
|T f (g0g)|2 dg
≤ C‖σ‖2Smρ,σ(G),P
∥∥∥(1+ ‖·‖2G)−N f (g0·)∥∥∥2L2(G). (51)
To conclude the proof, we shall integrate each side of the above
with respect to g0 ∈ G.
For the left-hand side, a simple application of the Fubini-Tonnelli
Theorem yields∫
G
∫
BG(g0,1)
|T f (g)|2 dg dg0 =
∫
G
∫
G
1‖g−10 g‖G≤1 |T f (g)|
2 dg0 dg
=
∫
G
∫
G
1‖g−10 g‖G≤1 |T f (g)|
2 dg0 dg,
so that the change of variable h = g−10 g yields∫
G
∫
BG(g0,1)
|T f (g)|2 dg dg0 = C‖T f ‖2L2(G). (52)
Now, integrating the right-hand side of (51), we obtain
∫
G
∥∥∥(1+ ‖·‖2G)−N f (g0·)∥∥∥2L2(G) dg0
=
∫
G
∫
G
∣∣∣(1+ ‖g‖2G)−N f (g0g)∣∣∣2 dg dg0
= ‖ f ‖2L2(G)
∫
G
(1+ ‖g‖2G)−2N dg.
Choosing N sufficiently large, we therefore get that
∫
G
∥∥∥(1+ ‖·‖2G)−N f (g0·)∥∥∥2L2(G) dg0 ≤ C‖ f ‖2L2(G). (53)
Therefore, using (53) and (52) in (51), we obtain
‖T f ‖2L2(G) ≤ C‖σ‖2Smρ,σ(G),P
∥∥∥(1+ ‖·‖2G)−N f (g0·)∥∥∥2L2(G),
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which concludes the proof.
We can now prove the main result of this section.
Proposition 4.8.3 (L2 boundedness). Let ρ, δ ∈ R be such that 1 ≥ ρ >
δ ≥ 0. If σ ∈ S0ρ,δ(G), then its associated operator T
def
= OpG(σ) is bounded
in L2(G), i.e. we have
‖Tφ‖L2(G) ≤ C‖φ‖L2(G)
for every φ ∈ S(G).
Proof. step 1. If σ ∈ Smρ,δ(G) for m < 0, then∥∥OpG(σ)∥∥L(L2(G)) < ∞.
Suppose by contradiction that the claim does not hold. There-
fore, there exists m < 0 and σ ∈ Smρ,δ(G) such that OpG(σ) is not
bounded. In particular, for each n ∈ N,
(OpG(σ)OpG(σ)
?)n
is in Ψ2mnρ,δ (G) and unbounded. When n is such that −2mn <
−dim G/2, this contradicts Proposition 4.8.2.
step 2. Conclusion
Let C ≥ 0 be such that
sup
(x,k)∈G
ess sup
λ∈V
‖σ(x, k;λ)‖L2(K) ≤ C.
It follows that
4C2 IL2(K) − σ?σ
is an operator of order 0, and so by Lemma 4.8.1, the symbol
σS
def
=
√
4C2 IL2(K) − σ?σ
is also in S0ρ,δ(G). By definition, we have
σ?σ = 4C2 IL2(K) − σS?σS. (54)
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By the adjoint and composition formulae, we have
OpG(σ
?σ) = T?T + R1
OpG(σS
?σS) = S?S + R2,
with R1, R2 ∈ Ψρ−δρ,δ (G). Therefore, applying OpG on both sides
of (54) yields
T?T = 4C2 IS(G) − S?S + R, R def= (R2 − R1) ∈ Ψρ−δρ,δ (G).
Now, fix φ ∈ L2(G). Since Step 2 implies that R is bounded, we
get
‖Tφ‖2L2(G) = (T?Tφ, φ)L2(G)
= 4C2‖φ‖2L2(G) − ‖Sφ‖2L2(G) + (Rφ, φ)L2(G)
≤ (4C2 + ‖R‖L(L2(G)))‖φ‖2L2(G),
concluding the proof.
From the previous result, we easily deduce the following corollary.
Theorem 4.8.4 (Boundedness on Sobolev spaces). Let ρ, δ ∈ R be such
that 1 ≥ ρ > δ ≥ 0. If σ ∈ Smρ,δ(G), then its associated operator T
def
=
OpG(σ) extends to a bounded map between L
2
s (G) and L2s−m(G), i.e. there
exists C ≥ 0 such that
‖Tφ‖L2s−m(G) ≤ C‖φ‖L2s (G)
for every φ ∈ S(G).
4.8.2 Kernel estimates when ρ = 1
In order to show Lp(G) boundedness, we need to improve the esti-
mates in Theorem 4.6.1 when ρ = 1. In particular, we need to show
that if κ is the kernel associated with a symbol in S01,0(G), we have∣∣κg(h)∣∣ ≤ C‖h‖−dim GG , h 6= eG,
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which is problematic because −dim G is a critical exponent due to the
Sobolev inequality. We therefore need sharper estimates, which can be
provided by studying the heat kernel.
Remark 4.8.5. The discussion herein does not appear in [Fis15; FR14;
FR16] but the ideas presented are based upon Ve´ronique Fischer’s privately
communicated proof in the compact and graded setting.
The following lemma is obtained by a very simple modification
of [Fis15, Lemma A.6], which relies mainly on classical heat kernel
estimates valid for Lie groups with polynomial growth of the volume,
and are thus valid on the motion group.
The arguments in [Fis15, Lemma A.6] are themselves based on [FMV06;
VSC92].
Lemma 4.8.6. Let f ∈ C∞(R+) be such that f vanishes outside of [C−1, C]
for some C > 1. For each α ∈ Nn∆,G and each m ∈ R, we have∥∥∥Xβ{qα f (tLG)δeG}∥∥∥L2(G) ≤ C√t|α|−|β|− dim G2 .
From there, we can deduce the following corollary.
Corollary 4.8.7. Let f ∈ C∞(R+) be such that f vanishes outside of
[C−1, C] for some C > 1. For each α ∈ Nn∆,G and each m ∈ R, we
have
‖qα f (tLG)δeG‖L2m(G) ≤ C
√
t
|α|−m− dim G2 .
Proof. Clearly, the result is true when m ∈ 2N by Lemma 4.8.6. The
result on R+ can easily be deduced by interpolation.
Suppose that n ∈ N. We let
f1(µ)
def
=

f (µ)
µn if µ 6= 0
0 otherwise,
µ ∈ R+.
Suppose now m < 0 and pick n ∈ N so that 2n − |α| + m ≥ 0.
Clearly,
‖qα f (tLG)δeG‖L2m(G) = t
n‖qα(LGn f1(tLG)δeG)‖L2m(G).
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Applying the Leibniz rule, we obtain that the right-hand side is
bounded by
C ∑
(α1,α2)∈A
tn‖qα1LGn‖L(L2
2n−|α1|+m(G),L
2
m(G))
‖qα2( f1(tLG)δeG)‖L2
2n−|α1|+m(G)
≤ C ∑
(α1,α2)∈A
tnt
|α2|−2n+|α1|−m−dim G/2
2 = C
√
t
|α|−m− dim G2 .
where in the above A def= {(α1, α2) : |α| ≤ |α1|+ |α2| ≤ 2 |α|}.
This concludes the proof.
We are now ready to improve upon our already established kernel
estimates.
Theorem 4.8.8 (Kernel estimates when ρ = 1). Let σ ∈ Sm1,δ(G). If
m > −dim G, then its associated kernel κ satisfies
∣∣κg(h)∣∣ ≤ C‖h‖−m−dim GG
for every h ∈ G \ {eG}.
Proof. Let χ0,χ1, · · · ∈ C∞c (R, [0, 1]) be such that
+∞
∑
j=0
χj = 1 on R+,
suppχ1 ⊂ [a, b] for some 0 < a < b, and
χj = χ1(2−j+1·), j = 1, . . .
Treating χ0 separately and using Corollary 4.8.7, we obtain that∥∥∥qα√χj(tLG)δeG∥∥∥L2m(G) ≤ C2− j2 (|α|−m− dim G2 ), (55)
where the above is understood to hold only for m = |α| = 0 when
j = 0.
Now, let us write
σj(g,λ)
def
= σ(g,λ)χj(ξλGLG), κj,g(h) = F−1G {σj(g,λ)}(h)
and fix h ∈ G \ {eG} such that ‖h‖G ≤ 1. Let also l ∈ N be such that
‖h‖2G ∈ (2−l−1, 2−l ].
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We check that
l
∑
j=0
∣∣κj,g(h)∣∣ ≤ l∑
j=0
∫
V
∥∥∥σ(g,λ)ξλG(I −LG)m−m2 χj(ξλGLG)∥∥∥S1(L2(K)) dλ
≤ C
l
∑
j=0
∫
V
∥∥∥ξλG(I −LG)−m4 √χj(ξλGLG)∥∥∥2S2(L2(K)) dλ,
so that applying the Plancherel formula yields
l
∑
j=0
∣∣κj,g(h)∣∣ ≤ C l∑
j=0
∥∥∥√χj(LG)∥∥∥2
L2−m/2(G)
≤ C
l
∑
j=0
2−
j
2 (m−dim G) ≤ C‖h‖−m−dim GG . (56)
The sum for j > l is slightly more delicate and requires the use of
difference operators. Given α ∈ Nn∆,G and j ∈ N satisfying j > l, we
have
∣∣qα(h)κj,g(h)∣∣ ≤ ∫
V
∥∥∥∆α1G σ(g,λ)∆α2G χj(ξλGLG)∥∥∥S1(L2(K)) dλ
≤ C
∫
V
∥∥∥∥ξλG(I −LG)m−|α1|2 ∆α2G χj(ξλGLG)∥∥∥∥
S1(L2(K))
dλ,
with the understanding that we sum over α1 and α2 according to the
Leibniz-like rule.
After using the Leibniz-like rule again (and implying the summa-
tion again), we have
∆α2G χj = ∑
α21,α22
∆α21G
√
χj(ξ
λ
G(LG))∆α22G
√
χj(ξ
λ
G(LG)),
so that the above calculation becomes
∣∣qα(h)κj,g(h)∣∣
≤ C
∫
V
∥∥∥∥ξλG(I −LG)m−|α1|2 ∆α21G √χj(ξλGLG)∆α22G √χj(ξλGLG)∥∥∥∥
S1(L2(K))
dλ
≤ C
∥∥∥∆α21G √ηj(ξλG(LG)∥∥∥L2
m−|α1|(G)
∥∥∥∆α22G √ηj(ξλG(LG)∥∥∥L2(G).
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Therefore, using the strong admissibility of our difference opera-
tors and (55), we have shown that for every a ∈ 2N,
‖h‖aG
∣∣κj,g(h)∣∣ ≤ C2− j2 (|α21|−(m−|α1|)−dim G/2)2− j2 (|α22|−dim G/2)
≤ C2 j2 (m−a+dim G).
Choosing a ∈ 2N in the above sufficiently large so that m − a +
dim G < 0, the above implies
∞
∑
j=l+1
∣∣κj,g(h)∣∣ ≤ C‖h‖−aG ∑
j=l+1
2
j
2 (m−a+dim G) (57)
≤ C‖h‖−aG 2
l
2 (m−a+dim G) = C‖h‖−(m+dim G)G . (58)
Combining (56) and (58), we obtain that
∣∣κg(h)∣∣ ≤ C‖h‖−(m+dim G)G ,
which concludes the proof.
4.8.3 Caldero´n-Zygmund theory
Using the kernel estimates obtained in Theorem 4.8.8, we shall show
that the integral kernel of a pseudo-differential operator in Ψ01,0(G)
satisfies the following property.
Definition 4.8.9 (Caldero´n-Zygmund kernel). We shall say that a mea-
surable map
κ : (G× G) \ {(g, g) : g ∈ G} → C
is a Caldero´n-Zygmund kernel if there exists γ ∈ (0, 1], C ≥ 0 and
A ≥ 0 such that the estimates
|κ(g, h)| ≤ A
∥∥∥h−1g∥∥∥−dim G
G∣∣κ(g, h)− κ(g′, h)∣∣ ≤ A ∥∥g−1g′∥∥γG
‖h−1g‖dim G+γG
if
∥∥∥g−1g′∥∥∥
G
≤
∥∥h−1g∥∥G
2∣∣κ(g, h)− κ(g, h′)∣∣ ≤ A ∥∥h−1h′∥∥γG
‖h−1g‖dim G+γG
if
∥∥∥h−1h′∥∥∥
G
≤
∥∥h−1g∥∥G
2
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hold for every g, g′, h, h′ ∈ G satisfying
g 6= h, g′ 6= h, g 6= h′.
If T is the operator given by
Tφ(g) =
∫
G
φ(h)κ(g, h), g ∈ G, φ ∈ S(G),
in the sense of distributions, we shall say that T is a Caldero´n-Zygmund
operator.
We give here a sufficient condition to be Caldero´n-Zygmund.
Lemma 4.8.10. If the map
κ : (G× G) \ {(g, g) : g ∈ G} → C
is continuously differentiable on its domain and satisfies
|κ(g, h)| ≤ A
∥∥∥h−1g∥∥∥−dim G
G∣∣∣Xjgκ(g, h)∣∣∣ ≤ A∥∥∥h−1g∥∥∥−dim G−1G∣∣∣Xjhκ(g, h)∣∣∣ ≤ A∥∥∥h−1g∥∥∥−dim G−1G
for some A ≥ 0, then κ is a Caldero´n-Zygmund.
Proof. Clearly, the first inequality is satisfied.
Using the second inequality in our assumption, we obtain
sup
‖z‖G≤‖g−1g′‖G
∣∣(Xj)g1=gzκ(g1, h)∣∣ ≤ A sup
‖z‖G≤‖g−1g′‖G
∣∣∣h−1gz∣∣∣−dim G−1 .
Assume now that 2
∥∥g−1g′∥∥G ≤ ∥∥h−1g∥∥G. It follows that
‖z‖G ≤
1
2
∥∥∥h−1g∥∥∥
G
.
Since ‖·‖G satisfies a triangle inequality, it also satisfies a reverse tri-
angle inequality,∥∥∥h−1gz∥∥∥
G
≥
∥∥∥h−1g∥∥∥
G
− ‖z‖G ≥
1
2
∥∥∥h−1g∥∥∥
G
.
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Using the second inequality in our assumption, we have
sup
‖z‖G≤‖g−1g′‖G
∣∣(Xj)g1=gzκ(g1, h)∣∣ ≤ C∥∥∥h−1g∥∥∥−dim G−1G .
By the Taylor Remainder theorem, we conclude that
∣∣κ(g′, h)− κ(g, h)∣∣ ≤ C∥∥∥g−1g′∥∥∥
G
∥∥∥h−1g∥∥∥−dim G−1
G
.
The proof of the third inequality is proved similarly.
We can now state and prove the main result of the section.
Proposition 4.8.11. Assume that T ∈ Ψ01,0(G). The operator T is Caldero´n-
Zygmund. In particular, for each 1 < p < ∞ the map T extends to a
bounded map
T : Lp(G)→ Lp(G).
Proof. Let κ˜(g, h) def= κg(h−1g). It follows that for each φ ∈ S(G), we
have
Tφ(g) =
∫
G
φ(h)κ˜(g, h)dh
for each g ∈ G, where the right-hand side is interpreted in the sense
of distributions.
By the kernel estimates for ρ = 1 (Theorem 4.8.8), we have
|κ˜(g, h)| ≤
∣∣∣κg(h−1g)∣∣∣ ≤ C∥∥∥h−1g∥∥∥−dim G
G
.
Fix j ∈ {1, . . . , dim G}. Using the kernel estimates (Theorem 4.6.1),
it follows that
∣∣(Xj)gκ˜(g, h)∣∣
≤
∣∣∣(Xj)g1=gκg1(h−1g)∣∣∣+ ∣∣∣(Xj)g2=gκg(h−1g2)∣∣∣
≤ C
∥∥∥h−1g∥∥∥−dim G−1
G
,
and similarly
∣∣(Xj)hκ˜(g, h)∣∣ ≤ ∣∣∣(Xj)gκg(h−1g)∣∣∣ ≤ C∥∥∥h−1g∥∥∥−dim G−1
G
.
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We therefore obtain that T is Caldero´n-Zygmund by applying Lemma 4.8.10.
For the rest, we check easily (see for example [FR16, Proposition
3.2.17]) that being Calderon-Zygmund means κ˜ satisfies the assump-
tions of [FR16, Theorem A.4.4].
Naturally, this implies that T ∈ Ψm1,0(G) is bounded between Lps (G)
and Lps−m(G) for each s ∈ R. Since (I − LG)
m
2 ∈ Ψm1,0(G), it follows
that these Lp(G) estimates are sharp.
4.9 construction of parametrices
In this section, we show that the composition formula (Theorem 4.7.13)
and the construction of asymptotic limits (Proposition 4.7.15) can be
used to construct parametrices of so-called elliptic pseudo-differential
operators.
Before defining the concept of ellipticity, we define the following
linear operator
Eλ(Λ)
def
= I⊕
〈τ〉K̂+|λ|
2≥Λ span{τij :i,j=1,...,dτ}
when λ ∈ V and Λ ≥ 0.
We shall say that a symbol is elliptic if it is pointwise invertible for
“high frequencies”.
Definition 4.9.1 (Ellipticity). Let σ ∈ Smρ,δ(G). We shall say that that σ is
elliptic and of elliptic order m if there exists Λ ≥ 0 such that the following
property holds: for each γ ∈ R, there exists C ≥ 0 such that∥∥∥ξλG(I −LG) γ2 σ(g,λ)F∥∥∥L2(K) ≥ C∥∥∥ξλG(I −LG) γ+m2 F∥∥∥L2(K) (59)
holds for every F ∈ Eλ(Λ)C∞(K) and every (g,λ) ∈ G×V.
From the definition of ellipticity, we can construct an “inverse for
high frequencies” which satisfy certain symbolic estimates.
Lemma 4.9.2 (Inverse of an elliptic symbol). Let σ ∈ Smρ,δ(G) be an
elliptic symbol of elliptic order m, with Λ ≥ 0 given by Definition 4.9.1.
For any F ∈ Eλ(Λ)C∞(K), let
Eλ(Λ)σ(g,λ)−1 (σ(g,λ)F)
def
= F,
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and consider the unique extension of Eλ(Λ)σ(g,λ)−1 onto C∞(K) which
satisfies
Eλ(Λ)σ(g,λ)−1
∣∣∣
(σ(g,λ)Eλ(Λ))⊥
= 0.
The map Eλ(Λ)σ(g,λ)−1 is well-defined. Moreover, for each λ ∈ R, we
have∥∥∥ξλG(I −LG)m+γ2 Eλ(Λ)σ(g,λ)−1ξλG(I −LG)−γ2 ∥∥∥L(L2(K)) < ∞. (60)
Proof. Suppose that F1, F2 ∈ Eλ(Λ)C∞(K) are such that
σ(g,λ)F1 = σ(g,λ)F2.
By definition of ellipticity with γ def= −m, it follows that
‖F1 − F2‖L2(K) ≤ C
∥∥∥ξλG(I −LG)−m2 σ(g,λ)(F1 − F2)∥∥∥L2(K)
= 0,
so that the map is indeed well-defined.
Now, given γ ∈ R, we easily check by ellipticity that∥∥∥ξλG(I −LG)m+γ2 Eλ(Λ)σ(g,λ)−1F∥∥∥L2(K)
≤ C
∥∥∥ξλG(I −LG) γ2 σ(g,λ)Eλ(Λ)σ(g,λ)−1F∥∥∥L2(K)
≤ C
∥∥∥ξλG(I −LG) γ2 F∥∥∥L2(K),
which shows (60).
The previous lemma can be used to construct a symbol which in-
verts an elliptic symbol modulo S−∞(G).
Proposition 4.9.3 (Inverse of an elliptic symbol). Assume that 1 ≥ ρ >
δ ≥ 0. Suppose that σ ∈ Smρ,δ(G) is a symbol which is (Λ, m)-elliptic.
Let χ ∈ C∞(R+, [0, 1]) be such that
χΛ(r) =
1 if r ≥ Λ20 if r ≤ Λ1,
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for some Λ < Λ1 < Λ2, and define the symbol
ψΛ(λ)
def
= ∑
τ∈K̂
χΛ(〈λ〉V̂ + 〈λ〉K̂)Ispan{τij :1≤i,j≤dτ}.
The map
σ−1Λ (g,λ)
def
= ψΛEλ(Λ1)σ(g,λ)−1
defines a symbol of S−mρ,δ (G).
Proof. Let us first observe that
ψΛ = σ
−1
Λ (g,λ)σ(g,λ). (61)
Since ψΛ commutes with the powers of ξλG(I −LG),∥∥∥ξλG(I −LG)m2 σΛ(g,λ)−1∥∥∥L(L2(K))
≤ ‖ψΛ‖L(L2(K))
∥∥∥ξλG(I −LG)m2 Eλ(Λ)σ(g,λ)−1∥∥∥L(L2(K)) < ∞,
where the finiteness is given by Lemma 4.9.2.
We have thus shown that
sup
g∈G
ess sup
λ∈V
∥∥∥∥ξλG(I −LG)m−δ|β0|2 Xβ0σΛ(g,λ)−1∥∥∥∥L(L2(K)) < ∞,
for β0 = 0. Let us show it also holds for β0 of higher order.
By the Leibniz rule, we have
0 = Xβ0ψΛ = ∑
β0=β1+β2
(
Xβ1σΛ(g,λ)−1Xβ2σ(g,λ)
)
,
which implies that
Xβ0σΛ(g,λ)−1σ(g,λ) = − ∑
β0=β1+β2
|β1|<|β0|
(
Xβ1σΛ(g,λ)−1Xβ2σ(g,λ)
)
.
Since σ(g,λ) is invertible on Eλ(Λ1)C∞(K), we obtain
Xβ0σΛ(g,λ)−1
= − ∑
β0=β1+β2
|β1|<|β0|
(
Xβ1σΛ(g,λ)−1Xβ2σ(g,λ)
)
E(Λ1)σ−1(g,λ),
which allows us to conclude by induction and Lemma 4.9.2.
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Let us now work with difference operators. The ideas are the same,
but the proof is slightly trickier because we have a Leibniz-like rule
instead of the classical Leibniz rule.
Applying the Leibniz-like rule to (61), we obtain
∆Gj ψΛ(λ) =∆
G
j σΛ(g,λ)
−1σ(g,λ) + σΛ(g,λ)−1∆Gj σ(g,λ)
+ ∑
1≤k,l≤n∆,G
cklj ∆
G
k σΛ(g,λ)
−1∆Gl σ(g,λ).
Reorganising the terms above, and using the fact that σ is invertible
on Eλ(Λ1)C∞(K), we obtain
∆Gj σΛ(g,λ)
−1 + ∑
1≤k,l≤n∆,G
cklj ∆
G
k σΛ(g,λ)
−1∆Gl σ(g,λ)Eλ(Λ1)σ
−1(g,λ)
= ∆Gj ψΛ(λ)Eλ(Λ1)σ
−1(g,λ)− σΛ(g,λ)−1∆Gj σ(g,λ)Eλ(Λ1)σ−1(g,λ).
(62)
If R(g,λ) is the second line of the above, we check easily that∥∥∥ξλG(I −LG)m+ρ+γ2 R(g,λ)ξλG(I −LG)−γ2 ∥∥∥L(L2(K)) < ∞,
we can therefore deduce that∥∥∥ξλG(I −LG)m+ρ+γ2 ∆Gj σΛ(g,λ)−1ξλG(I −LG)−γ2 ∥∥∥L(L2(K)) < ∞,
by considering the equations (62) for all j simultaneously. Applying
∆αG to (61), we can deduce inductively by arguing like above that∥∥∥ξλG(I −LG)m+ρ|α|+γ2 ∆αGσΛ(g,λ)−1ξλG(I −LG)−γ2 ∥∥∥L(L2(K)) < ∞.
The general case can be deduced similarly by applying Xβ∆αG to (61).
We are now able to prove that any elliptic pseudo-differential operator
admits a left parametrix.
Theorem 4.9.4 (Existence of left parametrices). Let A ∈ Ψmρ,δ(G) be an
m-elliptic operator of order m with 1 ≥ ρ > δ ≥ 0. There exists an operator
B ∈ Ψ−mρ,δ (G) which satisfies
BA = IS(G) mod Ψ−∞(G).
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Proof. Since A = OpG(σ) is elliptic, we know that σΛ(g,λ)
−1 ∈ S−mρ,δ (G)
and
σΛ(g,λ)−1σ(g,λ) = ψΛ − σΛ(g,λ)−1σ(g,λ)(IL2(K) − ψΛ)
= ψΛ mod S−∞(G),
= IL2(K) mod S
−∞(G),
since IL2(K) − ψΛ is smoothing.
Therefore, letting B0
def
= OpG(σΛ(g,λ)
−1) yields
B0A = IS(G) − E0 where E0 = OpG(e0) ∈ Ψ−(ρ−δ)ρ,δ (G)
by the composition formula. Suppose by induction that we have de-
fined Bj and Ej = OpG(ej) for j = 0, . . . , k such that
(B0 + · · ·+ Bk)A = I − Ek where Ek = OpG(ek) ∈ Ψ−(k+1)(ρ−δ)ρ,δ (G).
Letting Bk+1
def
= OpG(EkσΛ(g,λ)
−1), we obtain
(B0 + · · ·+ Bk+1)A = I − Ek + Bk+1A = I − Ek+1,
where Ek+1
def
= Ek − Bk+1A is an operator in Ψ−(k+2)(ρ−δ)ρ−δ (G), again by
the composition formula.
Since the order of Bk strictly decreases as k strictly increases, it
follows that
B ∼
+∞
∑
k=0
Bk
defines an operator in Ψ−mρ,δ (G). Moreover, for each N ∈ N we have
BA− I + EN = (B−
N
∑
k=0
Bk)A ∈ Ψ−(N+1)(ρ−δ)+mρ,δ (G),
with EN ∈ Ψ−(N+1)(ρ−δ)ρ,δ (G). Letting N → ∞ on both sides of the
above, we obtain that
BA− I ∈ Ψ−∞(G),
concluding the proof.
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Combined with the L2(G) boundedness, the existence of paramet-
rices yields the following result.
Corollary 4.9.5 (A-priori estimates). Let m ∈ R and 1 ≥ ρ > δ ≥ 0. If
L ∈ Ψmρ,δ(G) is an elliptic pseudo-differential operator and
Lu = f
for some f ∈ L2s (G), then u ∈ L2m+s(G).
Moreover, we have the following a-priori estimate
‖u‖L2m+s(G) ≤ C(‖ f ‖L2s (G) + ‖u‖L2−N(G))
for each N ∈ R.
Proof. By Theorem 4.9.4, there exists a left-parametrix P ∈ Ψ−mρ,δ (G)
such that
PL = I− R, R ∈ Ψ−∞(G).
In particular, by the triangular inequality and Theorem 4.8.4 ap-
plied to P and R,
‖u‖L2s+m(G) ≤ ‖PLu‖L2s+m(G) + ‖Ru‖L2s+m(G)
≤ C(‖Lu‖L2s (G) + ‖u‖L2−N(G)),
concluding the proof.
Remark 4.9.6. Let us make a few comments on the last results.
• In Corollary 4.9.5, when L ∈ Ψm1,0(G) is of type (1, 0), then we may
replace 2 by any p ∈ (1,+∞) thanks to the Caldero´n-Zygmund the-
ory (Proposition 4.8.11).
• The result Corollary 4.9.5 can be localized by following [FR16, Sub-
section 5.8.3].
5 CONCLUS ION
Building upon the work of M. Ruzhansky, V. Turunen, V. Fischer and
others, we managed to define a global pseudo-differential calculus
on the motion group. The main contribution of this document is ar-
guably a shorter, less technical, and purely symbolic proof of the ker-
nel estimates, which is the key result in the strategy devised in [FR16].
Our analysis uses the specific structure of the motion group only
when we prove the existence of a finite, strongly admissible family of
polynomials satisying a Leibniz-like rule, and with adequate growth at
infinity to control the decay of the kernel away from the origin. Going
forward, it would be interesting to know which other Lie groups
possess such a family of polynomials, or whether the aforementioned
conditions can be relaxed in any way.
Unfortunately, the present document is rather academic in the sense
that applications of the developed calculus are left untreated. As an
example, we expect a sharp Ga˚rding inequality to hold on the mo-
tion group. Moreover, the study of the spectral and the propagation
of singularities of our pseudo-differential operators is also of interest.
This, along with other aspects, could be the object of future work.
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