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I. INTRODUCTION AND REVIEW OF LITERATURE 
Consider a grid of points in the plane and a class of steps such that, 
at any point of the grid, any step ends at One ô£ thê grid pôiftts adjacent 
to its origin. A planar random walk or path is a succession of a fixed 
number of steps starting at the origin. An example of such a grid and 
class of steps is the grid consisting of the points (i, j) where i and j 
are the integers and tlie class of four steps, the horizontal and vertical 
uait vectors, which if they start at the point (i, j) have endpoints 
(i+1, j), (i, j+1), (i-1, j) and (i, j-1) respectively. 
This thesis is concerned with the application of planar versions 
of the 'invariance principle' and the 'method of images' to three 
problems of planar random walks. 
Let r be an equilateral triangle centered at the origin. One 
problem considered is that of computing the asymptotic probability of 
a random walk with 'drift' intersecting a particular side of T before 
either of the other sides. This probability is easily computed for a 
two-dimensional Brownian motion so that the invariance principle 
provides asymptotic results for a certain class of random walks. 
Lawing and David (16) do the process computations for certain drift 
parameters ([i^, . 
For r a closed convex boundary centered at the origin let 
be the event that a random walk is absorbed at F , that is, the path 
touches or crosses F during one of its n steps. If P^(E^) is the 
probability of E^, the second problem considered is that of computing 
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the value of for large n for untied random walks. The value 
of 3.nd its limit is easily computed for a certain one of a class 
of random walks using the method of images. The invariance principle 
then provides absorption results for untied Wiener processes as well 
as aymptotic results for the rest of the class of random walks. 
The third problem considered is that of computing the limit of the 
probability P (E ) of the event E„, that a random walk tied at (0, 0) 0! n 0! n 
is absorbed at T at or before the L#n] step. Again the invariance 
principle and the method of images provides the probability th&t 
a tied Wiener process is absorbed at some t in .0 ^ t < a. 
An interesting application of the latter probability, P^(Eg^) , is its 
usefulness in generating the distribution of the waiting time for a tied 
Wiener process W(t) to be absorbed at certain cylinders. If X(t) is 
the time of absorption of W(t) , then for 0 < a< 1 
P(X(t) < a) = P(W(t) is absorbed at or before a) = Pq (Eq ,) . 
Hence, as a moves over the interval (0, l], evaluation of 
gives the distribution of the waiting time. 
Regarding limit theorems of functions of random variables 
X^, the invariance principle is said to hold if a limiting distribution 
exists and is independent of the distribution of the random variables in­
volved. Erdos and Kac (12) first used the invariance principle for 
computing asymptotic probabilities for certain functions of the partial 
sums of independent identically distributed (i.i.d.) random variables. 
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Their method'for evaluating limit distributions is to show that the 
invariance principle holds and then calculate the limiting distribution 
using a convenient distribution of the random variables. We follow a 
similar method for evaluating the limit probabilities for random walks. 
Use of the invariance principle for the Kolmogorov-Smirnov 
theorems is suggested by Doob (10) and proved by Donsker in (9). 
Donsker (8) further shows that the invariance principle-holds for a large 
class of functional s of partial sums of i.i.d. random variables. Under 
weak restrictions on the functional s, the limiting distributions are the 
same as the distributions of the same functional s defined in the class C 
of continuous functions on (0, 1) with Wiener measure defined on the 
appropriate sigma algebra of C . 
Billingsley (3) extends the notion of the invariance principle to 
dependent random variables and gives sufficient conditions for the limit­
ing distributions to.be those corresponding to the Wiener process. 
In proving the invariance principle for the maximum of the partial 
sums of i.i.d. random variables, Erdos and Kac (12) use the central 
limit theorem to show the joint distribution of the partial sums to be 
jointly normal. In the two-dimensional case for the untied random walks 
which are analogous to i. i. d. random variables the central limit 
theorem is still used. 
Doob (10) and Donsker (9), in dealing with the Kolmogorov-Smirnov, 
are confronted with dependent random variables. By leaning on the 
binomial character of their random variables, they are still able to use 
the central limit theorem in proving the invariance principle. The 
modification by Billingsley (3) for dependent random variables is to 
require that the joint distribution of the successive differences of the 
partial sums converges to the normal distribution. Neither of these 
seem adequate in the case of planar tied random walks. Rather we 
are able to use the fact that the multi-hypergeometric distribution con­
verges to the multivariate normal distribution. 
In regard to limit theorems for planar random walks we shall say 
the invariance principle holds for a particular event if the limiting 
probability exists and is independent of the type of steps used in gen­
erating &e random walks. 
One method of computing the probability of absorption for random 
walks, called the method of images, consists in establishing a one-to-one 
correspondence between the absorbed paths and a certain class of paths 
not confined by the boundary. This latter class of paths is usually easier 
to enumerate. This method and the equivalent reflection principle is 
generally attributed in the probability literature to D. Andre (1887). 
For one-dimensional random walks confined by an absorbing bound­
ary at c, the number of paths, , touching or crossing the line c and 
ending at a point v(v < c) is equal to the number of paths ending at 
v' > c where v' is such that | c-v| = |c-v'| ; Chandrasekhar (5) . 
Equivalently, is equal to the number of paths starting at 2c and 
ending at v ; Feller (13). In either case, there exists a one-to-one 
correspondence between the class of absorbed paths and the class of 
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paths starting at 0 (or ending at v) which, are symmetrically dis­
posée! with respect to the line c . 
This method has also had wide application in problems related to 
the Kolmogorov-Smirnov statistics. In particular, Gnedenko and 
Korolyuk (14) showed that certain probabilities of the one and two sample 
Kolmogorov-Smirnov statistics correspond to probabilities of random 
walks confined by one and two sided boundaries respectively. Carvallio 
(4) also discussed this application of the method of images from a 
different point of view. 
The correspondence between certain classes of two-dimensional 
paths is used by David (7) andOzols(19) in computing probabilities for 
a 3-sample Kolmogorov-Smirnov statistic. The method of images is 
applied to general classes of two-dimensional walks and boundaries by 
Mensing (17). 
Chapter II of this thesis reviews the method of images for random 
walks in the plane. The method is discussed in detail for a specific 
random walk and boundary. For this walk and boundary, it is shown 
how the method furnishes absorption probabilities for (i) confined tied 
paths, that is, walks terminating at a specific point which can be absorbed 
at the boundary at any of its n steps; (ii) partially-confined tied paths, 
that is, walks ending at a specific point which are absorbed at the 
boundary for only a portion of the n steps; and (iii) untied paths, that 
is, walks ending anywhere in the plane which are confined by an absorbing 
boundary. 
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Limits of these absorption probabilities are applied to tied Wiener 
processes in Chapter III. The partially-confined tied processes are 
considered first. An invariance principle for the event that a path is 
absorbed is established for a certain class of tied walks. The asymptotic 
computations for a particular one of the walks is then evaluated for two 
boundaries, an equilateral triangle and an isosceles right triangle. 
These results, combined with the invariance principle, provide the 
absorption probabilities for partially confined tied Wiener processes. 
Also included in this chapter are similar results for confined tied 
processes. 
Chapter IV considers the case of untied Wiener processes on [ 0, 1 ] 
which are confined by an absorbing boundary. The invariance principle 
for two-dimensional independent identically distributed random variables 
is given. This is combined with the limits of the absorption probabili­
ties for untied paths in Chapter II to establish absorption results for the 
untied processes. 
Chapter V uses the results of Lawing and David (16) about the 
probability that a two-dimensional Brownian motion with drift parameters 
is absorbed at % particular side of an equilateral triangular 
boundary. As in the previous two chapters, an invariance principle is 
established for such events thus giving the limiting probabilities for 
certain classes of random walks. 
The last chapter is an extension, to two-dimensional processes, of 
some results due to Anderson (1). The probability of absorption at a 
7 
cylinder with constant boundary for a tied Wiener process on [O, 1 ] 
is equated to the probability of absoi'ption for an untied process on 
Co, co) with a 'flaring' boundary. 
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II. THE METHOD OF IMAGES AND TWO DIMENSIONAL PATHS 
For a grid of points in the plane and a class of*steps let TT^ be an 
n step path consisting of stops from the given class. Also, let P be a 
boundary, consisting of a set of grid points and their straight line con­
nections, which encloses a convex region. The problem considered is 
that of computing, for several types of walks and boundaries, the proba­
bility that a path leaves the enclosed area, that is, touches or crosses 
r . For problems in which T is considered, to be aa absorbing barrier, 
the above probability of escape is the probability of absorption of a path. 
The method used for computing the absorption probability is the 
planar version of the method of images. This method consists of estab­
lishing a one-to-one correspondence between the set of absorbed paths 
and a set of paths ending at specific points in the plane. Such computa­
tions using this method have been catalogued for several systems of 
walks and boundaries by Mensing (17) for paths tied to a specific point, 
usually the origin. A more concise development of the method is given 
here and its application is extended to partially-confined tied paths and 
untied paths. 
A, A Set Theoretic Identity 
Theorem 2.1. Let A^, A^ and B be finite disjoint sets and let R be 
a map of A^ U A^ U B into itself such that 
for all a € A^, R(a) e A^ U B and R^(a) = a (2.1) 
for all b € Ag U B, R(b) e A^ and R^(b) = b . (2.2) 
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Then 
|b| = |AJ - |Aj (2.3) 
where (x |  denotes the number of elements in the set X . 
Proof. To establish Equation 2. 3 we need to show that R : U B 
is a 1 - 1 , onto map. 
1. R is onto. 
Lat b s A^ U B be given. Equation 2 . 1  implies that E(b) = a g A 
and R^(b) = R(a) = b . Hence a = R{b) « A^ is such that R(a) = b . 
2. R is 1 - 1. 
Suppose R(a^) = RCa^) for a^, a^ e A^ . Using Equation 2. 1, 
a^ = R^(a^) = R^(a^) = a^ . 
Therefore the number of elements in A^ equals the number of 
elements in A^ U B . That is, (a^| = |A^ U b( . Since A^ and B are 
disjoint, (A^ U b| = | A^| + |B| and Equation 2. 3 follows. Q.E.D. 
For the application of this result to random walks in the plane, the 
symbols of Theorem 2.1 are to be given the following interpretation. 
Let B be the set of paths which intersect with F. That is, for paths 
TT^ starting at the origin and consisting of n steps, B is the set of 
paths TT^ such that at least one step of TT^ touches F or is outside the 
region bounded by F , Such paths 77^ will be said to be not in F and 
will be denoted by ^ F in the sequel. 
To identify the sets A^, A^ and the map R consider the special 
case of F in Figure 1 where F is a rectangular boundary. The regions 
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Figure 1. Rectangle boundary and steps of length JZ 
indirections 7r/4, 37r/4, 577/4 and 777/4. 
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denoted by +'s will be referred to as the (+) region and the areas 
including -'s will be the (-) region. The sets Aj^, Ag are sets of 
paths which end at certain points within the (-) and (+) regions re­
spectively. 
The map R defined on A^ U A^ U B is a reflection operation which 
operates on the portion of a path after its last point of contact with F or 
the 'auxilliary' grid. This grid consists of an extension of F throughout 
the plane and is indicated by the dotted line g in Figure 1. 
B. Application to Confined Tied Paths 
A confined tied path is one which (i) after n steps is restricted to 
end at a particular point in the plane and (ii) can be absorbed at the 
boundary at any one of its n steps. This is the type of walk that is dis­
cussed by Mensing (17). 
Let e e r be the endpoint of a confined tied path TT^ .• Each TT^ con­
sists of n steps of a class of possible types of steps satisfying the re­
striction that ends at e . For e e F , let + (-) be the points in the 
plane which are symmetrical to e about F and which would coincide 
with e e F after an odd (even) number of reflections about the sides of 
F . Such points are indicated in Figure 1. 
Consider the event 
E : a path TT intersects with F at some step . 
n ^ n ' 
As discussed by Mensing (17), the probability-P^(E^) can be computed 
using the method of images. To illustrate the application of this method 
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consider a particular class of steps and boundary. Let the grid be the 
points (i, j) where i, j are the integers such that |i-j| is even, 
Consider the four steps, as indicated in Figure I, which are of length 
•/T in the directions (measured in radians in a counter clockwise direc­
tion from the positive horizontal axis) 7r/4 (E), 37r/4(F), 57r/4 (G) 
and 7îr/4 (H) . The boundary F is a rectangle with horizontal and ver­
tical sides of length and respectively. For e the origin, the 
points + are , |kj =0, 1, 2,... and (k^( = 0, 1, 2,... 
such that k^ + k^ is odd. The points - are those such that k^ + k^ is 
even. 
Define the sets of paths 
: paths ïï^ ending at e which intersect with F at 
at least one of its n steps 
: paths ending at a + point 
Ag_ : paths ending at a - point 
Then the following resillt holds. 
Corollary 2.1. For B , A + and A defined above 
•' e e^ e" 
|B^| = |A^+| - IA^.I . (2.4) 
Proof. Surely the sets, B^ , A^^ and A^_ are disjoint. To use the 
results of Theorem 2. 1 let the map R be defined as follows. R is a 
reflection operation operating pn the portion of a path IT beyond thé 
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point s of last contact of ïï with T or the auxiliary grid (called the 
grid in the sequel). For 
1. s on a horizontal grid line, R{W) is the path formed by inter­
changing steps after s of types F and H. 
2. s on a vertical grid line, interchange steps after s of types 
E and G. 
3. s on the intersection of a vertical and horizontal grid line, 
interchange steps after s of types E with F and G with H. 
For any TT c U there is a last point s of contact with the 
grid and all steps after s are in the region bounded by F or a region 
including a - point. By 'reflecting' steps after s using the above 
rules, all the steps of R(7r) after s will be in a region including a + 
point and R(7r) ends at the + point. That is, R(7r) e . Also, 
R(R{7r)) = ÏÏ . The same is true for TT e A^+ . Two such paths and their 
images are shown in Figure 2. 
It is easily seen that Equations 2. 1 and 2. 2 in Theorem 2. 1 are 
satisfied. Hence the number of paths in A^_ U B^ equals the number 
of paths in A^^ . Since A^_ H B^ = 0 , 
|BJ = |a^+| - IA^.I . Q.E.D. 
In summary, the conclusion states that the number of confined 
paths tied at e which are absorbed at T is equal to the number of paths 
tied to the points + minus the number of paths ending at the - points. 
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Figure 2. Reflection operation for confined paths 
1 2 ÏÏ , U and a partially confined path, 6 , 
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If is the total number of paths ending at e , the probability 
P^(E^) that a path is absorbed is 
s e e  
Expressions for P^(E^) are given by Mensing (17)' for several bound­
aries and classes of steps. 
This development of the method of images for confined tied paths 
simplifies the development given by Measiag (17). lathe latter, for each 
path b e there were associated two sets of paths, and , 
ending at + and - points respectively. These sets included all paths 
which coincided with b after several reflections about F . It was shown 
that 1 + l-^be" ^ ~ l-^be"*"^ " required that two operators be defined, 
one which folded paths into a path in and a second one similar to the 
map R above. The results for all boundaries and classes of steps con­
sidered by Mensing (17) can be simplified in the same way as was done 
for the special case above. 
C. Application to Partially Confined Tied Paths 
A partially confined tied path is one which (i) after n steps is re­
stricted to end at a particular point in the plane and (ii) can be absorbed 
at the boundary at or before the [an]^^ step for a e (0, 1) . 
For a partially confined path 6^ tied to e e T consider the event 
E_ : a path 6 intersects with T  at or before the 
an ^ n 
' 
Can]^ step . 
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As was done in the previous section for confined tied paths, the 
probability of can be computed using the method of images. 
Using tlie same steps and boundary as in section B, define the fol­
lowing sets of paths 
B^e • P^tths 6^ ending at e which intersect with T  
at or before the [an]^^ step 
D : paths ô ending at e such that 5 « F at the 
— a e ^ n ^ n ^ 
nth 
step 
step the path is in the region including the point + 
th 
Coin] 
Ac^e+ • paths ending at some + point such that at the Can] 
•^ae" • ending at some - point such that at the [an] 
step the path is in the region including the point -
Then the following result holds. 
Corollary 2.2. For B„, , D^, , A^, + and A^, _ defined above 
' ae ae a e^ ae 
B a a l  =  
Proof. For every 6eB ,6eD or 6 intersects with F 
' n ae n ae n 
before the Can]^^ step and is within F at the Can]^^ step. Let E_ 
a e 
be the set of latter paths. Thus, B„, = U D . 
^ ae ae ae 
To show that | E^ I = [A^ +1 - 1a„ _ I , a reflection operation 
a e ' ' a e~ ' ' a e ' 
similar to R of the previous section is used. Let s be the last point 
of contact of a path with the grid before the [an]^^ step. Define R as 
follows. For 
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1. s on a. horizontal grid line, B.(6) is the path formed by inter­
changing steps after s of types F and H » 
2. s on a vertical grid line, interchange steps after s of types 
E and G. 
3. s on the intersection of a vertical and horizontal grid line, 
interchange steps after -of types E with F and G with H, 
For a path 6 e E U A , there is a point, s of last contact with 
^ OLQ ae- ^ 
r , Also, the step is within F or a region including a - point. 
By reflecting steps after s , s is the last point of contact of R(6) with 
the grid before the step and the Coin]^^ step is in a region includ­
ing a + point. That is, R(6) e A^. Also R(E.(6)) = 6 . The same 
holds true for a path in A^^^ . An example of a partially confined path 
and its image is included in Figure 2 for n = 17 and d = . 3 . 
From the above it is easily seen that R satisfies the hypotheses of 
Theorem 2. 1. Thus 
K J  =  D-
If N is the total number of paths ending at e , 
^  . ( Z . n  
e e e e 
To illustrate an explicit computation for consider the 
special case of an equilateral triangle boundary with sides of length 3.6 . 
For paths of unit steps in directions 0, Zïï/3 and 47r/3 and e the 
origin define 
N 
o 
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: total nvunber of paths 6^ ending at e, = nî. 
n : number of paths 6 . such that 6 iF at the [an]^^ step, 
o * n n ' * 
N.j : total number of paths 6 ending at the point U.j after n 
steps, where = (3^j/2 ^  /rii(2i-j)/2) . 
n_ : number of paths ô tied to U^j that lie, at the [an]^^ step, 
_L 
in the (_) region bounded by an equilateral triangle centered 
at U.. . 
Equation 2.7 becomes 
where 
[3%] r 
n ^ / N  + 3 S  S  ( _ l ) ' ( n . V N . . ) ( N  V N  )  ( 2 . 8 )  
° ° i=l jeJ(i) ° 
J(i) = [2-i, 3-i, 5-i, 6-i,..., 2i] 
r = 
2 if j = 2-i, 5-i. 8-i, . .., 2i-l 
IjL if j = 3-i , 6-i , 9-i , 2i 
Comparing the sets -^3+(•^g-) '^oie"'" in Equations 2. 4 
and 2, 6 respectively, the fo'rmer includes all paths ending at the + 
points while the latter includes the subset of these paths which are in a 
certain region at the Coin]^^ step. As (% -» 1, [•A-Q,g+( since 
the condition that the path end at a + point implies, for a close to 1, 
the Can]^^ step will be within the region including the point + . Like­
wise, |D^^| -^0 since ending at e implies the [an]^^ step is within 
19 
Relative to the computations for the equilateral triangle given in 
Equation 2.8, as a-> 1, n^->• 0 and n^/N.^-> 1 for all i, j. Thus, 
for Qi = 1 J Equation 2. 8 is 
[n] 
i=l jeJ(i) 'J 
which is the alternating series adding and subtracting the number of 
paths ending at the + and - points respectively throughout the plane. 
D. Application to Confined Untied Paths 
A confined untied path is one which (i) after n steps ends at any 
point in the plane and (ii) can be absorbed at the boundary at any one of 
its n steps. 
For the same class of steps and boundary as used in the previous 
sections and a confined untied path define the sets of paths 
B : paths such that Y^ intersects with F at some step. 
A_^ ; paths Y^ such that Y^ is in the (+) region at the n^^ step. 
A : paths Y^ such that Y^ is in the (-) region at the n^^ step. 
Aç,: paths Y^ such that Y^ ends at a point of the grid. 
Then, the following result holds. 
Corollary 2,3. For B* A_^, A_ and A^ defined above 
(B| = 2|A,| + |A_| . (2.9) 
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Proof. 1. For every e B , the endpoint of is either in T , on the 
grid or is in the union of the regions (+) and (-) . If the endpoint is on 
tlie grid, Y^ e . Otherwise let be the subset of paths Y^ e B 
such that the endpoint of Y is in F . It follows that |b^| = |A^j -
A. I .  
For each e g F, Corollary 2. 1 established that 
B^l = (A ,| - IA. 
e' ' fi"'" 
Since H  B^, = A  ^ H A  , +  =  A  H A  , _  =  0  f o r  e  e ' ,  
e e' e'^ e e' 
IB^^I = s IA +1 - s |A I = |A+| _ |A_ 
eeF ^ ee-F ® 
Therefore, 
IBI = IB^^I + |A^| + |A+| + |AJ 
= 2(A+| + \ A q I  .  Q . E . D .  
This result can also be shown using a slightly different approach. 
Instead of fixing on the endpoint of a path, it is possible to fix on the 
step at which contact is first made with F . This approach, given 
below, is an extension to two-dimensions of the method used for count­
ing one dimensional walks by Bachelier (2) and Doob (11). 
Proof. 2. For n' = 1, Z, , n define the sets 
B^, : paths Y such that Y intersects with F first at 
n' ^ n n 
the n'^^ step and the endpoint of Y^ is in F . 
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: paths intersecting with F first at the n'^^ step 
with endpoints in a + region, 
A , : paths Y interseeting with F first at the n'^ step 
-n n ' 
with endpoints in a - region. 
For each n' , the consequence of the method of images is 
I  = |A^„,| - |A_^, 
Therefore, 
lA+l = f |A+„,I = ^S|A UA_^,UB;;,| 4|A,UA.UB"| 
n'=l 
and 
|B1 = |A, UA_UB''| + |A_| 
= 2|A^| + \A^\ . Q.E.D, 
For Y^ consisting of steps from a class of steps containing k 
different types there are possible paths. For the event 
: an untied path intersects with F at some step 
the probability is 
P^(D^) = [2|A^| + lA^ll/k"" . (2.10) 
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To illustrate an explicit computation of P^(D^) again consider 
the equilateral triangle boundary and the 3 unit steps in directions 0 
Zit/S and 47r/3 . Define 
n^ ; number of paths which are at the grid at the n^^ step. 
n^j : number of paths which are in the (+) region centered at 
U.. at the n^^ step. ij ^ 
Equation 2. 10 becomes 
n^/s"" + (6/3^) ^ S n.. (2 
^ i=i jcJ(i) 
where J{i) = C2-i, 5-i, 8-i, 2i] and the points U.^ are those 
given in the previous section. 
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ni. TIED WIENER PROCESSES 
We shall consider the application of the method of images to com­
puting probabilities of certain events related to tied Wiener processes. 
Let CW(t) = (Wj^(t), W2(t)); 0 < t < 1 ] be a tied independent bivariate 
Wiener process. That is, W(t) is a Gaussian process with E[W(t)] = 
(0, 0) for all t in 0 < t < 1 ; EtW.(r) W.(s)] = r( 1-s) for 0 < r < s < 1 
and i = 1, 2; and ECw^, (i') Wg(s) ] = 0 for 0 < r , s < 1 . Let Cp be a 
cylinder in (x^, ^2, t)-space with a closed convex base T in (x^, x^)-
space. The problem considered is that of computing the probability, 
for 0 < a< 1 , that W(t) touches or crosses one of the sides of Cp, 
that is, is absorbed, for some t in 0< t< a. 
For certain classes of random walks in the plane, the asymptotic 
absorption probability is equal to the probability of absorption of W(t) . 
This is a consequence of the planar version of the invariance principle. 
In addition, the asymptotic computations are simple for a particular 
random walk in the class thus providing the probability of absorption for 
the Wiener process as well as asymptotic results for the rest of the 
class. 
A. Partially Confined Tied Wiener Processes 
For 0 < a < 1 , consider the event 
E^: W(t) ^ Cp for some t in 0 < t < a . 
We show in this section that the probability of E^ is the limit of the 
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probability, under random permutation of s t e p s ,  of the corresponding 
event defined in Chapter II for two dimensional random walks. 
1. A planar invariance principle 
Consider a two-dimensional path TT ^ n = m(q+l) , consisting of m 
steps of each of q+1 types [Z,, Z-,..., Z ,] such that S Z. = 
^ ~iS ~q+i 
(0, 0) . Let be the uniform measure on the set of all such paths. 
Also, let C be the set of all continuous functions on Ç0, 1 ] to and 
let Pg denote the probability measure on the usual cr-algebra of subsets 
of G corresponding to the tied independent bivariate Wiener process 
W(t) . If the Z.'s are the two-dimensional projections of a q-dimen-
- 1 / 2  
sional simplex with sides of length proportional to n then, for 
0 < a< 1 , converges to P^(E^) . 
Lemma 3. 1. Let 77^ be a two-dimensional path ..., consisting 
of steps of q types, Zj j = 1, 2,..., q each of length proportional to 
n"^/^ such that 
.n 
S 
i=l 
X. = (0, 0) (3. 1) 
q  
s Z. = (0, 0) (3.2) 
j = l' 'J 
and for S « = SX. and 0<t,<t,< ...<t< 1 
. , ~i — i i K — 1=1 
for any finite k, where CW(t): 0 < t < 1 ] is the two-dimensional tied 
Wiener process. 
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2 For r a 'closed convex' boundary in R , Cp the corresponding 
cylinder in (Xj^, Xg, t)-space, and Pg defined above and 0 < (% < 1, 
define the events 
: 6 ^ Ê r for all ^ = 1, 2, . . ., Can] 
an 
E^: W(t) e Cp for all t in 0 < t < a . 
Then 
n—>00 
Proof. Let k e l"*" be given. Define 
^k, a 'W(jO!/k) 6 Cp for all j = 0, 1, . . k] 
and for n. = [ian/k] 
In,k,C = SJ: Sn.^rfcrall i = 0, 1 k] . 
A consequence of Equation 3.3 is that for any Ci,  k 
n->cx) 
Let 
r  D =  X  ) :  S . 6  r  for i = 0, 1 r-1 and S^ = p ^P]  Àlf J' ) y rs* JL i , 
Also, for r, p fixed, let C (n, q) denote the set of possible p, r —-
compositions, c, of the last n-r steps of the paths in E . That Hf r f p 
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is, c specifies the number of steps of each of the q types in the last 
n-r steps. Then, defining the event 
E  s  C ( X , } :  S .  €  r  f o r  i  =  0 ,  1 ,  .  .  . ,  r -  1  a n d  
n, r, p, c ~n i 
= PS^ r and (X^, . . ,, X^) has composition c] 
it follows that 
=  u  ^  ( 3 . 6 )  
' P , r  
n,r,p n,r,p,c 
and 
E ^ n  =  C ( X ^ , .  X J :  T  for some i=0, 1, . . ., Can!) 
C a n ]  
=  u  u  u  e  
r=l = 
where is the set of possible excess locations p for paths exceeding 
r at the r^^ step, Y(n, r) is the number of such points and 6(n, r,p) is 
the number of compositions, c e C , of the last (n-r) steps for paths p, r 
passing through p jî'T at the r step. Then 
r=l p=p, c=c, ^ 
^ ^ (3.8) 
For n. , < r < n. and r, p, c fixed, I-1 — 1 
En,r,p,c = ' 
( 3 . 9 )  
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So 
=  ^ n ( ® n , r , p , c ' ï ' n ( l l £ n r S r l l i ' l ® n , r , p , c '  
and 
F f p f C  *  
+ s S S P„(E n lls^ . s^ll < o (3.11) 
r p c > 'f 1 
Looking first at the last term of the inequality in Equation 3 . 11, let 
But, 
Hence 
r p c ^ 1 
= [tt : S cT and ||s - S_|| < e for some r=l,2,.,.,Co!n]]. 
TT € F S r - e for some i=l, 2,...,k 
n "^n^^ 
P (F) < P (CiT" : S «/ r - e for some i=l, 2, . . . , k] ) 
n* ' — n ~n. 
=  ' - P X , k , a '  
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where 
I ^ , ^ = { 7 r : S  c T - e  f o r  a l l  i = l ,  2 ,  .  . , ,  k )  
and r - e is the boundary e units from F in a perpendicular direction 
toward the center. 
Looking now at the first term of the right hand side of Equation 3.11, 
r,p,G 1 ^ r,p,c I 
square with sides of length </% ê  (E ) . (3. 13) T c 
In order to bound this probability, define 
= horizontal projection of 
Z^i = vertical projection of 
Then 
q 
Z.. = S n.. i. cos 6. 
u .,1 Ji J J 
q 
Z,. = s n.. sin 6. j=l J J 
where 6^ is the angle, measured from the horizontal axis, made by step 
Z., JL. is the length of Z. and n.. is the number of such steps included 
in S. . 
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Letting 
for n. = r' 
. = JïT I. cos 6. 
Ij J J 
= >/n" sin 6. 
2j J J 
^ n . r . p . c -
J * ' 
where Wj is the number of items of type j , j = 1, 2, . . . , q, in a 
random sample of size r' - r from a population of size n-r containing 
Vj(n, r,p, c) items of type j. Then, for any fixed n, r,p, c and h = 1, 2 
q 
E[/r(Z^^, - Z^^)] = (r'-r) v./(n_r) (3.15) 
and 
vC^(Zj^ri -  = (r ' -r ) (n-rVn-r .I )Cs^\^.  
Let 
U, = n'l/Z S L .W. . (3. 17) 
" j = l "J J 
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Then, using Equation 3.15 _ 
E ( . U ^ )  =  ( r ' - r / n - r ) Z \ ^ . V j / n ^ / ^  .  ( 3 . 1 8 )  
But 
r ' - r / n - r  <  ( n a / k ) / n (  1 - a )  
= a/k(l-o!) (3.19) 
since n.-n. , = ntt/k. 
Using the hypotheses, S X. = (0, 0) and 2 Z. = (Q, 0), . = 0 
i=l^^ j=l~J j=l 
for h = 1, 2 and given E , 
^  n ,  r , p ,  c  
n - r / q  -  K j  y ï ï  <  V j  <  n - r / q  +  K j  / n  .  ( 3 . 2 0 )  
Thus, using Equations 3. 19 and 3.20, for n and k large, 
E(U^) < (72/2 . 
The event 
or C 1 > e//2 ] 4=» [u^ - E(U^) > e/yi - E(U^) 
Uh - E(Uj^) < -€//2 _ E(U^) ] 
[ |U^ - E(U^) I > e/2 ^ 2 ] for large k 
Therefore, using Tchebyschev's inequality 
P(|Uj^| > « / / % )  <  p ( | u j ^ -  e ( u j ^ ) |  
< 8V(0j^)/€^ 
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<  a/ 2 k [ s \ ? . -  2  S \, A, .,] —>-0 as k—>00 . 
i M' (3.21) 
Returning to Equation 3.13, the event 
[s , - S outside a square with sides of length e E ] 
~r' n,r,p,c 
t 
C | Z l , , - Z l J > W V T  o r  
H 
c | u j > c / y r  o r  l u g l  > e / y r ]  .  
Therefore, using Equation 3.21 for fixed r, p and c 
^ (3.22) 
Returning to Equation 3,11, combining the results of Equations 3. 12 
and 3.22 
: - P.IEL) 1 °W+(i-PX,k,c«" 
Thus 
Pn^n.k.oJ - i PJ^ànl i Vn,k,«l ' 
For 6 , k fixed, letting n->oo and using the result in Equation 3. 5 
PnPi, J - 1 1 i ^D'^k. c) ' 
(3.25) 
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For 0 < a< 1, as k-> oo , . .. form a sequence of 
measurable sets such, that 
(i) 
since [W e E* ] Cw e I, ^ for all k] Cw e iim inf L ] . Ol K) w Ot 
(ii) for = [W(t): W(t) is within or at Cp for all t in 
0 < t < a], Mm sup ^ C E^' 
since [W / 3 ==v^ [W is outside Cp for some t in 0< t< a] 
Cw Ik Qj for large k] ==> [W e ^im inf ^,3 • 
Since the paths in C are continuous, ^ 
fore, using a result in Halmos (15, p. 40) ~ " 
s u p s u p l ^ ^  ^  < P D ( E ^  <  P ^ ( ^ i m i i i f ^  
< Xim infPj^(Ik^Q^) . (3.26) 
So 
Similarly 
•  ( 3 - 2 7 )  
k-#oo 
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Thus, for e > 0 fixed, letting k-^oo 
1 1 • (3.29) 
Finally, letting 6->0, 
P n (^Ln) = • O ' E . D .  
n->co 
A necessary topic for investigation is to study under what circum-
staaees hypotheses 3.1 and 3, 2 are implied by 3.3. A possible case to 
be considered is when form a simplex in (q-l)-dimen-
sional space. This case, as indicated later, satisfies all three 
hypotheses. 
Lemma 3.2. Let = [y, , . . ., Y_] be an m-dimensional integer 
~ I m 
valued random vector such that for any Oi in 0 5. ^ » zind 6 > 0 the 
joint probability function is 
m+1 + k.ô n^^^ 
V = ( / "W 
j 
m m 
where . = - S k. , r , , = an -Sr.. 
m+1 J m+1 j = i J 
Then, letting = (Oin/m+1) 
N[K,= aK, S] (3,31) 
m  - 1  . . . "  1  
where K = Ck,, . . ., k ]' and S =——* . -1]. 
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Proof. Using a theorem due to Okamoto (18), we need to show that 
iim + Jn x^) = f(x^) for any e (3, 32) 
n-+oo 
where f(*) is the m-dimensional normal density function with para­
meters ji and S . 
Letting r^ = (an/m+1) + /ïî , 
+ k. Ô 
n ™ 
(a„) - Sx. 
m+1 
,(^,1/2(^,1/^.5..,,J, 
- (3.33) 
k 
For fixed Y.'s such that S v. = 0 
J j = l J 
/k k 
^im (n! )^/ TT (n + Y-n^''^)l = expC-i S y^3 
n->oo / j=l J j=l J 
Thus, the numerator of Equation 3. 33, for n large, approaches 
, , m+1 , , m+1 - -m+1 ^ 
expC-4(m+l){;^ Sx. +•— S (k.6-x.)^ - SkfJ] , (3.34) 
^ « j=l J j=l J J j=l J 
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m. 
Since x__ ,, = - S x., this becomes j=l J 
1 m+1 f, ,2 [2 Z (X .  . + S S(x..a6k.)(x.-a6k.)]] . (3.35) 
^ zoiiuci) j  y j = i i ^ j  J  J  1  
Looking now at the denominator of Equation 3.33 and using Stirling's 
formula for nl, 
"• ton]! Ul-a) ]! 
(3.36) 
Thus, combining the results of Equations 3.35 and 3.36 
m/2 / m , , m. iimn^/'^P ((I'^+yZx"") 
n->oo " ~ 
is the normal density function with mean ji = aôK and 
" h .  Q . E . D .  
(m+1)^ 
Lemma 3.3. (Chernoff (6)) Let be an m-dimensional random 
vector. If Y^, then Y^ Y^^ for k < m . 
Proof. Let g(j^) = be the k-dimensional projection function on 
m-dimensional space. 
Let fô(X) denote the Borel sets corresponding to the function X. 
For S^ € R(Y^) , g" \s^) = S^ x Y^"^ e IB(Y^) x B(Y^"^) = R(Y^) . So 
g( •) is a measurable function. It is continuous, therefore 
Xim£(y^) = Mm f(g(y^)) = ^(g{y"^)) = •-(y^) . (3.37) 
n-Voo n-^-oo 
Q . E . D .  
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Theorem 3.1. Let Tt be a two-dimensional path X,,..., X such 
n ^ ~1 ~n 
that each step is one of a set of (q,+l) possible steps 
where 
a, TT consists of n/q+ 1  steps of each Z . ,  j = 1, . . . , q+1 
n ^ 
b. the set Z^, . .. , Z^^^ are projections of steps U^, . . ., 
- 1 / 2  
which form a simplex with sides of length proportional to n in 
q-dimensional space. 
Then, for 0 < a < 1 
n-^00 
Proof. Consider a q-dimensional path p^ consisting of steps 
Y , , . . . ,  Y  w h e r e  e a c h  Y .  i s  o n e  o f  t h e  q + 1  t y p e s  o f  s t e p s  U . ,  .  .  . ,  
- 1 ~n x J JT ~i 
U and let S? = S Y. 
~q+l ~i j = 
Let . . ., be the q-orthogonal projections of S? on the 
'axes' of q space. Then, for h= I,..., q, 
—  1 / 2  
where is the h^ coordinate of the projection of U^. in the h^ 
direction and r^^ is the number of steps of type j in the first i steps 
of a path. 
q+1 
Since U,, . . . ,U ,, form a simplex, L . = 0 . Also, for any 
~q+l j = l 
i  =  1 ,  2 , . . . ,  n  t h e  r . . ' s  a r e  m u l t i - h y p e r  g e o m e t r i c  r a n d o m  v a r i a b l e s .  ji -• 
Thus 
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E'V = ° 
V(Vj^.) = i(n-i) S\^./(q+l)(n-l)n 
= 0 • 
For 0 < tj < .. .< < 1 , let 1 = Cnt^] . Then a consequence of 
Lemma 3. 2 is that 
- ^ ^ Z c n t j  % n t ^ ] ^  
where . .., and W{ •) is a q-dimensional tied Wiener 
process on [0, l] . This result holds since 
a. For h = 1, . . ., q and nt^ an integer 
and 
) (3-40) 
j = l "^j.nt^ ^^1 
for rj =0, 1,..., min (n/q+1, nt^) where = [r^ 
r ]'. For |i. = nt,/q+1 , using Lemma 3. 2, q, ntjj J i 
Therefore 
t.{l-t.) 0 
P n t Z n t  =  n  2 x 2 ' ^  •  1 0 sx^ 
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b. Since 
n 
^'£nt 'Snt ' = (3.43) 
2  1  i = l  " ( V ' l )  
^ nt " (^2 " )/(! - t^) , it follows from Lemma 3.2 
that 
, , , (t,-t,)(i-t-) sxf. 0 
-«[J, . - ^ 
(3,44) 
Combining the results of Equations 3,41 and 3.44 with the fact that 
q+1 2 
23 \,. = q+1 for all h, 
j=l 
t  ( l - t  ) I  t , ( l - t  ) I  
PJV , V ) ->N[0, S = ( ^ )] (3.45) 
n ~nt^ ~nt2 t^(l-t2)I t2(l-t2)I 
where I is the qxq identity matrix. Therefore 
B y ]  •  ( 3 . 4 6 )  
This is easily extended to any finite k . 
If is a two-dimensional path with steps which are two-dimen­
sional projections of U,, . . ., U ,, , let . , X- ; be the two-
^q+i c,xiz^ — 
dimensional orthogonal projections of on the horizontal and verti­
cal axes. Then, X^, = [X, , X_ , ]' is a subset of V . . Hence, 
rwXlt, rs, i , IlL. Ht. ^llt. 
X I X X 
using Lemma 3. 3, for any finite k , 
^ ^ C w ( t j )  w ( y ]  
where W( •) is the two-dimensional tied Wiener process on [0, l] . 
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With this result and since TT^ consists of n/q+1 steps of each of 
q+1 types of steps, conditions 3,1 - 3.3 of Lemma 3. 1 are satisfied. 
Thus 
iimP^(E^^) = P^{E^) . Q.E.D. 
n-^oo 
2. Limiting results for F an equilateral triangle 
For r an equilateral triangle, consider the simplex in two-dimen­
sional space consisting of vectors " (i/^0); = (- l//2n", 
nJT/sJZn ); and = (- l/>/2n , -JT/^2n ) . The limit of is 
easily obtained for this-case. 
For paths consisting of steps of-types Z^, Z^ and the 
event TT^ intersects with F at or before the [oin]^^ step, define 
the random variables: (j = 1, 2, 3) 
, f. : number of steps of type Z. in the first Can] steps 
QLi Hj K| 0 J 
1 / 2  in a path containing n/3 + k^ôn steps of type Zj . 
Also, let 
Lemma 3.4. For Z^, Z^, Z^ and ^ ^ as defined above, for 
6 > 0 , S k. = 0 and 0 < a < 1 , 
j=l ^ 
"^^^372 ^j,n,k,Ô ' HTI ^ a,n,k, 6^ ->N[(a5k^,&6k2);-l^(_^ 
(3.47) 
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3 
Proof. For 0  <  a <  1 ,  6  >  0  and S k. = 0 , the random variables 
V A ' j = 1, 2, are equivalent to counting the number of items of Kf 0 • 
type Z .  in a sample of size [cdn] from a population of size n con-
^  1 / 2  taining n/S+k^ôn items of type Zj . Thus, for an an integer, 
n/3 +k.6n^^^ n/3 +k_6n^^^ n/3 - (k^+k-)6n^^^ 
P ( : : r ' 2 ) = (  r  ) (  r '  ^  « n -Ll 
1 2 12 _ . 
(3 .48)  
I / O  
for 0 < r. < min(an, n/3 + k.6n ") . This is a probability function of 
J J 
the form hypothesized in Lemma 3.2, The conclusion follows. That is, 
—  1  — 2  for large n, the distribution of R^, , « » , c is approximately 
^ a, n, k, 6 a, n, k, 5 ' 
bivariate normal with 
Let r be an equilateral triangle with sides of length 3/2" it and 
let TT^ be a path consisting of n/3 steps of each of the 3 types of steps 
Zy Z^, Zj . Also let 
N : total number of paths, TT 
o n 
,n^ : number of paths, 1T^, that do not lie in F at the [o^n] step 
N^j : total number of paths consistings of steps Z j,, Z^, Z^ which 
end after n steps at the point U.j, U.j: [3\/%^j/2, 
/3 42i_j)//2] 
n^j : number of paths ending at U^j that lie, at the Can]^^ step, 
in the region bounded by an equilateral triangle centered at 
U^j and with sides of length 3/2* Jl>. 
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The probability of ^oin' is given in Equation 2. 8. That 
is, 
C/n/3i] 
P.(^an) = + 5 .2- .Jj.M) (3.49) 
with r and J(i) as defined previously. 
The limit of this probability follows from the previous lemma. 
Theorem 3.2, For T ,  ï ï ^ ,  and as defined above 
1 / 7  C D  
iim P (E^ ) = I-PCNc r(0, 0; 3^2 je/(a(l-a))^'l3 + 3 S S (-1)^ 
n->oo i=l jeJ(i) 
pC N c  r ,3ij .l-o;.l/2 V3'^(2i-j). 1-0.1/2 _ ( Z )  '  '  
3y%J&/(a(l.a))^/^] exp[.32^(1^ + _ ij)] (3.50) 
where 
J(i) = [2-i, 3_i/5_i, 6-i, . ... 2i] 
2 for j = 2-i, 5-i, 8-i,. . ., 2i-1 
1  f o r  j  =  3 - i ,  6 - i ,  9 - i , . • . ,  2 i  .  
r = < 
Also, N e (a, b; d) denotes the event that a bivariate standard 
normal vector is in the region bounded by an equilateral triangle cen­
tered at (a, b) with sides of length d. refers to the regions, 
^^(a, b), corresponding to j = 2-i, 5-i, 8-i,..., 2i-1 while ?_ 
r e f e r s  t o  t h e  r e g i o n s .  A- (a, b ) ,  c o r r e s p o n d i n g  t o  j  =  3 - i ,  6 - i ,  9 - i ,  
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Proof. For paths consisting of steps of types > define 
X^, . . 0 : the X-coordinate of a path, tied at the n^^ step to the 
a ,  n ,  1 ,  j ,X  ^  ^  
Mill* " |« M 
point , at the LffinJ step. 
Y^, • • li : the Y-coordinate of a path, tied at the n step to U.., 
a, n, ^ ^ ij 
at the [an]^^ step. 
Since 
n, i, j, X ~ n, k, 4" 2 n, k*, X n, k, 
^ —* 2 2 
n, i, j, ~ n, k, X " ^a, n, k, 
with k^ = j, k^ = (i-j) and kg = -i, it follows from Lemma 3.4 that 
-i^NC(3a^j/y2,y3(,42i.j)/V2): 0(1-01] 
(3.51) 
where I is the 2x2 identity matrix. 
Referring to Equation 3.49 and using Equation 3.51 
1. n^/N^ = proportion of paths 77"^ which are not within F at the 
[an3^^ step. 
0, 0, ,6' ^Q!,n, 0, 0, 
-> 1-PCN6 n[ 0 , 0 ;  a s  n - » - o o  .  ( 3 . 5 2 )  
2. n../N.j = PCx^,n,i,j,.e' n, i, j, ^ ^(+) ^centered at U.^.)] 
"  P [ N e  r  ( ^ ( 1 ^ ) ^ / ^  y 3 7 l X ( 2 i . j ) ( i ^ ) ^ / 2 .  
— Jz 
- 3jZJi/{a{l-a))^^^)l . (3.53) 
43 
,  +i') 
= , ,3.54, 
Using Equations 3. 52 - 3. 54, it suffices to show for 0 < a< i 
1. for k large 
C\/n/3X3 n.. N.. 
R ( n , k . ^ , a )  =  Z  ^  { . i f  ^  ^  ,  ( 3 . 5 5 )  
i=k jeJ(i) ^ o 
is arbitrarily small uniformly in n for n large. 
Using an argument similar to that used by David (7), for 0 < a< 1 , 
[v5/3jg] {|'.)^ , n ^fi^VZ 
R(n,k,^.û!)< 3 S — r- (|Z(_1)'^( )|) 
, i = k  + i ^ V F ] l  j E J ( i )  ' ^ i j  l + j i ^  
(3 .56)  
For fixed i, since n. ./N.. < 1 
'  i j  i j '  -
n.. %+U7S" , ^+uvr 
Z  ( - l ) ' ï 5 ^ (  ) l  1  s  (  )  
j<J(i) ij jeJ(i) 
% + u V î r  
< 2imax ( ) 
# + j ^  v r  
2i ( ' '  )  .  (3 .57)  
f + C i ] i V ^  
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Returning to Equation 3.56, 
[VF/3J6] 
R ( n , k , X . a ) < 6  S  i b .  ( 3 . 5 8 )  
i=k 
where b. = (jl)^/[j - ii s/îT3 C j +C'|3 ^«/nT] I [ y VÎT ] I 
By direct computation, it can be shown that for k large 
a. ib^/(i+l)b^_^j^ is increasing in i 
b. kbi /(kfl)bi M > + which is uniformly close 
C|]i2 
to e for n large. 
* Hence, by Equation 3. 58 and using the fact that b^^ = 
R(n,k,.e,a) < 2ke ^ /(I - e ) (3.59) 
for n large. Thus R(n,k, i, Cî) is arbitrarily small uniformly in n. 
2. for k large 
|S S (-1)^P1!N £ I "(3.60) 
i=k j€J(i) 
is arbitrarily small for k large. But this is bounded by 
00 -3;&^(i^+[y]^- i[y]) 
2 S ie 
i=k 
which can be made small for k large. 
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Noting that the k's in both Equations 3. 55 and 3. 60 are independent 
of 0! and combining the results of Equations 3. 52 - 3. 54 with Equations' 
3 .  5 5  a n d  3 . 6 0 ,  f a r  0  a  <  1  
Xim = Right hand side of Equation 3. 50 
n-^oo 
uniformly in a on a < 06< 1 . Q.E.D. 
Since Z^, Z^, Z^ form a simplex in two dimensional space, the 
results of Theorems 3.1 and 3.E ean be combined to give a general re­
sult for r an equilateral triangle. 
Theorem 3. 3. Let TT be a two-dimensional path X,, ..., X , such 
n I ~n 
that each step X. is one of a set of q+1 possible steps Zy . . ., Z^^^^ , 
"  -  - 1 / 2  
each of length proportional to n" , and such that 
1. ÏÏ consists of n/q+1 steps of each of the steps Z,,..., Z ,, n ~ A /v<qTj. 
2. The set Z^, .. ., are the projections of steps U;^, . .., 
which form a simplex in q-dimensional space. 
Let P^( •) be the uniform measure on the class-of all TT^'s gener­
ated by the random permutation of steps. Also, for the class C of all 
continuous functions W(*) on [O, l] to R^, let Pj^( • ) be the bivar-
iate tied Wiener measure defined on the appropriate cr-algebra of subsets 
of C . 
For 0<a< 1, r an equilateral triangle centered at (0, 0) with 
sides of length 3/2" Ji and Cp the cylinder in (x^, x^, t)-space on the 
natural 0 < t < 1 with T as its base in (x^, x^)-space, define the events 
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E : Tt touches F at some step at or before the Ccin]^^ step 
an n ^ 
E ^ ;  W ( t )  t o u c h e s  F  f o r  s o m e  t  i n  0 < t < a ,  
Then 
iim P (E ) = Pr^lE ) = ^im P (E^ ) = Right hand side of 
n-yoo ^ ^ " n-ï-œ ^ 
Equation 3. 50 (3.61) 
where Ef is the event E for the special case Z,, Z-, Z„ con-Oin Odn 12 3 
sidered inJTheorem 3,2. 
Proof. Follows immediately from Theorems 3.1 and 3.2. 
B. Confined Tied Wiener Processes 
For paths tied at (0, 0) after n steps and CW(t): 0 < t < l] , 
the tied independent bivariate Wiener process,- define the events 
E : W(t) (j. Cp for some t in 0 < t < 1 
E  :  7 /  F  f o r  s o m e  s t e p  .  
n n . 
Although it is very likely the restriction a < 1 can be removed in 
the spirit of the previous section, we shall consider the limiting proba­
bility of E^ for only two boundaries. 
1. Limiting results for F a rectangle 
Let F^ be a rectangle centered at (0, 0) with horizontal and 
vertical sides of length /% !t> and X' respectively. Consider paths 
T T ^  c o n s i s t i n g  o f  s t e p s  o f  t y p e  Z ^ :  ( ( 2 / n ) ^ ^ ^ ,  0 ) ;  Z ^ :  ( 0 .  ( 2 / n ) ^ ^ ^ ) ;  
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Zg: 0) and Z^: (0, -(2/n)^/^) sucli that after n steps TT^ 
is at (0, 0) . For such a set of paths and boundary 
^ i m P  ( E J  =  l - ( l - 2  ^  ) ( 1 . 2  ) = P n ( E )  .  
n-i-oo ^ ^ i=l j=l • ^ 
(3 .62)  
Let be a one-dimensional boundary locatcd at - / z J i  and J z  J l ,  
Also, let be an n-step path, tied at (0, 0), consisting of steps, 
and Zg and ^2^ & path consisting of steps Zg and Z^ . 
Lemma 3. 5. For paths and boundaries defined above, let 
P^(i, j 6') = p[?7^ e for all steps] 
P^(^) = PCTTj^ e for all steps] 
Then 
Proof. Since 1T^ returns to the origin, the number of steps of type Z^ 
equals the number of type Z^ . The same is true for types Z^ and Z^ . 
The number of paths such that Y of the steps are of type Z ^  is 
ni /CyI ]^[(^ - Y)'. ]^ . Therefore the total numbe. of paths ïï^ is 
=  ^ z \ l / [ Y l ] ^ C ( § - Y ) ! ] ^  =  .  ( 3 . 6 4 )  
It is shown by Mensing (17) that the number N^(^, P) of paths TT^ 
not intersecting with ^p is 
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n / 2  1  2  ,  
j') = ^33^ (...y) Na.ZlfC > (3' 
where N^(J&) is the number of n-step paths not touching T^ . 
Thus 
=  ( n / g )  ^ n - 2 Y ^ ^ ' ^  
= ^2r'''s' ^ Y P 2 y (JI) P l 2 y ( ^ ' l  •  ( 3 - 6 6 )  
Q . E . D .  
Let = Zy/n be the proportion of steps of types and . 
as may be seen from the following result. 
Lemma 3.6. Let [x 3°^, be a sequence of random variables with 
n n= 1 
range = Co, 2/n, 4/n,. . ., 1-2/n, l] and probability functions 
P [ X ^ =  2 k / n ]  =  •  ( 3 . 6 7 )  
Then 
• (3-681 
Proof. -F-or any n and m = n/2 an integer 
= S, 
k=0 
Since (^) = if m is even, 
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EC:.) = + 
.m.2,2in>-l 
1 ^ m.2,2m.-1 _ 1 
2 • 
If m is odd, 
E(XJ = ^'''s^^^Ck + (m-k)3(^)^^)-^ =i . 
n' m i=0 
Also, for m = n/2 , 
So 
E(X^) = -L 
m'^  k=0  ^
=  S  C ( m - l ) î  3 ^ / Ç ( k - l ) ' .  3 ^ [ ( m - k ) î  f  
k = l  
.2m.-1 ^ .m-1.2 
' m >  '  
_ ,2m.-l .2(m-l). 
" ^ m' ( i%i-1 ' 
= n/4(n-l) 
V ( X J  =  1 / 4 (11- 1 )  
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Using Tchebyschev's inequality, for any e > 0, 
P ( | X ^ -  1 / 2 |  > e )  <  l / 4 ( n - l ) 6 ^ - > . 0  a s  n - > o o  .  
That is, X^^>l/2. Q.E.D. 
Let r be a one-dimensional boundary located at -k, X. ; TT a path 
of n steps of length iZ/n and P^(\) the probability that the 
sup [iT^l < X . Gnedenko and Korolyuk (14) have shown that 
l<k<n 
SD i X1 3 : ^ 
P (K) 1-2 S (-1)^'^ ^ •. (3.69) 
^ i=l 
A similar conclusion for p e Cl/4, 1 ] also holds. 
0 0  1  J .  1  3 * 2 . 2  
Lemma 3.7. Let H(\) = 1-2' S(-l) e' 
i = l  
Then, for \ fixed 
s u p  | p  ( K / V p )  -  H ( \ / y p )  I  — >  0  a s  n - > o o  .  ( 3 . 7 0 )  
l / 4 < p < l  
Proof. P^ is a cumulative distribution function'which converges to the 
continuous distribution function H. That is, P^(X.) —> H(\) as n-^oo . 
Since convergence of a distribution function to a continuous distribution 
function is uniform, for \ fixed and p e [ 1/4, 1 ] 
sup [p (\//p.) - H(X//p)| 0 as n-^œ . 
l / 4 < p < l  
Therefore, for any e > 0 , there exists an n^ such that for all 
n > n /4 • 
— o 
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sup |P (W/p) - H(W/p)| < e 
l / 4 < p < l  ^  
and for n > n 
— o 
sup |P - H(X/v7)l < sup |P 
l / 4 < p <  1 l/ 4 < p <  1 
11 > n n> n'1/4 
— o — o 
Thus, converges uniformly to H for peCl/4, 1 ] . Q.E.D. 
Theorem 3.5. For and H(^) as defined above 
J l i m P  ( J l , P )  =  K ( / Z J L )  H { y / z P )  .  ( 3 . 7 1 )  
n-»-oo 
Proof. Let 
'• yk) = (J;)-' 
2. = Co, 2/n, 4/n» . . ., 1 - 2 / n ,  l] 
3 .  G g  =  [ 1 / 2 - 6 ,  1 / 2  +  6 ]  .  
Then, for any n and 6 
P = I S P (% 
-  H ( / I X ) H ( v / 2 ^ ' ) (  S  f j ^ ) ) 3  
Y^E^no'" 2 
YeE^nCg 
-  H ( V ^ ) H ( X ' / / r ) 3 y ^ )  
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+ S CH(x/yY)H(i'/^rF) 
.  H ( v / 2 i ) H ( v ^ i ' ) 3  y ^ )  .  ( 3 . 7 2 )  
Using the results of Lemmas 3,5 - 3.7, for every e > Ô, there 
exists an n and 6 such that for all n > n 
0 o 
1 .  f o r  Y  e  E  n  g '  
n 0 
| S  y ^ ) l  <  . / 3  
2 .  f o r  n  >  n  
— 0 
- H( X //Y)H( ^ ' / y r ) |  < e/3 
3. since H(^) is continuous, for Y e E^ H Gg 
IniJl/yfTW/yPV) - H(/2 X) H(/ Z P )  \  <  6/3 . 
Therefore, for any e > 0, there exists n^, 6 such that for all 
n > n 
o 
-  H ( / 2 j i ) H ( y 2 X ' ) |  <  €  
and 
J&im 1 _ P(E ) = -aim P(E') = j&im P (^, P) 
n->oo n->oo n->oo 
= (1-2 S (-l)^'^V^ )(l-2 S(-1)^'''V^ ) 
i=l j=l 
(3.73) 
Q . E . D .  
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The last expression in Equation 3.73 is just Pj^(E') . Since 
W(t) is an independent bivariate "Wiener process, the event E' is the 
saiiiG as the event 0 E^ where is the event that the hori­
zontal (vertical) component of 'W(t) stays within a boundary at 
-VTjg, . Therefore 
h V 
The expressions for (E!) correspond to the results of Gnedenko 
i ^ ^ ^ 
and Korolyuk (14) with paths of n/2 steps of length /2//n . 
2. Limiting results for F an equilateral triangle 
Let r be an equilateral triangle centered at (0, 0) with sides of 
length 3/2 i and let '/T^ be a path consisting of n/3 steps of each of 
t h e  t h r e e  t y p e s ,  Z j ^ ; ( / 2 / / n ,  0 ) ;  Z ^ :  ( - l / / 2 n ,  y s Z / Z n ) ;  a n d  Z g :  —  
( - 1  / - / 2 n  ,  - y f 3 / ^ f 2 n ) .  S i n c e  c o n v e r g e s  u n i f o r m l y  o n  1 / 2  <  O !  <  1  
and since is continuous from the left at a = 1, P^(E) 'is equal 
to the limit of P^(E^) as given by David in (7). 
Lemma 3.8. For a tied Wiener process ['W(t): 0 < t < l] the probability 
of E„, is continuous from the left at a = 1 . That is 
a 
Mm P (E ) = Pn(E) . , (3.74) 
a->œ 
Proof. Suppose not. This implies that Pj^(W(t) ^  T  at t = 1) > 0 . But 
t h i s  i s  a  c o n t r a d i c t i o n  s i n c e  W ( l )  =  ( 0 ,  0 )  .  Q . E . D .  
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Theorem 3.6. For events E and defined above 
00 O **\ 
.6imP^(E^) = 3 2 Z (.l)'e = ^imP^(EJ = P (E) , 
n->oo ^ ^ i=ljcJ(i) ^ ^ ^ 
(3.75) 
Proof. The first equality in Equation 3.75 is shown by David (7). 
The last equality is a consequence of Lemma 3. 8 and the middle 
equality is a consequence of the uniform convergence of P^(E^^) and 
the evaluation of iimP (E ) given in Equation 3. 50 at 0! s 1 . 
n " Q.E.D. 
Comparing the results of Section III A2 with those of the present 
section, the conclusion of Theorem 3. 3 is for 0 < Œ< 1 , 
(2 )  
.gimP^(E^J = Pq(E^) = .6iinP^(E* J = R.H.S. of Equation 3.50 . 
t  f  t  1  (3 .76)  
( 3 )  ( 1 )  
Theorem 3.6 above combines (1) and (2) for a = 1 . What is lacking 
for a = 1 is (3) for a class of random walks. 
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IV. UNTIED WIENER PROCESSES 
Let C'W(t): 0<t<l] be a bivariate independent Wiener process on 
Co, 1 ] . We will consider probabilities of certain events of W(t) analo­
gous to those in Chapter III for the tied Wiener process. As in Chapter 
III, an invariance principle is first established. In this chapter, limit­
ing probabilities for independent identically distributed random vectors 
are shown to be probabilities associated with W(t) . Then the results of 
Chapters II and III are used to establish certain probabilities for W(t) . 
A. A Planar Invariance Principle 
Let Xy Xg, . . . be a sequence of independent identically distrib­
uted random vectors and the sequence of partial sums. For F 
a closed convex boundary centered at (0, 0), let and D' be the 
events, 
D ' : S. 6 r for all i = 1, 2, . .., n 
n 
D' : W(t) e Cp for all t in 0 < t< 1 . 
For events of this kind, the two-dimensional invariance principle is an 
easy extension of the one-dimensional case. 
Lemma 4.1. Let X,, X^, ... be i. i. d. bivariate random variables 
such that E(Xj) = 0 , (r(Xj) = I for j = 1, 2, . . . and let 
S. = n^^^ SX. i = 1, 2, ... ,n 
be the i^^ partial sum. 
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Let C be the class of all continuous functions, W(t) , from C0, l3 
to such that 'W(O) = (0, 0) and let •) be the bivariate inde­
pendent Wiener measure defined on the appropriate (r-algebra of sub­
sets of C . 
For P^( •) the probability measure induced on 2n-dimensional 
space [X,, X-,..., X ], and F, D' and D' defined above 
^imP^(D^) = P^(D') . (4.1) 
n-^oo 
Proof. For k e given, let n^ = [in/k] i = 0, 1, . . ., k. Define the 
events 
= CW(t): W(j7k) 6 Cp for all j = 0, 1, ..., k] 
and 
... I X^): 6 r for all i = 0, 1, .... n] . 
A consequence of the multivariate central limit theorem is that 
^^Pnlln,k> = Vy • '4.2) 
n->oo 
Let 
D  =  [ ( X . ,  .  . X  ) :  S .  €  r  f o r  i =  1 ,  .  .  . , r - l  a n d  F ]  
n, r r^l ~n ~i ~r 
It follows that 
1 - Pn(°n' = JjPn'Dn, r> ' 
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For n. , < r < n. j - 1  -  J  
where (% = 1, 2, are the projections of on the horizontal and 
vertical axes respectively. A consequence of the multivariate 
Tchebyshev inequality is that 
Putting this into Equations 4. 3 and 4.4, it follows that 
l-P„(D^) i 2/A + s S P^(D )PJmax|S^ -S |<0. (4.5) 
j=lre(n._j_,njJ a j 
The last term of Equation 4.5 is no greater than 
P (S r - 6 for some j = 1, . .., k) 
n -n^ 
where F - e is the 'boundary' e units from F in a perpendicular 
direction toward the center. 
But 
P^(S^ / F- 6 for some j) = 1 - (4.6) 
J 
where 
.  =  C x , , . . . ,  XJ: eF - e for all j = 1,..., k] 
n, k ~1 ~n f^nj 
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Applying Equation 4. 6 to Equation 4. 5 and since k 
^ ï'ntin.k) ' (^.7, 
For k fixed, letting n->oo and using the result in Equation 4.2 
< «m P^(D^) < isr P^(D^) < P^(y . (4.8) 
Using an argument analogous to that preceding Equation 3. 26 
Therefore, 
P (D') = iim P^(L ) . (4. 10) 
^ k-foo ^ ^ 
Similarly, 
P (D^') = iim P^(I') . (4.11) 
^ k->oo 
Holding e fixed, letting k->oo and applying Equations 4. 10 and 
4.11 to Equation 4. 8 
Pw<°"' 1 iiSPn'°n' i 1 
Letting e ->0 , the conclusion follows, 
ilm P^(D^) = P^(D') . 
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B. Limiting Results for T  an Equilateral Triangle 
For r an equilateral triangle, let 6^ be an n-step path consisting 
of steps of types Zj:(/z/v'n, 0); ('l//2n» /S/yZn) and Z^i 
(- l/\/2n , - iJzïî) . Let 6^ start at the origin and successively take 
one of the 3 steps with probability 1/3 such that successive step selec­
tions are independent. In Chapter II it was shown that the probability 
that touches or crosses F at some step is, with denoting the 
location of 6^ at the n^^ step, 
P^(DJ = P(V^ e G) + 2P(V^ e 0+) (4. 13) 
where G is the set of grid points, T and the auxiliary grid, and 
is the shaded region in Figure 3. 
Figure 3, for F an equilateral triangle. 
For r centered at (0, 0) and with sides of length ZjTi, using 
Equation 2.11 
6 0  
C/n/3X3 
PJDJ = P(V eG)+6 S 2 P(V e F ) (4.14) 
i=l j€J{i) 
where J(i) - t z - i ,  5-i, Zi-l] and is the equilateral 
triangle, , with sides of length 3/2"^ centered at U.^.iCs/Z <îj/2 , 
/3X(2i-j) / v /l3 .  
The limiting expression for this probability, and hence P^(D) , can 
be derived using the known result that the trinomial distribution con­
verges to the bivariate normal distribution. 
For paths 5^ consisting of steps of types Zj^, the 
event D that 6 intersects F at some step, define the random var-
n n ^ 
iables: (j = 1, 2, 3) 
: number of steps of type Z. in 6 
n ^ J n 
Let R'' = - n/3 . 
n n 
Lemma 4,2. For Z^, ^3 as defined above, 
£C/37ÏÏR^\ /3 /F R^] ->NC(0, 0); "^)3 . (4.15) 
Proof. The random variables R^ j = 1, 2, 3 are equivalent to counting 
the number of times an event Z. occurs in n independent trials in an 
experiment in which on each trial (i) Z^, Z^, Z^ are the only possible 
outcomes and (ii) P(Zj) = 1/3, j = 1, 2, 3 . Thus 
P(r^, r^) = n! /r^! r^Xn-r^^-r^)! (j)^ ^ 1 
6 1  
This is the probability function for the trinomial distribution, and 
E(R^) - n/3 , V{R^) = 2n/9 , and Cov(R^, R^) = -n/9 . 
Thus 
- n/3 R^- n/3 ,2-1 
That is 
1 ? 1 2 -1 j i C y r n  R \  R j ^ 3 — > N t ( o ,  0 ) : • - {  ) 3  .  Q . E . D .  
^  ^  ^ = 1 2  
Theorem 4. 1. Let T be an equilateral triangle centered at (0, 0) 
with sides of length 3\/% I. For 6^ defined above and the event 
: 6^ intersects with F at some step 
j^im P (D ) = 6 2 S PCN e T (M. , ^ ; 3/2 4 ] ' (4. 17) 
n-00 ^ i=i jej(i) yi yr 
where J(i) = CZ-i, 5-i, 8-i, . . ., 2i-l], 
Proof. For paths 6^ consisting of steps Z^, Z^, Z^ define the ran­
dom variables 
X : the X-coordinate of 6 after the n^^ step, 
n n 
Y^: the Y-coordinate of 6^ after the n^ step. 
Since 
6 2  
the result of Lemma 4,2 shows that 
« C C X ^ ,  Y ^ ]  - > N [ ( 0 ,  0 ) ;  I ]  .  
Thus 
Y  J  e r . j ]  ->pCn e T . . ]  (4. 18) 
where is ar. equilateral triangle, , with sides of length 
3/2 H) centered at U-: [3\/% ^j/2 , ^(2i-j)//2] . 
Since the grid g has zero normal probability, pC ( X ^ ,  Y^) g g] ->*0 . 
Returning, to Equation 4. 14 and using Equation 4. 18 it suffices to show 
that 
[\/n/3^] 
R(n, k. i) = 6 S S pC(X„, YJeT..] (4.19) 
i=k jeJ(i) n n ij 
is arbitrarily small, uniformly in n for large n, for k large enough. 
But 
Cyïï/3£3 
R(n, k, i )  = pC ( X  , Y^) e U U T..] 
i=k jeJ(i) 'J 
00 
00 
< pCn € u u r. . 3  +  e  (4.20) 
i=k j(J(i) 'J 
which is arbitrarily small for k large independent of n. 
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Therefore 
Xim P (D ) = 6 S S pcn c r(hl, 3/1 X)] . Q.E.D. 
n-^oo ^ i=l jeJ{i) /Z -Jz 
This result can be combined to give the following^general result for 
r an equilateral triangle centered at {0> 0) and with sides of length 
3\/% i. Let 6^ be an n- step path consisting of steps of k types such 
that 6^ starts at (0, 0), successively takes one of the k steps with 
probability 1/k and successive steps are independent. 
Theorem 4.2. For F and defined above, define the events 
: 6^ ^ r at some step 
D : W(t) 4 Cp for some t in 0 < t < 1 
where CW(t); 0 < t < 1 ] is an independent bivariate Wiener process on 
Then 
AimP^(Dn) = P^(D) = Mm P^(D^') 
n->oo n->oo 
= 62 S PCNc r(^, ; 3/2 j^)] = 2P[N€ ^+3 
i=l j€J(i) >[2 >fZ (4.21) 
where is the event for 6^ consisting of steps Z^, 
and 0+ is the region in the plane enclosed by all triangles in 
Figure 3. 
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Proof. The first two equalities are a consequence of Lemma 4. 1 and 
the third equality follows from Theorem 4. 1. The last equality follows 
from the symmetry of the bivariate standard normal probability. 
C. Limiting Results for T  an Isosceles Right Triangle 
Let 6^ be an n-step patli consisting of steps of types { y f Z  l / n ,  
0); (Q, J2/Jn)-, 2^-•/S/>/n , 0) and Z^: (0, ~>/2/yfn) such that 
0^ starts at the origin and successively takes one of the four steps with 
probability 1/4 with successive step selections being independent. As 
in Section IV B, the probability that 6^ touches or crosses T at some 
step, P^(DJ is 
P^(DJ = P(V^ c G) + 2P(V^ e 0+) (4. 22) 
where 0+ is the shaded region in Figure 4, That is, 0^ consists of 
all (+) regions. 
Figure 4. for r an isosceles right triangle. 
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Let C "W(t): 0 < t< l] be an. independent bivariate Wiener process on 
Co, l] and let D be the event, 
D: W(t) i for some t in 0 < t < 1 
where Cp is the cylinder with base T an isosceles right triangle 
centered at (0, 0) with sides of length 3/2 
Theorem 4.3. For paths 6^ consisting of steps Z^, Z^. Z^ and Z^ 
as defined above and [W(t): 0 < t< l] an independent bivariate Wiener 
process on [O, l3 
P,^(D) = jeimP (D ) = 2P[N e 0+] , (4.23) 
n->oo 
where N e 0+ is the event an independent bivariate normal random 
variable C(0, 0), S = l3 is in the region 0^ defined by isosceles right 
triangles with non-diagonal sides of length 3/%^ . 
Proof. The first equality is a consequence of Lemma 4. 1. 
To show the second equality, define 
= number of steps of type Z. in 6 
n J n 
As in the previous section 
P(r^, r^, r^) = nl/r^l r^l r^l (n-r^-r^-r^)'. (4.24) 
which is a multinomial probability function with p.= 1/4, j = 1, 2, 3 . 
J 
Using the known fact that the multinomial distribution converges to 
the multivariate normal distribution 
6 6  
3 -1 -1 
R?, ^(-1 3 -1)] (4.25) v^, V V" V J  
- 1 - 1  3  
p J - o J 
Let 
whçre R*' = R'' - n/4 
n n 
X : the X-coordinate of 6 
n n 
Y : the Y-coordinate of Ô 
n n 
Since 
/nTZ X = R ^ - R^ 
' n n n 
= «n - < 
Ztx^, Y^3 —>N[(0, 0); I] . (4.26) 
Therefore, since is the location of 6^ at the n^^ step, 
P(Vn « 0+) = P(X^, Y^ « 0+) —>P(N « 0+) (4.27) 
where N is the independent standard bivariate normal random variable. 
Since the grid has zero normal probability 
P (D) = -eimPJD ) = 2P(N e 0+) . Q.E.D. 
^ n->oo 
As in the previous section, this result can be generalized to include 
paths consisting of other types of steps. 
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Theorem 4.4. Let 6^ be an n-step path consisting of steps of k 
types such that 6^ starts at (0, 0) successively takes one of the k 
steps with probability 1/k and such that successive steps are inde­
pendent. 
For r , D^, D and 0^ as defined above 
j&im P^(DJ = P^(D) = .eimP^(D*) = 2P(N e 0+) (4.28) 
• n—>œ n->oo 
where D* is the event D for ô consisting of steps Z,, 
XX XI X* i 6 w 
and . 
Proof. Results follow directly from Lemma 4,1 and Theorem 4. 3. 
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V. AN EXTENSION TO WALKS WITH DRIFT 
Let CW(t): t > O] be a two-dimensional Brownian motion process 
with drift parameters ' That is, W(t) is the process such that 
(1) W(t) is an independent bivariate normal random variable with mean 
([i^t, and covariance matrix S = It for any t> 0 and (2) W(t) is 
continuous with probability 1. Let Cp be a boundary in t)-
space which is a cylinder with an equilateral triangle base F . 
For such a process and boundary we eonsicter the probability of the 
process first touching the boundary on a particular side of Cp . Such 
probabilities have been computed by Lawing and David (16) for certain 
values of (x^, [x^ . We show that these probabilities are limiting proba­
bilities of similar events for sums of certain independent identically 
distributed bivariate random variables. 
Consider an equilateral triangle F centered at (0, 0) with sides of 
length d. (Figure 5) For X^^, X^, . . . i. i. d. bivariate random 
variables 
( 0 , 0 )  
Figure 5. An equilateral triangle base with sides of length d . 
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let A be the event that the first value of the partial sums of the X.'s 
n  - ^ 1  
which is not in T is in the region û . (Area bounded by the solid lines 
below r in Figure 5.) For XJs with certain means and variances, the 
limit of P(A^) is the probability that W(t) first touches Cp on side A. 
Theorem 6.1. Let X^, X?, ... be i.i.d. bivariate random variables 
~ i 
such that 
cr[X^,, Xf_] = n~^I . 
J 
Also let [W(t): t > O] be a two-dimensional Brownian motion process 
with drift parameters (J.2) • 
For r an equilateral triangle centered at (0, 0) and with sides of 
length d , define the events 
m 
A : S = S X^ first escapes T at side A; 
n m ^ 
that is, the first ^  T  is in G . 
A: W(t) first touches Cp on side A. 
Then 
j&im P(AJ = P^(A) .. (5.1) 
n-^oo 
Proof. It suffices to show Equation 5. 1 for arbitrarily large 'horizon' 
T , since 
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I P(A„) - P^(A) I < I P(A^^ - P^(A^) I 
+ PCw(t) first touches Cp sometime after t] 
+ pCs^ jf r for the first time at some m > [nT]] 
(5.2) 
where ^ and are the events analogous to A^ and A for 
sequences X^, . , ., ] and process [W(t): 0 < t < T] , and the last 
two terms of Equation S. 2 are ^ arbitrarily small for large T uniformly 
in n. The fact that the last term is arbitrarily small is a consequence 
of Tchebyschev's inequality. That is, for example, if < 0 
pCs^  i  r for the first time at some m > [nT]] 
<  P [ e P  f o r  a l l  m = l , . .  [ n T ] ]  
— m 
< p[X-coordinate of > -d] 
= P[a r.v. (|i^T, T) > -d] 
< P[a r.v. (0, T) > Ih-Jt - d] 
< P[|r.v. (0, T)1 > Ih-Jt - d] 
< T/(|(ijT - d)^ -> 0 as T ->00 . 
•= n ^ 
Looking now at sequences X^, . . ., ' the events A^ ^ and 
A^ are, 
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A some m=l, 2, . . ., nT, c G and , c F for all m'<m 
n, 1 m m' 
Agi: for some t in 0< t^T, W(t) e Cg and W(t')G Cp for all t'<t . 
It remains to show that 
£imP(A ) = P^(A ) . (5.3) 
n-j 00 ' 
For k Ç l"*" J let n^^ = [inT/k] for 1 = 0, 1, . » ., k . Define the 
events 
Ic* • • • ' some i=0, 1, . . ., k, e G and 
6 r for all i' < l] 
i' 
CW(t): for some j=0, 1, k, W(jT/k) e Cg and 
W(j'T/k)e Cp for all j'< j] . 
A consequence of the multivariate central limit theorem is that 
J L i m P a  )  =  P M  . (5.4) 
n->oo 
If refers to the larger region e units from the boundary of G 
as indicated by the broken line in Figure 5, let ^, I^ and A^ be 
the events relative to G*" analogous to those defined above for G. As 
before 
•«im P(I= .) = PwUt) • (5.5) 
n-voo 
Let 
^n. r = ^(^1 ^ for m^l, 2 r-1 and G] . 
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Then' 
nT 
(5.6) 
For n, , < r < n. J-1 - J 
u - l ,  £ •  J  
where ^ for û! = 1, 2 arè the projections of on the horizontal 
and vertical axes respectively. In order to bound P(max |S - S | 
^ n* I u T ,  c c  
J 
>  e ) ,  s u p p o s e  Y ^ ,  a r e  j o i n t  r a n d o m  v a r i a b l e s  w i t h  m e a n s  ( Y ^  =  
[Xj^n^/n, Y2 = and variance-covariances, S = (n^/n)I, such 
that n^/n < 1/k. Then 
o — 
max I Y.I > € 
J -
[ | Y j  >  e or IYgI > e] 
A 
([ Y^ > e or Y^ < -e 3 or [ Y^ > e or < -e ]} 
/> 
I "^1' "^2 > ° 
' /  
{C(Yj_-Yi)>€-YiOr (Y^-Y^)<-€-Y]_3 or [(Y2.Y2)>E-Y2 or (Y^-Y^jl-e-Y^]) 
V 
[ 1 ^i-Yj^ |>€-Y i  or I —^"^2^ 
H-o=max(H. i ,ti2) 
I^2"^2' " ^o^^^ " 
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Using the multivariate Tchebyschev inequality, for any 
P C m a x | Y j > 6 ] <  f  I  •  ( 5 - 8 )  
In Equation 5.7 = (S ) and n^ = (n. - r) . Thus 
^ a ^ n^jCd r,œ o ^ J 
p ( m a x | s „  - s , _ „ |  > 0  s  hrr; (s-?) 
where |p^| =maxCj[iJ, |p^|]. 
Also, 
= pCs^ e G for some r=l, 2, . . .,nT; e F for m < r 
r m 
and m^|S° < <3 < P(^ ,^) . (5.10) 
Combining the results of Equations 5. 9 and 5, 10 with those in 
Equations 5. 6 and 5,7 
P(A^_j) < 2/k(c . (5.11) 
For k fixed, letting n-9 oo and using Equation 5.4 
Ih-qI 2 g 
^im P(A^_ < 2/k(e - -^) + P^(IjJ) . (5. 12) 
The sequence . . . is such that (,i) CW( •) e (A^) ] => 
CW( .) c for all k3=^^Ij^c:A^ and (ii) CW( • ) « A^3 => 
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C 3 k large such that for all k' > k, Wi •) i 1^,2 CwC • ) g Um 
c iim . Using the result inHalmos (15, p. 40) 
< < XimP^yd,!) . (5.13) 
Therefore 
= P_|A«) . (5.14) 
k^oo ^ ^ ^ 
Combining Equations 5. 14 and 5.12, for k large 
^ P(An^ 1 Pw(A^) . (5.15) 
Letting e-^0, 
^P(A^^t) < P^(AT) . (5.16) 
For sides B and G of T ,  define events B , , J^, Bl, B_ 
n,  i  n ,  K K i  1  
and respectively analogous to events A^ 
^n k' ^k ' "^T ' "^T side A. Analogous to Equation 5. 11, 
T) + T) 1 - ^ )\ P( k) + k) " 
(5.17) 
Define the event 
T • ^ ^ some m= 1, 2, . .., nT , 
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Then 
t> • vt.) 1 + p(j^_ k) + p(< „) (5.18) 
and for n-» co 
i ^ o '  2  
< 4/k(e g-) + toP(A^. T) . (5.19) 
Using an argument similar to that given in Chapter III for T = 1 and 
H- l  = 1^2 = 0, 
XimP(E^^^) = P^(E^) , (5.20) 
where E^ is the event, E^: W(t) j! F for some t in 0 < t < T . 
Letting k->oo and combining Equations 5.19 and 5.20, 
- V®t' - 1 iiHT' • 
Letting e ->0 , 
Pw'^T> - V®T> - Pw'=T> i «2iP(\.T' • 
Combining Equation 5. 22 with Equation 5.16 
^imP(A „) = P_(A_) . (5.23) 
n-»oo ^ ^ ^ 
Therefore, using Equation 5.2 
XimP(A) = P_(A) . (5.24) 
q . e . d .  
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For pg) of the form (0, i); (i, /6/2); and {Z, -HlZ), i a 
real number, the value of P^(A) is given by Lawing and David (16). 
This probability is respectively 
1 -  e ^ d / 2 / T y  ^  g / T X d / Z  ( 5 . 2 5 )  
1  _  ^ ^ d / / T / 2 ( i  _  g / 3 " M / 2 j  ( 5 . 2 6 )  
e _  ^ 3 ^ d / 2 ^  _  ( 5 . 2 7 )  
Combining these results with the result of Theorem 6. 1, for paths 
consisting of independent steps such that the joint distribution of the 
horizontal and vertical projections has mean ([ij^n"^, ^.nd 
"variance-covariance S = n"^I, Equations 5. 25. - 5.27 are the limits of 
the probability that the path first crosses the boundary on side A . 
The probability of first touching a specific side of a boundary is also 
evaluated by Lawing and David (16) for a rectangular boundary. An 
argument similar to the above then provides limiting probabilities for 
walks first crossing a specific side of the.rectangle. 
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VL AN EXTENSION TO FLARING BOUNDARIES 
Anderson (1), when computing certain probabilities for sums of 
independent identically distributed normal random variables, approxi­
mates these by appealing to probability computations for one-dimensional 
Wiener processes. Among several events, he is interested in the event 
that a tied Wiener process on [O, T] does not intersect with either of 
two straight line (not necessarily constant) boundaries. He determines 
the probability of this event by transforming the tied process on Co, T] 
to an untied process on [o, co) and computes the probability of the 
equivalent event for the latter process. 
In Chapter III for two-dimensional tied Wiener processes on [O, 1 ] 
the probability of absorption is computed for boundaries which are cylin­
ders Cp with bases T , a convex region. We shall show that this result 
is equivalent to the probability that an untied process on Co, oo) is 
absorbed at a boundary with sides which are flaring. That is, for the 
case of r an equilateral triangle, at any s in 0 < s < oo, the boundary 
Cp(s) is an equilateral triangle centered at (0, 0) with sides the lengths 
of which are an increasing function of s . 
Consider first the equilateral triangle base F . Let [D(t| T, v) : 
0 < t < T] be an independent two-dimensional tied Wiener process on 
Co, T] such that D(T|T, v) = (v^, v^) . That is, D(t[T, v) is a two-
dimensional Gaussian process such that for 0 ^ u < t < T 
E[D(t|T, v)3 = (tv^/T, tv^/T) (6.1) 
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°"D{u|T.v).D(t|T.v) 
where I is the 2x2 identity matrix. For T  with sides of length d, 
define the event ^ : D(t| T, v) is absorbed at Cp for some t in 
0 < t < T . 
Also, for CW(s): s > O] an independent two-dimensional Wiener 
process on to, co) define the event E; W{s) is absorbed at Çpi at 
some s in 0< s<oo , where C-pi is the boundary such that for any s , 
Cpi(s) is an equilateral triangle with sides of length d(l 4- s/T) . 
The probability that D(t( T, v) is abosrbed at Cp is equal to the 
probabi l i ty  tha t  W(s)  i s  absorbed  a t  Cpi  .  
Theorem 6.1. For the processes D(t| T, v) and W(s) defined above 
let •) and P^( •) be the appropriate measures defined on the 
sigma algebras of the classes of continuous functions on [0, T] and 
Co, oo) respectively. 
Then for the events ^ and E defined above 
•  ( ( ' 3 )  
Proof. Let 
'W(s) = CD(~~ j T, v) -  v3 0 < s < 00 
Then, for 0 < r < s < oo 
u ( i - ^ ) I  u ( l - ^ ) I  
u(l - •|r)I t(l -
( 6 .2 )  
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ECW ( S ) 3  =  ( 0 ,  0 )  
"ri rl' 
W(r)>W(s) rl si 
That is, W(s) is the independent two-dimensional Wiener process on 
Co, oo) . 
The event D(t| T, v) f. Cp(t) is equivalent to W(s) if Cpi(s) where 
Cpi(s) is an equilateral triangle with sides of length d( 1 + t j) as shown 
in Figure 6. That is, the event E„ is equivalent to E. Therefore 
A  ;  V  
[ X=-? + —Y + ^ ( —T + Y- V, ) ;Y1 i  
s/T /3 ^ 
[X;Y=-' d u, d 
2/3 ^ zyi 
Figure 6. Flaring boundary Cpi(s) at s = u 
To illustrate the application of the results in Chapter III to flaring 
boundaries, let D(t| 1, 0) be the tied Wiener process on [o, l] such 
that D(l| 1, 0) = (0, 0) . Let F be the equilateral triangle with sides of 
length 3/2" Z. For this case, Equation 3,75 yields 
8 0  
00 
( 6 . 4 )  
Therefore, the probability P^(E) that a bivariate independent Wiener 
process on [ 0, oo) is absorbed at a boundary Cpi(s) , an equilateral 
triangle with sides of length 3/2" ^ ( 1+s) , is equal to the right hand side 
of Equation 6. 4. 
This kind of argument also holds for other types of boundaries. For 
example, if T is a rectangle with sid®s of length and « then F' 
is a rectangle with sides of length ij^(l + y) ' 
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