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a b s t r a c t
One of themost fruitful advances in the field of experimentalmath-
ematics has been the development of practical methods for very
high-precision numerical integration, a quest initiated by Keith
Geddes and other researchers in the 1980s and 1990s. These tech-
niques, when coupled with equally powerful integer relation de-
tection methods, have resulted in the analytic evaluation of many
integrals that previously were beyond the realm of symbolic tech-
niques. This paper presents a survey of the current state-of-the-art
in this area (including results by the present authors and others),
mentions some new results, and then sketches what challenges lie
ahead.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Numerical evaluation of definite integrals (often termed ‘‘quadrature’’) has numerous applications
in applied mathematics, particularly in fields such as mathematical physics and computational
chemistry. Beginning in the 1980s and 1990s, researchers began to explore ways to extend some of
the many known techniques to the realm of high precision—tens or hundreds of digits beyond the
realm of standard machine precision. A recent paper by Keith Geddes and his coauthors (Carvajal
et al., 2005) provides a good summary of how hybrid multi-dimensional integration can be done to
moderate precision within Maple, a subject which has been of long-term interest to Geddes (Geddes
and Fee, 1992). Inmore recent years relatedmethods, one of whichwewill describe below, have been
developed to evaluate definite integrals to an extreme precision of thousands of digits accuracy.
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These techniques have nowbecome a staple in the emerging discipline of experimentalmathemat-
ics, namely the application of high-performance computing to research questions in mathematics. In
particular, high-precision numerical values of definite integrals, when combinedwith integer relation
detection algorithms, can be used to discover previously unknown analytic evaluations (i.e., closed-
form formulas) for these integrals, as well as previously unknown interrelations among classes of in-
tegrals. Large computations of this type can further be used to provide strong experimental validation
of identities found in this manner or by other techniques.
Wewish to emphasize that in this study we are principally consumers of symbolic computing tools
rather than developers. However, we note that the techniques described here can be seen as an indi-
rect means of symbolic computing—using numerical computation to produce symbolic results.
The underlying reason why very-high-precision results are needed in this context is that they
are required if one wishes to apply integer relation detection methods. An integer relation detection
scheme is a numerical algorithm which, given an n-long vector (xi) of high-precision floating-point
values, attempts to recover the integer coefficients (ai), not all zero, such that
a1x1 + a2x2 + · · · + anxn = 0
(to available precision), or else determine that there are no such integers less than a certain size.
The algorithm PSLQ operates by developing, iteration by iteration, an integer-valued matrix A that
successively reduces the maximum absolute value of the entries of the vector y = Ax, until one of
the entries of y is either zero or within roughly 10−p of zero, where p is the level of numeric precision
being used in digits (Bailey and Broadhurst, 2000).
With PSLQ or any other integer relation detection scheme, if the underlying integer relation vector
of length n has entries of maximum size d digits, then the input data must be specified to at least nd-
digit precision, or else the true relationwill be lost in a sea of spurious numerical artifacts. This follows
from a simple pigeonhole analysis: Suppose that the x vector does not satisfy any integer relation, and
each |xj| ≤ 1. Suppose also that all choices of integer coefficients aj satisfy |aj| ≤ 10d. Then the sum∑
1≤j≤n ajxj will assume one of 2n10nd distinct values in the interval [−n10d, n10d], depending on the
choice of the a vector. The average distance between these values is 2n2−n10d−nd. Thus an interval
of size 10−p around zero is likely to contain one of these values (a spurious ‘‘relation’’) unless p is
significantly larger than nd− d+ 0.3n.
1.1. Preliminary applications
Example 1 (A Parametric Integral). In one of the first applications of this methodology, the present
authors and Greg Fee of Simon Fraser University in Canada were inspired by a problem in the
American Mathematical Monthly (Ahmed, 2002). We found, by using a version of the integration
scheme described below, coupled with a high-precision PSLQ program, that if Q (a) is defined by
Q (a) :=
∫ 1
0
arctan(
√
x2 + a2) dx√
x2 + a2(x2 + 1) ,
then
Q (0) = π log 2/8+ G/2
Q (1) = π/4− π√2/2+ 3√2 arctan(√2)/2
Q (
√
2) = 5π2/96.
Here G = ∑k≥0(−1)k/(2k + 1)2 = 0.91596559417 . . . is Catalan’s constant. These specific experi-
mental results then led to the following general result, which has now been rigorously established,
among several others (Borwein et al., 2004, pg. 307):∫ ∞
0
arctan(
√
x2 + a2) dx√
x2 + a2(x2 + 1) =
π
2
√
a2 − 1

2 arctan(

a2 − 1)− arctan(

a4 − 1)

. 
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Example 2 (A Character Sum). As a second example, to assist with a study of two-variable character
Euler sums (Borwein et al., 2008), we empirically determined that
2√
3
∫ 1
0
log6(x) arctan[x√3/(x− 2)]
x+ 1 dx =
1
81648
[−229635L−3(8)
+ 29852550L−3(7) log 3− 1632960L−3(6)π2 + 27760320L−3(5)ζ (3)
−275184L−3(4)π4 + 36288000L−3(3)ζ (5)− 30008L−3(2)π6 − 57030120L−3(1)ζ (7)

,
where
L−3(s) :=
−
n≥1

1/(3n− 2)s − 1/(3n− 1)s
is based on the character modulo 3, and ζ (s) = ∑n≥1 1/ns is the Riemann zeta function. Based on
these experimental results, general results of this type have been conjectured but few have yet been
rigorously established—and may well never be unless their proof is somehow required. 
2. High-precision numerical quadrature
Several more challenging examples will be described below, but first we discuss our preferred
underlying one-dimensional numerical techniques for high- and extreme-precision integration.
In our experience, we have come to rely on two schemes: Gaussian quadrature and tanh–sinh
quadrature. Each has advantages in certain realms.We have found that if the function to be integrated
is regular (i.e., C∞), both within the interval of integration as well as in some neighborhood of the
endpoints, and if the precision level is not too high (nomore than a few hundred digits), then Gaussian
quadrature is usually themost efficient scheme, in terms of achieving a desired accuracy in the lowest
computer run time. In other cases, namely where the function is not regular at endpoints, or for
precision levels above several hundred digits, tanh–sinh is usually the best choice.
2.1. Gaussian quadrature
By way of a brief review, Gaussian quadrature approximates an integral on [−1, 1] as the sum∑
0≤j<nwjf (xj), where the abscissas xj are the roots of the nth degree Legendre polynomial Pn(x) on[−1, 1], and the weightswj are
wj := −2
(n+ 1)P ′n(xj)Pn+1(xj)
;
see Atkinson (1993, pg. 187). Note that the abscissas and weights are independent of f (x).
In our high-precision implementations, we compute an individual abscissa by using a Newton
iteration root-finding algorithm with a dynamic precision scheme. The starting value for xj in these
Newton iterations is given by cos[π(j − 1/4)/(n + 1/2)], which may be calculated using ordinary
64-bit floating-point arithmetic (Press et al., 1986, pg. 125). We compute the Legendre polynomial
function values using an n-long iteration of the recurrence P0(x) = 0, P1(x) = 1 and
(k+ 1)Pk+1(x) = (2k+ 1)xPk(x)− kPk−1(x)
for k ≥ 2. The derivative is computed as P ′n(x) = n(xPn(x)− Pn−1(x))/(x2 − 1). For functions defined
on intervals other than [−1, 1], a linear scaling is used to convert the Gaussian abscissas to the actual
interval.
In our implementations, we precompute several sets of abscissa–weight pairs corresponding to
values of n that roughly doublewith each ‘‘level’’. Then in a quadrature calculationwe repeat Gaussian
quadrature with successively higher ‘‘levels’’ until either two consecutive results are equal within a
specified accuracy, or an estimate of the error is below the specified accuracy. In most cases, once a
modest precision has been achieved, increasing the level by one (i.e., doubling n) roughly doubles
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the number of correct digits in the result. Additional details of an efficient, robust high-precision
implementation are given in Bailey et al. (2005).
One factor that limits the applicability of Gaussian quadrature for very high precision is that the
cost of computing abscissa–weight pairs using this scheme increases quadratically with n, since each
Legendre polynomial evaluation requires n steps. Since the value of n required to achieve a given
precision level typically increases linearly with the precision level, this means that the total run-
time cost of computing the abscissas and weights increases even faster than n2 (in fact, it increases at
least as n3 log n or n4, depending on how the high-precision arithmetic is implemented). There is no
known scheme for generating Gaussian abscissa–weight pairs that avoids this quadratic dependence
on n. High-precision abscissas andweights, once computed, may be stored for future use. But for truly
extreme-precision calculations – i.e., several thousand digits or more – the cost of computing them
even once becomes prohibitive.
2.2. Tanh–sinh quadrature
The other quadrature algorithm we will mention here is the tanh–sinh scheme, which was
originally discovered by Takahasi andMori (1974) but has precursors in other ‘‘periodizing schemes’’.
This scheme, as we will see, rapidly produces very-high-precision results even if the integrand
function has an infinite derivative or blow-up singularity at one or both endpoints. Its other major
advantage is that the cost of generating abscissas andweights increases only linearlywith the number
of such pairs. For these reasons, the tanh–sinh scheme is the algorithm of choice for integrating any
type of function, well behaved or not, once the precision level rises beyond several hundred digits.
The tanh–sinh scheme is based on the observation, rooted in the Euler–Maclaurin summation
formula, that for certain bell-shaped integrands (i.e., where the function and all higher derivatives
rapidly approach zero at the endpoints of the interval), a simple block function or trapezoidal
approximation to the integral is remarkably accurate (Atkinson, 1993, pg. 180). This principle is
exploited in the tanh–sinh scheme by transforming an integral of a given function f (x) on a finite
interval such as [−1, 1] to an integral on (−∞,∞), by using the change of variable x = g(t), where
g(t) = tanh(π/2·sinh t). The function g(t)has the property that g(x)→ 1 as x →∞ and g(x)→−1
as x →−∞, and also that g ′(x) and all higher derivatives rapidly approach zero for large positive and
negative arguments. Thus one can write, for h > 0,∫ 1
−1
f (x) dx =
∫ ∞
−∞
f (g(t))g ′(t) dt ≈ h
N−
j=−N
wjf (xj),
where the abscissas xj = g(hj), the weights wj = g ′(hj), and N is chosen large enough that terms
beyond N (positive or negative) are smaller than the ‘‘epsilon’’ of the numeric precision being used.
In many cases, even where f (x) has an infinite derivative or an integrable singularity at one or both
endpoints, the transformed integrand f (g(t))g ′(t) is a smooth bell-shaped function for which the
Euler–Maclaurin argument applies. In these cases, the error in this approximation decreases more
rapidly than any fixed power of h.
In our implementations, we typically compute sets of abscissa–weight pairs for several values of h,
starting at one and then decreasing by a factor of twowith each ‘‘level’’. The abscissa–weight pairs (and
corresponding function values) at one level are merely the even-indexed pairs (and corresponding
function values) for the next higher level, so this fact can be used to save run time. We terminate the
quadrature calculation when two consecutive levels have produced the same quadrature results to a
specified accuracy, or when an estimate of the error is below the specified accuracy. Full details of an
efficient, robust high-precision implementation are given in Bailey et al. (2005).
Like Gaussian quadrature, tanh–sinh quadrature often achieves ‘‘quadratic’’ or ‘‘exponential’’
convergence—in most cases, once a modest accuracy has been achieved, increasing the ‘‘level’’ by one
(i.e., reducing h by half and roughly doubling N), approximately doubles the number of correct digits
in the result. A proof of this fact, given certain regularity conditions, is discussed in Ye (2006).
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2.3. Error estimation
As suggested above, we often rely on estimates of the error in a quadrature calculation, terminating
the process when the estimated error is less than a pre-specified accuracy. In several cases we have
desired a more rigorous bound on the error, so that we can produce a ‘‘certificate’’ that the computed
result is correct to within a given accuracy. In other cases, it is well worth avoiding the cost of the
additional final step by use of an ad hoc estimate, such as the one described in Bailey et al. (2005).
There are several well-known rigorous error estimates for Gaussian quadrature (Atkinson, 1993,
pg. 279). Recently we established some similarly rigorous error estimates for tanh–sinh quadrature
and other Euler–Maclaurin-based quadrature schemes, estimates that are both highly accurate and
can be calculated in a similar manner to the quadrature result itself (Bailey and Borwein, 2006). For
example,
E2(h,m) := h(−1)m−1

h
2π
2m b/h−
j=a/h
D2m[g ′(t)f (g(t))](jh) (1)
yields extremely accurate estimates of the error, even in the simplest casem = 1. What is more, one
can derive the bound
|E(h,m)− E2(h,m)|
≤ 2 [ζ (2m)+ (−1)mζ (2m+ 2)]

h
2π
2m
h
∫ b
a
D2m[g ′(t)f (g(t))]2 dt, (2)
where E(h,m) is the true error. These error bounds can be used to obtain rigorous certificates on the
values of quadrature results.
Example 3 (A Hyperbolic Volume). By using these methods we were able to establish rigorously that
the experimentally observed identity
24
7
√
7
∫ π/2
π/3
log
 tan t +
√
7
tan t −√7
 dt = L−7(2)
=
∞−
n=0
[
1
(7n+ 1)2 +
1
(7n+ 2)2 −
1
(7n+ 3)2 +
1
(7n+ 4)2 −
1
(7n+ 5)2 −
1
(7n+ 6)2
]
(3)
holds to within 3.82× 10−49.
We subsequently learned that an equivalent formof this identitywasproved in 1986 (Zagier, 1986).
Many similar identities remain unproven. Details are given in Bailey et al. (2010). 
Other examples of such certificates are given in Bailey and Borwein (2006). Obtaining these
certificate results is typically rather expensive, but by applying highly parallel implementation
techniques these results can be obtained in reasonable run time.
2.4. Highly parallel quadrature
Both Gaussian quadrature and tanh–sinh quadrature are well suited to highly parallel implemen-
tations, since each of the individual abscissa–weight calculations can be performed independently, as
can each of the terms of the quadrature summation. One difficulty, however, is that if one is proceed-
ing from level to level until a certain accuracy condition is met, then a serious load imbalance may
occur if a cyclic distribution of abscissa–weight pairs is adopted. This can be solved by distributing
these pairs in a more intelligent fashion (Bailey and Borwein, in press).
Example 4 (The Hyperbolic Volume). In the previous section, we introduced the conjectured identity
(3). Only quite recently did we learn that an equivalent form had been proven in 1986 by Don Zagier
(Zagier, 1986; Bailey et al., 2010). As detailed in Bailey et al. (2010), the integral arises from quantum
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Fig. 1. Integrand function in (3) with singularity.
field theory, in the analysis of the volumes of ideal tetrahedra in hyperbolic space (Borwein and
Broadhurst, 1998). Note that the integrand function has a nasty singularity at t = arctan(√7) (see
Fig. 1).
Because there are roughly a thousand related and largely unresolved conjectures (Bailey et al.,
2010) evaluating hyperbolic volumes as arithmetic values (Borwein and Broadhurst, 1998) – of which
(3) was the simplest – we decided to calculate the integral
24
7
√
7
∫ π/2
π/3
log
 tan t +
√
7
tan t −√7
 dt = 1.15192547054449104710169239732054996 . . .
to 20,000-digit accuracy (which approaches the limits of presently feasible computation) and compare
with a 20,000-digit evaluation of the six-term infinite series on the right-hand side of (3). This integral
was evaluated by splitting it into two integrals, the first from π/3 to arctan(
√
7), and the second from
arctan(
√
7) toπ/2, and then applying the one-dimensional tanh–sinh scheme to each part, performed
in parallel on a highly parallel computer system. This test was successful—the numerical value of the
integral on the left-hand side of (3) agrees with the numerical value of the six-term infinite series on
the right-hand side to at least 19,995 digits. The infinite series was evaluated in approximately 5 h on
a personal computer usingMathematica.
The computation of the integral was performed on the Apple-based parallel computer system at
Virginia Tech. For this calculation, as well as for a number of others we describe below, we utilized the
ARPREC arbitrary precision software package (Bailey et al., 0000). Parallel execution was controlled
using the Message Passing Interface (MPI) software, a widely available system for parallel scientific
computation (Gropp et al., 1996). The run required 45 minutes on 1024 CPUs of the Virginia Tech
system, and ran at 690Gflop/s (i.e., 690 billion 64-bit floating-point operations per second). It achieved
an almost perfect parallel speedup of 993 (a perfect speedup would be 1024). Additional details of
parallel quadrature techniques, for both one-dimensional and multi-dimensional integrals, are given
in Bailey and Borwein (in press). 
Example 5 (A Bessel Function integral). In a 2008 study, the present authors togetherwithmathemat-
ical physicists David Broadhurst and Larry Glasser, examined various classes of integrals involving
Bessel functions (Bailey et al., 2008). In this process we examined the constant s6,1 defined by
s6,1 =
∫ ∞
0
tI0(t)K 50 (t) dt,
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Fig. 2. Integrand function in (4) with singularity.
where I0(t) and K0(t) are themodified Bessel functions of the first and second kinds, respectively. This
constant can be evaluated to high precision by applying quadrature to this definition, or, even faster,
by using a rapidly converging summation formula as described in Bailey et al. (2008). Subsequently
we discovered, by numerical experimentation, that
12s6,1 = π4
∫ ∞
0
e−4t I40 (t) dt. (4)
Note that the integrand in (4) is singular at the origin (see Fig. 2).
In order to test this conjecture, the present authors computed the right-hand side integral (4)
to 14,285 digits, using a modified version of the parallel tanh–sinh program described above. This
calculation required a run of 99 min on 1024 CPUs of the ‘‘Franklin’’ system (a Cray XT4 model, based
on dual-core Opteron CPUs) in the National Energy Research Scientific Computing Center (NERSC) at
the Lawrence Berkeley National Laboratory. These digits exactly matched the first 14,285 digits of s6,1
computed by Broadhurst using the infinite series formula. Broadhurst now reports that he has a proof
for (4). 
2.5. Multi-dimensional integration
The above examples are ordinary one-dimensional integrals, but two-dimensional, three-
dimensional and higher-dimensional integrals are of at least as much interest. At present, the best
available scheme for such computation is simply to perform either Gaussian quadrature or tanh–sinh
quadrature in each dimension. Such computations are however vastly more expensive than in one
dimension. For instance, if in one dimension a certain class of definite integral requires, say, 1000
function evaluations to achieve a certain desired accuracy, then in two dimensions one can expect
to perform roughly 1000,000 function evaluations for similar types of integrals, and 1000,000,000
evaluations in three dimensions.
Fortunately, modern highly parallel computing technologymakes it possible to consider the evalu-
ation of somemultiple integrals that heretofore would not have been feasible. Some of the techniques
used in highly parallel, multi-dimensional integration are discussed in Bailey and Borwein (in press).
They typically require significant symbolic work prior to numerical computation.
3. Application to Ising integrals
In a recent study, the present authors together with Richard Crandall examined the following
classes of integrals, which arise in the Ising theory of mathematical physics (Bailey et al., 2006):
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Cn := 4n!
∫ ∞
0
· · ·
∫ ∞
0
1
n−
j=1
(uj + 1/uj)
2 du1u1 · · · dunun
Dn := 4n!
∫ ∞
0
· · ·
∫ ∞
0
∏
i<j

ui − uj
ui + uj
2

n−
j=1
(uj + 1/uj)
2 du1u1 · · · dunun
En = 2
∫ 1
0
· · ·
∫ 1
0
 ∏
1≤j<k≤n
uk − uj
uk + uj
2
dt2 dt3 · · · dtn,
where (in the last line) uk =∏ki=1 ti.1
Needless to say, evaluating these n-dimensional integrals to high precision presents a daunting
challenge.
3.1. The case of Cn
Example 6 (The Limit of Cn). Fortunately, in the first case, we were able to show that the Cn integrals
can be written as one-dimensional integrals:
Cn = 2
n
n!
∫ ∞
0
pK n0 (p) dp,
where K0 is themodified Bessel function (Abramowitz and Stegun, 1970). We were able to identify the
first few instances of Cn in terms of well-known constants. For instance,
C3 = L−3(2) =
−
n≥0

1
(3n+ 1)2 −
1
(3n+ 2)2

C4 = 712ζ (3).
When we computed Cn for fairly large n, e.g.
C1024 = 0.63047350337438679612204019271087890435458707871273234 . . .
we found that these values rather quickly approached a limit. By using the new edition of the Inverse
Symbolic Calculator, available at
http://ddrive.cs.dal.ca/∼isc
this can be numerically identified as
lim
n→∞ Cn = 2e
−2γ .
Later we were able to prove this fact—indeed this is merely the first term of an asymptotic expansion
(Bailey et al., 2006). 
3.2. The case of Dn and En
The integrals Dn and En, which are more fundamental in the Ising setting, proved to be much
more difficult to evaluate. They are not reducible to one-dimensional integrals (as far as we can tell),
1 There are corresponding (n− 1)-dimensional representations for Cn and Dn .
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but with certain symmetry transformations and symbolic integration we were able to reduce the
dimension in each case by one or two, so that we were able to produce the following evaluations,
all of which save the last we subsequently were able to prove:
D2 = 1/3
D3 = 8+ 4π2/3− 27 L−3(2)
D4 = 4π2/9− 1/6− 7ζ (3)/2
E2 = 6− 8 log 2
E3 = 10− 2π2 − 8 log 2+ 32 log2 2
E4 = 22− 82ζ (3)− 24 log 2+ 176 log2 2− 256(log3 2)/3+ 16π2 log 2− 22π2/3
E5
?= 42− 1984 Li4(1/2)+ 189π4/10− 74ζ (3)− 1272ζ (3) log 2
+ 40π2 log2 2− 62π2/3+ 40(π2 log 2)/3+ 88 log4 2
+ 464 log2 2− 40 log 2.
In the case of Dn these were confirmations of known results.
Example 7 (The Integral E5). The result for E5 required considerable effort, both computational and
analytical. We did find a transformation that reduced this to a three-dimensional integral, but
the resulting three-dimensional integral is extremely complicated (see Table 1). Just converting
this expression (originally produced as a Mathematica expression) to a working computer program
required considerable ingenuity. The numerical evaluation of this integral to 240 digits required 4 h on
64 CPUs of the Virginia Tech Apple system. Applying PSLQ to the resulting numerical value (together
with the numerical values of a set of conjectured terms), yielded the experimental evaluation shown
above. 
3.3. A negative result
Example 8 (The Integrals C5, and D5). The computation of D5 is even more demanding than E5.
Nonetheless, 18 hours on 256 CPUs of the Apple system at Virginia Tech produced 500 good digits.
Alas, we still have not been successful in identifying either C5 or D5 from their numerical values (or by
any othermeans). However, we have shown, via PSLQ computations, that neither C5 norD5 satisfies an
integer linear relation involving the following set of constants, where the vector of integer coefficients
in the linear relation has Euclidean norm less than 4 · 1012:
1, π, log 2, π2, π log 2, log2 2, L−3(2), π3, π2 log 2, π log2 2, log3 2,
ζ (3), π L−3(2), log 2 · L−3(2), π4 π3 log 2, π2 log2 2, π log3 2, G, Gπ2,
Li4(1/2),
√
3 L−3(2), log4 2, πζ (3), log 2 · ζ (3), π2L−3(2), π2L−3(2),
π log 2 · L−3(2), log2 2 · L−3(2), L2−3(2), Im[Li4(e2π i/5)], Im[Li4(e4π i/5)],
Im[Li4(i)], Im[Li4(e2π i/3)].
Here G and L−3 are as above and Lin(x) := ∑k≥1 xk/kn is the polylogarithm function. Some constants
that may appear to be ‘‘missing’’ from this list are actually linearly redundant with this set, and thus
were not included in the PSLQ search. These include
Re[Li3(i)], Im[Li3(i)], Re[Li3(e2π i/3)], Im[Li3(e2π i/3)], Re[Li4(i)],
Re[Li4(e2π i/3)], Re[Li4(e2π i/5)], Re[Li4(e4π i/5)], Re[Li4(e2π i/6)] and
Im[Li4(e2π i/6)].
Despite this failure, we view these computations as successful, since the numerical values of D5 and
C5 (alongwith numerous other related constants) are available in Bailey et al. (2006) to any researcher
who may have a better idea of where to hunt for a closed form. 
3.4. Closed forms for cn,k
In a follow-on study (Bailey et al., 2007), the present authors and Richard Crandall examined the
following generalization of the Cn integrals above:
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Table 1
The E5 integral.
E5 =
∫ 1
0
∫ 1
0
∫ 1
0

2(1− x)2(1− y)2(1− xy)2(1− z)2(1− yz)2(1− xyz)2− 4(x+ 1)(xy+ 1) log(2) y5z3x7 − y4z2(4(y+ 1)z + 3)x6 − y3z y2 + 1 z2
+ 4(y+ 1)z + 5) x5 + y2 4y(y+ 1)z3 + 3 y2 + 1 z2 + 4(y+ 1)z − 1 x4 + y z z2 + 4z
+5) y2 + 4 z2 + 1 y+ 5z + 4 x3 + −3z2 − 4z + 1 y2 − 4zy+ 1 x2 − (y(5z + 4)
+4)x− 1)] / (x− 1)3(xy− 1)3(xyz − 1)3+ 3(y− 1)2y4(z − 1)2z2(yz
−1)2x6 + 2y3z 3(z − 1)2z3y5 + z2 5z3 + 3z2 + 3z + 5 y4 + (z − 1)2z
5z2 + 16z + 5 y3 + 3z5 + 3z4 − 22z3 − 22z2 + 3z + 3 y2 + 3 −2z4 + z3 + 2
z2 + z − 2 y+ 3z3 + 5z2 + 5z + 3 x5 + y2 7(z − 1)2z4y6 − 2z3 z3 + 15z2
+15z + 1) y5 + 2z2 −21z4 + 6z3 + 14z2 + 6z − 21 y4 − 2z z5 − 6z4 − 27z3
−27z2 − 6z + 1 y3 + 7z6 − 30z5 + 28z4 + 54z3 + 28z2 − 30z + 7 y2 − 2 7z5
+15z4 − 6z3 − 6z2 + 15z + 7 y+ 7z4 − 2z3 − 42z2 − 2z + 7 x4 − 2y z3 z3
−9z2 − 9z + 1 y6 + z2 7z4 − 14z3 − 18z2 − 14z + 7 y5 + z 7z5 + 14z4 + 3
z3 + 3z2 + 14z + 7 y4 + z6 − 14z5 + 3z4 + 84z3 + 3z2 − 14z + 1 y3 − 3 3z5
+6z4 − z3 − z2 + 6z + 3 y2 − 9z4 + 14z3 − 14z2 + 14z + 9 y+ z3 + 7z2 + 7z
+1) x3 + z2 11z4 + 6z3 − 66z2 + 6z + 11 y6 + 2z 5z5 + 13z4 − 2z3 − 2z2
+13z + 5) y5 + 11z6 + 26z5 + 44z4 − 66z3 + 44z2 + 26z + 11 y4 + 6z5 − 4
z4 − 66z3 − 66z2 − 4z + 6 y3 − 2 33z4 + 2z3 − 22z2 + 2z + 33 y2 + 6z3 + 26
z2 + 26z + 6 y+ 11z2 + 10z + 11 x2 − 2 z2 5z3 + 3z2 + 3z + 5 y5 + z 22z4
+5z3 − 22z2 + 5z + 22 y4 + 5z5 + 5z4 − 26z3 − 26z2 + 5z + 5 y3 + 3z4−
22z3 − 26z2 − 22z + 3 y2 + 3z3 + 5z2 + 5z + 3 y+ 5z2 + 22z + 5 x+ 15z2 + 2z
+2y(z − 1)2(z + 1)+ 2y3(z − 1)2z(z + 1)+ y4z2 15z2 + 2z + 15+ y2 15z4
−2z3 − 90z2 − 2z + 15+ 15 / (x− 1)2(y− 1)2(xy− 1)2(z − 1)2(yz − 1)2
(xyz − 1)2− 4(x+ 1)(y+ 1)(yz + 1) −z2y4 + 4z(z + 1)y3 + z2 + 1 y2
−4(z + 1)y+ 4x y2 − 1 y2z2 − 1+ x2 z2y4 − 4z(z + 1)y3 − z2 + 1 y2
+4(z + 1)y+ 1)− 1) log(x+ 1)] / (x− 1)3x(y− 1)3(yz − 1)3− [4(y+ 1)(xy
+1)(z + 1) x2 z2 − 4z − 1 y4 + 4x(x+ 1) z2 − 1 y3 − x2 + 1 z2 − 4z − 1
y2 − 4(x+ 1) z2 − 1 y+ z2 − 4z − 1 log(xy+ 1) / x(y− 1)3y(xy− 1)3(z−
1)3
− 4(z + 1)(yz + 1) x3y5z7 + x2y4(4x(y+ 1)+ 5)z6 − xy3 y2+
1) x2 − 4(y+ 1)x− 3 z5 − y2 4y(y+ 1)x3 + 5 y2 + 1 x2 + 4(y+ 1)x+ 1 z4+
y

y2x3 − 4y(y+ 1)x2 − 3 y2 + 1 x− 4(y+ 1) z3 + 5x2y2 + y2 + 4x(y+ 1)
y+ 1) z2 + ((3x+ 4)y+ 4)z − 1 log(xyz + 1) / xy(z − 1)3z(yz − 1)3(xyz − 1)3
/

(x+ 1)2(y+ 1)2(xy+ 1)2(z + 1)2(yz + 1)2(xyz + 1)2 dx dy dz
Cn,k = 4n!
∫ ∞
0
· · ·
∫ ∞
0
1
n−
j=1
(uj + 1/uj)
k+1 du1u1 · · · dunun .
Here we made the initially surprising discovery – now proven in Borwein and Salvy (2008) – that
there are linear relations in each of the rows of this array (considered as a doubly infinite rectangular
matrix). For instance,
0 = C3,0 − 84C3,2 + 216C3,4
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0 = 2C3,1 − 69C3,3 + 135C3,5
0 = C3,2 − 24C3,4 + 40C3,6
0 = 32C3,3 − 630C3,5 + 945C3,7
0 = 125C3,4 − 2172C3,6 + 3024C3,8.
In yet amore recent study (Bailey et al., 2008), wewere able to analytically recognizemany of these
Cn,k integrals—because, remarkably, these same integrals appear naturally in quantum field theory (for
odd k)!
Example 9 (Four Hypergeometric Forms). In particular, we discovered, and then proved with consid-
erable effort that, with cn,k normalized by Cn,k = 2n cn,k/(n! k!),we have
c3,0 = 3Γ
6(1/3)
32π22/3
=
√
3π3
8 3
F2

1/2, 1/2, 1/2
1, 1
14

c3,2 =
√
3π3
288 3
F2

1/2, 1/2, 1/2
2, 2
14

c4,0 = π
4
4
∞−
n=0
2n
n
4
44n
= π
4
4 4
F3

1/2, 1/2, 1/2, 1/2
1, 1, 1
1

c4,2 = π
4
64

44F3

1/2, 1/2, 1/2, 1/2
1, 1, 1
1

− 34F3

1/2, 1/2, 1/2, 1/2
2, 1, 1
1

− 3π
2
16
,
where pFq denotes the generalized hypergeometric function (Abramowitz and Stegun, 1970). 
4. Application to elliptic integral evaluations
The work in Bailey et al. (2008) also required computation of some very tricky two- and three-
dimensional integrals arising from sunrise diagrams in quantum field theory.
Example 10 (Two Elliptic Integral Integrals). For example, with K denoting the complete elliptic inte-
gral of the first kind, we had conjectured that
c5,0 = π2
∫ π/2
−π/2
∫ π/2
−π/2
K(sin θ)K(sinφ)
cos2 θ cos2 φ + 4 sin2(θ + φ)
dθ dφ . (5)
Note that this function has singularities on all four sides of the domain of integration (see Fig. 3).
Ultimately, we were able to compute c5,0 to 120-digit accuracy, using 240-digit working precision.
This run required a parallel computation (using theMPI parallel programming library) of 43.2minutes
on 512 CPUs (1024 cores) of the ‘‘Franklin’’ system at LBNL. Likewise we could confirm that
c6,0 = π2
∫ π/2
−π/2
∫ π/2
−π/2
K(sin θ)K(sinφ)K

sin(θ+φ)√
cos2 θ cos2 φ+sin2(θ+φ)


cos2 θ cos2 φ + sin2(θ + φ)
dθ dφ . 
Example 11 (A Bessel Moment Conjecture). This same work also uncovered the following striking
conjecture: for each integer pair (n, k)with n ≥ 2k ≥ 2 we have
⌊n/2⌋−
m=0
(−1)m

n
2m
∫ ∞
0
tn−2k[π I0(t)]n−2m[K0(t)]n+2m dt ?= 0
where I0 and K0 are again Bessel functions. 
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1
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0
1
Fig. 3. Plot of c5,0 integrand function in (5).
5. Application to Heisenberg spin integrals
In another recent application of these methods, we investigated the following integrals (‘‘spin
integrals’’), which arise, like the Ising integrals, from studies in mathematical physics (Korepin, 2001;
Boos et al., 2002):
P(n) := π
n(n+1)/2
(2π i)n
·
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ ∞
−∞
U(x1 − i/2, x2 − i/2, . . . , xn − i/2)
× T (x1 − i/2, x2 − i/2, . . . , xn − i/2) dx1dx2 · · · dxn
where
U(x1 − i/2, x2 − i/2, . . . , xn − i/2) =
∏
1≤k<j≤n
sinh[π(xj − xk)]∏
1≤j≤n
in coshn(πxj)
T (x1 − i/2, x2 − i/2, . . . , xn − i/2) =
∏
1≤j≤n
(xj − i/2)j−1(xj + i/2)n−j∏
1≤k<j≤n
(xj − xk − i)
.
Note that these integrals involve some complex arithmetic calculations, even though the final results
are real.
Example 12 (Spin Values). So far we have been able to numerically confirm the following results:
P(1) = 1
2
, P(2) = 1
3
− 1
3
log 2, P(3) = 1
4
− log 2+ 3
8
ζ (3)
P(4) = 1
5
− 2 log 2+ 173
60
ζ (3)− 11
6
ζ (3) log 2− 51
80
ζ 2(3)− 55
24
ζ (5)+ 85
24
ζ (5) log 2
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Table 2
Computation times for P(n).
n Digits Processors Run time
2 120 1 10 s
3 120 8 55 min
4 60 64 27 min
5 30 256 39 min
6 6 256 59 h
P(5) = 1
6
− 10
3
log 2+ 281
24
ζ (3)− 45
2
ζ (3) log 2− 489
16
ζ 2(3)− 6775
192
ζ (5)
+ 1225
6
ζ (5) log 2− 425
64
ζ (3)ζ (5)− 12125
256
ζ 2(5)+ 6223
256
ζ (7)
− 11515
64
ζ (7) log 2+ 42777
512
ζ (3)ζ (7),
as well as a significantly more complicated expression for P(6). We confirmed P(1) through P(4) to
over 60-digit precision; P(5) to 30-digit precision, but P(6) to only 8-digit precision. These quadrature
calculations were performed as parallel jobs on the Apple G5 cluster at Virginia Tech.Were we able to
compute P(n) for n < 9 to say 100 places, wemight well be able to use PSLQ to determine the precise
closed forms of P(n). How difficult a task this is is illustrated by the run times and processors used
shown in Table 2, which underscores the rapidly escalating difficulty of these computations. 
6. Conclusion
The development of computational techniques for extreme-precision evaluation of definite
integrals, when combined with constant recognition techniques such as the PSLQ integer relation
algorithm, has been an extremely fruitful tool for research, yielding literally hundreds of new results,
particularly in the arena of mathematical physics. The ‘‘tanh–sinh’’ quadrature scheme of Takahasi
andMori (1974), which can be used evenwhen the integrand function has a singularity at one or both
endpoints, andwhich can be readily scaled tomany thousands of digits precision, has beenparticularly
useful in these studies.
However, the huge and rapidly increasing run times of multi-dimensional integrals, as in the
Ising and spin integral studies (or, for example, in mathematical finance or models of porous media
where quasi-Monte Carlo methods are often more suitable), point to the critical need for research
into fundamentally new and more efficient numerical schemes for two-dimensional and higher-
dimensional integrals for bothmodest and extreme precisions. It is hoped that the results in this paper
will stimulate research in that direction.
Acknowledgements
The first author is supported in part by the Director, Office of Computational and Technology
Research, Division of Mathematical, Information, and Computational Sciences of the U.S. Department
of Energy, under contract number DE-AC02-05CH11231. The second author is supported in part by
NSERC and the Canada Research Chair Programme.
References
Abramowitz, Milton, Stegun, Irene A., 1970. Handbook of Mathematical Functions. Dover, NY.
Ahmed, Zafar, 2002. Definitely an integral. American Mathematical Monthly 109 (7), 670–671.
Atkinson, K.E., 1993. Elementary Numerical Analysis. John Wiley & Sons.
Bailey, D.H., Borwein, J.M., 2006. Effective error bounds in euler-maclaurin-based quadrature schemes. In: Proc. 2006 Conf.
on High-Performance Computing Systems. IEEE Computer Society. Available at http://crd.lbl.gov/∼dhbailey/dhbpapers/
hpcs06.pdf.
Bailey, D.H., Borwein, J.M., 2008. Highly parallel, high-precision numerical integration, International Journal of Computational
Science and Engineering (in press). Available at http://crd.lbl.gov/~dhbailey/dhbpapers/quadparallel.pdf.
754 D.H. Bailey, J.M. Borwein / Journal of Symbolic Computation 46 (2011) 741–754
Bailey, D.H., Borwein, J.M., Broadhurst, D., Glasser, M.L., 2008. Elliptic integral evaluations of Bessel moments. Journal of Physics
A: Mathematical and General 41, 205203. 46 pp.
Bailey, D.H., Borwein, J.M., Broadhurst, D., Zudilin, W., 2010. Experimental mathematics and mathematical physics.
In:Moll, Victor (Ed.), Gems in ExperimentalMathematics. In: ContemporaryMathematics, vol. 517. AmericanMathematical
Society, pp. 41–58.
Bailey, D.H., Borwein, J.M., Crandall, R.E., 2006. Integrals of the ising class. Journal of Physics A 39, 12271–12302.
Bailey, D.H., Borwein, J.M., Crandall, R.E., 2006. Ising data. Available at http://crd.lbl.gov/~dhbailey/dhbpapers/ising-data.pdf.
Bailey, D.H., Borwein, David, Borwein, J.M., Crandall, Richard, 2007. Hypergeometric forms for ising-class integrals.
Experimental Mathematics 16 (3), 257–276.
Bailey, D.H., Broadhurst, David, 2000. Parallel integer relation detection: techniques and applications. Mathematics of
Computation 70 (236), 1719–1736.
Bailey, D.H., Hida, Yozo, Li, Xiaoye S., Thompson, Brandon, ARPREC: An arbitrary precision computation package. Technical
Report LBNL-53651, Software and documentation. Available at http://crd.bl.gov/~dhbailey/mpdist.
Bailey, D.H., Li, Xiaoye S., Jeyabalan, Karthik, 2005. A comparison of three high-precision quadrature programs. Experimental
Mathematics 14 (3), 317–329.
Boos, H.E., Korepin, V.E., 2001. Quantum spin chains and Riemann zeta function with odd arguments. Journal of Physics A 34,
5311–5316. Preprint available at http://arxiv.org/abs/hep-th/0104008.
Boos, H.E., Korepin, V.E., Nishiyama, Y., Shiroishi, M., 2002. Quantum correlations and number theory. Journal of Physics A 35,
4443. Available at http://arxiv.org/abs/cond-mat/0202346.
Borwein, J.M., Bailey, D.H., Girgensohn, Roland, 2004. Experimentation in Mathematics: Computational Paths to Discovery. A K
Peters, Wellesley, MA.
Borwein, J., Broadhurst, D., 1998. Determination of rational dirichlet-zeta invariants of hyperbolicmanifolds and feynman knots
and links. Available at http://arxiv.org/hep-th/9811173.
Borwein, Jonathan, Salvy, Bruno, 2008. A proof of a recursion for Bessel moments. In: Experimental Mathematics.
In: Experimental Mathematics, vol. 17. pp. 223–230. D-drive Preprint 346 http://locutus.cs.dal.ca:8088/archive/00000346/.
Borwein, J.M., Zucker, I.J., Boersma, J., 2008. The evaluation of character euler double sums. Ramanujan Journal 15, 377–405.
Carvajal, O.A., Chapman, F.W., Geddes, K.O., 2005. Hybrid symbolic-numeric integration in multiple dimensions via tensor-
product series. In: ISSAC’05. ACM Press, New York, pp. 84–91 (Electronic).
Geddes, K.O., Fee, G.J., 1992. Hybrid symbolic-numeric integration in maple. In: Proceedings of ISAAC’92. ACM Press, New York,
pp. 36–41.
Gropp, William, Lusk, Ewing, Skjellum, Anthony, 1996. Using MPI: A Portable Parallel Programming with the Message-Passing
Interface. MIT Press, Cambridge, MA.
Press, William H., Teukolsky, Saul A., Vetterling, William T., Flannery, Brian P., 1986. Numerical Recipes 3rd Edition: The Art of
Scientific Computing. Cambridge Univ. Press.
Takahasi, H., Mori, M., 1974. Double exponential formulas for numerical integration. Kyoto University. Research Institute for
Mathematical Sciences. Publications. 9, 721–741.
Ye, Lingyun, 2006. Numerical quadrature: theory and computation, M.Sc. Thesis, Computer Science, Dalhousie University.
Available at http://locutus.cs.dal.ca:8088/archive/00000328.
Zagier, Don, 1986. Hyperbolicmanifolds and special values of dedekind zeta-functions. InventionesMathematicae 83, 285–301.
