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1, INTR~D~JCTI~N 
Many varieties of groups are known to have a finite basis for their laws 
(for the definition and general properties of varieties, see [6]-[8]). Among 
such varieties are any variety consisting of nilpotent groups of bounded 
class [4] and any variety generated by a finite group [9]. It is not known 
whether all varieties have a finite basis for their laws. In this paper we prove 
the following theorem. 
THEOREM A. Any variety consisting of metabelian groups has a$nite basis 
for its laws. 
Because of the relationship between varieties of groups and verbal sub- 
groups of free groups, Theorem A is equivalent to 
THEOREM B. The free metabelian group of countable rank has maximum 
condition on verbal subgroups. 
Our main result is stronger than this. 
THEOREM C. A free metabelian group of arbitrary rank has maximum 
condition on characteristic subgroups. 
This may be compared with a resuIt of Hall [2], which states that a 
finitely generated metabelian group has maximum condition on normal 
subgroups. 
The proof uses a matrix representation, due to Magnus [5j, to translate 
the problem to one of ring theory. The ring-theoretic result may be regarded 
as a generalization to an infinite number of variables of the result that the 
polynomial ring in a finite number of variables over a Noetherian ring is 
itself Noetherian. We begin with an interesting proposition on abstract 
closure relations, communicated to me by G. Higman, which greatly 
simplifies my original proofs of the ring-theoretic results. 
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2. RING THEORY 
An algebraic closure relation on a set C is a rule assigning to each subset 
X of C a subset cl X of C subject to the conditions (i) X _C cl X, (ii) if XC Y, 
then cl XC cl Y, (iii) cl cl X = cl X, (iv) if x E cl X, then x E cl X0 , for 
some finite X0 C X. Such a relation may be defined by giving the closed 
subsets of C, and the most important example for us occurs when C is a 
commutative ring and the closed sets are the ideals of C. An algebraic closure 
relation has Jinite b&s property (f.b.p.) if every closed set is the closure of a 
finite subset. This is equivalent, by the well-known argument, to the 
maximum condition on closed sets. 
A partially ordered set is said to be partially well-ordered if every infinite 
sequence of elements contains a (nonstrictly)-increasing subsequence (see 
[3] for equivalent definitions). 
The following example will be needed. Let V be the set of all finite 
sequences of nonnegative integers, the empty set being regarded as a sequence 
of zero length. We define two orderings on V, 
(4 ,..., L) < (Jo ,..., j,) if m < n, or m = n and, for some T, i, < jr but 
i, =j,foralls >r; 
(4 ,..., cn) < (jl ,...> j,) if m < n, and, for some one-one order preserving 
map v of (l,..., m) into (l,..., n), i, < j,, for all r. It is easy to check that 
(V, <) is well-ordered, and that the identity map is an order-homomorphism 
from (V, =Q to (V, <). By theorem 4.3 of [3], (V, <) is partially well- 
ordered. 
Now let C be any set with an algebraic closure relation and P any partly 
ordered set. We define on C x P an algebraic closure relation, which we say 
is induced by the closure relation on C and the partial ordering on P, by 
the requirement: (c, p) E cl X iff 3(c, , pi),..., (c, , p,J E X such that 
c E cl(c, ,...) cn) 
and pi <p, i = l,..., n. (It is easy to check that this is an algebraic closure 
relation on C X P.) 
PROPOSITION 1. If the closure operation on C has f.b.p., and P is partially 
well-ordered, then the induced operation on C x P has f.b.p. 
Proof. Let X be any closed subset of C x P. For any p E P, define 
X(p) C C by X(p) x p = X n (C x p). By the definition of the operation 
in C x P, X(p) is a closed subset of C, and, if p < Q then X(p) C X(q). We 
order the collection of indexed sets X(p) for all p by X(p) < X(q) iff p < q 
and X(p) = X(q) as sets. 
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Then, for any p, 39 with X(p) > X(q), and X(q) minimal. For otherwise 
there would be an infinite sequence X(pr) > X(&J > *em, which is im- 
possible since P, being partially well-ordered, contains no strictly-decreasing 
infinite sequence. Also there can be only a finite number of minimal elements. 
For if there were an infinite number, we could find an infinite sequence 
Pl < P2 < *** such that each X(pJ is minimal. But then, if i < j we have 
X( pi) C X(p,) because pi < pj , and also X(p,) # X(p,) because X(p& is 
minimal. This is impossible since C has f.b.p. 
Let, then, X(pi) ,... , X(pl.) be the minimal elements. As C has f.b.p. we 
can find elements cii , i = l,..., nj, such that X(pj) = cl{ui cij}. Now take 
any (c,p) E X. Then c E X(p), and, for some j, X(pJ < X(p), so that 
c E X(pj). From the definition of the closure operation in C x P, it follows 
that X = c~(U~,~ cij}, as required. 
We can now proceed to the ring theory. Let J denote the positive integers, 
and let R be a commutative ring and S = R[x, , x2 ,...I. Let @ denote the 
set of all one-one order preserving maps of J into itself. 
DEFINITION 1. An ideal I of S is called a @-ideal if whenever the polynomial 
P(X1 , x2 >*** ) E I, then p(~ , x+2 ,...) E I for any q~ E 0. 
DEFINITION 2. Let M,, be the jkee R-module with basis t, , tz ,... . A 
submodule NO of MO is called a @-submodule ;f whenever 
c rit, E No then c ritqi E N,, for any vE@. 
DEFINITION 3. Let M be thefree S-module with basis t1 , t, ,... . A submodule 
N of M U called a @-submodule if whenever 
Cpi(xl , x2 ,...) ti EN then cpi(xvl , xv2 ,...) t,+ E N for any 4 E @. 
PROPOSITION 2. If R is a Noetherian domain then S has maximum condition 
on @-ideals. 
Proof. We define the weight of a monomial ax2 *.. x2 to be the sequence 
(4 ,..., n i ) E V. The leading term of a polynomial is the term of maximal 
weight in (V, <) and the weight of a polynomial is the weight of its leading 
term. We can define a map 0 : S-+ R x V by tip = (b, wtp), where b is the 
leading coefficient of p. The closure operation on R in which the closed 
sets are ideals has f.b.p. because R is Noetherian. By Proposition 1, the 
closure operation on R x V induced from this operation on R and the ordering 
< on V has f.b.p. It is easy to see that if I is a @-ideal of S, then t9I is a 
closed subset of R x V. 
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Let 01 = cl{@, ,..., ep,}. It is easy to check that for any p ~1, 3q in the 
@-ideal spanned by p, ,..., p, such that 89 = @, and that this implies 
wt(p - Q) < wtp. Since (V, <) is well-ordered it follows by induction that 
I is the Q-ideal spanned by p, ,..., p, . So we have shown any Q-ideal is 
finitely spanned as D-ideal, which is equivalent to the proposition. 
PROPOSITION 3. I f  R is a Noetherian domain then M has maximum 
condition on @-submodules. 
Proof. Wedefineamapn:M+Rx VX JbynO=Ox VX J,and,if 
u = C%lpiti wherep, # 0 andp, has leading coefficient a, nu = (a, wtp, , n). 
We define two orderings on V x J: 1. ((il ,..., i,), Y) < ((& ,..., in), s) iff 
T < s or r = sand (ii ,..., &) < (j, ,..., j,); 2. ((iI ,..., i,), Y) < ((j, ,..., in), s) 
iff there is a one-one order-preserving map v : J -+ J with vr = s, vrn < n, 
and ik <jWk, h = l,..., m. It is easy to see that (V x J, <) is well-ordered and 
that the identity is an order-homomorphism from (V x J, <) to (V x J, <). 
If we can show that (V x J, <) is partially well-ordered, we can complete 
the proof exactly as the proof of Proposition 2, with V x J replacing V. 
So let us take an infinite sequence (oi, ri) in V x J. Taking a subsequence 
if necessary, we may assume that rr < r2 < 5.. and that either 01~ contains 
fewer than rle elements for all K or that c+ contains at least rlc elements for 
all k. In the former case, a subsequence (a*, , rkn) such that c+, is an increasing 
subsequence of (V, <) [which can be found, since (V, <) is partially 
well-ordered] will be an increasing subsequence of V x J, For the latter case, 
when we have an element (01, r) where (Y = (iI ,..., i,) with m > r, we shall 
call (i1 ,..., &) the initial part of (01, r), (irfl ,..., i,) the JinaZpart (the initial 
and final parts may be empty), and i, the pivotal element. Then, given a 
sequence (Q , Ye) of the second kind, we can take a subsequence such that 
the initial parts form an increasing sequence in (V, <); then a subsequence 
of this such that the pivotal elements increase; then a subsequence of this 
latter such that the final parts form an increasing sequence in (V, <). The 
resulting subsequence of our original sequence is an increasing sequence 
in (I’ x J, <), as required. 
COROLLARY. If R is a Noetherian domain, MO has maximum condition on 
@-submodules. 
Let N,, be a @-submodule of M,, . Then SN,, is a @-submodule of M, 
and MO n SNs = N, (retracting S onto R and M onto MO by mapping 
xi to 1, all i), whence the result. The corollary can also be proved directly, 
using a map MO -+ R x J. 
Proposition 1 can also be used to give a variant of the standard proof 
that R[x] is Noetherian if R is, or to prove various extensions of Proposition 2. 
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3. GROUP THEORY 
Let F be a free group, A = F/F’, and B = F/F” the corresponding free 
abelian and free metabelian groups. We will use X to denote a basis of F, 
A, or B. 
We proceed to the proof of Theorem C. When B has finite rank, the 
theorem is an immediate consequence of Hall’s theorem so we need only 
consider the case when X is infinite. Suppose X is not countable and let 
X,, be a countable subset of X. Let K be a characteristic subgroup of B, 
and let B,, be the subgroup of B generated by X,, . Any k E K is of form 
k = dk,, with k, E K n B, and 0 an automorphism of B induced by a 
permutation of X, i.e., K is determined by K n B, . Now K n B, is a 
characteristic subgroup of B, , since any automorphism of B, can be extended 
to an automorphism of B mapping X-X,, identically. Hence the theorem 
is true for B if it is true for B, , and we shall assume for the remainder 
of the proof that X is countable. 
Magnus [5] shows that if R is a normal subgroup of F, and G = F/R, 
r = ZG the integral group ring of G, and T the free F-module with basis 
t, , tz ,***, then F/R’ is isomorphic to a group of matrices of the form [$ “;I 
with g E G, t E T, namely to that subgroup of the group of all such matrices 
which is generated by the matrices 
%i ti[ 1 0 1’ 
where zi is the image in G of xi in F. Under this isomorphism an element 
is in R/R’ if and only if its image is of form [: :] for some t E T. The matrix 
representation is just a convenient way of expressing FIR’ as an extension 
of R/R’ by F/R. Magnus states the result in full generality, but only proves 
a special case. However, in the language of the free differential calculus [I], 
a homomorphism of F into the matriigroups is defined by 
wherefE G is the image off E F, and R’ is the kernel of this homomorphism 
([I], Proposition 4.9). 
We apply this with R = F’. Let S* = Z[x, , XT’,...] be the group ring of A, 
M* the free S*-module with basis tl , t, ,..., S = Z[x, , xs ,,.. 1, and M the 
S-submodule of M* spanned by t, , tz ,... . Then we will regard B as a 
group of matrices of form [t 3 with Q E A = B/B’, u E M*, and the matrices 
[2 $1 form a basis of B. 
272 COHEN 
Let K be a characteristic subgroup of B. Then K n B’ consists of matrices 
[i 3. Let N* = {U EM*; [i !J E K n B’}. Then N* is an S*-submodule 
of M* because K n B’ is normal in B. Let N consist of those elements 
of N* containing only positive powers of the xi . Plainly N is an S-submodule 
of M with N* = S*N. Now any permutation of the basis elements of B 
defines an automorphism of B. Since K n B’ is characteristic in B, and 
any 4~ E @ has the same effect on any finite set of natural numbers as some 
permutation of the natural numbers, we see easily that N is a Qi-submodule 
of M. 
Suppose Kl C K2 C a.* is an increasing sequence of characteristic subgroups 
ofB.ThenN,CN,C*** is an increasing sequence of @-submodules of M. 
By Proposition 3, this sequence is ultimately constant, i.e., the sequence 
K,nB’_CK,nB’C a** is ultimately constant. Also B/B’ is a free Z-module 
with basis x1 , xs ,..., and K,B’IB’ C K,B’IB’ C ~3. is an increasing sequence 
of @-submodules of B/B’, so is ultimately constant by the corollary to 
Proposition 3. Hence the sequence Kl C K2 _C *.a is ultimately constant, and 
Theorem C is proved. 
Remark 1. When B has finite rank, a simplification of the above argument 
shows that B (and hence any finitely generated metabelian group) has 
maximal condition for normal subgroups. This proof is not significantly 
different from that of Hall. 
Remark 2. It is plainly possible to define @-subgroups of B with respect to 
a basis X, and show that B has maximum condition on normal @-subgroups. 
However, characteristic subgroups are @-subgroups with respect to any 
basis, whereas, in general, a @-subgroup for one basis will not be a 
@-subgroup for a different basis. 
Remark 3. I do not know if Theorems B and/or C apply to free- 
Abelian-by-nilpotent groups. The methods of this paper do not extend 
directly, since the free-Abelian-by-class-two group does not have maximum 
condition on @-subgroups. 
Remark 4. The laws of a nilpotent variety may be chosen from a 
particularly simple infinite set. I do not know if such a set can be found 
for metabelian varieties. There is a metabelian variety which cannot be 
defined by a finite number of the laws n: 
x - = 1, [[x1, x,1, [xa I x411 = 1, 1 and [ql, x2, XT, “2 ,.*. 1’ = 1 
for arbitrary ir , ia ,..., n, , ns ,..., r. 
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