Classical principal component analysis (PCA) is not robust when the data contain sparse outliers. The use of the 1 norm in the Robust PCA (RPCA) method successfully eliminates this weakness of PCA in separating the sparse outliers. Here we propose a weighted low rank (WLR) method, where a simple weight is inserted inside the Frobenius norm. We demonstrate how this method tackles often computationally expensive algorithms that rely on the 1 norm. As a proof of concept, we present a background estimation model based on WLR, and we compare the model with RPCA method and with other state-of-the-art algorithms used for background estimation. Our empirical validation shows that the weighted low-rank approximation we propose here can perform as well as or better than that of RPCA and other state-of-the-art algorithms.
Introduction
In image processing, rank-reduced signal processing, computer vision, and in many other engineering applications the classical principal component analysis (PCA) is a useful tool [19] . However, it might lead to a degraded construction in some cases because it can not preserve any structure of the data matrix. In 1987, Golub et al. [14] were the first to consider a constrained low rank approximation problem of matrices to address this fundamental flaw in PCA: Given A = (A 1 A 2 ) ∈ R m×n with A 1 ∈ R m×k and A 2 ∈ R m×(n−k) , find A G = (B 1B2 ) such that
where · F denotes the Frobenius norm of matrices. Golub et al. required a block of columns, A 1 , of A must be preserved when one looks for a low rank approximation of (A 1 A 2 ). As in the standard low rank approximation (which is equivalent to PCA), the constrained low-rank approximation problem of Golub et al. has a closed form solution. Inspired by (1) and motivated by applications in which A 1 may contain noise, we require A 1 − B 1 F small instead of asking for B 1 = A 1 . This leads us to consider the following problem: Let η > 0, find (B 1B2 ) such that
Or, for a large parameter λ, consider min B=(B1 B2) rank(B)≤r
As it turns out, (3) can be solved in a closed form as a special case of weighted low-rank approximation with a rankone weight matrix by the use of the singular value decomposition (SVD) of the given matrix (λA 1 A 2 ) [24, 25] . Using the closed form solutions, one can verify that the solution to (1) is the limit case of the solutions to (3) as λ → ∞. Thus, (1) can be viewed as a special case of (3) when λ = ∞. Note that, problem (3) can also be cast as a special case of structured low rank problems with element-wise weights [1, 35, 36] . More specifically, we observe that (3) is contained in the following more general point-wise weighted low rank (WLR) approximation problem [12, 13, 24, 25, 32] : min X=(X1 X2) r(X)≤r
where W = (W 1 W 2 ) ∈ R m×n is a weight matrix and denotes the Hadamard product. The idea of working with a weighted norm is very natural in solving many engineering problems. The weighted low rank approximation problem was first studied with W being an indicator weight to deal with the missing data case and then with more general weight in machine learning, collaborative filtering, 2-D filter design, and computer vision [7, 9, 18, 22, 23, 26, 30, 32, 33, 38] . Working with (4) can be challenging because no closed form solution exists [7, 23, 24, 25, 32 ].
RPCA and GFL for Background Estimation
In the past decade, matrix decomposition has been one of the most prevalently used methods for background estimation [2, 4, 31] . Given a sequence of n video frames with each frame converted into a vector a i ∈ R m , i = 1, 2, ..., n, the data matrix A = (a 1 , a 2 , ..., a n ) ∈ R m×n is the concatenation of all the frame vectors. Because the background is not expected to change much throughout the frames when the camera motion is small, it is assumed to be low-rank [27] . At the same time, the foreground is usually sparse if its size is relatively small compared with the frame size [8, 39, 21] . Therefore, naturally, one considers a matrix decomposition problem by decomposing A as the sum of its background and foreground: A = B + F, where B, F ∈ R m×n are the background and foreground matrices, respectively. The robust principal component analysis (RPCA) exploits this idea in [8, 21, 39] and solves the background estimation problem by assuming the background frames, B, to have a low-rank structure and the foreground, A − B, sparse: min
where · 1 and · * denote the 1 norm and the nuclear norm (sum of the singular values) of matrices, respectively. But the RPCA model cannot take advantage of any possible extra information on the background. Recently in [40] , Xin et al. proposed a stronger model called generalized fused Lasso (GFL) for the situation where pure background frames are given as a supervised learning method.
Based on the assumption that if some pure background frames are given, then the data matrix A can be written into A = (A 1 A 2 ), where A 1 contains the given pure background frames, Xin et al. [40] proposed the following model of the unknown matrices B and F : with B = (B 1 B 2 ) and F = (F 1 F 2 ) partitioned in the same way as in A, find B and F satisfying min
where · gf l denotes a norm that is a combination of 1 norm and a local spatial total variation norm (to encourage connectivity of the foreground). To make the problem more tractable, Xin et al. further specialized the above model by assuming rank(B) = rank(B 1 ). Since B 1 = A 1 and A 1 is given, so r := rank(B 1 ) is also given and thus, we can re-write the model of [40] as a special case of the following:
Clearly, except in different norms, problem (6) is a constrained low rank approximation problem as in (1).
Main Contributions
In this paper, we propose an algorithm to solve (4) as a standalone problem for a special family of weights. As a proof of concept, we present a background estimation model by using our WLR algorithm because it seems to be a natural fit to the problem. In addition, we compare the performance of our proposed model with that of RPCA and of GFL algorithms in estimation of backgrounds that contains static and dynamic components. Our goal is to show how a properly weighted Frobenius norm can be made robust to tackle the outliers similar to the 1 norm. To comprehensively review the most recent and classical algorithms that solve the background estimation problem, we refer the reader to [2, 3, 4, 31] .
We show that one can use WLR to find a more robust and efficient approach to solve the background estimation problem as compared to the RPCA [21] and GFL [40] algorithms if one uses a special weighted version of low rank approximation (4) and learns the weight (or, more precisely, the frame indices of weight as explained in Section 3). Our proposed model is not only as efficient as RPCA and GFL algorithms, but also it does not require any prior information as needed in [40] . More specifically, we show that (1) our weighted Frobenius norm minimization can replace the computationally expensive 1 minimization as in RPCA and GFL algorithms and achieve a superior or at least comparable performance, that (2) our model allows frames that are close to the background to be used without requiring prior knowledge of the pure background frames, that (3) these approximate background frames are not given to us but learned from the data, and that (4) when compared with other state-of-the-art background and foreground estimation algorithms, our method may provide a better background estimation.
An Algorithm for WLR
In this section, we propose an algorithm to solve (4) for a special family of weights when W = (W 1 W 2 ) with W 2 = 1, matrix with entries equal to 1. Note that if W 1 = 1 as well, then we are back to PCA. For convenience, let r(X 1 ) = k. Then any X 2 such that r(X 1 X 2 ) ≤ r can be given in the form
Note that, for the special choice of the weight matrix, with a block structure (X 1 B) (7) can be written alternatively in the framework of alternating weighted least squares algorithm in [25] . Here we directly solve (7) by using a fast and simple numerical procedure. Problem (7) can be numerically solved by using an alternating strategy [5] of minimizing F with respect to each component iteratively: Each sub-problem above can be solved explicitly as de-
scribed in Algorithm 1. Let (X W LR ) p be our approximation to A at pth iteration and define E p = (X W LR ) p+1 − (X W LR ) p F . For a threshold > 0 the stopping criteria of our algorithm at the pth iteration is E p < or Ep (X W LR )p F < or if it reaches the maximum iteration. Figure 1 shows iteration p vs. relative error plot for Algorithm 1 on Stuttgart video sequence which suggests the convergence of WLR. A more detailed convergence analysis is given in [10, 13] .
Background Estimation by using WLR
In this section, we propose a background estimation model that uses Algorithm 1. To use our proposed algorithm in background estimation, we first solve WLR for W = 1 (no weighted case which is just PCA) to obtain an initialization of the background and foreground: A = B In + F In , where B In is a low rank approximation to A given by PCA.
Next, we use B In and F In to learn the frame indices that are closest to the pure background. This is done heuristically (with a similar idea as in [11] (see Figure 2 )) such that we find the frame indices that are close to the pure background in A. By setting a threshold ε 1 > 0 based on the histogram of F In , we convert F In into a binary matrix LF In : all entries of F In bigger than ε 1 are replaced by 1 and the others are replaced by 0. The matrix B In is directly converted to a binary matrix LB In . Next, we calculate the ratios of the frame sum (i.e. the column sum) of LF In to the corresponding frame sum of LB In and identify the indices with ratios less than the mode of these ratios as possible pure background frame indices. Finally, we apply WLR by putting the weight at the learned frame indices to decompose the data matrix A into background and foreground: A = B + F . Our experiments show that the performance depends more on the correct location (indices) of the background frames than on the values of the weight. We remark that Dutta and Li [12] and Xin et al. [40] used the pure background frames in their background estimation model, but the frames were already given to them. On the contrary, Algorithm 2 learns the background frame indices from the data, thus providing a robust background estimation model. namic background/foreground objects and varying illumination in the background. We use three different test scenarios of the sequence [6] : (i) Basic: This scenario has neither noisy artifacts nor sudden illumination changes, and it is used as a general performance measure. (ii) Noisy night: This scenario is a low-contrast nighttime scene, with increased sensor noise and camouflage. (iii) Light switch: This scenario has varying illumination effects throughout the sequence. Note that each scenario has 600 frames and identical foreground and background objects. Frames 551 to 600 have static foreground, and frames 6 to 12 and 483 to 528 have no foreground. Additionally, the foreground comes with high quality ground truth mask for each video frame. To compare our WLR method with the existing RPCA algorithms, we use the inexact augmented Lagrange multiplier (iEALM) method proposed by Lin et al. [21] , and the accelerated proximal gradient (APG) algorithm proposed by Wright et al. [39] . We only report on APG if iEALM has similar performance. For iEALM and APG, we set λ = 1/ max{m, n}, and for iEALM we choose μ = 1.5, ρ = 1.25 as used in [8, 21, 39] . Each frame in the test sequence is resized to 64 × 80 due to the memory constraint of RPCA algorithms (originally they were 600 × 800). The resized frames are stacked as column vectors to form the data matrix A. For the Stuttgart video sequence, we empirically choose k = |S|/2 and set r = k + 1. Therefore, in Algorithm 2, we use i 1 = 2 and i 2 = 1. However, such assumptions do not apply to all practical scenarios. The choices of r and k are problem-dependent and highly heuristic. When calling WLR, we run Algorithm 1 for 50 iterations and choose threshold = 10 −7 . Qualitative Analysis. We present frame 435 of the Basic scenario in Figure 3 to show the effect of a large weight, W 1 , on the first block A 1 : our weighted low-rank algorithm can perform well in background estimation with proper choice of weight. Next, in Figure 4 , we present frame 210 and 600 of the Basic scenario. The performance of APG on frame 210 is comparable with WLR, but on frame 600, WLR outperforms APG. Finally, Figure 5 shows that WLR removes the static foreground and provides a better visual background in scenes with varying illumination and sensor noise. To conclude, when the foreground is static, with the proper choice of W, r, and k our algorithm can provide a good estimation of the background by removing the static foreground object. Figures 6 and 7 present the foreground recovered by WLR and APG on the Light switch scenario. We show that WLR can capture the changing illumination and irregular dynamic background movements better than APG and can provide a visually better background frame, even on Frame number 300 of Lightswitch scenario where WLR has least MSSIM. This can be attributed to the fact that, RPCA algorithms are based on the assumption that the low-rank component is exactly low-rank while the sparse component being exactly sparse [4, 8, 39] . Furthermore, considering the computational time of each algorithm from Table 1 , WLR has minimal execution cost in producing a superior background estimation. Quantitative Analysis. We now present different quantitative comparisons between the performance of our algorithm and that of the existing RPCA algorithms. We use three different quantitative measures for this purpose: traditionally used receiver and operating characteristic (ROC) curve, peak signal to noise ratio (PSNR), and the most advanced measure mean structural similarity index (MSSIM). Because a ground truth mask is available for each video frame, we use a pixel-based measure of F , the foreground recovered by each method to form the confusion matrix for the predictive analysis. In our case, the pixels are represented by the use of 8 bits per sample, and M I , the maximum pixel value of the image is 255. Therefore, a uniform threshold vector linspace(0, M I , 100) is used to compare the pixelwise predictive analysis between each recovered foreground frame and the corresponding ground truth frame. From the ROC curves in Figure 8 , the increment in performance of WLR compared with RPCA algorithms appear to be substantial. However, the qualitative performance of the proposed weighted algorithm in all three scenarios is much superior. We attribute this to the fact that WLR removes the noise uniformly from the video sequence.
In calculating the PSNR, we perceive the information on how the high intensity regions of the image are coming through the noise, and consequently, we pay much less attention to the low intensity regions. This motivated us to remove the noisy components from the recovered foreground, F , by using the threshold 1 (see Section 3), such that we set the components below 1 in F to 0. Using this new F , we give the next two quantitative measures. PSNR is calculated using the metric: 10log 10
Conventionally, the higher the PSNR value, the better the reconstruction algorithm. Figure 10 indicates the PSNR of WLR is superior than the RPCA algorithms. This can be attributed to the fact that after thresholding the foreground frames recovered by WLR in all three scenarios are identical to the ground truth frames.Finally we use the mean SSIM (MSSIM) index to evaluate the overall image quality [37] . In order to calcu- late MSSIM of each recovered foreground video frame, we consider a 11 × 11 Gaussian window with standard deviation σ = 1.5. In Figure 11 , we plot the MSSIM of different methods for all three scenarios. The MSSIM plot demonstrates that WLR has superior performance to the RPCA algorithms, especially when there is no foreground or static foreground exists. In Figure 12 the SSIM index map of two sample foreground video frames indicate fragmentary foreground recovered by the RPCA algorithms.
Comparison with GFL
In this section, we compare the performance of WLR with the supervised and unsupervised GFL background estimation model of Xin et al. [40] . Because the choice of r and k are problem specific for our model, we have provided only the quantitative comparison on the Waving tree scene of the Wallflower dataset [34] and frames as a prior for supervised GFL. On the other hand, we used all frames of the sequence to learn the weighted frame indices and estimate the background without using the exact location of the pure background frames. SSIM index map in Figure 13 shows that both methods are very competitive. For the Basic scenario of the Stuttgart dataset we run the unsupervised GFL without using the knowledge of pure background frames and resize the first 200 frames as in software [40] . For fair comparison we use the same data matrix for WLR. From SSIM index map in Figure 14 , we see that both methods are very competitive with WLR being extraordinarily time efficient than the unsupervised GFL model. WLR takes approximately 17.75 seconds, while, on the same hardware, unsupervised GFL took 52297.39 seconds to conduct the experiment.
Comparison with other state-of-the-art background estimation models
We also compare WLR with other state-of-the-art robust background estimation algorithms, such as, Grassmannian robust adaptive subspace estimation (GRASTA) [17] , recursive projected compressive sensing algorithm (Re-ProCS) [15, 16] , and incremental principal component pursuit (incPCP) [28, 29] on the Basic scenario. Due to the limitation of space, we refer the readers to the references for an explanation of these algorithms. For GRASTA, we set the subsample percentage s at 10%, 20%, and 30% respectively, estimated rank 60, and other parameters the same as those in [17] . We use 200 background frames of the Basic sequence for initialization of ReProCS. incPCP algorithm uses the first video frame of the Basic scenario for initialization. Each frame is resized to 144 × 176. The ROC curves in Figure 15 shows that WLR outperforms all other methods. MSSIM presented in Figure 16 shows incPCP is slightly better or comparable to WLR. However, the qualitative result in Figure 17 shows when the foreground is static, the 1 norm in incPCP cannot capture the foreground object, resulting the presence of the static car as a part of the background. In contrast, WLR detects the static foreground.
Further Experiments on Dynamic Background
To demonstrate the power of our method on more complex data sets containing dynamic foreground, we perform extensive qualitative and quantitative analysis on the Li data set [20] . We use four sequences of the data set containing dynamic foreground. The SSIM index map on all four recovered foreground indicates that WLR performs consistently well on the video sequences containing dynamic background (see Figure 18 ).
Conclusion
Our weighted low-rank approximation algorithm is simple and fast for a special family of weights. Moreover, the model that we devised for background estimation is efficient and robust. We demonstrated that when applied to complex video sequences, our method is more effective than the existing RPCA method and other state-of-the-art algorithms. The main motivation of the paper is not just to propose a background estimation model. Rather, we wish to make a case for a newcomer, WLR method, by demonstrating how a properly weighted Frobenius norm can be made robust to the outliers, similarly to RPCA, GFL, and to other state-ofthe-art background estimation models.
