Abstract-In this paper, an investigation is undertaken to examine the parameter estimation problem of linear systems when some of the measurements are unavalaible (i.e., missing data) and the probability of occurrence of missing data is unknown a priori. The system input and output data are also assumed to be corrupted by measurement noise, and the knowledge of noise distribution is unknown. Under the unknown noise distribution and missing measurements, a consistent parameter estimation algortihm [which is based on an norm iterative estimation algorithm-iteratively reweighted least squares (IRLS)] is proposed to estimate the system parameters. We show that if the probability of missing measurement is less than one half, the parameter estimates via the proposed estimation algorithm will converge to the true parameters as the number of data tends to infinity. Finally, several simulation results are presented to illustrate the performance of the proposed norm iterative estimation algorithm. Simulation results indicate that under input/output missing data and noise environment, the proposed parameter estimation algorithm is an efficient approach toward the system parameter estimation problem.
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I. INTRODUCTION

E
STIMATION of the system parameters, given noisy input/output data, is a major field in control and signal processing. Many different estimation methods have been proposed in recent years; see, e.g., [7] , [10] , and [20] . In most cases, however, it is assumed that the measurements always contain the signal. In fact, in practical situations, there may be a nonzero probability that any observation consists of noise alone, i.e., the measurements are not consecutive but contain missing observations. The missing observations are caused by a variety of reasons, e.g., a certain failure in the measurement, intermittent sensor failures, accidental loss of some collected data, or some of the data may be jammed or coming from a high noise environment, etc., [1] . Fundamentally, the standard definition of covariance in the statistical analysis of data does not directly apply if some of the measurements are unavailable [1] , [2] . Thus, many currently used parameter estimation algorithms do not apply to this situation. This paper is concerned Manuscript received December 15, 1998 ; revised November 8, 1999 . This work was supported by the National Science Council of Taiwan under Contract NSC 87-2218-E-007-032. The associate editor coordinating the review of this paper and approving it for publication was Prof. José R. Casar.
J. with the problem of estimation of system parameters when the system input/output data are corrupted by the measurement noises and some input/output data are missed. The problem of parameter estimation for measurements with missing values is more difficult than the case with consecutive measurements. Only a limited number of estimation methods for system output signal with missing measurements have been developed; see, e.g., [1] , [2] , and [17] . Some early works on the parameter estimation problem under missing observations are discussed in [1] , and [2] . However, these studies are based on the assumption that the observed system input/output data are not all corrupted by measurement noise. As is well known, in practical industrial situations, the observed input/output data of an identified system are typically corrupted by measurement noise, and this phenomenon will have a great influence on the accuracy of estimation of system parameters.
A number of estimation methods have been proposed for the problem of system parameter estimation, e.g., the maximum likelihood method (MLE), the least squares method (LS), and the prediction error method (PEM) [14] . Among them, maximum likelihood methods frequently achieve the best possible asymptotic efficiency, i.e., their performance relative to the Cramér-Rao lower bound is asymptotically optimal. Nevertheless, maximum likelihood methods are also known to be relatively nonrobust [6] . Deviation of the data from the ideal model, e.g., measurement noise with unknown distribution, missing data, outliers, and temporary deviation from stationary, often leads to a local maximum that may be far from the "true" global maximum. Developing an alternative estimation method, which is robust against both unknown noise distribution and data missing, becomes necessary since the distribution of measurement noise in this paper is assumed to be unknown, and some measurements of system input/output data are missed.
It is well known that a least sum of absolute deviation error criterion ( norm minimization) may be useful in generating a robust parametric estimation algorithm if the data are contaminated by impulsive noise [4] . However, -norm minimization may result in an infinity of solutions, i.e., the solution is not always unique [11] . The robustness of an -norm solution provides alternative criterion for system parameter estimation when the residual distribution is non-Gaussian. In addition, a robust parameter estimation for ARMA system with output noise via the -norm approach has been discussed in [18] . In general, the -norm solution may be obtained in a variety of ways. Moreover, it has been shown that -norm estimators are the maximum likelihood estimators when the probability density function of residual is the generalized Gaussian [16] . Thus, if the distribution of residual is unknown, we can find a value for the -norm estimator to approach a corresponding maximum likelihood estimation; in addition, its results have been demonstrated to be better than other linear parameter estimation methods [8] .
Since the measurements corresponding to some time instants are missing, the residual (predicted error) will be composed of noise and missing data. In such cases, the true distribution of the residual would actually be unknown, and conventional estimation algorithms are not adequate to estimate the system parameters. Therefore, the -norm estimation approach is adopted in this paper. Although several methods may be used to generate -norm solutions, only the iteratively reweighted least squared (IRLS) algorithm is of concern. The main reason for using the IRLS algorithm to compute -norm solutions is that it is easy to implement, and its convergence is guaranteed. In this paper, a consistent parameter estimation algorithm is proposed on the basis of IRLS estimation algorithm for the parameter estimation of a system with unknown noise distribution and missing measurements. Moreover, a rule for selecting the most appropriate value of for any given residual distribution is introduced. Finally, we also show that if the probability of occurrence of a missing measurement is less than one half, the parameter estimates via the proposed estimation algorithm will converge to the true parameters as the number of data tends to infinity.
The paper is organized as follows. Some basic assumptions and a detailed statement of the problem are given in Section II. An norm estimation method, i.e., IRLS algorithm, is discussed in Section III. How to select adequate exponent from the sample kurtosis is also introduced. The parameter estimation algorithm is established in Sections IV and V. The convergence analysis of the proposed method is performed in Section VI. Section VII presents some numerical illustrations. Concluding remarks are finally offered in Section VIII.
II. STATEMENT OF THE PROBLEM
Let the single-input single-output discrete-time system be described by the following model: (1) where ,
, and is the backward shift operator, i.e., . Without loss of generality, let . The sequences and are the system input and output signals, respectively. We assume that at random instants, the signals and may be absent from the measurements. Let the sequences and be defined as (2) where and are binary random variables such that if is measured if is missing if is measured if is missing.
Thus, and can be regarded as the measurements of and with missing data, respectively. Moreover, and are also assumed to be corrupted by zero mean measurement noise and , respectively. Let the sequences and denote the observed system input and output signals, respectively. Thus, the measurement equations are given by (4) Next, the vector of the unknown true parameters in the system model (1) is defined as (5) As a result, (1) can be written as (6) where (7) The following assumptions are made. A1) and are zero mean white noise sequences with the same probability distribution, differing only in their variances where denotes the expectation operator. Furthermore, they are mutually independent. A2) The noise sequences and are independent of . A3) The driving input sequence is a stationary ergodic random sequence. A4) The orders and of the identified system are known, and all the zeros of the polynomial lie strictly inside the unit circle. A5) The sequences and are assumed to be asymptotically stationary and independent of . Furthermore, they are mutually independent. The probability for any measurements and to be observed is assumed to be unknown. Moreover, the system input and output have the same probability of missing measurements, i.e., (8) where is a fixed probability, independent of time. Thus, the probability of missing measurements (input or output) is . The problem to be considered involves estimating the system parameter from the available data . Remark 1: The pattern of missing data can generally be quite arbitrary. However, the following two patterns are of special interest [1] , and it will be considered in the simulation examples: 1) the random Bernoulli pattern, in which each measurement has a fixed probability of being missed and, for different instants, the occurrence of missing data are mutually independent and 2) the deterministic periodic pattern, in which the pattern of missing data in a set of time points is repeated periodically. Now, by (6), we have 
Next, the vector of observed variables is defined as (13) Thus, by (10)- (12), we have (14) where diag are identity matrices of order , , respectively. From (9) and (14), we have (15) Therefore, if the matrix is known and the least squares estimate of is given by (16) then the estimate in (16) is a consistent estimate of true parameter vector .
In general, the least squares estimator is widely used and offers computational and theoretical advantages. However, the matrix is assumed to be unknown in this paper. Thus, developing an alternative estimation method is necessary. In this paper, -norm estimators are proposed to treat the parameter estimation problem under missing data and without information regarding the noise distribution. In the next section, an -norm estimation algorithm-IRLS is reviewed.
III. -NORM APPROACH
A. IRLS Algorithm
Define the residual as where is an estimate of . The problem of -norm approximation consists of finding a vector such that the -norm error function (17) is minimized for values of satisfying . We set (18) in order to find an -norm solution to (17) .
Computing (18) 
Since is a function of the residual, (21) is nonlinear and usually must be solved via iterative methods such as IRLS. In fact, for -norm minimization, the idea of IRLS algorithm is based on the weighted least squares (WLS) technique. Additionally, each iteration of IRLS estimation algorithm solves a new -norm problem by employing the weighted residuals of the previous iteration in the current one, i.e., for the th iteration, the IRLS algorithm solves the -norm problem represented in (17) by (22) where (23) and is the iteration index.
Without further modifications, the above algorithm cannot be proven to converge to the correct solution for . To ameliorate, Huber [6] suggested replacing (23) by
where is a small positive number, i.e., if the weighting function in (24) is selected for (22), the IRLS algorithm is convergent [6] .
Remark 2: We recognize that for , (23) produces a large value of when the residual is close to zero. Thus, in such case, the IRLS algorithm does not meet its convergence condition. With the modification in (24), the weights must be bounded for all [11] . In this situation, the convergence of IRLS algorithm can be guaranteed.
The IRLS algorithm is applicable to a variety of estimation problems. However, under unknown input/output noise distribution and missing data environment (i.e., the matrix is unknown), the IRLS algorithm is inconsistent. Therefore, a consistent -norm estimation method is developed in Section III-B via an adequate modification of the IRLS algorithm.
B. The Choice of the Exponent of -Norm
As is well known, the optimal value of the -norm estimation algorithm depends critically on the distribution of residuals. Searching for an adequate value of in each iteration of the IRLS estimation algorithm is necessary since a priori information of residual distribution is unknown in this study. Thus, how to determine an adequate exponent of the -norm via sample data is reviewed next. For many years, studies have demonstrated that the "best" depends on the kurtosis of noise distribution. Furthermore, they indicate that a longer tailed distribution has a larger kurtosis, i.e., a smaller "optimal" [5] , [8] , [15] . In the paper by Money et al. [8] , for , the authors recommended that an optimal value of the exponent of the -norm can be expressed as a function of kurtosis , i.e.,
However, it is stressed that the investigation of Money et al. is based on the known residual distribution. In other words, a priori information of kurtosis is necessary before applying the formula (25) to the choice of . In many practical situations, the kurtosis of residual distribution is unknown, and it must be estimated from sample data. Therefore, in such cases, Money et al. suggest that the true kurtosis can be replaced in the formula (25) by a sample estimate of the true kurtosis to obtain an estimated value of , which can be used to determine the -norm estimates of the regression coefficients.
Since the true residual distribution is unknown, the kurtosis of residual distribution must be estimated, i.e., the value of must be estimated before the IRLS estimation algorithm is used. The following method is recommended to approach the value of exponent with the help of Money's formula.
Find the sample kurtosis [15] where is the sample size.
Next, the exponent in (23) is selected as
If the adequate value of is determined by (26), the IRLS algorithm in (22) may be expected to be an efficient parameter estimation algorithm in the -norm sense. Under the unknown noise distribution and missing data case, however, the IRLS algorithm is inconsistent. Thus, a consistent -norm iterative estimation algorithm is developed in Section IV on the basis of the principle of bias compensation.
IV. CONSISTENT -NORM ITERATIVE ESTIMATION ALGORITHM
Note that the form of IRLS estimation algorithm (22) is a weighted least squares (WLS) method. Based on the consistent least squares algorithm in (16), we know that the IRLS estimation algorithm (22) is always inconsistent. Thus, a consistent norm iterative estimation algorithm is developed in the following.
First, by (6), we know
where is a weighting function, and is defined as (20 where and is a constant to be determined. In fact, is a bias compensation for the IRLS algorithm (22) to achieve a consistent estimate.
Remark 3: Note that if the occurrence of missing data are mutually dependent, (28)-(30) do not hold. Thus, (33) does also not hold. Therefore, the proposed -norm parameter estimation algorithm will not be a consistent estimator. A simulation study of correlated pattern of data missing is included in the example section (see Table XIII ). Now, (33) is rewritten as (34) i.e.,
where Next, a consistent -norm iterative parameter estimation algorithm is developed. The theoretical values of and in (35) cannot be obtained directly, and they should be replaced by sample averaging. Note that the matrix and the constant are also unknown. Thus, based on (35), a consistent iterative -norm parameter estimation scheme is proposed as i.e.,
where and the value of weighting function is defined as (24). 
where (40) and denotes the th element of . Therefore, based on (36)-(39), an -norm iterative parameter estimation algorithm is proposed for the parameter estimation of system with noisy input/output data and missing measurements. The proposed -norm parameter estimation algorithm is presented in Appendix B, where denotes the iteration step. Now, the following main parameter estimation procedure is proposed, where denotes the iteration step as well as the size of the data set.
V. MAIN PARAMETER ESTIMATION ALGORITHM
Step 1) Given a small positive number . Let and be the usual least squares estimate of . Use the IRLS algorithm in (22) to get parameter estimate . Set .
Step 2) Calculate the residuals Step 4) Apply the -norm algorithm to find (see Appendix B).
Step 5) Let . Go to Step 2until appears to have converged. Remark 4: In the initial parameter estimate, the residual distribution is assumed to be Gaussian, i.e., let . Moreover, we know that the solution is not unique to avoiding the case, and the exponent in the estimation algorithm is updated as in Step 3.
VI. CONVERGENCE ANALYSIS
The convergence property of the proposed parameter estimation algorithm is analyzed in this section. We first state a convergence theorem for an iterative sequence that will be employed to treat the convergence problem of the proposed -norm iterative parameter estimation algorithm.
Theorem 1 [9] : Consider the equation (41) where is an -by-matrix, and , are -by-1 vectors. Let be an -dimensional vector sequence obtained from the following sequential algorithm:
for (42) For any initial vector and any vector , the vector sequence converges to if and only if the following condition is satisfied:
where denotes an eigenvalue of . Next, the convergence analysis of the proposed parameter estimation algorithm is carried out as follows.
Before further discussion regarding the convergent property of the proposed -norm iterative parameter estimation algorithm, the convergence of the following iteration estimation scheme is discussed first: (43) where . By Theorem 1 and (35), we know that the sequence obtained from (43) converges to if . Therefore, in the next step, we will prove that the absolute value of all of the eigenvalues of is less than unity for . Let be an arbitrary eigenvalue of , and let be the associated eigenvector. Then, , i.e., , and
. Moreover, we know that the component of matrix is the covariance of residual, and the component of matrix is composed of the covariances of measured signal and noise. Therefore, if the power of measured signal is larger than the power of residual, we can prove the following result:
, by the definition of and (28) , the result of (44) can be obtained (i.e., the absolute value of all of the eigenvalues of matrix is less than unity).
Thus, the following theorem is obtained. Theorem 2: Consider the system given by (1) and (4). Let the matrices and be defined as (35) and (32), respectively. If , the absolute value of all of the eigenvalues of is less than unity, i.e., where denotes an eigenvalue of . Proof: From the above analysis, the result can be obtained directly.
Since we assumed , by Theorem 1 and Theorem 2, we know that the sequence obtained from (43) converges to .
It is noted that (36) and (43) are of similar form. In our proposed method (36), however, both the system parameters and matrices , are estimated simultaneously. In fact, we know that if the weighting function is given as (24), the IRLS algorithm is convergent [6] . Hence, the major distinction between (36) and (43) is that the matrix in (36) does not remain constant in the iterative process and must be updated continuously.
Note that for , we have and
Thus, for , we get Note that the major distinction between (or , ) and (or , ) is that it takes different weightings. Thus, for , we have (50) Therefore, we have the following theorem. Theorem 3: Consider the system given by (1) and (4). For and , if the probability of missing measurements is less than , the parameter estimate in (36) will converge to the true parameter .
Proof: Based on (48) and (49), it is obvious that for , (36) becomes (51) Furthermore, by (50), we get Suppose that . By Theorem 2, the absolute value of all the eigenvalues of is less than unity. Thus, by Theorem 1, we obtain (52) as and . By comparing (35) with (52), we conclude that if , in (36) will converge to the true parameter as and .
VII. SIMULATION RESULTS
The performance of the proposed parameter estimation algorithm is provided with two illustrative examples in this section.
Example 1: The true system model is chosen as The system input and output signals are corrupted by the measurement noise.
The following three different types of noise distribution are considered.
i) zero mean white Gaussian noise; ii) zero mean white contaminated Gaussian noise with the distribution of form iii) white noise uniformly distributed in the interval . We assume that the system input and output have the same signal-to-noise ratio, and we also assume that the measurement noises and have the same distribution. The following three data missing patterns are considered in this example.
Pattern 1: Data is missed on a regular basis, where for each period of length , successive measurements are available, and successive measurements are missed. This is the pattern discussed by Jones [2] .
Pattern 2: Data missed is random using the Bernoulli modulating given in (3) with . Pattern 3: The missing data missing is one with the missed measurements similar to Pattern 1 (i.e., successive measurements are missed). However, the occurrence of missing measurements is random and mutually independent. The probability of missing measurements is . The input driving sequence is white Gaussian with zero mean and unit variance. Monte Carlo simulations were performed by generating 50 independent sequences of , each with length 500, 400, 200, and 100 samples. The proposed parameter estimation algorithm is used to estimate the system parameters for all the three types of noise distributions and three data missing patterns. Those results are summarized in Tables I-XII, which show the averaged solution and standard deviation (Std. Dev.). The value of is chosen as . In general, for different types of noise distributions and different patterns of missing data, the system parameters can be estimated accurately by the proposed parameter estimation algorithm. Furthermore, the simulation results, which are presented in Tables III-XII , have shown that the large sample size cases gives more efficient (less variance and less biased) estimates than the small sample size cases. In addition, the simulation results have also shown that the Type i) and Type ii) noise cases give more efficient (less variance) estimates than the type iii) noise case. The simulation results of system parameter estimation via -norm estimation algorithm are also given in Tables XIV and XV. In fact, we know that the -norm method is nonrobust. Hence, it is expected that the accuracy of the estimates by using the proposed -norm estimation algorithm is superior to the -norm estimation algorithm. Moreover, the effect of correlated pattern of missing data [i.e., for different instants, the occurrence of missing data are dependent random variables with distribution ] is also studied, and the simulation results are presented in Table XIII . However, for the correlated pattern, the simulation results revealed that the proposed -norm parameter estimation algorithm is not a consistent parameter estimator. The convergence aspects of the estimated , , , , , and by the proposed -norm estimation algorithm are plotted in Figs. 1-3 . It is clear from the plots that the proposed -norm estimation algorithm produces an accurate estimate of system parameters. Thus, simulation results confirm that the proposed -norm parameter estimation algorithm is an efficient approach to the parameter estimation problem with missing data and unknown input/output measurement noise distribution. Pattern: Data is missed on a regular basis, where for each period of length , successive measurements are available, and successive measurements are missed. The proposed parameter estimation algorithm is used to estimate the system parameters. The results are summarized in Table XVI. Table XVI includes the results of interpolation method (i.e., the missing data is linearly interpolated). In general, the poles of LPC model of speech signal lie closely inside the unit circle. Thus, in the iteration process, some poles of the estimated model may lie outside the unit circle, and the convergence of the algorithm to the optimal solution is not always guaranteed. Therefore, this phenomenon will affect the accuracy of the estimation of the system parameters. Thus, how to improve the accuracy of this kind of parameter estimation is worthy of further study. Moreover, the simulation results of system parameter estimation via a robust LPC parameter estimation method (RLPC) [19] are also given in Table XVII . Based on the simulation results in Tables XVI and XVII, we can conclude that the proposed -norm estimation algorithm is superior to the robust LPC algorithm.
VIII. CONCLUSION
The problem of system parameter estimation with missing data was studied in this paper. Moreover, the system input and output signals are assumed to be corrupted by measurements noise, and a priori information of noise distribution is unknown. A consistent -norm parameter estimation algorithm was proposed to estimate the system parameters, which is a modified version of IRLS algorithm. Our results indicated that the proposed -norm estimation algorithm would converge if the probability of occurrences of missing measurements is less than one half, and the amount of data tends to infinity. For three different types of noise distributions and three different patterns of missing data, simulation results illustrated that the unknown parameters can be estimated accurately. Moreover, the simulation results have shown that the large sample size cases give more efficient estimates than the small sample sizes cases. In addition, the simulation results have also shown that the Gaussian and uniform noise distribution cases give more efficient estimates than the -contaminated Gaussian noise-distribution case.
Thus, under input/output missing data and noisy environment, although a priori information of noise distribution is unknown and a priori probability of occurrence of missing data is also unknown, the proposed consistent parameter estimation algorithm is still an efficient approach to the parameter estimation problem.
APPENDIX A
In this Appendix, we will derive (39).
Recalling (1) (53) Let Then, (53) implies that the matrix is singular [14] . Denote 
APPENDIX B -NORM ITERATIVE ESTIMATION ALGORITHM
Step 1) With the small positive number and the value of , set
Step 2) Find the matrix via the following equation (note that the matrix is a diagonal matrix)
Step 3) Calculate the estimates , , by
Step 4) Find the constant via
Step 5) Calculate the estimates and by
Step 6) Calculate the estimate by
