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          Moduli of smoothness are intended for mathematicians working in approximation theory, 
numerical analysis and real analysis. Measuring the smoothness of a function by differentiability is two 
grade for many purposes in approximation theory. More subtle measurement are provided by moduli of 
smoothness. 
Many versions of moduli of smoothness and  K-functionals introduced by many authors. In this work we 
choose two of these moduli and prove that they are equivalent themselves once and with a version of K-
functional twice, under certain conditions. 
As an application of our work we introduce a version of Jackson theorem for the approximation by neural 
networks. 
 




1. Introduction, Definitions, Preliminaries, and Main Results 
For f: [-1,1] = I → IR , Lp(I) is the space of all functions  satisfying ‖𝑓‖Lp(I) <∞, 
we use the norm ‖𝑓‖Lp(I) = (∫𝐼 |f|
p)1/𝑝, 0 < p <∞ and  
Lω,p(I) := {f : ‖𝜔𝑓‖Lp(I)<∞}. 
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Definition 1.1  [1]  
For r ∈ No , r ≥ 1  and 0 < p ≤∞ 
𝐶𝑝
𝑟 (ω) = {𝑓: 𝑓𝑟−1 ∈ 𝐴𝐶𝑙𝑜𝑐(−1,1) and  𝑄
𝑟𝑓𝑟 ∈ 𝐿𝜔,𝑝 }, 
where ACloc (-1,1), the space of all absolutely continuous functions on (-1,1). 
 
Definition 1.2  [1]  
For a weight function ω, and I ⊆ [-1,1] 
Lω,p(I) := { 𝑓: ‖𝜔𝑓‖𝐿𝑝 < ∞}. 
Definition 1.3  [1] 
For k,r ∈ N and 𝑓 ∈ 𝐶𝑝
𝑟(ωα,β) , 0 < p ≤ ∞ 
ωk.r









𝑘 (. )(𝑓𝑟 , . )‖
𝑝
. 
where, 𝑄𝑟 = √1 − 𝑥2 and 𝑟 ∈ 𝑁. 
Natation 1.4 
For ∝ , β ∈ 𝐽𝑝 
                                                     ω∝,𝛽(𝑥) ≔ (1 − 𝑥)





  , ∞)                        𝑖𝑓 1 < 𝑃 < ∞
[0, ∞)                          𝑖𝑓 𝑝 =  ∞




Definition 1.5  [1] 




𝑘) (−1)𝑘−𝑖 𝑓 (𝑥 −
𝑘ℎ𝑄
2






] ⊆ 𝐽 𝑘 𝑖=0
0                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                         
. 










k (𝑓, 𝑥 −
𝑘ℎ
2
)  respectively. 
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Definition 1.6  [1] 
Adopting the weighted Dt moduli which were defined in [1,p. 218 and (8.2.10)] for a 
weight ω on D:= [-1,1] , we set for  𝑓 ∈ Lω,p , 
ω𝑄
𝑘 (𝑓, 𝛿)𝛚,𝑝 ≔ 𝑠𝑢𝑝⏟
0<ℎ≤𝛿
‖ω(. )∆ℎ𝑄


















where 𝛿* := 2 k2δ2, and 𝜔(𝑥) = √1 − 𝑥2 , 𝑥 ∈ 𝐽 ⊆ [−1,1] and real 𝛿. 
 
 Definition 1.7  [1] 





{‖𝜔(𝑓 − 𝑔)‖𝑝 + 𝛿
𝑘‖𝜔𝑄𝑘𝑔𝑘‖𝑝}. 
 
In the articles [2],[3],[4],[5],[6],[7],[8] the authors introduced two versions of 
moduli of smoothness and 𝐾-functional under certain conditions we prove that these 
moduli are equivalent and also they are equivalent to a version of 𝐾-functional, as we 
see in the following results: 
As a property of the modulus 𝜔𝑘,𝑟
𝑄
 the following raesult will be proved   
Lemma 1.8 
Suppose 𝑘 is a natural number, 𝑟 is a natural number or zero, satisfy    
r
2




β ≥ 0 for 0˂p˂1, then whenever 
 𝑔 ∈ ∁𝑝
𝑟+𝑘(𝜔𝛼,𝛽) that 
𝜔𝑘,𝑟












+ 𝛽 ≥ 0 and p˂1  if  
𝑓 ∈ ∁𝑝
𝑟(𝜔𝛼,𝛽) then  
𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)𝛼,𝛽,𝑝 ≤ 𝑐(𝑝)𝑘𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿𝑘)𝛼,𝛽,𝑝, δ˃0. 
Our theorem for equivalence is 
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Let 𝑘 be a natural number, 𝑟 ∈ No and r/2+∝ ≥ 0 , r/2+ β ≥ 0,p< 1 and 𝑓 ∈ 𝐶𝑝
𝑟 
ω𝛼,𝛽  then there exists natural N depending on  k,r,p, ∝ and β such that for all 0< 𝛿 ≤ 2/k 
and n ∈ N Satisfying 
 max {N , c1/ 𝛿 } ≤ n ≤ c2/ 𝛿 , then 
  𝑘𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿𝑘)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝐴𝑘,𝑟
𝑄
 (𝑓𝑟 , 𝑛−𝑘)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄
 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 
≤ 𝑐(𝑝)𝜔𝑘,𝑟
𝑄
 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝑘𝑘,𝑟
𝑄
 (𝑓𝑟 , 𝛿𝑘)∝ ,β,𝑝. 
As a corollary of our main theorem above is  
 
Corollary 1.11 
For naturals k and r ,satisfies 
𝑟
2
 + ∝ ≥ 0 , 
𝑟
2
 + β  ≥ 0 ,  
𝑓 ∈ 𝐶𝑝
𝑟 (ω𝛼,𝛽), thus for any  0 < 𝛿 ≤ 
2
𝑘
  and  p < 1 , that  
                     𝐴𝑘,𝑟
𝑄 (𝑓, 𝑛−𝑘)∝ ,β,𝑝~   𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟, 𝛿)∝ ,β,𝑝~   𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝. 
Now  let us introduce an important theorem that give a property for the modulus 𝜔𝑘,𝑟
𝑄
 




Theorem 1.12  
For the natural 𝑟 and 𝑘 that satisfies 
𝑟
2
 + ∝ ≥ 0 , 
𝑟
2
 + β ≥ 0 , for 𝑓 ∈ 𝐶β
𝑟, ⋋ ≥ 1 ,     𝛿 > 









      
For the equivalence of the moduli 𝜔𝑘,𝑟
𝑄
 and 𝜔𝑄
𝑘   the following result is  
Theorem 1.13 
 If k and r are natural numbers satisfying 
𝑟
2
 + ∝ ≥ 0and 
𝑟
2
 + β ≥ 0 , 𝑓 ∈ 𝐶β
𝑟. then 
𝜔𝑘,𝑟
𝑘  (𝑓(𝑟), 𝛿)
∝ ,β,𝑝
~𝜔𝑄
𝑘  (𝑓(𝑟), 𝛿)𝜔∝ ,β Qp
r . 
  
         Artificial forward neural networks are non-linear expressions representing 
functions. 
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 In the articles [1],[2],[3],[6],[7],[8],[9],[10],[11],[12],],[13],[14] the authors introduced 
Jackson version theorems used the first degree usual modulus of smoothness. 
In [15] the author improved this degree of approximation using the kth order usual 
modulus of smoothness. 
In our work we improve the results in                                                
[1],[2],[3],[6],[7],[8],[9],[10],[11],[12],],[13],[14]  and in [15] to direct neural network 
theorem using weighted Jacobi modulus of smoothness, and prove:  
Theorem 1.14 
 ‖𝑓 − 𝑝‖𝐿𝑝[0,1]𝑑 ≤ 𝑐(𝑝, 𝑟, 𝑑)𝜔𝑟(𝑓,
1
𝑛
)𝐿𝑝[0,1]𝑑                     
where 𝑟, 𝑑 are naturals. 
 
2 Auxiliary Results 
This section consists of the lemmas that we need in our proofs of the main results. 
Lemma 2.1  






+ β ∈ 𝐽𝑝, then 
𝐶𝑝






















Using the hypothesis 𝑓 ∈ 𝐶𝑝




𝑟+1(𝑥)𝑔𝑟+1(𝑥)|𝑝 𝑑𝑥 < ∞ 
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Lemma 2.2 [1] 
Let k∈ N , r ∈ No , r/2 + ∝≥ o , r /2 + β≥ o, and 0 < p ≤∞   if   𝑓 ∈ 𝐶𝑝
𝑟(𝜔∝ ,𝛽), then 
𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,𝛽,𝑝 ≤ 𝑐(𝑝)‖𝜔∝ ,𝛽𝑄
𝑟𝑓𝑟‖
𝑝
.                  𝛿> 0 
where 𝑐 is a constant depends only on 𝑘 and 𝑝. 
Lemma 2.3 [16] 
If 0 < 𝑞 < 𝑝 then 







Suppose 𝑘 ∈ 𝑁, 𝑟 ∈ 𝑁0  or zero satisfy 
𝑟
2
+∝≥ 0 , 
𝑟
2
+ 𝛽 ≥ 0 for 0 <  𝑝 <  1 , then 
whenever                   
g ∈ 𝐶𝑝
𝑟+𝑘(𝜔∝ ,𝛽) that 
𝜔𝑘,𝑟





In this work 𝑐(𝑝) I a constant depending on 𝑝 only and may differ from step to another 
step.  
Proof/ 
For the proof, we shall use a method from [17] 
 𝜔𝑘,𝑟










k (𝑔𝑟, . )‖
𝐿𝑝(𝐷ℎ𝑘)
  𝜔𝑘,𝑟





























(x) ≤ 𝜔∝ ,𝛽 (𝑦)𝑄






), so we get 
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𝑘+𝑟𝑔𝑘+𝑟)(x + u1 ……















‖𝑄−𝑘‖𝑞 ‖𝜔∝ ,β 𝑄
𝑘+𝑟 𝑔𝑘+𝑟‖
𝑝
 d𝑢2 … . d𝑢𝑘‖
ℓ
 ℓ ≥ 1   
≤  𝑐(𝑝) ‖(ℎ𝑄)𝑘−1‖p  ‖𝑄−𝑘‖ ‖𝜔∝ ,β 𝑄
𝑘+𝑟 𝑔𝑘+𝑟‖
ℓ
    ℓ ≥ 1 
≤  𝑐(𝑝) 𝛿 k ‖𝜔∝ ,β 𝑄
𝑘+𝑟 𝑔𝑘+𝑟‖
ℓ
     ℓ ≥ 1 






where x1 . x2 … xn   is a partition for [-1,1]with |[𝑥𝑖, 𝑥𝑖+1]| = △ 𝑥𝑖,  
such that | △ 𝑥𝑖| ≤ z  ,  𝑧 is a positive constant depending on p only.  
Using Lemma 2.3, it will 
𝜔𝑘,𝑟































Let k ∈ N, r ∈ No  and  r/2+ ∝ ≥ o  ,  𝛿/2 + β ≥ o  and 𝑝 < 1 . 
If   f ∈ 𝐶𝑝
𝑟(𝜔∝ ,β), then  
𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝑐𝑘𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿𝑘)∝ ,β,𝑝   𝛿 > 0. 
Proof/  
Let g ∈ 𝐶𝑝
𝑟+𝑘(ω∝ , β). By Lemma 2.1, then g ∈ 𝐶𝑝
𝑟 ω∝,𝛽 
𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 −   𝜔𝑘,𝑟
𝑄 (𝑔𝑟, 𝛿)∝ ,β,𝑝 + 𝜔𝑘,𝑟
𝑄 (𝑔𝑟, 𝛿)∝ ,β,𝑝 
 
𝜔𝑘,𝑟
𝑄 (𝑔𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝜔𝑘,𝑟
𝑄 ((𝑓𝑟 − 𝑔𝑟), 𝛿)∝ ,β,𝑝+ 𝜔𝑘,𝑟
𝑄 (𝑔𝑟, 𝛿)∝ ,β,𝑝. 
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By Lemma 2.2 we get 
𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ c‖𝜔∝ ,β,𝑝(𝑓
𝑟 − 𝑔𝑟)‖p+𝜔𝑘,𝑟
𝑄 (𝑔𝑟, 𝛿)∝ ,β,𝑝 
 
By Lemma 2.4 we get 
      𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝐶 ‖𝜔∝ ,β,𝑝(𝑓




This completes the proof. 
Lemma 2.6  [1] 
For k ∈ N  ,  r ∈ No   and  h ≥ o 
△h
k(f,x) =  ∫ … 
ℎ/2
−ℎ/2






𝑄 (𝑓𝑟, 𝛿𝑘)∝ ,β,p ≤ 𝜇
𝑘𝑘𝑘,𝑟
𝑄 (𝑓𝑟 , (𝛿/𝜇)𝑘
𝛼,𝛽,𝑝
)  
                    ≤ 𝑐(𝑝)𝜇𝑘𝐴𝑘,𝑟
𝑄 (𝑓𝑟, 𝑛−𝑘)𝛼,𝛽,𝑝
  
          ≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝑄/𝑛)𝛼,𝛽,𝑝  
          ≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝛿)𝛼,𝛽,𝑝 
 
          ≤ 𝑐(𝑝)𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)𝛼,𝛽,𝑝. 
  
Lemma 2.8 
        𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝,    
when  𝛿 > 0  ,  0 < p ≤ ∞. 
 
3 The Equivalence Results 
In this section, we shall introduce and prove our theorems for the equivalence 
of the moduli of smoothness themelves and the moduli of smoothness with K-
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Theorem 3.1  
Let k be a natural number, 𝑟 ∈ No and 𝑟/2+∝ ≥  0 , 𝑟/2 +  𝛽 ≥  0 , 𝑝 <  1 and 
𝑓 ∈  𝐶𝑝
𝑟 (𝜔∝,𝛽)  then there exists natural N depending on  𝑘, 𝑟, 𝑝, ∝ and β such that for 
all 0< 𝛿 ≤ 2/k  and 𝑛 ∈ N Satisfying  
max {N , c1/ 𝛿 } ≤ n ≤ c2/ 𝛿 , then 
𝑘𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿𝑘)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝐴𝑘,𝑟
𝑄 (𝑓𝑟, 𝑛−𝑘)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄
 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 
≤ 𝑐(𝑝)𝜔𝑘,𝑟
𝑄
 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝑘𝑘,𝑟
𝑄
 (𝑓𝑟 , 𝛿𝑘)∝ ,β,𝑝. 
 
Proof/ By Lemma 2.6 
         𝐾𝑘,𝑟
𝑄 (𝑓𝑟, 𝛿𝑘)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝜇
𝑘𝐾𝑘,𝑟
𝑄 (𝑓𝑟 , (𝛿/μ)𝑘)∝ ,β,𝑝 
                                             ≤ 𝑐(𝑝)𝜇𝑘𝐴𝑘,𝑟
𝑄 (𝑓𝑟, 𝑛−𝑘)∝ ,β,𝑝  
                                             ≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝑄/𝑛)∝ ,β,𝑝  
                                             ≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝. 
Now by Lemma 2.8, then 
𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤   𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝, 
𝐾𝑘,𝑟
𝑄 (𝑓𝑟, 𝛿𝑘)∝ ,β,𝑝 ≤   𝑐(𝑝)𝜔𝑘,𝑟
𝑄 (𝑓𝑟, 𝛿)∝ ,β,𝑝. 
 
By lemma 2.5 we get 
 𝐾𝑘,𝑟
𝑄 (𝑓𝑟, 𝛿𝑘)∝ ,β,𝑝 ≤   𝑐(𝑝)𝐴𝑘,𝑟
𝑄 (𝑓𝑟 , 𝑛−𝑘)∝ ,β,𝑝 
≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝜔𝑘,𝑟
𝑄
 (𝑓𝑟 , 𝛿𝑘)∝ ,β,𝑝. 
Corollary 3.2  
For naturals 𝑘 and 𝑟 , satisfies 
𝑟
2
 + ∝ ≥ 0 , 
𝑟
2
 + β  ≥ 0 and 𝑓 ∈ 𝐶𝑝
𝑟 (ω∝,𝛽), then  for any  
0 < 𝛿 ≤ 
2
𝑘
  and  𝑝 < 1 , we have  
        𝐴𝑘,𝑟
𝑄 (𝑓, 𝑛−𝑘)∝ ,β,𝑝~   𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟, 𝛿)∝ ,β,𝑝~   𝜔𝑘,𝑟
𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 
Then, let us introduce an important theorem that give a property for the modulus 𝜔𝑘,𝑟
𝑄
 , 
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For the natural 𝑟, 𝑘 ∈ 𝑁, that satisfy  
𝑟
2
 + ∝ ≥ 0 , 
𝑟
2
 + β ≥ 0 , for 𝑓 ∈ 𝐶β
𝑟, ⋋ ≥ 1 , 𝛿 > 0 , 








Proof/ Using Theorem 3.1, it is 




𝑄 (𝑓(𝑟), (⋋ 𝑡)𝑘)
∝ ,β,𝑝
    





𝑘+𝑟‖ )  








  =⋋𝑘 𝐾𝑘,𝑟
𝑄 (𝑓, 𝛿𝑘)𝛼,𝛽,𝑝  
Now by using Theorem 3.1 again to have 
 𝜔𝑘,𝑟
𝑄  (𝑓(𝑟), ⋋ 𝛿)
∝ ,β,𝑝





If 𝑘, 𝑟 ∈ 𝑁 satisfying 
𝑟
2
 + ∝ ≥ 0   and  
𝑟
2
 + β ≥ 0 , 𝑓 ∈ 𝐶β
𝑟. Then 
𝜔𝑘,𝑟
𝑘  (𝑓(𝑟), 𝛿)
∝ ,β,𝑝
~ 𝜔𝑄
𝑘  (𝑓(𝑟), 𝛿)𝜔∝ ,β Qp
r .  
Proof/ The proof is directly using Corollary 3.2, it means: 
𝜔𝑘.𝑟
𝑄  (𝑓(𝑟), 𝛿)
∝ ,β,𝑝
≤ 𝐾𝑘.𝑟
𝑄  (𝑓(𝑟), 𝛿𝑘)
∝ ,β
≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄 (𝑓𝑟 , 𝛿)∝ ,β,𝑝 ≤
𝑐(𝑝)𝜔𝑘,𝑟
𝑄 ( 𝑓𝑟, 𝛿𝑟)∝ ,β,𝑝 ≤ 𝑐(𝑝)𝜔𝑘,𝑟
∗𝑄 ( 𝑓𝑟 , 𝛿𝑟)∝ ,β,𝑝.    
 
4. The Neural Networks Application 
Artificial forward neural networks are nonlinear expressions representing 
multivariate numerical function. In connection with such paradigms there arise mainly 
three problems: a density problem, a complexity problem, and an algorithmic problem. 
The density problem deals with the following question: which function can be 
approximated in a suitable sense. 
"The mathematical expression of neural networks is: 
 𝑁(𝑥) = ∑ 𝑐𝑖 𝜎𝑖  (∑ 𝜔𝑖𝑗𝑥𝑗 + 𝜃𝑖), 𝑥 ∈ 𝑅
𝑑𝑑
𝑗=1 , 𝑑 ≥ 1,
𝑚
𝑖=1   
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where for any 1 ≤ 𝑖 ≤ 𝑚, 𝜃i∈ 𝑅, is the threshold, 𝜔𝑖 = (𝜔𝑖1, 𝜔𝑖2, …… . , 𝜔𝑖𝑠)
𝑇 ∈ 𝑅𝑑 is 
the connection weight of neuron I in the hidden layer with the input neurons, and 𝑐𝑖 ∈
𝑅 is its connection weight with the output neuron , and 𝜎𝑖(0) is the sigmoidal activation 
function." 
         In [9],[10],[11],[13],[14],[18], the authors introduced direct theorems using the 
first degree usual modulus of smoothness. Then in [15] the authors improved the above 
results to kth degree modulus of smoothness. In this section we improve the result in 
[15] to the weighted Jacobi modulus of smoothness. In [15], the author prove the 
following result 
Lemma 4.1   [15] 
For any f in 𝐿𝑝[0,1]𝑑 , there exists a neural networ 𝑝(𝑥) = ∑ 𝑎∝𝑎∈(0…..𝑛)𝑑 𝜋𝑖=1
𝑑 𝑋𝑖
𝑎𝑖      
 
satisfy 






 ,    
where 𝑟, and 𝑑 are naturals. 
Using the same lines used for Theorem2.1 in [15] to get the following Corollary4.2 










Now let us introduce our man theorem here 
 
Theorem 4.3 





Where  𝑟, 𝑑 ∈ 𝑁 
Proof/ Using Corollary 3.2, for 𝑓 ∈ [0,1]𝑑, we can find a neural network 
  𝑝(𝑥) = ∑   𝑎∝ 𝑎∈(0…..𝑛)𝑑 𝜋𝑖=1
𝑑 𝑋𝑖
𝑎𝑖      
  





For 𝑟 = 0 in Theorem 3.4. Using Theorem 3.4, to obtain 
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In recent years some authors defined some versions of moduli of smoothness and 
K-functionals. We conclude that under certain conditions we can show that these moduli 
and K-functional are equivalent. So we can use them to determine the degree of neural 
networks approximation of functions in Lp space for 𝑝 < 1. 
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استمرارية ب اعدت مقاييس النعومة للرياضيين الذين يشتغلون في نظرية التقريب والتحليل العددي والتحليل الحقيقي. ان قياس نعومة دالة
 ان الطريقة االفضل واالكثر مالئمة لقياس نعومة دالة هو استخدام مقياس النعومة. اشتقاقها اكثر من مرة هي طريقة مجة جدا.
, من قبل الكثير من المشتغلين في نظرية التقريب. في هذا البحث تم  K-عريف العديد من مقاييس النعومة وانواع من الداليتم ت
التي تم تعريفها مسبقا. بعدها قمنا ببرهان ان هذين المقياسين متكافئين تحت  K-حد انواع الداليأمقاييس النعومة و  اختيار اثنين من
 تحت نفس الشروط. K-شروط معينة باالضافة الى انهما يكافئان الدالي
 بية.وكتطبيق للعمل اعاله قمنا بتقديم احد انواع مبرهنة جاكسون للتقريب باستخدام الشبكات العص
 
 مقياس النعومة جاكوبيا. الشبكة تاعصبية. افضل تقريب. مقياس النعومة. :لدالةالكلمات ا
