In this article, we present an orthogonal basis expansion method for solving stochastic differential equations with a path-independent solution of the form X t = φ(t, W t ). For this purpose, we define a Hilbert space and construct an orthogonal basis for this inner product space with the aid of 2D-Hermite polynomials. With considering X t as orthogonal basis expansion, this method is implemented and the expansion coefficients are obtained by solving a system of nonlinear integro-differential equations. The strength of such a method is that expectation and variance of the solution is computed by these coefficients directly. Eventually, numerical results demonstrate its validity and efficiency in comparison with other numerical methods.
Introduction
A stochastic process X t on a filtered probability space (Ω, F , P) is an Itô process if it satisfies the following stochastic differential equation (SDE):
where W t is a standard Wiener process, the drift function F : R × R + −→ R and the volatility function G : R × R + −→ R are Borel measurable and locally bounded. In addition, we assume F and G are under linear growth and locally Lipschits conditions:
|F(X, t) − F(Y, t)| + |G(X, t) − G(Y, t)| ≤ D|X − Y| , X, Y ∈ R and t ∈ [0, T ]

|F(X, t)| + |G(X, t)| ≤ C(1 + |X|)
these conditions imply equation (1) has a unique t-continuous solution adapted to filtration {F t } t≥0 generated by the Wiener process W(t) ( see [1] , [2] , [3] ) and
Also for simplicity X 0 is considered a non-random real number.
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equation (1) has a unique path-independent solution [4] . Stochastic differential equations (SDEs) play a key role in modeling of phenomena that arise in vast variety of application areas including including Finance [5] , Biology [6] , Chemistry [7] and Physics [8] . Due to the fact that finding the analytical solution of SDEs is not easy, except for some special cases, the numerical simulation methods has become a favorite topic in the study of SDEs and devoted a lot of attention of researchers in recent years. At the present time several numerical methods such as EulerMaruyama (E.M.) , Milstein [9] , chain Rule [11] and also stochastic Runge-Kutta methods [12] has been proposed.
In this paper, we propose an orthogonal basis expansion method for solving SDEs with path-independent solutions. The orthogonal basis expansion method is one of the most popular topics in functional analysis and widely implemented for solving Partial Differential Equations, Ordinary Differential Equations, and Integral Equations.
For this purpose, we define a Hilbert space appropriately and assume that path-independent solution of equation (1) belongs to this space. Then we construct an orthogonal basis For this inner product space. Afterward, we consider X t in the form of orthogonal basis expansion. Finally, for finding the coefficients of this expansion, we reduce to a system of nonlinear integro-differential equations. The properties of this represented method are similar to Wiener Chaos Expansion method (WCE) that is also referred to Hermite polynomial chaos expansion. (see, e.g. [13] , [14] , [15] and the references therein). There is a fundamental different between these two methods in basis construction. Introduced basis in WCE method is multi-variable Hermite polynomials of the Gaussian random process that have been generated by tensor product but in this new method, we represent 2-dimensional Hermite polynomials. This paper is organized as follows. In section 2, we outline the theoretical foundation of stochastic Hermite polynomials as a basis and their properties. Section 3 constructs orthogonal basis expansion for functions of Wiener stochastic process and describes the general procedure by applying orthogonal basis expansion method. In addition, we find basic stochastic indicators of the solution such as expectation and variance. In section 4, numerical solution of some particular and well-known types of SDEs based on orthogonal basis expansion method is considered. Examples are surveyed and their exact solutions with both these solutions and other stochastic numerical simulation like predictor-corrector EulerMaruyama (E.M.) and Milstein ′ method are compared. Finally, a brief conclusion is stated in Section 5.
Introducing a Stochastic Orthogonal Basis
Consider the space of square integrable functions with the time-dependent Gaussian measure µ t :
where
Furthermore, the inner product and norm of this Hilbert space are defined as usual:
Consider the Hermite polynomials
The n-th order monic Hermite polynomials are reached by substituting u = x √ t in (7):
In 2−dimensional, n-th order Hermite polynomials ( [16] and [17] ) are defined as follows:
and it can be observed that,
The monic Hermite polynomialsH n (x, t) are generated by a three-term recursion relationship:
From (10), we can get a similar recursion relationship of the 2− dimensional Hermite polynomials:
For initial condition t = 0, we have:
Therefore, considering (12), for t ∈ [0, T ], it is concluded that
Thus, using recursion formula (11), some of these Hermite polynomials compute as follows:
Since the classical Hermite polynomials of standard Gaussian random variables N(0, 1) are orthogonal, we have:
Thus, the sequence {H n (x, t)} ∞ n=0 , with respect to the weight function ρ(x, t), is an orthogonal set in
Similar to the other orthogonal polynomials, 2-D Hermite polynomials enjoy a generating function [16] :
The generating function (16) (17), we can infer the following theorem [16] that is well-known as the stochastic calculus with the stochastic Hermite polynomials.
Theorem 1. Let W t be a Wiener process and H n (W t , t) be the n − th order stochastic Hermite polynomial in terms of W t . For each t ≥ 0 and n
This theorem implies that the stochastic Hermite polynomials H n (W t , t) with respect to the filtration {F t } and measure ρ are Martingale processes. According to [18, 19] , for a given positive weight function ω n (t) = t n defined in time interval (0, T ), there exists a unique family of monic Orthogonal polynomials {P m,n (t)} ∞ m=0 as basis of L 2 ω n generated by a three-term recursion relationship such that:
The sequence {P m,n (t)H n (x, t)} ∞ m,n=0 with respect to the weight function ρ(x, t) is also an orthogonal set on the space
For each m, n ∈ N ∪ {0}, we possess:
Since the linear span of polynomials {t
is also an orthogonal basis, it would be enough to demonstrate all these polynomials can be generated by them.
Theorem 2. Each polynomial in terms of variables t and x can be generated by the orthogonal set
, proof is done by induction on m ∈ N ∪ {0}. For m = 0, since t n ∈ span{P i,0 (t)} ∞ i=0 , we have:
Similarly, for m = 1, since t n ∈ span{P i,1 (t)} ∞ i=0 , we have:
Assume for m we have:
We must show that the same formula is true for (m + 1):
On the other hand, using recursive equality (11), we get:
Afterward, we have:
, the following equality is obtained:
and consequently the proof is completed by induction.
, therefore for any f that belongs to this space we have :
Defining f n (t) = ∞ m=0 a m,n P m,n (t) and applying (15), we obtain:
Consequently, the definition of f n (t) and parseval's equality lead to calculating the expectation and variance of the stochastic process f (x, t) in each point of time interval [0, T ] by corresponding expansion coefficients:
An expansion method for solving SDEs
In this section, we consider the general form of the stochastic differential equation:
where the drift and the diffusion coefficients F and G belong to
, respectively. According to the (21), stochastic process X t yields in the following expansion:
For each two Itô process
, we have the following equality named Itô product formula:
Now as the first step to find the unknown coefficients a i (t), we apply Itô product formula for equations (23) and (18) .
Rewriting this equation in integral form and taking expectation, we infer the following equation:
As a matter of fact, since s) )dW s is an Itô integral and also a martingale process, its expectation is equal to zero. Afterward, employing the Fubini's theorem which allows the order of integration to be changed in iterated integrals we have;
Thereby, considering Eq.(24) and taking derivation, we reach a system of integro-differential equations:
and so:
For solving this system of equations, we need to extract coefficients a i (0),(i = 0, 1, 2, ...) as initial conditions. For n = 0, we get a 0 (t) , s), s) ] ds, and therefore a 0 (0) = X 0 . For n 0, since a n (t) is continuous we have:
Applying L'Hopital's Rule into computing function limits, a n (0) can be calculated as below:
So that according to the Euler approximation methodX(x, t) = X 0 + F(X 0 , 0)t + G(X 0 , 0)x has been put in place of X t . Afterwards, we consider a finite dimensional case of this system of integro-differential equations to compute truncation form of X t as follows:
After discretization of the time interval with t i = ih (i = 0, 1, 2, ..., M), where h = T/M, the subsequence equality is achieved as
But due to the singularity of the right side of this system of integro-differential equations in t 0 = 0, we can not perform Rung-Kutta method from t 1 = h. To find a significant approximation of a n (h) and in order to overcome the singularity in t = 0, we use the Euler method. Substituting (a n (h) − a n (0))/h for a ′ n (h), the preceding equation converts to a system of integro-differential equations:
The numerical solution of final system(29), can be done with various one step methods as Euler and Rung-kutta of different orders [20] . In this paper, the numerical solution is computed based on second-order Rung-Kutta method.
Analytical and numerical results
Example 1 Consider the Geometric Brownian Motion
where µ(t) and σ are the time dependent and constant parameter, respectively. From the system of equations (29), we obtain the following equations:
= µ(t)a n (t) + σ n t a n−1 (t) − n t a n (t) = µ(t) − n t a n (t) + σ n t a n−1 (t).
It can be verified that a n (t) = σ n e t 0 µ(s)ds is the explicit solution of this system. Therefore,
From (16), we have
, and finally the exact solution of the stock pricing model equation is:
In a particular case µ(t) = 0 the obtained solution is the exponential martingale process.
Example 2 Consider Cox-Ingersoll-Ross investment Model in the following special case where σ(t) > 0 and σ(0) = 1. According to the prominent stochastic model Ornschten-Uhlenberg (Langevin process):
and applying Itô formula on U t = √ X t , we reach to the equation (35) and the exact solution of this equation by applying Itô formula on Ue
In order to solve the equation (36) by Galerkin method based on 2-D Hermite polynomials, we put U = ∞ n=0 U n (t)H n (W t , t). Now multiplying Eq.(36) by H n (W t , t), and taking expectation and derivation respectively, we obtain the following O.D.E. similar to (28):
Considering different initial conditions for indices n, we could find U n (t) by solving some equations in cases n = 0, n = 1 and n ≥ 2, respectively: 
Consequently, answers of these equations are
Finally, we get the following equation: Figure 2 depicts a different numerical example of this model with stochastic differential equation
with initial value X(0) = 1 and also absolute error for T = 2 with M = 80 points. 
The exact solution of this equation is X t = arctan(aW t + tanX 0 ). The numerical solution of this equation based on proposed method with N = 5 and M = 100 is computed and the result is compared with Milstein ′ method in Figure 3 .
conclusion
In this article, we introduced an orthogonal basis expansion method to solve stochastic differential equations with a pathindependent solution. For a truncated form of the solution, the equation reached a closed nonlinear system of deterministic integro-differential equations for the related coefficients. The orthogonal basis expansion method provided careful analytical formulas for computing statistical moments such as mean and variance, which in this paper even the statistical moments up to the fourth order, was found. In the numerical experiments with stochastic equations, we compared the solution accuracy and the computational effectiveness of the orthogonal basis expansion and other stochastic numerical methods like the Monte Carlo (MC), E.M. and Milstein method. 
