We characterize the spaces s α (∆), s • α (∆), and s (c) α (∆) and we deal with some sets generalizing the well-known sets w 0 (λ), w ∞ (λ), w(λ), c 0 (λ), c ∞ (λ), and c(λ).
Notations and preliminary results. For a given infinite matrix
where X = (x n ) n≥1 is the series intervening in the second member being convergent. So, we are led to the study of the infinite linear system A n (X) = b n , n= 1, 2,..., (1.2) where B=(b n ) n≥1 is a one-column matrix and X the unknown, see [2, 3, 5, 6, 7, 9] . Equation (1.2) can be written in the form AX = B, where AX = (A n (X)) n≥1 . In this paper, we will also consider A as an operator from a sequence space into another sequence space. A Banach space E of complex sequences with the norm E is a BK space if each projection P n : X → P n X is continuous. A BK space E is said to have AK (see [8] We shall write s, c, c 0 , and l ∞ for the sets of all complex, convergent sequences, sequences convergent to zero, and bounded sequences, respectively. We shall write cs and l 1 for the sets of convergent and absolutely convergent series, respectively. We will use the set
Using Wilansky's notations [12] , we define, for any sequence α = (α n ) n≥1 ∈ U + * and for any set of sequences E, the set α * E = (x n ) n≥1 ∈ s | x n α n n ∈ E .
(1.5) 6) we have for instance
Each of the spaces α * E, where E ∈ {c 0 ,c,l ∞ }, is a BK space normed by 8) and s
• α has AK. Now, let α = (α n ) n≥1 and β = (β n ) n≥1 ∈ U + * . We shall write S α,β for the set of infinite matrices A = (a nm ) n,m≥1 such that a nm α m m≥1 ∈ l 1 ∀n ≥ 1, Let E and F be any subsets of s. When A maps E into F , we write A ∈ (E, F ), see [10] . So, for every X ∈ E, AX ∈ F (AX ∈ F will mean that for each n ≥ 1, the series defined by y n = ∞ m=1 a nm x m is convergent and (y n ) n≥1 ∈ F ). It has been proved in [8] [2, 3, 5, 6, 7, 8, 9] ). When r = 1, we obtain s 1 = l ∞ , s (1, 1,. ..), we have S 1 = S e . It is well known, see [10] , that
(1.11)
We write e n = (0,...,1,...) (where 1 is in the nth position).
For any subset E of s, we put
If F is a subset of s, we denote
We can see that
Sets s α (∆), s
• α (∆), and s (c) α (∆) . In this section, we will give necessary and sufficient conditions permitting us to write the sets s α (∆), s ξ . For this, we need to study the sequence C(α)α.
Properties of the sequence C(α)α.
Here, we will deal with the operators represented by C(λ) and ∆(λ), see [2, 5, 7, 8, 9] . Let
It can be proved that the matrix ∆(λ) = (c nm ) n,m≥1 , with
is the inverse of C(λ), see [8] . If λ = e, we get the well-known operator of first difference represented by ∆(e) = ∆ and it is usually written Σ = C(e). Note that ∆ = Σ −1 , and ∆ and Σ belong to any given space S R with R > 1.
We use the following sets:
Note that ∆ ∈ Γ α implies α ∈ Γ . It can be easily seen that α ∈ Γ if and only if there is an integer q ≥ 1 such that
See [7] . In order to express the following results, we will denote by
We get the following proposition.
(iv) the condition α ∈ Γ implies that α ∈ C 1 and there exists a real b > 0 such that
Proof. (i) Assume that α n−1 /α n → 0. Then there is an integer N such that
So, there exists a real K > 0 such that α n ≥ K2 n for all n and
and since 11) we deduce that
Using the identity
we get [C(α)α] n → 1. This proves the necessity.
Assertion (ii) is a direct consequence of identity (2.14).
we conclude that α n ≥ Kγ n for all n,
(iv) If α ∈ Γ , then there is an integer q ≥ 1 for which
So, there is a real M > 0 for which
And using (2.18), we get
Remark 2.2. Note that α ∈ C 1 does not imply that α ∈ Γ .
New properties of the operator represented by ∆.
Throughout this paper, we will denote by D ξ the infinite diagonal matrix (ξ n δ nm ) n,m≥1 for any given sequence ξ = (ξ n ) n≥1 . Now, we require some lemmas.
c).
We need to recall here the following well-known results given in [12] .
Lemma 2.4. The condition A ∈ (c, c) is equivalent to the following conditions:
If for any given sequence X = (x n ) n ∈ c, with lim n x n = l, A n (X) is convergent for all n and lim n A n (X) = l, it is written that
and A is called a Toeplitz matrix. We also have the next result.
Lemma 2.5. The operator A ∈ (c, c) is a Toeplitz matrix if and only if
Now, we can assert the following theorem. 
Theorem 2.6. We have successively (i) s α (∆) = s α if and only if
we deduce that
. Indeed, from the inequality
we deduce that for every X ∈ s
Then there exists ν = (ν n ) n≥1 ∈ c 0 such that b n = α n ν n . We must prove that the equation ∆X = B admits a unique solution in the space s • α . First, we obtain
In order to show that X = (x n ) n≥1 ∈ s
• α , we will consider any given ε > 0. From Proposition 2.1(iii), the condition α ∈ C 1 implies that α n → ∞. So, there exists an integer N such that
(2.31)
Finally, we obtain 
From Proposition 2.1(iii), (c) implies that α n tends to infinity, so (c) implies (a) and (b). Finally, from Proposition 2.1(ii), we conclude that α ∈ C implies (α n−1 /α n ) n ∈ c. This completes the proof of (iii).
(iv) From Lemma 2.5, it can be easily verified that ∆ α ∈ (c, c) and lim X = ∆ α −lim X if and only if α n−1 /α n → 0. We conclude, using (iii), Remark 2.8. It can be seen that the condition (α n−1 /α n ) n ∈ c does not imply that α ∈ C 1 . It is enough to consider C(e)e = (n) n ∉ c 0 .
The next corollary is a direct consequence of the previous results.
Corollary 2.9. Consider the following properties:
Then (i) (ii)⇒(iii)⇒(iv) (v) (vi).
We obtain from the precedent the following corollary.
Proof. (i) If
Conversely, from Theorem 2.6(i) and (ii), it can be easily seen that ∆ is bijective from s α to s α and from s
(ii) Suppose that ∆ is bijective from s 
(see [3, 4, 5] ). Practically, we will write ϕ[f (z)] instead of ϕ(f ). We have the following lemma.
Lemma 3.1. (i) The map ϕ : f → A is an isomorphism from the algebra of the power series defined in |z| < R into the algebra of the corresponding matrices
A. 
Now, for h ∈ R − N, we define (see [13] )
and putting ∆ + = ∆ t , we get for any h ∈ R,
Using the isomorphism ϕ, we get the following proposition. 
being the number of permutations of i things taken j at a time.
We give here an extension of the previous results, where s r is replaced by s α .
Proposition 3.3. Let h be a real greater than 0. The condition s α (
Proof. 11) and using (3.5), we deduce that ∆ h ∈ (s α ,s α ) if and only if 
and we conclude since (3.10) implies (3.12).
We deduce immediately the next result.
Corollary 3.4. Let h be an integer greater than or equal to 1. The following properties are equivalent:
Proof. From the proof of Proposition 3.3, s α (∆ h ) = s α is equivalent to 
So, (i) holds and (ii) is satisfied.
Generalization of well-known sets.
In this section, we see that under some conditions, the spaces w α (λ), w 
Sets w α (λ), w
• α (λ), and w * α (λ). We recall some definitions and properties of some spaces. For every sequence X = (x n ) n , we define |X| = (|x n |) n and
For instance, we see that
If there exist A, B > 0 such that A < α n < B for all n, we get the wellknown spaces w α (λ) = w ∞ (λ), w
• α (λ) = w 0 (λ), and w * α (λ) = w(λ) (see [12] ). It has been proved that if λ is a strictly increasing sequence of reals tending to infinity, w 0 (λ) and w ∞ (λ) are BK spaces and w 0 (λ) has AK, with respect to the norm
(see [1] ). We have the next result. (i) Consider the following properties:
Then (a)⇒(b), (c) (d), and (c)⇒(e) and (f).
(ii) If αλ ∈ C 1 , w α (λ), w Since ∆(λ) = ∆D λ , we get ∆(λ)s α = ∆s αλ . Now, using (c), we see that ∆ is bijective from s αλ into itself and w α (λ) = s αλ . Conversely, assume that w α (λ) = s αλ . Then αλ ∈ s αλ implies that C(λ)(αλ) ∈ s α , and since
The proof of (c)⇒(e) follows on the same lines of the proof of (c)⇒(d) replacing s αλ by s
• αλ . We prove that (c) implies (f). Take X ∈ w * α (λ). There is a complex number l such that 
is a direct consequence of (i).
Sets c α (λ, µ), c
• α (λ, µ), and c * α (λ, µ). Let α = (α n ) n ∈ U + * be a given sequence, we consider now for λ ∈ U , µ ∈ s the space
It is easy to see that 10) that is,
see [1] . Similarly, we define the following sets:
(4.12)
From (b), we deduce that Σ|∆(µ) α λ,µ | ∈ s αλ . This means that
From the inequality
we obtain (a). The proof of (a)⇒(c) follows on the same lines of the proof of (a)⇒(b) with s α replaced by s
and from (c)⇒(e) in Theorem 4.1, we have w
and from Theorem 2.6(ii), Σs
is a direct consequence of (i) and of the fact that for every X ∈ c * α (λ), we have
(4.24)
We deduce immediately the following corollary. 
Mathematical Problems in Engineering
Special Issue on Time-Dependent Billiards
Call for Papers
This subject has been extensively studied in the past years for one-, two-, and three-dimensional space. Additionally, such dynamical systems can exhibit a very important and still unexplained phenomenon, called as the Fermi acceleration phenomenon. Basically, the phenomenon of Fermi acceleration (FA) is a process in which a classical particle can acquire unbounded energy from collisions with a heavy moving wall. This phenomenon was originally proposed by Enrico Fermi in 1949 as a possible explanation of the origin of the large energies of the cosmic particles. His original model was then modified and considered under different approaches and using many versions. Moreover, applications of FA have been of a large broad interest in many different fields of science including plasma physics, astrophysics, atomic physics, optics, and time-dependent billiard problems and they are useful for controlling chaos in Engineering and dynamical systems exhibiting chaos (both conservative and dissipative chaos). We intend to publish in this special issue papers reporting research on time-dependent billiards. The topic includes both conservative and dissipative dynamics. Papers discussing dynamical properties, statistical and mathematical results, stability investigation of the phase space structure, the phenomenon of Fermi acceleration, conditions for having suppression of Fermi acceleration, and computational and numerical methods for exploring these structures and applications are welcome.
To be acceptable for publication in the special issue of Mathematical Problems in Engineering, papers must make significant, original, and correct contributions to one or more of the topics above mentioned. Mathematical papers regarding the topics above are also welcome.
Authors should follow the Mathematical Problems in Engineering manuscript format described at http://www .hindawi.com/journals/mpe/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http:// mts.hindawi.com/ according to the following timetable:
Manuscript Due December 1, 2008
First Round of Reviews March 1, 2009 
