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Abstract
We propose a new technique to prepare statistically-robust benchmarking data for evaluating chemical
transport model meteorology and air quality parameters within the urban boundary layer. The approach
employs atmospheric class-typing, using nocturnal radon measurements to assign atmospheric mixing classes,
and can be applied temporally (across the diurnal cycle), or spatially (to create angular distributions of
pollutants as a top-down constraint on emissions inventories). In this study only a short ( < 1-month)
campaign is used, but grouping of the relative mixing classes based on nocturnal mean radon concentrations
can be adjusted according to dataset length (i.e., number of days per category), or desired range of within-class
variability. Calculating hourly distributions of observed and simulated values across diurnal composites of
each class-type helps to: (i) bridge the gap between scales of simulation and observation, (ii) represent the
variability associated with spatial and temporal heterogeneity of sources and meteorology without being
confused by it, and (iii) provide an objective way to group results over whole diurnal cycles that separates
'natural complicating factors' (synoptic non-stationarity, rainfall, mesoscale motions, extreme stability, etc.)
from problems related to parameterizations, or between-model differences. We demonstrate the utility of this
technique using output from a suite of seven contemporary regional forecast and chemical transport models.
Meteorological model skill varied across the diurnal cycle for all models, with an additional dependence on
the atmospheric mixing class that varied between models. From an air quality perspective, model skill
regarding the duration and magnitude of morning and evening "rush hour" pollution events varied strongly as
a function of mixing class. Model skill was typically the lowest when public exposure would have been the
highest, which has important implications for assessing potential health risks in new and rapidly evolving
urban regions, and also for prioritizing the areas of model improvement for future applications.
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Abstract: We propose a new technique to prepare statistically-robust benchmarking data for evaluating
chemical transport model meteorology and air quality parameters within the urban boundary layer.
The approach employs atmospheric class-typing, using nocturnal radon measurements to assign
atmospheric mixing classes, and can be applied temporally (across the diurnal cycle), or spatially
(to create angular distributions of pollutants as a top-down constraint on emissions inventories). In this
study only a short (<1-month) campaign is used, but grouping of the relative mixing classes based
on nocturnal mean radon concentrations can be adjusted according to dataset length (i.e., number of
days per category), or desired range of within-class variability. Calculating hourly distributions of
observed and simulated values across diurnal composites of each class-type helps to: (i) bridge the gap
between scales of simulation and observation, (ii) represent the variability associated with spatial and
temporal heterogeneity of sources and meteorology without being confused by it, and (iii) provide
an objective way to group results over whole diurnal cycles that separates ‘natural complicating
factors’ (synoptic non-stationarity, rainfall, mesoscale motions, extreme stability, etc.) from problems
related to parameterizations, or between-model differences. We demonstrate the utility of this
technique using output from a suite of seven contemporary regional forecast and chemical transport
models. Meteorological model skill varied across the diurnal cycle for all models, with an additional
dependence on the atmospheric mixing class that varied between models. From an air quality
perspective, model skill regarding the duration and magnitude of morning and evening “rush hour”
pollution events varied strongly as a function of mixing class. Model skill was typically the lowest
when public exposure would have been the highest, which has important implications for assessing
potential health risks in new and rapidly evolving urban regions, and also for prioritizing the areas
of model improvement for future applications.
Atmosphere 2019, 10, 25; doi:10.3390/atmos10010025 www.mdpi.com/journal/atmosphere
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1. Introduction
The population density of urban centers is rising globally and source strengths of fine particles to
which residents are exposed scales directly with population [1]. Given the established links between
aerosols and acute or chronic health effects (e.g., [2–5]), and the multitude of direct sources and
pathways for secondary production in complex urban environments [6,7], there is growing scientific
and political interest to: (i) provide improved health risk assessments, (ii) develop and evaluate
emission mitigation measures, and (iii) provide realistic forecasting of air quality for future urban
development scenarios [8,9].
Considering the scale and complexity of the problem, state-of-the-art chemical transport models
(CTMs) linked to representative emissions inventories and driven by reliable prognostic meteorological
models, potentially offer the most cost-effective means of providing valuable (if approximate) inputs to
these problems in a timely manner. To this end, as well as updating emissions inventories, CTMs need
to be continually improved and evaluated to reflect advancements in understanding of contributing
physical and chemical processes, as well as computational ability. Targeted, highly collaborative
measurement campaigns are a crucial part of this process, since they help drive advancements in
understanding, provide the means by which to evaluate model performance, and enable top down
‘sanity checks’ of emissions inventories.
Skill-testing CTMs serves a dual purpose: on one hand it provides assurance (or otherwise) of the
efficacy of incremental modifications, while on the other hand it provides valuable information on
the level of confidence that can be placed in various representations and timescales of CTM output.
As much as it is true for CTMs themselves, the ways in which their performance is evaluated should
also be subjected to periodic review. Mismatches in spatial and vertical scales between observations
and model grid-cell dimensions, along with spatial and temporal heterogeneity of urban pollution
sources, can lead to vastly-different assessments of model skill depending on the timescale or particular
approach adopted for the evaluation [10–12].
The aim of this investigation is to introduce a new approach for skill-testing CTMs regarding:
(i) reproducing meteorological conditions, (ii) transporting and mixing primary emissions in the
atmospheric boundary layer (ABL), and (iii) forming secondary gaseous and aerosol products. Since
understanding of the physical processes associated with transport and mixing under fair-weather
turbulent daytime conditions is more advanced than processes dominating near quiescent nocturnal
conditions near the surface [12–16], model skill will also be dependent on atmospheric mixing
state. Furthermore, the formation of secondary pollutants is also dependent on factors related to
the atmospheric mixing state (e.g., mixing volume, temperature, sunlight intensity, humidity, etc.).
Continuous monitoring of atmospheric Radon-222 (radon) is known to be a convenient,
economical, and highly-effective alternative to conventional meteorological approaches (e.g., Pasquill-
Gifford typing, the Bulk Richardson method, Monin-Obukhov Similarity Theory) for classifying the
nocturnal-mean (as opposed to hourly) atmospheric mixing state (e.g., [13,17–20]). Furthermore,
with the exception of highly non-stationary synoptic conditions (i.e., ~80% of the time), the average
mixing state of the daytime period following each classified night can usually be inferred, based on
an assumption of short-term atmospheric persistence [19]. This enables objective meteorological
class-typing to be performed simply and efficiently for large datasets over whole 24-h periods.
To a good approximation, radon is emitted only from unsaturated, unfrozen terrestrial surfaces,
and this surface source function can be considered well-distributed and consistent (on greater than
synoptic timescales). Since it is unreactive and poorly soluble, radon’s sole atmospheric sink is
radioactive decay. Its half-life (3.82 days) is substantially longer than mixing timescales in the ABL,
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long enough for it to be considered conservative over a single night, yet short enough that it does not
accumulate in the atmosphere on timescales of more than two weeks. This combination of physical
characteristics ensures that near-surface concentration gradients are directly representative of the
combined physical atmospheric mixing processes, making radon an effective and unambiguous
tracer of transport and vertical mixing (e.g., [13,17,20–22]). Furthermore, atmospheric class-typing by
radon-based methods yields a more even distribution of events between mixing categories than the
categorical Pasquill-Gifford approaches, and is also more selective and representative of extremely
stable conditions (e.g., [18,23]).
For sufficiently long measurement campaigns (e.g., >2 weeks) the radon-based technique enables
the definition of 3–5 class types within which in-group variability of the mixing state hour by hour
within the diurnal cycle is minimized. This enables comparison of observed and simulated quantities
over complete diurnal cycles in each class-type, for which averaging within hourly bins reduces the
observed short-term variability associated with spatial/temporal source heterogeneity and mesoscale
atmospheric variability, thereby helping to ‘bridge the scale gap’. Assessing model skill in this way
promises to provide a more targeted approach to continual CTM improvement.
The evaluation dataset for this study was selected from observations made as part of the second
Sydney Particle Study (SPS; [8,9,24]). Specifically, meteorology, particle precursor trace gases, and fine
particles measured at Westmead (NSW, Australia) in autumn 2012 are compared with corresponding
values simulated by seven models operated by ANSTO, CSIRO, the NSW Office of Environment
and Heritage (NSW OEH), the University of Melbourne, and North Carolina State University.
The model runs from which the results for this study have been selected formed part of a larger,
more comprehensive inter-comparison/evaluation exercise (see [25–27]).
The contrasting impacts of sub-grid scale surface features and meteorological processes often
result in the perceived “success” of model-measurement inter-comparisons being highly site dependent.
Consequently, the potential utility of our evaluation approach, rather than the specific performance
of any one of the models at the chosen site, is the main focus. We note that the Westmead site does
not conform to the standards of Bureau of Meteorology observational sites (regarding exposure,
fetch homogeneity, etc.; [28]). This will result in less than optimum comparisons between observed
and simulated meteorological quantities. Detailed evaluations at more appropriate sites are the subject
of separate investigations (e.g., [25,26,29–31]).
2. Experiment and Methods
2.1. Site and Measurement Campaign
The Sydney Particle Study was a comprehensive observation and modelling study of fine particles
and selected gaseous urban pollutants in the Sydney Basin, Australia [8,9,24]. While SPS observations
were made at numerous sites across the Sydney Basin Region (Figure 1), the focal point was the
Westmead Air Quality Station, 26 km northwest of the Sydney Central Business District (CBD).
Measurements were conducted over two 1-month periods of contrasting air quality characteristics:
summer and autumn. The first stage of observations (SPS-I) spanned the period 5 February to 7 March
2011, and the second stage (SPS-II) from 16 April to 14 May 2012. A collaboration between seven
partner organizations (CSIRO, NSW OEH, NSW EPA, ANSTO, QUT, BOM, SINAP) ensured that a
comprehensive suite of air quality measurements were made to better understand the sources, chemical
composition, and size distribution of the aerosol and gas-phase secondary aerosol precursors in the
Sydney region.
The aim of SPS was to furnish NSW OEH and NSW EPA with an improved understanding and
a quantitative model of gaseous and particulate pollutants that contribute to public exposure in the
Sydney Basin Region. Information of this kind is crucial to the development of State and National
policy for reducing levels of public exposure to urban pollutants [9]. An overview of SPS-I and its
outcomes has been given by Keywood et al. [8]. Here we focus on observations and simulations from
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only SPS-II, during which peak pollutant concentrations were often 1.5–3 times higher than observed
during SPS-I [9].
Cope et al. [9] provide a comprehensive description of the meteorological, trace gas, particulate,
and atmospheric radon measurements made during SPS-II. Wind speed and direction were measured
at 10 m above ground level (a.g.l.), temperature and relative humidity were measured at 2 m a.g.l.,
whereas air quality observations were made ~5 m a.g.l. Simulated meteorological quantities have been
calculated to match the observation heights, whereas simulated air quality parameters are averages
over the lowest layer of each model (which varied from z1 = 20 to 56 m; [25]).
In addition to the Westmead observations, radon was also measured at the University of Western
Sydney Richmond campus (~30 km NW of Westmead; Figure 1), adjacent to the Richmond NSW OEH
air quality monitoring site (see [17] for details). Richmond (both the NSW OEH site and RAAF Base
site ~2.5 km to the northeast), better satisfies BoM observational requirements. Consequently, selected
comparisons will also be made using data from this site. All findings presented here are based on
radon-based classification of atmospheric stability (see Section 2.2) made separately at the Westmead
and Richmond sites using the respective radon observations.
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Figure 1. Location of monitoring sites used for the SPS campaigns in the Greater Sydney Region
(including those operated by BoM and NSW OEH). A key for site abbreviations is provided at the
end of this document. Land cover is derived from the MODIS satellite data [32], topography from
Geoscience Australia [33], and basemap © OpenStreetMap contributors.
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To assist with the evaluation of simulated ABL depths, a lidar was situated at Westmead during
SPS-II. The instrument deployed (Leosphere, model ALS-300) operated in the ultraviolet (355 nm) with
a repetition rate of 20 Hz and a single detection channel. The derivation of lidar mixing heights is
explained in Griffiths et al. [34] and Cope et al. [9]. The lowest resolvable mixing height is determined
by the overlap between the detector and transmitter fields of view. Typically, the most reliable
lidar-based mixing depth estimates were available each day between 0900 and 1900 h LST. Outside
these times, when mixing depths were often below 200 m a.g.l., we estimated the “equivalent nocturnal
mixing height” using a radon-based method described in Griffiths et al. [34]; assuming a local radon
flux of 20 mBq m−2 s−1 [35]. Since this approach assumes radon to be uniformly mixed within the
stable nocturnal boundary layer (SNBL), which is rarely the case, interpretation of nocturnal mixing
depths should be performed with due caution.
2.2. Radon-Based Stability Classification
Although radon does not accumulate in the atmosphere on greater than synoptic timescales,
its half-life provides air masses with a ~2-week ‘memory’ of fetch influences. Consequently,
near-surface radon observations are primarily a combination of two contributing factors: (i) an
advection (or fetch-related) component, responding to recent changes in air mass fetch history and
the related radon source function distribution, and (ii) a diurnal dilution component, driven by a
near-constant local terrestrial source function emitting into an ABL of diurnally changing depth.
When the fetch-related component of a radon time series has been separated from the
diurnally-varying component, averages of the diurnal radon signal over a 10–11 h nocturnal window
can be related to the mean-nocturnal mixing state [17,19,20,23,36,37]. This separation can either
be made directly, using vertical radon gradient measurements [13,22], or be approximated using
pseudo-gradient estimates based on single-height observations ([19] and references therein). For the
sake of brevity, a full description of the stability-classification technique will not be repeated here.
The final step of the stability classification process requires 19:00–05:00 h nocturnal-means of the
diurnal radon component to be grouped into mixing classes that, in this case, were based on quartiles
of the 1-month Westmead and 6-year Richmond autumn datasets. As described by Chambers et al. [17],
the arbitrarily-assigned quartile groups corresponded to four separate relative nocturnal mixing
states (most well-mixed; weakly stable; moderately stable; and most stable), also listed in Table 1.
At Westmead the assigned mixing states are relative to the range of nocturnal mixing states experienced
in just that 1-month of observations. At Richmond, however, the mixing states are relative to the range
of nocturnal conditions experienced over 6-years of autumn measurements.
Table 1. Radon-based definition of 24-h relative atmospheric mixing categories.
Quartile MixingCategory
Assigned Nocturnal
Mixing State
Inferred Daytime
Mixing State
Expected Meteorological
Conditions
Q1 #1 Most well-mixed (nearneutral) Near neutral
Windiest nights, includes periods of
severe synoptic non-stationarity.
Frequent periods of extensive low
cloud cover, rainfall common.
Q2 #2 Weakly stable Weakly unstable Moderate winds at night, periods oflow clouds and occasional rainfall
Q3 #3 Moderately stable Moderatelyunstable
Light winds at night, little-to-no low
cloud, usually no rainfall.
Q4 #4 Most stable Most unstable
Typically anticyclonic conditions.
Calm-to-light nocturnal winds, very
little low cloud at night (though fog
possible). No rain at night, possible
daytime convective showers.
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Based on the assigned nocturnal mixing categories, and an assumption of short-term atmospheric
persistence, daytime mixing states were then inferred and assigned to the remainder of each 24-h
period (defined from afternoon to afternoon; 1500 h to 1400 h). As shown in Table 1 each 24-h period
was assigned a mixing category identifier (#1 through #4), associated with a pair of nocturnal/daytime
mixing categories.
At Westmead the 1-month of 24-h mixing categories was assigned fairly evenly (category #1 to #4:
26%, 26%, 26% and 22%, respectively). At Richmond, however, since mixing categories were defined
using the range of conditions from 18 months of autumn measurements, assignment of events between
categories for the 1-month of SPS-II observations was not as even (cat #1 to #4: 19%, 26%, 33% and 22%,
respectively). These figures represent the fraction of the measurement campaign (in complete 24-h
periods) of observed and simulated data contributing to the composite plots presented in Section 3.
The average time over which public exposure to fine particles and other pollutants takes place is
critical to developing new health legislation. Skill-testing models using the class-typing method not
only provides a clear indication of model performance for a range of air quality conditions, but also
clearly indicates the relative potential exposure time represented by each category.
2.3. Summary of Chemical Transport Models
The models compared in this study will henceforth be referred to as: W-A11, W-UM1, W-UM2,
C-CTM, O-CTM, W-NC1 and W-NC2. Brief descriptions of each model are provided below. Further
information including model setup, descriptions and relevant references for specific parameterizations
can be found in Monk et al. [25] and Guérette et al. [26].
Each of the models was run over four nested domains, downscaling from the regional (80–81 km
resolution, encompassing all of Australia), to 3 km for the domain centered on the Greater Sydney
Region [25,26]. Although the models have consistent horizontal grids, they differ in their number of
vertical layers and in the height of their first layer.
All models used the NSW EPA emission inventory for 2008 [38], which may not reflect
the actual source distributions and strengths in 2012. Emissions were provided as area sources
(i.e., a surface-based emission rate from a 1 km × 1 km area) or point sources (i.e., a specific location
with stack properties including the height and radius of the stack, the temperature and velocity of
the effluent). The NSW EPA inventory, however, refers to an area that is smaller than the larger
modelling domains. Consequently, in addition to this scheme, as discussed by Guérette et al. [26],
W-UM1, W-UM2, W-NC1 and W-NC2 used additional emissions information from EDGAR for parts
of the domains not covered by the NSW EPA inventory. Furthermore, C-CTM and O-CTM contain a
parameterization for wood smoke emission based on heating degree days, and C-CTM alone included
wildfire emissions.
W-A11 is ANSTO’s configuration of the Weather Research and Forecasting model coupled to
Chemistry (WRF-Chem) version 3.7.1. In this configuration, a custom radon tracer module runs
instead of a full chemistry scheme. The radon tracer module computes radon concentration online,
based on emissions from Griffiths et al. [35], mixing and advection from the standard WRF-Chem
tracer advection scheme (which includes vertical mixing from moist convection), and radioactive decay.
The meteorological part of the model uses the same options of W-UM1, described next, except for two
things. First, W-A11 uses spectral nudging in the outer domain, which only constrains the large-scale
features of the simulation. Second, W-A11 has 50 vertical levels, the lowest of which is 20 m thick.
W-UM1 represents the Community Multiscale Air Quality (CMAQ) model run in an offline
mode, forced with meteorology from WRF (v3.6.1; [39]) at the University of Melbourne. CMAQ is
a multi-scale, limited-area, open-source, chemistry-transport model developed and maintained by
the US EPA [40]; version 5.0.2 was used for these simulations [41]. Both models used a vertical grid
with 32 levels (z1 = 33 m). WRF dynamical simulations used ERA-Interim reanalyses [42] and high
resolution “Real-Time Global” sea surface temperatures [43]. WRF was run as a series of 36-h forecasts,
with the first 12 h of spin-up discarded, during which simulations were nudged towards the global
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analysis above the boundary layer in the outermost domain every 6 h. Physics parameterizations
used included the Morrison 2–moment microphysics scheme [44], the Rapid Radiative Transfer
(RRTMG) shortwave and longwave radiation schemes [45], the unified NOAH land surface model [46],
the Mellor–Yamada–Janjic turbulence scheme [47], the Grell 3D Ensemble convection scheme for
domains 1–3 [48,49] and no convection parameterization for the 3 km domain. CMAQ used initial
and boundary concentrations based on global simulations from the Model for Ozone and Related
chemical Tracers version 4 (MOZART) model [50]. Anthropogenic emissions beyond the greater
Sydney region were based on EDGAR [51]. Natural emissions were parameterized, using the Model of
Emissions of Gases and Aerosols from Nature (MEGAN) biogenic emissions scheme [52], CMAQ’s
online schemes for sea salt [53] and wind-blown dust [54]. Fire emissions were remapped from
estimates from the ECMWF/CAMS GFAS [55]. For gas-phase chemistry, the Carbon Bond 5 (CB05)
mechanism with active chlorine chemistry was used, with the updated toluene mechanism [56,57].
The aerosol module selected was the sixth-generation modal CMAQ aerosol model (‘Aero6’) with
extensions for sea salt emissions and thermodynamics, with an updated formulation for secondary
organic aerosol yields [54]. Clear-sky photolysis rates were calculated offline and stored in look-up
tables [58]. Furthermore, radon was added as a non-reactive tracer subject to radioactive decay,
with emissions calculated based on geology and surface moisture [35].
W-UM2 is based on version 3.7.1 of WRF-Chem operated by the University of Melbourne.
As discussed in Utembe et al. [29], WRF-Chem is an online coupled model, here run in nudged mode,
using the Advanced Research WRF (ARW) dynamic core. The model has 33 levels, with increased
vertical resolution in the boundary layer. Meteorological fields, initial and lateral boundary conditions
were taken from ERA Interim re-analyses. Sea surface temperatures were taken from NOAA real-time
global sea surface temperature analyses. Initial and lateral boundary conditions for the mixing ratio
fields were obtained from the global-scale MOZART. The WRF-Chem implementation for this study
used the NOAH land surface model, the Yonsei University (YSU) ABL scheme, the WRF single-moment
5-class Lin microphysics scheme and the RRTMG radiation scheme. The Regional Atmospheric
Chemistry Mechanism (RACM) of Stockwell et al. [59] is used for the gas phase chemistry scheme
(with F-TUV photolysis scheme) and for the aerosol scheme it uses the Modal Aerosol Dynamics Model
for Europe (MADE) which is coupled to a Secondary Organic Aerosol Module (SORGAM). Outside the
Greater Sydney area EDGAR-HTAP (2008) emissions were used [60]. Dust and sea-salt emissions are
proportional to wind speed at 10 m as parameterized from the GOCART model. Biogenic emissions
are generated from MEGAN v2.1 using the default 24 category land use data from U.S. Geological
Survey (USGS).
C-CTM is the three-dimensional Eulerian CSIRO CTM, developed for Australian regional air
quality studies [61,62]. The model has 35 levels in the vertical to a height of 40 km. Meteorology
derives from the Conformal Cubic Atmospheric Model (CCAM; [63]), a global stretched grid
dynamical model, predicting wind velocity, temperature, water vapor mixing ratio (including
clouds), radiation and turbulence. CCAM uses the Australian land surface scheme, CABLE [64].
Biogenic emissions are provided by the Australian Biogenic Canopy and Grass Emissions Model
(ABCGEM; [65]). Gas-phase chemistry is modelled using an extended version of the CB05 mechanism
with updated toluene chemistry. Aerosol concentrations are calculated using a two-bin sectional
scheme, using the volatility basis set for the secondary organic species partitioning, and ISORROPIA II
for the inorganic partitioning.
O-CTM here represents a NSW OEH modelling system consisting of a meteorology module
(CCAM), emission module, and a CTM [30]. CCAM is a semi-implicit, semi-Lagrangian atmospheric
climate model based on the conformal cubic grid [63,66]. In this study, the European Reanalysis Interim
(ERA-Interim) reanalysis was the host global climate model (GCM) and data was fed into CCAM to
downscale into the four Australian grid domains mentioned above. A configuration of 35 vertical
levels in the CCAM was also employed. Emissions were considered from natural sources, including:
wind-blown dust, and marine aerosols, influenced by the prevailing meteorology. Emissions of VOC
Atmosphere 2019, 10, 25 8 of 32
from vegetation were also considered, calculated in-line within the CTM. Anthropogenic emissions
were taken from the NSW GMR Air Emissions Inventory for calendar year 2008 [38]. This inventory
comprises detailed source and emissions data for over a hundred industrial, commercial, transport,
agricultural and residential activities and over a thousand pollutants. The inventory is updated every
five years, with the 2013 calendar year emissions inventory not released at the time the modelling study
was undertaken. The CSIRO CTM [61] is a three-dimensional Eulerian chemical transport model with
the capability of modelling the emission, transport, chemical transformation, wet and dry deposition
of a coupled gas and aerosol phase atmospheric system. This model has 16 vertical layers, the lowest
of which has a thickness z1 = 20 m.
W-NC1 is based on the North Carolina State University (NCSU)’s version of WRF-Chem v3.7.1.
The vertical resolution includes 34 layers from the surface (z1 = 35 m) to approximately 100 hPa
(~15 km). The physics options selected for the WRF-Chem simulation include the RRTMG for both
shortwave and longwave radiation, the YSU ABL scheme, the Morrison double moment microphysics
scheme, as well as the Multi-Scale Kain-Fritsch cumulus parameterization. The chemistry and aerosol
option selected is the coupled CB05 gas mechanism with the chlorine chemistry and the Modal for
Aerosol Dynamics in Europe/Volatility Basis Set (MADE/VBS) aerosol module, which allows the
simulation of aerosol direct, semi-direct, and indirect effect as described in Wang et al. [67].
W-NC2 is based on the NCSU’s version of WRF-Chem v3.7.1 coupled with the Regional Ocean
Modeling System (ROMS) (WRF-Chem-ROMS) [68]. The WRF-Chem-ROMS simulation uses the same
physics and chemistry options and has the same configuration as WRF-Chem with only one difference
in the sea surface temperature (SST). SST is prescribed from reanalysis data for the WRF-Chem
simulation but simulated by ROMS for the WRF-Chem-ROMS simulation. By explicitly simulating
air-sea interactions, WRF-Chem-ROMS can improve the predictions of most cloud and radiative
variables compared to WRF-Chem that does not simulate such interactions. More detailed descriptions
of both W-NC1 and W-NC2 and their simulation results can be found in Zhang et al. [69].
3. Results and Discussion
3.1. Campaign Overview
For context, a campaign overview of meteorology and air quality is presented in the
supplementary information (Figures S1 and S2). Meteorological conditions were variable over
the campaign, and at times complex. On 17–19 April a low-pressure trough caused heavy rainfall
(temporarily reducing the local radon flux), whereas May was very dry (see also [9]).
Afternoon minimum radon concentrations of <1 Bq m−3 indicate limited recent terrestrial
influence. Low radon on 18–19 April (Figure S1) coincided with humid SE winds (oceanic fetch)
associated with the low-pressure trough, whereas low radon on 25 April was associated with
dry fast-moving air from the NNW, with high ozone but low concentrations of other pollutants
(Figure S2); consistent with downward mixing of tropospheric air to the ABL. Days with the largest
radon diurnal cycles were associated with the most stable nocturnal conditions. The increasing
afternoon-minimum radon concentrations for the last week are indicative of increasing terrestrial fetch
over eastern Australia.
Carbon monoxide (CO), nitric oxide (NO), sulphur dioxide (SO2) and particulate matter (diameter
≤ 10 µm; PM10) values (Figure S2) were all lower and less variable during the first half of the campaign,
when meteorological conditions were more changeable and nocturnal mixing was stronger. All peak
concentrations were well below National Environmental Protection Measure (NEPM) levels (CO 8-h
9000 ppb; NO2 1-h 120 ppb; SO2 1-h 200 ppb; O3 1-h 100 ppb; PM10 1-day 50 µg m−3; [9]).
BoM [28] outlines instrument siting requirements (regarding terrain, obstacles, etc.) for
meteorological observations. While Westmead does not meet these requirements, since it was the
“super site” for SPS-I and II air quality observations, it is of interest to know how representative
simulations are at this location. Cope et al. [9] evaluated C-CTM meteorology at more suitable sites
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(i.e., Randwick, Prospect and St Mary’s). Generally, good model skill was reported with the exception of
transitional conditions (periods of substantial synoptic non-stationarity or in the presence of mesoscale
motions). Likewise, Utembe et al. [29] evaluated W-UM2 performance in January 2013 using eight
BoM-approved sites and reported better model skill than shown here in Sections 3.2–3.4. Details
regarding the more extensive meteorological evaluations of the models discussed here are given in
Monk et al. [25].
3.2. Evaluating Simulated Air Temperature
The fidelity with which a model reproduces near-surface temperature is important for
meteorological prediction, mixing parameterizations, and kinetics of chemical reactions [70]. It is
therefore important to evaluate model meteorological skill prior to investigating air quality parameters.
Campaign-mean diurnal composites of observed and simulated temperature, as well as composites of
their hourly differences, are shown in Figure 2. With the exception of O-CTM, model skill was typically
best in the early afternoons when the ABL was deepest and most uniformly mixed.
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Figure 2. Diurnal composite (a) observed and simulated air temperature, and (b) hourly differences,
over the 27-day SPS-II campaign at Westmead in autumn 2012.
For O-CTM, simulated temperatures were occasionally noisy and the composite diurnal mean bias
(TMOD-TOBS) was consistently positive (Figure 2b). In addition to possible differences in configuration
options for CCAM between C-CTM and O-CTM, another factor influencing the temperature estimates
of these two models is that C-CTM uses the CABLE land-surface model whereas O-CTM used a
MODIS-derived scheme [25].
The mean bias (µMB = <TMOD−TOBS>) and its standard deviation (σMB) provide a convenient pair
of metrics by which to compare model skill for a given parameter [25,71]. To this end, the temperature
µMB and σMB for each model are shown in Figure 3a. The importance of treating these metrics as
a pair is clear in the case of C-CTM, which exhibits the smallest µMB, but one of the largest σMB
values. The reason for the large σMB is clear in Figure 2b, where C-CTM exhibits absolute diurnal
mean biases in excess of 1 ◦C at night as well as in the middle of the day. According to these metrics
W-UM1 performed the best for SPS-II temperature simulations. The largest reported mean bias of any
contributing model here was <1.1 ◦C (W-UM2; Figure 3a). Given the complexity of the Westmead site,
and the benchmark µMB for temperature of around ±1 ◦C provided by Monk et al. [25], all models
performed acceptably. By comparison, for January 2013 Utembe et al. [29] reported a temperature µMB
of 0.2 ◦C for W-UM2 averaging over 17 sites in the Sydney region.
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Figure 4. Diurnal composite observed (black) and modelled (red) 2 m temperature at Westmead during
SPS-II. Panels a–d represent each of the four radon-based atmospheric mixing categories (Table 1).
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Since the curves in Figure 4 are composites of 6–8 separate days under ‘similar’ conditions
(i.e., within defined mixing classes), much of the hourly variability associated with meteorological and
local-surface heterogeneity has been averaged out. If required, a measure of the variability within each
mixing state can be retrieved by analyzing the hourly distributions within each diurnal composite.
Figure 5 shows there was a tendency in all models for temperature µMB to increase in absolute
magnitude from category #1 to #4 mixing states. However, C-CTM, O-CTM, W-NC1 and W-NC2
show the least sensitivity in µMB from category #2 to #4 days (note that a proportion of category #1
days represent periods of significant synoptic non-stationarity, whereas conditions within category
#2 to #4 days are more internally consistent). There was also a tendency for σMB to increase from
category #1 to #4 conditions, most prominently in W-A11 and C-CTM. Between-model differences in
parameterizations that may be contributing to these differences are discussed in Monk et al. [25].
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Figure 5. µMB and σMB of 2 m temperature at Westmead for each model. Numbers on the abscissa for
each model represent the radon-based mixing states (categories #1 to #4) in Table 1.
Based on Figure 4, most of the change in each model’s skill is attributable to the simulation of
nocturnal temperatures as the nocturnal mixing state changes from well-mixed to stable (Table 1). Here,
specific differences in model performance become apparent: (i) W-A11, W-UM1, W-UM2, C-CTM and
O-CTM reproduce nocturnal temperatures the best under well mixed conditions, and least well under
stable nocturnal conditions; (ii) W-NC1 and W-NC2 on the other hand, underestimate early morning
temperatures under well mixed nocturnal conditions but perform better in the mornings under stable
conditions. O-CTM is the only model whose skill for temperature prediction in the early afternoon
significantly improves from category #1 to category #4 conditions.
3.3. Evaluating Simulated Relative Humidity
A model’s ability to accurately reproduce relative humidity is dependent upon the fidelity of
its temperature and water vapor predictions, as well as near-surface mixing, and will impact other
processes such as convection, chemistry, and secondary aerosol formation.
Diurnal composite relative humidity values are compared in Figure 6 for each mixing category.
Corresponding µMB and σMB values are shown in Figure 7. As for temperature, there was a tendency for
the absolute magnitude of both µMB and σMB to increase in all models from category #1 to #4 conditions.
In all cases model skill was best across the whole diurnal cycle under the windiest conditions (category
#1; Figure 6a). Again, the largest discrepancies were typically observed at night, under increasingly
stable nocturnal conditions. Overall, the best performance was exhibited by W-UM1, and the worst by
W-UM2 (Figures 6 and 7). The low mean biases of C-CTM in this case for all mixing categories resulted
from a combination of under-prediction at night and over-prediction during the day. W-NC2 appeared
to perform the best at night for each of the mixing categories, and C-CTM exhibited the highest daytime
Atmosphere 2019, 10, 25 12 of 32
humidity values for all mixing categories. Between-model differences in parameterizations that may
be contributing to these differences are discussed in Monk et al. [25].
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Figure 7. B B of 2 m relative humidity at scissa
for each odel represent the radon-based mixing states (categories #1 to #4) in Table 1.
Although W-A11, W-UM1, W-UM2, O-CTM and C-CTM all over-predict pre-dawn temperatures
on the most stable nights, whereas W-NC1 and W-NC2 have more accurate simulated temperatures
at this time, all models underestimate nocturnal relative humidity values under stable conditions by
10–25% (Figures 6 and 7). Consequently, factors other than the fidelity of near-surface temperature
simulations are contributing to differences in simulated relative humidity. Other factors likely
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to influence the fidelity of nocturnal relative humidity simulations are: (i) available moisture
sources/sinks, and (ii) near-surface wind speed (see next section), particularly with regard to its
relationship to the depth of the nocturnal boundary layer (Section 3.5); see Monk et al. [25] for
further details.
3.4. Wind Speed
Appropriate simulation of physical processes within a model, such as momentum, heat and water
vapor fluxes, as well as the advection and vertical mixing of gaseous and aerosol pollutants, depends
critically upon representative simulation of wind speed, particularly in the model layers within the
ABL. As noted by Cope et al. [9], variations in land use around Westmead, and associated impacts
on surface roughness, are expected to impact the vertical wind profile. Furthermore, almost half of
SPS-II was associated with periods of relatively weak synoptic forcing, resulting in less organized flow
patterns that are more challenging to model.
10 m wind speeds were overestimated across the diurnal cycle by all models (Figure 8). The lowest
campaign-average mean bias values (~1.3 m s−1) were reported by W-NC1 and W-NC2 (Figure 9a),
and the highest (~2.1 m s−1) by W-A11. Some of this difference is likely attributable to the non-ideal
nature of the site. The lower µMB of W-NC1 and W-NC2 is due to the use of a surface roughness
correction algorithm available in WRF-Chem [69]. According to Monk et al. [25] the benchmark for
wind speed bias in complex environments is around ±1.5 m s−1. While this benchmark was not met
by several of the contributing models at Westmead (Figure 9a), it was satisfied for model evaluations
at more representative BoM sites [9,25,29].
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Figure 8. Diurnal composite observed and modelled 10 m wind speed at Westmead. Panels a—d
represent each of the four radon-based mixing categories (Table 1).
There was a tendency for µMB to reduce from category #1 to #4 mixing states (Figure 9b), which was
often attributable to slight improvements in morning or daytime simulations (Figure 8). By comparison,
σMB was quite consistent between models and relatively invariant with mixing category.
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The models using non-local closure schemes (W-UM2, C-CTM, O-CTM, W-NC1 and W-NC2; [25])
showed the least sensitivity of µMB to changing mixing state (Figure 9b), and generally had lower σMB
values (Figure 9a).
Atmosphere 2019, 10, x FOR PEER REVIEW  14 of 33 
 
There was a tendency for µMB to reduce from category #1 to #4 mixing states (Figure 9b), which 
was oft n attributable to slight improvements in morning or daytime simulations (Figure 8). By 
comparison, σMB was quite consistent between models and relatively invariant with mixing category. 
The models using non-local closure schemes (W-UM2, C-CTM, O-CTM, W-NC1 and W-NC2; 
[25]) showed the least sensitivity of µMB to changing mixing state (Figure 9b), and generally had 
lower σMB values (Figure 9a). 
 
Figure 9. µMB and σMB of 10 m wind speed at Westmead for (a) the entire SPS-II campaign, and (b) 
each model and radon-based mixing state (categories #1 to #4, Table 1). 
Overestimated nocturnal wind speeds would be expected to result in overestimated nocturnal 
mixing depths, but this was not consistently the case (Section 3.5). Of all the models, W-UM2 
overestimated nocturnal wind speeds the most for all stability categories (Figure 8). This model also 
consistently predicted the deepest nocturnal mixing layers (Figure 10b). Conversely, nocturnal 
overestimates of wind speed by C-CTM and W-NC2 were similar for all mixing categories, but 
C-CTM consistently predicted the lowest nocturnal mixing heights. 
 
W-A11 W-UM1 W-UM2 C-CTM O-CTM W-NC2 W-NC1
0.0
0.5
1.0
1.5
2.0
2.5
(a)
W-NC1W-NC2O-CTMC-CTMW-UM2W-UM1
W
in
d 
sp
e
ed
 (
m
 s
-1
)
 Mean bias
 MB
W-A11
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0
1
2
3
(b)
0
500
1000
1500
2000
2500
O
b
se
rv
ed
P
B
L
 (
m
 a
g
l)
(a)
2 5 8 11 14 17 20 23 2 5 8 11 14 17 20 23 2 5 8 11 14 17 20 23 2 5 8 11 14 17 20 23
0
500
1000
1500
2000
2500
(b)
S
im
u
la
te
d
P
B
L
 (
m
 a
g
l)
Hour of composite day
         Model        Zi W-A11
 Zi W-UM1  Zi W-UM2
 Zi C-CTM  Zi O-CTM
 Zi W-NC2  Zi W-NC1
Category #4Category #3Category #2Category #1
Figure 9. µ B and σ B of 10 m wind speed at Westmead for (a) the entire SPS-II campaign, and (b) each
model and radon-based mixing state (categories #1 to #4, Table 1).
Overestimated nocturnal wind speeds would be expected to result in overestimated nocturnal
mixing depths, but this was not consistently the case (Section 3.5). Of all the models, W-UM2
overestimated nocturnal wind speeds the most for all stability categories (Figure 8). This model
also consistently predicted the deepest nocturnal mixing layers (Figure 10b). Conversely, nocturnal
overestimates of wind speed by C-CTM and W-NC2 were similar for all mixing categories, but C-CTM
consistently predicted the lowest nocturnal mixing heights.
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and (b) simulated ABL depths from each model, for each of the radon-derived mixing categories
at Westmead for the whole SPS-II campaign.
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Under stable nocturnal conditions (category #4) W-UM2 exhibited the largest relative humidity
bias (likely attributable to over-predicted nocturnal temperatures and wind speeds (i.e., mixing
depth)). C-CTM, on the other hand, demonstrated one of the lowest nocturnal wind speed biases
(Figure 8), associated with low nocturnal mixing heights (Figure 10), but still had a comparatively large
nocturnal relative humidity bias (Figure 6d). This could, however, be related to the large nocturnal
temperature bias of C-CTM compared with W-UM2 under stable conditions (Figure 4d). Under
stable conditions, W-NC1 and W-NC2 exhibit the smallest nocturnal wind speed biases, have fairly
representative nocturnal mixing depth estimates, and the smallest pre-dawn temperature biases.
However, their nocturnal relative humidity bias is comparable to that of W-UM1 and C-CTM.
3.5. Atmospheric Boundary Layer Depth
The depth of the ABL is a crucial parameter as it dictates the volume into which primary emissions
are diluted. Resulting concentrations of precursor species, along with various meteorological controls,
then dictate reaction rates. Monk et al. [25] use twice daily sonde data (0600 h and 1500 h) from Sydney
airport and corresponding profiles determined from each model to compare ABL depths calculated
using a bulk Richardson Number method [75]. On average for SPS-II, model ABLs were too high at
6 a.m. (by 6–153 m) and too low at 3 p.m. (by 13–267 m; except W-NC1, +110 m).
Here we compare simulated ABL depths with values determined using a combination of lidar
and radon-based techniques (Section 2.1). For details regarding different parameterizations that feed
into each model’s simulated ABL values, see Monk et al. [25].
The retrieval of hourly lidar mixing depths was not always consistent. Within the diurnal window
0900–1900 h each day, reliable mixing depth estimates were only obtained around 40% of the time.
Outside this diurnal window the lidar frequently yielded unrepresentative results, so nocturnal
effective mixing heights (he) derived from the near-surface radon observations (Section 2.1) were
substituted. Diurnal composite mixing depths representative of each atmospheric mixing state
are presented in Figure 10a. Corresponding composites of simulated ABL depths are presented
in Figure 10b. Nocturnal he values are least representative for category #1 days (Figure 10a),
since radon variability on these nights is driven more by advective effects than changes in mixing
depth. Furthermore, in the predawn hours of category #4 days, he values begin to rise from a minimum
value around 0000–0200 h. This behavior is an artefact of near-surface radon being “lost” to katabatic
drainage flow, as discussed in Section 3.6.1.
The W-A11 and W-UM1 models employed the local closure MYJ ABL scheme [47], whereas the
others used the non-local closure scheme of YSU [76]. Given that only two ABL schemes were
used between the five WRF-based models, with a separate scheme for the CCAM models [25],
considerable variability in both nocturnal and daytime ABL depths is evident for each of the mixing
states (Figure 10b). Other factors contributing to these differences are discussed in Monk et al. [25].
For the synoptically non-stationary or most windy (category #1 and #2) conditions,
models exhibited substantial variability in nocturnal ABL depths. For category #3 and #4 conditions,
on the other hand, with the exception of W-UM2 and C-CTM, nocturnal ABL estimates were quite
similar. Overall, C-CTM tended to consistently underestimate nocturnal ABL depths, whereas W-UM2
tended to overestimate them. However, C-CTM and W-UM2 consistently reported the lowest daytime
ABL depths for all mixing categories. In C-CTM the ABL depth is estimated according to air mass
buoyancy. Consequently, at night when no heat is input to the boundary layer, the mixing depth drops
to the depth of the lowest model layer.
With the exception of O-CTM, which led observations by around 2 h, overestimated temperatures
(Figure 5), and overestimated daytime ABL depths, all other models underestimated daytime ABL
depths across all mixing categories. Typically these underestimates were at the upper end of, or
larger than, those reported at the Sydney airport by Monk et al. [25]. In contrast to the Westmead site
(Figures 8 and 9), however, all models tended to underestimate surface wind speeds at the airport.
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3.6. Gaseous and Particulate Atmospheric Constituents
3.6.1. Passive Atmospheric Tracer (Radon-222)
Before introducing the complexities of large spatial and temporal changes in source strengths
and variable atmospheric lifetimes, it is instructive to see the impact that each model’s meteorological
parameterizations have on concentrations of a well-distributed gaseous passive tracer species with a
surface source, such as radon. Only two of the contributing models (W-A11 and W-UM1) simulated
radon for SPS-II.
Results here focus on two radon simulations by W-A11 (one using the Griffiths et al. [35] Australian
radon flux map (A11-FM), the other assuming a constant radon source function of 20 mBq m−2 s−1
(A11-CS)), and one simulation by W-UM1, also using the Griffiths et al. [35] flux map (UM1-FM). In
each case, reported radon concentrations are averages across the model’s lowest model layer (W-A11,
32 m; W-UM1, 33.5 m).
Section 2.2 (and references therein) discuss an approximate method to separate an observed or
simulated radon time series into advective (fetch-related) and diurnal (mixing-related) components.
To better evaluate aspects of the relevant model parameterizations separately, observed/simulated
radon time series, along with their respective fetch-related and mixing-related components, are shown
in Figure 11.
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(radon advection in the models; Figure 11b). For the UM1-FM simulations, non-zero radon lateral
boundary conditions were used, which is likely responsible for the large fetch effect.
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The mean bias (RnMOD-RnOBS) and mean bias standard deviation, for the radon fetch components
are: µMB −0.56, σMB 0.7 for A11-FM, µMB 0.34, σMB 1.11 for A11-CS, and µMB 9.37, σMB 8.62
for UM1-FM. The factor-of-two reduction in σMB for fetch effects between A11-CS and A11-FM
demonstrates clear benefits in attempting to represent spatial variability in the radon source function.
However, spatial variability in the radon flux map (driven by topsoil Radium-226 content), is better
represented than short-term temporal variability caused by saturating rainfall events.
Looking at the diurnal radon component (Figure 11c), A11-CS and UM1-FM both have a tendency
to overestimate nocturnal radon concentrations, despite these models also generally overestimating
nocturnal mixing depths (Figure 10). A11-FM, on the other hand, appears to perform much better in
the first half of the campaign than the second. Over the course of the month both rainfall (soil moisture)
and meteorological conditions changed considerably (Figure S1; and [9]). To investigate which of
these had the bigger influence on the observed differences we plotted simulated and observed diurnal
radon as a function of the atmospheric mixing state (Figure 12a) and corresponding diurnal mean bias
values (Figure 12b). It should be noted that only an approximate response time correction (data shift
by 30 min to reduce instrument’s 45-min response time) was applied to the radon observations in this
study for the purpose of atmospheric stability analysis. Until a more accurate response time correction
is applied (i.e., [77]), the observed diurnal radon cycles reported in Figure 12a will not be properly
representative of the scalar dilution rate within the developing convective boundary layer.
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Figure 12. (a) Diurnal composite observed and simulated mixing-comp nent of radon, and (b) iurnal
mean bi ses of the mixing-co ponent of radon, or each mixing category.
The rapidly increasing µMB and σMB t plitudes of the diurnal µMB curves) for
A11-FM from category #1 to #4 conditions (i.e., as noct l itions become progressively more
stable and the contributing fetch region shrin s), i icate that the Griffiths et al. [35] flux map
underestimates the radon source function in the vicinity of est ead (~10–20 km radius of the site).
However, the generally positive mean bias of A11-CS seems to indicate that the assumed constant
source value it is a little too high. The majority of SPS-II rainfall events occurred under category #1 and
#2 conditions. Since these conditions were also the windiest, a larger fetch region was contributing
to Westmead radon concentrations. Consequently, fetch regions in the vicinity of Westmead most
likely influenced by the saturating rains would have a reduced influence on observed and simulated
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concentrations. The comparatively low A11-FM µMB for category #1 and #2 days indicates that the
flux map is more representative for fetch regions further afield from Westmead.
A conspicuous feature in the observed radon mixing-component signal (Figure 12a), is the lack
of a pronounced pre-dawn peak under category #4 conditions of the kind seen on category #3 days.
An investigation of nocturnal wind direction and wind speed indicated the onset of katabatic drainage
flow conditions at Westmead between 0300 and 0700 h on category #4 days. This was characterized
by a consistent mean wind direction of ~340◦ and an increase in mean wind speed (from ~0.4 m s−1,
1900–0200 h to ~0.6 m s−1, 0300–0700 h). Simulated wind directions (not shown) could not reproduce
this feature, with typical differences of around 40–50◦ (including higher simulated variability). Overall,
W-NC1 and W-NC2 performed the best, with average wind directions coming to within 10–20◦ of
observed values in the hours just before dawn.
Disregarding the advective loss of near-surface radon on category #4 nights, there was
a progressive increase in peak nocturnal radon concentrations from category #1 to #4 nights.
This behavior was not reflected in the radon mixing-related components of any of the three simulations.
The inability of these models to reproduce the near-surface accumulation of a passive tracer with a
surface-only source in conditions of increasing nocturnal stability casts doubt on their ability to do
the same for primary anthropogenic pollutants. In future studies, if all contributing models were
encouraged to include a radon simulation (with each using the same radon source function), this might
shed some light upon mean biases observed with other pollutant concentrations.
3.6.2. Locally-Sourced Primary Pollutants (NO, CO)
In the central western Sydney suburbs concentrations of nitric oxide (NO) and carbon monoxide
(CO) are primarily controlled by the number of vehicles [9], the depth of the ABL, advection or venting
from the ABL, and for NO in particular, its short atmospheric lifetime. Regarding primary emissions
such as NO and CO, as discussed in Section 2.3, all models used approximately the same emissions
(at least for the Sydney metropolitan region). Despite the similarity of urban Sydney emission schemes
used between models, simulated diurnal cycles of these emissions showed marked differences between
models for all mixing states (Figures 13 and 14).Atmosphere 2019, 10, x FOR PEER REVIEW  19 of 33 
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Figure 13. Diurnal composite observ d (5 m) and modell d (z1 average) NO at Westmead. Pa a—d
represent each of the four rad n-based mixing cate ories (Table 1).
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There was a tendency in all models for NO µMB to become more negative from category #1 to #4
mixing states (Section 3.6.5). In the case of W-UM1, W-UM2 and C-CTM, there was also a tendency
for σMB to increase from category #1 to #4 conditions. Overall, NO simulated by O-CTM, W-NC1 and
W-NC2 was higher than for W-UM1, W-UM2 and C-CTM (Figure 13). Of particular interest is that
none of the contributing models showed a consistent, progressive increase in peak morning NO with
increasing nocturnal stability. In some cases, however, evening peak concentrations showed some
dependence on the nocturnal mixing state. Of all the models, W-NC1 and W-NC2 exhibited the lowest
NO µMB and σMB values (Section 3.6.5). A comparison and evaluation of the chemistry schemes of
models contributing to this study is provided by Guérette et al. [26].
Some of the category #1 days represent non-stationary synoptic conditions; days on which large
and rapid changes in weather conditions occurred. Reported morning and evening peak pollutant
concentrations on individual category #1 days will therefore depend strongly upon the timing of these
changes on these days. From category #2 to category #3 conditions, observed peak NO concentrations
increased markedly. The fact that a similarly large increase was not observed from category #3 to
category #4 days is related to the katabatic drainage flow discussed in Section 3.6.1. Only W-NC1
and W-NC2 showed consistent peak increases in morning NO concentrations from category #2 to #3
conditions; peak magnitudes were also simulated quite well in these cases.
As an example of observed and simulated primary pollutant concentrations at a flat site, without
katabatic drainage effects, Figure S3 shows the corresponding SPS-II NO concentrations observed and
simulated at the Richmond OEH site. The topography of this site is relatively flat within a 5 km radius
of the observations [17]. In contrast to Westmead, observed morning and evening peak concentrations
at Richmond increase consistently with radon-derived mixing category. Of all the models, only W-UM1
and C-CTM at this site show morning NO peaks increasing with mixing category, however the same is
not true of the simulated afternoon peak concentrations. In the cases of C-CTM, O-CTM, W-NC1 and
W-NC2, the comparison of simulated and observed NO between the Westmead and Richmond sites
highlights how site-specific perceived model skill can be.
For each model in Figures 13 and 15, prescribed emissions are mixed each hour within the
lowest model grid-cell (3 km × 3 km × z1 m). Forming diurnal composites over, in this case, 8 days
per mixing category, helps to reduce some of the differences that might otherwise arise between
instantaneous hourly observations and simulated concentrations as a result of spatial and temporal
source variability. Figure S2, for example, shows occasional peak hourly NO concentrations of up to 200
ppb, whereas average peak concentrations for stable nocturnal conditions are 80–100 ppb (Figure 13c,d).
For longer campaigns, either the number of days per category can be increased (increasing the statistical
robustness of results), or the number of mixing categories increased.
The between-model differences evident in Figures 13 and 14 are large, considering that each
of the contributing models were essentially using the same NO and CO emission schemes for the
Sydney metropolitan region. Further insight to the root causes of these differences can be found in
Monk et al. [25] and Guérette et al. [26].
Individual model ABL schemes and cumulus parameterizations are likely significant for simulated
air quality. W-UM1, for example, has a slowly-reducing evening ABL height (Figure 10), and shows
little evening build-up of NO, whereas W-UM2 has a more rapid evening ABL decrease and evening
NO concentrations increase more with increasing nocturnal stability. C-CTM, on the other hand, shows
little change in nocturnal ABL depth with mixing category (Figure 10), and also shows little change
in peak nocturnal NO concentrations (Figure 13). O-CTM has the earliest reduction in ABL depth
in the evening, which is reflected by an early large NO evening peak, but this feature is much less
pronounced for CO.
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. i rnal composite observed (5 m) and modelled (z1 average) CO at Westm ad. P nels a—d
repres nt each of t e four radon-based mixing cate ories (Table 1).
For category #2 to #4 conditions - 1, - 2 and C-CT underesti ate C the ost. It is
unlikely that these inter- odel differences are solely attributable to different BL calculations since
- 2 and C-CTM represent opposite extremes of nocturnal ABL estimates (Figure 10), but similarly
underestimate CO despite using the same emission sche e. Also curious is that O-CTM underestimates
evening peak CO concentrations compared with W-NC1 and W-NC2 despite its evening ABL height
dropping much sooner. While W-NC1 and -NC2 generally do the best job at reproducing peak
morning and evening CO concentrations, observed and simulated values diverge in the middle of
the night. It is possible that the higher simulated wind speeds advect urban pollution from the city
too quickly.
Of all the models, C-CTM and O-CTM include an anthropogenic wood burning source, with a
parameterization that is dependent on heating degree days, otherwise anthropogenic emission data is
the same in all cases. However, C-CTM exhibits a significantly greater CO mean bias than O-CTM
(Section 3.6.5; Figure 14).
A corollary of Figure 13c,d and Figure 14c,d (along with their respective µMB and σMB values;
Section 3.6.5), regarding each model’s ability to reproduce a representative concentration of a primary
pollutant with a surface source, is that at times when urban primary pollutant concentrations are most
likely to pose a public health concern, the majority of models either under-predict the magnitude of
the pollution event, the duration of the pollution event, or both. Caution should therefore be exercised
when using such models in their current form for public health applications.
Comparing Figures 13 and 14, it is evident that over the diurnal cycle in each mixing category
simulated NO and CO values are better correlated than the observed values. Figure 15 compares the
relationship between NOx and CO for observed and simulated values at Westmead for only category
#3 and #4 days (coldest, most stable nights). The observations show different relationships at different
times of the day. During the morning peak, specifically 5–7 a.m., the slope of the NOx vs. CO curve
is steepest. The period around noon, and the evening peak hour period, have similar slopes, but
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the curves are offset due to accumulation of CO throughout the day. If the NOx and CO sources
aren’t substantially different between the early hours of the morning peak hour period to the rest
of the day, then this modified NOx vs. CO relationship maybe related to a lack of ozone to convert
NO to NO2 (for subsequent reactions). As shown in Section 3.6.4 on category 3 and 4 days there is
essentially no ozone present in the morning until around 8 a.m. However, since the experiment was
conducted in autumn, changing contributions of wood smoke throughout the day from domestic
heating cannot be ruled out. Generally, the slope of the CO vs. NOx relationship was quite similar
between models, indicating that net differences between emissions were not very large and should not
contribute significantly to the differences observed in Figures 13 and 14. Furthermore, the slope of the
simulated NOx vs. CO curve generally lies between the morning peak and evening regimes indicated
by the observations.
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3.6.3. Local and Non-Local, Primary and Secondary Pollutants (NO2, PM10, SO2)
Unlike for NO and CO, there appeared to be no tendency for either the NO2 µMB or σMB to increase
with changing mixing state (Figure 16 and Section 3.6.5). Notably, however, models that exhibited the
largest NO µMB (W-UM1, W-UM2) had the lowest NO2 µMB, and the models that had the smallest NO
µMB (W-NC1, W-NC2) had the largest NO2 µMB (Section 3.6.5). While model photochemistry maybe a
contributing factor the large comparative difference in mean bias of NO and NO2 suggests this was
not the only cause.
Taking category #3 days as an example (relatively stable evenings, but no significant katabatic
drainage), the observed morning NO2 peak appears to lag the NO peak by 1 h, whereas for the
simulated values, the morning NO2 peak either matches the timing of the NO peak, or precedes it
by 1 h. Given that emissions are similar in all models, this feature is most likely attributable to each
model’s photochemistry.
In the case of PM10 aerosols there was a tendency for the µMB magnitude and σMB to increase with
changing mixing state (Figure S4 and Section 3.6.5). Overall W-NC1 and W-NC2 exhibited the lowest
PM10 µMB but their σMB was most sensitive to changing mixing state. This was mostly related to the
magnitude of evening peak concentrations. Regardless of mixing category W-UM2 over-predicted
PM10 concentrations across the diurnal cycle (Figure S4). As discussed by Guérette et al. [26], W-UM1,
W-UM2, W-NC1 and W-NC2 all use a modal representation of the particle size distribution. Unique to
W-UM2, however, is the use of the Secondary Organic Aerosol Module (SORGAM; [78]).
Atmosphere 2019, 10, 25 22 of 32
Atmosphere 2019, 10, x FOR PEER REVIEW  22 of 33 
 
the smallest NO µMB (W-NC1, W-NC2) had the largest NO2 µMB (Section 3.6.5). While model 
photochemistry maybe a contributing factor the large comparative difference in mean bias of NO 
and NO2 suggests this was not the only cause. 
Taking category #3 days as an example (relatively stable evenings, but no significant katabatic 
drainage), the observed morning NO2 peak appears to lag the NO peak by 1 h, whereas for the 
simulated values, the morning NO2 peak either matches the timing of the NO peak, or precedes it by 
1 h. Given that emissions are similar in all models, this feature is most likely attributable to each 
model’s photochemistry. 
In the case of PM10 aerosols there was a tendency for the µMB magnitude and σMB to increase 
with changing mixing state (Figure S4 and Section 3.6.5). Overall W-NC1 and W-NC2 exhibited the 
lowest PM10 µMB but their σMB was most sensitive to changing mixing state. This was mostly related 
to the magnitude of evening peak concentrations. Regardless of mixing category W-UM2 
over-predicted PM10 concentrations across the diurnal cycle (Figure S4). As discussed by Guérette et 
al. [26], W-UM1, W-UM2, W-NC1 and W-NC2 all use a modal representation of the particle size 
distribution. Unique to W-UM2, however, is the use of the Secondary Organic Aerosol Module 
(SORGAM; [78]). 
 
Figure 16. Diurnal composite observed (5 m) and modelled (z1 average) NO2 at Westmead. Panels 
a—d represent each of the four radon-based mixing categories (Table 1). 
Each of the models used in this study have a wind speed dependent parameterization of dust 
particles and sea salt. Over-prediction of wind speed would therefore contribute to the 
over-predictions of these emissions and thus the PM10 concentrations. However, PM10 model skill at 
this single site may not represent the overall performance of models across all sites within the 
domain. For example, the normalized mean biases across all sites during SPS-II reported by Zhang et 
al. [69] were: −7% for W-NC1, −1.9% for W-NC2, −86% for W-UM1, 78% for W-UM2, −38.8% for 
O-CTM and −37% for C-CTM. 
Although Figure S2 indicated some isolated spikes in hourly SO2 concentration to ~9 ppb late in 
the campaign, mixing category composites showed no clear SO2 diurnal cycle for category #1 or #2 
days (Figure S5). Category #3 days, on the other hand, were characterized by morning and evening 
2 5 8 11141720 23 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023
0
10
20
30
(a)
 Model
 Obs
W-NC1W-NC2O-CTMC-CTMW-UM2W-UM1W-A11
Category
#3
Category
#2
Category
#1
Category
#4
2 5 8 11141720 23 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023
0
10
20
30
(b)
N
O
2
 (
p
pm
)
2 5 8 11141720 23 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023
0
10
20
30
(c)
2 5 8 11141720 23 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023 1 4 7 1013161922 0 3 6 9 12151821 2 5 8 1114172023
0
10
20
30 (d)
. ll ( 1 2 .
i able 1).
t l i t i t i t t i ti t
ti l and sea s lt. Over-prediction of wind speed would theref re contribute to the over-predictions
f these emissions and thus the PM10 concen rations. However, PM10 model skill at this single site
may not r present the ove all performance of models across all sites within the domain. For exampl ,
the normalized ean biases across all sites during SPS-II reported by Zhang et al. [69] were: −7%
for W-NC1, −1.9% for 2, 86 -UM1, 7 % for W-UM2, −3 .8% for O-CTM and −37%
for C-CTM.
l i i i i l i i l 2 i l i
i , i i i l i l l
. , ,
SO2 peak concentrations, while category #4 days were characterized by peak concentrations during
the day. The afternoon wind direction on category #3 days (not shown) was south-easterly, so local
Sydney traffic sources are likely to dominate. On category #4 days, however, afternoon wind directions
were southerly, so SO2 originated from localized suburban sources (see Section 3.7). Peak morning
and evening SO2 concentrations on category #3 days were almost an order of magnitude below the
NEPM hourly SO2 guideline value of 200 ppb, indicating that there are few significant SO2 sources in
the Sydney CBD apart from those related to traffic emissions.
For W-UM1, W-UM2, C-CTM and O-CTM there was a tendency for both SO2 µMB magnitude
and σMB to increase with changing mixing state (Section 3.6.5). This tendency was not observed with
the W-NC1 and W-NC2 models for which the SO2 µMB was typically of the opposite sign to that of
the other models. Zhang et al. [69] show that W-NC1 and W-NC2 largely under-predict precipitation,
by 47–53% and 31–39%, respectively, compared to observations, which may explain to a large extent
the under-predicted wet removal rates of SO2 from the atmosphere and possible under-predicted
conversion rates of SO2 to sulfate in the cloud and rain droplets, or that the removal to the particulate
phase is not acting quickly enough.
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3.6.4. Local and Non-Local Secondary Pollutants (Photochemical Oxidants as O3)
SPS-II ozone concentrations were characterized by nocturnal minimum values, and peak daytime
values that were largely insensitive to atmospheric mixing state (Figure 17) on account of the relatively
low autumn sunlight intensity. Nocturnal ozone concentrations, on the other hand, were a strong
function of mixing state. Under windy, well-mixed conditions nocturnal mean ozone concentrations
were typically around 5–7 ppb, prior to the onset of morning peak-hour NO emissions. Under these
conditions, ozone is readily mixed down to the surface from above. By comparison, on the most
stable nights (Figure 17d) ozone concentrations dropped essentially to zero between 2000 h and 0500 h,
due to isolation of the near-surface air from the free-atmosphere by the nocturnal inversion, and ozone
titration by NO.
There was a tendency for all models (leastwise for W-NC1) for the ozone µMB to increase (or at
least become more positive) from category #1 to #4 conditions (Figure 18c). With the exception of
W-NC1 and W-NC2, this was accompanied by an increase in σMB. W-NC1 and W-NC2 generally
provided the most accurate ozone simulations across the diurnal cycle for all mixing states (Figure 17).
The least representative peak daytime ozone concentrations for all mixing states were from O-CTM.
All models (worst for W-UM1, W-UM2 and C-CTM) over-predicted nocturnal ozone concentrations,
which may be due to higher simulated wind speeds mixing down too much ozone from above.
However, these three models also “ran out” of NO in the middle of the night, which would remove
the possibility of any nocturnal ozone titration. W-NC1, W-NC2 and O-CTM generally exhibited
reasonable nocturnal ABL depths (Figure 10), which may be related to their superior nocturnal ozone
simulations. However, C-CTM, which had the lowest of all nocturnal mixing depths, still overestimated
nocturnal ozone concentrations. Future studies will need to investigate differences in ozone deposition
between these models.Atmosphere 2019, 10, x FOR PEER REVIEW  24 of 33 
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Figure 18. Mean bias (µMB) and σMB for (a) , (b) 2, (c) O3, (d) CO, (e) PM10, and (f) SO2,
at Westmead for all models and atmospheric mixing states.
3.6.5. Summary of Model Performance for Selected Air Pollutants
A summary of µMB and σMB values for all chemical species discussed in Sections 3.6.2–3.6.4,
separated by mixing state, is given in Figure 18. In this format, between-model ifferences are clear for
each species and mixing state, making it easier to infer which mixing states have the largest influence
on perceived model skill. Furthermore, where similarities in behavior between species exist, as is the
case for NO and CO in Figure 18a,d, these are also clearly evident.
For the locally-sourced primary pollutants (NO and CO) there was a tendency for models to
underestimate concentrations on category #3 a #4 ays average across the diurnal cycle. Most
of this discrepancy was attributable to underestimated mor ing and eve ing peak concentrations.
In the case of NO2, whic has both primary and secondary sources, n comparable dependence of
µMB on mixing state was evident (Figure 18b). The absol te ag it e of PM10 µMB as well as its σMB
typically increased from category #1 to #4 conditions. In the case of ozone, with purely secondary
sources, the µMB increased with mixing state for all models, mainly as a result of excessive nocturnal
concentrations. No clear dependence of SO2 µMB or σMB was evident with mixing category, perhaps
on account of local and remote sources making comparable contributions.
Overall, these results demonstrate that contemporary model performance is typically least
accurate on category #4 days, which are associated with the most stable nocturnal conditions and
warm, clear-sky days. Unfortunately, these are also the conditions under which primary and secondary
pollutant concentrations are most likely to exceed NEPM guideline values. Consequently, future
studies should seek to improve the understanding, and parameterizations, of weather conditions
associated with category #4 days.
3.7. Source Distribution and Magnitude
The spatial heterogeneity of sources in an urban region can have a large influence on urban air
quality as determined from spot measurements. Depending on the chosen timescale or method of
evaluation, it can also considerably influence perceived model skill. From the modelling perspective,
the accuracy of the emission scheme (regarding spatial/temporal variability and source strengths) is
critical. On this matter, Cope et al. [9] recommended investigating new ‘top down’ methods by which
to check or constrain ‘bottom up’ inventories.
One way to assess the net effect of between-model differences in meteorology and chemistry
schemes is to analyze the angular distribution of air quality parameters when all models are using the
same emissions scheme. Supplementing such an analysis with corresponding observational data can
help to constrain the emission inventory provided information regarding mixing depth is also available.
To this end, class-typing by atmospheric mixing category is one way of minimizing variability in mixing
depth within a sample set. By using the radon-based stability classification method to exclude periods
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of strongest winds or highly variable synoptic conditions (i.e., category #1 and #2 days), day/night
mixing depths can be well constrained for a given season (e.g., 1500–1800 m/70–110 m; Figure 10).
Furthermore, excluding category #1 and #2 conditions also enables a more detailed representation of
the positions and relative strengths of local pollutant sources to be obtained.
To demonstrate, Figure 19 compares directional distributions of pollutants relative to the
Westmead site from: (i) all weather conditions (red open circles), and (ii) only category #3 & #4
mixing days (black filled circles). Using Figure 1 as a reference, the following features influencing
Westmead air quality can be identified in Figure 19: (i) the emission plume from the Sydney CBD
(E-SE); (ii) a separate broad traffic emission plume from the Blacktown to Castle Hill region (W-NW);
(iii) a localized pollutant source due south of the site, and (iv) a high O3 contribution from the NE,
a more densely forested region with lower NOx contributions, minimizing O3 titration.
Features like the point-source south of Westmead only appear when the non-stationary and most
windy conditions are removed. According to the National Pollution Inventory (http://www.npi.gov.
au/npidata/action/load/map-search), there is a Polymer Production Manufacturer (PPM) 7.5 km
south of Westmead that, among other things, is a significant source of CO, NOx, PM and SO2. The PPM
SO2 emissions for 2012 were reported to be ~135 kg yr−1. Assuming that the PPM operates ~260 days
per year (i.e., no weekends), for 8-h days, a mixing depth of approximately 1600 m (Figure 10a; category
#3 & #4), and averaging over a 10◦ arc (as in Figure 19), daytime SO2 concentrations at Westmead that
have come directly from the PPM should be around 11 ppb. SO2 concentrations from 190◦ in Figure 19f
were around 4.7 ppb, but these were averaged over whole days (24-h), not an 8-h day (8-h equivalent
mean concentration of 14.1 ppb, whereas peak hourly values in Figure S2 were 9 ppb). Given the
potential variability in daytime ABL depth (1500–2000 m; Figure 10a), observed and bottom-up values
are in good agreement but, on average, assuming no seasonality in production, actual annual emissions
of SO2 from the PPM in 2012 may have actually been in the range 180–200 kg yr−1.Atmosphere 2019, 10, x FOR PEER REVIEW  26 of 33 
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To better understand some of the discrepancies between simulated and observed air quality
reported in Sections 3.6.2–3.6.4, in Figure 20 we compare the observed and simulated source
distributions under category #3 & #4 conditions only. Note that, for this example, day and night
conditions have not been separated. To facilitate reading of the panels in Figure 20 a 3-point running
mean smoothing has been run over the 10◦ angular distributions.
For the pollutants most directly influenced by primary emissions which have localized sources
(CO, NO, SO2 and PM10), Figure 20 exhibits a remarkable degree of variability between models given
that the same emissions were used for all. While much of the variability between simulated values of
these quantities is undoubtedly attributable to dilution of the 1 × 1 km inventory data in the model
grid cells, and differences in model meteorology (advection, dilution and dispersion; Monk et al. [25]),
the low NO:NO2 ratio in the Sydney CBD plume (100–150◦) indicates that sufficient time-of-flight for
air masses is involved for differences in model chemistry and process parameterizations to also play a
role (Guérette et al. [26]). By comparison, there is considerably less variability between simulations of
NO2 and O3, predominantly secondary species. These species, which have a more spatially dispersed
source, are simulated much more effectively.
In a future study, ideally with a longer dataset, an equivalent analysis to Figure 20 could be
performed separately for day and night conditions to better target problems with specific chemical
processes. Utilizing the improved day/night mixing depth information (Figure 10), and spatial
dimensions of the urban region (e.g., Figure 1) or detailed point source information, better constraints
(or at least “sanity checks”) could be performed on existing emission inventory information.Atmosphere 2019, 10, x FOR PEER REVIEW  27 of 33 
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4. Conclusions
A radon-based atmospheric stability classification technique, originally developed for
characterizing the variability of urban climate and urban air quality, is adapted to prepare
statistically-robust benchmarking datasets for evaluating chemical transport model performance
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in the urban boundary layer as a function of the atmospheric mixing state. One month of hourly
meteorological and air quality observations and simulated results from Westmead (NSW, Australia)
are compared during autumn 2012. The stability classification (class-typing) approach enabled the
identification/isolation of synoptic non-stationary conditions so that simulated and observed results
could be compared at night, under: well mixed, weakly mixed and most-stable conditions; and during
the day: under near-neutral, moderately unstable and most unstable conditions. Model skill (as inferred
from the mean bias and its standard deviation) for each of the seven models in this study varied
considerably as a function of the mixing state (or “class-type”). This was most notable for the primary
pollutants (e.g., NO, CO), as well as for the photo-oxidant O3. Results from the two models that
included radon simulations did not indicate a consistent relationship between nocturnal accumulation
of this passive surface-based tracer and the atmospheric mixing state. A corollary of this observation
is that the significant between-model differences noted in simulated air quality parameters (given
that the same emissions scheme was used throughout) is more attributable to the model physics in
the ABL than the chemistry parameterizations. Importantly, all models failed to reproduce either
(i) a representative magnitude, or (ii) the correct duration, of the morning/evening “peak-hour”
concentrations of primary pollutants. These are the times of day most likely, and most often, to result
in excessive public exposure to harmful anthropogenic emissions. Consequently, if CTMs are to
continue to play a key role in the development of air quality guidelines and policy, considerable further
research effort is required to improve existing parameterizations of ABL physical processes specifically
under stable nocturnal conditions.
Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/10/1/25/s1,
Figure S1: Summary of hourly meteorological and radon observations at Westmead (NSW, Australia), over the
1-month SPS-II campaign (autumn 2012). Wind information was recorded at 10 m, all other observations at
“screen height” (2 m), Figure S2: Summary of hourly integrated values of selected air quality parameters at
Westmead (NSW, Australia), over the 1-month SPS-II campaign (autumn 2012). All air quality sampling intakes
located ~5 m a.g.l., Figure S3: Diurnal composite observed and simulated NO for each of the radon-based mixing
categories (Table 1) at the Richmond OEH (NSW, Australia) site during the 1-month SPS-II campaign (autumn
2012), Figure S4: Diurnal composite observed and simulated PM10 concentration for each of the radon-based
mixing categories (Table 1) at Westmead (NSW, Australia) for the 1-month SPS-II campaign (autumn 2012),
Figure S5: Diurnal composite observed and simulated SO2 for each of the radon-based mixing categories (Table 1)
at Westmead (NSW, Australia) for the 1-month SPS-II campaign (autumn 2012).
Author Contributions: Conceptualization, S.D.C.; Data curation, E.-A.G., K.M., A.D.G., M.C. and J.C.; Formal
analysis, S.D.C.; Funding acquisition, Y.Z.; Investigation, S.D.C.; Methodology, S.D.C.; Project administration,
M.C., A.G.W. and M.K.; Resources, E.-A.G., K.M., A.D.G., Y.Z., H.D., M.C., K.M.E., L.T.C., J.D.S. and S.U.; Software,
A.D.G. and J.C.; Visualization, S.D.C.; Writing–original draft, S.D.C.; Writing–review & editing, E.-A.G., K.M.,
A.D.G., Y.Z., H.D., M.C., K.M.E., L.T.C., J.D.S., S.U., A.G.W. and M.K.
Funding: Y.Z. acknowledges the support by the University of Wollongong (UOW) Vice—Chancellors Visiting
International Scholar Award (VISA), the University Global Partnership Network (UGPN), and the NC State
Internationalization Seed Grant. Simulations using W-NC1 and W-NC2 were performed on Stampede and
Stampede 2, provided as an Extreme Science and Engineering Discovery Environment (XSEDE) digital service
by the Texas Advanced Computing Center (TACC), and on Yellowstone (ark:/85065/d7wd3xhc) provided by
NCAR’s Computational and Information Systems Laboratory, sponsored by the National Science Foundation.
We also acknowledge the Clean Air and Urban Landscapes Hub of Australia’s National Environmental Science
Program for funding.
Acknowledgments: The authors would like to thank Ot Sisoutham and Sylvester Werczynski at ANSTO for their
support of the radon measurement programs at Richmond and Westmead, as well as Jack Simmons for processing
the SPS-II lidar observations.
Conflicts of Interest: The authors declare no conflict of interest.
Abbreviations
The following place name abbreviations are used in Figure 1:
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AP Albion Park Sth
BA Bankstown Airport
BC Badgerys Creek
Ba Bargo
Bl Bellambi
Br Bringelly
CA Camden Airport
Ch Chullora
Ea Earlwood
KG Kembla Grange
Ln Lindfield
Lv Liverpool
Mc Macarthur
Ok Oakdale
Pr Prospect
RR Richmond RAAF
Ra Randwick
Rz Rozelle
SA Sydney Airport
SM St Marys
Vn Vineyard
WA Wollongong Airport
WR Williamtown RAAF
Wo Wollongong
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