Abstract. Let θ, θ ′ be irrational numbers and A, B be matrices in SL 2 (Z) of infinite order. We compute the K-theory of the crossed product A θ ⋊ A Z and show that A θ ⋊ A Z and A θ ′ ⋊ B Z are * -isomorphic if and only if θ = ±θ ′ (mod Z) and I − A −1 is matrix equivalent to I − B −1 . Combining this result and an explicit construction of equivariant bimodules, we show that A θ ⋊ A Z and A θ ′ ⋊ B Z are Morita equivalent if and only if θ and θ ′ are in the same GL 2 (Z) orbit and I − A −1 is matrix equivalent to I − B −1 . Finally, we determine the Morita equivalence class of A θ ⋊ F for any finite subgroup F of SL 2 (Z).
Introduction
For a given irrational number θ, let A θ denote the irrational rotation algebra, i.e., the universal C * -algebra generated by unitaries U 1 and U 2 satsifying
Watatani [51] and Brenken [5] introduced an action of SL 2 (Z) on A θ by sending a matrix . Let A ∈ SL 2 (Z) be a matrix of infinite order, and consider the restriction of the above action to the (infinite cyclic) subgroup generated by A. For notational convenience we write the resulting crossed product by Z as A θ ⋊ A Z.
Recall that by the work of Pimsner and Voiculescu [39] and Rieffel [41] two irrational rotation algebras A θ and A θ ′ are isomorphic if and only if θ = ±θ ′ (mod Z). Moreover, Rieffel showed in [41] that A θ and A θ ′ are Morita equivalent if and only if θ and θ ′ are in the same GL 2 (Z) orbit, that is, θ ′ = aθ+b cθ+d for some matrix a b c d in GL 2 (Z). In this paper we prove analogous results for the crossed product A θ ⋊ A Z. More precisely, we determine the isomorphism and Morita equivalence classes of these crossed products in terms of the angle θ and the matrix A up to some canonical equivalence relations.
Theorem 1.1. [Theorem 3.9] Let θ, θ ′ be irrational numbers and A, B ∈ SL 2 (Z) be matrices of infinite order. Then the following are equivalent:
(1) A θ ⋊ A Z and A θ ′ ⋊ B Z are * -isomorphic; (2) θ = ±θ ′ (mod Z) and P (I 2 − A −1 )Q = I 2 − B −1 for some P, Q in GL 2 (Z). (1) A θ ⋊ A Z and A θ ′ ⋊ B Z are Morita equivalent; (2) θ and θ ′ are in the same GL 2 (Z) orbit, and P (I − A −1 )Q = I − B −1 for some P, Q ∈ GL 2 (Z).
Let F be a finte subgroup of SL 2 (Z), which is necessarily isomorphic to Z k with k = 2, 3, 4 or 6. The crossed product A θ ⋊ α F and the fixed point algebra A F θ have been studied by many authors, including [3, 4, 14, 20, 21, 24, 22, 23, 25, 26, 31, 40, 48, 49, 50] . Our study is particularly motivated by the work [14] of Echterhoff, Lück, Phillips, and Walters. They showed that when θ is irrational, the crossed product A θ ⋊ α Z k is an AF algebra and the isomorphism class of A θ ⋊ α Z k is completely determined by θ and k. Theorem 1.1 can be viewed as an analogue of this result.
Let us briefly discuss the proof of Theorem 1.1. By [14] , [36] and [34] , each such Z-action on A θ has the tracial Rokhlin property, and the resulting crossed product is monotracial and classifiable. Therefore the main step is to compute the Elliott invariant. We compute the K-theory using the Pimsner-Voiculescu exact sequence. To determine a set of explicit generators and their images under the induced map of the unique tracial state, we borrow ideas from [29] , where a similar computation was carried out for crossed products of C(T 2 ). The precise description of the Elliott invariant is given in the following theorem. See Section 2.1 for more on Smith normal forms, and Section 3 for definitions of the elements p θ and P A . Theorem 1.3. [Theorem 3.5] Let θ be an irrational number and A ∈ SL 2 (Z) be a matrix of infinite order. Write τ A for the unique trace on A θ ⋊ A Z. WWU Münster for their help and hospitality during the extended visit in summer 2017, during which this research was undertaken. We would like to thank Dominic Enders for suggesting an alternative proof of Theorem 5.3. We also like to thank Siegfried Echterhoff for helpful and enlightening discussions on the subject.
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Preliminaries
2.1. Matrix equivalence and Smith normal form of integral matrices. Here we only give the definitions and theorems needed for the paper. For a more comprehensive treatment of Smith normal forms, we refer the reader to [35, Chapter 2] .
Let M n (Z) denote the set of n by n matrices with integer entries, and let GL n (Z) be the group of elements in M n (Z) with determinant ±1. Definition 2.1. Let A and B be matrices in M n (Z). We say A is matrix equivalent to B, written as A ∼ eq B, if there exist P and Q in GL n (Z) such that
It is easy to see that ∼ eq is an equivalence relation on M n (Z).
Theorem 2.2. [35, Theorem II.9] Every matrix A ∈ M n (Z) is matrix equivalent to a diagonal matrix S(A) = diag(h 1 , h 2 , . . . , h r , 0, 0, . . . , 0), where r is the rank of A and h 1 , h 2 , . . . , h r are positive nonzero integers.
Moreover, the matrix S(A) is unique subject to the condition that h i divides h i+1 for each i = 1, 2, ..., r − 1. In this case, S(A) is called the Smith normal form of A.
Remark 2.3. Note that if A has full rank and if the Smith normal form of A is given by diag(h 1 , h 2 , . . . , h r ), then we have
The irrational rotation algebra, or noncommutative 2-torus, denoted by A θ , is defined to be the universal C * -algebra generated by two unitaries U 1 and U 2 satisfying the relation
Recall that A θ is a unital, simple, separable, nuclear, monotracial C * -algebra (see for example [11] ). We will write τ θ for the unique tracial state on A θ . Since A θ is a simple AT C * -algebra with real rank zero [18] , by [32] it has tracial rank zero in the sense of Lin. The K-theory of A θ was computed by Pimsner and Voiculescu in [38] , where they developed the celebrated Pimsner-Voiculescu six-term exact sequence for crossed products by integers. Here we summarize the K-theoretic data of A θ :
Note that the last item implies, among other things, that any automorphism α on A θ induces the identity map at the level of K 0 (A θ ) (since there is no nontrivial unit-preserving order automorphism of Z + θZ).
2.3.
Twisted group C * -algebras. Let us consider A θ as a twisted group C * -algebra. This picture of A θ will be useful when we discuss Morita equivalence classes of crossed products. For the following discussion we restrict our attention to discrete groups. Recall that a 2-cocycle on a discrete group G is a function ω : G × G → T satisfying ω(x, y)ω(xy, z) = ω(x, yz)ω(y, z) and
for all x, y, z in G. We equip the Banach space ℓ 1 (G) with the multiplication
and the involution
Then ℓ 1 (G) becomes a Banach * -algebra. For clarity we write ℓ 1 (G, ω) for the resulting Banach *-algebra. As in the case of group C * -algebras, we complete ℓ 1 (G, ω) with respect to the norm coming from the "regular representation". Recall that for a given 2-cocycle ω on G, an ω-representation of G on a Hilbert space H is a map
A direct computation shows that L ω is an ω-representation of G, called the regular ω-representation. The reduced twisted group C * -algebra, written as C * r (G, ω), is defined to be the completion of ℓ 1 (G, ω) with respect to the norm f r := L ω (f ) . Let θ be an irrational number. We may identify θ with the real 2 × 2 skew-symmetric
Then there is a * -isomorphism A θ → C * r (Z 2 , ω θ ) sending U 1 to δ e 1 and U 2 to δ e 2 , where {e 1 , e 2 } is the standard basis for Z 2 .
2.4. Actions of SL 2 (Z) on irrational rotation algebras. Let SL 2 (Z) be the group of 2 × 2 integer-valued matrices with determinant 1.
Note that the commutation relation holds because A has determinant 1, and the scalars are there to ensure that the map α : SL 2 (Z) → Aut(A θ ) sending A to α A is indeed a group homomorphism.
For each A ∈ SL 2 (Z) we consider the Z-action on A θ generated by α A . Throughout the paper, for the ease of notation we write A θ ⋊ A Z for the resulting crossed product.
Lemma 2.4. Let θ ∈ R\Q and A ∈ SL 2 (Z) be a matrix of infinite order. Then the Z-action generated by α A has the tracial Rokhlin property.
Proof. By [14, Lemma 5.10] , the extension of the automorphism (α A ) n (n = 0) to the weak closure of A θ in the tracial GNS representation is outer. Since A θ is a simple separable unital monotracial C*-algebra with tracial rank zero, the statement follows from [36, Theorem 2.17].
Theorem 2.5. Let θ ∈ R \ Q and A ∈ SL 2 (Z) be a matrice of infinite order. Then A θ ⋊ A Z is a unital, simple, separable, nuclear, monotracial C * -algebra with tracial rank zero and satisfies the UCT.
Proof. It is well-known that every crossed product of a nuclear C * -algebra by the integers is nuclear (see for example [7, Theorem 4.2.4] Remark 2.6. For any matrix A ∈ SL 2 (Z), the characteristic polynomial of A is given by
It follows from the Cayley-Hamilton theorem that if tr(A) = {0, ±1} then A has finite order.
In the present paper, when we consider Z-actions we only allow matrices of infinite order. In particular we exclude the cases tr(A) ∈ {0, ±1} and A = ±I 2 .
Finally, in order to determine the Morita equivalence classes of these crossed products, it is important for us to understand how the action looks like in the twisted group C * -algebra picture. This answer is given by the following proposition:
A θ be the canonical action. Then for any
, and ℓ ∈ Z 2 , the action is given by
In particular, if we write
In what follows we will use the notation U ℓ as in Proposition 2.7. However, we continue to use U 1 and U 2 for the canonical generators as in the introduction. In other words, we have
2.5. Rieffel's Heisenberg equivalence bimodules. We recall Rieffel's construction of Heisenberg equivalence bimodule, which connects A θ and A 1 θ . Again this is needed when we construct equivalence bimodules between crossed products and determine the Morita equivalence classes. The exposition and the formulas below largely follow [14] . Throughout the paper we write e(x) := e 2πix . Let S(R) be the linear space consisting of all smooth and rapidly decreasing complex-valued functions on R (i.e., the Schwartz space). Let A ∞ := S(Z 2 , ω θ ) be the dense *-subalgebra of C * r (Z 2 , ω θ ) ∼ = A θ consisting of all rapidly decreasing functions on Z 2 . To be more precise,
Define a right-action of A ∞ on S(R) by setting
Similarly let
It will be convenient to have a concrete formula for the actions of U ℓ and V ℓ on S(R) for all ℓ ∈ Z 2 .
Proposition 2.8. For all f ∈ S(R) and all ℓ = m n ∈ Z 2 , we have
Proof. We only prove the formula for U ℓ as the other is completely analogous. Recall that we have
Define A ∞ -valued and B ∞ -valued inner-products on S(R) by
where f, g ∈ S(R) and ℓ = m n ∈ Z 2 . Below we make an important observation that the inner-products on S(R) can be realized using the actions and the usual L 2 -inner product. This has been observed in [8] .
. Proof. Again we only verify the first equality.
The proof is completed by comparing this expression with the A ∞ -valued inner product f, g A ∞ (ℓ).
The K-theory and isomorphism classes of
In this section we compute the K-theory of crossed products of the form A θ ⋊ A Z and determine their isomorphism classes. Throughout the section A will be a matrix in SL 2 (Z) of infinite order. We also give a set of explicit generators for the K 0 -group and compute their images under the induced map of the unique tracial state (recall from Theorem 2.5 that the crossed product has a unique trace).
The main tool is the Pimsner-Voiculescu sequence:
Recall from Section 2.1 that the map id−α −1 * 0 is always the zero map. Therefore the sequence breaks into two short exact sequences
Note that each of the sequences splits because the second right-most group is free abelian.
Also note that since
by the definition of the action we have
Hence with respect to this set of generators the map id − α −1 * 1 is nothing but the matrix I 2 − A −1 . Let us begin by computing the K 1 group. Proposition 3.1.
(1) If tr(A) ∈ {0, ±1, 2} then I 2 − A −1 has the Smith normal form
has the Smith normal form
Proof. We have seen that the sequence
is split exact. Therefore we need only determine the quotient group As a consequence the matrix I 2 − A −1 has full rank when tr(A) ∈ {0, ±1, 2}, and we have completed the proof for case (1) . When tr(A) = 2, one can show that the matrix A is in the same conjugacy class in GL 2 (Z) as
for some integer k (see for example [1, Lemma 5] ). Since A has infinite order, k must be nonzero. Observe that if A and A ′ are conjugate within GL 2 (Z) then so are I − A −1 and I − (A ′ ) −1 . Hence we conclude that I − A −1 has rank one.
We proceed to compute the K 0 group. We will first look at the case tr(A) / ∈ {0, ±1, 2} and then treat the case tr(A) = 2, as in the latter finding a set of generators is more involved.
Proof. Consider the split short exact sequence
This implies that the kernel of id − α −1 * 1 is zero, and therefore we obtain an isomorphism
maps generators to generators
Now we consider the case tr(A) = 2 and A = I 2 . We first study the special case that A is equal to either 1
Then we show that one can always reduce to these cases. Note that if A has either one of the forms above, then the Smith normal form of I 2 − A −1 is precisely diag(h 1 , 0). Let us assume that A is equal to the former one (we will see that the other case is completely analogous). Then U 1 is a fixed point of the automorphism α A . Hence we have
and we need to find a preimage of [U 1 ] 1 under δ 0 . Recall that the Pimsner-Voiculescu sequence is natural since the six-term exact sequence for Toeplitz extension is natural (see [38] ). Now consider the homomorphism
where ι : T → C is the inclusion function, which generates C(T) as a C * -algebra. Since U 1 is fixed by α A , we have the follwoing commutative diagram
Regard C(T 2 ) as C(T)⋊ τ Z, where τ is the trivial action. Let w ′ be the implementing unitary in C(T) ⋊ τ Z coming from Z. Also let w be the implementing unitary in A θ ⋊ A Z of the action. The unitaries U 1 and w generate a commutative C * -subalgebra of A θ ⋊ A Z since U 1 is a fixed point. Thus there is a * -homormophism ϕ ⋊ id :
By naturality of the Pimsner-Voiculescu sequence, we have the following commutative diagram
These can be regarded as elements in
It was shown in [29] that P is a projection, [1] 0 and [P ] 0 generate K 0 (C(T 2 )), and
Hence if we write P U 1 ,w := (ϕ ⋊ id)(P ) then we have the following commutative diagram.
and we have found a preimage of [U 1 ] 1 under the index map δ 0 .
is a fixed point of the action generated by A. We can repeat the entire discussion and obtain an element P U 2 ,w , which represents a preimage of [U 2 ] 1 .
Proposition 3.3. When A is equal to either
Moreover, under the unique tracial state of A θ ⋊ A Z, the image of these generators are respectively 1, θ, and 1.
Proof. It remains to prove that the element P U 1 ,w (or P U 2 ,w ) has trace one. By Euler's formula we have
and
) .
Hence we can express P U 1 ,w in terms of U 1 and w using functional calculus. Applying (the canonical extension of) the unique tracial state τ A of A θ ⋊ A Z to P U 1 ,w we get
This completes the proof Remark 3.4. The construction of X 0 , X 1 , and P in [29] was inspired by a proposition in the appendix of [38] , which says that if A is a unital C * -algebra and α is an automorphism of A, then given a projection of the form p = u * x * 1 + x 0 + x 1 u ∈ A ⋊ α Z for some x 0 and x 1 ∈ A the unitary exp(2πix 0 l x 1 ) is in A and satisfies
Here l x 1 denotes the left support projection of x 1 in the enveloping von Neumann algebra of A.
For a generic A in SL 2 (Z) with tr(A) = 2 and A = I 2 , we know that the matrix A is in the same conjugacy class in SL 2 (Z) with either
This is because one GL 2 (Z)-conjugacy class breaks into at most two SL 2 (Z)-conjugacy classes and one can verify the above two matrices are not similar in SL 2 (Z). Suppose we have
for some Q ∈ SL 2 (Z). Then the automorphism of A θ determined by Q intertwines the actions coming from A and B. Hence we obtain an isomorphism between A θ ⋊ A Z and A θ ⋊ B Z, which preserves the unique tracial states. Let P A denote the image of P U 1 ,w (or P U 2 ,w ) under this isomorphism.
Theorem 3.5. Let θ be an irrational number and A ∈ SL 2 (Z) be a matrix of infinite order. Write τ A for the unique trace on A θ ⋊ A Z.
The generators of K 0 are given by [1] 0 and i * ([p θ ] 0 ), and the images under the unique trace are 1 and θ, respectively. Corollary 3.6. Let θ be an irrational number and A ∈ SL 2 (Z) be a matrix of infinite order. Then the crossed product A θ ⋊ A Z is an AH algebra with real rank zero and no dimension growth. Moreover, it is an AT algebra if and only if either tr(A) = 3 or tr(A) = 2 and the greatest common divisor of the entries in I 2 − A −1 is one.
Proof. We saw in Theorem 2.5 that the crossed product is simple, nuclear, has tracial rank zero, and satisfies the UCT. Then it follows from [37, Proposition 3.7] that the crossed product A θ ⋊ A Z is an AH algebra with real rank zero and no dimension growth. Furthermore, the same proposition shows that the crossed product is an AT algebra if and only if its Kgroups are torsion-free. By Theorem 3. To apply the classification theorem, it is necessary to describe the order structure of the K 0 -group. It is shown in [32] that a unital simple separable C * -algebra with tracial rank zero has real rank zero, stable rank one, weakly unperforated K 0 -group and is quasidiagonal. Since a weakly unperforated group is unperforated if and only if it is torsion-free, the K 0 (A θ ⋊ A Z) for our cases is unperforated.
The following proposition is well-known to experts. We include a proof only for the reader's convenience. Proposition 3.7. Let A and B be unital simple C * -algebras with weakly unperforated K 0 -groups and with unique tracial states τ A and τ B respectively. Then a group isomorphism
Proof. Since f is a group isomorphism, by symmetry it is sufficient to show that f (K 0 (A)
+ . For any nonzero projection p ∈ P ∞ (A), by assumption we have Below we recall the definition of the Elliott invariant of a C * -algebra. Here we restrict ourselves to the stably finite case. 
where S(K 0 (A)) is the state space of K 0 (A).
We say two C * -algebras A and B have isomorphic Elliott invariants if there is an ordered group isomorphism
, and an affine homeomorphism γ :
Theorem 3.9. Let θ, θ ′ be irrational numbers and A, B ∈ SL 2 (Z) be matrices of infinite order. Then the following are equivalent:
(
Proof. 
Without loss of generality we may assume θ = 1 − θ ′ . Since I − A −1 ∼ eq I − B −1 , they have a common Smith normal form. In the case that tr(A) / ∈ {0, ±1, 2}, define
If tr(A) = 2 then define f :
Remark 3.10. We discuss an interesting corollary of Theorem 3.5. Suppose A ∈ SL 2 (Z) has infinite order and tr(A) = 3. By Corollary 3.6 the crossed product A θ ⋊ A Z is an AT algebra. Moreover, from Proposition 3.7 and the proof of Theorem 3.5 we see that the map
is an order isomorphism (which maps [1] 0 to [1] 0 ). Since the index map
is a group isomorphism, we conclude from the classification of tracially AF algebras that
Remark 3.11. We continue to assume tr(A) = 3. Using the fact that A θ ⋊ A Z ∼ = A θ we can construct an inductive sequence in the following way. Let B 0 = A θ and B 1 = A θ ⋊ A Z. As B 1 is isomorphic to A θ , there exists an automorphism α 1 on B 1 such that the crossed product B 1 ⋊ α 1 Z =: B 2 is again isomorphic to A θ . Iterating this procedure, we obtain an inductive sequence
, where all the connecting maps are inclusions. Let us write B for the limit of this sequence. Then K 0 (B) is isomorphic to Z + Zθ as an ordered abelian group and K 1 (B) vanishes. Since B is an AT algebra with real rank zero, by [17] (see also [45, Theorem 3.2.6]) it is classified by the K-groups. Comparing the K-groups directly, we see that B is isomorphic to the AF algebra constructed by Effros and Shen in [15] (it was shown in [39] that the ordered K 0 -group of this AF algebra is isomorphic to Z + Zθ).
Remark 3.12. According to Theorem 3.9, for a fixed irrational number θ and matrices A and B ∈ SL 2 (Z) with different traces, the resulting crossed products might still be isomorphic. This is because We close this section by giving a set of generators for K 1 (A θ ⋊ A Z). Recall that we have the split short exact sequence
We first consider the question of computing preimages of the index map δ 1 . The next theorem is essentially the same as [29, Proposition 3.2.7].
Theorem 3.13. Let α ∈ Aut(A θ ) and w be the implementing unitary in A θ ⋊ α Z. Let
be the index map in the Pimsner-Voiculescu sequence. Suppose p is a projection in A θ and s is a partial isometry in A θ such that s * s = p and ss
Then y is a unitary and
Proof. We first observe that
and that p(ws) = w(w * pw)s = w(α −1 (p)s) = ws = (ws)p.
Then we compute
Therefore y is a unitary. To give a concrete recipe of the index map δ 1 , let us recall the Toeplitz extension. Let T denote the Toeplitz algebra, which is the universal C * -algebra generated by an isometry S. Then there exists a short exact sequence
where T α is the C * -subalgebra of (A θ ⋊ α Z) ⊗ T generated by (A θ ⋊ α Z) ⊗ 1 and w ⊗ S. The map ϕ is given by the formula
where V = w ⊗ S and P = 1 − V V * = 1 ⊗ (1 − SS * ), and the map ψ is defined by setting ψ(b ⊗ 1) = b for all b ∈ A θ ⋊ α Z and ψ(w ⊗ S) = w.
We apply the second part of [44, Proposition 9.2.3] (due to Elliott) to the six-term exact sequence arising from the Toeplitz extension. Toward this end, define
and x is a partial isometry. Indeed, we compute
Hence 1 − xx * = 0 and [42] ) and α
Corollary 3.14. If we define
Proof. The first assertion follows directly from the previous theorem. For the second statement, take p = 1 and s = 1 in Theorem 3.13.
Now we consider the quotient K 1 (A θ )/im(id − α −1 * 1 ). According to the general theory of Smith normal norms, there exist matrices P and Q ∈ GL 2 (Z) such that 
Since there is a group isomorphism
given by multiplication of the matrix P , the quotient group 
From these discussions we obtain the following description of a set of generators for
Theorem 3.15. Let θ be an irrational number and A ∈ SL 2 (Z) be a matrix of infinite order. Let P and Q be matrices in GL 2 (Z) such that P (I 2 − A −1 )Q = diag(h 1 , h 2 ) is the Smith normal form of I 2 − A −1 (with h 2 possibly being 0). 
Morita equivalence classes of
In this section we determine precisely when two crossed products of the form A θ ⋊ A Z are Morita equivalent. The main tool is the following theorem obtained independently by Combes and Curto-Muhly-Williams. Roughly, the result says that if two C * -algebras A and B are Morita equivalent via a bimodule X and a group G acts on both A and B, then the crossed products A ⋊ G and B ⋊ G are Morita equivalent provided we can find a G-action on X which is compatible with the actions on A and B. Also see [13] for a more categorical approach. * -algebras, G a locally compact group, and α : G → Aut(A) and β : G → Aut(B) be continuous group actions. Suppose there is a B-A-imprimitivity bimodule X and a strongly continuous action of G on X, {τ g } g∈G , such that for all x, y ∈ X and g ∈ G we have
Then the crossed products A ⋊ α G and B ⋊ β G are Morita equivalent.
A standard completion argument shows that in the theorem it is enough to have an action of G on some pre-imprimitivity bimodule linking dense * -subalgebras of A and B. Here is the precise statement. Proposition 4.2. Let A, B be C * -algebras, G a locally compact group, and α : G → Aut(A) and β : G → Aut(B) be continuous group actions. Suppose there exist dense * -subalgebras A 0 ⊆ A and B 0 ⊆ B, a B 0 -A 0 -pre-imprimitivity bimodule X 0 , and a strongly continuous action of G on X, {τ g } g∈G such that for all x, y ∈ X 0 and g ∈ G we have
, τ g (y) = β g ( B x, y ). Then the crossed products A ⋊ α G and B ⋊ β G are Morita equivalent.
Let θ ∈ R \ Q and let α : SL 2 (Z)
A θ and β : SL 2 (Z) A 1 θ be the actions defined in Section 2. We wish to apply this result to the case that
, and X 0 = S(R). We write
It is well-known that J and P generate the group SL 2 (Z). Our first goal is to show that there exist unitary operators S J and S P on L 2 (R) such that for all f, g ∈ S(R) we have
The operator S J is precisely the operator W introduced in [48, p. 647] , where it is shown that S J has period four and its square is equal to the flip operator, i.e., the operator sending f (x) to f (−x) (see also [19, Proposition 4.6] ). Indeed, we have
wheref is the Fourier transform of f . Since the Fourier transform extends to a unitary operator on L 2 (R), so does the operator S J . The operator S P is a so-called metaplectic operator associated to the matrix P (see [12, Chapter 7] ). It is clear from the definition that S P extends to a unitary operator on L 2 (R).
We use the same notations S J and S P for the extensions to L 2 (R). In what follows, we keep the notations in Section 2.4., and we will use Proposition 2.7 and Proposition 2.8 freely.
The next two lemmas show that the operators S J and S P are compatible with the automorphisms α J and α P , respectively. Lemma 4.4. For all f ∈ S(R) and ℓ ∈ Z 2 , we have
Proof. It suffices to verify the equalities on generators U 1 , U 2 and V 1 , V 2 . The result follows from a series of direct computations.
Lemma 4.5. For all f ∈ S(R) and ℓ ∈ Z 2 , we have
Proof. Again we check the claims for generators U 1 , U 2 and V 1 , V 2 .
[
Next we show the compatibility among inner products, which is what we need in order to apply Proposition 4.2. Proposition 4.6. For all f, g ∈ S(R) we have
We only check the identities for J, as for P it is completely analogous. Replacing f by S −1
). For convenience let us write λ A := θe(mnθ/2) and λ B := e(mn/(2θ)). Using Proposition 2.10 and Lemma 4.4, for each ℓ = m n ∈ Z 2 we have
This completes the proof.
We wish to use the fact that J and P generate the group SL 2 (Z) to construct Z-actions on S(R). We define S J −1 and S P −1 to be the inverses of S J and S P in U(L 2 (R)), respectively.
Definition 4.7. Let A ∈ SL 2 (Z). Then A can be written as A = W 1 W 2 · · · W n , where each W k belongs to {J, P, J −1 , P −1 }. Define the operator S A : S(R) → S(R) by
Remark 4.8. Strictly speaking, the operator S A depends on how we write A as a product of generators. However this would not matter for our consideration, hence we omit this dependence in the notation. In fact, the operator S A is uniquely determined up to sign. See [12, Chapter 7] for a comprehensive discussion. Now we are ready to prove the main theorem of this section. Let us write T := −1 0 0 1 .
Theorem 4.9. Let θ ∈ R \ Q and A ∈ SL 2 (Z). Then the crossed product A θ ⋊ A Z is Morita equivalent to the crossed product A 1 θ ⋊ B Z, where B := T AT .
Proof. Let τ : Z → S A ⊆ U(L 2 (R)) be the group homomorphism sending n to (S A ) n . By definition and Proposition 4.6, for all f, g ∈ S(R) we have
Replacing f by S A (g), the identity above becomes
Applying α A −1 to both sides we get
Therefore for any n ∈ Z, we have
Similarly we have
Note that for matrices of the form W = a b c a , we have
Since both generators J and P (and their inverses) have this form, we have
and hence
). As before, replacing f and g by S −1 A (f ) and S
−1
A (g), and applying β B −1 to both sides we obtain
Therefore for each n ∈ Z we have
Now we are done because the action τ : Z S(R) satisfies all the assumptions of Proposition 4.2.
Using the theorem above, we can now give a precise description of the Morita equivalence classes. For two irrational numbers λ and µ, we write λ ∼ M ob µ if they belong to the same 
Therefore I − (T AT ) −1 ∼ eq I − A −1 and by Theorem 3.9 we have
In conclusion, we have For the reader's convenience we briefly recall the main ingredients in the proof of [41, Theorem 4] . Let τ be the unique trace on C, and let X be a C-D-imprimitivity bimodule. Define a positive tracial functional τ X on D by
. Since D has a unique trace, τ X must be a scale multiple of that trace. This implies that
for some positive real number r. Now an elementary calculation shows that θ and θ ′ are in the same GL 2 (Z) orbit (see [41, p. 425] ).
Remark 4.11. Here we give an alternative proof of (1) =⇒ (2) 
. Let τ C and τ D be the unique traces on C and D, respectively. By Theorem 5.2.2 in [44] , the ordered group
) has a unique state, i.e., the induced map of τ C . This implies that (τ D ) * • f is a scalar multiple of (τ C ) * , and we arrive at the identity
for some positive real number r.
Morita equivalence classes of
In this final section we determine the Morita equivalence classes for crossed prdocuts of the form A θ ⋊ α F , where F is a finite subgroup of SL 2 (Z) (recall that the isomorphism classes were studied in [14] ). The argument is similar to the one we used in the previous section.
Let F be a finite subgroup of SL 2 (Z). Up to conjugacy F is isomorphic to one of Z 2 , Z 3 , Z 4 , or Z 6 . In any case, let α : F → Aut(A θ ) be the restriction of the action of SL 2 (Z) on A θ . Let us first recall the main result of [14] .
′ be irrational numbers and F be a finite subgroup of SL 2 (Z). Then A θ ⋊ α F is a simple monotracial AF algebra. For F = Z k (k = 2, 3, 4, 6), the K 0 groups are given by
In any case, the image of K 0 (A θ ⋊ α F ) under the unique tracial state is equal to 1 k (Z + θZ). As a consequence, the following are equivalent:
As before, to show the Morita equivalence of two crossed products we aim to construct suitable action of F on S(R). In fact the only case that remains to consider is when F = Z 6 . Note that S H is the hexic transform defined by Walters in [47] (see also [14, Proposition 4.6] ). It was shown in [47] that S H extends to a unitary operator on L 2 (R) that has period six.
Proposition 5.2. For all f ∈ S(R) and ℓ ∈ Z 2 , we have
As a consequence,
Proof. We check the first two identities on the generators U 1 , U 2 of A θ and the generators
For the generator U 2 , we compute
For the generator
Finally, for V 2 we have S H (V 2 .f )(x) = e πi/12 θ The second statement follows from the first as in the proof of Proposition 4.6.
Theorem 5.3. Let θ, θ ′ be irrational numbers and k, k ′ ∈ {2, 3, 4, 6}. Then the following are equivalent:
(1) A θ ⋊ α Z k and A θ ′ ⋊ α Z k ′ are Morita equivalent; (2) θ ∼ M ob θ ′ and k = k ′ .
Proof. (2) =⇒ (1): As in the proof of Theorem 4.10 it suffices to consider the case θ ′ = 1 θ . In view of Proposition 4.2, we only need to look at the cases k = 4 and k = 6. Recall that the operator S J in the previous section (see Definition 4. 3) has order four and satisfies
). for all f, g ∈ S(R). Note that J −1 also generates a cyclic subgroup of order four. Therefore the action Z 4 S(R), n → (S J ) n satisfies all the properties in Proposition 4.2, and we conclude A θ ⋊ α Z 4 and A 1 θ ⋊ α Z 4 are Morita equivalent (it does not matter which copy of Z 4 we choose in SL 2 (Z), as they are all conjugate to each other). For k = 6, we take the action Z 6 S(R), n → (S H ) n , and conclude in a similar fashion. Finally, we would like to explain another approach to prove Theorem 5.3, exploiting the fact that A θ ⋊ α F is an AF-algebra. This approach is suggested by Dominic Enders. We shall need the following preliminary result: Since ad − bc = ±1, we conclude that 1 cθ+d (Z + θZ) ⊆ Z + θ ′ Z. This completes the proof. Now we explain the promised alternative proof of (2) =⇒ (1) in Theorem 5.3: For notational convenience we will write C = A θ ⋊ α Z k and D = A θ ′ ⋊ α Z k . Using the BrownGreen-Rieffel Theorem [6] and the classification of AF algebras due to Elliott [16] , it is enough to exhibit an order isomorphism (K 0 (C), K 0 (C) We may also assume that cθ + d > 0. Thus, we obtain an order isomorphism
given by multiplication with Note, that this sequence splits and since K 0 (C) ∼ = Z n , where n ∈ {6, 8, 9, 10} depending on k, we have an abstract isomorphism ker((τ C ) * ) ∼ = Z n−2 . The same arguments show that ker((τ D ) * ) ∼ = Z n−2 . From this we obtain an isomorphism ψ : ker((τ C ) * ) → ker((τ D ) * ). We conclude, that there exists an isomorphism f := ψ ⊕ ϕ : K 0 (C) → K 0 (D), such that the following diagram commutes:
We claim that f is an order isomorphism. By commutativity of the diagram we have (τ D ) * • f = ϕ • (τ C ) * = 1 cθ+d (τ C ) * and hence our claim follows from Proposition 3.7. 
