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a b s t r a c t
In this work we consider the number of limit cycles that can bifurcate from periodic
orbits located inside a double cuspidal loop of the quintic Hamiltonian vector field XH =
y ∂
∂x − x3(x2 − 1) ∂∂y under small perturbations of the form ε(α + βx2 + γ x4)y ∂∂y , where
0 <| ε | 1 and α, β, γ are real constants. Using Picard–Fuchs equations for related
abelian integrals, asymptotic expansion of these integrals about critical level curves of H ,
and some geometric properties of the curves defined by ratios of two especial integrals, we
show that the least upper bound for the number of limit cycles appeared in this bifurcation
is two.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Consider a polynomial perturbation of a Hamiltonian polynomial vector field
x˙ = Hy + εf (x, y), y˙ = −Hx + εg(x, y). (1)
An oval γ of the level curve H(x, y) = h which is a closed (but non-isolated) periodic trajectory for ε = 0, may generate a
limit cycle for small non-zero values of ε only when
0 =
∫
γ
g(x, y)dx+ f (x, y)dy := I(h), γ ⊆ {H(x, y) = h}, (2)
in the first approximation. The expression for I(h) in (2) is a complete Abelian integral, also known as Melnikov function,
whose zeros control the limit cycles that bifurcate from the periodic orbits of the period annulus of (1)|ε=0. In fact, the value
I(h) is the first variation of the Poincaré return map for system (1) with respect to the parameter ε. In the case I(h) ≡ 0,
the perturbation (1) is conservative (integrable or Hamiltonian) in the first approximation, and higher variations must be
considered. Finding a sharp upper bound for the number of isolated zeros of I(h) is the tangential (weakened) Hilbert 16th
problem; see [1]. A very important particular case is the hyperelliptic one, whenH(x, y) = y2/2+U(x), where the potential
U(x) ∈ R[x], degU = d ≥ 5. The integral (2) when d ≥ 5 is called a hyperelliptic integral. For low degree Hamiltonians
(d = 3) or (d = 4) there are numerous results on the number of zeros for special choices of H (e.g. see [2–4]). But for high
degree Hamiltonians (d ≥ 5) there are a very few results and hence the hyperelliptic case has remained almost untouched.
In [5,6] we have investigated the bifurcations of limit cycles in the Lieńard systems of the form{
x˙ = y,
y˙ = −x(x2 − 1)2 − ε(α + βx2 + γ x4)y, (3)
where 0 < ε  1 and (α, β, γ ) ∈ R3. We have proved that the number of limit cycles bifurcated from periodic orbits
of the undisturbed system (3) for ε = 0 inside and outside the eye-figure loop of system (3)|ε=0 is at most two and three
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Fig. 1. Level curves of H(x, y) = h for−1/12 ≤ h <∞. h < 0 corresponds to inside double cuspidal loop.
correspondingly and these bounds are sharp. In this paper we consider the following system{
x˙ = y,
y˙ = −x3(x2 − 1)− ε(α + βx2 + γ x4)y, (4)
where 0 < |ε|  1 and α, β, γ are real constants. This system for ε = 0 is a Hamiltonian system with Hamiltonian
H(x, y) = 1
2
y2 − 1
4
x4 + 1
6
x6 (5)
for which the origin is a nilpotent singularity of third order. We denote the level curves H = h by Γh, which are the periodic
orbits surrounding the local centers (±1, 0) of system (4)|ε=0, defined for h ∈ (−112 , 0). When h→ −1/12+, Γh shrinks to
centers at (±1, 0) and as h→ 0−,Γh expands toΓ0, the double cuspidal loop passing through the origin. Recall that a double
cuspidal loop is a singular cycle consisting of a cusp point O and a connection Γ0 between the two branches of the cusp. The
periodic orbits located outside Γ0 are Γh defined for h ∈ (0,+∞); see Fig. 1. We show that the least upper bound for the
number of limit cycles of (4) which can be bifurcated from periodic orbits located inside the double cuspidal loop of system
(4)|ε=0 is two. To obtain this bound we study the number of isolated zeros of the Abelian integral I(h) for h ∈ (− 112 , 0)
related to system (4), defined by
I(h) =
∮
Γh
(α + βx2 + γ x4)ydx = αI0(h)+ βI2(h)+ γ I4(h), (6)
where
Ik(h) =
∮
Γh
xkydx, and Γh = {(x, y) ∈ R2 : H(x, y) = h}. (7)
1.1. Our main results and paper organization
Our main results in this paper are
Theorem 1. For all real constants α, β and γ the sharp upper bound for the number of zeros of the Abelian integral I(h) defined
in (6) for h ∈ (− 112 , 0) is two including multiple zeros.
Theorem 2. The period function T (h) associated to periodic orbits of system (4)|ε=0 is strictly increasing for h ∈ (−1/12, 0).
The proof of our main result in Theorem 1 is based on geometric ideas proposed in [7,8]. The idea suggested by [7] is to
reduce the problem to proving that some planar curve (here,Σ) is regular and strictly convex. The idea suggested by [8] is to
use an auxiliary planar curve (here,Ω) to prove the convexity ofΣ . The paper is organized as follows. In Section 2, first we
give a Picard–Fuchs system satisfied by Ik(h) for k = 0, 2, 4. Then as usual in theory we consider the associated differential
equations on
P(h) = I2(h)
I0(h)
, Q (h) = I4(h)
I0(h)
, w(h) = I
′′
2 (h)
I ′′0 (h)
, v(h) = I
′′
4 (h)
I ′′0 (h)
, (8)
and give a Riccati equation satisfied byw(h). We will further give some relationships among P(h),Q (h), w(h) and v(h) and
differential equations satisfied by P(h) and Q (h). In Section 3, we obtain asymptotic expansions of Ik(h), k = 0, 2, 4 near the
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critical values h = 0,−1/12, which leads to the asymptotic expansions of P(h), Q (h), w(h), and v(h) near h = 0,−1/12.
Alsowemention someproperties of functions P(h) andQ (h) in Lemmas 4 and 5,which reveals some local properties of curve
Σ and help us to estimate the number of zeros of Abelian integral I(h). In Section 4, our aim is to obtain some properties of
functions w(h) and v(h) and determine the geometric behavior ofΩ . For this purpose, we obtain the geometric properties
ofw(h) such as monotonicity and convexity of the curve Cw , defined byw = w(h). This elucidates the geometric properties
of the curveΩ defined by v = v(w) in (w, v)-plane. These observations are invaluable in proving our main results. Finally,
in Section 5 we prove our main theorems using the results established in Sections 2–4.
2. The Picard–Fuchs equations and Riccati equation
In this section we give a Picard–Fuchs system for I0(h), I2(h), I4(h) and a Riccati equation forw(h) = I
′′
2 (h)
I ′′0 (h)
. Also, we give
systems of differential equations satisfied by P(h) and Q (h). Finally, some important relations among P,Q andw, v will be
given.
2.1. The Picard–Fuchs equations and Riccati equation
Let Ik(h) be defined as before by
Ik(h) =
∮
Γh
xkydx, k = 0, 1, 2, . . . , (9)
then I ′k(h) =
∮
Γh
xk(∂y/∂h) dx, where Γh is defined in (7). From H(x, y) = 12y2 − 14x4 + 16x6 = hwe have
y
∂y
∂x
− x3 + x5 = 0, y ∂y
∂h
= 1. (10)
By (10) and integrating by parts and using the formula
∮
Γh
g(x)dy = − ∮
Γh
g ′(x)ydx, we find that
2(k+ 4)Ik(h) = 12hI ′k(h)+ I ′k+4(h). (11)
On the other hand, multiplying the first equality in (10) by xk−5 and integrating over Γh we have
(k− 5)Ik−6(h) = I ′k(h)− I ′k−2(h), k ≥ 5. (12)
By taking k = 0, 2, 4 in (11) and using (12), we derive the Picard–Fuchs system
AJ(h) = (12hE+ B)J ′(h), (13)
where E is the identity matrix, J(h) = (I0(h), I2(h), I4(h))T and
A =
( 8 0 0
−1 12 0
−1 −3 16
)
, B =
(0 0 1
0 0 1
0 0 1
)
.
Differentiating (13) with respect to h once and twice, respectively, leads to
(A− 12E)J ′(h) = (12hE+ B)J ′′(h), (14)
(A− 24E)J ′′(h) = (12hE+ B)J ′′′(h). (15)
Eliminating I ′0(h) from the first and second equation in (14), we obtain
I ′′4 (h) = 4h(I ′′0 (h)− 4I ′′2 (h)) or v(h) = 4h− 16hw(h). (16)
By substituting (16) in the second and third equations of (15), we get that
12h(12h+ 1)
(
I ′′′0 (h)
I ′′′2 (h)
)
=
(
b1(h) b2(h)
b3(h) b4(h)
)(
I ′′0 (h)
I ′′2 (h)
)
, (17)
where
b1(h) = −15− 160h, b2(h) = 3− 128h, b3(h) = 20h, b4(h) = −9− 272h.
Now, it is well known by (17) thatw(h) = I ′′2 (h)I ′′0 (h) satisfies a Riccati equation which is equivalent to the following system{
h˙ = 12h(12h+ 1),
w˙ = (128h− 3)w2 + (6− 112h)w + 20h. (18)
2.2. Some relationships among P,Q , w and v
We give some relationships among functions P,Q and w, v. Also, we give systems of differential equations satisfied by
P(h) and Q (h), which are useful for further study in the next sections. From (13) and (14) it is easily seen that
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J ′′(h) = (12hE+ B)−1(A− 12E)(12hE+ B)−1AJ(h),
which yields
w(h) = I
′′
2 (h)
I ′′0 (h)
= −96h+ 45P(h)− 48Q (h)−(384h+ 27)+ 36P(h) , (19)
v(h) = I
′′
4 (h)
I ′′0 (h)
= h(−108− 576P(h)+ 768Q (h))−(384h+ 27)+ 36P(h) = 4h(1− 4w(h)). (20)
Also, it follows from (13) that
12h(12h+ 1)J ′(h) =
(96h+ 9 3 −16
−12h 15+ 144h −16
−12h −36h 192h
)
J(h), (21)
which by definition of P(h) and Q (h) satisfiesh˙ = 12h(12h+ 1),P˙ = −12h+ (48h+ 6)P − 16Q − 3P2 + 16PQ ,Q˙ = −12h− 36hP + (96h− 9)Q − 3PQ + 16Q 2. (22)
3. Properties of P(h) and Q (h)
In this section we consider the curvesΣ andΩ defined by
Σ = {(P,Q )(h) : h ∈ (−1/12, 0)}, Ω = {(w, v)(h) : h ∈ (−1/12, 0)}. (23)
We show that Σ and Ω are well defined and regular. Moreover, we prove that Ω is strictly decreasing and concave while
Σ is strictly increasing and globally convex. For this purpose, it is easy to see that
Lemma 1. (i) Ik(h) > 0, for h > − 112 and k = 0, 2, 4; I ′0(h) > 0 for h > − 112 ;
(ii) lim
h→− 112
+ I ′0(h) = pi
√
2.
Lemma 2. I0(h), I2(h) and I4(h) have the following asymptotic expansions as h→− 112
+
I0(h) = pi
√
2
12
[
(12h+ 1)+ 41
288
(12h+ 1)2 + 14 785
248 832
(12h+ 1)3 + · · ·
]
,
I2(h) = pi
√
2
12
[
(12h+ 1)+ 5
288
(12h+ 1)2 + 1465
248 832
(12h+ 1)3 + · · ·
]
,
I4(h) = pi
√
2
12
[
(12h+ 1)− 7
288
(12h+ 1)2 − 959
248 832
(12h+ 1)3 + · · ·
]
. (24)
Proof. Since Ik(− 112 ) = 0, I ′0(− 112 ) = pi
√
2 by Lemma1(ii) and Ik(h) is analytic by [9] at h = − 112 , thenwe get the result. 
Corollary 1. w(h) and v(h) have the following asymptotic expansions as h→− 112
+
w(h) = 5
41
− 1155
3362
(
h+ 1
12
)
− 694 8095
330 8208
(
h+ 1
12
)2
+ O(|12h+ 1|3),
v(h) = −7
41
+ 2674
1681
(
h+ 1
12
)
+ O(|12h+ 1|2).
Lemma 3. I0(h), I2(h) and I4(h) have the following asymptotic expansions as h→ 0
I0(h) = C1 + C2|h|3/4 + C3|h|5/4 + O(|h|7/4),
I2(h) = 34C1 +
32
3
C1h+ 2C3|h|5/4 + O(|h|7/4),
I4(h) = 4564C1 + 8C1h+ O(|h|
7/4), (25)
where C1 = I0(0) = 3pi
√
3
32 , C2 > 0 when h > 0 and C2 < 0 when h < 0.
R. Asheghi, H.R.Z. Zangeneh / Computers and Mathematics with Applications 59 (2010) 1409–1418 1413
Proof. We prove the Lemma for h > 0 and the similar arguments can be applied to the case h < 0. To find asymptotic
expansion of Ik(h) at h = 0, we use the methods developed in [10]. Hence we consider the system (21) which can be
reduced to the following system by changing of variable h = 1x
dY
dx
= − 1
12
x−1A(x)Y(x), (26)
where Y(x) = J( 1x ) and
A(x) = 1
(x+ 12)
(9x+ 96 3x −16x
−12 15x+ 144 −16x
−12 −36 192
)
=
∞∑
m=0
Amx−masx→+∞,
where
A0 =
(9 3 −16
0 15 −16
0 0 0
)
and Am = (−12)m
(1 3 −16
1 3 −16
1 3 −16
)
; m ≥ 1.
The eigenvalues of matrix A0 are λ1 = 0, λ2 = 9 and λ3 = 15, respectively, with eigenvectors
u01 =
( 1
3/4
45/64
)
, u02 =
(1
0
0
)
, u03 =
(1
2
0
)
.
Now, by taking Y = xσ ∑∞m=0 umx−m in (26) and equating the coefficients of terms with the equal power we find that the
scalar σ and column vectors um satisfy the following recursive formulas
A0u0 = −12σu0, −12(σ −m)um =
m∑
i=0
Aium−i; m = 1, 2, 3, . . . . (27)
In other words, λ = −12σ is an eigenvalue and u0 is an eigenvector associated to λ for matrix A0. Since A0 has three distinct
eigenvalues, the linear combination of corresponding solutions of system (27) gives the general solution of (26) as x→+∞.
Thus, as x→+∞ the general solution of system (26) is of the form
Y(x) = C1Y1(x)+ C2Y2(x)+ C3Y3(x)
= C1
( 1
3/4
45/64
)
+ C2
(1
0
0
)
x−3/4 + C1
( 0
32/3
8
)
x−1 + C3
(1
2
0
)
x−5/4 + O(x−7/4). (28)
We know that
lim
x→∞ Y(x) = C1
( 1
3/4
45/64
)
= J(0) =
(I0(0)
I1(0)
I2(0)
)
,
which yields C1 = I0(0) = 3pi
√
3/32 > 0. Now from (28) we get the asymptotic expansion given in (25). Moreover, by
Lemma 1(i) we know that I ′0(h) > 0 for all h > −1/12 and this implies that C2 > 0 when h > 0 and C2 < 0 when h < 0.
This completes the proof. 
Corollary 2. We have
P(h) = 3
4
[
1− C2
C1
|h|3/4 + 128
9
h+ O(|h|5/4)
]
, as h→ 0, (29)
Q (h) = 45
64
[
1− C2
C1
|h|3/4 + 512
45
h+ O(|h|5/4)
]
, as h→ 0, (30)
w(h) = −10C3
3C2
|h|1/2 + · · · , as h→ 0, (31)
v(h) = O(|h|), as h→ 0. (32)
Lemma 4. P ′(h) < 0, Q ′(h) < 0, and ddh
( Q (h)
P(h)
)
< 0 for all h ∈ (− 112 , 0).
Proof. For the proof, first we adopt the notations in [11] and consider the periodic orbits located inside the right saddle loop
of system (4). Similarly it will be done for the left saddle loop. Now let us rewrite (5) in the form
ψ(y)+ Φ(x) = h,
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where Φ(x) = −x4/4 + x6/6 and ψ(y) = y2/2. It is easily seen that for any x ∈ (0, 1), there exists a unique
x˜ = x˜(x) ∈ (1,√3/2) and for any y ∈ (−1/√6, 0), there exists a unique y˜ = y˜(y) = −y ∈ (0, 1/√6) (By symmetry
H(x,−y) = H(x, y)) such that
Φ(x) = Φ(x˜) and H(1, y) = H(1, y˜). (33)
Adopting notations used in [11] and using Theorem 1 of [11], we define
ξkm(x) = fk(x)Φ
′(x˜)− fk(x˜)Φ ′(x)
fm(x)Φ ′(x˜)− fm(x˜)Φ ′(x) ; k = 2, 4, m = 0, 2, (34)
η(y) = (g(y˜)− g(y))ψ
′(y˜)ψ ′(y)
g ′(y˜)ψ ′(y)− g ′(y)ψ ′(y˜) , (35)
where fk(x) = xk and g(y) = y by (9). It follows from (35) that η(y) = y2 which gives η′(y) = 2y < 0. On the other hand,
by (34) we have
ξ20(x) = x
2x˜3(x˜2 − 1)− x˜2x3(x2 − 1)
x˜3(x˜2 − 1)− x3(x2 − 1)
= x
2x˜2(1− x2 − xx˜− x˜2)
x2 + xx˜+ x˜2 − x4 − x3x˜− x2x˜2 − xx˜3 − x˜4
= p
2(1+ p− s2)
s2(1− s2 + 3p)− p(1+ p) , (36)
where p = xx˜ and s = x + x˜. Since dpdx = x˜ + x dx˜dx , dsdx = 1 + dx˜dx , and dx˜dx = Φ
′(x)
Φ′(x˜) = x
3(x2−1)
x˜3(x˜2−1) < 0 for all x ∈ (0, 1) and
x˜ ∈ (1,√3/2), thus
ξ ′20(x) =
p
(
k(x˜, x)+ k(x, x˜) dx˜dx
)
ζ 2
, (37)
where ζ = s2(1− s2 + 3p)− p(1+ p) and
k(x, x˜) = [p(7s2 − 6s4 + 6s2p− (1+ p)2)+ 2s2(s2 − 1)2]x+ 2sp(2ps2 − 1+ 2s2 − s4 − 3p− 2p2)
= x2(x2 − 1)[(x2 − 1)(x˜+ 2x)+ 3x˜(x+ x˜)2]. (38)
Since (x2 − 1)(x˜ + 2x) + 3x˜(x + x˜)2 ≥ −(x˜ + 2x) + 3x˜ = 2(x˜ − x) > 0 for x ∈ (0, 1) and x˜ ∈ (1,√3/2), then by (38) we
have k(x, x˜) < 0 and hence k(x˜, x) > 0. This together with (37) and the fact that dx˜dx < 0 yields ξ
′
20(x) > 0. Therefore we get
that P ′(h) < 0 for h ∈ (−1/12, 0). Similarly, we can proceed to prove that Q ′(h) < 0 for h ∈ (−1/12, 0). Finally, we have
ξ42(x) = xx˜(xx˜+ 1)
(x+ x˜)2 − xx˜− 1 =
p(1+ p)
(s2 − p− 1) ,
which implies
ξ ′42(x) =
x˜(x˜2 − 1)(2xx˜+ x2 + 1)+ x(x2 − 1)(2xx˜+ x˜2 + 1) dx˜dx
(s2 − p− 1)2 > 0. (39)
Now it follows from ξ ′42(x) > 0 that (
I4
I2
)′(h) < 0 for h ∈ (−1/12, 0) and this finishes the proof. 
Lemma 5. We have the following properties:
(i) P(−1/12) = Q (−1/12) = 1; P ′(−1/12) = −3/2, Q ′(−1/12) = −2; P ′′(−1/12) = −247/24, Q ′′(−1/12) =
−205/18,
(ii) lim
h→− 112
+ d
2Q
dP2
= 2827 > 0,
(iii) P(0) = 34 ,Q (0) = 4564 ; P ′(0) = −∞,Q ′(0) = −∞; P ′′(0−) = −∞,Q ′′(0−) = −∞,
(iv) limh→0 dQdP = limh→0 1516 [1+ O(|h|1/4)] = 1516 ,
(v) limh→0− d
2Q
dP2
= limh→0− [+ 128C
2
1
81C22
|h|−1/2 + O(|h|1/4)] = +∞,
(vi) limh→0+ d
2Q
dP2
= limh→0+ [− 128C
2
1
81C22
|h|−1/2 + O(|h|1/4)] = −∞.
Proof. Obviously true. 
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Corollary 3. The curve Σ defined in (23) is well defined, regular and strictly increasing. Moreover, it is strictly convex near its
end points, that is near h = − 112 and h = 0.
Proof. Since by Lemma 4 we have P ′(h) < 0, Q ′(h) < 0 for h ∈ (−1/12, 0), then dQdP = Q
′(h)
P ′(h) > 0 which implies that
Σ is well defined, regular and strictly increasing. Moreover, by Lemma 5(ii) and (v) we have d
2Q
dP2
(− 112
+
) = 2827 > 0 and
d2Q
dP2
(0−) = +∞. This fact show thatΣ is strictly convex for 0 < h+ 112  1 and−1 h < 0. 
4. Properties ofw(h) and v(h)
Lemma 6. We have the following facts:
(i) w(− 112 ) = 541 ;w(0) = 0;w′(− 112 ) = − 11553362 ,
(ii) w′(h) < 0, for all h ∈ (− 112 , 0),
(iii) limh→0− w′(h) = −∞,
(iv) v(− 112 ) = − 741 , v(0) = 0, v′(− 112 ) = 26741681 .
Proof. The statements given in (i) and (iv) are clearly true by Corollaries 1 and 2.
(ii) Since by (i) w′(−1/12) < 0, then if w′(h∗) = 0 for some h∗ ∈ (−1/12, 0) and w′(h) < 0for h ∈ (−1/12, h∗), then by
differentiating (18) with respect to hwe find that
w′′(h∗) = 128
(
w(h∗)− 58
) (
w(h∗)− 14
)
12h∗(12h∗ + 1) < 0,
which contradicts the fact thatw′′(h∗) ≥ 0. Hencew′(h) < 0 for all h ∈ (−1/12, 0).
(iii) Since by Corollary 2when h→ 0− we havew(h) = − 10C33C2 (−h)1/2+· · ·, thenw′(h) =
5C3
3C2
(−h)−1/2+· · ·where C2 < 0
by Lemma 3. Now it follows from (ii) that C3 > 0 for h < 0 and limh→0− w′(h) = −∞. This finishes the proof. 
Remark 1. The curve Ω defined in (23) passing through (w, v)(−1/12) = (5/41,−7/41) and (w, v)(0) = (0, 0) is well
defined and regular by Lemma 6(ii). Moreover, (h, w) = (−1/12, 5/41) is a saddle point of system (18), thus the curve
w = w(h) constitutes the stable manifold of this saddle point which connects the unstable node (h, w) = (0, 0) to the
saddle (h, w) = (−1/12, 5/41).
Lemma 7. v′(h) > 0, for all h ∈ (−1/12, 0).
Proof. Since v(h) = 4h− 16hw(h), thus
v′(h) = 4(1− 4w(h)− 4hw′(h)) = −4G(h, w(h))
3(12h+ 1) , (40)
where
G(h, w) = (128h− 3)w2 + 2(16h+ 9)w − 16h− 3. (41)
If we show that G(h, w(h)) < 0 for all h ∈ (−1/12, 0), then the result follows. However, it is clear that
G(h, w(h)) = −24 066
1681
(
h+ 1
12
)
+ O
(∣∣∣∣h+ 112
∣∣∣∣2
)
< 0, as h→− 1
12
+
,
and G(0, 0) = −3 < 0. On the other hand, by using (18) we see that the system
G(h, w) = 0, ∂G
∂h
h˙+ ∂G
∂u
w˙ = 0 (42)
has exactly one solution in h ∈ (−1/12, 0), which occurs at (h, w) = ( 3(13−11
√
17)
1888 ,
1
2 (−1+
√
17)) ≈ (−0.05, 1.56). In fact
all solutions of system (42) are as follows:
(h, w) =
(
− 1
12
,
5
41
)
,
(
− 1
12
, 1
)
,
3
(
13− 11√17
)
1888
,
1
2
(
−1+√17
) ,
3
(
13+ 11√17
)
1888
,
1
2
(
−1−√17
) .
Therefore, G(h, w) along the orbit w = w(h) in (h, w)-plane has a constant sign so that it is strictly negative for all
h ∈ (−1/12, 0). Otherwise by the continuity of the vector field (18) along the implicit curve G(h, w) = 0, system (42) there
will have at least two solutions for h ∈ (−1/12, 0), provided that only one of the connected components of G(h, w) = 0
can intersect the orbitw = w(h); see Fig. 2. This completes the proof. 
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Fig. 2. Graph of level curves of G(h, w) = 0. It is clear that G(h, w) < 0 for−1/12 < h < 0 and 0 < w < 5/41.
Fig. 3. Graph of level curves of F(h, w) = 0.
Lemma 8. The curveΩ , defined in (23), is strictly decreasing and concave.
Proof. It is clear from Lemma 6(ii) and Lemma 7 that dvdw = v
′(h)
w′(h) < 0, thusΩ is strictly decreasing. To study the convexity
ofΩ , we determine the sign of d
2v
dw2
. We show that it has a constant sign so that it is strictly negative for all h ∈ (−1/12, 0).
By using Eqs. (16) and (18) we can write
d2v
dw2
= −4(8w
′2 + (1− 4w)w′′)
w′3
= − F(h, w(h))
6h2(12h+ 1)2w′3(h) , (43)
where
F(h, w) = 20h(1− 16h)+ 2(1536h2 − 146h− 3)w + (69+ 872− 9216h2)w2 + (8192h2 − 96h− 33)w3. (44)
According to the proof of Lemma 7, by similar arguments, we can show that F(h, w(h)) < 0, since
F(h, w(h)) = −1996 995
68 921
(
h+ 1
12
)2
+ · · · < 0, as h→− 1
12
+
, (45)
and
F(h, w(h)) = 20C3
C2
(−h)1/2 + O(|h|) < 0, as h→ 0−. (46)
This completes the proof; see Fig. 3. 
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Fig. 4. Two limit cycles bifurcated from periodic annulus (4)|ε=0 inside each of the cuspidal loops.
5. The proof of main results
5.1. On the number of limit cycles
In this subsection using the results established in Sections 2–4, in particular the geometric properties of Ω and Σ , we
prove Theorem 1. First we need to prove the following result.
Lemma 9. Σ is globally convex for h ∈ (− 112 , 0).
Proof. SinceΣ is strictly convex for 0 < h+ 112  1 and−1 h < 0 by Corollary 3, hence ifΣ has at least one inflection
point, then it will have the even number of inflection points and this numberwill be at least two. Therefore there is a straight
line Lα,β,γ : α+βP + γQ = 0 in (P,Q )-plane which intersectsΣ at least four times counting the multiplicity. This implies
that the function I(h) defined in (6) has at least four zeros for h ∈ (− 112 , 0). Since I(− 112 ) = 0, it follows from the mean
value theorem that I ′′(h) has at least three zeros (counting the multiplicity) in (− 112 , 0). But this contradicts the assertion
of Lemma 8, since any straight line L˜α,β,γ : α + βw + γ v = 0 in (w, v)-plane intersects Ω at most twice counting the
multiplicity by Lemma 8. HenceΣ has no inflection point and is globally convex. 
Proof of Theorem 1. It follows from I(h) = I0(h)
(
α + βP(h)+ γQ (h)
)
that for h ∈ (− 112 , 0), the zeros of I(h) correspond
to the intersection points of the straight line Lα,β,γ : α+ βP + γQ = 0 in (P,Q )-plane and the curveΣ , since I0(h) > 0 for
h > − 112 . Moreover, it follows from
I ′′(h) = αI ′′0 (h)+ βI ′′2 (h)+ γ I ′′4 (h) = I ′′0 (h)
(
α + βw(h)+ γ v(h)
)
that for h ∈ (− 112 , 0) the zeros of I ′′(h) correspond to the intersection points of the straight line L˜α,β,γ : α + βw + γ v = 0
in (w, v)-plane and the curveΩ . Hence the result follows from Lemma 9.
Example 1. For any pairs of (h1, h2) in (−1/12, 0), it is easy to find corresponding values for α, β and γ numerically so
that two limit cycles bifurcate from each periodic annulus of (4)|ε=0 inside cuspidal loops close to periodic orbits given by
H(x, y) = h1 and H(x, y) = h2. For example let h1 = −1/36 and h2 = −2/36. By using Maple, a symbolic algebra software,
we find that P(−1/36) = .891195, P(−2/36) = .953518, Q (−1/36) = .86123 and Q (−2/36).939156. Without loss of
generality we set γ = 1 and solve α + βP(h) + Q (h) = 0 for h = h1 and h = h2. We find that α = 0.253082 and
β = −1.25036. For ε = .1, by using Phaser, a dynamical system simulator, we located the bifurcated limit cycles of (4) for
above calculated values of α, β and γ . These limit cycles passes through points with approximate coordinates (±.7893, 0),
(±1.1393, 0), (±.6180, 0) and (±.1914, 0). The inner limit cycles are unstable while the outer limit cycles are stable (see
Fig. 4).
5.2. On the period function
In this subsection we want to prove that the function T (h) = I ′0(h) is increasing for h ∈ (−1/12, 0). First we have
Lemma 10. The period function T (h) = I ′0(h) satisfies the following differential equation
48h2(12h+ 1)T ′′(h)+ 48h(24h+ 1)T ′(h)+ (128h− 3)T (h) = 0. (47)
Proof. From (14) we have(−4 0 0
−1 0 0
−1 −3 4
)I ′0(h)I ′2(h)
I ′4(h)
 = (12h 0 10 12h 1
0 0 12h+ 1
)I ′′0 (h)I ′′2 (h)
I ′′4 (h)
 ,
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which is equivalent to the following
−4T (h) = 12hT ′(h)+ I ′′4 (h) (48)
−T (h) = 12hI ′′2 (h)+ I ′′4 (h) (49)
−T (h)− 3I ′2(h)+ 4I ′4(h) = (12h+ 1)I ′′4 (h). (50)
By differentiating Eqs. (48) and (50) with respect to h and eliminating I ′′′4 (h), we find that
12h(12h+ 1)T ′′(h)+ (192h+ 15)T ′(h)− 3I ′′2 (h)− 8I ′′4 (h) = 0. (51)
Now, by substituting I ′′2 (h) and I
′′
4 (h) obtained from Eqs. (48) and (49) in (51) we get (47). 
Proof of Theorem 2. If T ′(h∗) = 0 for some h∗ ∈ (−1/12, 0), then T ′′(h∗) > 0 (i.e. h∗ is a local minimum) by (47). Now it
is easy to verify that T ′(h) > 0, for all h ∈ (−1/12, 0), by using the asymptotic behavior of T (h) = I ′0(h) near h = −1/12
given by Lemma 2.
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