1 department of mathematics and statistics brock university st. catharines, on l2s3a1, canada 2 department of mathematics and statistics concordia university montreal, qc h3g1m8, canada Abstract. Two integrable U (1)-invariant peakon equations are derived from the NLS hierarchy through the tri-Hamiltonian splitting method. A Lax pair, a recursion operator, a bi-Hamiltonian formulation, and a hierarchy of symmetries and conservation laws are obtained for both peakon equations. These equations are also shown to arise as potential flows in the NLS hierarchy by applying the NLS recursion operator to flows generated by space translations and U (1)-phase rotations on a potential variable. Solutions for both equations are derived using a peakon ansatz combined with an oscillatory temporal phase. This yields the first known example of a peakon breather. Spatially periodic counterparts of these solutions are also obtained.
Introduction
There has been considerable recent interest in equations that possess peaked solitary wave solutions, known as peakons. One of the first well-studied peakon equations is the Camassa-Holm (CH) equation [1, 2] u t − u txx + 3uu x − 2u x u xx − uu xxx = 0, which arises from the theory of shallow water waves. This equation possesses peakon solutions, u = c exp(−|x−ct|), and multi-peakon solutions which are linear superpositions of single peakons with time-dependent amplitudes and speeds. The CH equation also possesses a large class of solutions in which smooth initial data evolves to form a cusped wave in a finite time (i.e., a gradient blow up) while the wave amplitude remains bounded. These features are shared by many other equations, all of which belong to a general family of peakon equations [3] u t − u txx + f (u, u x )(u − u xx ) + (g(u, u x )(u − u xx )) x = 0 where f (u, u x ) and g(u, u x ) are arbitrary non-singular functions.
The CH equation is also an integrable system [1, 4, 5, 6] . In particular, it has a Lax pair, a bi-Hamiltonian formulation, and an infinite hierarchy of symmetries and conservation laws generated by a recursion operator. Moreover, the CH equation is related to the integrable hierarchy that contains the Korteweg-de Vries (KdV) equation v t + vv x + v xxx = 0, which itself is an integrable system arising from the theory of shallow water waves. Firstly, the CH equation can be obtained from a negative flow in the KdV hierarchy by a hodograph transformation [7] . Secondly, the CH equation also can be derived as a potential flow by applying the KdV recursion operator to the flow generated by u x where v = u−u xx relates the variables in the two equations [8] . Thirdly, the Hamiltonian structures of the CH equation can be derived from those of the KdV equation by a tri-Hamiltonian splitting method [9] .
The KdV equation is well-known to be related to the modified KdV (mKdV) equation v t + v 2 v x + v xxx = 0 by a Miura transformation. This equation is also a well-known integrable system, and it is related to a peakon equation u t − u txx + ((u 2 − u 2 x )(u − u xx )) x = 0 called the modified CH (mCH) equation (also known as the Fokas-Olver-Rosenau-Qiao (FORQ) equation), which is an integrable system. In particular, the mCH equation arises from the theory of surface water waves [10] and its integrability was derived by applying the triHamiltonian splitting method to the Hamiltonian structures of the mKdV equation [9, 11, 12] . It can also be obtained as a potential flow by using the mKdV recursion operator. A derivation based on spectral methods is given in Ref. [13] where the Lax pair and single peakon solutions of the mCH equation were first obtained. Other recent work on the mCH equation appears in Ref. [14, 15, 16, 17] .
The main purpose of the present paper is to derive complex, U(1)-invariant peakon equations from the integrable hierarchy that contains the nonlinear Schrodinger (NLS) equation. Two different peakon equations will be obtained. One is a complex analog of the mCH equation. The other is a peakon analog of the NLS equation itself. Both of these peakon equations are integrable systems, and the main aspects of their integrability will be presented: a Lax pair, a bi-Hamiltonian formulation, a recursion operator, and an infinite hierarchy of symmetries and conservation laws.
These two peakon equations were first derived as 2-component coupled systems in Ref. [18, 19] by Lax pair methods, without consideration of the NLS hierarchy. The derivation in the present paper shows how both of these two equations describe negative flows in the NLS hierarchy and provides a common origin for their Lax pairs. In addition, their integrability structure is obtained in a simple, systematic way by combining the tri-Hamiltonian splitting method and the AKNS zero-curvature method [20] .
In section 2, the derivation of the mCH equation from the mKdV hierarchy will be briefly reviewed, using the tri-Hamiltonian splitting method, which utilizes the bi-Hamiltonian structure of the mKdV hierarchy, and using the recursion operator method, which is closely connected to a zero-curvature matrix formulation of the mKdV hierarchy. Compared to the original presentations of these two methods [7, 9, 12] and [8] , some new aspects will be developed, including an explicit recursion formula for all of the Hamiltonians in the mCH hierarchy, and a derivation of the mCH recursion operator directly from the AKNS zerocurvature equation [20] .
In section 3, the tri-Hamiltonian splitting method will be applied to the Hamiltonian structures in the NLS hierarchy. Rather than use the standard bi-Hamiltonian structure of the NLS equation itself, whose tri-Hamiltonian splitting is known to lead to a somewhat trivial equation [9] , a third Hamiltonian structure of the NLS equation [21, 22] will be used instead. This Hamiltonian structure is connected with a higher flow in the NLS hierarchy, given by the Hirota equation [23] , which is a complex, U(1)-invariant generalization of the mKdV equation.
In section 4, the Hamiltonian operators derived from the tri-Hamiltonian splitting method will be used to construct the two U(1)-invariant peakon equations along with their biHamiltonian formulation. These two peakon equations will also be shown to arise as potential flows in the NLS hierarchy by applying the NLS recursion operator to the flows generated by x-translations and U(1)-phase rotations on a potential variable. One of the peakon equations has an NLS-type form which does not admit a real reduction, while the other peakon equation has a complex mCH-type form whose real reduction is given by the mCH equation.
In section 5, for each of the two U(1)-invariant peakon equations, their bi-Hamiltonian structure will be used to derive a hierarchy of symmetries and conservation laws, and a Lax pair will be obtained by modifying the zero-curvature equation of the mCH equation.
In section 6, solutions for the two U(1)-invariant peakon equations will be derived by using a peaked travelling wave expression modified by a temporal phase oscillation, u = a exp(i(φ + ωt) − |x − ct|). Specifically, the complex mCH-type equation will be shown to possess only a standard peakon with a constant phase, while in contrast the NLS-type peakon equation will be shown to possess a stationary peakon with a temporal phase oscillation given by w = 3 . This provides the first ever example of a peakon breather. Moreover, spatially periodic counterparts of these peakons will be derived.
Finally, some concluding remarks will be made in section 7.
Derivation of the mCH peakon equation
We start by considering the mKdV equation
where we have chosen the scaling factor in the nonlinear term to simplify subsequent expressions. This equation has the bi-Hamiltonian structure
where
3)
are compatible Hamiltonian operators, and where
are the corresponding Hamiltonians. Recall [24] , a linear operator D is a Hamiltonian operator iff its associated bracket
is skew and satisfies the Jacobi identity, for all functionals H and E. Two Hamiltonian operators are called compatible if every linear combination of them is a Hamiltonian operator.
Also recall, the composition of a Hamiltonian operator and the inverse of a compatible Hamiltonian operator is a recursion operator that obeys a hereditary property [5] . In particular, a linear operator R is hereditary if it satisfies
holding for all differential functions η(x, v, v x , . . .), where L X f denotes the Lie derivative with respect to a vector field X f = f (x, v, v x , . . .)∂ v . An equivalent formulation of the hereditary property is given by [24] prX
where f ′ denotes the Frechet derivative of a differential function f (x, v, v x , . . .) and prX f denotes the prolongation of X f to the coordinate space J ∞ = (x, v, v x , . . .). The compatible Hamiltonian operators (2.3)-(2.4) yield the hereditary recursion operator
This operator and both of the Hamiltonian operators are invariant under x-translations applied to v, which corresponds to the invariance of the mKdV equation under the symmetry operator X = −v x ∂/∂ v representing infinitesimal x-translations. The recursion operator can be combined with this symmetry to express the mKdV equation as a flow
Higher flows are generated by
corresponding to an integrable hierarchy of equations v t = P (n) , where the n = 1 flow is the mKdV equation and each successive flow n ≥ 2 inherits a bi-Hamiltonian structure P (n) = H(δH (n) /δv) = E(δH (n−1) /δv) which comes from Magri's theorem, with H (0) = E and H (1) = H. The gradients of these Hamiltonians are generated by δH (n) /δv = R * n (v) = Q (n) , n = 1, 2, . . ., in terms of the adjoint recursion operator
It is useful to observe that P (0) = −v x also can be expressed as a bi-Hamiltonian flow, in a certain formal sense. Its first Hamiltonian structure is simply P (0) = H(δH (0) /δv), while its second Hamiltonian structure arises from the relation
x (0) is redefined by the addition of some non-zero constant, so that D −1
, where the corresponding Hamiltonian is trivial. Then this flow has the bi-Hamiltonian structure
(2.14) Each higher flow in the mKdV hierarchy (2.12) corresponds to a higher symmetry operator X (n) = P (n) ∂/∂ v , n = 1, 2, . . ., all of which represent infinitesimal symmetries that are admitted by every equation v t = P (n) , n = 1, 2, . . ., in the hierarchy. Each Hamiltonian H (n) , n = 0, 1, 2, . . ., of the flows in the hierarchy corresponds to a conservation law d dt
H
(n) = 0, all of which hold for every equation v t = P (n) , n = 1, 2, . . ., in the hierarchy. The mKdV equation has the scaling symmetry v → λv, x → λ −1 x, t → λ −3 t. This symmetry can be used to derive a simple scaling formula that yields the Hamiltonians H (n) in the mKdV hierarchy, by the general scaling method [27] shown in the appendix. The formula is given by
where the Hamiltonian density h (n) can be freely changed by the addition of a total xderivative. Furthermore, the gradient recursion formula Q (n) = R * n (v) can be used to convert the Hamiltonian expression (2.15) into a recursion formula for h (n) itself, as follows. First, note expression (2.15) can be inverted to give
) modulo a total x-derivative, and thus
This provides an explicit recursion formula for all of the Hamiltonians in the mKdV hierarchy, starting from the Hamiltonian density
2.1. Tri-Hamiltonian splitting method. The basis for the method of tri-Hamiltonian splitting [9] is the observation that if a linear operator D is Hamiltonian then so is the scaled operator D (λ) defined by scaling v → λv (and similarly scaling all x-derivatives of v) in D. When D (λ) consists of two terms with different powers of λ, each term will define a Hamiltonian operator, and the resulting two operators can be shown to be a compatible Hamiltonian pair. Under scaling, the first mKdV Hamiltonian operator (2.3) is invariant,
x vD x , which yields two operators 
The following steps are used to derive a peakon equation from this Hamiltonian pair (2.18). First, observe that the operator H has the factorization
where ∆ = ∆ * is a symmetric operator. Second, introduce a potential variable u in terms of v, v = ∆u (2.20) where these variables satisfy the variational relation
Next, consider the flow defined by x-translations on v, P (0) = −v x . This root flow inherits a natural bi-Hamiltonian structure with respect to the two Hamiltonian operators (2.18). The first Hamiltonian structure arises from expressing
with v = ∆(δ H/δv) = δ H/δu through the variational relation (2.21) , where the Hamiltonian is given by
using expression (2.20) and integrating by parts. The second Hamiltonian structure comes directly from splitting the operator E = E 1 + E 2 in the bi-Hamiltonian equation (2.14) for
holds with a trivial Hamiltonian. Then, Magri's theorem [25] implies that the bi-Hamiltonian flow
defined by x-translations is a root flow for an integrable hierarchy of higher flows that are generated by the hereditary recursion operator
Each flow in the resulting hierarchy
. ., in terms of the adjoint recursion operator
where δ H (0) /δv = δ H/δv = u. These Hamiltonian gradients are equivalently given by
in terms of the operator
Moreover, as K is scaling homogeneous in terms of u, the Hamiltonians can be obtained by the general scaling method [27] shown in the appendix. This yields the formula
modulo boundary terms. Note this formula reproduces the Hamiltonian (2.23) for n = 0.
Finally, the n = 1 flow
yields the mCH equation 
from formula (2.30) with n = 1, after integration by parts. Thus, we will refer to the integrable hierarchy of higher flows
as the mCH hierarchy. The flows in the mCH hierarchy correspond to symmetry operators X (n) = P (n) ∂/∂ v , n = 1, 2, . . ., while the Hamiltonians H (n) for these flows correspond to conservation laws
. ., all of which are admitted by each equation v t = P (n) , n = 1, 2, . . ., in the hierarchy.
A useful remark is that the recursion formula (2.28) for Hamiltonian gradients can be used to convert the Hamiltonian expression (2.30) into a recursion formula for the Hamiltonian densities, similarly to the mKdV case. Specifically, substitution of
modulo a total x-derivative. This provides an explicit recursion formula for all of the Hamiltonians in the mCH hierarchy, starting from the Hamiltonian densityh (0) = 1 2 vu. All of the higher symmetries and higher Hamiltonian densities are found to be nonlocal expressions in terms of u, u x , v, and x-derivatives of v. In particular, the first higher symmetry X (2) = P (2) ∂/∂ v admitted by the mCH equation is given by
where w is another potential which is defined by
Likewise, the first higher Hamiltonian densityh (2) admitted by the mCH equation is given byh
which yields the Hamiltoniañ 
Next, substitution of these operator expressions into the mKdV recursion operator (2.10) yields
Then, when these two equations (2.41)-(2.42) are combined, this gives the relation
Since R is a hereditary recursion operator, so is R − 1, and therefore
defines a hereditary recursion operator. The hereditary property (2.8) of this operator can be verified to hold directly, using the hereditary property of the mKdV recursion operator R, which does not require splitting of the mKdV Hamiltonian operators. Furthermore, since R is invariant under x-translations, so is R. Therefore, by a standard result in the theory of recursion operators [26, 24] , R can be used to generate an integrable hierarchy of flows P (n) = R n (−v x ), n = 1, 2, . . ., starting from the root flow P (0) = −v x for the mKdV and mCH hierarchies. Note the integrability structure provided by the recursion operator R for these flows consists of a hierarchy of higher symmetries X (n) = P (n) ∂ v , n = 1, 2, . . ., that are admitted by every equation v t = P (n) , n = 1, 2, . . ., in the hierarchy. The first flow in the resulting hierarchy is given by a linear combination of the root flow and the first flow in the mCH hierarchy (2.34):
This yieldsP
Since all flows in that hierarchy have a bi-Hamiltonian structure given by the pair of mCH Hamiltonian operators (2.18), the flow (2.46) is also bi-Hamiltonian. The corresponding bi-Hamiltonian equation v t =P (1) is a slight generalization of the mCH equation (2.32):
In particular, a Galilean transformation x →x = x + t, t →t = t applied to the mCH equation (2.32) yields the generalized equation (2.47). To explain the connection, we first consider the mKdV shifted recursion operator R − 1. This operator arises in the following way from the AKNS scheme [20] using a matrix zerocurvature equation
where λ is the spectral parameter. These matrices belong to the Lie algebra sl(2, R), with U being a reduction of the standard AKNS matrix to the case of a real spectral parameter λ and a real variable v, and with V being parameterized such that
0 P P 0 are mutually orthogonal in the Cartan-Killing inner product (as defined by the trace of a matrix product) in sl(2, R). The components of the zero-curvature equation (2.48) yield
The second and third equations can be used to express
x (vP ) and ω = vD −1
x (vP ) + D x P , and then the first equation
2 P . If we now put λ = 1 2 then this yields v t = (R − 1)P (2.52) holding for an arbitrary differential function P (v, v x , v xx , . . .), where R is the mKdV recursion operator (2.10). When P = −v x is given by the x-translation symmetry X = P ∂/∂ v of this recursion operator, the zero-curvature equations (2.51b)-(2.51c) yield K = − 
which is the mKdV equation ( 
These matrices satisfy the zero-curvature equation (2.48) whenever v is a solution of the mKdV equation (2.1). We can obtain a matrix Lax pair from them by applying a gauge transformation that consists of the mKdV scaling symmetry v → λv,
combined with the scaling U → λU, V → λ 3 V . This is easily seen to produce the standard mKdV matrix Lax pair
up to a rescaling of the spectral parameter λ. We now use the relation (2.43) between the mKdV recursion operator and the recursion operator (2.26) of the mCH equation to re-write the flow equation (2.52) coming from the zero-curvature equation. This gives
x (0) = 0, we consider P = −v x and, correspondingly, P = −u x . Then the zero-curvature equations (2.51b)-(2.51c) give
is an arbitrary constant. Hence, the flow equation (2.56) becomes
which is the mCH equation (2.32) up to a convective term (c + 1)v x . We put c = −1 to make this term vanish, which yields
The matrices (2.49)-(2.50) thereby satisfy the zero-curvature equation (2.48) whenever v is a solution of the mCH equation (2.32). In particular, they are given by
A Lax pair is obtained from these matrices by applying a gauge transformation defined by the mCH scaling symmetry
which is the standard mCH matrix Lax pair (up to rescaling of the spectral parameter λ). Thus, we have shown how the AKNS zero-curvature equation can be used to derive the matrix Lax pair for the mCH equation. This derivation has not appeared previously in the literature.
An important final remark arises when we compare this Lax pair (2.61)-(2.62) to the mKdV Lax pair (2.55). In both of these Lax pairs, U depends linearly on λ, while V contains negative powers of λ in the case of the mCH Lax pair but only positive powers of λ in the case of the mKdV Lax pair. This indicates that the mCH equation can be viewed as a negative flow in the mKdV hierarchy.
Tri-Hamiltonian splitting in the NLS hierarchy
The tri-Hamiltonian splitting method was originally applied to the NLS hierarchy in Ref. [9] by considering the standard bi-Hamiltonian structure of the NLS equation. However, this did not lead to a peakon equation, because the operator ∆ = 1−D 2 x did not appear when the split Hamiltonian operators were recombined. We will show how to overcome this obstacle by using a third Hamiltonian structure of the NLS equation, which is connected with the first higher flow in the NLS hierarchy.
3.1. NLS hierarchy. We begin from the NLS equation
which has the tri-Hamiltonian structure
are mutually compatible Hamiltonian operators, with Re and Im viewed as algebraic operators, and where
are the corresponding Hamiltonians. The two lowest order Hamiltonian operators (3.3)-(3.4) yield the hereditary recursion operator
This operator and all three of the Hamiltonian operators are invariant under x-translations applied to v, as well as phase rotations applied to v, corresponding to the invariance of the NLS equation under infinitesimal x-translations and infinitesimal phase rotations, which are represented by the symmetry operators X = −v x ∂ v and X = iv∂ v . These operators yield the respective flows
which are related by the NLS recursion operator (3.9):
The NLS equation corresponds to a higher flow
where the square of the recursion operator is given by
Note that the reduction of this operator (3.13) under the reality conditionv = v is given by the negative of the mKdV recursion operator (2.10). Consequently, for comparison with the mKdV hierarchy, the most natural way to generate higher flows using the NLS recursion operator (3.9) is by dividing the NLS hierarchy into even and odd flows
which are related by
16) Then all of the odd flows (3.15) will admit a real reduction that yields a corresponding flow in the mKdV hierarchy, whereas all of the even flows (3.15) do not possess a real reduction.
Every flow in the NLS hierarchy (3.14)-(3.15) inherits a tri-Hamiltonian structure, due to Magri's theorem. For the even flows, this structure is given by
where the gradients of the Hamiltonians are generated by
and where R * is the adjoint recursion operator
The odd flows have a similar but enlarged Hamiltonian structure
is a fourth Hamiltonian operator which is mutually compatible with I, H, D. In particular, the first higher flow in this hierarchy (3.21) is an integrable U(1)-invariant version of the mKdV equation given by
which is the Hirota equation [23] . It possesses the quad-Hamiltonian structure
(3.24) Its recursion operator is given by the NLS squared recursion operator (3.13).
In the NLS hierarchy, the real reductions of H and E match the mKdV Hamiltonian operators (2.3)-(2.4), while the Hamiltonians E (n) , n = 0, 1, 2, . . . match the mKdV Hamiltonians (7.3), (2.16), multiplied by a factor of 2, with the real reduction of the variational derivative δ/δv = The root flow in the NLS hierarchy of even flows (3.17) has the Hamiltonian structure
while the root flow in the NLS hierarchy of odd flows (3.21) has the bi-Hamiltonian structure
Both of these root flows possess another Hamiltonian structure if, similarly to the mKdV case, D −1
27) where the corresponding Hamiltonians are trivial.
Each higher flow in the combined NLS hierarchy corresponds to a higher symmetry operator X (n) = P (n) ∂ v , n = 1, 2, . . ., all of which represent infinitesimal symmetries that are admitted by every equation v t = P (n) , n = 1, 2, . . ., in the combined hierarchy. The Hamiltonians E (n) , H (n) , n = 0, 1, 2, . . ., of the even and odd flows in the combined hierarchy correspond to conservation laws
, all of which hold for every equation
. ., in the combined hierarchy. All of the higher symmetries and higher Hamiltonian densities are local expressions in terms of v and its x-derivatives.
Similarly to the mKdV case, the general scaling method [27] shown in the appendix can be applied to derive the simple scaling formulas
3.2. Hamiltonian triples. Using the preceding preliminaries, we will now proceed with splitting the second and third NLS Hamiltonian operators (3.4) and (3.5). Under scaling, the second Hamiltonian operator (3.4) splits into two operators
which are a compatible Hamiltonian pair. Likewise, the third Hamiltonian operator (3.5) splits into two operators
which are a compatible Hamiltonian pair. The first Hamiltonian operator (3.3), which obviously cannot be split, is compatible with each of the two pairs (3.30) and (3.31). Hence, this yields two different Hamiltonian triples:
(3.33) In Ref. [9] , the first triple (3.32) was used to obtain the compatible Hamiltonian pair 
where u = H(δ H (0) /δv) holds for the Hamiltonian
Then, from Magri's theorem, the hereditary recursion operator R = D H −1 produces the integrable equation
which has a bi-Hamiltonian structure 
However, as discussed in Ref. [9] , this bi-Hamiltonian equation (3.36) is not a peakon equation, as it does not contain the operator ∆. We add the remark that the NLS root odd flow (3.26) also does not lead to a peakon equation. In particular, the first Hamiltonian operator H yields
where −iu x = δ E (0) /δv holds for the Hamiltonian
However, another Hamiltonian structure cannot be found for this flow by using the second Hamiltonian operator D.
We will instead make use of the other compatible Hamiltonian pair
where the first operator has the factorization
The corresponding hereditary recursion operator is given by
Both of the NLS root flows (3.10) have a Hamiltonian structure with respect to the first Hamiltonian operator in the pair (3.41):
and v is referred to as the momentum variable. By using the variational relation (2.21), we can formulate the previous Hamiltonian gradients as δ H (0) /δū = v and δ E (0) /δū = −iv x , from which we obtain the Hamiltonians
47) 
U(1)-invariant peakon equations
We will now explicitly show that the recursion operator (3.43) obtained from splitting the third Hamiltonian structure of the NLS equation generates a bi-Hamiltonian equation when it is applied to each of the root flows (3.44)-(3.45) in the NLS hierarchy, with u defined to be the peakon potential (3.46 ). This will yield two U(1)-invariant peakon equations.
From the even root flow (3.44), we obtain the first higher flow
where R = D H −1 is the recursion operator (3.43), and where D, H are the recombined Hamiltonian operators (3.41). The bi-Hamiltonian structure of this flow (4.1) arises from
in accordance with Magri's theorem, by expressing
and
with v = ∆u. These two gradients have an alternative formulation
through the variational identity (2.21). We remark that existence of the Hamiltonians H
and H (1) requires that the right-hand side of each gradient expression (4.5)-(4.6) satisfies the Helmholtz conditions [24] , as explained in the appendix. The first gradient (4.5) yields the same Hamiltonian appearing in the Hamiltonian structure (3.44) of the even root flow:
For the second gradient (4.6), we can straightforwardly verify that the Helmholtz conditions hold by a direct computation, with v = ∆u. Then, since this gradient is given by a homogeneous expression under scaling of u, we can obtain the Hamiltonian by using the scaling formula shown in the appendix. This yields
Re ū(
modulo boundary terms. Hence, the flow (4.1) has the bi-Hamiltonian structure
The corresponding flow equation v t = P (0,1) is given by
which is a NLS-type peakon equation, with the bi-Hamiltonian formulation
Similarly, from the odd root flow (3.45), we obtain the first higher flow
The bi-Hamiltonian structure of this flow (4.12) arises from
by expressing i∆ −1 v x and i 1 2
14)
through the variational identity (2.21). As in the case of the previous flow, existence of the Hamiltonians E (0) and E (1) requires that the right-hand side of each gradient expression (4.14)-(4.15) satisfies the Helmholtz conditions. The first gradient (4.14) yields the Hamiltonian that appears in the Hamiltonian structure (3.45) of the odd root flow:
For the second gradient (4.15), we can straightforwardly verify that the Helmholtz conditions hold by a direct computation, with v = ∆u. Then, since this gradient is given by a homogeneous expressions under scaling of u, we can obtain the Hamiltonian by using the scaling formula shown in the appendix. This yields
modulo boundary terms. Hence, the flow (4.12) has the bi-Hamiltonian structure
The corresponding flow equation v t = P (1,1) is given by
which is a Hirota-type peakon equation, with the bi-Hamiltonian formulation These two peakon equations (4.10) and (4.19) can be formulated as 2-component integrable systems by decomposing u and v into their real and imaginary parts: 
and the Hirota-type peakon equation (4.19) is equivalent to the integrable system
(4.26) Each of these integrable systems is invariant under SO(2) rotations on (v 1 , v 2 ), with (u 1 , u 2 ) transforming the same way.
Any linear combination of the U(1)-invariant bi-Hamiltonian peakon equations (4.10) and (4.19) is again a U(1)-invariant bi-Hamiltonian peakon equation 
wherec 1 ,c 2 are arbitrary real constants. We will conclude this derivation by pointing out a simple relationship between the recursion operator (3.43) used in obtaining the U(1)-invariant peakon equations (4.10) and (4.19) , and the NLS recursion operator (3.9). First, we express the split Hamiltonian operators (3.31) in terms of the recombined Hamiltonian operators (3.41) by
Next, we substitute these operator expressions into the NLS squared recursion operator (3.13), which is also the recursion operator of the Hirota equation (3.23). This yields
Then, we combine these two equations (4.31)-(4.32) to get the relation
defines a hereditary recursion operator, where the hereditary property (2.8) can be checked to hold directly, without the need for splitting the NLS Hamiltonian operators. The NLS-type peakon equation (4.10) arises from applying this recursion operator (4.34) to the even root flow (3.44), givinĝ
Hence, we havê In a similar way, the Hirota-type peakon equation (4.19) arises from applying the recursion operator (4.34) to the odd root flow (3.45), givinĝ
This yields a linear combination of the root flow (3.45) and the Hirota-type peakon flow (4.19),
which is a bi-Hamiltonian flow with respect to the pair of Hamiltonian operators (3.41 
In particular, a Galilean transformation x →x = x + t, t →t = t applied to the Hirota-type peakon equation (4.19) yields the generalized equation (4.42). Finally, although the two root flows (3.44) and (3.45) are related by the NLS recursion operator (3.9), the same relation does not hold for the two U(1)-invariant peakon flows (4.37) and (4.41), since −u x − R(iu) = −iIm (ū x u)v = 0 shows that P (1,1) = RP (0,1) .
Integrability properties
We will now derive some further aspects of the integrability structure of the two U(1)-invariant peakon equations (4.10) and (4.19), specifically, their hierarchies of symmetries and conservation laws, and their Lax pairs. 5.1. Symmetries. The recursion operator (3.43) which generates the U(1)-invariant peakon equations (4.10) and (4.19) by applying it to the even and odd root flows (3.10) in the NLS hierarchy is invariant under x-translations and U(1)-phase rotations. Consequently, from a standard result in the theory of recursion operators [26, 24] , this operator R gives rise to two hierarchies of flows
starting from the two NLS root flows P (0) = iv and P (1) = −v x , where the n = 1 flows correspond to the respective U(1)-invariant peakon equations (4.10) and (4.19) , as given by
Every flow in these two hierarchies is invariant under x-translations and U(1)-phase rotations. These two symmetries are respectively generated by
In each hierarchy (5.1) and (5.2), every higher flow corresponds to a higher symmetry operator
representing an infinitesimal symmetry that is admitted by the respective U(1)-invariant peakon equations (5.3) and (5.4). All of these higher symmetries are nonlocal. In particular, the first higher symmetry in each hierarchy is given by
and .2) have a bi-Hamiltonian structure
The Hamiltonian gradients are given by 14) starting from the respective gradients (4.3) and (4.13), by using the adjoint recursion operator
These gradients also have the formulation 17) which is obtained through the variational identity (2.21) combined with the recursion operator relation
We can get a formula for the Hamiltonians by using the general scaling method [27] shown in the appendix, which relies on the gradients (5.16) and (5.17) being scaling-homogeneous expressions of u and x-derivatives of u. This yields
modulo boundary terms. All of the higher Hamiltonian densities are nonlocal. In particular, the first higher density in each hierarchy is given bỹ
(5.21) and 24) belonging to the Lie algebra sl(2, C), where K and J are real functions, and where P and ω are complex functions. Note that U is the standard AKNS matrix, but with the spectral parameter λ being real, and V is parameterized such that
are mutually orthogonal in the Cartan-Killing inner product in sl(2, C).
(Recall, this inner product is defined by the trace of the product of a sl(2, C) matrix and a hermitian conjugated sl(2, C) matrix.) In this representation, the components of the zerocurvature equation (2.48) yield x Im (vD x P ), which yields
then we obtain
holding for an arbitrary differential function P (v, v x , v xx , . . .), where R is the NLS recursion operator (3.9) and −R 2 is the recursion operator (3.13) that generates the even flows (3.14) and the odd flows (3.15) in the NLS hierarchy. This shows that, in the matrices (5.23)-(5.24), P can be identified with the generator of any flow in the NLS hierarchy.
As a first step to obtain a Lax pair in a systematic way, we will show how to use these matrices (5.23)-(5.24) to derive a Lax pair for the root flows in each of the two hierarchies (3.14) and (3.15) .
In particular, for P = iv, which corresponds to the even root flow in the NLS hierarchy, the zero-curvature equations (5.25b)-(5.25d) yield K = c 1 , ω = iv x + c 1 v, J = 
into these matrices (5.23)-(5.24), followed by a gauge transformation consisting of the NLS scaling symmetry v → λv, x → λ −1 x, t → λ −2 t combined with the scaling U → λU, V → λ 2 V , can be seen to give the standard NLS matrix Lax pair
up to rescaling the spectral parameter. Likewise, for P = −v x , which corresponds to the odd root flow in the NLS hierarchy, the zero-curvature equations (5.25b)-(5.25d) yield K = − 
into the matrices (5.23)-(5.24), followed by a gauge transformation v → λv, x → λ −1 x, t → λ −3 t, U → λU, V → λ 3 V , thereby gives a matrix Lax pair for the Hirota equation
(5.30) up to rescaling the spectral parameter.
We will next adapt the previous steps to both the NLS-type peakon equation (4.10) and the Hirota-type peakon equation (4.19) . The main idea is to use the NLS recursion operator relation (4.33) to express the zero-curvature flow equation (5.26) in terms of the recursion operator R that generates the two hierarchies of U(1)-invariant peakon flows (5.1)-(5.2). This yields
As a result, P can be chosen to be the generator of any flow in the hierarchies (5.1)-(5.2).
We proceed by separately considering the two flows
which are the respective (n = 0) root flows in these two hierarchies. The corresponding flows on the potential u are given by
For the first flow P = P (0,0) = iu, the zero-curvature equations (5.25b)-(5.25d) give
Hence, the flow equation (5.31) becomes
which is the NLS-type peakon equation (4.10) if we put c 2 = 1 and c 1 = 0. Then, by substituting
into the matrices (5.23)-(5.24), and applying a gauge transformation given by
we obtain the Lax pair
For the second flow P = P (1,0) = −u x , the zero-curvature equations (5.25b)-(5.25d) give
which is the Hirota-type peakon equation (4.19) if we put c 1 = −1 and c 2 = 0. Then, by substituting
into the matrices (5.23)-(5.24), and applying the gauge transformation (5.37), we obtain the Lax pair Peakons are not classical solutions and instead are commonly understood as weak solutions [28, 29, 30, 31, 32, 16] in the setting of an integral (weak) formulation of a given peakon equation. A weak formulation is defined by multiplying the peakon equation by test function ψ(t, x) and integrating by parts to remove all terms involving v and derivatives of v, leaving at most u, u x , and u t in the integral. The weak formulation of the mCH equation (2.32) is given by
Its well-known peakon solution [13, 16] has the amplitude-speed relation a = c:
For both the NLS-type peakon equation (5.3) and the Hirota-type peakon equation (5.4), their U(1)-invariance allows for the possibility of oscillatory peakon solutions whose form is given by a peaked travelling wave a exp(−|x − ct|) modulated by an oscillatory plane-wave phase exp(i(φ + wt + kx)).
We will begingby considering smooth plane-wave solutions u = a exp(i(kx + wt)), a, k, w = const. This wave can move in either direction, with no restriction on its speed. These features of the plane-wave solutions are analogous to the features of the oscillatory solitons [33] of the Hirota equation (3.23) and the usual solitons [20] of the NLS equation (3.1).
We will now seek oscillatory peakon solutions u = a exp(i(φ + wt + kx)) exp(−|ξ|), ξ = x − ct, a, c, φ, w, k = const. (6.12) where w/(2π) is a temporal oscillation frequency, 2π/k is a spatial modulation length, and φ is a phase angle. The momentum variable (3.46) corresponding to expression (6.12) is given by the distribution
To proceed, we first observe that neither of the U(1)-invariant peakon equations (5.3) and (5.4) has a weak formulation that involves only u,ū, and their first derivatives. In particular, after multiplication by a complex-valued test function ψ(t, x), the NLS-type equation
x ) x and ψ(ū x uu xx ) x ≡ −ψ xūx uu xx , which cannot be expressed as total x-derivatives (where "≡" denotes equality modulo a total x-derivative). Likewise the Hirota-type equation (5.4) contains problematic terms ψ(|u x | 2 u xx ) x ≡ −ψ xūx u x u xx and ψū x uu xx . But since the oscillatory peakon expression (6.12) factorizes into a standard peakon amplitude expression a exp(−|x − ct|) and an oscillatory phase expression exp(i(φ + wt + kξ)), we can consider a weak formulation in which a polar form u = A exp(iΦ),ū = A exp(−iΦ) (6.14)
is used such that any derivatives of A of second and higher orders are removed. Specifically, first we substitute this polar form into the peakon equations (5.3) and (5.4) multiplied by the test function ψ(t, x); next we use integration by parts to remove all terms involving A xx , A tx , and their derivatives; then we split the resulting integral equation into its real and imaginary parts. This yields what we will call a weak-amplitude formulation. (ii) The Hirota-type equation (5.4) in polar form has the weak-amplitude formulation
This pair of integral equations (6.17)-(6.18) is satisfied by all classical solutions of the Hirotatype peakon equation (5.4).
All non-smooth solutions (6.14) of these integral equations will be weak-amplitude solutions of the corresponding peakon equations on the real line, x ∈ R.
To derive the 1-peakon solutions of the NLS-type peakon equation (5.3) and the Hirotatype peakon equation (5.4), we begin by substituting expression (6.12) in polar form A = ae −|ξ| , Φ = φ + wt + kx into the corresponding weak-amplitude integral equations. Next, we change the spatial integration variable from x to ξ and split its integration domain into (−∞, 0) and (0, ∞). Finally, we use integration by parts to evaluate the integrals. 
This pair of equations must hold for all test functions ψ 1 and ψ 2 , respectively. Hence, we obtain the conditions
We want a = 0, and so then these four conditions yield which represents a complex-valued peaked travelling wave with a constant phase. In fact, this solution is simply the mCH peakon (6.4) multiplied by the phase e iφ , and its existence is a direct consequence of the Hirota-type peakon equation being U(1)-invariant and reducing to the mCH equation under u =ū.
In contrast, the NLS-type peakon equation (5.3) becomes trivial under u =ū, and so we expect that its peakon solution will be qualitatively different than the mCH peakon (6.4) and the Hirota peakon (6.24). (21k
(6.26) Since this pair of equations must hold for all test functions ψ 1 and ψ 2 , we obtain the respective conditions
where we want a = 0. These four conditions yield 6.3. Periodic peakons and peakon-breathers. Both of the peakon solutions (6.24) and (6.30) are defined on the real line, x ∈ R. We will next consider spatially periodic counterparts of these solutions, which are defined on the circle, x ∈ S 1 . We use the same weak-amplitude formulation stated in Lemma 1 except that the integration domain R 2 for (t, x) is now replaced by R × S 1 and the smooth test functions ψ 1 (t, x), ψ 2 (t, x) are now periodic in x. All non-smooth solutions (6.14) of the resulting integral equations will be periodic weak-amplitude solutions on the circle, x ∈ S 1 . Hereafter we will use the notation {ξ} = ξ − ⌊ξ⌋ ∈ [0, 1) to denote the fractional part of a variable ξ, where ⌊ξ⌋ is the floor function.
Real ), ξ = x − ct, a, c, φ, w, k = const. (6.33) whose form consists of a real periodic peakon modulated by an oscillatory plane-wave phase exp(i(φ + wt + kx). We use the same steps as in the derivation of the oscillatory peakon solutions (6.24) and (6.30).
The Hirota peakon weak-amplitude integrals (6.17)-(6.18) formulated on R × S 1 are respectively given by
)ψ 1xx (ξ + ct, t) dξ dt (6.34) and
)ψ 2 (ξ + ct, t) )ψ 2 (ξ + ct, t) dξ dt − a sinh( ) that is temporally modulated by e iwt .
Concluding remarks
In this paper we have derived two integrable U(1)-invariant peakon equations from the NLS hierarchy. These integrable equations are associated with the first two flows in this hierarchy, which consist of the NLS equation and the Hirota equation (a U(1)-invariant version of mKdV equation), so consequently one equation can be viewed as an NLS-type peakon equation and the other can be viewed as a Hirota-type peakon equation (a complex analog of the mCH/FORQ equation).
For both peakon equations, we have obtained a Lax pair, a recursion operator, a biHamiltonian formulation, and a hierarchy of symmetries and conservation laws. These two peakon equations have been derived previously as real 2-component coupled systems [18, 19] by Lax pair methods, without consideration of the NLS hierarchy.
We have also investigated oscillatory peakon solutions for these U(1)-invariant peakon equations. The Hirota peakon equation possesses only a moving non-oscillatory peakon with a constant phase. In contrast, the NLS peakon equation possesses a stationary oscillatory peakon representing a peaked breather. Breathers are familiar solutions for soliton equations but they had not been found previously for peakon equations. We have also obtained spatially periodic counterparts of these peakon solutions.
An important goal will be to find multi-peakon solutions for both the NLS-type peakon equation (5.3) and the Hirota-type peakon equation (5.4). These solutions should be given by a superposition of oscillatory 1-peakons
A j exp(iΦ j ), A j = α j (t) exp(−|x − β j (t)|), Φ j = φ j + ω j (t) (7.1) with time-dependent positions β j (t), amplitudes α j (t), and phases ω j (t). However, the weakamplitude formulation in Lemma 1 is not general enough to allow solutions of this form to be found, and the lack of a more general weak formulation implies that some type of explicit regularization of products of distributions involving sgn(x − β j (t)) and δ(x − β k (t)), j, k = 1, . . . , N, will have to be considered. This problem will be addressed elsewhere. There are several directions that can be pursued for future work: (1) studying solutions with non-zero asymptotic boundary conditions and smooth soliton solutions; (2) establishing existence of weak solutions with general initial data and finding conditions for wave breaking; (3) finding a geometric realization of both peakon equations based on the well-known equivalence of the NLS equation to the vortex filament equation. Appendix 7.1. Scaling formula. When a Hamiltonian structure possesses a scaling symmetry, an explicit formula can be derived to express the Hamiltonian in terms of its gradient, by using the scaling method in Ref. [27] .
Consider a Hamiltonian evolution equation is a Hamiltonian functional, and H is a Hamiltonian operator. Note the Hamiltonian gradient is given by Q = δH/δv = E v (h) (7.4) where
x (∂ vxx f ) + · · · (7.5) denotes the Euler operator [24] with respect to v.
Suppose the evolution equation possesses a scaling symmetry
where a, b, c = const. are the scaling weights. Also suppose the Hamiltonian structure is scaling homogeneous h → λ p h, H → λ q H (7.7) where the scaling weights p, q = const. are related to a, b, c by p + q + b − 2c = 0 (7.8) due to homogeneity. Then the Hamiltonian gradient has the scaling Q → λ p−c Q.
Note the generator of the scaling is given by the vector field X scal. = (cv − axv x − btv t )∂ v (7.10) in evolutionary form. The scaling homogeneity of the Hamiltonian density h implies prX scal. h = ph − axD x h − btD t h (7.11) under the prolongation of the scaling generator. The explicit action of this generator is given by prX scal. h ≡ (cv − axv x − btv t )E v (h) = (cv − axv x − btv t )Q (7.12) where ≡ denotes equality modulo total x-derivatives. This yields ph ≡ (cv − axv x − btv t )Q + axD x h + btD t h (7.13) which can be simplified by the following steps. First, the Hamiltonian structure implies [24] that the Hamiltonian is conserved, d dt H = 0, on the space of solutions v(t, x) of the evolution equation (7.2) . This conservation equation can be expressed in the form D t h = D x Φ for some flux Φ. Consequently, in the scaling equation (7.13) , the term btD t h = D x (btΦ) is a total x-derivative.
Next, the property that a Hamiltonian operator is skew [24] implies that QH(Q) = D x Θ holds for some expression Θ. Hence, on the space of solutions v(t, x) of the evolution equation (7.2), the term btv t Q = btQH(Q) = btD x Θ = D x (btΘ) in the scaling equation (7.13) is a total x-derivative.
Finally, the identity xf = D x (xD
x f can be used to express the terms axD x h − axv x Q in the scaling equation (7.13) as ax(D x h − v x Q) ≡ aD x (vD x Q) (7.14)
which provides an explicit formula for obtaining the Hamiltonian density in terms of its gradient whenever p + a = 0. This condition is equivalent to prX scal. H = 0.
