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Abstract
We study nonlinear gravitational perturbations of vacuum Einstein equa-
tions, with Λ < 0 in (n + 2) dimensions, with n > 2, the n = 2 case already
having been done before. We follow the formalism by Ishibashi, Kodama and
Seto to decompose the metric perturbations into tensor, vector and scalar
sectors, and simplify the Einstein equations. We render the metric pertur-
bations asymptotically anti-de Sitter by employing a suitable gauge choice
for each of the sectors. Finally, we analyze the resonant structure of the per-
turbed equations at second order for the five dimensional case, by starting
out with tensor-type perturbations at the linear level. We find evidence for
resonances at second order.
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I Introduction
The stability of the three maximally symmetric solutions to the vacuum
Einstein equations (with cosmological constant) has been studied extensively.
Minkowski and de Sitter spacetime have been found to be nonlinearly stable
under small perturbations [1], [2]. Although Anti de Sitter (AdS) spacetime
is stable under linearized perturbations, it was conjectured to be nonlinearly
unstable with reflecting boundary conditions at the AdS boundary [3]. In [4],
Bizon and Rostworowski did a numerical study, which involved spherically
symmetric evolution of a massless scalar field in four dimensions, with Λ < 0.
The end point of the evolution was a black hole, indicating the nonlinear
instability of the system. These results hold true for higher dimensions as
well [5].
The AdS instability was also observed in the evolution of complex scalar
fields [6]. The evolution of a massless scalar field in Gauss Bonnet gravity
was numerically studied in [7], [8]. Further, renormalization group methods
[9], [10] and the two-time framework (TTF) [11],[12], [13] were used to study
the instability of AdS. An interacting scalar field in AdS was investigated in
TTF in [14].
Certain systems like a massless scalar field enclosed in a cavity in Minkowski
[15] and massive fields in AdS [16], were thought to exhibit an AdS-like insta-
bility, although the linear spectra was non-resonant. This led to the question
of whether resonant spectra are required for a turbulent instability. It was
later seen that there is a minimum amplitude required to trigger instability
in such cases [17]. This minimum amplitude was too small to be observed ini-
tially in numerical studies. The reasons for these observations were discussed
in [18].
Non collapsing solutions were studied for asymptotically AdS spacetimes
in [17], [19], [20], [21], [22], [23] and [24].
Finally, the proof of AdS instability for the Einstein-massless Vlasov sys-
tem in spherical symmetry was given by Moschidis [25].
Non spherically symmetric collapse was also studied in [26] with massless
scalar field in five dimensions. It was seen that the configuration collapsed
faster than the spherically symmetric case. Rotational dynamics of AdS5
was studied in [27] in presence of a complex doublet scalar field.
Study of pure gravitational perturbations naturally involves breaking of
spherical symmetry. In this regard, numerical evolution for pure gravity was
done in AdS5 using the cohomogeneity-two biaxial Bianchi IX ansatz [28].
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A more general breakdown of spherical symmetry was done in AdS4 [29],
where time periodic solutions called geons were constructed. Geons were
also constructed in [30], [31], [32], [33], [34], [35], [36] and [37]. Nonlinear
perturbation theory was employed to study pure gravitational perturbations
in a cavity in Minkowski, in general dimensions [38]. Very recently, the
resonant system was derived in five dimensions, within cohomogenity-two
biaxial Bianchi IX ansatz [39].
In this work, we extend the work of systematically studying gravitational
perturbations of AdS using nonlinear perturbation theory in four dimensions
[32], to general (n+2) dimensions (n > 2). In section II, we give an overview
of the methods used to study pure gravitational perturbations of AdSn+2. We
use the Kodama-Ishibashi formalism [40] to study nonlinear perturbations,
by extending it beyond the linear level. Section III holds a brief discus-
sion on how the metric perturbations and hence the source terms fall off,
upon imposing asymptotic AdS boundary conditions. Section IV contains
simplification of higher order equations. In section V-VII we systematically
construct metric perturbations and render them asymptotically AdS through
suitable gauge choices. Section VIII contains calculation of ls = 0, 1 scalar
modes as well as lv = 1 vector modes. These modes, which are gauge at
linear level, are in fact physical perturbations at higher orders. In Section
IX, we look at the nature of secular resonances arising in dimension five,
which corresponds to n = 3. Finally, section X contains the summary and
discussion of this paper.
II Methodology
The vacuum Einstein equation with negative cosmological constant (i.e. Λ <
0) in (n+ 2) spacetime dimensions is given by
Rµν +
(n+ 1)
L2
gµν = 0 (II.1)
where L2 = −n(n+1)
2Λ
. We are interested in the solutions of the above equation
when the metric gµν is expanded around the AdS metric, which we will refer
to as the background metric, given by
ds2 = −f(r)dt2 + f(r)−1dr2 + r2dΩ2n , f(r) = 1 +
r2
L2
(II.2)
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where dΩ2n = γij(w)dw
idwj is the metric for n−sphere. We are interested in
generic perturbations about the background metric to higher orders in per-
turbation theory. In the equations that follow, we employ the notation used
by [32]. Hence the ‘bar’ quantities refer to the background AdS geometry.
Next we expand the solutions of (II.1) as gµν = g¯µν + δgµν , where
δgµν =
∑
1≤i
(i)hµνǫ
i (II.3)
Then the inverse metric can be represented as
gαβ = (g¯−1 − g¯−1δgg¯−1 + g¯−1δgg¯−1δgg¯−1 − ...)αβ
= g¯αβ + δgαβ. (II.4)
The Christoffel symbol as:
Γαµν = Γ¯
α
µν +
1
2
(g¯−1 − g¯−1δgg¯−1 + ...)αβ(∇¯µδgβν + ∇¯νδgβµ − ∇¯βδgµν)
= Γ¯αµν + δΓ
α
µν , (II.5)
And the Ricci tensor as:
Rµν = R¯µν + ∇¯αδΓαµν − ∇¯νδΓααµ + δΓααλδΓλµν − δΓλµαδΓαλν
= R¯µν + δRµν . (II.6)
The perturbed Einstein’s equation is given by
(i)Rµν +
(n + 1)
L2
(i)hµν = 0 (II.7)
Before writing down our working equations, we define the following two quan-
tities: The Lorentzian Lichnerowicz operator △L, which is given as
2△L(i)hµν =− ∇¯α∇¯α(i)hµν − ∇¯µ∇¯ν (i)h + ∇¯µ∇¯α(i)hαν + ∇¯ν∇¯α(i)hαµ
+ R¯µα
(i)hαν + R¯να
(i)hαµ − 2R¯µανλ(i)hαλ (II.8)
and (i)Aµν defined as
(i)Aµν =[ǫ
i]
{
− ∇¯α
[
(−g¯−1δgg¯−1 + ...)αλ(∇¯µδgλν + ∇¯νδgλν − ∇¯λδgµν)
]
+ ∇¯ν
[
(−g¯−1δgg¯−1 + ...)αλ(∇¯µδgλα + ∇¯αδgλµ − ∇¯λδgµα)
]
− 2δΓααλδΓλµν + 2δΓλµαδΓαλν
}
(II.9)
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where [ǫi] f denotes the coefficient of ǫi in the expansion of the power series∑
i[ǫ
i]fi. By using (II.1) and (II.7) one can easily obtain
(i)Gµν = 2△˜L(i)hµν − (i)Sµν = 0 (II.10)
where △˜L(i)hµν is given as
2△˜L(i)hµν = 2△L(i)hµν + 2(n+ 1)
L2
(i)hµν − g¯µν(g¯αβ△L(i)hαβ − (i)hαβR¯αβ)
(II.11)
and (i)Sµν is given in terms of
(i)Aµν is defined as
(i)Sµν =
(i)Aµν − 1
2
g¯µν g¯
αβ(i)Aαβ (II.12)
The background metric g¯µν is spherically symmetric and is of the form
ds2 = g¯µνdz
µdzν = gab(y)dy
adyb + r2(y)dΩ2n (II.13)
One can use the gauge invariant formalism given by Ishibashi, Kodama and
Seto [40] to study the perturbations around such a background metric and
we will be extending the same to higher orders in perturbations theory as
well. Let the covariant derivative associated with ds2, gabdy
adyb and dΩ2n be
∇¯M , D¯a and D¯i respectively. The metric perturbations (i)hµν are decomposed
according to their behaviour on the n−sphere i.e. into the scalar type, S, the
vector type, Vi and the tensor type, Tij . In the following sections, △ˆ = Dˆ
iDˆi
where raising (and lowering) of the sphere indices is done with γij. The scalar
harmonics S satisfy
(△ˆ+ k2s)S = 0 (II.14)
where k2s = ls(ls + n − 1) and ls = 0, 1, ..., from where one can construct Si
and Sij
Si = − 1
ks
D¯iS; Sij =
1
k2s
D¯iD¯jS+
1
n
γijS (II.15)
which satisfy
D¯iSi = ksS; S
i
i = 0; D¯jS
j
i =
(n− 1)(k2s − n)
nks
Si. (II.16)
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Vector harmonics Vi are defined as
(△ˆ+ k2v)Vi = 0 (II.17)
where k2v = lv(lv + n− 1)− 1 and lv = 1, 2, ..., such that
D¯iV
i = 0. (II.18)
From Vi, one can construct tensors Vij
Vij = − 1
2kv
(D¯iVj + D¯jVi) (II.19)
which satisfy
V
i
i = 0; D¯jV
j
i =
(k2v − (n− 1))
2kv
Vi (II.20)
Tensor type harmonics, Tij are defined as
(△ˆ + k2)Tij = 0 (II.21)
where k2 = l(l + n− 1)− 2 and l = 2, 3, .... They satisfy
T
i
i = 0; D¯jT
j
i = 0 (II.22)
The metric perturbations can be now be expanded as
(i)hab =
∑
ks
(i)fabksSks ;
(i)hai = r
(∑
ks
(i)f
(s)
aks
Sksi +
∑
kv
(i)f
(v)
akv
Vkvi
)
(i)hij =r
2
(∑
k
(i)HTkTkij + 2
∑
kv
(i)H
(v)
Tkv
Vkvij
+ 2
∑
ks
((i)H
(s)
Tks
Sksij +
(i)HLksγijSks)
)
(II.23)
The metric components are also gauge dependent. Under an infinitesimal
gauge transformation δ¯zα =
∑
i
(i)ζα, metric perturbation (i)hµν transforms
as
(i)hµν → (i)hµν − ∇¯µ(i)ζν − ∇¯ν (i)ζµ (II.24)
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i.e
(i)hab →(i)hab − D¯a(i)ζb − D¯b(i)ζa
(i)hai →(i)hai − D¯i(i)ζa − r2D¯a
(
(i)ζi
r2
)
(i)hij →(i)hij − D¯i(i)ζj − D¯j (i)ζi
− 2rD¯ar (i)ζaγij (II.25)
Let (i)ζa =
(i)TaS and
(i)ζi = r
(i)MSi + r
(i)M (v) Vi. Thus the gauge transfor-
mations for (i)fab,
(i)f
(s)
a , (i)f
(v)
a , (i)H
(s)
T ,
(i)H
(v)
T ,
(i)HL and
(i)HT are
(i)fab → (i)fab − D¯a(i)Tb − D¯b(i)Ta (II.26)
(i)f (s)a → (i)f (s)a − rD¯a
(
(i)M
r
)
+
ks
r
(i)Ta (II.27)
(i)HL → (i)HL − ks
nr
(i)M − D¯
ar
r
(i)Ta (II.28)
(i)H
(s)
T → (i)H(s)T +
ks
r
(i)M (II.29)
(i)f (v)a → (i)f (v)a − rD¯a
(
(i)M (v)
r
)
(II.30)
(i)H
(v)
T → (i)H(v)T +
kv
r
(i)M (v) (II.31)
(i)HT → (i)HT (II.32)
For all cases except ls = 0, 1 and lv = 1 modes, one can define the following
gauge invariant variables.
(i)Za =
(i)f (v)a +
r
kv
D¯a
(i)H
(v)
T (II.33)
(i)Fab =
(i)fab +
1
2
D¯(a
(i)Xb);
(i)F = (i)HL +
(i)H
(s)
T
n
+
1
r
D¯ar(i)Xa (II.34)
where
(i)Xa =
r
ks
(
(i)f (s)a +
r
ks
D¯a
(i)H
(s)
T
)
(II.35)
It is possible to write the △˜L operator in (II.10) solely in terms of these gauge
invariant variables [40]. The strategy is to solve for these variables and add
suitable gauge transformations to the metric perturbations to render them
asymptotically AdS (aAdS).
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III Asymptotic nature of source terms
In order to ensure that the metric perturbations are asymptotically AdS, the
leading order behaviour of δgµν , has to be [42], [44], [45]:
δgrr ∼ 1
rn+3
; δgrγ ∼ 1
rn+2
; δgγσ ∼ 1
rn−1
(III.36)
where σ, γ 6= r. Given this, one can see that the leading order behaviour of
the inverse δgµν should be:
δgrr ∼ 1
rn−1
; δgrγ ∼ 1
rn+2
; δgγσ ∼ 1
rn+3
(III.37)
The metric perturbations at higher orders depend on the sources as well.
Therefore while making the relevant gauge choice it is also important to
take into account the fall off of the sources (i)Sµν . Using (II.9), (III.36) and
(III.37), one can deduce their leading order behaviour, which is as follows:
(i)Srr ∼ 1
r2n+4
; (i)Srγ ∼ 1
r2n+3
; (i)Sγσ ∼ 1
r2n
(III.38)
IV Linear and higher order equations
The tensor, vector and scalar sectors decouple completely at the linear level
and are discussed in [43]. The higher order perturbed equations, (II.10) can
be obtained in terms of the gauge invariant variables, (i)HT ,
(i)F , (i)Fab and
(i)Za. For eg., for µ = a, ν = i, (II.10) takes the form,
∑
kv
[
− 1
rn
D¯b
{
rn+2
[
D¯b
(
(i)Za
r
)
− D¯a
(
(i)Zb
r
)]}
+
k2v − (n− 1)K
r
(i)Za
]
kv
Vkvi
+
∑
ks
[
− ks
( 1
rn−2
D¯b(r
n−2(i)F ba)− rD¯a
(
1
r
(i)F bb
)
− 2(n− 1)D¯a(i)F
)]
ks
Sksi
= (i)Sai. (IV.39)
In order to decompose the various sectors we use the fact that∫
T
ij
Vijd
nΩ =
∫
T
ij
Sijd
nΩ =
∫
V
ij
Sijd
nΩ =
∫
V
i
Sid
nΩ = 0. (IV.40)
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After doing the necessary projections, one gets the following equations (see
[38] for more details): The higher order tensor sector takes the form:
−r2D¯aD¯a(i)HT − nrD¯arD¯a(i)HT + (k2 + 2)(i)HT =
∫
T
ij
k
(i)Sijd
nΩ. (IV.41)
We obtain the two equations pertaining to vector sector:
− 1
rn
D¯b
{
rn+2
[
D¯b
(
(i)Za
r
)
− D¯a
(
(i)Zb
r
)]}
+
k2v − (n− 1)
r
(i)Za
=
∫
V
i
kv
(i)Said
nΩ, (IV.42)
− 2kv
rn−2
D¯a(r
n−1(i)Za) =
∫
V
ij
kv
(i)Sijd
nΩ. (IV.43)
For the scalar sector, there are three equations, (quantities with superscript
m on the left side are defined for the metric gab.)
− D¯cD¯c(i)Fab + D¯aD¯c(i)F cb + D¯bD¯c(i)F ca + n
D¯cr
r
(−D¯c(i)Fab + D¯a(i)Fcb + D¯b(i)Fca)
+ mRca
(i)Fcb +
mRcb
(i)Fca − 2mRacbd(i)F cd +
(
k2s
r2
+
2(n+ 1)
L2
)
(i)Fab − D¯aD¯b(i)F cc
− 2n
(
D¯aD¯b
(i)F +
1
r
D¯arD¯b
(i)F +
1
r
D¯brD¯a
(i)F
)
−
(
D¯cD¯d
(i)F cd
+
2n
r
D¯crD¯d(i)Fcd +
(
− mRcd + 2n
r
D¯cD¯dr +
n(n− 1)
r2
D¯crD¯dr
)
(i)Fcd
− 2nD¯cD¯c(i)F − 2n(n+ 1)
r
D¯crD¯c
(i)F + 2(n− 1)(k
2
s − n)
r2
(i)F − D¯cD¯c(i)F dd
− n
r
D¯crD¯c
(i)F dd +
k2s
r2
(i)F dd
)
gab =
∫
Sks
(i)Sabd
nΩ, (IV.44)
−ks
( 1
rn−2
D¯b(r
n−2(i)F ba)− rD¯a
(
1
r
(i)F bb
)
− 2(n− 1)D¯a(i)F
)
=
∫
S
i
ks
(i)Said
nΩ, (IV.45)
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−k2s [2(n− 2)(i)F + (i)F cc ] =
∫
S
ij
ks
(i)Sijd
nΩ. (IV.46)
In the following sections we will drop the superscript (1) on metric (1)hµν ,
while considering the leading order perturbations.
V Tensor perturbations
V.1 At linear level
Tensor perturbations are solely present in the δgij component i. e. hij =
r2HTkTkij . Following [43], we let HTk = r
−n/2ΦTk. Then the tensor pertur-
bations at leading order are governed by:
Φ¨T − f 2Φ′′T − f ′fΦ′T +
(
n(n− 2)
4
f 2
r2
+
n
2r
f ′f +
l(l + n− 1)
r2
)
ΦT = 0
(V.47)
Substituting the ansatz ΦT = cos(ωt+ b)φ in (V.47) we get:
Lˆφ = ω2φ (V.48)
where Lˆ is given by
Lˆ = −f 2∂2r − f ′f∂r +
(
n(n− 2)
4
f 2
r2
+
n
2r
f ′f +
l(l + n− 1)
r2
)
(V.49)
Th eigensolutions which ensure appropriate aAdS conditions at the boundary
are given by
φ = ep,l = dp,l
L
1
2
+νr
1
2
+σ
(r2 + L2)
(ν+σ+1)
2
2F1
(
ζων,σ, ζ
−ω
ν,σ , 1 + ν;
L2
(r2 + L2)
)
(V.50)
where ζων,σ =
ν+σ+ωL+1
2
, ν = (n+1)
2
and σ = l + (n−1)
2
The eigenfrequencies ω
are determined by imposing regularity of φ at the origin, which gives us
ωL = 2p+ l + n+ 1; p = 0, 1, 2... (V.51)
The eigenfunctions ep,l form a complete orthogonal set w.r.t the inner product
< ep,l, ep′,l >=
∫ ∞
0
ep,lep′,lw(r)dr = δ
p′
p (V.52)
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where w(r) is the appropriate weight function given by
w(r) =
1
f
(V.53)
Hence the normalization constant dp,l is given by
dp,l =
[
2
L
(2p+ l + n + 1)Γ(p+ l + n+ 1)
p!Γ(p+ l + n+1
2
)Γ(p+ n+3
2
)
]1/2(
n + 3
2
)
p
(V.54)
V.2 Higher orders
To study higher order tensor perturbations, we let (i)HTk = r
−n
2
(i)ΦTk in
(IV.41), which leads to
(i)Φ¨T + Lˆv
(i)ΦT = r
n
2
−2f
∫
T
ij (i)Sijd
nΩ (V.55)
Just like linearized perturbations, the leading order fall of (i)ΦT at asymptotic
infinity is
(i)ΦT ∼ 1
r
n
2
+1
(V.56)
This automatically ensures the correct leading order asymptotic behaviour
of the tensor sector of δgij, which is ∼ r−(n−1). Thus the tensor sector at
all orders are already in aAdS form. Further simplification of the equations
can be done by using the orthonormality and completeness of eigenfunctions.
The completeness of ep,l allows one to write
(i)ΦT as
(i)ΦTk =
∑∞
p=0
(i)cp,k(t)ep,l(r), so that
(i)cp,k satisfies:
(i)c¨p,k(t) + ω
2(i)cp,k(t) =< r
n
2
−2f
∫
T
ij
k
(i)Sijd
nΩ, ep,l > (V.57)
VI Vector perturbations
VI.1 Linear level
The following two independent equations govern vector type perturbations.
Z˙t − f 2Z ′r − f ′fZr −
(n− 1)f 2
r
Zr = 0 (VI.58)
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rf
Z¨r − r
f
Z˙ ′t +
1
f
Z˙t +
(
k2v − (n− 1)
r
)
Zr = 0 (VI.59)
From the above equations, one can obtain the following master equation in
variable Φvkv , which is defined as Zrkv = f
−1r−
(n−2)
2 Φvkv :
Φ¨v − f 2Φ′′v − f ′fΦ′v +
(
n(n + 2)
4
f 2
r2
+ (lv(lv + n− 1)− n) f
r2
− n
2
f ′f
r
)
Φv = 0
(VI.60)
By letting Φv = cos(ωt+ b)φv, (VI.60) becomes
Lˆvφv = ω
2φv (VI.61)
Here, Lˆv is given by
Lˆv = −f 2∂2r − ff ′∂r +
(
n(n+ 2)
4
f 2
r2
+ (lv(lv + n− 1)− n) f
r2
− n
2
ff ′
r
)
(VI.62)
The eigensolutions which ensure appropriate aAdS conditions at the bound-
ary are given by
φv = e
(v)
p,lv
= d
(v)
p,lv
L1/2+νvr1/2+σv
(r2 + L2)
1
2
(1+νv+σv)
2F1
(
ζωvνv,σv , ζ
−ωv
νv,σv , 1 + νv;
L2
(r2 + L2)
)
(VI.63)
where σv = lv +
(n−1)
2
, νv =
(n−1)
2
and ζωvνv,σv =
νv+σv+ωvL+1
2
. Regularity of the
eigensolution at origin sets the eigenfrequencies to be
ωvL = 2p+ lv + n; p = 0, 1, 2... (VI.64)
The vector modes also form a complete orthogonal set with an inner product
< e
(v)
p,lv
, e
(v)
p′,lv
>v=
∫ ∞
0
e
(v)
p,lv
e
(v)
p′,lv
wv(r)dr = δ
p′
p (VI.65)
where the weight function wv(r) is given by
wv(r) =
1
f
(VI.66)
Hence the normalization constant d
(v)
p,lv
is fixed as
d
(v)
p,lv
=
[
2
L
(2p+ lv + n)Γ(p+ lv + n)
p!Γ(p+ lv +
n+1
2
)Γ(p+ n+1
2
)
]1/2(
n + 1
2
)
p
(VI.67)
12
VI.2 Higher orders
The higher order vector equations will be given in terms of the following
defined quantities:
(i)Vs1kv =
∫
V
ij
kv
(i)Sijd
nΩ (VI.68)
(i)Vs2kv =
∫
V
i
kv
(i)Sird
nΩ (VI.69)
(i)Vs3kv =
[
(i)Vs2kv −
(i)Vs1kv
kvr
+
1
2kvf
(f (i)Vs1kv)
′
]
(VI.70)
Then the relevant equations are:
(i)Z˙t = f
2(i)Z ′r + f
′f (i)Zr + (n− 1)f
2
r
(i)Zr +
f (i)Vs1
2kvr
(VI.71)
r
f
(i)Z¨r − r
f
(i)Z˙ ′t +
1
f
(i)Z˙t +
k2v − (n− 1)
r
(i)Zr =
(i)Vs2 (VI.72)
To get the master equation, we substitute the expression for (i)Z˙t given by
(VI.71) in (VI.72) gives the following:
r
f
(i)Z¨r − rf (i)Z ′′r − (3rf ′ + (n− 2)f) (i)Z ′r +
(
− rf ′′ − r
f
(f ′)2
− (2n− 3)f ′ + 2(n− 1)f
r
+
k2v − (n− 1)
r
)
(i)Zr =
(i)Vs3
(VI.73)
Letting (i)Zrkv = f
−1r−
(n−2)
2
(i)Φvkv in (VI.73) gives us a master equation for
(i)Φv:
(i)Φ¨v + Lˆv
(i)Φv = r
n
2
−2f 2(i)Vs3 (VI.74)
Further, to construct asymptotically AdS solutions to all orders, we consider
the class of metric perturbations (with suitable gauge choice) where (i)H
(v)
T =
13
0). For such a class, (i)fa in (II.23) is simply:
(i)fa =
(i)Za. Hence the metric
perturbations, along with their gauge transformations take the following form
(summation over kv on the R.H.S. of the following equations is implied):
(i)hri =
[
r2−
n
2 f−1(i)Φv − r2D¯r
(
(i)M (v)
r
)]
Vi (VI.75)
(i)hti =
[∫ t( f
rn−2
(
r
n
2
(i)Φs
)′
+
f
2kv
(i)Vs1
)
dt− r(i)M˙ (v)
]
Vi (VI.76)
(i)hij = rkv
(i)M (v) Vij (VI.77)
Gauge choice for vector perturbations:
In order to define (i)M (v) appropriately, we notice from (VI.77) that since
(i)hij needs to fall off like r
−(n−1), (i)M (v) should have an expansion of the
following form at asymptotic infinity:
(i)M (v) =
(i)mn
rn
+O(r−(n+2)) (VI.78)
The solution to (VI.74) which shows the appropriate boundary behaviour
has the following form as r →∞:
(i)Φv =
(i)cn/2
rn/2
+O(r−(n/2+2)) (VI.79)
By putting these expansions back in (VI.75) comparing the coefficients of
r−(n), one can relate (i)mn and
(i)cn/2 so as to kill off the terms contributing
to r−n. This results in the following expression for (i)M (v).
(i)M (v) = − L
2
(n + 1)
r−n/2(i)Φv (VI.80)
The above expression is similar to that given by [32] for n = 2 and is ap-
plicable for linearized perturbations (where (1)Sµν = 0) as well. One can see
that the source dependent term in (VI.76) falls off like r−(2n−2) and hence
doesn’t spoil the aAdS boundary condition for (i)hti for the given choice of
(i)M (v) (even in the lowest possible n = 2 case).
Finally, we further simplify (VI.74). Because of completeness of e
(v)
p,lv
, one can
write, (i)Φvkv =
∑∞
p=0
(i)cp,kv(t)e
(v)
p,lv
(r) where cp,kv satisfies,
(i)c¨p,kv(t) + ω
2
v
(i)cp,kv(t) =< r
n
2
−2f 2(i)Vs3kv , e
(v)
p,lv
>v (VI.81)
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VII Scalar perturbations
VII.1 Linear level
Following equations govern scalar perturbations [40]:
F cc + 2(n− 2)F = 0 (VII.82)
nf
r
F˙rr +
k2s
r2
Frt − 2nF˙ ′ + nf
′
f
F˙ − 2n
r
F˙ = 0 (VII.83)
nf 2
r
F ′rr +
(k2s
r2
f +
2n
r
f ′f + n(n− 1)f
2
r2
)
Frr − 2nfF ′′
−
(
nf ′ + 2n(n+ 1)
f
r
)
F ′ +
2(n− 1)(k2s − n)
r2
F = 0 (VII.84)
2n
rf
F˙rt − 2n
f 2
F¨ − nf
′
r
Frr +
nf ′
f
F ′ +
2n(n− 1)
r
F ′ − n(n− 1)f
r2
Frr +
n
r
(F tt )
′
− k
2
s
fr2
F tt −
2(n− 1)(k2s − n)
fr2
F = 0 (VII.85)
1
f
F˙rt + (F
t
t )
′ − 1
r
F tt + 2(n− 1)F ′ −
(n− 1)
r
F rr −
f ′
2
Frr +
f ′
2f
F tt = 0
(VII.86)
We will use the ansatz similar to [41] to simplify these equations, defined as
Frt =
2r
f
(Φ˙s + F˙ ) (VII.87)
Hence, we obtain a single master equation in terms of the master variable Φs
Φ¨s − f 2Φ′′s −
(
f ′f +
nf 2
r
)
Φ′s +
(
−(n− 1)f
′f
r
+
k2s
r2
f
)
Φs = 0 (VII.88)
Let Φs = cos(ωst+ b)φs, then (VII.88) is given by:
Lˆsφs = ω
2
sφs (VII.89)
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Here, Lˆs is defined as
Lˆs = −f 2∂2r −
(
f ′f +
nf 2
r
)
∂r +
(
−(n− 1)f
′f
r
+
k2s
r2
f
)
(VII.90)
The eigensolutions which ensure appropriate aAds conditions at the bound-
ary are given by
φs = e
(s)
p,ls
= d
(s)
p,ls
L
1
2
+νsr
1
2
+σs−
n
2
(r2 + L2)
1
2
(νs+σs+1)
2F1
(
ζωsνs,σs , ζ
−ωs
νs,σs, 1 + νs;
L2
(r2 + L2)
)
(VII.91)
where νs =
(n−3)
2
, σs = ls +
(n−1)
2
and ζωsνs,σs =
νs+σs+ωsL+1
2
. The eigenfre-
quencies ωs are obtained by imposing the regularity condition at the origin,
which gives
ωsL = 2p+ ls + n− 1 ; p = 0, 1, 2... (VII.92)
The associated eigenfunctions e
(s)
p,ls
form a complete orthogonal set and the
inner product is given by
< e
(s)
p,ls
, e
(s)
p′,ls
>s=
∫ ∞
0
e
(s)
p,ls
e
(s)
p′,ls
ws(r)dr (VII.93)
where the weight function ws(r) is given by
ws(r) =
rn
f
(VII.94)
Hence the normalization constant is given by
d
(s)
p,ls
=
(
2
L
(2p+ ls + n− 1)Γ(p+ ls + n− 1)
p!Γ(p+ ls +
n+1
2
)Γ(p+ n−1
2
)
)1/2(
n− 1
2
)
p
(VII.95)
VII.2 Higher orders
Before considering higher order perturbations, we define the following quan-
tities:
(i)Ss0ks =
∫
S
ij
ks
(i)Sijd
nΩ, (VII.96)
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(i)Ss1ks =
∫
Sks
(i)Srtd
nΩ, (VII.97)
(i)Ss2ks =
∫
Sks
(i)Sttd
nΩ, (VII.98)
(i)Ss3ks =
∫
Sks
(i)Srrd
nΩ (VII.99)
(i)Ss4ks =
1
ks
∫
S
i
ks
(i)Sird
nΩ (VII.100)
(i)Ss5ks =
(
k2s
nr
+ 2f ′ +
(n− 1)f
r
)∫ t
(i)Ss1dt−
(i)Ss2
f
+
f 2
r
(
r
f
∫ t
(i)Ss1dt
)′
,
(VII.101)
(i)Ss6ks =
f 2
2n
{
(i)Ss3 − n
r
(i)Ss4 −
(
1− n
k2s
)
(i)Ss0
r2f
−
(
(k2s − n)
nfr
− f
′
2f 2
)∫ t
(i)Ss1dt
+
1
f
(i)Ss5 − 1
ksrf
(
nr2f (i)Ss5
)′}
(VII.102)
Then the following equations govern scalar perturbations:
−k2s [(i)F cc + 2(n− 2)(i)F ] = (i)Ss0 (VII.103)
n
r
f (i)F˙rr +
k2s
r2
(i)Frt − 2n(i)F˙ ′ + nf
′
f
(i)F˙ − 2n
r
(i)F˙ = (i)Ss1 (VII.104)
nf 2
r
(i)F ′rr +
(k2s
r2
f +
2n
r
f ′f + n(n− 1)f
2
r2
)
(i)Frr − 2nf (i)F ′′
−
(
nf ′ + 2n(n + 1)
f
r
)
(i)F ′ + 2(n− 1)(k
2
s − n)
r2
(i)F =
(i)Ss2
f
(VII.105)
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2n
rf
(i)F˙rt − 2n
f 2
(i)F¨ − nf
′
r
(i)Frr +
nf ′
f
(i)F ′ +
2n(n− 1)
r
(i)F ′ − n(n− 1)
r2
f (i)Frr
+
n
r
((i)F tt )
′ − k
2
s
fr2
(i)F tt −
2(n− 1)(k2s − n)
fr2
(i)F = (i)Ss3 (VII.106)
1
f
(i)F˙rt + (
(i)F tt )
′ − 1
r
(i)F tt + 2(n− 1)(i)F ′ −
(n− 1)
r
(i)F rr −
f ′
2
(i)Frr +
f ′
2f
(i)F tt
= (i)Ss4 (VII.107)
Using the ansatz:
(i)Frt =
2r
f
((i)Φ˙s +
(i)F˙ ) (VII.108)
it is possible to use the system of five equations to obtain a single equation
in terms of the higher order master variable (i)Φs
(i)Φ¨s + Lˆs
(i)Φs =
(i)Ss6 (VII.109)
The solution to the above equation can be written as
(i)Φs =
(i)ΦHs +
(i)ΦPs (VII.110)
where the behaviour of (i)ΦHs as r → ∞ is similar to homogeneous solution
of (VII.109), i.e.
(i)ΦHs =
1
rn−1
(
(i)an−1 +
(i)an+1
r2
+ ....
)
(VII.111)
The nature of the (i)ΦPs at infinity can be deduced by looking at the behaviour
of (i)Ss6, whose leading order behaviour as r →∞ goes like r−(2n−2). Hence,
asymptotically
(i)ΦPs =
(i)b2n
r2n
+O(r−(2n+1)) (VII.112)
The various gauge invariant quantities in terms of (i)Φs are as follows.
(i)F =
1
(−k2 + n)
[
nrf (i)Φ′s + (k
2
s + n(n− 1)f)(i)Φs −
nr2f
2k2s
(i)Ss5
]
(VII.113)
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Rest of the variables can be expressed in terms of (i)F and (i)Φs. For e.g.
(i)Frr =
2r
f
(i)F ′ +
(−k2s + n)
nf 2
(i)F − 2k
2
s
nf 2
(i)Φs +
r
nf
∫
(i)Srtdt (VII.114)
Similarly, (i)Ftt is obtained from (VII.102). In order to construct aAdS so-
lutions, we consider a class of perturbations where (i)HL =
(i)fa = 0 at each
order. For this choice, (i)fab =
(i)Fab and
(i)H
(s)
L =
(i)F . Hence the metric per-
turbations along with the gauge transformations are given as (summation
over ks on the R.H.S. of each of the equations is implied):
(i)htt =
[
(i)Ftt − 2(i)T˙t + f ′f (i)Tr
]
S (VII.115)
(i)hrr =
[
(i)Frr − 2(i)T ′r −
f ′
f
(i)Tr
]
S (VII.116)
(i)hrt =
[
(i)Frt − (i)T ′t − (i)T˙r +
f ′
f
(i)Tt
]
S (VII.117)
(i)hti =
[
−(i)M˙ + ks(i)Tt
]
Si (VII.118)
(i)hri =
[
−r2
(
(i)M
r
)′
+ ksTr
]
Si (VII.119)
(i)hij = 2
[
r2(i)F − ksr
n
(i)M − rf (i)Tr
]
γijS+ 2ksr
(i)MSij (VII.120)
In order to ensure that the metric perturbations remain asymptotically AdS,
we need to make suitable gauge choices.
Gauge choice for scalar perturbations:
In order to fix (i)M and (i)Ta, we first note that
(i)Tr should be expanded
as
(i)Tr =
(i)T
(n)
r
rn
+O(r−(n+1)) (VII.121)
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Putting this expansion back in (VII.116) and expanding (i)Φs as in (VII.110),
one can compare the coefficients of r−(n+1). This means writing (i)T
(n)
r in
terms of (i)an−1 and
(i)an+1 (defined in (VII.111)) so that r
−(n+1) terms are
killed off. This way, we can construct (i)Tr in terms of
(i)Φs. Similarly
(i)Tt
and (i)M can be constructed from (VII.117) and (VII.119) respectively, by
assuming an expansion for (i)Tt of the form
(i)Tt =
(i)T
(n−1)
t
rn−1
+O(r−n) (VII.122)
Hence, the final form of gauge choices are as follows:
(i)Tr =
1
(−k2s + n)
[
k2sL
2
r
(i)Φs +
n
rn−3
∂r(r
n−1(i)Φs)
]
(VII.123)
(i)Tt = − L
2
(n+ 1)(−k2s + n)
[
(−k2s + 2n)(i)Φ˙s +
n
L2rn−4
∂r(r
n−1(i)Φ˙s)
]
(VII.124)
(i)M = − ks
(n + 1)
(i)Tr (VII.125)
These gauge choices are also valid for linearized perturbations ((i)Sµν = 0).
One important thing to note here is that there is a r−2n piece in the expres-
sion for (i)Frr arising from the source dependent terms. In four dimensions it
means the presence of non-zero (i)bn+2, since n + 2 = 2n in four dimensions.
This means that (i)Tr will have a second derivative of
(i)Φs w.r.t to radial coor-
dinate. But in higher dimensions n+2 < 2n, which implies (i)bn+2 = 0 as well.
Hence the above gauge choices are suitable. Finally, since e
(s)
p,ls
form a com-
plete orthonormal set, one can write (i)Φs as
(i)Φsks =
∑∞
p=0
(i)cp,ks(t)e
(s)
p,ls
(r).
From (VII.109), we see (i)cp,ks(t) satisfies:
(i)c¨p,ks + ω
2
s
(i)cp,ks =<
(i)Ss6ks, e
(s)
p,ls
>s (VII.126)
VIII Special modes
These modes satisfy first order equations and beyond the linearised level, are
no longer gauge degrees of freedom.
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VIII.1 Scalar perturbations ls = 0, 1 modes
VIII.1.1 ls = 0 mode
Now we consider the ls = 0 mode for scalar perturbations. Let
(i)S˜0 µν be the
source terms associated with these modes. For this case S is just a constant
and only (i)fab and
(i)HL exist. We will make a gauge choice so that
(i)HL =
(i)frt = 0 (VIII.127)
We get the following equations for the case (i)Grt = 0,
(i)Gtt = 0 and
(i)Grr = 0
respectively.
nf
r
(i)f˙rr =
(i)S˜0 rt (VIII.128)
nf
r
((i)f rr )
′ +
(
n(n− 1)f
r2
+
nf ′
r
)
(i)f rr =
1
f
(i)S˜0 tt (VIII.129)
n
r
((i)f tt )
′ −
(
nf ′
fr
+
n(n− 1)
r2
)
(i)f rr =
(i)S˜0 rr (VIII.130)
Upon solving (VIII.128), one obtains
(i)frr =
∫ t
t1
r
nf
(i)S˜0 rtdt+
(i)frr(t1, r) (VIII.131)
where (i)frr(t1, r) can be obtained from (VIII.129)):
(i)frr(t1, r) =
1
f 2rn−1
∫ r
0
rn
nf
(i)S˜0 tt(t1, r)dr (VIII.132)
Similarly (i)ftt is given by
(i)ftt = f
2(i)frr − f
n
∫ r
0
dr
(
(i)S˜0 rr +
1
f 2
(i)S˜0 tt
)
r (VIII.133)
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VIII.2 ls = 1 mode
Let (i)S˜1 µν =
∫
S(i)Sµνd
nΩ be the source associated for this mode. Using
gauge choice freedom, (i)HL and
(i)f
(s)
a is put to zero. So we need to solve for
(i)fab. From the
(i)Gtt equation
(i)f ′rr +
(
1
rf
+
2f ′
f
+
(n− 1)
r
)
(i)frr =
r
nf 3
(i)S˜1 tt (VIII.134)
Hence,
(i)frr =
1
rnf 3/2
(∫ r
0
rn+1
nf 3/2
(i)S˜1 ttdr
)
(VIII.135)
From (i)Grt = 0 and
(i)Git = 0, we obtain
nf
r
(i)f˙rr +
n
r2
(i)frt =
(i)S˜1 rt (VIII.136)
−f√n
[
(i)f ′rt +
(
(n− 2)
r
+
f ′
f
)
(i)frt − (i)f˙rr
]
= (i)S˜1 it (VIII.137)
Hence, from the two equations,
(i)frt =
1
f 1/2rn−1
{∫ r
0
rn−1
f 1/2
(
r
n
(i)S˜1 rt − 1√
n
(i)S˜1 it
)
dr
}
(VIII.138)
Similarly from (i)Gir = 0 equation we get
(i)ftt = rf
1/2
{∫ r
f 1/2
(
(i)f˙tr
rf
− (n− 1)f
r2
(i)frr −
(i)S˜ir√
nr
− f
′
2r
(i)frr
)
dr
}
(VIII.139)
VIII.3 Vector modes lv = 1 mode
Since Vij is undefined, only
(i)fa exist. We will use gauge freedom to put
(i)ft
to zero. Let (i)S˜
(v)
1 ia =
∫
S
i(i)Siad
nΩ. Then from (i)Gir = 0, one obtains
(i)f˙r =
f
r
∫ t
t1
(i)S˜
(v)
1 irdt+
(i)f˙r(t1, r) (VIII.140)
where (i)f˙r(t1, r) can be determined from
(i)Git = 0:
(i)f˙r(t1, r) =
1
rn+1
∫ r
0
rn
f
(i)S˜
(v)
1 it(t1, r)dr (VIII.141)
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IX Secular terms at second order
Analysis of higher order equations indicate the presence of secular resonances.
In four dimensions, it was seen that for specific examples of single mode data,
resonances are completely absent at second order [31], [34]. At third order,
some of these lead to irremovable resonances (for a proposal to construct
geons starting from any linear eigenfrequency, see [46]).
Here, we will concentrate on dimension five, which is equivalent to n = 3.
We consider a case, where the initial single mode data, contains only tensor-
type harmonics, with labels, k = {l, l′, m}. Let the single mode data have
value,
k˜ = {l = 2, l′ = 2, m = 0) (IX.142)
The associated source frequency spectrum is then ω˜L = 2p′+6. (see (V.51))
Let us now inspect the R.H.S of (V.57) when i = 2:
< r−1/2f
∫
T
ij
k
(2)Sijd
3Ω, ep,2 >=< r
−1/2f
∫
T
ij
k
(2)Aijd
3Ω, ep,2 > (IX.143)
The above replacement of (2)Sij with
(2)Aij is possible because of the traceless
property, Tii = 0 satisfied by the tensor harmonics. The explicit form of
(2)Aij ,
in case we start out only with tensor type perturbations, at linear level is
given by (see appendix C of [38])
(2)Aij =
∑
k1
∑
k2
HTk1HTk2
(
T kl
k1
(−DiDjTklk2 +DkDiTjlk2 +DkDjTlik2
−DkDlTijk2 )−
DiT
kl
k1
DjTklk2
2
+DkT
l
ik1
DlT
k
jk2
−DkTilk1DkT ljk2
)
− rDarDaHTk1HTk2γijT klk1Tklk2 − r2DaHTk1DaHTk2Tikk1T kjk2
(IX.144)
Let us first tackle the kind of integral, arising as a result of a term like Hk1Hk2
in (2)Aij . We take k1 = k2 = k˜, where k˜ is given by (IX.142). Then, (IX.143)
contains the following term∫ ∞
0
r−1/2(HTp′,l=2)
2ep,2dr ∼
∫ 1
−1
(1− y)2[P 2,3p′ (y)]2
dp
dyp
[(1− y)p+2(1 + y)p+3]dy
(IX.145)
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where r2 = (1+y)/(1−y) and we have used the fact that the hypergeometric
function 2F1(p+α+β+1,−p, 1+α; z) ∼ P α,βp (1−2z) (the Jacobi polynomial
of degree p). The only frequency excited here is 2ω˜. The resonant modes
correspond to those frequencies ω, which satisfy ωp,l=2 = 2ω˜. This translates
to
p = 2p′ + 3 (IX.146)
Hence, upon inspecting (IX.145), and doing integration by parts, one can
conclude that this particular integral vanishes (because the derivative opera-
tor in (IX.145) acts p = 2p′+3 times on (1−y)2[P 2,3p′ ]2, which is a polynomial
of degree 2p′ + 2). Since, Tii = 0, the part of the integral (IX.143), arising
out of a term proportional to γij in
(2)Aij also vanishes.
The last part in integral (IX.143) arises out of term r2D¯aHTk1D¯aHTk2 .
We find on inspection that this integral is not trivially zero. We therefore
perform this integral for the case with ω˜L = 6, which corresponds to p′ =
0. The tensor frequency ω satisfying the resonant condition will thus have
a mode number corresponding to p = 3 by (IX.146). Hence, we obtain
the following forced harmonic oscillator equation at second order for this
particular single mode initial data:
(2)c¨p=3,k˜(t) + ω
2
p=3,l=2
(2)cp=3,k˜(t) = a1 cos
(
12
L
t
)
+ a2 (IX.147)
where we checked explicitly through Mathematica and found constants a1
and a2 to be non zero.
Since there is no mode corresponding to frequency 2ω˜ at the linear level,
we are not aware of any methods similar to the Poincare-Lindstedt technique
[47] by which these resonances could be removed at this order, thus we suspect
the presence of irremovable secular resonances at second order.
X Discussion
The main objective of this work was to extend the study of nonlinear pertur-
bations of Anti de Sitter spacetime to dimensions greater than four. In higher
dimensions, apart from vector and scalar type, we also have tensor type per-
turbations. We see that the tensor perturbations are by default in aAdS form
at all orders. The analysis of the vector type perturbations is very similar to
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the axial perturbations in [32] and reduces to a similar expression for n = 2.
In case of scalar perturbations, especially at higher orders, the metric per-
turbations also have source dependent terms in them. It so happens that in
four dimensions, the leading order behaviour at asymptotic infinity of these
terms is slower compared to higher dimensions. This is because, the source
dependent terms fall off like r−(2n+k), where k is some integer i.e. fall off is
faster in higher dimensions. Hence the gauge choice needs to have second
order derivatives of (i)Φs with respect to the radial coordinate, compared to
that in higher dimension.
So far, analysis of the resonant structure of perturbed equations in four
dimensions [31], [34] as well as the five dimensional biaxial Bianchi IX case
[39] had revealed the presence of irremovable resonances at the third order.
In this paper, we also study the perturbed equations for special classes of
perturbations of the vacuum Einstein equations in dimension five. We exam-
ine the resonant structure of equations at the second order, by starting out
with only tensor-type perturbations at the linear level. At least for the single
mode data we took, we find that the resonant terms, which arise at second
order don’t trivially vanish. Moreover, we are not aware of any way to remove
these resonances, similar to methods like Poincare-Lindstedt technique, thus
we suspect the presence of irremovable resonances at second order.
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