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 Exposure to fine particulate matter (PM2.5) significantly contributes to global mortality. 
Cost-effectively addressing air pollution health risks and global climate change would benefit 
from strategies that simultaneously consider multiple pollutants and socioeconomic factors such 
as long-term population and economic growth. This dissertation integrates the health impacts of 
PM2.5 and its precursors within the Global Change Assessment Model with state-level resolution 
of the US energy system (GCAM-USA).   
 I first compare the PM2.5 mortality costs (PMMC) and water use impacts of different low-
carbon pathways leading to national 50% and 80% CO2 reduction targets in 2050. Renewable-
focused pathways (RE) require less water use but avoid less PMMC than pathways focused on 
nuclear and carbon capture and storage (NUC/CCS), mainly because NUC/CCS result in less 
primary PM2.5 emissions from residential wood combustion. 
 Next I quantify contributions of socioeconomic and energy factors to future PMMC 
under current policy for each US state. National PMMC are estimated to decrease 25% from 
2015 to 2050, mainly driven by decreases in energy intensity and PMMC per unit consumption 
of electric sector coal and transportation liquids. Despite a national reduction, states with greater 
population and economic growth, and more polluting sources face significant challenges in 
reducing future PMMC from their emissions. 
 iv 
 Finally, I directly set national PMMC reduction targets within GCAM-USA to identify 
the most cost-effective control actions, sectors, and locations to reduce future PMMC. 
Substantial mortality benefits can be cost-effectively achieved by using electricity to replace 
sources with high primary PM2.5 emission intensities, including industrial coal, building biomass, 
and industrial liquids. Increasing the stringency of PMMC reduction targets expedites the 
phaseout of the most polluting sources, leading to larger declines in air pollutant emissions but 
very limited co-benefits in reducing CO2 emissions. Control strategies reduce emissions most 
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CHAPTER 1. INTRODUCTION 
One of the most significant risk factors contributing to global mortality is exposure to 
fine particulate matter (PM2.5, particles with aerodynamic diameter of 2.5 µm or less) from fuel 
combustion. Globally, ambient PM2.5 was the tenth-ranked mortality risk factor in 2017, causing 
4.6 million deaths (GBD 2017 Risk Factor Collaborators, 2018). In the 1990s, cohort studies 
started to find associations between long term PM2.5 exposure and premature mortality from 
cardiovascular and respiratory diseases (Dockery et al., 1993; Kloog et al., 2013). 
Epidemiological studies have also shown that long-term exposure to PM2.5 is associated with 
increased risks of all-cause, cardiopulmonary, and lung cancer mortality, by approximately 4%, 
6%, and 8% respectively (Pope et al., 2002). Even short-term exposures to PM2.5 were also found 
to be significantly associated with increased risk of mortality among susceptible groups (Di et al., 
2017).  
The United States (US) was among the first countries to systematically regulate air 
pollutants for public health. In 1963, US federal legislation started to truly “control” air pollution 
by identifying “criteria pollutants” that threatened human health, differentiating stationary and 
mobile sources, and addressing emerging threats stemming from air pollution, such as acid rain 
and ozone depletion (US EPA, 2019). Over recent decades, US air quality regulations have led to 
greatly reduced pollutant emissions from major sources. From 2000 to 2015, the national average 
annual PM2.5 concentration declined by 42% (US EPA, 2017), and the corresponding PM2.5
mortality burden also decreased significantly (Zhang et al., 
1
2018). The monetized benefits of these actions for human health and the environment are 
estimated to far exceed the costs of air pollution control (US EPA, 2011). 
 Despite these past improvements, future air quality management still faces challenges. In 
2015, ambient PM2.5 exposure was responsible for 88,400 deaths (95% UI: 66,800–115,000)  in 
the US, making it the sixth-highest ranking mortality risk factor in 2015 (Cohen et al., 2017). 
Recent epidemiological evidence indicates that there are significant adverse health effects related 
to PM2.5 exposure at concentrations even below the current US national standards (Di et al., 2017; 
Shi et al., 2016).  
In addition, a variety of socio-economic factors also pose challenges to further reducing 
PM2.5. First, societal development increases service and energy demands (Riahi et al., 2017), 
potentially resulting in more emissions from fuel combustion. Second, population growth not 
only boosts energy demand but also typically results in greater population exposure to air 
pollution. Third, the challenges for reducing adverse PM2.5 health impacts can differ considerably 
from state to state, depending on factors such as emission locations (Turner et al., 2015), 
proximity of emissions sources to population centers (Fann et al., 2009), historical energy-use 
patterns (Brown et al., 2018), and state-specific policy regimes (Shi et al., 2017). 
1.1 Energy and air pollutant emission modeling for US policy analysis 
 Air pollutant emission modeling is the foundational first step to evaluating the 
effectiveness of air quality management strategies. Conventionally, modeling emission 
projections relies on sector-specific tools. For example, the Integrated Planning Model (IPM) 
(US EPA, 2013b) is often used for projecting electric sector emissions, while transportation 
sector emissions are often modelled by the Motor Vehicle Emission Simulator (MOVES) model 
(US EPA, 2014a) and the NONROAD model (US EPA, 2008). However, sector-specific 
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emission modeling may neglect important cross-sector interactions. In addition, some sector-
specific modeling tools can be computationally expensive, constraining the ability to explore 
alternative assumptions about the factors that drive emissions, such as population and economic 
growth, technology development, climate change, and land-use change. 
 In an attempt to understand how various strands of knowledge regarding human behavior 
and climate change are interconnected, researchers have used Integrated Assessment Models 
(IAMs) to evaluate future energy and emission scenarios. IAMs characterize the linear and 
nonlinear interactions among human and earth systems at global and regional scales.  Using 
these models, along with sectoral models, researchers develop insights that inform the decision-
making process, which often may not be possible to obtain using models that do not simulate 
these interconnections. IAMs have been widely used for projections of future emissions 
(Thomson et al., 2011; Calvin et al., 2017), climate impacts of emission scenarios (Fawcett et al., 
2014), and evaluation of climate change mitigation strategies (Barron and McJeon, 2015; Iyer et 
al., 2015).  
 IAMs were traditionally developed to assess the implications of changes in the global 
energy system on climate forcing. IAMs such as MESSAGE (Riahi et al., 2007), GCAM 
(Thomson et al., 2011), IMAGE (Van Vuuren et al., 2011), and AIM (Masui et al., 2011) have 
been used to generate emission projections in the Representative Concentration Pathways (RCPs) 
for global climate change studies. While IAMs all generally characterize interactions between 
human economic activities and the natural earth system, they can vary widely in terms of their 
relative emphasis on specific components. One group of IAMs such as GCAM emphasize the 
physical energy system by explicitly representing key energy sectors and technologies, while 
adopting a more aggregated representation of the economy. This class of models has the ability 
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to simulate complex physical details of individual services in fuel extraction, energy 
transformation, and end-use sectors. Another group of IAMs such as BAEGEM (Mi and Fisher, 
2016) focus on the economy, including detailed representations of international trade patterns 
and how changes in industrial structure can affect the broader economy, while they have 
relatively general representations of the energy system.  
 For regional policy analysis, a class of regional IAMs is emerging, with greater detail in 
technologies, as well as greater spatial, and temporal resolution. These regional IAMs can be 
embedded within a global framework, with additional disaggregation for the nation of interest. 
For example, GCAM-TU (Wang et at., 2019) builds upon the global framework of GCAM, with 
provincial representation for China. Similar technology-rich regional IAMs also include the 
USREP (MIT, 2019) model and GCAM-USA (Iyer et al., 2017; Hodson et al., 2018).    
 For applications of US air quality management, state-level resolution is particularly 
important. In the US, many energy, climate and air pollutant regulations have been implemented 
at state level. For example, the Cross-State Air Pollution Rule (CSAPR) involves NOx and SO2 
caps in coal-fired power plants for 23 states. Similarly, Renewable Portfolio Standards (RPS) are 
also specified by states (EIA, 2012). In addition, representation of air pollutant emissions affects 
an IAM’s ability to represent air pollution regulations. For example, some IAMs evaluate air 
pollutant emissions as a function of GDP. While this treatment may generally represent historical 
trends, more explicit representations are preferred to capture state-level policies.  
 In a previous work (Shi et al., 2017), we demonstrated that IAMs can be modified to 
incorporate more detailed representations in air pollutant emission projections at US state level. 
More specifically, Shi et al. (2017) modified the Global Change Assessment Model with state-
level representation of US energy system (GCAM-USA) to be used as a surrogate for more 
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detailed models in air quality management. The Global Change Assessment Model (GCAM) is a 
dynamic-recursive IAM “with technology-rich representations of the economy, energy sector, 
land use, and water linked to a climate model that can be used to explore climate change 
mitigation policies, including carbon taxes, carbon trading, regulations, and accelerated 
deployment of energy technology” (JGCRI, 2019). GCAM-USA disaggregates US energy 
supply and demand markets to the state level (Zhou et al., 2014; Iyer et al., 2017). GCAM-USA 
produces state- and technology-level emissions estimates of greenhouse gases (GHGs: CO2, CH4, 
N2O), short-lived forcing agents (BC and OC), and air pollutants (CO, SO2, NOx, and PM2.5).  
 The version of GCAM-USA used in this thesis accommodates representations of many 
US air quality and energy regulations, including those either defined or implemented at the state 
or regional levels (Shi et al., 2017). With these improvements, GCAM-USA can be used for 
developing state-, multi-state-, national- and international-scale energy and environmental 
management measures. These measures include taxes and caps on emissions, technology and 
fuel standards, technology efficiency goals, and market share constraints.  
 The modified GCAM-USA produces emission estimates for key air pollutants that are 
closer to EPA base- and future-year emission inventories than what is produced using the default 
GCAM-USA assumptions, with additional capability of addressing the research questions 
proposed in this thesis and with limitations well understood.  
1.2 Estimating public health cost of air pollution 
 Being able to estimate the public health costs of air pollution is important in the 
development and assessment of strategies for air quality management. Applications include 
benefit and cost analysis of US regulations and state policies, such as the Clean Air Act (US EPA, 
2017) and Renewable Portfolio Standards (RPS) (Wiser et al., 2017), air quality-related health 
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co-benefit assessments of low-carbon policies (Thompson et al., 2014; Buonocore et al., 2016a, 
Markandya et al., 2018), and health benefit estimation of energy technologies, such as residential 
heating in China (Xu et al., 2018) and offshore wind facilities in the US Mid-Atlantic region 
(Buonocore et al., 2016b).  
 Previous studies of health impact analysis have employed either chemical transport 
models, response surface models (RSMs), or impact factors. Chemical transport models simulate 
the emission of air pollutants, their transformation via atmospheric chemical reactions, and their 
transport and removal processes in the atmosphere. However, chemical transport models are 
computationally intensive, limiting their applicability for iterative policy analysis. RSMs are 
meta-models, often statistical, that are developed from the results of a set of sensitivity runs 
using the full-scale model. For example, Fann et al. (2009) developed an RSM to link emission 
changes to changes in PM2.5 concentrations, and thence to health benefits. RSMs are 
computationally simple to apply (relative to full-scale models), yet are computationally intensive 
to develop. 
 An even simpler approach is to develop impact factors that represent health impacts 
associated with economic activities (Fann et al., 2012; Heo et al., 2016a). Impact factors can be 
derived from a chemical transport model or an RSM. Recently, impact factors have also been 
developed using adjoint models that use a numerical, derivative-based approach to link impacts 
to sources. For example, Lee et al. (2015) quantified the effects of changes to PM2.5 precursor 
emissions on global premature mortality using the adjoint of the GEOS-Chem chemical transport 
model. Akhtar et al. (2013) used radiative forcing factors developed from the GEOS-Chem 
model to quantify the climate impacts of energy scenarios in policy analysis.  
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 Once impact factors have been developed, they have the potential to be used alongside 
emission projections to approximate future health impacts. IAMs are potential platforms for the 
incorporation of impact factors. Since IAMs have been widely used for modeling different policy 
options in energy systems and for understanding the externalities of energy and emission 
scenarios, impact factors can be incorporated into an IAM and endogenized within the solver so 
that their values can be constrained, and their costs can be considered in the model’s solution 
process.  
1.3 Air-water-carbon nexus 
There is no formal definition for the air-water-carbon nexus, but this concept refers to the 
interdependencies, interactions, and tradeoffs between air pollutant emissions, water, and CO2 
emissions that are all closely related to the energy system. In the US, CO2 accounts for 82% of 
all anthropogenic GHG emissions, with fossil fuel combustion comprising 93% of anthropogenic 
CO2 emissions (US EPA, 2017b). Electricity production is one of the largest water users in the 
US, accounting for approximately 38% of the total freshwater withdrawal (Maupin et al., 2014). 
Therefore, energy system transformation and technology replacement driven by decarbonization 
or water use management can also affect air quality management.    
 Many studies have investigated how reducing carbon emissions leads to human health co-
benefits (Bell et al., 2008; Markandya et al., 2009; Nemet et al., 2010). Trail et al. (2015) found 
that a relatively aggressive carbon tax could lead to significantly improved PM2.5 air quality in 
the US West et al. (2013) estimated that economic and energy system transformations under the 
RCP4.5 climate mitigation scenario would reduce air pollutant emissions and thereby avoid 1.3 
million premature deaths globally from PM2.5 and ozone exposures in 2050, including 37,000 in 
the US alone. Similarly, Shindell et al. (2016) found that deeply curbing US GHG emissions 
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from the transportation and energy sectors, consistent with a 2-degree warming target, could 
prevent 36,000 premature deaths in 2030. On a regional scale, Zhao et al. (2019a) explored 
different low-carbon technological pathways in California and found that a decarbonization 
pathway that focuses on electrification and clean renewable energy could reduce concentrations 
of PM2.5 by 18-37% relative to the business-as-usual level, avoiding about 12,100 premature 
deaths.    
 Actions aimed at reducing the amount of water used in the generation of electricity could 
also affect air pollution control. Liu et al., (2019) found that constraining cooling water use in 
power generation would increase the cost of electricity generation in some US states, resulting in 
reduced electrification of end-use sectors, while electrification is a key component of 
decarbonization and air pollution control in end-use sectors.  
1.4 Motivations and objectives 
 Given the interconnections between air pollution, the energy system, socio-economic 
factors, regulatory contraints, and low-carbon measures, future air quality management should be 
considered from a holistic and integrated perspective. This dissertation focuses on one specific 
aspect of air quality management—the PM2.5-related mortality costs (PMMC)— in three distinct, 
but related, studies that provide a comprehensive assessment of PM2.5 health impacts in the 
context of long-term air quality management and strategic energy system planning in the US 
This dissertation specifically investigates three pathways related to the health impacts of PM2.5 
(see Fig. 1.1): 1) PM2.5 health co-benefits of low-carbon actions (red arrows); 2) socio-economic 
and energy-related drivers of future PMMC in the US (black arrows); and 3) cost-effective air 





Fig. 1.1 Integrated air quality management diagram 
 
The dissertation aims at sequentially addressing the following scientific questions in 
Chapter 2-4, followed by key findings, uncertainties, and future research direction summarized 
in Chapter 5. Relevant supplementary materials are included in the Appendices.  
  
Project 1: what are the PM2.5 health co-benefits and water impacts of alternative low-
carbon actions? 
A variety of measures are available for reducing CO2 emissions, including transitioning 
to low-carbon fuels or renewable energy sources, capturing carbon emissions from exhaust gases, 
and promoting end-use energy efficiency. However, the specific pathway in terms of how to 
combine these low-carbon measures is important, since low-carbon technologies can differ with 
respect to cost, reliability, and environmental impacts (Akhtar et al., 2013; Shi et al., 2017). To 
compare the cost-effectiveness of different low-carbon pathways, the Energy Modeling Forum 
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24 (EMF 24) exercise engaged nine energy-environment-economy models to examine the 
technological costs of meeting two levels of GHG reduction targets through different 
combinations of low-carbon technologies (Fawcett et al., 2014). However, EMF 24 did not 
evaluate environmental externalities such as air pollution or water demand. Many other studies 
did examine the air quality and water-related co-benefits of low-carbon scenarios, but they did 
not evaluate alternative technology pathways. The first project described in this dissertation 
(Chapter 2) complements these two types of studies, which aims at exploring the PM2.5 health 
impact and energy-related water use of alternative, low-carbon technology pathways consistent 
with the EMF 24 scenarios.  
Here I integrate national average year-, pollutant-, and sector-specific PMMC coefficients 
(Fann et al. 2012) and technology-specific water use coefficients (Macknick et al., 2012) into 
GCAM-USA, and compare environmental impacts of alternative low-carbon pathways. One set 
of pathways emphasizes nuclear energy and carbon capture and storage (NUC/CCS), while 
another set emphasizes renewable energy (RE). These are compared with pathways in which all 
technologies are available to reduce CO2 (BASE). Air pollutant emissions, PMMC, and electric 
sector water demands are evaluated for 50% and 80% CO2 reduction targets in the US in 2050. 
These different endpoints are evaluated for the same scenarios, informing potential tradeoffs 
among low-carbon pathways and providing information about their energy and environmental 
consequences. 
 
Project 2: what are the relative contributions of socio-economic and energy-related 
factors to future PM2.5-related health costs in the U.S? 
10
A number of factors contribute to future PMMC. Anthropogenic emission sources, such 
as factories and motor vehicles, directly contribute to total concentrations of PM2.5 by emitting 
PM2.5 and its precursor pollutants. In addition, several socio-economic factors pose challenges 
for reducing PMMC in a broad context. For example, population growth not only requires a 
greater energy supply but also typically means that more people are exposed to air pollution. 
Income growth can boost a community’s willingness to pay to avoid PM2.5-related mortality and 
keep the community aware of health impacts. On the other hand, energy efficiency measures and 
technology innovation can decouple future emissions from population and economic growth 
(Abel et al., 2019; Deutch, 2017). More importantly, the challenges and opportunities for 
reducing adverse PM2.5 health impacts may differ considerably from state to state.  
Previous studies have identified major contributors to existing PM2.5 health impacts in 
terms of emission sectors, pollutant species, and geographic locations (Fann et al., 2012; Caiazzo 
et al., 2013; Dedoussi and Barrett, 2014; Heo et al., 2016b; Penn et al., 2017; Goodkind et al., 
2019). However, it remains unclear how state-specific changes in population, economy, and 
energy portfolio, as well as existing air quality- and energy-related regulations, will jointly affect 
future PM2.5 health impacts. Anticipating the effects of these factors could be very important 
from a public health perspective and support the development of long-term air quality 
management strategies.  
Here I improve the representation of PMMC in Project 1 by applying PMMC coefficients 
that differ by state, accounting for the spatial heterogeneity of pollutant transport and chemistry, 
population, and baseline mortality rates (Heo et al., 2016a). Therefore, the second project in this 
dissertation (Chapter 3) aims to (1) project the change in monetized PMMC from 2015 to 2050 
for each state under current regulations; and (2) quantify the relative influences of 
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socioeconomic and energy factors driving these changes for each state, and then identify the 
PMMC drivers that lead to different trends among states. 
 
Project 3: what are the most cost-effective air pollution control strategies that directly 
limit national PM2.5-related health damages?  
Air pollution modeling studies (Li et al., 2019; Abel et al., 2019; Wiser et al., 2017; 
Tessum et al., 2014) and regulatory impact analyses (US EPA, 2016; US EPA, 2014b; US EPA, 
2011b; US EPA, 2011c) typically follow an emission-impact paradigm, in which fuel standards, 
emission reduction targets for individual sources, or air pollutant concentration standards are set 
first and reflected in the input emission data, then air quality modeling and health impact 
assessments are conducted to estimate the health impact of the proposed actions. Following this 
paradigm, one might need a large number of iterations to adjust the emission reduction for each 
sector and species in order to reach a certain level of health benefit, especially considering 
numerous types of sources and control measures with different costs and levels of effectiveness. 
In addition, there could be numerous combinations of specific emission reduction levels to test 
due to the complexity of the energy system and heterogeneity across states, which is 
computationally expensive.  
Here I utilize the modeling framework with state-level PMMC representations developed 
in Project 2 and for the first time directly set PMMC reduction targets to identify the most cost-
effective control actions, sectors, and locations to reduce future PMMC. This project investigates 
which combinations of sectors, technologies, and states can most cost-effectively reduce 
emissions to achieve a range of PM2.5 mortality cost reduction targets, contrasting with 
traditional strategies based on emission reductions for specific air pollutants or individual sectors. 
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 Combining these three projects together, this thesis will benefit state, regional and 
national policymakers by providing scientific insights on identifying the most important sources 
of PM2.5 health impacts for their geographic regions and designing cost-effective multi-pollutant 
control strategies that are explicitly driven by public health goals. The decision-supporting 
modeling tool developed in the thesis will be available for further policy analyses, providing new 
understanding of air pollution management challenges and insights into robust policy.
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CHAPTER 2. ESTIMATING ENVIRONMENTAL CO-BENEFITS OF US LOW-
CARBON PATHWAYS USING AN INTEGRATED ASSESSMENT MODEL WITH 
STATE-LEVEL RESOLUTION  
(Yang Ou, Wenjing Shi, Steven J. Smith, Catherine M. Ledna, J. Jason West, Christopher G. 
Nolte, Daniel H. Loughlin. Published on Applied Energy) 
2.1 Introduction and objectives 
CO2 is the primary greenhouse gas (GHG) emitted through human activities. In the US, 
CO2 accounts for 82% of all anthropogenic GHG emissions, with fossil fuel combustion in the 
electricity production, industry, transportation and buildings sectors comprising 93% of 
anthropogenic CO2 emissions (US EPA, 2017b). A variety of measures are available for 
reducing CO2 emissions, including transitioning to low-carbon fuels or renewable energy sources, 
capturing carbon emissions from exhaust gases, and promoting end-use energy efficiency. A 
pathway that significantly reduces CO2 likely would include a combination of these approaches 
(Clarke et al., 2014). However, the specific pathway that is taken is important since low-carbon 
technologies can differ with respect to cost, reliability, and environmental impacts (Akhtar et al., 
2013; Shi et al., 2017). Thus, any large-scale transformation of the energy system will benefit 
from the simultaneous consideration of climate, environmental, and energy objectives (Riahi et 
al., 2012).  
Several studies have been conducted to assess alternative technology pathways for 
meeting climate targets. For example, in the Energy Modeling Forum 24 (EMF 24) exercise, 
modeling teams evaluated the costs of meeting two levels of GHG reduction targets using a 
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number of different pathways (Clarke et al., 2014). However, EMF 24 did not evaluate 
environmental implications such as air pollution or water demand.  
 Other studies have examined the environmental co-benefits of curbing GHG emissions, 
such as air quality improvements that lead to human health benefits (Bell et al., 2008; 
Markandya et al., 2009; Nemet et al., 2010) and reductions in energy-related water demand (van 
Vliet et al., 2012; Cameron et al., 2014; Fricko et al., 2016). Trail et al., (2015) found that a 
relatively aggressive carbon tax could lead to significantly improved PM2.5 air quality in the US 
West et al., (2013) estimated that economic and energy system transformations under the RCP4.5 
climate mitigation  scenario would reduce air pollutant emissions and thereby avoid 1.3 million 
premature deaths globally from PM2.5 and ozone exposures in 2050, including 37,000 premature 
deaths avoided in the US Similarly, Shindell et al., (2016) found that deeply curbing US GHG 
emissions from the transportation and energy sectors, consistent with a 2-degree warming target, 
could prevent 36,000 premature deaths in 2030. Ou et al., (2016) showed that natural gas 
combined-cycle power plants, which provide an increasing fraction of electricity production in 
the US, require significantly less water than coal-fired power plants. However, adding carbon 
capture and storage (CCS) would increase on-site and life-cycle water withdrawals significantly, 
illustrating that GHG reduction measures can also yield disbenefits. None of these co-benefit 
applications used an experimental design like EMF 24 to evaluate alternative technology 
pathways under different CO2 reduction targets. Furthermore, none used a state-level integrated 
assessment model, and thus they were unable to incorporate state-specific considerations or show 
state-specific results.   
 This study expands upon EMF 24 by exploring the environmental impacts of alternative 
low-carbon technology pathways. Future energy scenarios are evaluated using an integrated 
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assessment model (IAM) with state-level resolution for the US Following the EMF 24 study 
design, US energy choices and environmental impacts are estimated for a range of scenarios that 
represent combinations of an economy-wide CO2 reduction target in 2050 and assumptions about 
the cost and availability of technologies. For each scenario, the endpoints considered include 
emissions of the air pollutants nitrogen oxides (NOx), sulfur dioxide (SO2), and primary PM2.5. In 
addition, impact factors have been added to GCAM-USA to estimate the health effects of PM2.5 
and energy-related water use. These endpoints are evaluated across the scenarios, informing the 
discussion of tradeoffs among low-carbon pathways and providing information about their 
energy and environmental consequences.  
2.2 Methods  
 The Global Change Assessment Model (GCAM) is a dynamic-recursive partial 
equilibrium IAM that represents the demand and supply of market goods, primarily energy and 
agricultural goods (GCAM, 2017). GCAM has been developed to examine scenarios of the 
evolution of the global economy, energy, land use, and climate systems. The economic system 
component represents population and labor productivity. The energy system component includes 
fuel extraction, refineries, electricity production, and energy use within the residential, 
commercial, industry, and transportation sectors. The land use component characterizes the 
competition for land between agriculture and other uses. The climate system component 
translates greenhouse gas emissions into global CO2 concentrations and global mean temperature 
changes.  
 GCAM uses a logistic choice methodology to determine the market shares of competing 
power generation technologies, industrial fuels, and transportation modes, based on the relative 
prices of each option (Clarke and Edmonds, 1993). In GCAM v4.3, there are 32 global regions, 
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and GHG constraints can be applied in one or more regions or globally so that at each time step, 
technology, fuel, and control choices are adjusted to meet emission targets. Technology 
availability, cost, and performance over time are supplied exogenously.  
 GCAM simulates the evolution of the energy and land use systems from the view of a 
social planner. The projected technology and fuel shares represent the model’s estimate of the 
most economically feasible and technically viable combination of existing technologies and new 
investments. The results may be different than if technology and fuel choices were made from 
the private investor perspective, which would focus on attributes such as revenue stream and 
return on investment. The marginal price of new investments within each model period are then 
passed through to end-use consumers, where end-use demands can respond to these prices.   
GCAM has been widely used in studies exploring low-carbon policies (Clarke et al., 2006), the 
potential role of emerging energy technologies (Luckow et al., 2010; Muratori et al., 2017), and 
the GHG consequences of specific policy measures (Fawcett et al., 2014) and global emission 
scenario generation, including the Intergovernmental Panel on Climate Change Special Report 
on Emissions Scenarios (Nakicenovic and Swart, 2000), the Representative Concentration 
Pathways (Thomson et al., 2011), and quantification of the Shared Socioeconomic Pathways 
(Calvin et al., 2017). GCAM’s big picture perspective provides insights into how human and 
earth systems respond to changing assumptions about population and economic growth, to the 
adoption of policies such as emission caps and taxes, and to the introduction of a new technology. 
However, the model does not represent highly detailed behavior, such as electricity dispatch 
decisions, electric grid bottlenecks, and whether a market is regulated or perfectly competitive. 
 GCAM-USA is an extension of the global GCAM in which US energy supply and 
demand markets are disaggregated to the state level (Zhou et al., 2014; Iyer et al., 2017). 
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Technology stock and resource availability are calibrated for each state for the 2010 model year. 
Calibration also includes calculating technology- and fuel-specific parameters that approximate 
historic regional preferences and other unmodeled factors that affect future technology choices.   
 As GCAM-USA simulates technology and fuel choices, it also produces state- and 
technology-level emissions estimates of GHGs (CO2, CH4, N2O), short-lived forcing agents (BC 
and OC), and air pollutants (CO, SO2, NOx, and PM2.5). The version of GCAM-USA used in this 
study accommodates representations of many US air quality and energy regulations, including 
those either defined or implemented at the state or regional levels (Shi et al., 2017). Shi et al., 
(2017) evaluated NOx, SO2 and PM2.5 emissions for the GCAM-USA reference case and found 
them generally to agree well with EPA emission inventories and projections that have been used 
in recent regulatory impact analyses. We have extended GCAM-USA here by incorporating 
impact factors for water withdrawal and consumption, as well as for the monetized cost of PM2.5-
related mortality.  
 2.2.1 Environmental impacts 
 2.2.1.1 Air pollutant emissions  
 GCAM-USA calculates air pollutant emissions in the US as the product of an activity 
(e.g., energy input or output of a specific technology) and an emission factor (EF). EFs for 
historical years are calibrated to the US national emissions inventory (US EPA, 2011a). For 
future years, we modified EFs to represent the implementation of current US air quality 
regulations, such as New Source Performance Standards (Federal Register, 2005) and the Tier 3 
mobile vehicle fuel and emission standards (Federal Register, 2014b). A representation of the 
Cross-State Air Pollution Rule (CSAPR) is also included that constrains electric sector emissions 
of NOx and SO2 in affected Eastern states (Federal Register, 2011). The Clean Power Plan (CPP) 
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is not represented in the results presented here since CPP implementation is currently under stay 
by the US Supreme Court (Federal Register, 2017a) and a replacement is under development 
(Federal Register, 2017b). The Corporate Average Fuel Economy (CAFE) standard (Federal 
Register, 2012) for passenger vehicles is included, but efficiency standards for medium and 
heavy duty vehicles are not included. While these efficiency standards may be added to future 
versions of GCAM-USA, we do not expect their omission to have a major impact on air 
pollutant emission estimates. Further details about the air pollution policy representations and 
detailed EFs for technologies included in GCAM-USA are provided by Shi et al., (2017). EFs for 
regions outside the US are unchanged from the release version of GCAM (GCAM, 2017). 
 2.2.1.2 PM2.5-related health costs 
 Fann et al., (2012) conducted a suite of chemical transport model runs to estimate the 
contributions of 17 emissions source sectors to PM2.5 concentrations in the US They then applied 
epidemiologically-derived concentration-response functions to obtain monetary impact factors 
representing PM2.5-attributable mortality per ton of emissions in each sector. The analysis was 
conducted for 2005 and 2016, considering projected changes in emissions, baseline mortality 
rates, population distribution, and value of statistical life (VSL) due to income growth over that 
period (US EPA, 2013a). The mortality attributable to PM2.5 is dominated by primary emissions 
of PM2.5, but also includes secondary PM2.5 formation from SO2 and NOx  (Fann et al., 2012). 
Direct health impacts of gas-phase SO2 and NO2 are not included. PM2.5 morbidity costs are also 
neglected since reduced premature mortality has comprised 95-99% of total monetized benefits 
in PM2.5 benefits assessments (Fann et al., 2012; Martenies et at., 2015). 
 In this work, mortality impacts per ton of pollutant emissions derived from Fann et al., 
(2012) are calculated for every 5 years from 2010 to 2050 for the electric, industrial, 
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transportation, and buildings sectors. Values are adjusted for population and income growth in 
each future modeling year using GCAM-USA socioeconomic inputs (US EPA, 2013a). 
Additional details are provided in the APPENDIX A. National average estimates of health 
benefits per ton are used for each sector, and the same sector-specific coefficients per ton of 
emissions are applied in each state.  Doing so allows comparisons of multiple scenarios or 
emissions pathways for each state. However, these values do not permit comparisons of benefits 
from one state to another because the benefits-per-ton estimates are not state-specific and do not 
account for differences such as population density and proximity of the population to sources. 
Since the work presented here was conducted, Millstein et al. (2017) have conducted regional 
health impact analysis. Such regional health impact factors will be considered for inclusion in 
GCAM-USA in the future. 
 2.2.1.3 Water use  
 The electric power sector is one of the largest users of water in the US, with withdrawals 
for electricity generation being approximately the same magnitude as those for agriculture 
(Maupin et al., 2014). Water use can be quantified either as water withdrawal, which is the total 
amount taken from a water body (a river, lake, ocean, groundwater aquifer, or municipal water 
system), or as water consumption, which represents the quantity that is not returned to the source 
(e.g. due to evaporation). Both withdrawal and consumptive uses of water for electricity 
generation are tracked in GCAM-USA.  
 Water use for electricity production can be calculated as the product of energy output 
from each power generation technology (EJ) and the associated water withdrawal or 
consumption factors (gallons/EJ). Water use factors are obtained from a comprehensive review 
(Macknick et al., 2012). Only on-site water use is included since plant operation for electricity 
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generation dominates the life cycle water use for fossil-fuel fired power generation. Also, a high 
degree of uncertainty exists in other life cycle stages. For example, hydraulic fracturing for 
natural gas extraction uses approximately 10 times more water than conventional drilling, yet our 
current model does not represent which fuel extraction technologies are being used. The water 
use factors adopted in this study are summarized in the APPENDIX A. Water supply is not 
constrained in this version of GCAM-USA.  
 In the electric sector, water is primarily used for cooling in thermal power plants (coal, 
gas or nuclear plants). CCS further increases water use due to the need for additional cooling. 
The quantity of water used depends on which cooling technologies are employed. Water cooling 
technologies typically are characterized as being once-through flow or closed-loop. Once-
through cooling withdraws a greater amount of water but consumes relatively little, while closed-
loop cooling withdraws much less water but has higher water consumption.  
 The market shares of cooling technologies for existing plants are from Averyt et al., 
(2011). All future thermoelectric plants are assumed to use closed-loop cooling technology, 
which is realistic for new builds considering increased future water demands (Federal Register, 
2014a). Although some cooling technologies use air rather than water to cool the generation 
units, the implementation cost of air cooling is much higher than water cooling. Hybrid and dry 
cooling schemes are not considered in this study but could be economically feasible in areas with 
very limited water supply, such as in the Southwest US (Zhai and Rubin, 2016). Wind power 
does not require any on-site cooling water. Distributed solar photovoltaics (PV) require only 
minimal amounts of water for panel cleaning (Macknick et al., 2011), while concentrated solar 
power (CSP) typically requires substantial amounts of water for evaporative cooling (Frisvold 
and Marquez, 2013).  
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 2.2.2 Scenario design and assumptions   
 The scenario matrix design of EMF 24 (Clarke et al., 2014) is used to assess how 
different low-carbon pathways affect the US energy system when meeting two hypothetical CO2 
reduction goals. The matrix consists of a CO2 target dimension and a technology availability 
dimension (Table 2.1). Each scenario adopts one option along each dimension, yielding a total of 
nine scenarios.  
 In this study, the set of reference scenarios (with names ending with REF in the first 
column) explicitly include on-the-books air pollutant emissions and energy regulations, as 
described in Section 2.1. This definition of “reference” is distinct from “business-as-usual” 
scenarios in the IAM literature. “Business-as-usual” scenarios typically assume that emission 
reductions will occur into the future, beyond what has been legislated to date. This distinction is 
important when comparing this study to others in the literature. Including only already-adopted 
air pollutant regulations can help identify areas where further regulations might be needed in the 
future.  
 In addition to the reference scenarios, the next two columns in Table 2.1 show economy-
wide CO2 reduction targets of 50% and 80% by 2050, relative to 2005 levels. For each emission 
reduction target, intermediate targets for the years between 2015 and 2050 are linearly 
interpolated. These “low-carbon” scenarios were selected to be consistent with EMF 24. While 
real-world cap-and-trade programs may not follow a linear trajectory because of policy design 
features (e.g., banking and borrowing of emission trading permits), linear interpolation facilitates 
comparisons across scenarios for any modeled year.  
 The reduction target applies to sources across all sectors (electric, industrial, residential, 
commercial, and transportation). For the rest of the world, complementary carbon prices are 
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applied throughout the modeled time horizon to be broadly consistent with the US target 
(APPENDIX A). Pricing carbon prevents an unrealistic modeling outcome in which the US 
simply imports large amounts of low-cost biomass to meet the target, ignoring competition for 
that biomass with other parts of the world (Blanford et al., 2014). While the US could import 
additional power from Canada and Mexico to offset stringent CO2 caps (Chang et al., 2016), 
international electricity imports currently are not included in the model.  
 Three sets of technological availability assumptions are considered, one for each row of 
Table 2.1. BASE represents baseline assumptions in which all energy supply technologies are 
available at baseline cost estimates. RE (renewable energy) assumes faster technology cost 
reductions for renewable technologies (wind, solar, biomass and geothermal), and also includes 
constraints that do not allow CCS, new nuclear plant builds, or lifetime extensions of existing 
nuclear plants. In RE, existing nuclear plants are retired based on both an exogenously-specified 
schedule and endogenously-determined, cost-based retirement decisions. Thus, the market shares 
of nuclear decrease in future years, but do not reach zero by 2050. In contrast, NUC/CCS 
(nuclear and CCS) includes faster technology cost reductions for nuclear and CCS technologies, 
and also greatly restricts biomass supply. Thus, nuclear and CCS technologies are favored in 
achieving CO2 reductions. For the BASE set of scenarios, default GCAM-USA technology costs 
developed by Muratori et al., (2017) are used, consistent with Shi et al., (2017). The technology 
cost assumptions for the alternative low-carbon pathways (APPENDIX A) are derived from Iyer 
et al., (2017). Both sets of assumptions include only moderate decreases in solar PV and wind 
power costs between 2010 and 2015. Sensitivity runs were conducted in which more aggressive 
renewable cost reductions were explored. We found that these alternative costs did not change 
the overall conclusions of this study (APPENDIX A).  
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 The model includes versions of wind and solar technologies, both with and without 
integrated energy storage. Storage results in a higher capital cost, but no system integration 
constraints. Biomass supply restrictions are adopted from Calvin et al., (2014). The effect of 
biomass restrictions is further discussed in the APPENDIX A.  
 In reality, a response to a carbon target would likely include a mix of renewables, CCS, 
and potentially nuclear power. The approach of evaluating several technology pathways was 
chosen with the goal of uncovering important system dynamics, such as within- and cross-sector 
interactions and state-level differences. These dynamics may not have been apparent with 
incremental changes. Beyond EMF 24, similar alternative technological assumptions have been 
adopted in previous studies (Liu et al., 2015; Kriegler et al., 2014; Kyle et al., 2013).  
 GCAM-USA is run from 2010 to 2050 in 5-year time steps. This time horizon was 
selected to examine near- and mid-term impacts, while also accounting for longer-term emission 
trajectories. All model runs are made using a Windows PC platform (64-bit operating system, 16 
GB RAM), requiring approximately two hours per run.  
2.3 Results 
 In this section, GCAM-USA model results are presented, including technology adoption, 
electric sector water use, system-wide CO2 and air pollutant emissions, and the associated PM2.5-
related health co-benefits. All scenarios discussed in this section use the names given in Table 
2.1.  
 2.3.1 BASE scenarios  
 Fig. 2.1a shows CO2 emissions by sector for the set of BASE scenarios. In 2010, the 
transportation sector accounted for 42% of total CO2 emissions, followed by the electric (27%) 
and industrial sectors (20%). In BASEREF, CO2 emissions increase over time, driven largely by 
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increased electricity production from coal and natural gas. Under the 50% CO2 reduction target, 
CO2 emissions gradually decrease after 2030, driven by technology and fuel changes in the 
electric and industrial sectors. Changes in emissions from the transportation sector are relatively 
minor, so that their contribution to the national total increases to 54% in 2050. Under the 80% 
CO2 reduction target, emissions from the electric sector are largely eliminated, while emissions 
in the industrial sector become negative by 2050 due to large-scale adoption of biofuel 
production coupled to CCS.  
 The evolution of electricity generation technology mix for the BASE scenarios is shown 
in Fig. 2.1b.  In 2010, conventional coal and gas (i.e., without CCS) and nuclear comprise 45% 
(7.1 EJ), 22% (3.4 EJ) and 19% (3.0 EJ) of total generation, respectively. The share of solar, 
wind and biomass technologies together is 3% (0.5 EJ). When no CO2 target is applied, 
generation from fossil fuels grows so that in 2050, 44% (4.4 EJ) and 27% (2.7 EJ) of the 
increased generation is from conventional gas and coal, respectively. A 50% CO2 reduction 
target reduces the market shares of conventional coal and gas in the future, as part of the 
conventional coal capacity is replaced with new coal capacity paired with CCS. An 80% CO2 
reduction target further reduces the share of conventional coal by 2050. In BASE80, nuclear, 
coal and gas with CCS, and renewables make up 31%, 18% and 26% of total power generation, 
respectively.  
 The following sections further examine energy system impacts under alternative 
technology assumptions, focusing on the year 2050. Trajectories of CO2 emissions, electricity 
generation and environmental impacts from 2010 to 2050 are provided in the APPENDIX A. 
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 2.3.2 Energy system response by sector 
 Several of the major energy system responses to the low-carbon trajectories occur in the 
electricity production and bioenergy supply sectors. Fig. 2.2a illustrates how electricity is 
produced in 2050 for each of the scenarios. Under the RE and NUC/CCS scenarios, the favored 
technologies together dominate the electricity production mix by 2050. Changes also occur 
concurrently in other sectors, such as increased biorefinery activity (Fig. 2.2b). While more 
expensive than traditional refining, the ability to produce liquid fuels that are carbon neutral or 
even net negative drives increased market share under either CO2 target. In the 2010 model 
results, 97% of the refined liquids come from conventional oil refining. By 2050, the biofuel 
market shares reach 48% in BASE80, and 63% in RE80. In contrast, NUC/CCS80 has more 
limited biofuel production (37%) in 2050 due to the assumed constraint on total biomass supply.  
 While all pathways can achieve lower CO2 emissions, two distinct end-use energy supply 
patterns can be identified. First, the NUC/CCS scenarios result in greater electrification of end-
uses since the generation costs of the NUC/CCS scenarios are lower than those in the 
corresponding RE scenarios. As a result, in the industrial sector the share of electricity in 2050 in 
NUC/CCS80 is 37% (7.7 EJ) versus 27% (5.8 EJ) in RE80. Second, the RE scenarios have 
higher utilization of bioenergy. In the transportation sector, the service outputs of biofuel 
increase by 0.7 trillion passenger-km/year for light duty vehicles (LDV) and 0.5 trillion ton-
km/year for heavy duty vehicles (HDV) from 2010 to 2050 in BASEREF. RE80 has the highest 
share of biofuel in 2050, accounting for 40% (4.6 trillion passenger-km/year) and 55% (3.1 
trillion ton-km/year) of the total service output of LDV and HDV, respectively (APPENDIX A).  
 The final energy used in the buildings sector is dominated by electricity and varies by at 
most 4% under the two CO2 reduction targets. Thus, energy efficiency does not appear to be 
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playing a major role in reducing emissions in the residential and commercial sectors. While fuel 
switching and electrification both are allowed, we can conclude that the major mechanisms for 
cost-effectively lowering carbon emissions are available in other sectors. Additional information 
on end-use energy supply patterns can be found in the APPENDIX A. 
 2.3.3 Environmental impacts 
 2.3.3.1 Water use in power generation  
 While the alternative pathways exhibit similar levels of electricity generation, electric 
sector water use can be very different (Fig. 2.3). Without CO2 targets, BASEREF decreases total 
water withdrawal by 67% (35 trillion gallons), while increasing total water consumption by 86% 
(1.6 trillion gallons). These shifts occur because of the evolution of cooling technologies from 
once-through to recirculating.  
 Projections of electric sector water use differ considerably across the BASE set of low-
carbon scenarios, with nuclear power becoming an increasingly dominant user of water as the 
CO2 reduction target becomes more stringent. Under BASE80, nuclear provides 31% of total 
power generation in 2050, but comprises 54% of water withdrawal and 48% of water 
consumption within the electric sector.  
 Water use in the scenarios with alternative technology assumptions diverge from the 
BASE scenarios. In the RE scenarios, water withdrawal and consumption dramatically decrease 
because fossil fuel combustion technologies that require water for cooling are phased out or 
greatly reduced. Geothermal accounts for 67% of the total water consumption in RE80 because 
geothermal energy has five times the water consumption intensity of nuclear power (Macknick et 
al., 2012). Geothermal energy is adopted primarily in the Southwest US Given the limited water 
supplies, hybrid or dry cooling technologies might be used under such a scenario despite their 
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greater cost. While CSP has a high water intensity, its very low market share results in very 
limited water use (Fig. 2.1).  
 In contrast, water withdrawal and consumption are considerably higher for the NUC/CCS 
scenarios than for BASE and RE. Compared with BASE80, NUC/CCS80 requires 53% 
additional water consumption (1.5 trillion gallons) in 2050, while RE80 instead results in a 
savings of 48% water consumption (1.4 trillion gallons). Water withdrawals in 2050 are much 
less than in 2010 due to large-scale adoption of recirculating cooling technology.  Nevertheless, 
the water withdrawal in NUC/CCS80 in 2050 is 87% higher (5.2 trillion gallons) than in RE80, 
which could place significant water demand pressure on areas with higher risk of droughts.  
 2.3.3.2 CO2 and air pollutant emissions 
 Because the CO2 policies are applied economy-wide, the resulting emission reductions 
are apportioned by GCAM-USA across sectors (electric, transportation, industrial, and buildings) 
and states based upon where CO2 emission reductions are most cost effective. Fig. 2.4 shows 
sectoral CO2, primary PM2.5, NOx, and SO2 emissions across the scenarios.  
 Biofuel production with CCS is especially competitive under CO2 reduction targets (Fig. 
2.2b) because the model treats it as having net negative CO2 emissions from the end-use 
perspective (note, however, that changes in land-use and associated emissions from changes in 
biomass production are consistently accounted for within GCAM). However, this option 
becomes prevalent only under the BASE scenarios because it requires both CCS (constrained in 
RE) and expanded supply of biomass (limited in NUC/CCS). By using biorefineries with CCS, 
BASE80 achieves greater negative emissions in the industrial sector compared with RE80 or 
NUC/CCS80. In RE80, more CO2 emission reductions are achieved in the transportation sector 
compared with BASE80 and NUC/CCS80, primarily through higher biofuel utilization.   
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 Air pollutant regulations result in significant NOx and SO2 reductions relative to 2010 
across all scenarios. In BASEREF (no CO2 target), NOx emissions decline 53% by 2050, mainly 
due to the state-level electric sector caps on NOx from CSAPR and the Tier 3 emission standards 
in the transportation sector. SO2 emissions decline 56% by 2050, also primarily due to CSAPR.  
 Application of the CO2 constraints results in additional pollutant emission reductions. 
Comparing values in 2050, NOx emissions of BASE50 and BASE80 are 23% and 30% lower 
than BASEREF, respectively. SO2 emissions are reduced even further, declining by 44% and 
55%. PM2.5 emissions decline by 27% and 32% from BASEREF under BASE50 and BASE80, 
respectively.  
 Comparing BASE80 and BASEREF in 2050, the electric sector accounts for 41% of the 
reduction in NOx emissions, 58% of the reduction in SO2, and 38% of the reduction in PM2.5. 
These changes are largely a result of the substitution of renewables and nuclear power for 
conventional coal and natural gas. Also, CO2 capture systems require reducing NOx, SO2 and 
PM2.5 from flue gas to avoid degrading the sorbents used for capture. Thus, CCS typically results 
in lower emissions of these air pollutants. The industrial sector accounts for 46% and 61% of the 
reduction in NOx and primary PM2.5 emissions, respectively, driven by reductions in coal and 
petroleum use. These system-wide air pollutant emission reductions demonstrate that broad 
technology changes made under low-carbon pathways can bring about significant air quality co-
benefits.  
 The results also illustrate that alternative pathways produce different levels of co-benefits, 
and some pathways can even result in disbenefits. Relative to BASE80, NUC/CCS80 has 21% 
lower NOx and 44% lower SO2 emissions in 2050, due to higher industrial electrification. 
Primary PM2.5 emissions in NUC/CCS80 are also 46% lower than in BASE80, mostly 
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attributable to reduced use of biomass for residential heating in the buildings sector. In contrast, 
RE80 has greater PM2.5 emissions compared to NUC/CCS80, again driven by residential 
biomass. NOx and SO2 emissions also increase relative to BASE80. Thus, while biomass can be 
an important low-carbon option, its use may worsen air pollutant emissions, especially in the 
buildings sector. This point is discussed further in Section 2.4.  
 2.3.3.3 PM2.5-related health co-benefits 
 The alternative pathways also have differing implications for human health. The health 
co-benefits of avoided PM-attributable mortality from CO2 constraints are estimated as the 
difference between health costs of a scenario with CO2 constraints and BASEREF. Annual PM2.5 
health co-benefits increase over time, especially after 2025. Fig. 2.5 summarizes the annual 
PM2.5 health co-benefits in 2050, relative to BASEREF, for the alternative pathways and for both 
50% and 80% CO2 reduction targets. BASE50 brings about $190 billion (2010$) in annual PM2.5 
health co-benefits in 2050, mainly coming from the industrial and electric sectors. BASE80 
achieves $41 billion additional annual health co-benefits beyond BASE50, mainly in the 
industrial ($23 billion of additional health co-benefits, 56% of the total increase) and buildings 
sectors ($15 billion of additional health co-benefits, 37% of total increase). Very few additional 
health co-benefits occur in the electric sector in BASE80 because it already has been largely 
decarbonized by 2050 in BASE50. 
 In general, substantial PM2.5 health co-benefits are achieved regardless of the pathway 
taken to meet the CO2 reduction targets. However, there are important differences among the 
pathways. Although NUC/CCS and RE have additional co-benefits in 2050 compared to BASE, 
NUC/CCS80 achieves annual PM2.5 health co-benefits of $410 billion, which is 48% and 78% 
higher than those of RE80 and BASE80, respectively. The major difference between RE80 and 
30
NUC/CCS80 is in the buildings sector. Unlike RE80 and BASE80, NUC/CCS80 has restricted 
overall biomass supply, which avoids a significant amount of primary PM2.5 emissions from 
residential wood combustion.  
 While national health co-benefits from the alternative pathways are a useful indictor, the 
geographic distribution of the impacts may be even more important for long-term energy 
planning and regional emission control strategy development. As noted previously, the use of 
national average impact factors to represent PM2.5 mortality is not well-suited for quantifying 
state-level co-benefits since emissions can be carried across state boundaries. Fig. 2.6a-b shows 
regionally-aggregated distributions of the additional PM2.5 health benefits of NUC/CCS80 and 
RE80 relative to BASE80 in 2050 for all sectors. Fig. 2.6c-j further examines these results by 
sector.  
 NUC/CCS80 results in additional PM2.5 health co-benefits for all regions (Fig. 2.6a). The 
additional co-benefits in the Northeast and the Midwest regions are mainly from the buildings 
sector (Fig. 2.6i), while the additional health co-benefits in Southeastern states are mainly from 
the industrial sector (Fig. 2.6e). Both NUC/CCS80 and RE80 have negligible additional health 
impacts in the transportation sector. The additional health co-benefits of RE80 shows a mixed 
pattern (Fig. 2.6b), in which the electric sector has additional health co-benefits for all regions 
(Fig. 2.6d), while the buildings sector has lower co-benefits relative to BASE80 across the 
Midwest and the Northeast regions. This pattern for the buildings sector stems from residential 
biomass combustion, as regions with colder climates and a historical pattern of greater biomass 
use continue to do so in the future. The 50% CO2 reduction targets have a similar geographic 
pattern of additional health co-benefits in 2050, although the magnitudes are smaller 
(APPENDIX A).  
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2.4 Discussion 
 We find that NUC/CCS80 results in 48% greater PM2.5 health co-benefits compared to 
RE80 on the national scale. This result is driven by the restricted biomass supply and greater 
end-use electrification in NUC/CCS80. However, NUC/CCS80 also has 192% higher water 
consumption and 87% higher withdrawal. This tradeoff could be a concern, especially for 
regions with considerable biomass potential but also limited water resources such as California.  
 Our results are comparable with previous studies focused on air quality or water 
separately. Shindell et al., (2016) estimated that a clean energy and clean transportation policy in 
the US consistent with an 80% CO2 reduction in 2030 would result in 36,000 fewer premature 
deaths annually due to avoided PM2.5 and ozone pollution. In our study, BASE80 results in $130 
billion PM2.5-related health benefits relative to BASEREF in 2030, which is equivalent to 14,000 
premature deaths using the projected VSL in 2030. The major difference comes from the choice 
of baseline scenarios for co-benefit estimation. Shindell et al., (2016) used RCP8.5 for their 
baseline, for which electric sector SO2 and transportation sector NOx emissions decreased by 0.5 
and 0.8 Tg, respectively, in 2030 relative to 2010. Our study includes on-the-books US air 
pollution regulations in BASEREF at the state level, which leads to significant air pollutant 
emission reductions relative to 2010. In particular, electric sector SO2 and transportation sector 
NOx emissions decrease by 2.6 and 4.8 Tg, respectively, in 2030 relative to 2010. Therefore, 
compared with the baseline in Shindell et al., (2016), BASEREF in our study has less air 
pollutant emissions available to be reduced through CO2 targets, and thus has fewer PM2.5 health 
benefits in 2030. This comparison highlights the importance of baseline assumptions in co-
benefit analyses. In our study, existing air quality regulations are explicitly included in the 
reference scenarios, and therefore our estimation can better capture the additional PM2.5 health 
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co-benefits from CO2 reductions that are added onto current regulations. In addition, Shindell et 
al., (2016) estimated combined PM2.5 and ozone-related health impacts, while this study only 
addressed PM2.5-related health impacts.  
 Although PM2.5-related mortality damages consistently dominate the overall air quality 
health damages across different emission sectors (Fann et al., 2013), future work should seek to 
integrate both PM2.5 and ozone health impact factors into GCAM-USA, allowing the overall air 
quality health impacts to be estimated more fully. Besides mortality costs, future work could be 
expanded by including morbidity costs and other impacts of air pollution such as lost 
productivity. 
 This study considers only already-adopted air pollutant regulations, and therefore 
illustrates areas where further emissions controls might become necessary. For example, the 
buildings sector has very limited contribution to the overall CO2 reduction compared with the 
electric, industrial, and transportation sectors, but its environmental impacts and public health 
implication can be significant. Penn et al., (2017) estimated 10,000 premature deaths per year in 
the US in 2005 from residential combustion (wood, coal and oil), driven by direct PM2.5 
emissions. In BASE80, residential biomass combustion provides less than 1% of the total energy 
use in the buildings sector in 2050 but is responsible for 94% of the primary PM2.5 emissions 
from buildings and 31% of the system-wide primary PM2.5 emissions. Unlike point sources such 
as power plants, residential biomass combustion is widely distributed and can be difficult to 
regulate, especially in rural areas with abundant local biomass resources. Although EPA 
tightened standards for new residential wood heaters in 2015 (US EPA, 2015), the turnover rate 
for existing low-efficiency wood stoves and fireplaces is highly uncertain. Some states, such as 
Colorado, have more stringent residential wood burning regulations for certain months of the 
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year when secondary pollutants form more readily. Furthermore, we do not represent regional- 
and state-specific CO2 mitigation targets, nor do we represent state-level renewable portfolio 
standards. Inclusion of such policies into the reference case could change the baseline emission 
levels and could affect the dynamics of the response to low-carbon constraints.  
 Our finding that co-benefits attributable to the buildings sector are small in BASE50 and 
BASE80 differs from the conclusion drawn by Zhang et al., (2017), who found the residential 
sector to be a major source of co-benefits. Zhang et al., (2017) used emission inputs from an 
earlier version of GCAM, while GCAM-USA is based on a version of GCAM with a more 
detailed representation of specific energy services in the building sector as well as the additional 
changes outlined by Shi et al., (2017). The building sector structural difference in the model 
results in less substitution toward biomass as a result of a carbon price (Smith et al., 2016). 
 Another major factor may have been our treatment of residential wood burning in our 
baseline. We extrapolated trends in residential wood use and assumed a gradual changeover to 
lower-emitting devices. As a result, our residential PM2.5 emissions are relatively flat over time. 
In contrast, residential PM2.5 emission projections by Zhang et al., (2017) grew on a trajectory 
that more closely followed population. Another difference between these analyses was our use of 
state-level resolution, which allowed consideration of state-level market shares of residential 
wood combustion.  
 For water use impacts, several previous studies have used GCAM and GCAM-USA to 
estimate global or regional energy-related water demands under climate mitigation goals (Liu et 
al., 2015; Kyle et al., 2013; Davis et al., 2013; Hejazi et al., 2014). Liu et al., (2015) compared 
state-level water demand for electricity generation under different technological pathways, 
showing that renewables have much less water withdrawal and consumption compared with 
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nuclear and CCS technologies in 2095 under RCP4.5. The state-level responses in Liu et al., 
(2015) are also consistent with the current paper.  
 We assumed that all future thermal generation technologies will use closed-loop cooling. 
Though others have made this same assumption (Cameron et al., 2014), this assumption might be 
too restrictive for regions with abundant water supply. However, determining the adoption of 
different cooling systems in the future is inherently uncertain. Davies et al., (2013) assumed the 
conversion of cooling system shares progressed linearly from the base year to 2020, after which 
cooling system shares were held constant for new plants. Kyle et al., (2013) assumed equal 
shares of evaporative cooling towers and dry/hybrid cooling systems for CSP and geothermal 
technologies for all future years because their current deployment rate was too low to determine 
future shares. Since the main purpose of our paper is to examine multiple environmental 
endpoints under different technological pathways, rather than exploring detailed dynamics in the 
water-energy nexus alone like the aforementioned studies, the current simple assumption for 
future cooling systems is clear and provides insights into situations or regions where these 
assumptions might need to be explored in more detail. Further efforts are needed to better 
characterize the drivers of future water demands in the electric sector, including the adoption of 
water-saving technologies and the trade-off between withdrawal and consumption.  
 This study only considered water use for electricity production. Although water use 
beyond the electric sector is outside the scope of this analysis, large-scale biofuel production 
would lead to a considerable increase in water demand (Hejazi et al., 2015). Bonsch et al., (2016) 
estimated that producing 300 EJ/yr of bioenergy in 2095 from dedicated bioenergy crops is likely 
to double agriculture water withdrawals globally if no explicit water protection policies are 
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applied. Future versions of GCAM-USA are expected to include water supply constraints, which 
also may affect our results. 
 Our results and comparisons with other studies highlight the importance of the state-level 
resolution of GCAM-USA, which allows consideration of factors such as state-level technology 
stock, energy resources, and policy constraints (e.g., the Cross-State Air Pollution Rule). 
Together, these factors help shape the state-level technology, fuel, and environmental 
implications of each pathway. 
 The integration of impact factors into GCAM-USA is also a novel aspect of this work. In 
previous co-benefit studies using integrated assessment models, authors have used full-scale 
chemical transport models and health benefit models to evaluate health impacts of the IAM 
results (West et al., 2013; Zhang et al., 2017). Using full-scale models is challenging since these 
models are complex and can be computationally intensive. Furthermore, the models are often run 
by different sets of modelers, necessitating transfer of data from one group to another. These 
factors complicate the iterative process of proposing and evaluating candidate management 
strategies that is necessary in supporting real-world decision-making.  
 In contrast, incorporating impact factors directly into the IAM provides a rapid and 
efficient approximation of health impacts. Further discussion is included in the SI.  However, the 
adoption of health impact factors assumes a linear relationship between changes in emissions and 
impacts. This assumption may be appropriate for small perturbations, but its accuracy may 
diminish for large changes in emissions. Furthermore, the impact factors used here are year-, 
technology-, and pollutant-specific and are taken as national averages, so they are applied 
uniformly across states. Therefore, the different environmental impacts across regions (Fig. 2.6) 
capture the specific energy structure and resource limitation of each state, but only 
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approximately represent the influence of emission location on air pollution-related health 
impacts in terms of the pollutant formation, differing magnitudes of exposed population, and 
differing demographics and health status (Turner et al., 2015; Dedoussi and Barrett, 2014; Fann 
et al., 2009). Our use of national-average, sector-specific benefits per ton of emissions supports 
comparisons of the health benefits of different scenarios and pathways for single states or regions, 
as we have demonstrated here. However, this approach is problematic for comparisons of health 
benefits between different states since we are not differentiating how exposure levels change 
from one state to another. Future efforts should consider the adoption of impact factors that 
better capture spatial heterogeneity.   
 Furthermore, if environmental impacts can be monetized, these impacts can be 
endogenized and considered simultaneously in the development of cost-effective and robust 
management strategies. Such a co-control framework has been demonstrated for air pollutants 
and GHG reductions in Mexico City (West et al., 2009), China (Zhang et al., 2015; Wang et al., 
2016) and Switzerland (Pattupara and Kannan, 2016). A similar approach could be conducted for 
the US, potentially achieving additional societal benefits beyond that suggested when climate, 
environmental, and energy goals are considered in isolation from each other. Similarly, this 
exercise could be repeated for other countries or regions of the world as the air-energy-water 
nexus is a global challenge. Considering the heterogeneity of energy structures, domestic policy 
and geopolitical issues among different regions, the impacts of different technological pathways 
may be very different. 
2.5 Conclusion 
 This study shows that assessing multiple environmental impacts within an integrated 
assessment modeling framework allows consideration of interactions and tradeoffs among air 
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pollution, low-carbon pathways, energy system and environmental goals. To our knowledge this 
is the first study to estimate state-level water and regional air pollutant co-benefits associated 
with alternative technology pathways for meeting CO2 reduction targets. This study demonstrates 
that different pathways leading to a 50% CO2 emission reduction target in 2050 can result in very 
different magnitude and geographic distribution of PM-health benefits and water demands for 
thermal electricity production. Furthermore, an 80% CO2 emission reduction target would yield 
significant additional air quality co-benefits beyond the 50% reduction for each of the 
technology pathways. On the national scale, the RE pathway provides greater benefits for 
reduced water use while the NUC/CCS pathway achieves higher PM2.5 health benefits. However, 
the pathway that achieves the greatest PM2.5 health benefits differs among regions due to the 
heterogeneity of existing technology stock, resource availability, and environmental and energy 
policies.  
 One important difference between NUC/CCS and RE is the extent of biomass utilization. 
Even if residential biomass burning plays only a minor role in reducing CO2 emissions, its 
potential for a relatively high level of co-emitted PM2.5, particularly in the residential sector, 
could offset some of the health co-benefits of reducing GHG emissions. While this response 
appears in these idealized scenarios within the context of a renewable pathway, in reality the 
response of consumers in terms of heating fuel choice is complex, and increased wood 
consumption could occur regionally in response to the increases in fossil fuel prices associated 
with GHG reduction pathways. This result has important real-world implications for both how 
wood energy is included in low-carbon strategies, and also highlights the potential importance of 
PM2.5 emission standards for residential wood combustion devices. We also find that, by 
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comparing to previous results, model structure and spatial resolution for the residential building 











Fig. 2.1 (a) CO2 emission (million tonnes C per year) for the US energy system by sector and (b) 






Fig. 2.2 (a) US electricity generation (EJ per year) by technology and (b) refined liquids 






Fig. 2.3 US water withdrawal and consumption (trillion gallons per year) for electricity 
production by technology in 2010 and for each of the technology and policy scenarios in 2050. 






Fig. 2.4 CO2 (million tonnes C per year) and air pollutant (primary PM2.5, NOx and SO2) 
emissions (million tonnes per year) for the US energy system by sector in 2010 and for each of 








Fig. 2.5 Monetized PM2.5-related health benefits of CO2 emissions targets for different 
technology pathways (billion 2010$ per year) in the US energy system by sector in 2050, relative 
to BASEREF. Positive values indicate health benefits from pollutant emissions reductions; 
negative values indicate health damages; the Net value is the sum of positive and negative values 
















































Fig. 2.6 Regionally aggregated estimates of annual PM2.5 health benefits of NUC/CCS80 and 
RE80 relative to BASE80 in 2050.  Blue colors represent additional health benefits; red colors 
represent damages (billion 2010$).  
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Table	2.1	Modeling	scenarios	
CO2 emissions reduction targets4 
Technology pathways None (REF) 50% reduction 80% reduction 
BASE1 BASEREF BASE50 BASE80 
RE2 REREF RE50 RE80 
NUC/CCS3 NUC/CCSREF NUC/CCS50 NUC/CCS80 
1 Baseline assumptions with all electricity production technologies available 
2 Rapid reduction in costs of renewable energy technologies; no new builds of nuclear plants; 
carbon capture unavailable 
3 Optimistic assumptions about costs of nuclear and CCS technologies; slow decline in costs of 
renewables; restricted supply of biomass for energy transformation and end-use 
4 Reduction targets attained in 2050, relative to emissions in 2005.
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CHAPTER 3. STATE-LEVEL DRIVERS OF FUTURE FINE PARTICULATE  
MATTER MORTALITY IN THE UNITED STATES 
 
(Yang Ou, Steven J. Smith, J. Jason West, Christopher G. Nolte, Daniel H. Loughlin.  
Accepted by Environmental Research Letters) 
3.1 Introduction and objectives 
 Long term trends in air quality and health burdens will be driven by pollutant emissions 
and underlying socioeconomic factors. Emissions sources such as factories, motor vehicles, and 
electric utilities contribute to total concentrations of PM2.5 by emitting PM2.5 and its precursors, 
including nitrogen oxides (NOx), sulfur dioxide (SO2), and ammonia (NH3). Over recent decades, 
regulatory efforts targeting these major emission sources have substantially reduced the US 
public health burden from air pollution (Fann et al. 2018, Zhang et al. 2018, Shapiro and Walker 
2018, Butt et al. 2017). Previous studies have applied chemical transport models (CTMs) to 
attribute total PM2.5 health impacts to specific emission sources and locations (Penn et al. 2017, 
Turner et al. 2015, Dedoussi and Barrett 2014, Caiazzo et al. 2013, Fann et al. 2012). These 
studies generally found that PM2.5 health impacts arise from many different emission sources 
(Turner et al. 2015) that affect public health by their proximity to population centers (Fann et al. 
2009). For example, most electric sector PM2.5 health impacts are attributable to emissions from 
states that have considerable coal-fired electricity production and large downwind population. In 
contrast, health impacts of the residential sector are mainly attributed to states with large 
population and significant residential wood combustion (Penn et al. 2017). 
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 A variety of socioeconomic factors also affect future changes in PM2.5 health impacts. 
First, socioeconomic development increases service and energy demands (Riahi et al. 2017), 
potentially resulting in greater fuel combustion. Second, population growth not only boosts 
energy demand but also typically increases population exposure to air pollution. Third, the 
challenges and opportunities for reducing adverse PM2.5 health impacts may differ considerably 
among states, depending on historical energy use patterns (Brown et al. 2018), and regional 
policies (Shi et al. 2017), such as the Cross-State Air Pollution Rule (CSAPR) (Federal Register, 
2011) which caps electric sector emissions of NOx and SO2 for 23 states.  
 Several other studies have employed reduced-form models based on CTM simulations to 
estimate the PM2.5 health benefits of reducing a tonne of pollutant emission (deaths/tonne or, 
considering monetized mortality, dollars/tonne) across different sectors, pollutant species, or 
years (Goodkind et al. 2019, Muller 2014, Fann et al. 2012, Fann et al. 2009). Despite the 
insights gained from these studies, they are generally based on a single year’s emission 
conditions, without considering changes due to the socioeconomic factors mentioned previously. 
 Therefore, it remains unclear how future changes in polluting sources and socioeconomic 
factors will jointly affect future PM2.5 health impacts in the United States. Anticipating the 
effects of these factors for each state could be important from a public health perspective and 
support the development of long-term air quality management strategies. In this study, we aim to 
(1) project the change in monetized PMMC (hereinafter referred to as “PMMC”), a metric 
commonly used to represent the health impact of air pollution, from 2015 to 2050 at the US 
national and state levels under current regulations; and (2) quantify the relative influences of 
socioeconomic and energy factors driving these changes for each state, and then identify the 
PMMC drivers that lead to different trends among states.  
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 To achieve these objectives, a human-earth system model with US state-level resolution 
is used to project future state-level air pollutant emissions, considering factors such as population 
growth and migration, economic growth, technology change, resource availability, and energy 
and emissions policies. Year-, pollutant-, sector-, and state-specific PMMC coefficients 
(dollars/tonne, Heo et al., 2016a) are integrated into this framework to estimate PMMC from 
2015 to 2050. We then quantify the contribution of socioeconomic, energy, and emission-related 
factors to PMMC changes for each state. To our knowledge, this paper presents the first 
comprehensive evaluation of the relative importance of concurrent socioeconomic and energy 
drivers to changes in future PMMC for individual states.  
3.2 Methods 
3.2.1 Research tool and scenario design  
 The Global Change Assessment Model (GCAM) is a partial equilibrium human-earth 
system model that represents the linkages between global energy, water, land, climate, and 
economic systems (Calvin et al. 2019; JGCRI 2019a). In GCAM, exogenous population, GDP, 
and labor productivity assumptions drive overall energy and service demands, and a logit 
function (Clark and Edmonds 1993, McFadden 1973) is used to estimate the most economically 
feasible and technically viable combination of technologies that satisfy these demands in each 
market and for each modeling period. Corresponding air pollutant and greenhouse gas emissions 
are also estimated. The latest version of GCAM (v5.1) has been evaluated by comparing to 
historical data and to future scenario simulations from other models (Calvin et al. 2019). GCAM 
has been widely used to explore global energy and emission scenarios, including the 
Intergovernmental Panel on Climate Change Special Report on Emissions Scenarios 
(Nakicenovic et al. 2000), Representative Concentration Pathways (Thomson et al. 2011), 
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Shared Socioeconomic Pathways (SSP) (Calvin et al. 2017), and 2-degree mitigation scenarios 
(Fawcett et al. 2015). 
 GCAM-USA is an extension of GCAM with representation of US state-level energy 
supply and demand markets (Zhou et al. 2014, Iyer et al. 2017, JGCRI 2019b). State-level 
population and economic growth assumptions are calibrated to historical levels through 2015. 
For future modeling years, population projections are derived from the downscaled Shared 
Socioeconomic Pathways 2 (SSP2) “Middle-of-the-Road” scenario (Jiang et al. 2018, Jones and 
O’Neill 2016), being qualitatively consistent with assumptions made in the rest of the model. 
State-level per capita GDP growth rates (Table B.2) are harmonized with regional assumptions in 
the National Energy Modeling System model used in the 2016 Annual Energy Outlook (AEO) 
(EIA 2016).  
 In contrast to stylized business-as-usual scenarios, this study reflects major air quality 
and energy policies currently in place, and how these constrain state-level emissions. In previous 
work (Shi et al. 2017), we incorporated US air pollutant emission coefficients, pollution controls 
for coal-fired power plants, and representations of major energy and air quality regulations, and 
we adjusted the base year emissions and future trends to be consistent with the 2011 National 
Emission Inventory and its projections (EPA 2011a). Here, we adopt improved representations of 
building sector energy demands, electric vehicle costs, and retirement of existing coal and 
nuclear electric power plants, and harmonized total electricity generation and electricity 
generation from coal with the 2018 AEO (EIA 2018) (see APPENDIX B). Additionally, a 9-state 
regional cap on electric sector CO2 emissions was added to reflect the Regional Greenhouse Gas 
Initiative (RGGI) (RGGI 2019). 
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3.2.2 State-level PMMC  
 We project future changes in PMMC based on the monetized PM2.5-related mortality 
impacts using estimates of willingness-to-pay to avoid these outcomes. This method has been 
used by US EPA in benefit-cost analyses of the Clean Air Act (EPA 2011d). Mortality impacts 
account for over 90% of the total monetized PM2.5 health impact (Martenies et al. 2015). PM2.5, 
in turn, dominates total air pollutant mortality burdens (Zhang et al. 2018). 
 Our initial application of GCAM-USA to model PM2.5 health impacts (Ou et al., 2018) 
utilized year-, pollutant-, and sector-specific PM2.5 mortality cost coefficients (Fann et al., 2012). 
Projections of these coefficients to 2050 accounted for national-level changes in population and 
economic growth. This paper improves upon that approach by applying PM2.5 mortality cost 
coefficients that are differentiated by state, accounting for the spatial heterogeneity of pollutant 
transport and chemistry, population, and baseline mortality rates. The reduced-complexity model 
EASIUR (EASIUR, 2019) derived from tagged chemical transport model simulations has 
estimated PM2.5 attributable deaths per tonne of inorganic air pollutants emissions (primary PM2.5, 
SO2, NOx, and NH3) from each county in the US in 2005, using the concentration-response 
relation derived from an American Cancer Society study (Krewski et al., 2009). In our work, 
these county-level deaths-per-tonne estimates are aggregated to the state level for the electricity, 
industry, transportation, and building sectors in 2005, based on the emission-weighted sum for 
each sector. Note that these estimates are for deaths across the US per tonne of emissions from 
each state, regardless of where those deaths occur. For some states (e.g., California) most of the 
health impacts occur in the same state as the emissions, but the emissions of smaller states can 
have substantial health impacts on downwind states with large population centers. Growth 
factors were also derived to account for changes in population exposure and baseline mortality 
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rates in future years (Heo et al., 2016a). Using these growth factors, the 2005 death-per-tonne 
estimates are adjusted here to provide annual estimates for each GCAM-USA year (2010 to 2050 
in 5-year increments). Finally, death-per-tonne estimates are converted into dollar-per-tonne 
mortality cost coefficients using year-specific values of statistical life (VSLs) that increase 
through time based on income growth (see APPENDIX B).  
3.2.3 Decomposition of changes in PMMC  
 To quantify the relative importance of various factors to future PMMC changes, a 
decomposition approach is employed using the following two steps: First, analogous to the Kaya 
identity (Kaya 1990, Raupach et al. 2007), the PMMC for a given state and year is expressed as 
the product of the following driving factors (Table 3.1): population (𝐷!"!), GDP per capita 
(𝐷!"#), sectoral energy intensity (𝐷!!"!#$%), fuel share (𝐷!,!!"#$) and PMMC intensity (𝐷!,!!") 
(Equation 1). Energy intensity (EJ/$)  is the energy required to produce one unit of GDP, a 
measure of the energy efficiency of an economy. Fuel share (ratio) indicates the share of 
polluting fuels (coal, gas, biomass, and liquids) in each sector. PMMC intensity ($/tonne) 
represents the PMMC per unit energy use for a technology, as the product of emission intensity 
(tonne/EJ) and per-tonne mortality costs ($/tonne).  
𝑀 =  𝑀!,!
!!
=  𝑃 ×  
𝐺
𝑃  ×  
𝐸!
𝐺  ×  
𝐸!,!
𝐸!




   =  𝐷!"! × 𝐷!"# × 𝐷!!"!#$% × 𝐷!,!!"#$ ×𝐷!,!!"  
!!
   
Equation (3.1) 
 
 Next, the Logarithmic Mean Divisia index (LMDI) approach is adopted to separate the 
impacts of different factors on the overall changes in PMMC. LMDI has been widely employed 
for analysis of driving forces and to provide policy-relevant insights, including wind energy 
 53 
supply in China (Lu et al. 2016) and emission trends of CO2 in China (Guan et al. 2018) and SO2 
in the US (Lu et al. 2012). LMDI has been shown to have advantages over other decomposition 
methods because of its path independence, consistency in aggregation, and ability to handle zero 
values (Ang 2005, Ang and Wang 2015).  
 The changes in PMMC for a given region from year 𝑡! to year 𝑡! (∆𝑀) can be expressed 
as the sum of contributions from individual factors: 
∆𝑀 =  ∆𝑀!
!









where k = POP, GDP, ENERGY, FUEL, PM and  
𝐿 𝑤!,!
!! ,𝑤!,!
!! =  𝑀!,!
!! −𝑀!,!
!! 𝑙𝑛 𝑀!,!
!! − 𝑙𝑛 𝑀!,!
!!  is the logarithmic mean of the mortality 
costs of fuel 𝑓 in sector 𝑠 at times 𝑡! and 𝑡!.  
 Note that LMDI is fundamentally different from linear regression. For example, in LMDI, 
the change in the quantity being decomposed is always a linear combination of all contributors, 
with the residuals being allocated to contributions from individual factors (Lu et al. 2012, Ang 
and Liu 2007). In contrast, linear regression typically produces a residual term that represents 
both model misspecification and confounding factors. Furthermore, LMDI estimates the total 
effect of each contributor on the PMMC changes, while regression coefficients represent the 
marginal effect of each contributor at their average level.  
3.3 Results 
3.3.1 National PMMC  
 Between 2015 and 2050, emissions of primary PM2.5, NOx, and SO2 are projected to 
decrease by 25%, 50%, and 17%, respectively (Fig 3.1a). Sector-specific pollutant emissions 
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projections are shown in Fig. B.2. The corresponding mortality costs from emissions of primary 
PM2.5, NOx, and SO2 decrease by 15%, 39% and 43%, respectively (Fig. 3.1b). The discrepancy 
between emission and mortality cost changes is a result of pollutant- and source category-
specific mortality intensity trends (Heo et al. 2016a), which are simultaneously affected by 
decreasing baseline mortality rates, increasing population exposure, and increasing VSL in the 
future. For all modeling years, primary PM2.5 emissions are the greatest source of PMMC. The 
combined damages from NOx and SO2 are roughly equivalent to those of primary PM2.5 in 2015, 
but by 2050 play a lesser role. 
 Driven by existing regulations and projected demographic, economic, and technological 
changes, the national total PMMC (Fig. 3.2a) decreases 25% from $380 billion in 2015 to $284 
billion in 2050. Overall, coal combustion sources maintain a relatively constant share of around 
33% of PMMC for all modeling years, with major contributions transitioning from electric sector 
coal to industrial coal. The contribution of liquid fuels to PMMC drops from 35% in 2015 to 29% 
in 2050, dominated by the decreasing share attributed to transportation liquids.  
 Among the expected drivers of PM2.5 mortality trends, energy consumption increases by 
12% in 2050 (Fig. 3.2b), but at a much slower rate than the growth in population (24%) and GDP 
per capita (52%) (Fig. 3.2c). The specific source sector-fuel combinations of industrial coal and 
building sector biomass are major contributors to PMMC (Fig. 3.2a) despite being minor 
contributors to overall energy consumption (Fig. 3.2b). Industrial sources often are not subjected 
to as stringent emission limits as is the electric sector. Thus, a quantity of coal combusted in the 
industrial sector typically produces more PM2.5 and precursor emissions than if combusted in the 
electric sector. Building sector biomass largely consists of wood fireplaces and furnaces, which 
have high primary PM2.5 emission intensities (Fig. 3.2d). 
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 Most of the energy consumption in the building and industry sectors comes from gas and 
electricity. Over the modeling period, coal consumption for electricity production decreases from 
12 EJ to 9 EJ (−25%), while the total energy consumption in the electricity sector increases from 
30 EJ to 35 EJ (+17%). Together, these trends reflect that more electricity is being produced by 
clean (i.e., low or zero pollutant emitting) technologies in the future. Fig. 3.2b also indicates that 
liquids remain the dominant fuel in the transportation sector for all modeling years, though 
liquids’ share of total transportation energy consumption decreases from 99% in 2015 to 86% in 
2050, replaced by electric and hydrogen vehicles.  
 The representation of air pollution regulations in GCAM-USA affects future emission 
factors, thereby reducing PM2.5 mortality intensity (mortality cost per unit energy input) (Fig. 
3.2d).  Due to regulations limiting coal-fired power plant emissions and Tier 3 motor vehicle and 
fuel emissions limits, PM2.5 mortality intensities of electricity coal and transportation liquids 
decrease by 40% and 36%, respectively, contributing to their decreasing shares observed in Fig 
3.2a. The PM2.5 mortality intensity of building biomass slightly decreases before 2035, reflecting 
a gradual turnover from existing wood furnaces to more efficient, EPA-certified wood furnaces 
and stoves. Note that the temporal trend of PM2.5 mortality intensity is also affected by the 
increasing VSL and population, as well as by changes in baseline mortality rates (Heo et al. 
2016a). For building sector biomass, the increasing trend of PM2.5 mortality intensity after 2035 
indicates that the effect of efficiency improvements is overcome by the increase in population 
exposure. 
3.3.2 LMDI decomposition  
 For the 25% national decrease in PMMC,  LMDI decomposition reveals that the largest 
contributor is decreased energy intensity, followed by reduced PM2.5 mortality intensities in 
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electric sector coal and transportation liquids (Fig. 3.3). In the absence of other factors, these 
three factors would cause mortality costs to decrease by 68%. These beneficial contributions 
exceed the increases in population and per capita GDP, which in isolation would increase 
PMMC by 54%. 
 For electricity coal and transportation liquids, contributions from their decreased PMMC 
intensity is much greater than from their decreasing fuel shares. This trend is mainly due to 
CSAPR, which limits electric sector NOx and SO2 in the eastern US, as well as the New Source 
Performance Standards, which requires all new coal plants to apply controls on NOx, SO2, and 
PM2.5 emissions. In the transportation sector, Tier 3 engine and fuel standards result in lower 
pollutant emissions per unit of fuel consumption over time. Independent of other factors, 
decreases in the PM2.5 mortality intensities of electricity coal and transportation liquids each 
result in mortality cost decreases of approximately 12%. Changes in building sector biomass 
produce a net reduction in PMMC, resulting from a decrease in the share of building biomass, 
contributing −6%, and a small increase in its PM2.5 mortality intensity.   
 Separate LMDI decompositions are further conducted to attribute changes in PMMC to 
changes in emissions of primary PM2.5, NOx, and SO2 (Figs. B.3-B.5). As with the combined 
results for changes in emissions of all three pollutants (Fig. 3.3), decreases in species-specific 
mortality costs are predominantly due to decreases in energy intensity and are partially offset by 
increases in population and per capita GDP. However, the second most important drivers of 
decreasing mortality costs vary by species: building biomass fuel share (causing species-specific 
mortality costs to decrease by 11.8%, independent of other factors) for primary PM2.5, PMMC 
intensity of transportation liquids (32.6% decrease) for NOx, and PMMC intensity of electricity 
coal (45% decrease) for SO2. These differences in main contributors further highlight the 
 57 
importance of tailoring air quality management strategies to address specific sectors and 
pollutants.   
 3.3.3 State-level PMMC 
 In addition to decomposing changes in national PMMC, characterizing changes in state-
level PMMC and the underlying drivers may be even more important for state and regional 
energy planning and emission control strategy development. PMMC changes in 2050 vary 
significantly by state, ranging from −62% (ND) to +37% (FL) (Fig. 3.4). 
 For most states, economic development, as measured by per-capita GDP growth, is the 
leading contributor to increased PMMC, while decreased energy intensity plays the dominant 
role in lowering PMMC (Table 3.2). The second largest factor lowering PMMC for most states is 
the decreased PM2.5 mortality intensity of either electricity coal or transportation liquids. Twelve 
of the 16 states whose top two contributors are related to electricity coal are CSAPR states.  
 Besides these general patterns, some states have specific challenges in reducing PMMC. 
For example, CT, ME, RI, and VT have high heating demand coupled with significant historical 
use of biomass. Consequently, increases in the share of biomass in the building sector in these 
states is the second largest contributor to their increased PMMC. 
 The 48 contiguous US states are categorized into two groups based on the shape of their 
projected PMMC trends (Fig. 3.5). The “Steadily-decreasing” group includes 29 states, with 
monotonically decreasing PMMC, mostly located in the central US. Of these, Ohio and 
Pennsylvania have the highest PMMC in 2015. The “Upturn” group includes the remaining 19 
states, which have an increasing trend of PMMC either over the entire 2015-2050 period (such as 
Florida) or starting from an intermediate year (such as Arizona). From a policymaker’s 
perspective, the Upturn states may indicate state-specific challenges to reducing PMMC in the 
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future, which should be anticipated in the development of long-term air quality management 
strategies.  
 In comparing the two groups, the Steadily-decreasing states have significantly (p < 0.001) 
greater decreases in state-level PMMC, smaller increases associated with population and per 
capita GDP growth, and greater decreases in electric sector coal share and PM2.5 mortality 
intensity in 2050. This comparison highlights that population and economic growth can be 
dominant factors contributing to increased PMMC, especially for the Upturn states. Changes in 
electricity coal shares and PM2.5 mortality intensity have significantly smaller effects among the 
Upturn states, because these states tend to have smaller shares of electricity coal in 2015. In 
addition, 8 of these 19 states are within the CSAPR region and their coal fleet already has been 
largely controlled by 2015, leaving less benefit available from turnover to cleaner coal capacity. 
Contributions from PMMC intensity of transportation liquids are similar among the two groups 
of states since Tier 3 tailpipe and fuel standards are national policies. Among states with little 
benefits from decreasing coal use, such as Florida, decreases in the PMMC intensity of 
transportation liquids play a major role in partially offsetting the effects of population and 
economic growth. 
3.4 Discussion  
 To our knowledge, this study provides the first systematic quantification of the 
contributions of changes in population, economic growth, energy intensity, fuel shares, and 
PM2.5 mortality per unit fuel consumption to projected changes in national and state-level 
PMMC. Our results highlight the importance of both socioeconomic and energy system factors 
in long-term changes in PM2.5 mortality.  
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 We find that decreased energy intensity is the largest contributor reducing future PMMC. 
This is consistent with findings from empirical studies (Levinson 2015, Levinson 2009) and past 
industrial practices (Lovins 2018) that energy efficiency and technology innovation in 
manufacturing processes can decouple future emissions from population and economic growth. 
State-level decompositions elucidate the effect of existing regulatory policies. Federal 
regulations such as Tier 3 fuel and vehicle standards and pollution limits for new power 
generation result in the vehicle and power plant fleets gradually becoming considerably lower 
emitting than their predecessors. Regional emission caps like CSAPR, on the other hand, can 
have a more immediate impact when implemented. 
 Besides the general trends identified in state groups (Fig. 5), our results also highlight 
states that stand out from the larger groups. For instance, despite the overall beneficial 
contribution of decreased building sector biomass shares found among the “Upturn” states, NH, 
ME, and VT face significant challenges due to the increasing share of biomass in the building 
sector. Also, ME has a much lower contribution from energy intensity improvements and a much 
higher contribution from decreased PM2.5 mortality intensity in electricity coal. This interesting 
combination may suggest interactions between changes in that state’s overall energy structure 
and in its power generation.  
 Several caveats should be mentioned. First, this paper focuses only on one scenario, 
representing a plausible projection of the evolution of the US energy system and related 
emissions through 2050, considering existing federal and state emission regulations. We do not 
attempt to explore alternative scenarios, which could include new regulations, differing 
technology cost trajectories, or varying socioeconomic conditions. State-level drivers of PMMC 
could be different under alternative scenarios. Second, the PMMC estimation in this paper relies 
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on EASIUR (Heo et al. 2016a), thus sharing its major uncertainties in air quality modeling, 
concentration-response relations, and VSLs (Heo et al. 2016a, Heo et al. 2016b). For example, 
EASIUR neglects primary and secondary organic PM2.5 (Heo et al. 2016b). Third, despite 
additional adjustment for future population, VSL, and baseline mortality rate, the PMMC 
coefficients are derived from emissions and meteorology in 2005 (Heo et al. 2016a). While 
estimates of PM2.5 mortality coefficients are considered valid within a factor of two, even over 
fairly large changes in baseline emissions (Heo et al. 2016b), it would be preferable to use PM2.5 
mortality coefficients determined specifically for future-year emissions and demographics, 
considering also potential changes in climate and consequent changes in PM2.5 (Fiore et al. 2015). 
Fourth, EASIUR neglects mortality effects of other air pollutants such as ozone, and morbidity 
effects of PM2.5. For PM2.5 mortality, EASIUR assumes a log-linear exposure-response function 
and equal toxicity of all PM2.5, while there may be non-linearities at low levels of exposure and 
particles from different sources may have different toxicities (Thurston et al. 2016, Burnett et al. 
2018). A systematic quantification of these uncertainties embedded in the chemical 
transportation models used to develop EASIUR and similar reduced-form models is beyond the 
scope of the current study. Finally, while we use state-level PMMC coefficients, real-world 
pollutant exposures occur at a much finer scale, and state-level modeling cannot capture sub-
state heterogeneity (Goodkind et al. 2019). In future work, GCAM-USA should be updated 
regularly to capture current federal and state-level policies and emerging market trends for new 
technologies that can significantly reshape energy portfolios. Incorporating these updates would 
allow the model to provide more timely state-level insights.   
3.5 Conclusion 
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 Our results suggest that under current policies projected national PMMC will decrease by 
25% in 2050 relative to 2015, primarily driven by decreases in energy intensity. Conversely, 
population and economic growth pose great challenges for mitigating future PMMC in terms of 
increased exposure, energy demand, and increased valuation of health impacts. Decreases in 
PMMC per unit consumption of coal in the electric sector and liquids in the transportation sector 
are the next largest contributors to decreased PMMC. Existing air quality regulations restrain 
future SO2 emissions from electricity coal and NOx emissions from transportation liquids, 
reducing their corresponding PMMC.  
 PMMC changes in 2050 vary widely by state, ranging from −62% (ND) to +37% (FL). 
Among the 48 continental states, 29 states have steadily decreasing PMMC from 2015 to 2050, 
with relatively small increases in population and per capita GDP, and great decreases in electric 
sector coal share and PM2.5 mortality intensity in 2050. On the other hand, the remaining 19 
states with increases in PMMC during 2015-2050 face unique challenges in simultaneously 
decreasing PMMC and meeting increased energy demands. These states have historically relied 
on technologies and fuels with high emission intensities, and they also have greater projected 
population and economic growth. Anticipating this dynamic among these states could help 
regulators avoid unintended consequences of their policy structures. 
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Fig. 3.1 Change in (a) national anthropogenic pollutant emissions (Tg) and (b) PM2.5-attributable 





Fig. 3.2 Change in PMMC ($2018) and related indicators in the US from 2015 to 2050. a. Total 
PMMC and percent contribution of specific emission source sectors and fuels; b. Energy 
consumption by emission sector and fuel combinations; c. Population and GDP per capita 
($2018); d. PM2.5 mortality intensity of major emission sources. The shares of major sources 
(with shares exceeding 10% in any modeling year) are shown separately, and the categories of “-












Fig. 3.3 Net change in PMMC and contributions due to changes in population, GDP per capita, 












Fig. 3.4 Estimates of PMMC (billion 2018$) in 2015 (colors) and from 2015 to 2050 for the 
contiguous US states. Panels are organized to suggest the relative spatial distribution of states. 
States in a red box indicate “Steadily-decreasing” states and the rest are “Upturn” states. Full 





Fig. 3.5 State-specific changes in overall PMMC and contributions due to changes in population, 
GDP per capita, energy intensity, fuel shares, and PM2.5 mortality intensity in 2050 relative to 
2015 summarized by states with (left) steadily-decreasing and (right) upturn trends of PMMC. 
Blue asterisks indicate a significant difference between the two groups (t-test, p < 0.001). 






Table 3.1 Variables in LMDI decomposition  
Variable Definition 
𝑓 Fuels that directly contribute to PM2.5 pollution, including coal, gas, refined 
liquids and biomass 
𝑠 Energy sectors, including electricity, industry, transportation, and building 
𝑀 Total PM2.5 mortality cost for a given state and year 
𝑀!,! PM2.5 mortality cost attributed to fuel 𝑓 in sector 𝑠 for that state 
𝑃 State population  
𝐺 State GDP  
𝐸! Total state energy consumption in sector 𝑠 for  
𝐸!,! State energy consumption of fuel 𝑓 in sector 𝑠 
𝐷!"! State population, same as 𝑃   
𝐷!"# State GDP per capita 
𝐷!!"!#$% State energy intensity in sector 𝑠  
𝐷!,!!"#$ Share of fuel 𝑓 in sector 𝑠 for the state  





Table 3.2 Leading contributors to changes in state PMMC  
State Leading positive contributors Leading negative contributors 
 1st 2nd 1st 2nd 
AL* GDP POP ENERGY PM_ELEC_COAL 
AR GDP POP ENERGY PM_TRANS_LIQ 
AZ POP GDP ENERGY PM_TRANS_LIQ 
CA GDP POP ENERGY PM_TRANS_LIQ 
CO GDP POP ENERGY PM_TRANS_LIQ 
CT GDP BUILD_BIO ENERGY OTHER 
DE GDP POP ENERGY PM_TRANS_LIQ 
FL POP GDP ENERGY PM_TRANS_LIQ 
GA* GDP POP ENERGY PM_TRANS_LIQ 
IA* GDP PM_OTHER ENERGY PM_ELEC_COAL 
ID GDP POP ENERGY PM_TRANS_LIQ 
IL* GDP POP ENERGY PM_ELEC_COAL 
IN* GDP POP ENERGY PM_ELEC_COAL 
KS* GDP POP ENERGY PM_ELEC_COAL 
KY* GDP POP ENERGY PM_ELEC_COAL 
LA GDP POP ENERGY PM_TRANS_LIQ 
MA GDP POP ENERGY PM_TRANS_LIQ 
MD* GDP POP ENERGY PM_TRANS_LIQ 
ME GDP BUILD_BIO ENERGY PM_TRANS_LIQ 
MI* GDP OTHER ENERGY PM_ELEC_COAL 
MN* GDP POP ENERGY PM_TRANS_LIQ 
MO* GDP POP ENERGY PM_TRANS_LIQ 
MS GDP POP ENERGY PM_TRANS_LIQ 
MT GDP POP ENERGY ELEC_COAL 
NC* GDP POP ENERGY PM_TRANS_LIQ 
ND GDP OTHER ENERGY PM_ELEC_COAL 
NE* GDP OTHER PM_ELEC_COAL ENERGY 
NH GDP POP ENERGY OTHER 
NJ* GDP POP ENERGY PM_TRANS_LIQ 
NM GDP PM_ELEC_COAL ENERGY PM_INDUS_LIQ 
NV POP GDP ENERGY PM_TRANS_LIQ 
NY* GDP PM_OTHER ENERGY PM_TRANS_LIQ 
OH* GDP OTHER ENERGY PM_ELEC_COAL 
OK GDP POP ENERGY PM_ELEC_COAL 
OR GDP POP ENERGY BUILD_BIO 
PA* GDP POP ENERGY ELEC_COAL 
RI GDP BUILD_BIO ENERGY OTHER 
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SC* GDP POP ENERGY PM_TRANS_LIQ 
SD GDP PM_OTHER ENERGY PM_TRANS_LIQ 
TN* GDP POP ENERGY PM_TRANS_LIQ 
TX* GDP POP ENERGY PM_TRANS_LIQ 
UT GDP POP ENERGY ELEC_COAL 
VA* GDP POP ENERGY PM_TRANS_LIQ 
VT GDP BUILD_BIO ENERGY PM_TRANS_LIQ 
WA GDP POP ENERGY BUILD_BIO 
WI* GDP POP ENERGY PM_TRANS_LIQ 
WV* GDP OTHER ENERGY ELEC_COAL 
WY* GDP PM_INDUS_COAL ENERGY ELEC_COAL 
 
*: States regulated by the Cross State Air Pollution Rule 
GDP: GDP per capita 
POP: population  
ENERGY: energy intensity 
ELEC_COAL: share of coal in electric sector 
BUILD_BIO: share of biomass in building sector 
OTHER: share of “other” fuels  
PM_ELEC_COAL: PM2.5 mortality intensity of electricity coal 
PM_INDUS_COAL: PM2.5 mortality intensity of industry coal 
PM_TRANS_LIQUIDS: PM2.5 mortality intensity of transportation liquids 
PM_INDUS_LIQUIDS: PM2.5 mortality intensity of industry liquids 
PM_OTHER: PM2.5 mortality intensity of “other” fuels
CHAPTER 4. AIR POLLUTION CONTROL STRATEGIES DIRECTLY 
LIMITING NATIONAL HEALTH DAMAGES IN THE US 
(Yang Ou, J. Jason West, Steven J. Smith, Christopher G. Nolte, Daniel H. Loughlin. 
In preparation for submission to Nature Sustainability) 
4.1 Introduction and objectives 
Over the past decades, US air quality regulations have greatly reduced emissions from 
traditional polluting sources, such as sulfur dioxide (SO2) emissions and nitrogen oxides (NOx) 
emissions from coal-fired power plants and on-road transportation. These pollutants, as well as 
directly emitted PM2.5, contribute to ambient PM2.5 levels. As a result of these emission 
reductions, the national average annual PM2.5 concentration has declined by 42% from 2000 to 
2015 (US EPA, 2017a), and the corresponding PM2.5 mortality burden has also decreased 
significantly (Zhang et al., 2018; Fann et al., 2017). Despite decreasing PM2.5 concentrations, 
recent epidemiological evidence indicates there are still significant adverse health effects 
associated with PM2.5 exposure at current US concentration levels (Pope et al., 2019; Bennett et 
al., 2019).  
Air pollution health risks in the US can be most cost-effectively addressed through 
strategies that simultaneously consider multiple pollutants from multiple source sectors, as well 
as factors such as long-term population and economic growth. Analyses of the impacts of 
proposed regulations (US EPA, 2016a; US EPA, 2014b; US EPA, 2011b; US EPA, 2011c) 
typically follow an emission-impact paradigm, in which a first step is to identify emission 
reduction targets that meet air pollutant concentration standards. Next, control strategies are        
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devised to achieve the emision reduction targets. Candidate strategies are then evaluated using 
air quality and health impact modeling to estimate the benefits of the proposed actions. However, 
since the emission reduction target determination and air quality and health modeling are 
decoupled, the complexity and time requirements of these models limit the ability to explore 
more than a handful of control strategies. In addition, there is no guarantee that the proposed 
control strategy or the specific combination of control measures is the most cost-effective 
pathway. Alternatively, air quality management studies (Peng et al., 2018; Brown et al., 2017; 
Macpherson et al., 2017, Liao et al., 2015, Fann et al., 2011, Amann et al., 2011, Wesson et al., 
2010, West et al., 2004) have explored the development of multi-pollutant control strategies 
using an optimization framework. While these studies in general confirm that integrated planning 
across multiple pollutants is more cost-effective than individual mitigation actions, their focus 
generally has been on a relatively small spatial scale (Liao et al., 2015; Fann et al., 2011; Wesson 
et al., 2010; West et al., 2004) or small number of pollutants (Macpherson et al., 2017) over a 
short period (Peng et al., 2018; Fann et al., 2011; Amann et al., 2011; Wesson et al., 2010), due 
to the complexity of their optimization algorithms required to address exposure-outcome 
nonlinearties. 
 To our knowledge, this is the first study to model the most cost-effective actions to 
achieve a specific reduction in national health impacts of air pollution. In contrast with 
traditional strategies based on absolute or relative emission reductions for specific air pollutants 
or sectors, this paper focuses on PM2.5-related mortality costs (hereinafter referred to as 
“PMMC”), which account for over 90% of the total monetized PM2.5 health impact (Martenies et 
al., 2015). We investigate which sectors, technologies, and states can most cost-effectively 
reduce emissions to achieve various levels of PMMC reduction targets. This is accomplished by 
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integrating a representation of the monetized PM2.5 attributable mortality of inorganic air 
pollutant emissions (Heo et al., 2016a; Heo et al., 2016b) into a version of the Global Change 
Assessment Model with state-level representation of the US energy system (GCAM-USA) (Ou et 
al., in review; Ou et al., 2018), which provides a platform that allows a national mortality 
reduction target to be applied. PMMC is modeled in GCAM-USA by multiplying a pollutant-, 
source category-, and state-specific PMMC coefficient ($/Tg) with the corresponding pollutant 
emissions (Tg) for each technology. Within this framework, we impose PMMC reduction targets, 
and GCAM-USA finds the cost-effective means of meeting those targets while meeting energy 
demands.   
4.2 Methods 
4.2.1 GCAM-USA 
The Global Change Assessment Model (GCAM) is a global human-earth system model 
designed for long-term, integrated assessment of the economy, energy, agriculture, land-use, 
water and climate (Calvin et al., 2019; JGCRI, 2019a). GCAM-USA builds upon GCAM by 
disaggregating the USA region to represent state-level energy supply and demand markets, 
nested within the global framework with 32 energy/macro-economic regions (Zhou et al., 2014, 
Iyer et al., 2017, JGCRI 2019b). State-level economic activities are driven by exogenous 
assumptions regarding population, GDP, and labor productivity, which determine energy and 
service demands for each state. GCAM-USA simulates the operation of markets for energy 
goods and energy services over a 2010 to 2100 time period in 5-year increments. Supply and 
demand are balanced in each modeling period by solving for a set of equilibrium prices for all 
agriculture, energy, emission and policy-related markets. As a result, model solutions represent 
the most cost-effective combinations of technologies satisfying the energy and service demands 
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for the current modeling period. Market shares of competing technologies and fuels are 
determined via logit functions, apportioning market share as a function of cost-effectiveness. 
Note that the resulting choices of technologies over time are not necessarily the economically 
optimal solution across the entire modeling period, because the dynamic recursive approach 
adopted in GCAM simulates how the system evolves under imperfect foresight, in contrast to 
intertemporal optimization models. GCAM-USA has been employed for a number of US-
specific policy analyses, addressing environmental implications of low-carbon pathways (Ou et 
al., 2018; Hodson et al., 2018; Iyer et al., 2017) and water use for power generation (Liu et al., 
2019).    
 GCAM-USA estimates air pollutant emissions as the product of an economic activity 
(energy input or service output of a specific technology) and the corresponding emission 
coefficient. In the version of GCAM-USA used in this paper, key economic activity parameters 
such as electricity generation and projections of coal use in electric and industry sectors have 
been harmonized with the 2018 Annual Energy Outlook at national or regional levels (EIA, 
2018). Wind and solar cost and the costs of battery electric vehicles have been updated based on 
recent market trends (APPENDIX C). We have attempted to harmonize emission coefficients 
with EPA’s National Emission Inventory and its projections and have included representations of 
important existing national and regional air quality, climate, and climate policies (Shi et al., 
2017). In addition, GCAM-USA includes marginal abatement curves (MAC) for electric sector 
NOx and SO2 for existing coal-fired plants (US EPA, 2013b; Shi et al., 2017), as well as for 
industrial sector primary PM2.5, NOx and SO2 for coal, gas, and refined liquid technologies (US 
EPA, 2010a). These MACs allows electric and industry sectors to respond to policy targets by 
explicitly considering the application of end-of-pipe controls in addition to fuel switching and 
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adopting more efficient technologies (Table C.17). Details regarding the representation of air 
quality regulations and MAC control measures in GCAM-USA can be found in APPENDIX C.   
4.2.2 State-level PMMC in GCAM-USA  
The Estimating Air pollution Social Impact Using Regression (EASIUR) model (Heo et 
al., 2016a; Heo et al., 2016b) is a reduced-form model derived from regression of outputs of a 
chemical transport model. It has estimated the PM2.5-attributable deaths within the US per tonne 
of inorganic air pollutant emissions (primary PM2.5, SO2, and NOx) from each county in 2005. 
The concentration-response relation used for health impact estimation in EASIUR is derived 
from Krewski et al. (2009), and $8.6 M (in 2010 USD) for the value of a statistical life (VSL) 
(US EPA, 2010b). 
These county-level death-per-tonne estimates were aggregated to the state level for the 
electricity, industry, transportation, and building sectors in 2005, based on the emission-weighted 
sum for each sector, and then adjusted for each future time period modeled in GCAM-USA 
(2010 to 2050 in 5-year increments) to account for future changes in population exposure, 
baseline mortality rates, and VSL (Heo et al., 2016a) (APPENDIX C). The state-level mortality 
costs presented here represent the impact of emissions from that state on the population within 
that state and all downwind states. State-level PMMC coefficients for all sectors vary widely 
across states (Table C.19). Chapter 2 and 3 (Ou et al., in review; Ou et al., 2018) demonstrated 
that integrating PMMC coefficients into GCAM-USA provides an efficient and rapid 
approximation of PM2.5 mortality impacts, allowing it to be used for evaluating large numbers of 
candidate management strategies to support decision-making. 
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4.2.3 Scenario design 
REF is developed to include air pollutant emission reductions and energy changes from 
“on the books” regulations, assuming to additional future regulations. These regulations include 
New Source Performance Standards (Federal Register, 2005), Tier 3 mobile vehicle fuel and 
emission standards (Federal Register, 2014b), Cross-State Air Pollution Rule (CSAPR) (US EPA, 
2018), and the Regional Greenhouse Gas Initiative (RGGI, 2019) (APPENDIX C). We also 
include the Corporate Average Vehicle Efficiency standards (Federal Register, 2012), which 
affect air pollutant emissions through their impact on technology choices.  
Relative to REF, other scenarios (US10-US50) apply increasingly stringent national 
PMMC reduction targets of 10% (US10) to 50% (US50) reductions in 2050, relative to REF in 
2050. PMMC reduction targets are assumed to be linearly applied beginning in 2020, in 5-year 
increments, to reach their designated percentage reduction relative to REF in 2050. These 
stylized scenarios are not intended to represent a realistic policy prescription but are instead 
meant to show illustrative pathways that represent a continuation, to varying degrees, of the near-
term decrease in mortality projected in REF. 
4.2.4 Representation of PMMC reductions in GCAM-USA 
Similar to pollutant emissions, PMMC are represented as byproducts associated with 
each economic activity in GCAM-USA. By setting reductions on the national PMMC, GCAM-
USA creates a national PMMC market and places a “shadow” price on PMMC (JGCRI, 2019c), 
which then impacts both technology choices and potential addition of end-of-pipe emission 
controls via the MACs. Existing and future technologies with emissions causing high PM2.5 
levels will be assigned a higher PMMC cost, providing an incentive to reduce PMMC by 
reducing use of these technologies, including the early retirement of existing equipment. The 
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equilibrium price of PMMC for each modeling period reflects the iterative process of 
simultaneously solving all national and regional markets, including the US national PMMC 
market to meet the specified level of reduction.  
4.2.5 Cost-effectiveness of PMMC reductions 
We define the cost-effectiveness of a PMMC reduction scenario as the ratio of avoided 
mortality to the required control cost. This metric expands the traditional emission-impact 
sensitivity paradigm (avoided mortality per ton of emission reduction) to an energy-emission-
impact framework (avoided mortality per dollar of control cost invested), illustrated in Equation 
1.  
∆ 𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦
∆ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑐𝑜𝑠𝑡 =  
∆ 𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦 
∆ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛  ×  
∆ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛
∆ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑐𝑜𝑠𝑡 
Equation 4.1 
 
On one hand, many studies have investigated the sensitivity of (∆ 𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦 )/
(∆ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛) component using source-receptor matrix (Goodkind et al., 2019), multivariate 
linear regression (Heo et al., 2016a), adjoint modeling (Lee et al., 2015), and brute-force method 
(Fann et al., 2012). On the other hand, the (∆ 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛)/(∆ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑐𝑜𝑠𝑡) component is also 
investigated by bottom-up approaches (Xing et al., 2019; Loughlin et al., 2017). However, the 
states that most cost-effectively reducing PMMC are those with the highest combined effect in 
terms of (∆ 𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦)/(∆ 𝐶𝑜𝑛𝑡𝑟𝑜𝑙 𝑐𝑜𝑠𝑡).  
The total PM2.5 health benefit of a given level of PMMC reduction scenario in a given 
year is defined as the avoided PMMC relative to REF. The corresponding marginal PM2.5 health 
benefit is estimated as the avoided PMMC relative to the last 10% PMMC reduction scenario, in 
a specific future year. The total policy cost of a given PMMC reduction scenario in a given year 
is estimated as the area below the marginal abatement curve (MAC) of PMMC (Bradley et al., 
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1991; Calvin et al., 2014; JGCRI, 2019c) (Fig C.2). The corresponding marginal policy cost is 
estimated as the difference between the policy costs of the current scenario and the last 10% 
PMMC reduction scenario for the same modeling year.  
4.3 Results 
4.3.1 REF and effects of 50% PMMC reductions 
Under REF, PMMC in the US declines in the near-term, but then starts to level off 
around 2035 (Fig. C.1). This decline is driven by both socioeconomic and energy factors (Ou et 
al., in review). Decreased energy intensity (energy use per unit GDP), more stringent emission 
controls, and decreased baseline mortality rates contribute to lower PMMC. Countervailing 
factors, such as growing population, higher income levels (which increase willingness-to-pay), 
and higher future energy demands, contribute to the leveling off of PMMC after 2035. 
The US50 scenario, which reduces PMMC by 50%, leads to very little change in national 
total energy use in 2050, relative to REF (Fig. 4.1a, b). The 50% reduction in PMMC in 2050 
(Fig. 4.1e) is achieved mainly by substitution of industrial coal, building biomass, and industrial 
liquids with electricity (Fig. 4.1b). Compared with REF, electric sector energy input for US50 is 
4.2% higher in 2050, primarily from gas and clean energy such as wind and solar. Total energy 
use in the industry and building sectors decrease 5.2% and 1.1% on an end-use equivalent basis, 
respectively, while PMMC from these sectors is reduced by 71% and 65%, respectively (Fig. 
4.1e). The decreases in industrial coal, building biomass, and industrial liquids is equivalent to 
only 2% of the total energy consumption in 2050 but contributes 87% of the total PMMC 
reductions relative to REF. Here we call these “high-emission-intensity” sources because of their 
disproportionally high contributions to PMMC.  
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Overall and sectoral reductions of PMMC in US50 in 2050 are dominated by reductions 
in primary PM2.5 emissions (Fig. 4.1c and Fig. 4.1f). Electricity generation is not a major sector 
for achieving PMMC reductions in these scenarios because existing regulations incorporated in 
REF already reduce NOx, SO2, and primary PM2.5 emissions from the electric power sector by 
2050, particularly from coal-fired power plants (EIA, 2018; Cole et al., 2018). US50 also has a 
negligible effect on the transportation sector, because emission standards on new on-road 
vehicles result in a much lower polluting fleet by 2050. In addition, these modeling results 
suggest that large-scale vehicle electrification is less cost-competitive for reducing PM2.5 
compared with actions available in other sectors under the assumptions in REF, which considers 
recent market trends of battery vehicle costs (Table C.1).  
This synergy of clean power and electrified enduse technologies is the key to achieve 
substantial multi-sector PMMC reductions. In US50, 86% of the additional electric sector energy 
input in 2050 relative to REF is through non-polluting fuels (such as wind and solar) or gas. 
Compared with REF, electricity generation from wind and solar is 15% (0.8 EJ) larger in 2050, 
while generation from oil and biomass decreases 18% (0.06 EJ) (Table C.20). This structural 
change in the electric sector lowers pollutant emissions (Fig. 4.1c). For enduse sectors, replacing 
coal, liquids, and gas with electricity achieves significant emission reductions for industrial SO2 
(-62%) and NOx (-34%), accounting for over 90% of the total reductions in SO2 and NOx in 
US50 in 2050. Electrified enduse technologies can also promote energy efficiency. For example, 
electric heat pumps for residential heating are cleaner and more efficient than traditional 
combustion-based technologies for space heating, which explains the slightly reduced building 
energy use in US50.   
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4.3.2 Effects of PMMC constraint stringency 
The choice of which pollutants to reduce from which sectors is determined endogenously 
by both their respective dollar-per-ton mortality impact and the cost of control options. 
Compared with REF, US50 leads to 51% and 32% of the primary PM2.5 and SO2 emission 
reductions in 2050, respectively, but reduces NOx emissions by only 11% (Fig. 4.2). The primary 
PM2.5 and SO2 reductions in 2030 and 2035 under US50 are already close to the corresponding 
reductions achieved by REF in 2050. Further decreasing emissions of primary PM2.5 and SO2 
more cost-effectively achieves PMMC reductions than decreasing NOx emissions for two 
reasons. First, NOx has the lowest $/ton PMMC coefficient (Table C.19), making NOx reduction 
less cost effective as a means of reducing PMMC. Second, remaining PM2.5 and SO2 emissions 
are largely from the same high emission intensity sources (Figs. C.3-5) that can be reduced 
simultaneously and cost-effectively by technology switching. In contrast, the largest remaining 
source of NOx emissions is liquid fuels in the transportation sector, which is more expensive to 
replace.  
While CO2 reductions are a co-benefit from reducing PMMC, (Fig. 4.2d), this co-benefit 
is minor because the high-emission-intensity sources affected by PMMC reduction targets are 
minor contributors to energy consumption in the industry and building sectors (Fig. C.6-7), as 
well as relatively minor sources of CO2. Thus, while many studies have found substantial air 
quality co-benefits of CO2 reduction reductions (Ou et al., 2018; Chang et al., 2017; West et al., 
2013), our findings suggest that emission reductions driven solely by air quality improvement 
targets do not necessarily result in large CO2 emission reductions under the current US energy 
structure. 
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More stringent PMMC reductions promote more rapid electrification and technology 
replacement as early as 2020, which is the first modeling period with PMMC constraints. 
Compared with REF, US10 does not see greater electricity production until 2035, while US50 
promotes greater electrification from 2020 (Fig. 4.3a). In addition, more stringent PMMC 
reductions also expedite the retirement of high emission intensity sources in enduse sectors. For 
example, US10 does not have additional reductions in building biomass until 2035 relative to 
REF, while US50 reduces building biomass immediately in 2020 (Fig. 4.3b). More stringent 
PMMC reductions also lower the average PM2.5 emission intensity for the same source (Fig. 
4.3c). For example, the 2050 average PM2.5 emission intensity for building biomass in US50 is 
48% lower than that in REF, reflecting the greater efficiency and lower emission intensities of 
new building biomass units (US EPA, 2015a). Emission intensity is also found to decrease for 
other major polluting sources, such as industrial coal use (Fig. C.8). This result suggests that 
when phasing out high emission intensity sources in enduse sectors, the most cost-effective way 
is to start with the older vintages. 
4.3.3 Regional PMMC reductions and actions 
The PMMC of state-level emissions depend in part on the magnitude and species of 
pollutant emissions and the population exposure within or near the emitting state. The 
distribution of PMMC in 2015 is mainly affected by the distribution of traditional polluting 
sources (such as coal-fired electric utilities) and population density, with the highest PMMC in 
OH and PA (Fig. 4.4a). In REF at 2050, PMMC declines in the East North Central states, 
including OH, and in the Middle Atlantic states, including PA (Fig. 4.4b). However, despite an 
overall national reduction, PMMC are higher in 2050 for a number of Southern states (such as 
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TX and FL), largely driven by population growth and increasing contributions from traditionally 
less-controlled sources in the industry sector (Ou et al., in review). 
When national PMMC reduction targets are applied, the greatest PMMC reductions are 
obtained in the East North Central and Middle Atlantic states (Figs. 4.4c,d; Fig. C.10), which 
tend to have greater populations and larger polluting sources. Specifically, OH, PA, NY, MI, and 
WI have the greatest PMMC reductions in 2050 under both US30 and US50, suggesting lower 
costs for these states to replace high emission intensity sources with clean energy. All states have 
lower PMMC compared with REF, despite the challenges from increasing population. However, 
the reduction fraction varies widely across states. For example, under US50, the PMMC in MT 
and ND decreases by less than 5%, while WI and VT reduce their PMMC by over 80% (Fig. 
C.10). The relative reductions in 2050 for some highly populated states such as TX and CA are 
also much less than the national target of 50% under US50.    
The spatial pattern of PMMC reductions in Figure 4.4 can be further explained by 
considering the state-level distribution of high emission intensity sources, particularly industrial 
coal, building sector biomass, and industrial liquids (Fig. 4.5). PA and OH together account for 
31% of the national total industrial coal use in 2015, while growth of industrial coal is a major 
contributor to the increased PMMC at 2050 in most southeastern states (Ou et al., in review). 
Building biomass is broadly used in the US, with the highest absolute utilization in CA, which 
also has the largest reduction of building biomass use in US50 at 2050. US50 prevents the 
increased use of building biomass in the New England states seen in 2050 under REF, which is a 
major contributor to regional PMMC in the future. Industrial liquids are predominantly used in 
TX in 2015, accounting for 32% of the national total usage. TX also has the highest growth in 
industrial liquids use to 2050, together with slight increases among many southeastern and 
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western states. Under US50, TX has the largest decrease in industrial liquids compared with REF 
in 2050, together with broad reductions in industrial liquid use for the eastern states and the west 
coast. Reducing these high emission intensity sources is accompanied by greater electricity 
generation in the states where those sources are located (Fig. C.11). The energy consumption 
changes for high emission intensity sources in 2030 have a similar geographic pattern for US30 
and US50, although the magnitudes are smaller than the changes in 2050 (Fig. C.12). 
4.3.4 Cost-effectiveness of PMMC reductions 
From US10 to US50, the marginal benefits in 2050 for every 10% PMMC reduction are 
the same (~$33 billion, Fig. 4.6a), as defined by the PMMC reduction targets, while the 
estimated marginal costs increase by a factor of 50, from $0.3 billion in REF-US10 to $14.7 
billion in US40-US50, as the most cost-effective control options are exhausted first (Fig. 4.6b). 
For all PMMC reduction scenarios considered, including US50, the benefits of reduced PMMC 
exceed the control costs. Even in US50, the marginal PM benefit of avoided mortality in 2050 is 
still over twice the marginal policy cost, while the national total health benefit in US50 is nearly 
7 times the corresponding policy cost. 
US50 is also cost-effective for all states (Fig. 4.6c). In general, it is more cost-effective to 
reduce PMMC among the Cross-State Air Pollution Rule (CSAPR) states (simple linear 
regression coefficient, β = 7.5) compared with non-CSAPR states (β = 5.1). CSAPR states are 
those identified in the CSAPR as having emissions that significantly contribute to downwind air 
pollution (Federal Register, 2005). Note that the state-level PMMC coefficients represent the 
mortality impact of emissions from that state on both the population within that state and 
downwind of that state. The 23 CSAPR states together account for 60% of the total US 
population in 2015, while under US50 they account for 76% of the total PM health benefits and 
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71% of the total policy cost in 2050. Emission reductions in OH lead to the highest health 
benefits of $14.5 billion in 2050, as well as the highest policy cost of $2.2 billion. PMMC 
reductions among CSAPR states are achieved through emission reductions beyond the electric 
sector NOx and SO2 emission caps that are mandated under CSAPR, which are fully phased in by 
2030 under REF. State-level policy costs and health benefits are reported in Table C.21.  
4.4 Discussion 
We make use of a global human-earth systems model with US state-level energy system 
representations to estimate emissions and their PMMC impacts into the future. We demonstrate 
that national PMMC constraints can be directly imposed, allowing the model to identify the 
states and actions that can most cost-effectively reduce future PMMC. Our results suggest that 
substantial health benefits can be cost-effectively achieved by using electricity to replace sources 
with high primary PM2.5 emission intensities, including industrial coal, building biomass, and 
industrial liquids.  
Our state-level results demonstrate the importance of devising state-specific strategies for 
improving air quality and protecting human health. Here state-level actions are implicitly 
coordinated to represent the most cost-effective pathway to reach the specified national PMMC 
mitigation target. In this context, both the cost-effectiveness and the PMMC per capita can be 
very different across states (Tables C.21-22), and the relative reductions for some states can be 
much less than the national targets. Therefore, this approach may not achieve environmental 
equity across states, and may not be consistent with the goals of individual states. An extension 
of this work could explore cost-effective actions to achieve greater PMMC reductions in each 
state driven by state-specific targets. 
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 We find limited co-benefits of CO2 emission reductions under even stringent PMMC 
reductions up to US50. Similar findings are also shown in China’s Clean Air Action, which 
successfully reduced major air pollutants from 2010 to 2017, but were unexpectedly 
accompanied by 16% increases in CO2 emissions (Zheng et al., 2018). Another study found that 
wealthier cities in North America have reduced their PM2.5 concentrations and mortality burdens 
considerably in recent years, while their CO2 emissions have not declined in parallel (Anenberg 
et al., 2019). This largely one-way co-benefit pathway in the US can be explained by the 
difference in terms of major actions in controlling CO2 versus other pollutant emissions (West et 
al., 2004). The most cost-effective CO2 controls involve fuel switching or efficiency 
improvements (Grubler et al., 2018, Clarke et al., 2014), both of which reduce air pollutants. In 
contrast, the most cost-effective air pollutant control strategies in the US do not necessarily cause 
major changes in the general energy structure (Figs. C.3-4). Rather, they impose end-of-pipe 
controls or replacing high-emission-intensity sources only, which have little effect on CO2 
emissions. Here we find that most PMMC reductions can be achieved by reducing only the small 
portion of high-emission-intensity fuel use including industrial coal, industrial liquids, and 
building biomass, but the overall fuel mix does not change dramatically.  
Several caveats should be considered. First, this study only considers PM2.5-related 
mortality impacts on adults from emissions of primary PM2.5, SO2, and NOx, ignoring other 
emissions that lead to PM2.5 pollution. The morbidity effects of PM2.5 and the health effects of 
other pollutants such as ozone are not included. For PM2.5 mortality, EASIUR assumes a log-
linear exposure-response function and equal toxicity of all PM2.5, while non-linearities may exist 
at low levels of exposure and there may be different toxicities in particles from different 
emission sources (Thurston et al., 2016, Burnett et al., 2018). A systematic quantification of 
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these uncertainties embedded in the chemical transportation models used to develop EASIUR 
and similar reduced-form models is beyond the scope of the current study. Second, the use of 
PMMC coefficients assumes a linear relationship between changes in emissions and mortalities. 
Although linearity may diminish for large changes in multiple pollutant emissions over a long 
term (Zhao et al., 2019; Lee et al., 2015), Heo et al., (2016b) suggests that estimates of PM2.5 
mortality coefficients are considered valid within a factor of two, even over fairly large changes 
in baseline emissions. Third, the PMMC coefficients adopted in this paper are derived based on 
emissions and meteorology in 2005 (Heo et al., 2016a), therefore future work should seek to use 
PM2.5 mortality coefficients determined specifically for future-year emissions and demographics, 
considering also potential changes in climate and consequent changes in PM2.5 (Fiore et al., 
2015). Fourth, we use state-level PMMC coefficients to be consistent with the spatial resolution 
of GCAM-USA, while real-world pollutant emissions and exposures occur at a much finer scale. 
(Goodkind et al., 2019). Fifth, although GCAM-USA is technology-rich in most sectors, the 
current version of GCAM-USA does not have technology-level representation of industrial fuel 
use, or explicit representation of high-efficiency wood stove for residential heating. Adding these 
technological details in the future can more accurately quantify the technology turnover of high-
polluting sources identified in this paper. Finally, this study estimated the policy cost of reducing 
PMMC, neglecting feedback on the macro-economy and population distribution. The estimated 
policy cost in this paper is used as a general metric to better understand the overall cost-
effectiveness of PMMC reductions. Evaluation of the cost-effectiveness of more detailed actions 
such as specific air pollutant control measures, energy efficiency and fuel switching requires a 
bottom-up approach with detailed representation of technology-level controls (Loughlin et al., 
2017; Rubin & Zhai. 2012).   
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4.5 Conclusions 
 In this paper, we develop cost-effective air pollutant control strategies that achieve 
specific public health benefits (here for PM2.5 mortality). The insights gained by directly 
targeting health benefits can help inform future policy choices. Here we find that large health 
benefits can be gained cost-effectively from reducing the emissions of high-emission-intensity 
sources with particularly high PMMC intensity. These sources include industrial combustion of 
coal and liquid fuels, as well as biomass use in residential and commercial buildings. 
Furthermore, benefits can be achieved most cost-effectively in several East North Central and 
Middle Atlantic states, where pollution from existing sources is high, opportunities for low-cost 
controls exist, and where large populations are exposed to emissions.     
 Out results indicate that national PMMC reductions of up to 50% relative to REF can be 
achieved cost-effectively both at the national scale and for each state. The total PM2.5 health 
benefits in 2050 ($165 billion) are 6.1 times the total policy cost in the 50% constraint scenario. 
PMMC reductions are mostly achieved by reducing the emissions of primary PM2.5 and SO2, 
while the effect on NOx emissions is limited. The co-benefit of CO2 emission reduction from 
PMMC constraints is also minor. The more stringent reduction targets accelerate the retirement 
of high-emission-intensity sources in the near term and also expedite electrification in enduse 
sectors. Spatially, PMMC reductions are most cost-effective among the East North Central and 
Middle Atlantic states, especially in PA and OH. As the reduction targets get more stringent, 
additional emission reductions take place in southern states. The national PMMC constraints 
effectively target high-emission-intensity sources, including industrial coal use in OH and PA, 
building biomass in CA, and industrial liquids use in TX. Besides these hot-spots, PMMC 
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constraints also effectively restrain some regional contributors that can potentially result in 




   
 
Fig. 4.1 National energy system (a-c) and PM2.5 mortality cost (d-f) responses to the 50% 
PM2.5 mortality cost reduction (US50). National total energy use (EJ) by fuel (a), sectoral 
changes in energy use (EJ) by fuel (b), and changes in pollutant emissions (Tg) (c); national total 
PM2.5 mortality costs (billion 2018$) by fuel (d), sectoral changes in PM2.5 mortality costs 
(billion $) by fuel (e) and pollutant (f). With the exception of the bars labeled 2015, all values  
are at 2050. Differences in (b), (c), (e), and (f) are relative to REF in 2050. Changes in the 
transportation sector are negligible. The “Non-polluting fuel” category includes geothermal, 
d e f 
a b c 
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hydropower, wind, and solar power in the electricity sector, and hydrogen and electricity in 






Fig. 4.2 Effects of PMMC reduction stringency on national emissions of primary PM2.5 (a), SO2 
(b), NOx (c), and CO2 (d). 















Fig. 4.3 Effects of PMMC reduction stringency on technology replacement. Changes relative to 
REF for each modeling year for electricity generation (EJ) (a) and building biomass use (EJ) (b), 




Fig. 4.4 Estimates of state-level PM2.5 mortality costs (2018$ billion) in REF for 2015 (a), and 
absolute changes ($ billion) in REF by 2050 (b). Changes in PMMC relative to REF for US30 in 








Fig. 4.5 Energy consumption changes for high emission intensity sources - industrial coal (a), 
building biomass (b), and industrial liquids (c) for continental US states in REF and US50 









(b) Building biomass (c) Industrial liquids (a) Industrial coal 
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Fig. 4.6 Cost-effectiveness of PM2.5 mortality cost reductions. Marginal PM2.5 health benefit 
and marginal policy cost (a), total PM2.5 health benefit and total policy cost (b) under PM2.5 
mortality cost reductions in 2050, and state-level estimates of total PM2.5 health benefit and 





CHAPTER 5. CONCLUDING REMARKS 
How to advance air quality management in support of public health in systems with 
multiple, interacting natural and human components is a major scientific and analytical challenge. 
Using the Global Change Assessment Model with 50 US state resolution (GCAM-USA) to 
simulate scenarios consistent with current US energy and emission regulations, this dissertation 
has mainly explored how PM2.5-related health impacts will interact with the US energy system at 
the national and state levels. In Chapter 2, the thesis demonstrated that national average PMMC 
could be added to an IAM framework and used to estimate the health costs or benefits associated 
with US low-carbon scenarios in 2050. In Chapter 3, the thesis improved the modeling 
framework from Chapter 2 by adding state-level PMMC coefficients to evaluate the 
contributions of socio-economic and energy-related drivers on the change in PM2.5 mortalities in 
2015 and 2050 for each state and to identify states with common factors driving PM2.5 mortality 
changes. Building upon Chapters 2 and 3, Chapter 4 endogenized PMMC into the model as a 
constraint that directly limits PMMC for the entire energy system. Thus GCAM-USA was able 
to identify multi-pollutant, multi-sector, and cost-effective energy strategies that could achieve a 
targeted level of reduced PMMC.  
This chapter summarizes the main scientific findings and policy implications derived 
from these three studies. Major caveats, uncertainties, and future works are also discussed at the 
end of this chapter. 
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5.1 Key scientific findings 
 5.1.1 PM2.5 health co-benefits and water impacts of alternative low-carbon pathways 
(Chapter 2) 
 Low-carbon technological pathways that reduce CO2 emissions can have substantially 
different impacts on air quality and energy-related water demand. This study compared the 
environmental impacts of alternative, low-carbon pathways against the current-legislation 
pathway, in which all technologies are available. One set of alternative pathways emphasizes 
nuclear energy and carbon capture and storage (NUC/CCS), while another set emphasizes 
renewable energy (RE), including wind and solar power, as well as biomass. Projecting ahead to 
the year 2050, this study evaluated US air pollutant emissions, mortality costs attributable to 
PM2.5, and energy-related water demands for 50% and 80% CO2 reduction targets. To our 
knowledge this is the first study to estimate both state-level water and regional air pollutant co-
benefits associated with alternative technology pathways for meeting CO2 reduction targets.   
 We found that the RE low-carbon pathways require less water withdrawal and 
consumption than the NUC/CCS pathways because of the large cooling demands of nuclear 
power and CCS. However, the NUC/CCS low-carbon pathways lead to better health outcomes, 
mainly because the NUC/CCS pathways result in less primary PM2.5 emissions from residential 
wood combustion. Plants with CCS require additional emission control installed prior to CCS, 
leading to significantly lower air pollutant emissions compared with those without CCS. Because 
of differences in individual states’ existing stock of technology, resource availability, and 
environmental and energy policies, the environmental co-benefits differ from state to state. 
 An important finding is that residential biomass burning, a type of carbon-neutral and 
renewable energy, can offset some of the PM2.5 health co-benefits, despite its minimal share of 
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building energy use and minor role in reducing CO2 emissions. We found that model structure 
for the residential building sector can have a significant impact on the magnitude of any co-
benefits. This results highlight the importance of the state-level resolution of GCAM-USA, 
which allows considerations of factors such as state-level technology stock, energy resources and  
trading market, and policy constraints. Together, these factors help shape the state-level 
environmental implications of each pathway.   
 5.1.2 Socio-economic and energy-related drivers of future PM2.5 health cost in the US 
(Chapter 3) 
 Future PM2.5 concentrations and health impacts will be determined by factors such as 
energy use, fuel choices, emission controls, state and national policies, and demographics. 
Previous studies have attributed the health impacts of PM2.5 pollution to specific emission 
sources, sectors, and locations, without jointly assessing the contributions from more general 
socio-economic factors. This study estimated US state-level PMMC from 2015 to 2050, 
considering current major air quality and energy regulations. The contributions of state-specific 
changes in population, economy, and energy portfolio, as well as existing air quality- and 
energy-related regulations to future changes in PMMC were quantified using a mathematical 
approach. To our knowledge, this study provides the first systematic quantification of the 
contributions of different socioeconomic and energy factors together to the projected changes in 
national and state-level PMMC. 
 This study estimated that national PMMC will decrease by 25% from 2015 to 2050, 
driven by decreases both in energy intensity and in PM2.5 mortality cost per unit consumption of 
electric sector coal and transportation liquids. These factors together account for 68% of the 
decrease, primarily from technology improvements and air quality regulations. Conversely, 
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population and economic growth pose great challenges for mitigating future PMMC in terms of 
increased exposure, energy demand, and increased valuation of health impacts.  
 State-level results further elucidate the effect of existing regulatory policies. Such federal 
regulations as Tier 3 fuel and vehicle standards and pollution limits for new power generation 
gradually result in lower-emitting vehicle and power plant fleets. Regional emission caps like 
CSAPR, on the other hand, could have a more immediate impact when implemented since, 
unlike CAFE, it does not rely on technology turnover but directly target emission intensities. 
Furthermore, the results suggest that states with greater projected population and economic 
growth and less ability to economically adopt clean energy are more likely to face significant 
challenges in maintaining a steadily decreasing trend of PMMC. Anticipating these challenges 
could help regulators avoid the unintended consequences of existing policy and energy structures.  
 5.1.3 Cost-effective air pollution control strategies that directly limit national PM2.5 health 
damages (Chapter 4)  
 Traditional air pollution control strategies typically focus on emission reductions for 
specific air pollutants or sectors to maintain air pollutant concentrations within acceptable levels. 
To our knowledge, this is the first study to model the most cost-effective actions to achieve a 
specified reduction in national health damages of air pollution, by directing setting PMMC 
reduction constraints within an integrated assessment model.  
 This study found that substantial health benefits can be cost-effectively achieved by using 
electricity to replace sources with high primary PM2.5 emission intensities, including industrial 
coal, building biomass, and industrial liquids. Increasing the stringency of PM2.5 reduction 
targets expedites the phaseout of high emission intensity sources, leading to larger declines in 
major air pollutant emissions, but very limited co-benefits in reducing CO2 emissions. Control 
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strategies achieve the greatest mortality cost reductions in the East North Central and Middle 
Atlantic states, where pollution from existing sources is high, opportunities for low-cost controls 
exist, and where large populations are exposed to emissions.   
 Our results indicate that national PM2.5 mortality cost reductions of up to 50% could be 
achieved cost-effectively, both at the national and state levels. The total PM2.5 health benefits in 
2050 ($165 billion) are nearly 7 times the total policy cost in the 50% constraint scenario, and 
the marginal PM benefit of avoided mortality in 2050 is over twice the marginal policy cost. 
PM2.5 mortality reductions are mostly achieved by reducing the emissions of primary PM2.5 and 
SO2, while the effect on NOx emissions is limited. Spatially, PM2.5 mortality reductions are most 
cost-effective among the East North Central and Mid-Atlantic states, especially in PA and OH. 
As the reduction targets get more stringent, additional emission reductions take place in southern 
states. The national PM2.5 mortality constraints effectively target “high emission intensity” 
sources, including industrial coal use in OH and PA, building biomass in CA, and industrial 
liquids use in TX. Besides these hot-spots, PM2.5 mortality constraints also effectively restrain 
some regional contributors that can potentially result in increased PMMC in the future, such as 
building biomass in the New England states.  
 These results highlight the importance of devising air pollution control strategies that are 
explicitly driven by the health impacts of different pollutants in the context of long-term 
population and economic growth.  
5.2 Policy implications  
 Past regulatory efforts in the US have succeeded in reducing anthropogenic PM2.5 by 
targeting individual pollutants and source categories separately. However, future energy planning 
and air quality management actions will benefit from a more targeted approach that explicitly 
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accounts for the relative health impacts of precursors and the cost-effectiveness of control 
options, both of which can vary geographically.  
 Findings from this thesis will benefit state, regional, and national policymakers by 
providing insights in 1) the interactions between air quality management and other 
environmental objectives, such as low-carbon actions; 2) identifying the most important sources 
of PM2.5 health impact in the US at the state level; and 3) designing cost-effective multi-pollutant 
control strategies that are explicitly driven by public health goals. Combining the three 
distinctive but related studies together, this dissertation provides a new approach future air 
quality mangement, one that emphasizes integrated and holistic perspectives.  
 This dissertation provides a decision-support framework, which has the potential to 
examine the interconnections between air pollution, the energy system, socio-economic factors, 
regulatory constraints, low-carbon measures, future air quality management, and air pollution 
health impacts. More specifically, this dissertation demonstrates that incorporating state-specific 
PMMC within GCAM-USA provides a rapid and efficient approximation of the health impacts 
of PM2.5. The practice can be duplicated for other environmental endpoints, such as water use 
and ozone impacts. Furthermore, this dissertation produces novel insights into potential 
architectures for multi-pollutant control strategies that are explicitly driven by PMMC reduction 
targets. This methodology can be potentially employed for a wide range of outcome-driven 
policy analysis beyond health impacts. Finally, despite the fact that GCAM-USA is developed 
for US applications, a similar decision-support framework can be created for other countries, as 
air pollution, climate change, and strategic energy planning are all global challenges. However, 
considering the differences in energy structures, domestic policy and geopolitical issues among 
different regions, the specific solutions can be very different. 
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5.3 Caveats, uncertainty and future research  
 This section describes general caveats, uncertainties, and future considerations for the 
whole dissertation. Detailed discussions pertaining to each study are included in Chapters 2-4.  
 5.3.1 Single-model analysis  
 This entire dissertation uses only one model. Although this single-model study 
demonstrates that an integrated modeling framework can be readily used for various decision-
supporting tasks, multi-model analysis is preferred to better account for uncertainties in model 
architecture, geospatial resolution, socioeconomic assumptions, and technology projections. 
Nevertheless, all IAMs share two common sources of uncertainty: model structure and model 
input assumptions. For model structure, some IAMs (such as the BAEconomics General 
Equilibrium Model, BAEGEM) emphasize economic interactions across all sectors. In contrast, 
another class of IAMs, such as GCAM and MESSAGE, place greater emphasis on representing 
the details of the physical energy system, including detailed representations of key technology 
options for producing, transforming, and using energy, while adopting more aggregate 
representations of the broader economy. For model input assumptions, a number of key factors—
such as future population, economic activity, technology, and policy—can lead to a wide range 
of possibilities in the future (Riahi et al., 2017). Depending on the specific research question, 
uncertainty regarding model input assumptions can be addressed using single sensitivity analysis, 
such as testing alternative wind and solar cost assumptions in Chapter 2, or formal uncertainty 
quantification analysis (McJeon et al., 2011).    
 5.3.2 Representation of US state-level energy system and air pollution control measures   
 Some important state-level policies are not included in the current version of GCAM-
USA. For example, the Renewable Portfolio Standard can affect the deployment of future 
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renewable energy. The representation of the industry sector is still based on general fuel type 
instead of technology-level details like the electric sector, which can affect fuel switching 
behavior and technology-level emission representations, as well as technology-level emission 
regulations such as industrial boiler MACT. A more detailed industrial sector representation is 
under development to incorporate these details. To generally account for these details and 
plausible trends, we have harmonized key parameters, such as industrial coal use and electric 
wind and solar use to the 2018 Annual Energy Outlook (US EIA, 2018), and major pollutant 
emissions to the 2011 National Emission Inventory (US EPA, 2011a). Future harmonization 
should be conducted whenever future versions of Annual Energy Outlook and National Emission 
Inventory are released.  
 GCAM-USA should be updated regularly to capture the most recent state-level policies 
and emerging market trends for new technologies that could significantly reshape energy 
portfolios, such as California’s recent legislation requiring the state to achieve zero-carbon 
emissions from the electricity sector by 2045 and the rapid adoption of electric vehicles (SB-100, 
2019). GCAM-USA does not include the dynamics at work at sub-state or sub-annual scales, 
such as detailed fuel extraction processes, seasonal electricity transmission and usage patterns, 
and utility-level emission control measures. For example, some states, such as Colorado, have 
more stringent residential wood burning regulations for certain months of the year, when 
secondary pollutants form more readily (CDPHE, 2019), and that fact is not captured by GCAM-
USA. 
 The interactions between climate and the energy system can be further improved. This 
version of GCAM-USA includes a number of climate consequences (GHG emissions, global 
temperature, radiative forcing, etc.) from energy systems, but does not include feedbacks from 
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the global or regional climate to the energy system, such as climate impacts on wind and solar 
power, air conditioning demand, and water supplies and droughts. Martinich & Crimmins (2019) 
found that climate change will affect a wide range of sectors in the US, including infrastructure, 
electricity demand, water resources, and agriculture. A number of studies have employed 
additional tools in conjunction with GCAM to study climate feedbacks to the energy system. For 
example, Talati et al., (2016) coupled GCAM with a detailed power plant simulation tool in 
order to explore the climate impact on the cooling water use for power generation in Southwest 
US Liu et al., (2017) used GCAM-USA with an enhanced land use and water flow component 
linked to a thermoelectric power generation model in order to investigate the vulnerability of US 
thermoelectric power generation to climate change. 
 5.3.3 Representation of PM2.5 mortality impacts using reduced-form approaches 
 The adoption of PM2.5 mortality coefficients within GCAM-USA assumes a linear 
relationship between changes in emissions and impacts. This assumption may be appropriate for 
small perturbations, but its accuracy may diminish for large changes in emissions, especially 
when emissions of multiple pollutants are changing over the long term (Zhao et al., 2019b). In 
additional, recent studies suggest that for some health endpoints, such as cardiopulmonary 
mortality, the concentration-response function might be supralinear (Marshall et al., 2015). In 
this case, the most cost-effective states to reduce emissions for greater avoided PMMC can be 
different from the findings in Chapter 4, and there will greater cost-effectiveness to reduce 
emissions in already-clean regions. Besides, the PM2.5 mortality coefficients (Fann et al., 2012) 
adopted in Chapter 2 are national average estimates and therefore cannot represent the influence 
of emission location on air pollution-related health impacts in terms of the pollutant formation, 
differing magnitudes of exposed population, and differing demographics and health status. As an 
102
improvement, Chapters 3 and 4 adopt state-specific PM2.5 mortality coefficients (Heo et al., 
2016a) accounting for state-specific populations, baseline mortality rates, emissions and 
atmospheric processes. However, these PM2.5 mortality impact coefficients are derived from 
meteorology in 2005 and one plausible trajectory of future population, economic growth, and 
emissions (Heo et al., 2016b). In future work, it would be preferable to use PM2.5 impact 
coefficients determined specifically for future-year emissions and demographics, considering 
also potential changes in climate. Furthermore, PM2.5 impact coefficients derived from 
alternative modeling approaches should be used simultaneously to provide an uncertainty range 
for PMMC (Millstein et al., 2017).  
 Another limitation involves spatial scale and source-receptor relations. The current state-
level PM2.5 mortality cost coefficients represent the deaths per ton of emissions from source state, 
regardless of where the deaths occur. The global 32-region GCAM has been linked to a reduced-
form global air quality source-receptor model to estimate air quality impacts from a receptor’s 
perspective (Markandya et al., 2018). Future work for US policy analysis can seek to link 
GCAM-USA with source-receptor models at state-level resolution if the source-receptor 
relationship can be properly represented over the long term. Furthermore, real-world pollutant 
exposures occur at a much finer scale, and it is important to link emission sources with resulting 
pollution concentrations and human exposure at a fine scale to determine air quality attainment 
(Goodkind et al., 2019). Our state-level analysis identifies a number of states facing greater 
challenges in reducing their PMMC, serving as an initial scoping process. Subsequent analysis 
with more regional details on both physical and energy-emissions modeling would be needed to 
further identify unique challenges faced by individual sub-state areas and cities. Finer spatial 
resolution (such as urban scale) can also help identify specific types of emissions sources (Gu et 
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al., 2019; Li et al., 2018). For example, Robinson et al. (2018) found that approximately 
250,000 people (20% of the population) in the Pittsburgh area lives within 200m of a restaurant, 
suffering from outdoor PM exposures from these sources. Quantifying urban-level air quality 
health impacts requires corresponding integrated modeling tools at comparable spatial scales.  
 The three studies in this dissertation consider only PM2.5-related mortality impacts from 
primary PM2.5 and inorganic precursors. EASIUR treats primary organic PM2.5 as inert, and 
included in primary PM2.5 emission, and neglects secondary organic PM2.5 (SOA) (Heo et al. 
2016b) as the understanding and representation of SOA formation is still rapidly evolving in 
CTMs. SOA can account for half of ambient PM2.5 (Jimenez et al. 2009), depending on season 
and location (Kim et al. 2015). Although both biogenic and anthropogenic emissions contribute 
to SOA formation, anthropogenic emissions generally increase SOA through both volatile 
organic compounds (VOC) emissions and by enhancing the production of SOA from biogenic 
sources (Riva et al. 2019; Fine et al. 2008). Therefore, the present analysis most likely 
underestimates the total mortality cost of PM2.5 pollution and omits the effects of VOC emissions 
and effects on SOA from other precursors such as NOx. The morbidity effects of PM2.5 and the 
health effects of other pollutants, such as ozone, are not included. Compared with inorganic 
PM2.5, the responsiveness of ozone to precursor reductions is generally more nonlinear and the 
degree of nonlinearity substantially increases for larger emission reductions (Cohan et al., 2005). 
Nevertheless, Macpherson et al. (2017) approximated the nonlinearity by segmenting the 
response of ozone concentrations to NOx and VOC emission changes into multiple “impact steps” 
which depends upon the amount of reduction already obtained, and then developed source-
receptor matrix. Such practice can provide insights for future work seeking to incorporate 




APPENDIX A. ESTIMATING ENVIRONMENTAL  
CO-BENEFITS OF US LOW-CARBON PATHWAYS  
USING AN INTEGRATED ASSESSMENT MODEL  
WITH STATE-LEVEL RESOLUTION  
 
Section A1. Approaches for incorporating impacts 
 Previous studies have used either chemical transport models, response surface models, or 
impact factors for co-benefit analysis. Chemical transport models simulate the emission of air 
pollutants, their transformation via atmospheric chemical reactions, and their transport and 
removal processes in the atmosphere. Chemical transport models could theoretically be 
incorporated as a module within an IAM, with the resulting pollutant concentrations and their 
impacts considered endogenously during the IAM solution process. However, chemical transport 
models are too computationally intensive to be run in such an iterative fashion.  
 An alternative to integrating a full-scale chemical transport model is the integration of a 
model emulator. An emulator is a simplified or “reduced form” model that can serve as a 
surrogate for the more complex model, sacrificing detail while still being able to capture the key 
relationships pertinent to the application. One type of emulator is a response surface model 
(RSM), which is developed from a set of sensitivity runs of the full-scale model. Fann et al., 
(2009) developed an RSM to link emission changes to changes in PM2.5 concentrations, and 
thence to health benefits. Such model emulators for air quality and other environmental impacts 
are computationally intensive to develop, requiring multiple runs to characterize complex and 
nonlinear model behavior. Model emulators for air quality have not yet been integrated widely 
into IAMs such as GCAM to represent air quality, although they have been used to characterize 
climate impacts of emissions. For example, the Model for the Assessment of Greenhouse Gas 
Induced Climate Change (MAGICC) simple climate model (Wigley and Raper, 2002), was used 
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iteratively within GCAM to develop the RCP4.5 scenarios (Thomson et al., 2011), and Hector, 
an open-source, object-oriented, simple climate carbon-cycle model has been coupled with 
GCAM to offer an even more rapid solution (Hartin et al, 2015).   
 An even simpler approach is the use of impact factors to represent individual 
environmental impacts associated with economic activities (Fann et al., 2012; Meldrum et al., 
2013) or aggregating multiple climate and environmental impacts into a single metric such as the 
social cost of atmospheric release (Shindell, 2015). Impact factors can be derived from a 
chemical transport model or an RSM. Recently, impact factors have also been developed using 
adjoint models that use a numerical derivative-based approach to link impacts to sources. For 
example, Lee et al., (2015) quantified the effects on global premature mortality of changes to 
PM2.5 precursor emissions using the adjoint of the GEOS-Chem chemical transport model. 
Akhtar et al., (2013) used radiative forcing factors developed from the GEOS-Chem model as 
well. Potentially, impact factors can be integrated into an IAM and endogenized within the solver 
so that their values can be constrained, and their costs can be considered in the model’s solution 
process.  
 In Chapter 2, exogenously developed impact factors are integrated into GCAM-USA. 
The technology-rich representation in GCAM-USA provides detailed information about human 
and natural earth systems and the interactions between these systems, so the emission response to 
both climate polices and technological assumptions can be well captured and represented. The 
impact factors then allow for rapid estimation of the associated impacts due to the responses of 
each sector. This improvement allows US to explore a broader set of modeling scenarios with 




Section A2. Development of PM2.5 health impact factors  
 Fann et al. (2012) calculate the monetized benefits of decreased premature mortality 
associated with a 1-ton reduction in directly emitted PM2.5 or PM2.5 precursor emissions (SO2 
and NOx) from 17 sectors in 2005 and 2016. This analysis is extended to 2020, 2025 and 2030 by 
the US EPA (2013a). These factors consider both population growth, which affects the total 
incidence from exposure to air pollution, and economic growth, which affects the willingness to 
pay to reduce health risk. The Value of Statistical Life (VSL) is used to monetize mortality, 
which is adjusted in future years to account for income growth. However, the 2025 and 2030 
estimates in US EPA (2013) both used 2024 VSLs because income growth projections were 
unavailable beyond that year. 
 The current paper estimates the health impact factors through 2050, considering impacts 
from both population growth and economic growth. Therefore, a two-step process has been 
conducted to develop the health impact factors based on the approach of Fann et al., (2012) and 
US EPA (2013). 
 Step 1: Extrapolation of “deaths per ton” factors based on population growth 
 Fann et al. (2012) and US EPA (2013) report both health impact factors ($/ton) and the 
VSLs ($/death) applied for each analysis year.  The “incidence per ton” factors, which reflect 
population growth, are obtained through dividing the former by the latter (Fig. A.1). The 
“incidence per ton” factors for other modeling years (2010, 2035, 2040, 2045, and 2050) are then 
calculated using the linear relation in Fig. A.1 with GCAM-USA population projections (Table 
A.1).   
 Step 2: Adjustment for income growth (willingness to pay) 
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 To be more consistent with GCAM-USA socioeconomic assumptions, we projected US 
per capita income (GDP, in 2010 dollars) using GCAM-USA and calculated VSLs for all 
modeling years (Table A.2). The estimation is based on a benchmark of $8.3 million in 2005 (US 
EPA, 2016b) and an income elasticity of 0.5 (Viscusi & Aldy, 2003). 
 Finally, the dollar per ton health impact factors (Table A.3) are calculated by multiplying 
the income-adjusted incidence per ton values by the VSLs projected for each modeling year. The 
estimates for 2005, 2015, 2020, 2025 and 2030 are slightly lower than those of Fann et al. (2012) 
and US EPA (2013), since this paper applied VSL projections based on the per capita income 
projected by GCAM-USA and a lower benchmark VSL in 2005. The estimates in this paper 
consider income growth to 2050, while US EPA (2013) adjusted VSL based on income growth 





Fig. A.1 Linear regression between incidence (mortality) per ton emission avoided (2005, 2016, 
2020, 2025 and 2030) and total population for four sectors from Fann et al. (2012). Panes: (a) 

































Year Per capita GDP1 VSL2 
2005 51.9 8.3 
2010 51.0 8.2 
2015 54.7 8.5 
2020 58.3 8.8 
2025 61.7 9.0 
2030 65.2 9.3 
2035 68.8 9.6 
2040 73.3 10.0 
2045 77.7 10.3 
2050 83.1 10.7 
1 In million 2010 dollars at a Market Exchange Rate basis 











  Sector 
Emissions Year Electricity1 Transportation2 Industry3 Building4 
Primary PM2.5 2010 112,542 296,761 224,121 295,776 
2015 118,534 328,247 237,067 328,247 
2020 127,804 346,897 246,480 346,897 
2025 138,319 387,293 276,638 387,293 
2030 152,124 437,356 313,756 437,356 
2035 180,270 554,512 366,701 462,224 
2040 196,808 617,176 401,491 502,908 
2045 214,161 683,559 438,056 545,505 
2050 234,676 761,530 481,234 595,937 
SO2 2010 29,797 18,506 33,367 86,124 
2015 31,913 17,324 35,560 89,356 
2020 33,777 19,171 38,341 91,289 
2025 36,885 21,209 42,418 110,655 
2030 40,883 24,720 46,588 123,601 
2035 48,770 24,798 57,358 125,352 
2040 53,400 26,352 63,203 134,975 
2045 58,266 27,943 69,367 144,972 
2050 64,011 29,855 76,629 156,870 
NOx 2010 4,230 5,874 5,085 10,100 
2015 4,741 6,656 5,562 11,853 
2020 4,930 7,029 5,934 12,780 
2025 5,348 7,746 6,455 13,832 
2030 5,895 8,652 7,226 15,212 
2035 7,093 11,154 9,403 17,141 
2040 7,791 12,437 10,452 18,857 
2045 8,526 13,797 11,564 20,665 
2050 9,392 15,394 12,870 22,796 
 
1 Derived from values reported in “Electric generating units” sector in Fann et al. (2012)  
2 Derived from values reported in “On-road” sector in Fann et al. (2012) 
3 Derived from values reported in “Industrial point source” sector in Fann et al. (2012) 




Section A3. Development of biomass supply restrictions 
 One previous GCAM study by Calvin et al. (2014) explored the trade-offs of different 
land and bioenergy policies to achieve climate targets, in which one scenario greatly restricted 
the end-use and transformative consumption to 100 EJ per year in the US by 2100. This work 
adopts the same assumption in our NUC/CCS scenarios from 2010 to 2050, which leads to a 
total biomass consumption of 21EJ per year by 2050. No biomass supply constrains were applied 
to BASE and RE scenarios.  
 Fig. A.2 shows the total biomass consumption under each technology and policy scenario 
in the US. In 2010 the total biomass consumption is 2.8 EJ per year. When no CO2 targets 
applied, biomass consumptions increased by 5.0 EJ/yr and 4.7 EJ/yr in 2050 relative to 2010 in 
BASEREF and REREF, respectively, while NUC/CCS only increased 1.8 EJ/yr. Under 50% CO2 
reduction target, the biomass consumption grows rapidly in BASE50 and RE50, while mildly 
increases in NUC/CCS50. Under 80% CO2 reduction target, the biomass consumptions in 2050 
are significantly different across technological assumptions, ranging from 47 EJ/yr in RE80 to 21 
EJ/yr in NUC/CCS80, as a result of limited biomass supply. Therefore, limited bioenergy supply 
could have considerable impact in achieving low-carbon goals.  
 Fig. A.3 further shows the biomass supply by sector. In BASEREF, the majority of 
biomass supply comes from purpose-grown biomass after 2030, while under 50% and 80% 
reduction scenarios, residue biomass dominates the biomass supply. Consistent with the biomass 
consumption pattern, NUC/CCS scenarios have significant biomass supply relative to the BASE 












Fig. A.3 Biomass production (EJ per year) by sector for each technology and policy scenario.  
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Section A4. Electric sector technology assumptions 
 Electric sector capital cost assumptions that were used in the BASE, NUC/CCS, and RE 
sets of scenarios are summarized in Table A.4 for 2015, 2030 and 2050. BASE values are the 
default costs assumed in GCAM-USA v4.3. These values are obtained from Muratori et al. 
(2017). See the notes below Table A.4 for additional information about assumptions. These 
values in Table A.4 do not capture some of the recent capital cost reductions in onshore wind and 
solar PV. In Section A9 we provide a sensitivity analysis in which alternative cost trajectories for 
onshore wind and solar PV are evaluated. The results from those sensitivity runs suggest that our 
conclusions in the manuscript are robust when considering uncertainty in renewable costs. 
Updating electric sector capital costs across the model in a consistent manner is a larger 
endeavor and beyond the scope of the work presented in the manuscript.  
 Electric sector, technology-specific water withdrawal and consumption factors are 
summarized in Table A.5. These factors are obtained from a comprehensive review by Macknick 
et al. (2012). 
 Emission factors for post-2010-vintage electric sector technologies are provided in Table 
A.6. These data come from two sources. NOx and SO2 data were derived from the documentation 
for the Integrated Planning Model (IPM), version 5.13. IPM is an electric sector model used in 
US Environmental Protection Agency (US EPA) regulatory modeling activities. PM2.5 values are 
instead obtained from the “Greenhouse Gases, Regulated Emissions, and Energy Use in 






Technologies1 BASE2 NUC/CCS3 RE4 
 2015 2030 2050 2015 2030 2050 2015 2030 2050 
Coal (conventional 
pulverized)  1010 975 936       
Coal (IGCC) 1394 1241 1121       
Coal (IGCC CCS) 2301 1953 1724 1504 1337 1081    
Gas (CC) 366 353 339       
Gas (CC CCS) 732 640 583 673 579 511    
Nuclear (Gen_II_LWR) 1917 1917 1917       
Nuclear (Gen_III) 1917 1850 1775 1377 1181 945    
CSP 1673 1314 1115    1199 918 817 
PV 650 579 523    716 253 224 
Wind 698 620 560    586 421 419 
 
1 All technologies not presented are assumed to be the same as GCAM-USA default values 
2 BASE scenarios assume the same cost assumptions as GCAM-USA default values 
3 Adopted from Iyer et al. (2017) - advanced technology scenario cost assumptions for nuclear 
and CCS technologies. Cells with blanks indicate the same value as the BASE. 
4 Adopted from Iyer et al. (2017) - advanced technology scenario cost assumptions for wind, PV 








GCAM-USA technology Withdrawal Consumption 
 2010 Future 2010 Future 
biomass (conventional) 3.49 0.24 0.11 0.15 
biomass (IGCC CCS) 0.16 0.16 0.15 0.15 
biomass (IGCC) 0.11 0.11 0.10 0.10 
coal (conventional pulverized CCS) 0.16 0.16 0.15 0.15 
coal (conventional pulverized) 4.14 0.28 0.14 0.19 
coal (IGCC CCS) 0.16 0.16 0.15 0.15 
coal (IGCC) 0.11 0.11 0.10 0.10 
CSP 0.13 0.24 0.13 0.24 
CSP storage 0.24 0.24 0.24 0.24 
gas (CC CCS) 0.14 0.14 0.11 0.11 
gas (CC) 1.38 0.07 0.05 0.06 
gas (steam/CT) 3.50 0.24 0.12 0.15 
nuclear (Gen_II_LWR) 4.71 0.31 0.15 0.19 
nuclear (Gen_III) 0.31 0.31 0.19 0.19 
geothermal 0.54 1.00 0.54 1.00 
refined liquids (CC CCS) 0.16 0.16 0.15 0.15 
refined liquids (CC) 0.11 0.11 0.10 0.10 







	Technologies		 NOx	 SO2	 PM2.5	
Coal	(conventional	pulverized)		 3.0E-02	 2.6E-02	 1.6E-02	
Coal	(IGCC)	 5.6E-03	 6.5E-03	 7.0E-02	
Coal	(IGCC	CCS)	 5.6E-03	 6.5E-03	 7.0E-02	
Gas	(CC)		 4.7E-03	 0.0E+00	 1.3E-04	
Gas	(CC	CCS)		 4.7E-03	 0.0E+00	 1.3E-04	
Gas	(steam/CT)	 4.7E-03	 0.0E+00	 3.4E-03	
Refined	liquids	(CC)	 1.1E-01	 2.6E-01	 9.4E-03	
Refined	liquids	(steam/CT)	 2.4E-01	 3.1E-02	 6.2E-03	





Section A5. Global carbon prices for GHG reduction scenarios 
 While GCAM-USA has state-level resolution for the US, it also represents 31 additional 
global regions. These regions can trade energy resources, including biomass. Trade has the 
potential to affect how the model opts to meet GHG reduction targets for the US For example, 
when faced with an 80% target, GCAM-USA could potentially opt to import large quantities of 
biomass from other region. In the real world, however, it is unlikely that the US would institute 
such a target without other many other countries around the world also seeking to reduce GHG 
emissions. In such a scenario, those other countries would be competing with the US for biomass 
and other low-carbon energy resources. Blanford et al., (2014) used a CO2 tax applied to the rest 
of the globe (excluding the US) to simulate competition for resources. We adopt this approach 







Year 50% CO2 reduction 80% CO2 reduction 
2010 0 0 
2015 57.98 85.24 
2020 74.00 115.11 
2025 94.46 146.93 
2030 120.54 187.51 
2035 153.84 239.33 
2040 196.34 305.44 
2045 250.60 389.83 





Section A6. Time series model results 
 






















Fig. A.6 Water withdrawal for electricity generation (trillion gallons per year) by technology for 







Fig. A.7 Water consumption for electricity generation (trillion gallons per year) by technology 








Fig. A.8 Monetized PM2.5 health costs for different technology and policy scenarios (billion 
2010$ per year) in US energy system by sector in 2050. The difference between low-carbon 
scenarios and BASEREF (gray pattern) indicates the PM2.5 health co-benefits from CO2 policies. 
 
Fig. A.9 PM2.5 health co-benefits relative to BASEREF (billion 2010$ per year) by sector for 









Section A7. Additional scenario comparison graphics 
 
 In this section, additional model results are provided. These figures illustrate changes in 
sectoral fuel use and technologies in the industrial (Fig. A.11), on-road vehicles (Fig. A.12), and 
buildings (Fig. A.13) sectors. Since residential wood combustion was found to be an important 
driver of PM2.5 emissions, we also show the change in residential heating by technology relative 







Fig. A.11 US industrial final energy by fuel (EJ per year) in 2010 and for each of the technology 









Fig. A.12 US light duty vehicle (a) and heavy duty vehicle (b) service output by fuel in 2010 and 








Fig. A.13 US building final energy by fuel (EJ per year) in 2010 and for each of the technology 






Fig. A.14 Changes of US residential heating service output by technology under each low-carbon 
scenario relative to BASEREF in 2050 values for each scenario.  
 
 134 
Section A8. State-level water results  
 While national, scenario-specific water withdrawal and consumption changes are shown 
in the manuscript, GCAM-USA also produces state-level results. In Fig. A.15, changes in 
withdrawals and consumption are shown relative to the BASE80. General national trends are 
visible (e.g., NUCCCS80 requires more withdrawals and has greater consumption, while RE80 
has the opposite response). Differences in sign and magnitude are also apparent from state to 
state. Exploring these differences fully is beyond the scope of this study. However, we 
hypothesize that the differences are a result of state-specific conditions, including: initial 
technology stock, stock turnover, and access to fossil and renewable resources. These factors 
would influence the technologies and fuels used in BASE80, and thus would affect the 






Fig. A.15 Water withdrawal and consumption of alternative pathways in 2050 for the continental 
US states. Blue colors reflect lower water use compared with the BASE, red colors indicate 
higher water use compared with the BASE.  
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Section A9. Regional PM2.5 health benefits for the 50% reduction low-carbon pathways 
 In Chapter 2, regional health benefits are shown for the 80% reduction low-carbon 
pathways (Fig. 2.6). In Fig. A.16, results of equivalent calculations for the 50% low-carbon 
pathways are shown. Patterns are similar between the two sets of graphics; however, the 






Fig. A.16 Regionally-aggregated estimates of annual PM2.5 health benefits of NUC/CCS50 and 
RE50 relative to BASE50 in 2050.  Blue colors represent additional health benefits; red colors 






























Section A10. Sensitivity analysis: Alternative cost assumptions for wind and solar 
 As discussed in Section 4 of this Supplemental Information, electric sector costs for 
GCAM-USA were developed from Muratori et al., (2017). These are the default values we use in 
our study. Cost projections into the future are based upon technology-specific improvement 
curves. However, these smooth curves do not capture some of the recent and substantial 
reductions in electric sector technology costs. We have made additional runs of GCAM-USA 
with updated costs for solar PV and wind power, with the goal of evaluating whether capturing 
these recent trends more fully would result in alternative conclusions to our study. A full update 
to electric sector costs would also involve re-evaluation of coal, nuclear, gas, and other 
technologies. Such an update is beyond the scope of Chapter 2 and APPENDIX A.  
 Updated wind capital cost assumptions are developed using the Department of Energy 
2016 Wind Technologies Market Report, which was created by Lawrence Berkley National 
Laboratory (LBNL) (Wiser & Bolinger, 2017). That report included historic wind costs, as well 
as projections into the future. The projections, which differed by wind class, included high, 
medium and low estimates. The resulting set of projections, starting in 2015, are shown in Fig. 
A.17. The GCAM-USA default trajectory is also shown on the figure in black.  
 To create an updated baseline trajectory, we averaged the medium projections across 
each wind class, then calculated the percent change relative to the 2010 starting point, the left-
most end of the dashed line in Fig. A.17. These percent changes were then applied to the 
GCAM-USA 2010 starting value to develop a new baseline, BASE-updated, which is shown 
with a red line in Fig. A.17. A similar approach was applied to develop the RE-updated 
trajectory, which was based on an average of the lowest-cost projection for each wind class. RE-
updated is indicated by a thick blue line. We used a straight average across wind classes as 
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opposed to a weighted average. As our goal was to provide alternative sensitivity cases, we felt 
averaging across wind classes was sufficient.    
 Utility-scale solar PV costs were updated using a similar methodology. The source of the 
solar PV cost projections was the 2015 Utility-Scale Solar Report by LBNL (Bolinger & Seel, 
2016). See Fig. A.18 for Default and updated solar PV cost trajectories.  
 Percent reductions of the updated wind and solar PV costs relative to the default costs are 
summarized in Table A.8. Solar PV capital cost reductions are much greater than those of wind, 
but both represent substantial reduction compared to GCAM-USA defaults. These differences 
suggest that a more formal update to GCAM-USA electric sector costs could be warranted to 
support future applications.  
 Results for 2050 that are generated using the updated BASE and RE costs are compared 
with those generated using Default costs in Fig. A.19 through Fig. A.24.  
 Fig. A.19 shows electricity production by technology for the BASE80 and RE80 cases. 
For BASE80 (an 80% system-wide CO2 reduction target), there are several noticeable difference 
in model response when using the updated solar PV and wind costs (Wind/PV). With these 
lower-cost renewables, the market shares for each increase substantially, and, together, wind and 
solar achieve approximately 50% of generation. This market share comes at the expense of coal 
and gas, both with and without CCS, and biomass with CCS. Furthermore, since electricity can 
be produced at lower cost, the total amount of electricity produced increases by nearly 20%. For 
the RE80 case, the Default and Wind/PV results in 2050 are much more similar to each other. 
These changes reduce electric sector water consumption, shown in Fig. A.21, since wind and 
solar have very little water requirements relative to most other technologies.  
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 Refined liquid production, shown in Fig. A.20, does not change dramatically under the 
Wind/PV assumption. However, decreases in biomass-to-liquids does occur. Our hypothesis is 
that the lower wind and solar PV costs allow the model to target more of the necessary emission 
reductions to the electric sector.   
 Sectoral PM2.5 emissions are shown in Fig. A.22. The greatest changes from Wind/PV 
occur in the electric sector, although there is also a decrease in industrial PM2.5. Residential 
PM2.5 emissions are largely unchanged. This is an important result since it reinforces a key 
conclusion from our manuscript: PM2.5 emissions from residential wood combustion can offset a 
portion of the health benefits associated with the RE pathway. This result is further illustrated in 
Fig. A.23, where heath disbenefits occur in the residential sector for both RE80 runs. Similarly, 
residential wood combustion plays an important role in offsetting the health co-benefits in RE 









Fig. A.17 Default and updated cost assumptions for wind energy. The default GCAM-USA 
projection is shown by the thick black line. The updated BASE and RE values are shown by the 
thick red and blue lines, respectively. The thin lines represent the range of high, medium, and 
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Fig. A.18 Default and updated cost assumptions for solar PV. The default GCAM-USA 
projection is shown by the thick black line. The updated BASE and RE values are shown by the 
thick red and blue lines, respectively. The thin lines represent the range of high, medium, and 






















Technologies1 BASE2 RE4 
 2015 2030 2050 2015 2030 2050 
Solar PV 30% 54% 64% 30% 67% 80% 









Fig. A.19 Comparison of US electricity generation (EJ per year) by technology in 2010 and 2050. 
Generation in 2050 is shown for the BASE80 and REF80 scenarios, for both default GCAM-







Fig. A.20 Comparison of US liquid fuel production (EJ per year) by technology in 2010 and 
2050. Production in 2050 is shown for the BASE80 and REF80 scenarios, for both default 







Fig. A.21 Comparison of US water consumption (trillion gallons per year) for electricity 
production by technology in 2010 and 2050. Consumption in 2050 is shown for the BASE80 and 
REF80 scenarios, for both default GCAM-USA wind and solar PV capital costs (Default) as well 







Fig. A.22 Comparison of PM2.5 emissions by sector in 2010 and 2050. Emissions in 2050 are 
shown for the BASE80 and REF80 scenarios, for both default GCAM-USA wind and solar PV 








Fig. A.23 Comparison of monetized PM2.5-related health benefits for BASE80 and RE80 in 2050, 
relative to BASEREF. Positive values indicate health benefits from pollutant emissions 
reductions; negative values indicate health damages; the Net value is the sum of positive and 
negative values for each scenario. Values are shown both when using default GCAM-USA wind 








Fig. A.24. Change in fuel use for residential heating, RE80-BASE80, for both default GCAM-





APPENDIX B. STATE-LEVEL DRIVERS OF FUTURE FINE PARTICULATE 
MATTER MORTALITY IN THE UNITED STATES 
 
 
Section B1: Updated GCAM-USA policy reference scenario  
 The current paper made significant effort in improving GCAM-USA’s representation of 
several key energy parameters, covering all major sectors. These modifications are guided by 
recent market trends and major technical reports. 
 As discussed in the main text, regular updates of GCAM-USA to include more recent 
market trends and updated federal and state-level policies allow the model to provide better 










 Harmonization of total electricity generation to Annual Energy 
Outlook (AEO) 2018 
EIA, 2018 
 Harmonization of electricity generation from coal to AEO 2018 EIA, 2018 
 Updated wind and solar technology cost to reflect more recent 
market trends 
Iyer et al. 2017 
 Harmonization of electricity generation from wind and solar in 
2015 and 2020 to AEO 2018 
EIA, 2018 
 Updated nuclear power availability assumptions  S&P Global Platts, 
2018 (market trend) 
 Electricity technology specific requirement in California and 
Vermont (no new coal in California, and no nuclear in Vermon) 
California Senate 




 No coal-to-liquids and gas-to-liquids in refineries Market trend 
Buildings 
 Harmonization of total building energy use to AEO 2018 EIA, 2018 
 Only LED and CFL bulbs allowed after 2010  H.R.6, 2007 
 Wood furnace efficiency improvement EPA, 2015a 
Transportation 







Fig. B.1  Electricity production from coal (EJ) (a) and total electricity generation (EJ) (b) in this 





Fig. B.2  Updated GCAM-USA policy reference scenario emissions projections (lines) compared 










 2017-2020 2021-2030 2031-2040 2041-2050 2017-2050 
AEO 2018 2.4% 2.0% 2.0% 1.9% 2.0% 
 2015-2020 2020-2030 2030-2040 2040-2050 2015-2050 
GCAM-USA 2.1% 2.0% 1.9% 2.0% 2.0% 







Region 2015 2020 2025 2030 2035 2040 2045 2050 
AL 4,833 4,889 4,947 4,997 5,047 5,106 5,181 5,282 
AR 7,210 8,114 9,118 10,192 11,177 12,033 12,735 13,262 
AZ 3,004 3,088 3,170 3,242 3,308 3,372 3,439 3,515 
CA 39,192 41,120 43,035 44,868 46,500 47,952 49,291 50,578 
CO 5,253 5,478 5,714 5,960 6,179 6,374 6,553 6,725 
CT 3,619 3,649 3,654 3,631 3,622 3,629 3,658 3,718 
DC 939 973 998 1,014 1,030 1,046 1,064 1,087 
DE 575 544 514 487 467 455 450 453 
FL 20,662 22,749 25,109 27,645 29,946 31,936 33,582 34,858 
GA 10,316 10,906 11,470 11,985 12,444 12,850 13,221 13,572 
IA 1,681 1,791 1,900 2,009 2,105 2,190 2,264 2,330 
ID 12,965 13,069 13,132 13,151 13,195 13,280 13,430 13,668 
IL 6,589 6,682 6,757 6,809 6,866 6,936 7,031 7,165 
IN 3,053 3,039 3,003 2,948 2,912 2,897 2,906 2,946 
KS 2,894 2,925 2,945 2,950 2,961 2,980 3,014 3,068 
KY 4,414 4,477 4,529 4,570 4,614 4,664 4,731 4,822 
LA 4,584 4,617 4,645 4,659 4,680 4,714 4,770 4,856 
MA 1,353 1,368 1,370 1,359 1,354 1,355 1,365 1,387 
MD 6,056 6,322 6,560 6,775 6,968 7,144 7,315 7,491 
ME 6,635 6,713 6,774 6,808 6,851 6,910 6,998 7,128 
MI 9,994 10,060 10,046 9,973 9,937 9,949 10,026 10,186 
MN 5,528 5,740 5,925 6,083 6,227 6,361 6,498 6,647 
MO 3,000 3,022 3,037 3,043 3,055 3,076 3,111 3,167 
MS 6,118 6,233 6,330 6,411 6,490 6,575 6,679 6,813 
MT 1,018 1,039 1,051 1,053 1,056 1,063 1,075 1,095 
NC 1,842 1,852 1,857 1,854 1,857 1,865 1,884 1,917 
ND 3,061 3,446 3,845 4,238 4,596 4,905 5,160 5,358 
NE 1,378 1,439 1,492 1,541 1,584 1,624 1,662 1,702 
NH 8,993 9,170 9,311 9,420 9,529 9,649 9,798 9,992 
NJ 2,120 2,159 2,176 2,157 2,147 2,147 2,163 2,197 
NM 19,408 19,388 19,294 19,127 19,037 19,043 19,181 19,482 
NV 10,196 10,880 11,596 12,318 12,959 13,517 14,002 14,423 
NY 670 663 651 633 620 613 612 619 
OH 11,544 11,522 11,450 11,334 11,266 11,260 11,334 11,508 
OK 3,818 3,885 3,962 4,036 4,105 4,173 4,249 4,340 
OR 4,046 4,284 4,548 4,820 5,062 5,272 5,456 5,617 
PA 12,780 12,824 12,800 12,697 12,643 12,651 12,746 12,947 
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RI 1,070 1,081 1,081 1,070 1,064 1,064 1,071 1,088 
SC 4,819 4,993 5,150 5,286 5,409 5,524 5,642 5,770 
SD 824 827 824 818 815 816 823 836 
TN 6,604 6,869 7,144 7,414 7,655 7,872 8,077 8,280 
TX 27,121 29,136 31,310 33,615 35,673 37,454 38,969 40,232 
UT 2,964 3,177 3,417 3,672 3,900 4,097 4,264 4,403 
VA 643 658 668 672 677 684 693 706 
VT 8,444 8,871 9,287 9,691 10,051 10,370 10,663 10,944 
WA 7,134 7,608 8,161 8,755 9,285 9,744 10,134 10,461 
WI 1,839 1,813 1,773 1,716 1,677 1,654 1,651 1,669 
WV 5,819 5,925 5,989 6,018 6,054 6,105 6,182 6,296 
WY 571 572 569 559 553 550 552 560 
Region 2015 2020 2025 2030 2035 2040 2045 2050 
AL 4833 4889 4947 4997 5047 5106 5181 5282 
AR 3004 8114 9118 10192 11177 12033 12735 13262 
AZ 7210 3088 3170 3242 3308 3372 3439 3515 
CA 39192 41120 43035 44868 46500 47952 49291 50578 
CO 5253 5478 5714 5960 6179 6374 6553 6725 
CT 3619 3649 3654 3631 3622 3629 3658 3718 
DC 575 973 998 1014 1030 1046 1064 1087 
DE 939 544 514 487 467 455 450 453 
FL 20662 22749 25109 27645 29946 31936 33582 34858 
GA 10316 10906 11470 11985 12444 12850 13221 13572 
IA 3053 1791 1900 2009 2105 2190 2264 2330 
ID 1681 13069 13132 13151 13195 13280 13430 13668 
IL 12965 6682 6757 6809 6866 6936 7031 7165 
IN 6589 3039 3003 2948 2912 2897 2906 2946 
KS 2894 2925 2945 2950 2961 2980 3014 3068 
KY 4414 4477 4529 4570 4614 4664 4731 4822 
LA 4584 4617 4645 4659 4680 4714 4770 4856 
MA 6635 1368 1370 1359 1354 1355 1365 1387 
MD 6056 6322 6560 6775 6968 7144 7315 7491 
ME 1353 6713 6774 6808 6851 6910 6998 7128 
MI 9994 10060 10046 9973 9937 9949 10026 10186 
MN 5528 5740 5925 6083 6227 6361 6498 6647 
MO 6118 3022 3037 3043 3055 3076 3111 3167 
MS 3000 6233 6330 6411 6490 6575 6679 6813 
MT 1018 1039 1051 1053 1056 1063 1075 1095 
NC 10196 1852 1857 1854 1857 1865 1884 1917 
ND 670 3446 3845 4238 4596 4905 5160 5358 
NE 1842 1439 1492 1541 1584 1624 1662 1702 
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NH 1378 9170 9311 9420 9529 9649 9798 9992 
NJ 8993 2159 2176 2157 2147 2147 2163 2197 
NM 2120 19388 19294 19127 19037 19043 19181 19482 
NV 3061 10880 11596 12318 12959 13517 14002 14423 
NY 19408 663 651 633 620 613 612 619 
OH 11544 11522 11450 11334 11266 11260 11334 11508 
OK 3818 3885 3962 4036 4105 4173 4249 4340 
OR 4046 4284 4548 4820 5062 5272 5456 5617 
PA 12780 12824 12800 12697 12643 12651 12746 12947 
RI 1070 1081 1081 1070 1064 1064 1071 1088 
SC 4819 4993 5150 5286 5409 5524 5642 5770 
SD 824 827 824 818 815 816 823 836 
TN 6604 6869 7144 7414 7655 7872 8077 8280 
TX 27121 29136 31310 33615 35673 37454 38969 40232 
UT 2964 3177 3417 3672 3900 4097 4264 4403 
VA 8444 658 668 672 677 684 693 706 
VT 643 8871 9287 9691 10051 10370 10663 10944 
WA 7134 7608 8161 8755 9285 9744 10134 10461 
WI 5819 1813 1773 1716 1677 1654 1651 1669 
WV 1839 5925 5989 6018 6054 6105 6182 6296 






Region 2015 2020 2025 2030 2035 2040 2045 2050 
AL 124081 133661 143147 152784 162715 175279 188364 205404 
AR 69848 76459 83075 89774 96589 104834 113236 123795 
AZ 210578 252354 300146 354503 409932 469909 526715 586694 
CA 1484560 1658640 1837290 2024050 2211880 2428680 2644040 2901930 
CO 175950 195389 215713 237744 259901 285467 310828 341192 
CT 163925 176006 186543 195869 206021 219788 234638 255088 
DC 55775 56191 56194 56258 56885 59013 61814 66557 
DE 43566 48072 52188 56028 60011 64890 69908 76390 
FL 609520 714620 834833 971213 1109330 1259670 1402880 1557550 
GA 331377 373055 415268 458491 501970 551919 601413 660356 
IA 81751 86655 90631 94011 97919 103724 110195 119488 
ID 38807 44029 49437 55234 61024 67600 74015 81475 
IL 444062 476662 506940 536429 567529 608178 651397 709089 
IN 185226 200026 214087 227955 242379 260707 279897 305087 
KS 88936 95719 102004 107965 114268 122449 131165 142809 
KY 111227 120133 128628 137144 146004 157145 168823 184048 
LA 144230 154692 164722 174576 184911 198318 212533 231426 
MA 269155 289984 309714 328899 348998 374801 402007 437979 
MD 214292 238216 261624 285503 309624 338004 366549 401498 
ME 38062 40980 43438 45530 47832 50968 54378 59101 
MI 315579 338271 357534 375040 394033 420059 448327 487189 
MN 189717 209772 229182 248621 268364 291894 315803 345532 
MO 184048 199672 214625 229684 245174 264472 284533 310445 
MS 65673 70446 74932 79332 83982 90036 96442 105012 
MT 24243 26348 28209 29864 31580 33848 36253 39498 
NC 307335 349227 393954 442186 490525 544784 597683 658510 
ND 17362 18295 19013 19535 20175 21239 22458 24296 
NE 52941 56682 60155 63459 67023 71671 76680 83455 
NH 45660 50774 55720 60809 65909 71950 77985 85422 
NJ 354925 385388 414174 442756 472266 509185 547605 597322 
NM 50608 54882 58545 61321 64361 68529 73120 79439 
NV 114246 136959 161744 188374 215410 244782 272726 302904 
NY 801245 852343 897762 940402 986939 1051190 1121380 1218270 
OH 347726 369577 388723 406580 426145 453503 483461 525054 
OK 98952 107220 115733 124573 133601 144610 155946 170374 
OR 111868 126132 141727 158711 175755 194902 213625 235238 
PA 378646 404597 427432 448008 470392 501174 534779 581026 
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RI 33819 36383 38509 40276 42231 44966 47936 52087 
SC 125549 138521 151224 164009 176963 192430 208156 227697 
SD 21139 22593 23826 24992 26256 27991 29900 32486 
TN 189783 210203 231390 253737 276250 302479 328698 360416 
TX 833492 953504 1084510 1230300 1376710 1539060 1695950 1872800 
UT 75657 86355 98304 111624 125010 139829 154130 170233 
VA 291845 326493 361771 398892 436236 479231 521894 572934 
VT 17961 19572 21031 22355 23747 25547 27413 29871 
WA 248413 282104 320287 363062 406005 453671 499714 551746 
WI 167234 181327 193993 205973 218487 234598 251596 274072 
WV 37286 39143 40516 41435 42698 44839 47403 51256 




Section B3 State-specific PM2.5 health impact coefficients  
 Heo et al. (2016a) estimated the avoided premature mortality cost associated with a 1-
tonne reduction in primary PM2.5 or PM2.5 precursor emissions (SO2, NOx and NH3) at US 
county-level resolution. A reduced-complexity model (Estimating Air Quality Social Impacts 
Using Regression, EASIUR) was derived from tagged chemical transport model simulations 
based on 2005 conditions. Heo et al. (2016a) further conducted a supplementary analysis using 
2040 population (in general being consistent with GCAM’s population assumption) and baseline 
mortality rates and derived “growth factors” to allow users to adjust 2005 estimates to future 
years. Heo et al. (2016b) provided guidance for deriving sector-specific impact coefficients 
based on emission-weighted averages of county-level impact coefficients.  
 Besides EASIUR, several other reduced-complexity models have been used to estimate 
regional PM2.5 mortality coefficients, such as InMAP (Tessum et al. 2017) and AP2 (Muller 
2014). Their model structures and mechanisms can be very different. For example, EASIUR is 
based on a full-scale chemical transport model, the Comprehensive Air Quality Model with 
extensions (CAMx), and the Particulate Matter Source Apportionment Technology (PSAT) to 
track the contribution of emissions from certain sources to average PM2.5 levels and health 
impacts (Heo et al., 2016a). AP2 employs a Gaussian dispersion model to represent atmospheric 
transport. However, Gaussian dispersion models assume that meteorological conditions at the 
source are held constant for all downwind areas, limiting the model’s ability to predict secondary 
PM2.5 formation (Heo et al., 2016). InMAP estimates annual-average changes in primary and 
secondary PM2.5 concentrations attributable to annual changes in precursor emissions, based on 
pre-processed physical and chemical information from output of a state-of-the-science chemical 
transport model. The default pre-processed information uses 2005 conditions. While InMAP 
 
 161 
links changes in PM2.5 concentrations to its precursor emissions, it does not provide health 
impact estimations like EASIUR or AP2. Heo et al. (2016b) provided a systematic comparison 
and discussion of the difference between EASIUR estimates and other tools, and found that 
current reduced models including EASIUR showed relatively good agreement for aggregated 
estimates such as national or sectoral averages, while substantial differences may exist when 
estimating secondary species and/or with a small spatial domain.  
 This study used PM2.5 mortality coefficients derived from EASIUR because it fits better 
with the sectoral-, spatial-, and temporal resolutions of GCAM-USA, compared with other 
publicly available reduced-form approaches. Gaussian dispersion models have some limitations 
in secondary PM2.5 formations, and InMAP does not provide health impact estimations. On the 
contrary, the marginal health impact estimations provided by EASIUR can be adjusted to future 
years using factors provided by Heo et al. (2016a), and can be aggregated to major energy 
sectors using the method in Heo et al. (2016b).  
 This work estimated PMMC from 2015 to 2050 in five-year increments, considering 
impacts from emission location, population growth, baseline morality changes, and changes in 
value of statistical life (VSL). Starting from county-level estimates for all sectors based on 2005 
conditions provided by Heo et al. (2016a), the following three steps were conducted: 
Step 1: Obtaining future-year county-level PM2.5 mortality cost coefficients 
 The public version of EASIUR reports county-level per-tonne mortality cost coefficients 
($/tonne) by pollutant for 2005. Heo et al. (2016a) additionally derived impact coefficients using 
2040 population and baseline mortality rate projections 𝑆!"#"
!,! . Together with the original 2005 
estimates 𝑆!""#
!,! , a location (𝑥,𝑦)  and pollutant-specific growth factor 𝐹!
!,! was derived 
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(Equation B.1). These growth factors range from 0.995 to 1.015 for all pollutants, accounting for 
changes in population and baseline mortality rates at the county level. The relatively small range 
of these growth factors is because the increasing trend of population growth is partially offset by 









     (Equation B.1) 
 Using these growth factors, Heo et al. (2016a) suggested that for future year (𝑛), the 
corresponding PM2.5 mortality cost coefficients 𝑆!
!,!  can be obtained using Equation B.2: 
𝑆!
!,! =  𝑆!""#
!,! × 𝐹!
!,! !!!""# 
     (Equation B.2) 
 Using this approach, we obtained county-level PM2.5 mortality cost coefficients for future 
modeling years.   
Step 2: Obtaining state-level PM2.5 mortality cost coefficients by sector 
 These county-level all-sector mortality estimates (𝑀!,!,!) were then aggregated into 
state-level estimates for each sector for all modeling years based on the emission-weighted sum 
for each sector (Equation S3). Therefore, for any given pollutant (primary PM2.5, NOx, and SO2,) 
from a given sector (electric, industry, transportation, buildings) in a given modeling year (2005 







     (Equation S3) 
Where 
𝑆 = US state 
𝐶 = county within State 𝑆 
𝑀 = PM2.5 mortality cost coefficients ($/tonne) 
𝐸 = annual total emission (tonne/yr) 
 
Step 3: readjust PM2.5 mortality cost coefficients based on GCAM-USA’s GDP per capita 
assumptions 
 So far the state-level PM2.5 mortality cost coefficients by sector in future years only 
consider future population, baseline mortality rate, and future emissions. To consider the 
increasing trend of willingness to pay to avoid adverse health impacts, we use the national per 
capita GDP assumptions in GCAM-USA (Table B.5) to adjust VSLs for future years, based on 
an income elasticity of 0.5 (Viscusi & Aldy, 2003). 
 When developing “growth factors”, Heo et al. (2016a) used 2040 population embedded 
within BenMAP v.1.1 (EPA, 2015b) to account for the effect of population growth. Although the 
2040 population may not be exactly the same as GCAM-USA’s 2040 population assumption, 
one would need to re-calculate the entire EASIUR based on GCAM-USA’s population 
assumption in 2040, or even every future modeling year, in order to fully address the discrepancy 





Year Per capita GDP1 VSL2 
2005 59.2 9.5 
2010 58.1 9.3 
2015 62.4 9.7 
2020 66.5 10.0 
2025 70.3 10.3 
2030 74.3 10.6 
2035 78.4 10.9 
2040 83.6 11.4 
2045 88.6 11.7 
2050 94.7 12.2 
1 In million 2018 dollars at a Market Exchange Rate basis 




Section B4 LMDI results by pollutant 
 
 
Fig. B.3 Net change in PMMC attributed to primary PM2.5 emissions and contributions due to 
changes in population, GDP per capita, energy intensity, fuel shares, and PM2.5 mortality 







Fig. B.4 Net change in PMMC attributed to NOx emissions and contributions due to changes in 
population, GDP per capita, energy intensity, fuel shares, and PM2.5 mortality intensity for the 







Fig. B.5 Net change in PMMC attributed to SO2 emissions and contributions due to changes in 
population, GDP per capita, energy intensity, fuel shares, and PM2.5 mortality intensity for the 







Abbreviation Full name Abbreviation Full name 
AK Alaska MT Montana 
AL Alabama NC North Carolina 
AR Arkansas ND North Dakota 
AZ Arizona NE Nebraska 
CA California NH New Hampshire 
CO Colorado NJ New Jersey 
CT Connecticut NM New Mexico 
DC District of Columbia NV Nevada 
DE Delaware NY New York 
FL Florida OH Ohio 
GA Georgia OK Oklahoma 
HI Hawaii OR Oregon 
IA Iowa PA Pennsylvania 
ID Idaho RI Rhode Island 
IL Illinois SC South Carolina 
IN Indiana SD South Dakota 
KS Kansas TN Tennessee 
KY Kentucky TX Texas 
LA Louisiana UT Utah 
MA Massachusetts VA Virginia 
MD Maryland VT Vermont 
ME Maine WA Washington 
MI Michigan WI Wisconsin 
MN Minnesota WV West Virginia 
MO Missouri WY Wyoming 













APPENDIX C. AIR POLLUTION CONTROL STRATEGIES DIRECTLY LIMITING 
NATIONAL HEALTH DAMAGES IN THE US 
 
 
Section C1 Modification of energy use and air pollutant emissions in GCAM-USA  
The version of GCAM-USA used in this paper is based on GCAM-USA v4.3 (research version), 
with a series of model update to represent recent market trends, as well as current energy and air 
quality regulations. These state-level updates are critical for this paper to model a realistic 
reference scenario serving as the baseline for the examination of additional PM2.5 mortality cost 
reductions. For air pollutant emissions, we focus on emissions of primary fine particulate matter 
(PM2.5), sulfur dioxide (SO2), and nitrogen oxides (NOx), as they are most related to PM2.5 
mortality. GCAM-USA also includes representations of other pollutants such as carbon 
monoxide (CO). 
Table C.1 and C.2 briefly summarize modification of energy use and air pollutant control in 
GCAM-USA to support the current study, with more detailed documentation and evaluation in 
Shi et al. (2017) and Ou et al. (in review). Information about other GCAM-USA components that 
are not focused in this study, such as land use and water supply modules, can be found in the 












 Harmonization of total electricity generation to Annual Energy Outlook (AEO) 2018 
EIA, 2018 
 Harmonization of electricity generation from coal to AEO 2018 EIA, 2018 
 Updated wind and solar technology cost to reflect more recent market trends 
Iyer et al. 2017 
 Harmonization of electricity generation from wind and solar in 2015 and 2020 to AEO 2018 
EIA, 2018 
 Updated nuclear power availibiry assumptions  S&P Global Platts, 2018 (market trend) 
 Electricity technology specific requirement in CA and VT (no new coal in California, and no nuclear in VT) 
California Senate 




 Harmonization of industrial coal use to AEO 2018 EIA, 2018 
 No coal-to-liquids and gas-to-liquids in refineries Expert judgement 
Buildings 
 Harmonization of total building energy use to AEO 2018 EIA, 2018 
 Only LED and CFL bulbs allowed after 2010  H.R.6, 2007 
 Wood furnace efficiency improvement EPA, 2015a 
Transportation 








 Future-year emission factors for NOx and SO2 from coal, gas, and biomass are obtained from the Integrated Planning Model (IPM)  
EPA, 2015b; EPA 
2013 
 
Future-year emission factors for other pollutants from other 
emission sources are obtained from the Greenhouse Gases 




 Base- and future-year emission factors for pollutants from industry energy use are obtained from GREET 
ANL, 2014 
 
Base- and future-year emission factors for pollutants from refinery 
are obtained from the MARKet Allocation (MARKAL) energy 
modeling framework 
Lenox et al. 2013 
 
State- and pollutant-specific adjustment factors are applied to base-
year emission factors to be harmonized with 2011 National 
Emission Inventory (NEI) 
Shi et al. 2017 
Buildings 
 
Updated emission factors for PM2.5 and PM10 from residential 




 Updated emission factors for light- and heavy-duty vehicles from results of the Motor Vehicle Emissions Simulator (MOVES) model 
EPA, 2014 
 Additional adjustment in lifetime and load factors of heave-duty vehicles to be harmonized with 2011 NEI 
Shi et al. 2017 
 
Future-year emission factors for NOx and PM2.5 from marine 
vessels and railway cars are obtained from the NONROAD Model 
(Nonroad Engines, Equipment, and Vehicles)  
EPA, 2008 
 
Future-year emission factors for SO2 from domestic marine vessels 
are updated in accordance with marine fuel sulfur limits mandated 




Section C2 Modeling major air quality policies and emission controls in GCAM-USA  
C2.1 State-level emission caps  
GCAM-USA includes representation of the Cross-State Air Pollution Rule (CSAPR), as a set of 
constraints that cap NOx and SO2 emissions in 23 states along the Mississippi Valley and 
eastward. Emission caps for future modeling years are obtained from EPA (2015c). A detailed 






NOX (million metric tons) 
2016 2018 2020 2025 2030 2040 2050 
Alabama 0.025 0.025 0.025 0.026 0.026 0.026 0.026 
Georgia 0.023 0.023 0.023 0.027 0.024 0.024 0.024 
Illinois 0.032 0.032 0.032 0.033 0.033 0.033 0.033 
Indiana 0.087 0.092 0.090 0.092 0.077 0.077 0.077 
Iowa 0.018 0.019 0.019 0.019 0.019 0.019 0.019 
Kansas 0.023 0.023 0.023 0.023 0.024 0.024 0.024 
Kentucky 0.068 0.065 0.063 0.068 0.066 0.066 0.066 
Maryland 0.009 0.008 0.008 0.008 0.007 0.007 0.007 
Michigan 0.065 0.063 0.063 0.062 0.062 0.062 0.062 
Minnesota 0.021 0.022 0.022 0.023 0.023 0.023 0.023 
Missouri 0.060 0.043 0.042 0.043 0.043 0.043 0.043 
Nebraska 0.034 0.030 0.030 0.030 0.030 0.030 0.030 
New Jersey 0.009 0.009 0.009 0.010 0.009 0.009 0.009 
New York 0.016 0.017 0.016 0.016 0.014 0.014 0.014 
North Carolina 0.045 0.045 0.042 0.045 0.043 0.043 0.043 
Ohio 0.065 0.065 0.064 0.064 0.064 0.064 0.064 
Pennsylvania 0.108 0.110 0.108 0.110 0.109 0.109 0.109 
South Carolina 0.011 0.013 0.011 0.014 0.013 0.013 0.013 
Tennessee 0.012 0.013 0.013 0.014 0.014 0.014 0.014 
Texas 0.114 0.121 0.116 0.120 0.119 0.119 0.119 
Virginia 0.021 0.024 0.022 0.023 0.021 0.021 0.021 
West Virginia 0.056 0.056 0.056 0.057 0.057 0.057 0.057 







SO2 (million metric tons) 
2016 2018 2020 2025 2030 2040 2050 
Alabama 0.034 0.037 0.038 0.039 0.039 0.039 0.039 
Georgia 0.021 0.024 0.025 0.026 0.026 0.026 0.026 
Illinois 0.044 0.047 0.047 0.048 0.050 0.050 0.050 
Indiana 0.106 0.118 0.118 0.128 0.116 0.116 0.116 
Iowa 0.013 0.013 0.013 0.013 0.013 0.013 0.013 
Kansas 0.013 0.013 0.013 0.013 0.013 0.013 0.013 
Kentucky 0.082 0.075 0.074 0.090 0.086 0.086 0.086 
Maryland 0.004 0.005 0.004 0.007 0.006 0.006 0.006 
Michigan 0.077 0.077 0.077 0.080 0.079 0.079 0.079 
Minnesota 0.013 0.013 0.013 0.013 0.013 0.013 0.013 
Missouri 0.059 0.063 0.069 0.073 0.090 0.090 0.090 
Nebraska 0.022 0.023 0.023 0.023 0.028 0.028 0.028 
New Jersey 0.006 0.006 0.006 0.006 0.006 0.006 0.006 
New York 0.004 0.005 0.005 0.005 0.004 0.004 0.004 
North Carolina 0.027 0.028 0.026 0.030 0.031 0.031 0.031 
Ohio 0.099 0.103 0.104 0.107 0.102 0.102 0.102 
Pennsylvania 0.056 0.057 0.056 0.061 0.058 0.058 0.058 
South Carolina 0.016 0.023 0.021 0.027 0.026 0.026 0.026 
Tennessee 0.036 0.038 0.038 0.036 0.038 0.038 0.038 
Texas 0.131 0.126 0.119 0.129 0.127 0.127 0.127 
Virginia 0.013 0.015 0.014 0.015 0.015 0.015 0.015 
West Virginia 0.068 0.068 0.066 0.068 0.065 0.065 0.065 





C2.2 Transportation fuel economy regulation 
GCAM-USA represents the Corporate Average Fuel Economy (CAFE) standards by increasing 
the fuel economy of new light-duty vehicles to meet specific fleet efficiency requirements at 
state level. As adopted in Shi et al. (2017), 2015-2040 efficiency requirements are obtained from 




2015 2020 2025 2030 2035 2040 2045 2050 





C2.3 MACs calculation and implementation for existing coal-fired power plants and 
industrial sources 
 The Marginal Abatement Curves (MACs) for existing coal-fired power plants NOx and 
SO2 are derived from EPA (2013). The selective catalytic reduction (SCR) is the major control 
measure for NOx, and the flue gas desulfurization (FGD) is the major control measure for SO2. 
The costs of adding these controls are the same for all states, which are $2,417/ton (1990 dollars) 
and $3,802/ton for NOx and SO2, correspondingly. Removal efficiencies for each state are 
estimated by examining the “controllable sources” which have not been added these controls 
(Shi et al. 2017). Table C.6 and C.7 show the resulting MACs of NOx and SO2 for existing coal-
fired power plants for CSAPR states. 
 MACs are developed for industry sector NOx, SO2 and PM2.5 emissions from coal, gas 
and refined liquid sources. First, we examine the emission inventory of existing industrial 
sources to estimate the fraction of emissions to which controls could be applied, and then we 
combined these fractions with the corresponding control cost derived from the Control Strategy 
Tool (CoST) (EPA 2010a). For sources with different control options, an average control cost is 
applied to represent a one-step control. Table C.8-C.16 shows the resulting MACs of PM2.5, NOx 
and SO2 for industrial coal, gas, and refined liquid sources. Note that MACs are only applied to 
“controllable sources”. For states that do not have certain emissions from some source categories, 
or are already fully controlled, MACs are not application.  
 In GCAM-USA, pollutant emissions and PMMC (PMMC) are two different suits of 
objects. To enable PMMC response to PMMC constrains, a sperate suit of MACs are created for 
the “PMMC” object. For each pollutant from each sources, the control cost is convered from 
1990$ per of ton of emission removed into 1990$ per thousand dollars of the corresponding 
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PMMC, using the PMMC coefficients adopted in this paper (Heo et al. 2016a) (Section C3). For 
CSAPR states, their NOx and SO2 emissions for existing coal plants are affected by both the 
CSAPR emission caps and the PMMC constraints, while in general PMMC constraints are more 
stringent than CSAPR. For the most stringent PMMC reduction scenarios such as US50, CSAPR 






State cost (1990$/ton) removal rate State cost (1990$/ton) removal rate 
AK 2417 79% MT 2417 50% 
AL 2417 31% NC 2417 31% 
AR 2417 74% ND 2417 55% 
AZ 2417 58% NE 2417 65% 
CA 2417 68% NH 2417 0% 
CO 2417 52% NJ 2417 53% 
CT 2417 66% NM 2417 55% 
DE 2417 30% NV 2417 49% 
FL 2417 55% NY 2417 49% 
GA 2417 59% OH 2417 37% 
HI 2417 79% OK 2417 68% 
IA 2417 53% OR 2417 51% 
ID 2417 67% PA 2417 37% 
IL 2417 52% SC 2417 31% 
IN 2417 46% SD 2417 79% 
KS 2417 58% TN 2417 42% 
KY 2417 40% TX 2417 43% 
LA 2417 51% UT 2417 53% 
MA 2417 24% VA 2417 41% 
MD 2417 26% WA 2417 51% 
MI 2417 50% WI 2417 46% 
MN 2417 46% WV 2417 29% 
MO 2417 49% WY 2417 56% 





State cost (1990$/ton) removal rate State cost (1990$/ton) removal rate 
AK 3802 95% MT 3802 51% 
AL 3802 88% NC 3802 77% 
AR 3802 95% ND 3802 93% 
AZ 3802 22% NE 3802 94% 
CA 3802 90% NH 3802 95% 
CO 3802 81% NJ 3802 42% 
CT 3802 90% NM 3802 0% 
DE 3802 95% NV 3802 79% 
FL 3802 74% NY 3802 91% 
GA 3802 90% OH 3802 87% 
HI 3802 95% OK 3802 94% 
IA 3802 92% OR 3802 95% 
ID 3802 95% PA 3802 78% 
IL 3802 94% SC 3802 78% 
IN 3802 89% SD 3802 95% 
KS 3802 85% TN 3802 92% 
KY 3802 78% TX 3802 93% 
LA 3802 95% UT 3802 75% 
MA 3802 92% VA 3802 90% 
MD 3802 74% WA 3802 0% 
MI 3802 94% WI 3802 93% 
MN 3802 80% WV 3802 69% 
MO 3802 94% WY 3802 71% 
MS 3802 94% 





State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
AL 4177 35% MO 3522 90% 
AK 4976 79% NE 3566 73% 
AR 1519 4% NY 1383 87% 
CA 1307 83% NC 5575 14% 
CO 3335 18% ND 3495 38% 
FL 1880 75% OH 9793 64% 
GA 2869 83% OK 2526 82% 
ID 3030 67% PA 11800 12% 
IL 4723 17% SC 5297 63% 
IN 1604 81% TN 1000 87% 
IA 2302 43% TX 58101 13% 
KY 6829 76% UT 3520 20% 
MD 624 88% VA 3258 41% 
MI 4063 83% WV 2928 23% 
MN 3562 21% WI 10396 1% 





State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
AL 3560 68% NE 8072 59% 
AK 1340 98% NV 8135 17% 
AZ 2089 52% NH 8681 7% 
AR 3931 92% NJ 6136 41% 
CA 2157 15% NM 2495 87% 
CO 5551 80% NY 5540 53% 
CT 7785 23% NC 3962 48% 
FL 5735 50% ND 4960 88% 
GA 5045 74% OH 4424 43% 
ID 4715 55% OK 3366 69% 
IL 4732 54% OR 5252 30% 
IN 3868 74% PA 5192 55% 
IA 7698 11% RI 909 23% 
KS 5508 45% SC 8551 41% 
KY 3789 73% SD 8521 71% 
LA 4292 82% TN 4496 53% 
ME 23405 28% TX 3159 76% 
MD 15969 31% UT 4283 72% 
MA 8382 18% VA 3884 70% 
MI 3727 57% WA 6599 77% 
MN 7945 27% WV 4184 85% 
MS 3183 87% WI 8235 33% 
MO 5989 17% WY 3616 83% 
MT 2596 67% 





State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
AL 10287 6.6% MT 3699 0.5% 
AK 6553 90.0% NE 6553 0.2% 
AZ 6553 0.4% NV 71644 1.3% 
AR 6553 0.5% NJ 6627 0.2% 
CA 4024 3.7% NM 6553 1.2% 
CO 6479 6.2% NY 7788 1.5% 
DE 9108 11.8% NC 8920 1.0% 
FL 10918 1.0% OH 6553 0.3% 
GA 17592 0.7% OK 6779 0.7% 
HI 6553 90.0% OR 6553 0.2% 
ID 6553 0.6% PA 10996 0.4% 
IL 6321 0.6% RI 6540 5.3% 
IN 6553 0.8% SC 6553 1.8% 
KS 6553 1.0% TN 8230 2.6% 
KY 6553 0.7% TX 6905 0.7% 
LA 7349 2.5% UT 6553 4.2% 
ME 16114 9.2% VT 2273 3.3% 
MD 7714 0.8% VA 24345 1.0% 
MA 10659 2.1% WA 33309 0.1% 
MI 6553 0.2% WV 6553 0.7% 
MN 6553 2.8% WI 6553 0.2% 






State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
AK 9491 95% NE 9491 54% 
AR 3997 71% NY 9491 63% 
CO 16109 4% NC 6976 27% 
FL 23936 94% ND 9491 94% 
GA 10571 84% OH 10262 38% 
ID 15290 49% OK 21261 87% 
IL 4383 9% PA 12154 14% 
IN 9491 88% SC 4502 57% 
IA 9491 25% TN 180320 41% 
KY 9491 92% VA 9491 31% 
MI 7272 74% WV 8055 18% 
MN 120213 5% WI 23278 2% 
MS 7738 95% WY 6256 10% 
MO 9491 25% 





State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
AL 199925 84% NE 199925 81% 
AR 7851 66% NM 33641 6% 
CA 199925 3% NC 12246 78% 
CO 199925 56% ND 199925 32% 
DE 199925 70% OK 104237 14% 
FL 5600 89% OR 199925 48% 
GA 3557 94% PA 435599 12% 
IL 50259 7% SC 219788 85% 
IN 199925 72% SD 199925 91% 
KY 199925 74% TN 199925 27% 
LA 241836 26% TX 5653 82% 
MN 231910 56% WA 71551 62% 
MS 10306 31% WI 199925 47% 






State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
CA 59364 1% NH 40285 68% 
DE 64194 70% NJ 59364 11% 
FL 9823 2% NC 10633 58% 
GA 24744 30% OK 5313 10% 
HI 9705 95% PA 199925 2% 
IL 16225 5% RI 125324 19% 
IN 59364 61% SC 7696 20% 
KY 59364 46% TN 59364 46% 
LA 199925 2% TX 11297 73% 
ME 32059 11% VT 281979 32% 
MD 5338 16% VA 59768 11% 
MA 318620 46% WA 59364 28% 
MI 369755 5% WV 5197 45% 
MN 59364 26% WI 59364 49% 






State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
CO 10806947 29% NY 88446 85% 
FL 70708 26% NC 44975 41% 
GA 76611 31% ND 112848 24% 
ID 82297 60% OH 47963 34% 
IL 182276 16% SC 67192 22% 
IN 88446 28% TN 338854 23% 
IA 88446 96% VA 3143839 46% 
MI 736861 31% WV 487466 45% 
MN 167080 46% WY 86780 72% 
MO 3221900 35% 






State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
AL 632906 74% NE 670887 56% 
AR 311023 50% NJ 18052948 11% 
CA 670887 1% NY 670887 41% 
CO 651269 11% NC 5618075 62% 
FL 276337 48% ND 573938 57% 
GA 263032 65% OH 164248 50% 
IL 64853 9% OK 804153 2% 
IN 623862 62% OR 670887 99% 
IA 670887 52% PA 456179 79% 
KS 670887 23% TN 670887 96% 
KY 503101 13% TX 187213 34% 
LA 100136 83% UT 480687 53% 
MA 670887 51% VA 670887 72% 
MI 1963202 19% WA 573938 42% 
MN 647180 51% WV 670887 28% 
MS 145244 35% WY 414590 43% 
MO 1774801 18% 





State cost(1990$/ton) removal rate State cost(1990$/ton) removal rate 
AL 1706523 3% NY 3234995 1% 
CA 9116 2% OH 9116 1% 
GA 162905 2% SC 9116 2% 
IN 9116 1% TN 222224 1% 
LA 30106 2% UT 9116 1% 
ME 17235 9% VT 168663 11% 
MD 3059 9% VA 1980522 1% 
MA 89810 9% WV 9116 2% 
NJ 1980522 2% WY 3638859 39% 
 
Table C.17 Changes of energy, emission and PMMC under US50 compared with REF in 2050 
with and without MACs 
 














Energy consumption 0.0% 0.1% 4.2% 4.9% -5.2% -6.0% 
PM2.5 emission -51.5% -55.1% -7.7% -11.8% -61.3% -64.7% 
SO2 emission -32.1% -39.9% -4.6% -18.5% -62.0% -64.3% 
NOx emission -13.2% -15.2% -2.8% -8.8% -34.1% -37.0% 
Total PMMC -50.2% -50.3% -18.9% -17.5% -71.2% -70.4% 
PMMC from PM2.5 -61.9% -63.9% -12.7% -18.2% -71.4% -72.0% 
PMMC from SO2 -54.8% -50.0% -29.5% -22.1% -76.6% -74.7% 
PMMC from NOx -20.5% -18.6% -10.3% -10.5% -59.3% -52.5% 









MACs   
Energy consumption -1.1% -1.2% -0.1% -0.1%   
PM2.5 emission -73.4% -78.8% -0.1% -0.4%   
SO2 emission -19.4% -21.7% -0.5% -0.4%   
NOx emission -7.2% -7.9% -0.1% -0.1%   
Total PMMC -65.4% -69.1% -0.1% -0.1%   
PMMC from PM2.5 -81.6% -86.1% -0.1% -0.1%   
PMMC from SO2 -20.7% -23.0% -0.8% -0.7%   





Section C.3 Developing state-specific PMMC coefficients 
Heo et al. (2016a) estimated the avoided premature mortality cost associated with a 1-
tonne reduction in primary PM2.5 or PM2.5 precursor emissions (SO2, NOx and NH3) at US 
county-level resolution. In addition, Heo et al. (2016a) also used 2040 population and 
baseline mortality rates based on BenMAP v.1.1  assumptions (US EPA, 2015b), and 
derived “growth factors” to allow users to adjust 2005 estimates to future years. Heo et al. 
(2016a) provided guidance for deriving sector-specific impact coefficients based on 
emission-weighted averages of county-level impact coefficients.  
Starting from county-level estimates for all sectors based on 2005 conditions, this work 
first estimated future-year (2015-2050 for every 5 years) county-level PMMC 
coefficients based on “growth factors” from Heo et al. (2016a), and then aggregated these 
estimates for each state based on the emission-weighted sum for each sector. Finally, we 
adjusted PMMC with future-year VSLs, based on GCAM-USA’s per capita GDP 
assumptions (Table C.16). The mean and median state-level PMMC coefficients for 2015 
and 2050 are summarized in Table C.17. The mean values are higher than the median, 
suggesting that the distribution of PMMC is right-skewed. Relatively large standard 
deviations indicate that PMMC coefficients vary widely across states.  
These PMMC coefficients are affected by a number of spatial and temporal factors. For 
spatial factors, PMMC coefficients consider the spatial heterogeneity of population, 
baseline mortality rates, and pollutant transport and chemistry. For temporal factors, 
PMMC coefficients reflect the effect of changes in population, baseline mortality rates, 
and economic growth on VSL through time. Finally, PMMC coefficients also consider 
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the differentiated health damages of primary and secondary PM as well as the effect of 





Year Per capita GDP1 VSL2 
2005 59.2 9.5 
2010 58.1 9.3 
2015 62.4 9.7 
2020 66.5 10.0 
2025 70.3 10.3 
2030 74.3 10.6 
2035 78.4 10.9 
2040 83.6 11.4 
2045 88.6 11.7 
2050 94.7 12.2 
1 In million 2018 dollars at a Market Exchange Rate basis 









  Building Electricity Industry Transportation 
  2015 2050 2015 2050 2015 2050 2015 2050 
PM2.5 mean 170901 260383 181623 277951 189054 289558 198129 303791 
 median 143237 208046 150874 219216 141670 212189 160160 241794 
 s.d. 128566 202900 161554 259098 151916 241867 153753 244584 
SO2 mean 25589 45635 25852 46035 25785 45948 25617 45699 
 median 23862 44241 24017 42739 25324 46282 24110 44318 
 s.d. 9874 17099 10143 17518 9461 16186 9869 16933 
NOx mean 12938 18460 12122 17344 11615 16492 12548 17870 
 median 8578 11925 9390 13319 8975 12767 8858 12358 






Technology REF US50 
Coal 4.438 4.492 
Coal w/CCS 0.001 0.001 
Gas 6.944 7.378 
Gas w/CCS 0.011 0.014 
Oil 0.094 0.074 
Biomass 0.257 0.214 
Biomass w/CCS 0.001 0.001 
Nuclear 2.849 2.849 
Geothermal 0.159 0.171 
Hydro 0.940 0.940 
Wind 2.042 2.339 
Solar CSP 0.008 0.009 
Solar PV 3.397 3.905 
CHP 0.450 0.420 




















AL 0.69 5.31 7.70 AR 0.14 0.59 4.18 
GA 0.99 7.97 8.06 AZ 0.08 0.30 3.88 
IA 0.22 1.21 5.48 CA 0.82 3.65 4.47 
IL 0.61 3.92 6.42 CO 0.07 0.31 4.13 
IN 0.32 2.20 6.89 CT 0.38 3.62 9.63 
KS 0.12 0.56 4.83 DC 0.02 0.12 6.34 
KY 0.44 2.20 5.05 DE 0.09 0.55 5.80 
MD 0.34 2.98 8.80 FL 1.21 6.44 5.31 
MI 1.44 11.45 7.95 ID 0.12 0.66 5.39 
MN 0.67 4.61 6.91 LA 1.43 5.46 3.82 
MO 0.60 4.05 6.80 MA 0.50 5.05 10.21 
NC 0.69 4.62 6.72 ME 0.17 0.83 4.91 
NE 0.07 0.35 4.94 MS 0.15 0.69 4.48 
NJ 0.73 5.28 7.19 MT 0.00 0.01 3.64 
NY 1.31 13.49 10.28 ND 0.00 0.01 4.31 
OH 2.20 14.50 6.58 NH 0.29 2.75 9.53 
PA 1.79 12.94 7.23 NM 0.01 0.04 3.42 
SC 0.51 3.91 7.61 NV 0.13 0.59 4.63 
TN 0.42 2.50 5.88 OK 0.17 0.79 4.57 
TX 0.98 3.79 3.87 OR 0.43 2.94 6.77 
VA 0.44 2.50 5.72 RI 0.07 0.68 9.46 
WI 1.43 14.40 10.07 SD 0.01 0.08 5.27 
WV 0.07 0.28 3.78 UT 0.02 0.15 6.11 
   
 VT 0.15 1.09 7.19 
   
 WA 0.38 2.15 5.70 
   








REF-2015 REF-2050 US50-2050 
 
REF-2015 REF-2050 US50-2050 
AL 1.52 1.55 0.54 NC 0.71 0.59 0.27 
AR 0.67 0.50 0.33 ND 3.12 1.16 1.14 
AZ 0.13 0.09 0.07 NE 1.15 0.66 0.48 
CA 0.41 0.28 0.21 NH 2.53 2.13 0.51 
CO 0.26 0.16 0.12 NJ 2.10 1.47 0.94 
CT 1.79 1.49 0.52 NM 0.22 0.15 0.13 
DC 0.83 0.82 0.56 NV 0.18 0.19 0.08 
DE 1.45 0.85 0.35 NY 1.38 1.15 0.46 
FL 0.45 0.38 0.19 OH 2.40 2.24 0.98 
GA 0.95 0.91 0.32 OK 0.95 0.58 0.40 
IA 1.31 0.99 0.58 OR 1.05 0.79 0.27 
ID 0.45 0.44 0.16 PA 2.19 1.83 0.83 
IL 1.33 0.92 0.63 RI 1.43 1.06 0.44 
IN 1.93 1.16 0.85 SC 1.04 1.12 0.45 
KS 0.97 0.63 0.44 SD 0.61 0.32 0.23 
KY 1.89 1.22 0.76 TN 0.78 0.59 0.29 
LA 1.92 2.42 1.30 TX 0.61 0.45 0.35 
MA 1.65 1.17 0.46 UT 0.25 0.14 0.11 
MD 1.18 0.80 0.40 VA 0.89 0.53 0.30 
ME 1.53 1.31 0.71 VT 2.35 2.10 0.55 
MI 2.25 1.77 0.65 WA 0.69 0.46 0.26 
MN 1.76 1.22 0.53 WI 3.43 2.82 0.53 
MO 1.60 1.02 0.43 WV 2.88 1.46 1.29 
MS 0.70 0.60 0.38 WY 1.35 0.73 0.60 
MT 0.39 0.18 0.17 
    * Note that population in source state is not equivalent to population exposure, which can 

















Fig. C.2 Schematic of estimating policy cost of PMMC constraints in 2050 based on a 






































Fig. C.7 Building fuel use (EJ) for nine census regions in 2050 (except for the leftmost 








Fig. C.8 Effects of PMMC constraint stringency on technology replacement. Changes in 
industrial coal use (EJ) (a), and average PM2.5 emission intensity (Tg/EJ) of industrial 










Fig. C.9 Changes of state-level PM2.5 mortality costs (2018$ billion) relative to REF for 













Fig. C.10 Percentage reduction of PMMC in US50 relative to the REF in 2050 for each 
state. The color bar chooses 50% (the national target) as the benchmark: states in blue 
indicate greater percentage reductions for these states than the national percentage 
reduction target, and states in red indicate less percentage reductions then the national 




















Fig. C.12 Energy consumption changes for high emission intensity sources - industrial 
coal (a), building biomass (b), and industrial liquids (c) for continental US states in REF 
and US50 relative to REF in 2030. 
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