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Abstract
By means of variational method, we give some criteria so that the first Dirichlet Sturm–Liouville
eigenfunctions will be convex somewhere or the number of peaks of those eigenfunctions will be
greater than one.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we are interested in the convexity of the first Dirichlet Sturm–Liouville
eigenfunctions. Also we shall investigate when will the number of peaks of them be more
than one. To be more precise, in (a, b), let u(x) satisfy the eigenvalue problem (1) corre-
sponding to the first eigenvalue λ:
(py ′)′(x) − ρy(x)+ µqy(x) = 0, y(a) = y(b)= 0, (1)
where p,ρ, q are continuous in [a, b] with p,q positive, ρ non-negative, and ρ/q ≡
constant. It is well known that λ > 0 is non-degenerate and u does not change sign
in (a, b) (see [4, Chapter 5]), we suppose in this article that u > 0 in (a, b). We say
“u is convex somewhere in (a, b)” means that u′′(x) > 0 in some interval in (a, b).
While “u is concave downward” means that u′′(x)  0 in (a, b). Let P = {x ∈ [a, b] |
u(x) attains a local maximum}, then P = ∅ and the number of the connected components
of P in [a, b] will be called the number of peaks of u. From the variational method, we
get some results about the variation of the convexity (or the number of peaks) of u in
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cially, when p ≡ q ≡ 1, we get a criterion, which depends only on A = ∫ b
a
ρ(x) dx and
M = maxx∈[a,b]{ρ(x)}, of the convexity of u in Theorem 6. In [3], there is an explicit for-
mula of transforming (1) into the case p ≡ q ≡ 1, in this sense, a complete criterion of the
convexity of u is given in this article.
In [2], the author gave some results about the position of the peaks of u. Also it was
mentioned in [2], and the references quoted therein, some background concerns the ap-
plications of some relevant knowledge of the peaks of u. So this paper is somewhat a
continuation of [2].
2. Main results
We observe that after transforming the independent variable dz/dx = 1/p, Eq. (1) will
become
(y ′)′(z) − pρy(z)+ µpqy(z) = 0, y(c) = y(d) = 0, (2)
for some d > c, where the prime indicates the differentiation with respect to z. So we begin
with considering the case p ≡ 1. We denote
M = max
x∈[a,b]
{
ρ
q
(x)
}
= max
x∈[a,b]
{
pρ
pq
(x)
}
.
From the fact u(x) > 0 ∀x ∈ (a, b), it is easily seen Lemma 1 to be true.
Lemma 1. If p ≡ 1 in (1), the following statements are equivalent:
(i) u(x) is convex somewhere in (a, b);
(ii) u′′(x0) > 0 for some x0 ∈ (a, b);
(iii) λ < (ρ/q)(x0) for some x0 ∈ (a, b).
Moreover, if (ρ/q)−1({M})∩ (a, b) = ∅, then (iii) is equivalent to
(iv) λ < M .
The local convexity of u does not necessarily produce multiple peaks of u. Still under
some conditions it will be true.
Lemma 2. In Lemma 1, if (a + b)/2 ∈ (ρ/q)−1({M}) and u is symmetric with respect to
x = (a + b)/2, then u(x) has more than one peaks.
From Lemma 1, we get a necessary condition for the appearance of multiple peaks of u.
Lemma 3. If p ≡ 1 in (1) and u(x) has more than one peaks, then there are x1 < x0 < x2
in (a, b) such that both ρ/q(x1) < ρ/q(x0) and ρ/q(x2) < ρ/q(x0) hold.
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in different connected components of P . 
2.1. Some variation of ρ(x)
For convenience, if u(x) is convex around each connected component of (ρ/q)−1({M})
∩ (a, b), we say that u(x) is convex around (ρ/q)−1({M})∩ (a, b).
Theorem 1. Let c > 0 be a constant, ρ ≡ 0, uc be the first Dirichlet eigenfunction of
y ′′(x) − cρy(x)+ µqy(x) = 0 in (a, b) corresponding to the first eigenvalue λc . Suppose
(ρ/q)−1({M}) ∩ (a, b) = ∅, then there is a c0 > 0 such that uc will be convex around
(ρ/q)−1({M}) ∩ (a, b) for all c c0.
Proof. According to the well-known variational characterization of the first eigenvalue,
λc = inf
w∈W 01,2(a,b)
∫ b
a
(w′)2 dx + ∫ b
a
cρw2 dx∫ b
a
qw2 dx
, (3)
where W 01,2(a, b) denotes the set of absolutely continuous functions in [a, b], which van-
ishes at the end points and whose derivative is square integrable (see [1]). Choose w(x)
to be the first Dirichlet eigenfunction of y ′′ + µqy = 0 with µq > 0 be the associated first
eigenvalue. Plug w(x) into the Rayleight quotient on the right-hand side of (3), we have
λc <
∫ b
a
(w′)2 dx∫ b
a
qw2 dx
+
∫ b
a
cρw2 dx∫ b
a
qw2 dx
< µq + cM
∫
I
qw2 dx + cτM ∫
II
qw2 dx∫ b
a
qw2 dx
,
where I = (ρ/q)−1([τM,M]), II = (ρ/q)−1((0, τM)) with 0 < τ < 1 being chosen to
satisfy |II | > 0, and |II | denotes the Lebesque measure of II . Since |II | > 0, we see that
when c is sufficiently large, say
Mc(1 − τ ) ∫II qw2 dx∫ b
a qw
2 dx
> µq,
we have λc < cM = (cρ/q)(x0) = u′′c (x0) for some x0 ∈ (ρ/q)−1({M}) ∩ (a, b). From
Lemma 1, we get our conclusion. 
Theorem 2. With the same hypotheses as in Theorem 1, if uc0 is convex around
(ρ/q)−1({M})∩ (a, b) for some c0 > 0, so is uc1 for c1 > c0. Accordingly, if uc0 is concave
downward (hence it has only one peak), so does uc1 for c1 < c0.
Proof. Use notations as in Theorem 1. From Lemma 1(iv), we see that uc0 is convex
around (ρ/q)−1({M})∩ (a, b) if and only if λc0 < c0M . It follows that for c1 > c0, taking
uc0 as a testing function in the Rayleigh quotient associated with λc1 , then
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∫ b
a
(u′c0)
2 dx + ∫ b
a
c1ρu2c0 dx∫ b
a
qu2c0 dx
<
(c1/c0)
[∫ b
a
(u′c0)
2 dx + ∫ b
a
c0ρu2c0 dx
]
∫ b
a
qu2c0 dx
= c1
c0
λc0 < c1M.
Hence from Lemma 1, we know the first assertion, as well as the second, to be true. 
Theorem 3. With the same hypotheses as in Theorem 1, when c > 0 is sufficiently small,
uc is concave downward and accordingly has only one peak.
Proof. For c = 0, λc > cM . By continuity of λc with respect to c (see [5, Theorem 3.1]),
we have λc > cM for c > 0 sufficiently small, we get the result from Lemma 1. 
A summary of Theorems 1–3, we have the following corollary.
Corollary 1. With the same hypotheses as in Theorem 1, there is a c0 > 0 such that for
c > c0, uc is convex around (ρ/q)−1({M}) ∩ (a, b) while for c < c0, uc is concave down-
ward and has only one peak.
From the non-degeneracy of the first eigenvalue of (1), if p ≡ 1, ρ,q are both symmetric
with respect to x = (a +b)/2, then u will be symmetric with respect to x = (a +b)/2, too.
So from Lemma 2, we have the following theorem.
Theorem 4. With the same hypotheses as in Theorem 1, if we further suppose that
(a + b)/2 ∈ (ρ/q)−1({M}) as well as both ρ,q are symmetric with respect to x =
(a + b)/2, then there is a c0 > 0 such that uc will have more than one peaks for all c c0.
Theorem 5. With the same hypotheses as in Theorem 4, if uc0 has more than one peaks for
some c0 > 0, so does uc1 for c1 > c0.
Since 1/p > 0, u(x) and u(z) (recall dz/dx = 1/p) have the same number of peaks,
also notice that (pρ)/(pq) ≡ ρ/q , through (2) and the statement following it, we have the
following corollary.
Corollary 2. Let c > 0 be a constant, ρ ≡ 0, uc be the first Dirichlet eigenfunction of
(py ′)′(x) − cρy(x) + µqy(x) = 0 in (a, b) corresponding to the first eigenvalue λc . Sup-
pose (a + b)/2 ∈ (ρ/q)−1({M})∩ (a, b) as well as p,ρ, q are all symmetric with respect
to x = (a + b)/2, then there is a c0 > 0 such that uc has more than one peaks in (a, b) for
all c c0.
Corollary 3. With the same hypotheses as in Corollary 2, if uc0 has more than one peaks
for some c0 > 0, then for c1 > c0, uc1 has more than one peaks, too.
Corollary 4. With the same hypotheses as in Corollary 2, when c > 0 is sufficiently small,
uc has only one peak.
C.-P. Chu / J. Math. Anal. Appl. 291 (2004) 237–245 241Remark 1. From Lemma 3, we may get some sufficient conditions on ρ/q ≡ (pρ)/(pq) in
(1) to guarantee a single peak of u. For example, ρ/q monotone, or ρ/q convex in (a, b).
So does the case ρ ≡ 0.
2.2. p ≡ 1, q ≡ 1, ρ ≡ 0
Now we consider (1) with p ≡ 1, q ≡ 1, and ρ ≡ 0. We shall give an explicit criterion
in Theorem 6 to tell the convexity of u. In [3, Chapter V, (19a)], there is a standard way to
transform (1) into this specific case. So in this sense, the convexity of u in general cases
can be checked.
We denote the first eigenpair of (1) in this subsection by (λ(ρ),uρ). Recall M =
maxx∈[a,b]{ρ(x)}. Set
0 < A =
b∫
a
ρ dx, L = π
b − a , τ (A) =
{
L
[
1
2
+
√
1
4
+ A
Lπ
]}2
.
Below we give some lemmas, the first one is a result from [6, Theorem 1].
Lemma 4. Let A˜ satisfy τ (A˜) = M . Define ρ˜ ≡ M in E2 = ((a + b)/2 − l, (a + b)/2 + l),
ρ˜ ≡ 0 in E1 = [a, b]\E2, l is chosen such that |E2|M = A˜ =
∫ b
a ρ˜ dx . Then uρ˜ ≡ max{uρ˜}
on E2 and uρ˜ is symmetrically decreasing in [a, b], that is, uρ˜ is symmetric with respect to
x = (a + b)/2 and decreasing in [(a + b)/2, b].
Proof. This result is directly from [6, Theorem 1], which states as: If p ≡ q ≡ 1 in (1).
Consider those ρ with
∫ b
a ρ dx = B > 0, B a constant. Let ρM ≡ τ (B) in an interval
((a + b)/2 − ξ, (a + b)/2 + ξ) with ξ > 0, ρM ≡ 0 elsewhere and
∫ b
a
ρM dx = B . Then
λ(ρM) = τ (B) attains the maximum value among λ(ρ) for those ρ considered. More-
over, uρM is symmetric with respect to x = (a + b)/2, and uρM ≡ maxx∈[a,b]uρM in
[(a + b)/2 − ξ, (a + b)/2], uρM = constant · sin[
√
τ (B)(a − x)] in (a, (a + b)/2 − ξ). 
Lemma 5. For given ρ(x), let g(c) = τ (cA)/(cM). Suppose
τ (A) − 1
2
L2
(
1 + 2
√
1
4
+ A
πL
)
< M < τ(A),
then there is a c > 1 such that g(c) = 1.
Proof. Notice that as c → ∞,
g(c) − g(1) → − L
2
2M
[
1 + 2
√
1
4
+ A
πL
]
.
So if
M > τ(A) − L
2(
1 + 2
√
1 + A
)
,2 4 πL
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g(c) − 1 → g(1) − 1 − L
2
2M
(
1 + 2
√
1
4
+ A
πL
)
< 0 as c → ∞.
Since g(1) > 1, so there is c > 1 such that g(c) = 1. 
Theorem 6. Suppose p ≡ q ≡ 1 in (1), ρ−1({M})∩ (a, b) = ∅.
(i) If M > τ(A), then uρ will be convex around ρ−1({M})∩ (a, b). If we further assume
that ρ is symmetric respect to x = (a + b)/2 as well as (a + b)/2 ∈ ρ−1({M}), then
uρ will have more than one peaks.
(ii) If M = τ (A), then uρ is concave downward and has only one peak.
(iii) If M < τ(A), then uρ is concave downward and has only one peak.
Proof.
(i) From Lemma 4, we know that λ(ρ) = λ  τ (A) < M . So we get the results in (i)
from Lemmas 1 and 2.
(ii) If M = τ (A), then the result is just a restatement of Lemma 4.
(iii) Observe that M(b − a) > A, so M > (AL)/π . Since
τ (A) − L
2
2
(
1 + 2
√
1
4
+ A
πL
)
= AL
π
,
accordingly if M < τ(A), it naturally satisfies the hypothesis of Lemma 5. It follows
that there is a c > 1 such that τ (cA) = cM . From (ii), we see that ucρ , satisfying
u′′cρ − cρucρ + λ(cρ)ucρ = 0, is concave downward and has only one peak. It follows
from Theorem 2 that uρ must be concave downward and have one peak only. 
2.3. p ≡ 1, ρ ≡ 1, some variation of q(x)
Although Theorem 6 can be applied to general cases of (1) after a transformation as
stated in the beginning of Section 2.2, still that transformation is a little complicated. So
we give some further results in this subsection. In the following five theorems, we consider
p ≡ 1, ρ ≡ 1 in (1).
Theorem 7. Let c > 0 be a constant, u¯c be the first Dirichlet eigenfunction of y ′′(x) −
y(x) + µ(q + c)y(x) = 0 in (a, b) corresponding to the first eigenvalue λ¯c . Suppose 0 =
minx∈[a,b]{q(x)}, q−1({0})∩ (a, b) = ∅. Then there is a c0 > 0 such that u¯c will be convex
around q−1({0}) for all 0 < c c0.
Proof. There is a ξ > 0 such that q−1([0, ξ ]) ⊂ (a, b) with its Lebesque measure being
less than b − a. Let I = q−1([0, ξ ]), II = [a, b]\I . Plug w(x) = sin(π(x − a)/(b − a))
into the Rayleigh quotient associated with λ¯c, we have
λ¯c 
∫ b
a (w
′)2 dx + ∫ ba w2 dx∫ b
(q + c)w2 dx
=
∫ b
a [((b − a)/π)2 + 1]w2 dx∫ b
(q + c)w2 dx
.a a
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1
λ¯c
>
∫
I (q + c)(w)2 dx +
∫
II (q + c)w2 dx
[((b − a)/π)2 + 1] ∫ ba w2 dx >
c
∫
I (w)
2 dx + (ξ + c) ∫II w2dx
[((b − a)/π)2 + 1] ∫ ba w2 dx
= c
((b − a)/π)2 + 1 +
ξ
∫
II w
2 dx
[((b − a)/π)2 + 1] ∫ ba w2 dx .
So when
c <
ξD
B − 1 with B =
(
(b − a)/π)2 + 1, D =
∫
II
w2 dx∫ b
a
w2 dx
,
we have 1/λ¯c > c, and from Lemma 1, we get our conclusion. 
Theorem 8. With the same hypotheses as in Theorem 7, if u¯c0 is convex around q−1({0})
for some c0 > 0, so is u¯c1 for 0 < c1 < c0.
Proof. From Lemma 1 we know that if u¯c0 is convex around q−1({0}) if and only if
(1/λ¯c0) > c0 = (q + c0)(x0) for some x0 ∈ (a, b).
For c1 < c0, from the variational characterization of λ¯c1 , taking u¯c0 as a testing function,
we have
1
λ¯c1
>
∫ b
a
(q + c1)u¯2c0 dx∫ b
a
u¯′2c0 dx +
∫ b
a
u¯2c0 dx
=
∫ b
a
q+c1
q+c0 (q + c0)u¯2c0 dx∫ b
a
u¯′2c0 dx +
∫ b
a
u¯2c0 dx
.
Since for c0 > c1, the function (x + c1)/(x + c0) attains its minimum at x = 0 on [0,∞),
so
1
λ¯c1
>
1
λ¯c0
c1
c0
> c0
c1
c0
= c1 = (q + c1)(x0).
Hence we get our conclusion from Lemma 1. 
Theorem 9. With the same hypotheses as in Theorem 7, when c is sufficiently large, u¯c is
concave downward and has only one peak.
Proof. Suppose u¯c is strictly convex in an interval (τ1, τ2) which is properly contained
in (a, b). We further assume without loss of generality that u¯c(τ1) u¯c(τ2). So there is a
τ3 ∈ (τ1, τ2] such that u¯c is strictly convex in (τ1, τ3) and u¯c(τ1) = u¯c(τ3). Define a testing
function w(x) for the Rayleigh quotient associated with λ¯c by
w(x) = u¯c(x) for x ∈ [a, τ1] ∪ [τ3, b],
w(x) = 2u¯c(τ1) − u¯c(x) for x ∈ (τ1, τ3),
that is, we reflect u¯c(x) with respect the horizontal line y = u¯c(τ1) on (τ1, τ3). Let I =
(τ1, τ3), II = [a, b]\I , we claim that when c is large enough,∫ b
a w
′2 dx + ∫ ba w2 dx∫ b
(q + c)w2 dx
<
∫ b
a u¯
′2
c dx +
∫ b
a u¯
2
c dx∫ b
(q + c)u¯2 dx
= λ¯c,a a c
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a w
′2 dx + ∫I w2 dx + ∫II u¯2c dx∫
I
(q + c)w2 dx + ∫
II
(q + c)u¯2c dx
<
∫ b
a u¯
′2
c dx +
∫
I u¯
2
c dx +
∫
II u¯
2
c dx∫
I
(q + c)u¯2c dx +
∫
II
(q + c)u¯2c dx
.
Notice that |w′(x)| ≡ |u¯′c(x)| a.e. in (a, b), from a straightforward computation, we see
that to prove the above inequality is equivalent to prove∫
I
u¯2c dx
[∫
II
(q + c)u¯2c dx +
∫
I
(q + c)w2 dx
]
−
∫
I
w2 dx
[∫
II
(q + c)u¯2c dx +
∫
I
(q + c)u¯2c dx
]
+
[∫
I
(q + c)w2 dx −
∫
I
(q + c)u¯2c dx
][ b∫
a
u¯′2c dx +
∫
II
u¯2c dx
]
= c
[ b∫
a
u¯′2c dx
∫
I
(
w2 − u¯2c
)
dx
]
+
b∫
a
u¯′2c dx
∫
I
q
(
w2 − u¯2c
)+ ∫
II
u¯2c dx
∫
I
q
(
w2 − u¯2c
)
dx
−
∫
II
qu¯2c dx
∫
I
(
w2 − u¯2c
)
dx +
∫
I
u¯2c dx
∫
I
qw2 dx −
∫
I
w2 dx
∫
I
qu¯2c dx
= c
[ b∫
a
u¯′2c dx
∫
I
(
w2 − u¯2c
)
dx
]
+
b∫
a
u¯′2c dx
∫
I
q
(
w2 − u¯2c
)
+
∫
II
u¯2c dx
∫
I
q
(
w2 − u¯2c
)
dx
−
b∫
a
qu¯2c dx
∫
I
(
w2 − u¯2c
)
dx +
∫
I
u¯2c dx
∫
I
q
(
w2 − u¯2c
)
dx
=
[
c
b∫
a
u¯′2c dx −
b∫
a
qu¯2c dx
]∫
I
(
w2 − u¯2c
)
dx
+
∫
I
q
(
w2 − u¯2c
)
dx
[ b∫
a
u¯′2c dx +
b∫
a
u¯2c dx
]
> 0
for c large enough.
C.-P. Chu / J. Math. Anal. Appl. 291 (2004) 237–245 245From Poincaré inequality,
b∫
a
[
u¯′c(x)
]2
dx > C
b∫
a
u¯2c dx
with C depending only on a, b, also w > u¯c > 0 in I , hence the claim is true, and we
complete our proof through Lemma 1. 
Theorem 10. With the same hypotheses as in Theorem 7, if we further assume that
(a + b)/2 ∈ q−1({0}) as well as q is symmetric with respect to x = (a + b)/2, then there
is a c0 > 0 such that u¯c will have more than one peaks for all 0 < c c0.
Theorem 11. With the same hypotheses as in Theorem 8, if we further assume that
(a + b)/2 ∈ q−1({0}) as well as q is symmetric with respect to x = (a + b)/2, then if
u¯c0 has more than one peaks, so does u¯c1 for 0 < c1 < c0.
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