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We present a theoretical and numerical study of Fourier space triad phase dynamics
in one-dimensional stochastically forced Burgers equation at Reynolds number Re ≈
2.7 × 104. We demonstrate that Fourier triad phases over the inertial range display a
collective behaviour characterised by intermittent periods of synchronisation and align-
ment, reminiscent of Kuramoto model (Kuramoto 1984) and directly related to collisions
of shocks in physical space. These periods of synchronisation favour efficient energy fluxes
across the inertial range towards small scales, resulting in strong bursts of dissipation
and enhanced coherence of Fourier energy spectrum. The fast time scale of the onset
of synchronisation relegates energy dynamics to a passive role: this is further examined
using a reduced system with the Fourier amplitudes fixed in time – a phase-only model.
We show that intermittent triad phase dynamics persists without amplitude evolution
and we broadly recover many of the characteristics of the full Burgers system. In addition,
for both full Burgers and phase-only systems the physical space velocity statistics reveals
that triad phase alignment is directly related to the non-Gaussian statistics typically
associated with structure-function intermittency in turbulent systems.
Key words: Turbulence simulation, intermittency, nonlinear dynamical systems, Fourier
amplitude-phase representation, phase-only models.
Turbulence phenomenology provides equations for the energy budget over spatial
scales, based on a statistical balance between the injected energy at large scales, its
flux across spatial scales and its subsequent dissipation at small scales. Theoretical and
numerical approaches to turbulence share a popular setup in terms of Fourier-space
variables that assumes periodic boundary conditions in the spatial coordinates. Seminal
results started by Kolmogorov in 1941 (see Frisch (1995)) provide statistical predictions
for the energy spectrum: the modulus squared of the complex Fourier amplitudes Ek =
|uˆk|2, while nothing is stated about its conjugate variable, the Fourier phase φk = arg(uˆk).
A similar situation occurs in wave turbulence theory, which provides coupled evolution
equations for the energy spectrum variables only, admitting solutions representing flux
of energy-like quantities across spatial scales (see Nazarenko (2011)).
Fourier phases are useful variables in Galerkin-truncated discrete models in fluids and
nonlinear optics based on triad and/or quartet interactions. There, due to the nonlinear
coupling between Fourier energies and the so-called triad or quartet phases (defined as
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appropriate linear combinations of the Fourier phases), energy transfers can be enhanced
by changing the initial phases, in both chaotic and integrable regimes (Craik 1988; Kim
& West 1997; Bustamante & Kartashova 2009; Harris et al. 2012; Thompson & Roy 1991;
Trillo et al. 1994). Despite their apparent background role in turbulence, Fourier phases
play a direct role in energy fluxes (Buzzicotti et al. 2016b) and high-order correlation
functions, so their study could shed light on the problem of intermittency. In continuous
fluid models described by partial differential equations, the collection of Fourier phases
over a range of spatial scales has been shown to be relevant to the dynamics, via
amplitude-phase synchronisation mechanism leading to spatiotemporal chaos in channel
flows and magnetised Keplerian shear flows (Chian et al. 2010; Miranda et al. 2015), and
via evolution of phase entropy in cosmological density perturbation solutions (Chiang
& Coles 2000). Motivated by our recent results on triad phase synchronisation in the
2D barotropic vorticity equation and the 1D Burgers equation (Bustamante et al. 2014;
Buzzicotti et al. 2016b), our aim is to develop a theory for triad phase dynamics in the
context of classical fluid turbulence. This paper provides the first steps in that direction by
looking at the behaviour of triad phases in the stochastically-forced 1D Burgers equation
∂u
∂t
+
1
2
∂u2
∂x
= ν
∂2u
∂x2
+ f, x ∈ [0, 2pi), t ∈ [0, T ) , (0.1)
where u(x, t)(= u(x + 2pi, t)) is the scalar velocity field, ν is a positive parameter
(viscosity) and f(x, t)(= f(x+ 2pi, t)) is the external forcing.
Burgers equation, see Bec & Khanin (2007) for a review, is used as a model for a
large range of nonlinear dissipative systems and represents one of the simplest nonlinear
partial differential equations known to display a non-trivial scaling of the velocity field
correlation functions. Multiscaling is connected to the tendency to create shocks and
consequently to increase negative velocity differences δrv < 0 and decrease positive ones
δrv > 0, where δrv = u(x + r, t) − u(x, t). Thus a strongly non-Gaussian probability
density function (PDF) of δrv is observed with large tails to the negative side. The
presence of strongly localised velocity jumps (shocks) in real space is the fingerprint of
Burgers dynamics. We remark that shocks are the only structures in the flow able to
dissipate energy in the limit of small viscosity. In other words, the energy flux across
scales is absorbed only by a few strongly localised events in real space.
In Section 1 we provide the necessary tools. In Section 2 we establish that triad
phases over the inertial range synchronise intermittently and we show the contribu-
tion of these synchronised events to the energy flux and dissipation. This exploration
introduces a Kuramoto-like triad phase order parameter (Kuramoto 1984) that measures
instantaneous synchronisation of triad phases over the inertial range. We will examine
its time evolution and split the time averaged statistics of classical quantities into
conditional time windows, defined in terms of the level of triad phase synchronisation.
This will allow an evaluation of the role of the triad phase dynamics on the intermittent
behaviour of the system and on the excursions to the vicinity of fixed points in dynamical
systems viewpoint. In Section 3 we demonstrate that these conclusions are robust
by extending the range of forcing scales, leading to synchronisation scenarios in the
presence of many shocks, and we provide further evidence of the correlation between
fast synchronisation events and bursts of energy dissipation. Next, in order to better
understand the importance of the role of phase dynamics, in Section 4 we define a phase-
only Burgers model which removes the time evolution of the Fourier amplitudes while
allowing the phases to continue to evolve. Here, we establish that the intermittent phase
synchronisation and alignment events seen in the full Burgers PDE persist: notably, the
structure-function anomalous exponents and real space non-Gaussian velocity differences
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are broadly recovered (see also Wilczek et al. (2017)). We show that this phase-only model
is quite sensitive to changes in the prescribed energy spectrum scaling, which could
explain previous results in fractal Fourier decimated Burgers simulations (Buzzicotti
et al. 2016b,a). We provide a further connection with dynamical systems point of view
by demonstrating that the fully-synchronised state is in fact a fixed point of the phase-
only model’s evolution equations in the unforced case, and show that the stability of
this fixed point is sensitive to changes in the prescribed energy spectrum, in a way that
is similar to the direct numerical simulation results in the forced case. In Section 5 we
provide concluding remarks and perspectives.
1. Formulation
Evolution equations.We introduce the Fourier mode variables uˆk(t), the Fourier space
form of the real space solution field u(x, t), where u(x, t) =
∑
k∈Z e
ikxuˆk(t) with x the
position in real space and k the wavenumbers. The restriction k ∈ Z derives from the
periodic boundary condition u(x, t) = u(x+2pi, t). The reality condition u(x, t) ∈ R leads
to uˆ−k(t) = uˆ∗k(t), where
∗ denotes complex conjugation. Each mode is indexed by an
integer wavenumber k. The dynamical content of mode k is given by its complex valued
Fourier mode, uˆk(t). Using this representation, the governing PDE can be decomposed
into a set of ordinary differential equations (ODEs) which describe the individual time
evolution of each of the complex Fourier modes. To delve further into the dynamics we
use an amplitude/phase representation: uˆk(t) = ak(t)eiφk(t), where ak(t) = |uˆk(t)| (mode
amplitude) and φk(t) = arg[uˆk(t)] (mode phase). We examine equation (0.1) in Fourier
space: ∂uˆk∂t = − ik2
∑
k1
uˆk1 uˆk−k1 − νk2uˆk+ fˆk, where energy is dissipated via the viscous
term and injected by external forcing fˆk. The core of the dynamics is the quadratic non-
linear convolution, a term that globally conserves energy by redistributing it amongst
Fourier modes via triad interactions (groups of 3 modes, as demonstrated in Kraichnan
(1967) for 2D Navier Stokes). In order to study the role of triad phase dynamics in energy
flux mechanism we derive evolution equations for ak and φk:
dak
dt
=
k
2
∑
k1,k2
ak1ak2 sin(ϕ
k
k1,k2) δk1+k2,k − νk2ak + <(fˆke−iφk) , (1.1)
dφk
dt
= −k
2
∑
k1,k2
ak1ak2
ak
cos(ϕkk1,k2) δk1+k2,k +
1
ak
=(fˆke−iφk). (1.2)
Key degrees of freedom and energy budget. Upon examination of Eqs. (1.1)–(1.2),
the key dynamical degrees of freedom away from the forcing scale consist of the modes’
real amplitudes ak(t) along with the triad phases:
ϕk3k1, k2(t) = φk1(t) + φk2(t)− φk3(t), (1.3)
where the wavenumbers k1,k2,k3 satisfy a ‘closed-triad’ condition: k1 + k2 = k3. The
explicit form of the equations of motion for the triad phases is obtained simply as
appropriate linear combinations of equation (1.2) for the relevant wavenumbers.
Let us define the energy spectrum and its rate-of-change budget up to wavenumber k:
Ek(t) ≡ uˆkuˆ−k = a2k ,
d
dt
(
k∑
k′=1
Ek′(t)
)
= I(k, t)−Π(k, t)−D(k, t) , (1.4)
where I(k, t) ≡∑kk′=1 uˆ∗k′ fˆk′ +c.c. is the energy input rate (forcing for small wavenum-
bers only),D(k, t) ≡ 2ν∑kk′=1(k′)2Ek′ is the dissipation rate andΠ(k, t) is the flux across
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wavenumber k towards large wavenumbers. We derived in (Buzzicotti et al. 2016b) an
explicit expression for Π(k) in terms of the variables ak and ϕk3k1, k2 :
Π(k, t) =
k∑
k1=1
∞∑
k3=k+1
2k1 ak1ak2ak3 sin(ϕ
k3
k1,k2
). (1.5)
We remark here that each term in this equation is due to a single triad interaction
between k1, k2 and k3, such that k1+k2 = k3. This form of Π(k, t) implements explicitly
the wavenumber ordering 0 < k1 < k3, 0 < k2 < k3. While this choice of ordering is a
simple convention, it is a useful one because the triad phases ϕk3k1,k2 , with that ordering,
are found to take values preferentially near pi/2 (mod 2pi).
As discussed in detail in Buzzicotti et al. (2016b), equation (1.5) shows a clear link
between the strong probability of triad phases to take a value close to pi/2 (mod 2pi)
and the efficiency of the energy flux towards small scales. Such a PDF of ϕk3k1, k2 (see figure
2, bottom left) is explained by examining the contribution from a given triad (each term
in equation (1.5)) to the energy flux towards small scales. As 2 k1 ak1ak2ak3 > 0, at any
given time a positive contribution to the energy flux is maximised if the triad phase
takes the value pi/2 (mod 2pi). In Section 2 we show that this triad phase alignment to
pi/2 (mod 2pi) occurs for all triads in the so-called “inertial-range” of scales, which is
characterised by a power-law spectrum ak ∝ k−1 (see Bec & Khanin (2007)).
Finally, we define the total dissipation  and total energy as
(t) ≡ D(∞, t) = 2ν
∞∑
k=1
k2Ek , E(t) =
∞∑
k=1
Ek. (1.6)
Synchronisation and alignment. To gain a quantitative measure of the triad phase
synchronisation and alignment in time we define (Kuramoto 1984; Strogatz 2000) the
(complex-valued) Kuramoto order parameter for the triad phases:
R exp(i Φ) =
〈
exp(i ϕk1+k2k1,k2 )
〉
k1,k2
, (1.7)
where the average is over triads. Here R(t) ∈ [0, 1] measures the coherence of the
triad phase population, and Φ(t) ∈ [0, 2pi) is a proxy for the average triad phase. A
synchronised state of the triad phases is signalled when R(t) = 1: the corresponding Φ(t)
denotes the value of the triad phases. Alignment occurs when this value is equal to pi/2,
which leads to maximised flux contributions in equation (1.5). Correspondingly, R(t) . 1
indicates that not all triad phase values are the same but there is still a preference
for clustering of the values. In contrast, complete disorder - a uniform probability for
the triad phases to take a value in [0, 2pi) - would give R(t) ≈ 0. By studying the
time evolution of R(t) and Φ(t) for triads in the inertial range we can study how triad
synchronisation and alignment directly affect the global characteristics of the system.
Intermittency Statistics. To establish a link between Fourier-space dynamics and
classical intermittency we need to analyse the physical space velocity field statistics,
particularly the multi-point correlation functions (structure functions):
Sp(r) = 〈 (δrv)p 〉x,t , Spabs(r) = 〈 |δrv|p 〉x,t , (1.8)
where δrv = u(x + r) − u(x) and 〈•〉x,t denotes the average over both space and time.
In the inertial range the structure functions follow a power-law in r and we define
the scaling exponents ζp and ζabsp via S
p
abs(r) ∼ r ζp and Spabs(r) ∼ r ζ
abs
p respectively.
Anomalous exponents (ζp < p) are a signature of intermittency. The role of triad phase
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Figure 1. Subset of time evolution of global system quantities, for the simulation under
large-spatial-scale stochastic forcing (kf ∈ [1, 3]). Highlighted is the time range [13.3 , 14.0],
where the time approach to a synchronisation event will be studied in figure 2. Top: Energy
flux Π[k = 750](t)(magenta) at the high-wavenumber end of the inertial range. Total energy of
the system E(t)(red) and total energy dissipation rate (t)(black). Bottom: Triad phase order
parameter R(t) (blue) and Φ(t)(green) for triad phases in the inertial range.
synchronisation can be studied by computing the structure functions restricted to strong
synchronisation events and comparing the obtained exponents with the usual ones; more
generally, obtaining the probability density function of velocity increments restricted to
synchronisation events of various degrees (measured by the Kuramoto parameter R(t)).
2. Numerical Results for Large Scale Forcing
We present a numerical study of Burgers triad phase dynamics with Gaussian white-in-
time forcing acting only at large spatial scales, with forced wavenumbers kf ∈ [1, 3]. The
numerical simulation uses a pseudospectral, 4th-order Adams-Bashforth time-stepping
scheme, with the number of collocation points N = 218, kmax = N/3 and a time step
δt ∼ 10−6. We take a viscosity value ν = 2× 10−4, leading to average total energy E ≡
〈E(t)〉t ≈ 5.25 and average energy dissipation rate  ≡ 〈(t)〉t ≈ 8.08. The Kolmogorov
length and time microscales are η ≡ (ν3/)1/4 ≈ 0.001 and τη ≡ (ν/)1/2 ≈ 0.005, and the
Reynolds number is Re ≡ ((2pi/kf )/η)4/3 ≈ 2.7 × 104. Statistically stationary variables
(Fig. 3) were averaged over simulation runtime of 6× 105 τη.
Figure 1 shows the evolution over a time interval of 5×103 τη. We observe intermittent
in time events of synchronisation of triad phases, signalled by jumps of the Kuramoto
order parameter R(t) to values close to 1 (we consider R > 0.95 as synchronised); the
synchronisation persists for some time after each event, but this duration is irregular
(another signature of intermittency). For each of these events, a clear pattern is found
in the energy flux at inertial-range scales Π(750, t), Π(100, t) (see also figure 2, top left
panel): an early oscillation and then a jump to large values. A similar alignment is
observed in the Kuramoto phase Φ(t), with value close to pi/2 at these events. While
remarkable jumps are seen in the total dissipation (t) (Eq. 1.6) at these events, no early
oscillation is detected in this variable. Notice also that the classical stationary energy-
budget identity 〈Π(100, t)〉t = 〈(t)〉t [Frisch (1995)] is in fact nearly satisfied at all
6 Brendan P. Murray and Miguel D. Bustamante
13.4 13.5 13.6 13.7 13.8 13.9
t
R
Φ
Π[100]
Π[750]
E(t)
(t)
0. 5
1
ǫ
2
5
10
100 101 102 103 104
k
k 2Ek
x
0 ǫ
2 ǫ 3ǫ
2 2ǫ
t
13.4
13.5
13.6
13.7
13.8
13.9
u
(x
)
−6
−4
−2
0
2
4
6
−ǫ
2 0
ǫ
2
ǫ 3ǫ
2
φ k3k1, k2
10-2
10-1
100
101
lo
g 1
0
P
D
F
(t, R,Φ)= (13. 4, 0. 53, 1. 576)
(t, R,Φ)= (13. 5, 0. 69, 1. 577)
(t, R,Φ)= (13. 6, 0. 80, 1. 578)
(t, R,Φ)= (13. 7, 0. 90, 1. 573)
(t, R,Φ)= (13. 8, 0. 92, 1. 580)
(t, R,Φ)= (13. 9, 1. 00, 1. 569)
Figure 2. Analysis of system dynamics on approach to a synchronisation event (R → 1),
for the simulation under large-spatial-scale stochastic forcing (kf ∈ [1, 3]). Top Left: Zoomed
time-series of highlighted region in figure 1 showing the sharp jump in dissipation and energy
flux when triad phases become synchronised. Top Right: k2-scaled energy spectra Ek at
six snapshots (shifted for visualisation purposes). Bottom Left: Snapshots of PDF over all
inertial-range triad phases ϕk3k1, k2 . Bottom Right: Real-space solution snapshots u(x, t).
times, except during the pre-synchronisation oscillations. The total system’s energy E(t)
(Eq. 1.6) does not show any special behaviour preceding the synchronisation events.
Figure 2 shows statistics during a close-up of one such synchronisation event in the
time region highlighted in figure 1. Here we show 6 snapshots in time as the triad phase
order parameter R → 1 with the legend showing the times and phase order parameters
(R,Φ) at each snapshot. The top left panel shows again the time evolution of global
system quantities and shows the distinct time at which the system changes from a non-
synchronised to synchronised state. The top right panel shows the k2 rescaled spectrum
at each of these snapshots (each snapshot has been shifted for visualisation purposes).
Upon approach to R ≈ 1 (top to bottom in plot) we see a clear reduction in the energy
fluctuations across wavenumbers, with the final snapshot in the synchronised region
showing a uniform k−2 scaling in the inertial range. This reduction in amplitudes ak
is further quantified in the top right panel of figure 3 and will be discussed in more detail
later. The bottom left panel shows snapshots of the PDF of the triad phase variable
ϕk3k1, k2 , over all triads in the inertial range 100 < k < 750. At all snapshots the triad
phase preferentially takes values near pi/2 (mod 2pi) but as the synchronisation event
is approached the distribution narrows until, at the synchronisation time, all triad phase
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Figure 3. Statistics over full statistically stationary state, for the simulation under
large-spatial-scale stochastic forcing (kf ∈ [1, 3]). Top Left: Conditional time PDF of total
dissipation (t) based on value of phase order parameter R. Top Right: PDF of a˙k for a range
of conditional time periods. Bottom Left: Structure functions Sp(r) as a function of r and
(inset) associated local slopes ζp(r). Bottom Right: Conditional time PDFs of the normalised
velocity increments δrv /
〈
(δrv)
2
〉1/2 in the inertial range at a scale k = 450 or r = 0.013.
values are extremely close to pi/2 (mod 2pi), maximising the direct energy flux towards
small scales: all terms contribute in a positive and maximal way to the flux in Eq. (1.5).
The bottom right panel shows the real space solution u(x, t) at each snapshot. From front
to back we see the real space signature of the event: two shocks merging. This explains
the sharp jump in dissipation seen at each synchronisation event as a large single shock is
created. To quantify the jump in dissipation we provide the conditional-time dissipation
PDF during synchronisation events over the full simulations of the statistically stationary
state in figure 3, top left panel. It is evident that these synchronised events correspond
to significantly higher dissipation than non-synchronised ones (by a factor 3), with the
highest dissipation events exclusively restricted to these R ≈ 1 time intervals.
We provide evidence that synchronisation events are correlated with excursions near
fixed points in the dynamical systems point of view. A fixed point is signalled by the
simultaneous zeroes of a˙k and ϕ˙k3k1k2 , notably across the energetically active inertial range.
While equation (1.2) implies that triad-phase time derivatives are drastically reduced as
the order parameters (R,Φ) tend to (1, pi/2), equation (1.1) does not trivially imply a
reduction of the amplitude time derivatives during synchronisation events. Figure 3, top
right panel, shows the conditional-time PDF of mode-amplitude time derivatives a˙k over
the inertial range, restricted to events with several levels of synchronisation. The higher
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Figure 4. Subset of time evolution of global system quantities, for the simulation under
extended-spatial-scale stochastic forcing (kf ∈ [1, 12]). Highlighted is the time range
[11.6 , 11.85], where the time approach to a jump in synchronisation event will be studied in
figure 5. Top: Energy flux Π[k = 150](t)(red), Π[k = 600](t)(cyan) at each end of the inertial
range. Total energy of the system E(t)(magenta) and total energy dissipation rate (t)(black).
Bottom: Triad phase order parameter R(t) (blue) for triad phases in the inertial range.
the synchronisation(R), the closer the a˙k distribution clusters about zero values. Such
near absolute synchronisation is unlikely, however we note that the amount of time the
system spends in the R > 0.9999 region is approximately 15% of the full simulation time.
Finally, we establish the role of synchronisation events R > 0.95 on the real-space
intermittency statistics by examining PDF of velocity increments δrv = u(x+r, t)−u(x, t)
in the full statistically stationary simulations. The structure functions Sp(r) ∝ rζp and
associated local slopes are shown in figure 3, bottom left panel. Using the highlighted
region of flat local slopes to fit (0.008 6 r 6 0.063 which corresponds to our inertial
range of 100 6 k 6 750), we recover the usual (Buzzicotti et al. 2016a) scaling exponents
(table of fit values and related figures can be found in the Ancillary Material). The bottom
right panel shows that the restriction of the PDF to the time periods where R > 0.95
results in events of larger velocity increments with a significantly higher probability, which
correspond to large dissipative shocks and in turn provide important contributions to the
structure functions. Fit values for scaling exponents ζp and ζabsp show that the exponents
are significantly closer to the desired value of 1 for the R > 0.95 conditional time regions.
3. Numerical Results with Additional range of Forcing
We present here a further numerical study of Burgers triad phase dynamics for a wider
scale of Gaussian white-in-time forcing on wavenumbers kf ∈ [1, 12] rather than the
earlier kf ∈ [1, 3]. The other numerical parameters are identical to Section 2 with the
exception of the viscosity value which is now ν = 3 × 10−4, leading to average total
energy E ≡ 〈E(t)〉t ≈ 1.58 and average energy dissipation rate  ≡ 〈(t)〉t ≈ 1.975. The
Kolmogorov length and time microscales are η ≡ (ν3/)1/4 ≈ 0.002 and τη ≡ (ν/)1/2 ≈
0.012, and the Reynolds number is Re ≡ ((2pi/kf )/η)4/3 ≈ 2.07 × 103. Statistically
stationary variables (Fig. 6) were averaged over simulation runtime of 1× 105 τη.
Figure 4 shows the evolution over a time interval of 1×103 τη. We observe intermittent-
in-time events of rapid partial synchronisation of triad phases, signalled by jumps of the
Kuramoto order parameter R(t); As in the case of the results presented in Section 2
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Figure 5. Analysis of system dynamics on approach to a partial synchronisation event
(R→ 0.85), for the simulation under extended-spatial-scale stochastic forcing (kf ∈ [1, 12]). Top
Left: Zoomed time-series of highlighted region in figure 4 showing the sharp jump in dissipation
and energy flux when the triad phase synchronisation parameter R increases. Top Right:
k2-scaled energy spectra Ek at four snapshots (shifted for visualisation purposes). Bottom
Left: Snapshots of PDF over all inertial-range triad phases ϕk3k1, k2 . Bottom Right: Real-space
solution snapshots u(x, t).
the synchronisation persists for some time after each event and again this duration is
irregular. For each of these events, a clear pattern is found in the energy flux at inertial-
range scales Π(600, t), Π(150, t) (see also figure 5, top left panel): an early oscillation
and then a rapid jump. A similar alignment is observed in the Kuramoto phase Φ(t),
with value close to pi/2 at these events. Similarly to the earlier results, jumps are seen
in the total dissipation (t) (Eq. 1.6) at these events, confirming that the link between
dissipation bursts and the degree of triad phase synchronisation is apparent also for
scenarios where many real-space shock structures are present.
Figure 5 shows statistics during a close-up of one such synchronisation event in the
time region highlighted in figure 4. Here we show four snapshots in time as the triad
phase order parameter R → 0.85 with the legend showing the times and phase order
parameters (R,Φ) at each snapshot. The top left panel shows again the time evolution of
global system quantities and shows the distinct time at which the system changes from
a non-synchronised to synchronised state. The top right panel shows the k2 rescaled
spectrum at each of these snapshots (each snapshot has been shifted for visualisation
purposes). Upon approach to the jump in synchronisation (top to bottom in plot) we
see a clear reduction in the energy fluctuations across wavenumbers in both the inertial
and dissipative range. The remaining fluctuations are due to the presence of other shocks
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Figure 6. Joint PDF, over all times t of our statistically-stationary simulation with stochastic
forcing over wavenumbers kf ∈ [1, 12], between the normalised time derivative of R (
∣∣ d
dt
(R)/R
∣∣)
at time t and the normalised time derivative of total system dissipation
∣∣ d
dt
()/E
∣∣ at the slightly
later time t+ 0.03τη, where τη is the Kolmogorov time microscale.
during the whole process. The bottom left panel shows snapshots of the PDF of the
triad phase variable ϕk3k1, k2 , over all triads in the inertial range 150 < k < 600. At all
snapshots the triad phase preferentially takes values near pi/2 (mod 2pi) but as the
synchronisation event is approached the distribution narrows as the triad phase values
are clustered around pi/2 (mod 2pi), maximising the direct energy flux towards small
scales: the vast majority of terms in Eq. (1.5) contribute in a positive and maximal way to
the flux. The bottom right panel shows the real space solution u(x, t) at each snapshot.
From front to back we see the real space signature of the event: two shocks merging.
This is similar to the results presented in Section 2, however here we have the presence
of many other shocks in the system throughout this event which results in an imperfect
synchronisation.
Unlike the earlier results in figure 3 which examine cases of full triad phase alignment
which persisted after the event, in these partial synchronisation events we have a more
complex criterion for capturing the statistical link between the increase in triad phase
synchronisation and the change in total dissipation. Rather than monitoring R directly, in
figure 6 we show a joint PDF between the normalised time derivative of R,
∣∣ d
dt (R)/R
∣∣, and
the normalised time derivative of total system dissipation
∣∣ d
dt ()/E
∣∣. Here we also need to
take account of the time lag between the moment when the triad phase synchronisation
occurs, the subsequent burst in inertial-range energy flux and the dissipation that follows.
For the numerical parameters of this particular study we estimated this time lag to be
≈ 0.03τη and this time lag is applied to the pair value that makes up figure 6. The
relationship can be clearly seen between the rate of change of the total energy dissipation
and the rapid jumps in phase order parameter R. Similar to the full synchronisation
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results, we see that the dynamics of the phase order parameter are key in all highly
dissipative energy bursts in the system.
4. Phase-Only Model
The previous results demonstrate that the events of triad phase synchronisation
and alignment are common (albeit intermittent) in stochastically-forced simulations.
Moreover, these events produce dramatic energy flux and dissipation enhancements. In
this Section we produce two interrelated studies: first, we quantify how much of the
alignment behaviour observed is driven by the forced phase dynamics only. Second, we
provide a quantitative stability analysis of the fixed point (in dynamical systems point
of view) corresponding to the fully-aligned, fully-synchronised state.
4.1. Stochastically forced phase dynamics
We approach the question by “freezing” the amplitudes ak to take prescribed values.
This means we drop Eq. (1.1) and keep Eq. (1.2):
φ˙k = −k
2
∑
k1,k2
ak1ak2
ak
cos(ϕkk1,k2) δk1+k2,k +
1
ak
=(fˆke−iφk). (4.1)
We prescribe the amplitudes as the time-averaged spectrum obtained from the full PDE
simulation, thereby removing the dependence on spectrum fluctuations evidenced in
figure 1. Initial phases are taken from the end snapshot of full PDE simulations, thereby
obtaining a realistic initial triad phase distribution for the phase-only dynamical system
(4.1). Stochastic forcing at large scales (wavenumbers 1 to 3) is again used as in Section
2 but the forced mode amplitudes are restored to their prescribed values before moving
at each time step. In this way the individual phases will evolve effectively as in equation
(4.1).
Figure 7 (top left panel) is a subset of time series of Kuramoto order parameters R,Φ for
inertial-range triad phases evolving under phase-only system (4.1). We see finite-duration
intermittent synchronisation events, comparable to the full-PDE results (Figs. 1 and 2).
However the phase-only system shows some differences: the parameter R can now take
values close to 0 and so Φ can vary more freely. Remarkably, the system locks into the
synchronised states on its own, without the influence of the energy dynamics. Figure 7
(top right panel, black pentagons, Ek ∝ k−2.0) is the PDF of triad phases computed over
time and over all inertial-range triads. This is similar to the triad-phase PDF obtained
from the full PDE case, but the phase-only case has a more pronounced peak at pi/2.
Figure 7 (bottom panels) show structure-function local slopes and velocity increments
PDF obtained from the phase-only model, to be compared directly with the full PDE
results in figure 3. The well-resolved fat tails look qualitatively similar in both cases,
leading to similar exponents ζp (see table 1 in the Ancillary Material for detailed fit
values). In particular, the scaling ζp ≈ 1 is recovered in the case of the synchronised
time periods (R > 0.95) as seen in figure 7, bottom left panel. As for differences, the
velocity-increment PDF shows more preference for positive values than in the full PDE
case, which is seen in physical space as small-amplitude oscillations with symmetric
distribution about δrv = 0. This difference is reduced when restricting to the synchronised
periods (R > 0.95) but the local symmetry with respect to δrv = 0 is evident. This has
a consequence of reducing the value of the exponent ζabs1 in the phase-only case.
Based on previous work where inertial-range energy-spectrum exponent was found
to vary with fractal decimation (Frisch et al. 2012; Buzzicotti et al. 2016b,a), we
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Figure 7. Phase-Only Model data and statistics. Top Left: Time evolution of triad phase order
parameter R(t) (blue) and Φ(t) (green) for inertial-range triads. Top Right: Change in the PDF
of triad phase as underlying spectrum slope is modified.Bottom Left: Structure functions Sp(r)
as a function of r and (inset) associated local slopes ζp(r). Bottom Right: Conditional time
PDFs of normalised velocity increments δrv /
〈
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2
〉1/2 at inertial-range scale k = 450.
study in figure 7 (top right panel) the effect of the prescribed energy-spectrum inertial-
range exponent on the phase-only model dynamics. We simply replace the fixed energy
spectrum Ek by k2−αEk, where α ranges from 2 to 1.5, to mimic the variations observed.
The triad phase PDF changes dramatically, to nearly total disorder for α = 1.5, in
agreement with the results found in the full PDE simulation of fractal decimated Burgers
(Buzzicotti et al. 2016b).
4.2. Stability analysis of fully-synchronised state in the unforced case
Consider a Galerkin truncation of system (4.1) to resolution N : the relevant variables
are the N phases {φk}Nk=1, with φ−k = −φk due to the reality condition of the original
scalar field u(x, t). The system (4.1), when unforced, has several fixed points (modulo a
continuous symmetry, to be discussed below), given by φk = ±pi/2, k = 1, . . . , N (with
φ−k = −φk always), where the notation ± means we can choose an arbitrary sign for the
phase at each wavenumber k, and this choice somehow determines the stability of the
fixed point. For example, the case φk = pi/2, k = 1, . . . , N is a fixed point corresponding
to perfect alignment of triad phases, leading to the usual shock solution in 1D Burgers.
As we will see below, this fixed point is stable in the case when the spectrum is of the
form (
√
Ek =)ak ∝ |k|−1, i.e. the classical shock spectrum. However, by varying the
exponent in the above spectrum one can make this fixed point unstable. On the other
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hand, while keeping the classical shock spectrum it is possible to show that many of the
other fixed points defined at the beginning of this paragraph are unstable.
It is important to keep in mind that in the unforced case the physical system associated
with (4.1) has a continuous spatial translation symmetry u(x, t) → u(x + , t), with 
arbitrary. This implies that the individual phases are not unique and one can in fact
obtain the following induced symmetry: φk(t)→ φk(t) +  k, k ∈ Z. This is a symmetry
of the evolution equations (4.1), because the RHS of these equations depend on the triad
phases φk1 + φk2 − φk1+k2 and these are invariant under the induced symmetry. This
symmetry has two consequences:
First, being a continuous symmetry, it means there are only N −1 independent phases
out of the N phases {φk}Nk=1 (φ−k being trivially dependent on φk via φ−k = −φk). The
“lost” degree of freedom corresponding to the symmetry leads thus to a neutral direction
in the tangent space defined from the variables {φk}Nk=1. Explicitly this direction is
parameterised by ∆φk = k, k = 1, . . . , N .
Second, in the original set of variables {φk}Nk=1 any fixed point is in fact a continuous
line of fixed points due to the symmetry. Thus, fixed points of system (4.1) have unique
coordinates in the reduced (N − 1)-dimensional state space obtained after the symmetry
has been “factored out”. Instead of constructing an explicit change of coordinates to
implement this reduction (using for example a set of N − 1 independent triad phases),
we take the approach of working in the original variables, while keeping in mind the
non-uniqueness of fixed points. To illustrate this situation, let us consider explicitly the
fixed point φk = pi/2, k = 1, . . . , N . Apply now the symmetry φk → φk +  k with  = pi,
so the fixed point is mapped to φk = k pi + pi/2, k = 1, . . . , N or, restricted to the torus
[−pi, pi)N , φk = (−1)kpi/2, k = 1, . . . , N . In words, if we flip the sign of the phases for all
odd wavenumbers we obtain just another representative of the same fixed point.
We can generalise this to the following statement: the set of fixed points of system
(4.1) can be represented by the following points:
φk =
pi sk
2
, k = 1, . . . , N ,
where sk = ±1 and so the set {sk}Nk=1 represents a fixed point uniquely, provided we
identify the set {sk}Nk=1 with the set {(−1)ksk}Nk=1. Using this identification, the number
of different fixed points is 2N−1, a result that is equivalent to what one would obtain by
simple counting in the reduced (N − 1)-dimensional space of independent triad phases.
The motivation to introduce the above ideas is that the stability analysis of any fixed
point of system (4.1) will lead to a Jacobian matrix which possesses a null eigenvalue,
with eigenvector corresponding exactly to the translation symmetry with neutral di-
rection ∆φk = k, k = 1, . . . , N . Thus, relevant information about the stability of the
dynamical degrees of freedom (i.e. those defined on the reduced (N − 1)-dimensional
state space) is obtained from the nonzero eigenvalues only. From these, eigenvalues with
positive (negative) real part correspond to unstable (stable) directions whereas imaginary
eigenvalues correspond to centres, always stable.
Let us compute the equations determining the evolution of the system about the fixed
point φk = pi/2, k = 1, . . . , N . First, assume φk(t) = pi/2 + δφk(t), k = 1, . . . , N , where
δφk(t) is a small perturbation. As always, φ−k = −φk. Then, evaluate system (4.1) in the
unforced case, expanding the RHS to first order in the small perturbations. We obtain
d
dt
δφk =
k
2
∑
k1,k2
ak1ak2
ak
sin(ϕkk1,k2)(δφk1 + δφk2 − δφk) δk1+k2,k , (4.2)
where ϕkk1,k2 is evaluated at the fixed point: ϕ
k
k1,k2
= (sign(k1) + sign(k2)− sign(k))pi/2 .
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Now, write this system in standard form
d
dt
δφk =
∑
k′
Jkk′δφk′ ,
in terms of the Jacobian matrix of time-independent components Jkk′ defined by
Jkk′ ≡ ∂
∂(δφk′)
k
2
∑
k1,k2
ak1ak2
ak
sin(ϕkk1,k2)(δφk1 + δφk2 − δφk) δk1+k2,k

=
k
2
∑
k1,k2
ak1ak2
ak
sin(ϕkk1,k2)(δk1k′ + δk2k′ − δkk′) δk1+k2,k
=
k
2
∑
k1
ak1ak−k1
ak
sin(ϕkk1,k−k1)(δk1k′ + δk−k1,k′ − δkk′)
=
k
2
(
2
ak′ak−k′
ak
sin(ϕkk′,k−k′)− δkk′
∑
k1
ak1ak−k1
ak
sin(ϕkk1,k−k1)
)
.
We now perform a detailed numerical study of the stability of system (4.2) in terms
of the eigenvalues of the Jacobian matrix Jkk′ , for a range of values of the spectrum
exponent α in the formula ak ∝ |k|−α/2, and for a range of values of the resolution N .
The case α = 2 corresponds to the usual shock solution. The case α = 0 corresponds to
a hypothetical equipartition scenario. Values over the range 0 6 α 6 2 are studied here.
We recall that values in between were observed in our full PDE simulations of Fourier
fractal-decimated 1D Burgers in a recent collaboration (Buzzicotti et al. 2016b), and also
were studied in the previous subsection.
As explained above, for a given resolution N we expect to observe generically 1 null
eigenvalue and N − 1 nonzero eigenvalues, with the null eigenvalue accounting for the
spatial translation symmetry of the original system. A measure of the stability of the
fixed point φk = pi/2, k = 1, . . . , N is provided by counting the number of unstable
eigenvalues (i.e. eigenvalues with positive real part) as a proportion of the total number
of non-zero eigenvalues N − 1. Figure 8 shows the results of a numerical calculation
of these eigenvalues, in four cases corresponding to the resolutions N = 128, 256, 512
and 1024. First we observe that, at any given resolution N , there is a sharp transition
of this proportion, which goes from zero to nonzero abruptly as the parameter α is
reduced continuously from the “transition value” αc(N) (‘c’ stands for ‘critical’, borrowing
notation from phase transitions in thermodynamics). This behaviour is due to a series
of bifurcations where an eigenvalue with negative real part (i.e. a stable eigenvalue)
becomes an eigenvalue with positive real part (i.e. unstable). Second, we observe that
the proportion of unstable eigenvalues seems to converge, as N grows, for any fixed value
of the exponent α away from the transition values. Third, we observe that the transition
value αc(N) moves towards α = 2 as N grows. Unfortunately, due to memory constraints
it is difficult to go way beyond N = 1024 in order to obtain a clear trend of the limit
N → ∞. The main practical difficulties are: (i) The Jacobian matrix dimensions grow
as N2. (ii) In order to obtain accurate results, the required numerical precision grows
roughly as N/2. Notice that there are ways to mitigate precision-requirement issues by
adding an exponential decay to the spectrum (Arguedas-Leiva 2017), but with such a
procedure the required precision still seems to be proportional to N , and the transition
exponent is lowered with respect to the case of a pure-power-law spectrum, so more
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Figure 8. Colour online. Stability study of fixed point φk = pi/2, k = 1, . . . , N . For resolutions
N = 128, 256, 512 and 1024 (red circles, blue triangles, orange rhombs and magenta squares
respectively), plots of the proportion of unstable eigenvalues as a function of the spectrum
exponent α in ak ∝ |k|−α/2. A sharp transition is observed at a value of α that depends on the
resolution N .
research is needed in order to establish whether adding an exponential decay to the
spectrum can help in obtaining the asymptotic behaviour as N →∞.
Notwithstanding the previous caveats, it is useful to look at the transition values
of exponent α in more detail, if only to establish the classical behaviour expected in
second-order phase transitions. Figure 9 shows the result of this study. By considering
more resolved ranges of α values close to the transition values, we repeat the calculation
of the proportion of unstable eigenvalues, at each resolution. We use these data points
to make a nonlinear fit of a hypothetical second-order phase transition of the form:
# unstable eigenvalues
N − 1 =
{
C(N)(αc(N)− α)z(N), α 6 αc(N) ,
0, α > αc(N) ,
where we introduce the resolution-dependent fit parameters C(N), z(N) and αc(N). In
practice we perform the fits on the natural logarithms of the data points and minimise
the L2 norm of the error. This procedure gives more weight to the data points that are
close to the singularity. The results of the fit are shown in the following table:
N C(N) z(N) αc(N) R
2
128 2.9 0.55 1.45011 0.99979
256 2.6 0.52 1.49932 0.99996
512 2.6 0.50 1.53895 0.99994
1024 2.6 0.50 1.57147 0.99998
The last column is the coefficient of determination R2 stemming from the nonlinear fit,
which is an appropriate measure in this case due to the fact that we use natural logarithms
of the data points, which do not vary too much. In the table, we rounded all entries to
two significant digits, except for the αc(N) entries, which are used to obtain a more
accurate estimate for the trend as N →∞. We notice first that the value of the prefactor
C(N) is quite stable. Second, the exponent z(N) seems to be converging to the value 1/2,
16 Brendan P. Murray and Miguel D. Bustamante
Figure 9. Colour online. Stability study of fixed point φk = pi/2, k = 1, . . . , N . Same
parameters and colours as in figure 8. This is a more detailed study of the transition values
of exponent α at each resolution. Solid lines represent the results of nonlinear fits done for each
resolution separately, using all points that are shown in the figure. The fits are of the form
ratio = C(N)(αc(N) − α)z(N), α 6 αc(N), where C(N), αc(N) and z(N) are fit parameters
depending on the resolution N .
the standard Landau value for the mean field theory of a second-order phase transition
of a scalar field. Third, the transition values αc(N) do not seem to obviously converge,
but a closer look on these (also supported by figure 9) shows that the distances between
successive transition values decrease, at a rate that could be approaching a constant
in the limit of N large. In this plausible scenario, the criterion for convergence of the
transition values αc(N) as N →∞ would be satisfied. The simplest model supporting a
constant decrease rate for the distances between successive transition values is
αc(N) = A−BN−C , A,B,C > 0
and fitting our 4 data points from the previous table gives A = 1.7111, B = 1.12188, C =
0.300571, with a very good coefficient of determination R2 = 0.999999997. Therefore, the
sequence of transition values αc(N) would converge to αc(∞) = A = 1.7111. Although
all this looks very good, one must take this result with care because it is not obvious
that at resolution N = 1024 an asymptotic regime has been reached.
For completeness, we show in figure 10 the detailed distribution of real part of
nonzero eigenvalues in the case N = 1024, for several choices of exponent α near the
transition value αc. The plot shows only the eigenvalues with largest real part. It is
evident that values of α less than the transition value αc develop eigenvalues with
positive real part, with the largest eigenvalues distributed quite close to the maximum
eigenvalue. In contrast, values of α greater than the transition value αc produce negative
eigenvalues only, with a quite sharp distribution of eigenvalues with respect to the
maximum eigenvalue.
So, to summarise, the study of stability of the fixed point φk = pi/2, k = 1, . . . , N
leads to a plausible mechanism to explain the sudden loss of synchronisation observed
in the high-resolution simulations of the phase-only system as the spectrum exponent
in ak ∝ |k|−α/2 is reduced from the classical-shock value α = 2. Notice however that
those simulations are performed under stochastic forcing (over large spatial scales), which
provides extra time scales that are not taken into account in our simple stability analysis.
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Figure 10. Colour online. Plots, for several values of spectrum exponent α near the transition
value αc (red circles, α = 1.566; blue triangles, α = 1.569; orange rhombs, α = 1.572; magenta
squares, α = 1.575; green inverted triangles, α = 1.578), of the real part of the nonzero
eigenvalues of Jacobian matrix with largest real part, centred about the eigenvalue zero for
the purposes of better presentation. There are 1023 eigenvalues and only the largest ones are
shown. The lowest eigenvalues (not shown) take values as low as −14000.
5. Conclusion and Discussion
We unveil a picture of turbulence in stochastically forced Burgers equation, whereby
the Fourier triad phases display a collective behaviour reminiscent of Kuramoto model
(Kuramoto 1984). Intermittent triad phase synchronisation events give rise to strong
and steady energy fluxes across scales and are seen in physical space as shock collisions.
The fast time scale found for the onset of synchronisation suggests that the Fourier
energy spectrum plays a passive role (via interaction coefficients): in fact, as a response
to the triad-phase synchronisation the energy spectrum gains a dramatic coherence
across the inertial range, while the triad phases maintain their synchronisation for
a finite time interval before desynchronising again due to the stochastic forcing. We
check the robustness of this picture by extending the range of forcing scales, reaching
the same conclusions in terms of fast synchronisation and spectrum coherence, with
the only difference that triad phase alignments are imperfect, a scenario consistent
with the co-existence of many shocks in physical space. In this more generic scenario
we establish again a clear connection between triad phase synchronisation events and
energy dissipation bursts. We further support the picture of triad phase alignments by
demonstrating the same synchronisation intermittency in phase-only simulations, i.e.
with a prescribed energy spectrum. Velocity increments statistics are well reproduced by
the phase-only system during synchronisation events, with structure-function exponents
ζp ≈ 1 (p > 1). While we do not try to explain why the energy spectrum takes its
characteristic profile Ek ∝ k−2 in the inertial range, we do produce a study of the
effects on the triad-phase dynamics of changing the exponent of a prescribed energy
spectrum Ek ∝ k−α in the inertial range for the phase-only model. The results are
striking: synchronisation events and triad phase alignment are drastically diminished
as soon as α < 2, with triad phases becoming totally disordered at α = 1.5. This
loss of synchronisation wipes out the fat tails in the velocity increments PDFs, so
classical intermittency statistics are lost. These results provide a possible explanation
of recent findings in fractal decimated Burgers equation (Buzzicotti et al. 2016b,a). To
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complement these results, we provide direct numerical evidence that the fully aligned
state (R = 1, Φ = pi2 ) is a nonlinearly stable fixed point in the unforced phase-only model
at resolution N = 1024, in the case α = 2, and that it becomes unstable as α is lowered
below some transition value αc ≈ 1.571, displaying the classical behaviour observed in
second-order phase transitions. Looking forward, the next steps of this research will be
to carry out similar analyses for 2D and 3D Navier-Stokes turbulence, to be published
in a subsequent work.
As a final note motivated by the referees’ comments, we discuss briefly the relation
between our triad-phase synchronisation events and the evolution of complex singularities
of the solution to Burgers equation. As we have shown in this paper, the synchronisation
events of triad phases in Fourier space correspond to collision of shocks in physical space.
Neglecting for the moment the fact that we have stochastic forcing, consider the solution
to the unforced small-viscosity Burgers equation defined on a periodic domain. In this
solution, a single shock can be interpreted as a “row of singularities”, which is an infinite
set of isolated simple poles of the (now complex) function u(z, t) in the complexified
spatial variable z = x + iy, where x is the usual spatial coordinate. This set is located
along a line that is parallel to the imaginary axis: all poles have their real coordinate equal
to xs, the physical position of the shock, which may be a function of time. The imaginary
coordinates of the poles are also functions of time. The positions of the poles satisfy a
Calogero-type system of complex nonlinear ordinary differential equations (Choodnovsky
& Choodnovsky 1977; Calogero 1978; Bessis & Fournier 1984, 1990; Senouf et al. 1996;
Senouf 1997). When viscosity is small, the pole that is closest to the real line remains at
a distance to it that is proportional to the viscosity.
Thus, one may study the solution to the Burgers equations entirely from the point of
view of the time evolution of the poles (as a finite truncation of the infinite-dimensional
system of ordinary differential equations), or one may alternatively track the poles in
post-processing using the numerical solutions obtained from direct numerical simulation
of the partial differential equation (Morf et al. 1981; Sulem et al. 1983; Weideman 2003;
Cichowlas & Brachet 2005; Caflisch et al. 2015).
Regardless of the method used, the collision of two shocks can be interpreted as the
result of the dynamical interaction between the complex poles located in two rows (one
row corresponding to each shock). While such an event may be difficult to study from
the dynamical systems’ point of view in the complex plane z = x+ iy, it is still possible
to analyse it numerically (Kida 1986). The cited reference uses post-processing to look
at the evolution of the poles that are closest to the real axis, for the solution with
initial condition u0(x) = 12 (sin(x)− sin(2x)). The process after the shocks form is quite
interesting: the poles, while keeping a distance to the real axis, get closer and closer to
each other as the physical shocks collide, which is the time when the poles merge. As the
poles tend to merge, their distance to the real axis quickly halves: this is explained from
the physical point of view of merging of two shocks of the same height (as is the case in
this example), in that the shock height doubles after collision. The distance between the
poles, in contrast, seems to decrease linearly with time until it reaches zero. In particular,
as the shocks approach, the energy spectrum is filled with oscillations (as a function of
wavenumber k) and a shortest period (in k space) can be identified, that is proportional
to the inverse of the distance between the shocks. So, as the shocks collide, the period
of these oscillations tends to infinity, which means these oscillations disappear at the
collision time. Of course, we observe this behaviour in our study in Section 2, and also
to some extent in Section 3, although the presence of extra shocks away from the two
colliding shocks implies that some oscillations still persist in the energy spectrum after
the merging. What about the behaviour of the triad phases during these processes? In
Fourier Triad phase dynamics in 1D Burgers 19
the case of two shocks on a collision course, with no other shocks present, one can show
that right after the two shocks have completely formed, the triad phases ϕk3k1k2 develop
a characteristic hexagonal regular pattern spread across the (k1, k3) wavenumber space,
with basically a bi-modal distribution where about 3/4 of the triad phases take values pi/2,
while 1/4 of the triad phases take values −pi/2, so that the order parameter R is about
1/2 (see for example the configuration near t = 13.4 shown in figure 2 of this paper, or the
configuration at t = 16.282 of a new simulation shown in the video described in figure
3 of the Ancillary Material: www.youtube.com/watch?v=x0SokgDxmcU). The pattern’s
typical size is proportional to the period of the spectrum’s oscillations, i.e. it is inversely
proportional to the distance between the complex poles. Thus, as the shocks get closer, the
pattern maintains its regularity but is re-scaled further towards larger wavenumbers until
the last patch of the pattern remains, which corresponds to the uni-modal distribution
with all triad phases equal to pi/2. This pattern’s behaviour is obtained approximately
if one assumes that the scalar field u(z, t) is proportional to the sum of the two simple
poles (along with their complex conjugates) located at the moving, “colliding” positions.
The latter is a rough approximation to the exact solution given by the infinite sum over
the simple poles along the two rows. Thus, the connection between pole-merging and
triad-phase alignment is quite evident, at least descriptively, i.e. without regard to the
dynamics.
Back to the more general setting of arbitrary initial conditions and general stochastic
forcing, the behaviour of the system is not exactly as described above, for many reasons.
First, the colliding poles are not always at the same distance to the real axis (i.e. the
shock heights of the respective shocks are not equal), so the hexagonal pattern developed
by the triad phases has a more complicated probability density function, rather than
a simple bi-modal pattern. Second, the stochasting forcing may suddenly generate new
rows of complex poles (i.e. new shocks in physical space). As is well known (see e.g. Bessis
& Fournier (1984)), when a new row of poles appears it does so from complex infinity
instantaneously: more specifically, the distance from the leading pole to the real axis goes
like 1/(t− t0) where t0 is the time at which the new row of poles appears. Thus, collision
events are constantly being facilitated and modified by the stochastic forcing. Moreover,
the presence of the stochastic forcing implies that the solution to the 1D Burgers equation
is not given anymore by an infinite sum over simple poles; one would expect it to become
a more general meromorphic function, still with an infinite set of simple poles so the idea
of pole merging would still apply, but the detailed pole dynamics would be modified.
Third and final, in the phase-only model that we propose the energy spectrum is kept
fixed and equal to the time average of an actual 1D Burgers energy spectrum over a long
simulation time. Thus, no information about the poles’ relative distances is contained in
the energy spectrum. However, the triad phases contain information about the position of
the poles because shocks are formed when the triad phases align. Notice that shocks can
form even in the unforced case because the fully-aligned state is nonlinearly stable, as we
demonstrated. Thus, the phase-only dynamics with or without stochastic forcing gives rise
to new poles (or new arrangements into rows of poles) during the time evolution of the
scalar field u(z, t). In the stochastically forced case these poles seem to have a complicated
dynamics unless the fully aligned state R = 1 is attained (such a state is quite persistent
but intermittent in the long run as can be seen in the video described in figure 4 of the
Ancillary Material: www.youtube.com/watch?v=OOY5Chd6SrE). In subsequent work we
will study the relationship between the dynamics of complex poles and the triad-phase
alignment dynamics, in both full-PDE and phase-only models of 1D Burgers and other
systems.
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