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FRACTIONAL HIGH ORDER THIN FILM EQUATION:
GRADIENT FLOW APPROACH
S. LISINI
Abstract. We prove existence of weak solutions of a fractional thin film type
equation in any space dimension and for any order of the equation. The proof
is based on a gradient flow technique in the space of Borel probability measures
endowed with the Wasserstein distance.
1. Introduction
In this paper we prove existence of non-negative solutions of the following evolution
problem:
(1.1)
{
∂tu− div(u∇(Lsu)) = 0 in (0,+∞)× R
d,
u(0, ·) = u0 in R
d,
where the operator Ls is the s-fractional Laplacian on R
d and s ∈ (0,+∞). The
order of the equation in (1.1) is 2+2s. We assume that the initial datum u0 ∈ L
1(Rd)
satisfies u0 ≥ 0 and
∫
Rd
|x|2u0(x) dx < +∞.
The linear operator Ls, also denoted by (−∆)
s, can be defined using the Fourier
transform by
(1.2) L̂su(ξ) := |ξ|
2suˆ(ξ).
For the Fourier transform we use the following convention vˆ(ξ) :=
∫
Rd
e−ix·ξ v(x) dx
for v ∈ L1(Rd). Recalling the link between the Fourier transform and the differenti-
ation, it is immediate to check that for s = 1, L1 = −∆ is the classical Laplacian,
and for s = 2, L2 = (−∆)
2 is the classical bi-Laplacian. Also in the case s ∈ N, we
still use the terminology “fractional Laplacian” for the operator Ls.
The equation in (1.1) is a fractional version of a Thin Film type Equation. The
case s ∈ (0, 1) was recently studied in [21] for existence of weak solutions and their
asymptotic behavior. The case s = 1 in dimension d = 1 has been treated in [20] and
[12], where the gradient flow formulation has been highlighted. Still in the case s = 1
the gradient flow formulation has been exploited in [18] to prove existence in any
dimension. For higher order of the equation, precisely for s > 1, general existence
theorems (at the knowledge of the author) are not available in the literature except in
particular cases: in dimension d = 1 and s ∈ N the first existence result was proved
Date: July 2, 2020.
2010 Mathematics Subject Classification. 35A01, 35R11, 35G25, 35K46, 49K20, 35B09.
Key words and phrases. Fractional operator, thin film equation, Minimizing movements scheme,
Gradient flow, Wasserstein distance.
1
2 S. LISINI
in [5] (see also [7] and [10] for the case d = 1 and s = 4). Another interesting results
in one dimension is contained in [11].
The aim of this paper is to prove an existence result for problem (1.1), for all order
s ∈ (0,+∞), using the gradient flow interpretation in the space of Probability mea-
sures endowed with the Wasserstein distance. The problem of the proof of existence
of weak solutions of (1.1) using a gradient flow technique has been raised in Section
7 of [21].
We notice that this technique automatically gives the conservation of the mass and
the non-negativity of the solutions. From now on we assume that the initial mass∫
Rd
u0(x) dx = 1.
In the rest of the introduction we describe the technique and we illustrate the main
result of the paper.
The gradient flow setting and the main result. We denote by P2(R
d) the
space of Borel probability measures on Rd with finite second moment. The space
P2(R
d), endowed with the 2-Wasserstein distance W , is a complete and separable
metric space (see Subsection 2.1 for the definition of W and its properties). For
u ∈ P2(R
d) we define the energy functional
Fs(u) :=
1
2
‖u‖2
H˙s(Rd)
where ‖u‖H˙s(Rd) is the seminorm of the homogeneous Sobolev space H˙
s(Rd) (see
Subsection 2.2) defined as follows
‖u‖2
H˙s(Rd)
:=
1
(2pi)d
∫
Rd
|ξ|2s|uˆ(ξ)|2 dξ.
We prove that a solution of the Cauchy problem (1.1) can be obtained using the so-
called minimizing movement approximation scheme (in the terminology introduced
by De Giorgi [8]), applied to the functional Fs in the metric space (P2(R
d),W ).
A general theory of minimizing movements in metric spaces and its applications to
the space (P2(R
d),W ) is contained in the book of Ambrosio-Gigli-Savare´ [1]. The
gradient flow approach in (P2(R
d),W ) with this approximation scheme was first
highlighted by Jordan-Kinderlehrer-Otto in the seminal paper [14] for the Fokker-
Planck equation. The first study of a fourth order equation using this technique
was carried out by Gianazza-Savare´-Toscani [13]. The gradient flow approach to a
problem involving fractional laplacian operators is given in [15].
Let us illustrate the strategy in our case: given u0 ∈ H˙
s(Rd)∩P2(R
d) we introduce
the following time discretization scheme: we consider a time step τ > 0, we set
u0τ := u0 and we recursively define
(1.3) ukτ ∈ Argminu∈P2(Rd)
{
Fs(u) +
1
2τ
W 2(u, uk−1τ )
}
, for k = 1, 2, . . . .
The existence and uniqueness of solution for the minimization problem in (1.3) will
be established in Subsection 3.2. If {ukτ}k∈N ⊂ P2(R
d) is a sequence defined by (1.3),
we introduce the piecewise constant interpolation
(1.4) uτ (t) := u
k
τ , if t ∈ ((k − 1)τ, kτ ], k = 1, 2, . . . , uτ(0) := u
0
τ = u0,
3We refer to uτ as discrete solution. The family of piecewise constant curves {uτ :
τ > 0} admits a limit curve, in a suitable sense, as τ → 0 and a limit curve is a weak
solution of the equation in (1.1).
We state the results in the following Theorem 1.1.
Before state the Theorem we point out that the space AC2([0,+∞); (P2(R
d),W ))
is defined in Section 3.2. Moreover, we denote by [a] := max{n ∈ Z : n ≤ a}, the
integer part of the real number a.
Theorem 1.1. Let d ≥ 1, s > 0 and u0 ∈ H˙
s(Rd) ∩ P2(R
d). Then the following
assertions hold:
i) Existence and uniqueness of discrete solutions. For any τ > 0, there
exists a unique sequence {ukτ : k = 0, 1, 2, . . .} satisfying (1.3). In particular
the discrete solution uτ : [0,+∞)→ P2(R
d) in (1.4) is uniquely defined.
ii) Convergence and regularity. For any vanishing sequence τn there exists a
(non relabeled) subsequence τn and a curve u ∈ AC
2([0,+∞); (P2(R
d),W ))
such that:
(1) ∀ r ∈ [0, s), u ∈ C([0,+∞);Hr(Rd)) and
uτn(t)→ u(t) strongly in H
r(Rd) as n→∞, ∀ t ∈ [0,+∞),
(2) u ∈ C([0,+∞);Hsw(R
d)), where Hsw(R
d) denotes the space Hs(Rd) en-
dowed with the weak topology, and
uτn(t)→ u(t) weakly in H
s(Rd) as n→∞, ∀ t ∈ [0,+∞),
(3) u ∈ L2((0, T );H1+s(Rd)) for every T > 0, and
uτn → u strongly in L
2((0, T );H1+r(Rd)) as n→∞, ∀ r ∈ [0, s),
uτn → u weakly in L
2((0, T );H1+s(Rd)) as n→∞.
iii) Solution of the equation. u satisfies the equation in (1.1) in the following
weak form:
(1.5)∫ +∞
0
∫
Rd
u ∂tϕ dx dt +
∫ +∞
0
N(u(t, ·),∇ϕ(t, ·)) dt = 0, ∀ϕ ∈ C∞c ((0,+∞)× R
d),
where N : H1+s(Rd)× C∞c (R
d;Rd)→ R is defined by
(1.6)
N(v, η) :=

∫
Rd
((Ls−mv)Lm(div(η v)) dx, if s ∈ [2m, 2m+ 1],∫
Rd
∇((Ls−m−1v) · ∇(Lm(div(η v))) dx, if s ∈ (2m+ 1, 2m+ 2),
and m := [s/2] is the integer part of s/2.
We provide some comments about the statement of the Theorem.
The existence of the discrete solutions and a limit curve follows by a standard
argument in the general theory of minimizing movements. This fact is illustrated in
Section 3.
The minimizers in (1.3), and consequently uτ (t) for t ≥ 0, belong to H
s(Rd) by
construction. This regularity and a bound on the Hs norms allow to obtain the
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convergence in points ii)(1)(2). The regularity Hs of u(t) is not sufficient to give a
good notion of weak solution of the equation in (1.1). If the limit curve u belong
to L2((0, T );H1+s(Rd)) we can give a good notion of weak solution of the equation
in (1.1), precisely (1.5). Indeed the nonlinear operator N in (1.6) is well defined.
In order to show that minimizers has the further regularity Hs+1, we use variations
along the Heat flow using the flow interchange technique stated in [18]. This further
regularity allows to make variations along the flow generated by a smooth vector
field, that yield a discrete weak formulation of the equation. A suitable bound in
the space L2((0, T );H1+s(Rd)) allows to obtain the convergence in point ii)(3) and
to pass to the limit in the weak discrete formulation of the equation.
Finally we observe that the initial datum u0 of the problem (1.1) is attained in the
sense of the continuity at the points ii)(1)(2).
We conclude the introduction pointing out that for Thin film models it is interesting
also a system of the type
(1.7)
{
∂tu− div(m(u)∇(Lsu)) = 0 in (0,+∞)× R
d,
u(0, ·) = u0 in R
d,
where m : [0,+∞) → [0,+∞) is the so-called mobility function. In the case of
concave non linear mobilities m the system (1.7) is formally a gradient flow in the
space of Borel probability measures endowed with a mobility dependent distance
introduced in [9] (see also [16]). This technique was used in [17] for the Cahn-Hilliard
equation.
2. Notation and preliminary results
2.1. Probability measures and Wasserstein distance. For a detailed treatment
of this topic see [1] and [22]. We denote by P(Rd) the set of Borel probability mea-
sures on Rd. The narrow convergence in P(Rd) is defined in duality with continuous
and bounded functions on Rd. Precisely, a sequence {un}n∈N ⊂ P(R
d) narrowly
converges to u ∈ P(Rd) if
∫
Rd
φ dun →
∫
Rd
φ du as n → +∞ for every φ ∈ Cb(R
d),
where Cb(R
d) is the set of continuous and bounded real functions on Rd.
Given u ∈ P(Rk) and G : Rk → Rn a Borel measurable map, we define the
push forward (or image measure) of u through G, denoted by G#u ∈ P(R
n), by
G#u(B) := u(G
−1(B)) for all Borel set B ⊂ Rn, or equivalently,∫
Rn
f(y) dG#u(y) =
∫
Rk
f(G(x)) du(x),
for every Borel positive function f : Rk → R.
Since in this paper we use only measures u ∈ P(Rd) absolutely continuous with
respect to the Lebesgue measure, we identify the measure u with its density, and
with abuse of notation we write du(x) = u(x)dx.
We also recall that, when u ∈ P(Rd) is absolutely continuous with respect to the
Lebesgue measure and G : Rd → Rd is a diffeomorphism, then v := G#u is absolutely
continuous with respect to the Lebesgue measure and
(2.1) v(x) = u(G−1(x)) det(∇G−1(x)).
5We define P2(R
d) := {u ∈ P(Rd) :
∫
Rd
|x|2 du(x) < +∞} the set of Borel proba-
bility measures with finite second moment. The Wasserstein distance W in P2(R
d)
is defined as
(2.2)
W (u, v) := min
γ∈P(Rd×Rd)
{(∫
Rd×Rd
|x− y|2 dγ(x, y)
)1/2
: (pi1)#γ = u, (pi2)#γ = v
}
where pii, i = 1, 2, denote the canonical projections on the first and second factor
respectively.
The function W : P2(R
d)×P2(R
d)→ [0,+∞) is a distance and the metric space
(P2(R
d),W ) is complete and separable. The distance W is sequentially lower semi
continuous with respect to the narrow convergence, i.e.,
(2.3) un → u, vn → v, narrowly =⇒ lim inf
n→+∞
W (un, vn) ≥W (u, v),
and
(2.4) bounded sets in (P2(R
d),W ) are narrowly sequentially relatively compact.
2.2. Fourier transform and fractional Sobolev spaces. We denote by S (Rd)
the Schwartz space of smooth functions with rapid decay at infinity and by S ′(Rd)
the dual space of tempered distributions. The Fourier transform of u ∈ S (Rd) is
defined by uˆ(ξ) :=
∫
Rd
e−ix·ξu(x) dx. The Fourier transform is an automorphism of
S (Rd) and can be defined on S ′(Rd) by transposition. Moreover the Plancherel
formula holds
(2.5)
∫
Rd
uˆ(ξ)wˆ(ξ) dξ = (2pi)d
∫
Rd
u(x)w(x) dx, ∀u, w ∈ L2(Rd).
We observe that if u is real valued, then
(2.6) uˆ(ξ) = uˆ(−ξ) ∀ ξ ∈ Rd.
Moreover we recall the link between the Fourier transform and the differentiation,
valid for tempered distributions,
(2.7) ∂̂xku(ξ) = iξkuˆ(ξ), u ∈ S
′(Rd).
Let r ∈ R. For every tempered distribution u ∈ S ′(Rd) such that uˆ ∈ L1loc(R
d),
we define
‖u‖2Hr(Rd) :=
1
(2pi)d
∫
Rd
(1 + |ξ|2)r|uˆ(ξ)|2 dξ
and
‖u‖2
H˙r(Rd)
:=
1
(2pi)d
∫
Rd
|ξ|2r|uˆ(ξ)|2 dξ.
By (2.5) and (2.7) it holds
‖u‖2H1(Rd) =
∫
Rd
(|u(x)|2 + |∇u(x)|2) dx, ‖u‖2
H˙1(Rd)
=
∫
Rd
|∇u(x)|2 dx.
The fractional Sobolev space Hr(Rd) is defined by
Hr(Rd) := {u ∈ S ′(Rd) : uˆ ∈ L1loc(R
d), ‖u‖Hr(Rd) < +∞},
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and the homogenous fractional Sobolev space H˙r(Rd) is defined by
H˙r(Rd) := {u ∈ S ′(Rd) : uˆ ∈ L1loc(R
d), ‖u‖H˙r(Rd) < +∞}.
Using Plancherel’s formula (2.5) and the definition of Ls in (1.2) it is immediate to
show that
(2.8) ‖u‖2
H˙r(Rd)
= ‖Lr/2u‖
2
L2(Rd), ∀ r > 0.
Moreover, it follows from the definition of Ls that
(2.9) u ∈ H˙r(Rd) =⇒ Lsu ∈ H˙
r−2s(Rd).
In this paper we use the following obvious relations:
‖u‖Hr1(Rd) ≤ ‖u‖Hr2(Rd), if r1 < r2,
‖u‖H˙r(Rd) ≤ ‖u‖Hr(Rd), if r > 0,
‖u‖H˙0(Rd) = ‖u‖H0(Rd) = ‖u‖L2(Rd),
and the interpolation inequalities
‖u‖Hr1(Rd) ≤ ‖u‖
1−θ
Hr0(Rd)
‖u‖θHr2(Rd) and ‖u‖H˙r1(Rd) ≤ ‖u‖
1−θ
H˙r0(Rd)
‖u‖θ
H˙r2(Rd)
,
if r0 < r1 < r2 and θ satisfies r1 = (1− θ)r0 + θr2,
(2.10)
(see for instance [3, Sections 1.3, 1.4]).
The following lemma and its Corollary will be useful in the sequel for proving
convergence results.
Lemma 2.1. Let s > 0 and {un}n∈N ⊂ H
s(Rd) a sequence such that supn∈N ‖un‖Hs(Rd) <
+∞ and
(2.11) sup
n∈N
sup
ξ∈BR(0)
|uˆn(ξ)| < +∞, ∀R > 0.
If u is a Borel signed measure such that uˆn(ξ)→ uˆ(ξ) for every ξ ∈ R
d, as n→ +∞,
then u ∈ Hs(Rd), ‖un − u‖Hr(Rd) → 0 as n → +∞, for any r ∈ [0, s) and un → u
weakly in Hs(Rd) as n→ +∞.
Moreover, if h ∈ [0, s/2), then ‖Lhun − Lhu‖Hr(Rd) → 0 for any r ∈ [0, s − 2h)
and Lhun → Lhu weakly in H
s−2h(Rd). Finally, Ls/2un → Ls/2u weakly in L
2(Rd).
Proof. We first prove that u ∈ Hs(Rd) and un → u weakly in H
s(Rd).
We define Un(ξ) := (1+ |ξ|
2)s/2uˆn(ξ). By assumption we have supn ‖Un‖L2(Rd) < +∞
and Un(ξ) → (1 + |ξ|
2)s/2uˆ(ξ) for every ξ ∈ Rd as n → +∞. By the L2 weak
compactness there exists a subsequence of {Un} weakly convergent in L
2(Rd) to
some U ∈ L2(Rd). By uniqueness of the weak limit we have that U(ξ) = (1 +
|ξ|2)s/2uˆ(ξ). By the lower semicontinuity of the L2 norm we obtain that ‖u‖Hs(Rd) ≤
lim infn→∞ ‖un‖Hs(Rd). Since the weak topology is metrizable in bounded sets and
the limit is independent of the subsequence, all the sequence un converges weakly in
Hs(Rd).
7Let us fix r ∈ [0, s) and we prove that un strongly converges to u in H
r(Rd).
For any R > 0 we write
‖un − u‖
2
Hr(Rd) =
∫
Rd
(1 + |ξ|2)r|uˆn(ξ)− uˆ(ξ)|
2 dξ
=
∫
{|ξ|≤R}
(1 + |ξ|2)r|uˆn(ξ)− uˆ(ξ)|
2 dξ
+
∫
{|ξ|>R}
(1 + |ξ|2)r|uˆn(ξ)− uˆ(ξ)|
2 dξ.
(2.12)
Let C be a constant such that ‖un‖
2
Hs(Rd)
≤ C. Since, as observed in the first part
of the proof, also ‖u‖2
Hs(Rd)
≤ C, we have
∫
{|ξ|>R}
(1 + |ξ|2)r|uˆn(ξ)− uˆ(ξ)|
2 dξ =
∫
{|ξ|>R}
(1 + |ξ|2)s(1 + |ξ|2)(r−s)|uˆn(ξ)− uˆ(ξ)|
2 dξ
≤ (1 +R2)(r−s)
∫
{|ξ|>R}
(1 + |ξ|2)s|uˆn(ξ)− uˆ(ξ)|
2 dξ
≤ (1 +R2)(r−s)‖un − u‖
2
Hs(Rd) ≤ 4C(1 +R
2)(r−s).
(2.13)
On the other hand, since (1 + |ξ|2)r|uˆn(ξ)− uˆ(ξ)|
2 → 0 for any ξ ∈ Rd and by (2.11)
(1 + |ξ|2)r|uˆn(ξ) − uˆ(ξ)|
2 ≤ (1 + R2)rC2R, where CR := supn∈N supξ∈BR(0) |uˆn(ξ)|, by
dominated convergence Theorem we have
(2.14) lim
n→+∞
∫
{|ξ|≤R}
(1 + |ξ|2)r|uˆn(ξ)− uˆ(ξ)|
2 dξ = 0.
Fixing ε > 0, by (2.13) there exists R such that
∫
{|ξ|>R}
(1+|ξ|2)r|uˆn(ξ)−uˆ(ξ)|
2 dξ < ε
for any n ∈ N. Then, by (2.12), (2.13) and (2.14) we obtain that lim supn→+∞ ‖un−
u‖2Hr(Rd) ≤ ε. For the arbitrariness of ε we conclude.
The last assertions are consequence of the proved convergences and the following
relation
‖Lhun‖H˙r(Rd) = ‖un‖H˙r+2h(Rd) ≤ ‖un‖Hr+2h(Rd).

Corollary 2.2. Let s > 0 and {un}n∈N ⊂ H˙
s(Rd) ∩ P(Rd) a sequence such that
supn∈N ‖un‖H˙s(Rd) < +∞. If u ∈ P(R
d) and un narrowly converges to u, then
un, u ∈ H
s(Rd), and all the conclusions of Lemma 2.1 hold.
Proof. We prove that the assumptions of Lemma 2.1 hold. Since un is a density of a
probability measure, then |uˆn(ξ)| ≤ 1 for any ξ ∈ R
d. Then (2.11) holds. In order to
prove that supn∈N ‖un‖Hs(Rd) < +∞, by definition of the H
s(Rd) norm, it is sufficient
to prove that supn∈N ‖un‖L2(Rd) < +∞. Denoting by B1 the unitary ball in R
d, we
have∫
Rd
|uˆn(ξ)|
2 dξ =
∫
B1
|uˆn(ξ)|
2 dξ +
∫
Rd\B1
|uˆn(ξ)|
2 dξ ≤ |B1|+
∫
Rd
|ξ|2s|uˆn(ξ)|
2 dξ,
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and by Plancherel formula we obtain
(2.15) (2pi)d‖un‖
2
L2(Rd) ≤ |B1|+ ‖un‖
2
H˙s(Rd)
.
Moreover the narrow convergence of un to u implies the pointwise convergence
uˆn(ξ)→ uˆ(ξ) for any ξ ∈ R
d. 
3. Energy functional and first convergence result
3.1. Energy functional. After noticing that a Borel probability measure u is a tem-
pered distribution with uˆ in L1loc(R
d), we define the energy functional Fs : P2(R
d)→
[0,+∞] by
Fs(u) :=
1
2
‖u‖2
H˙s(Rd)
.
We denote by D(Fs) = {u ∈ P2(R
d) : Fs(u) < +∞}. Using Corollary 2.2, it is
immediate to prove the following Proposition.
Proposition 3.1. The following assertions hold:
• D(Fs) = H
s(Rd) ∩P2(R
d).
• Fs is sequentially lower semicontinuous w.r.t. the narrow convergence.
3.2. Wasserstein gradient flow, minimizing movements. We consider, for k =
1, 2, . . ., the problem
(3.1) min
u∈P2(Rd)
Fs(u) +
1
2τ
W 2(u, uk−1τ ).
Proposition 3.2. For every τ > 0 and every u0 ∈ D(Fs) there exists a unique
sequence {ukτ : k = 0, 1, 2, . . .} ⊂ D(Fs) satisfying u
0
τ = u0 and such that u
k
τ is a
solution to problem (3.1) for k = 1, 2, . . ..
Proof. Let τ > 0 and k ∈ N. By Proposition 3.1 and the properties of the Wasserstein
distance (2.3) (2.4), the functional u 7→ Fs(u)+
1
2τ
W 2(u, uk−1τ ) is nonnegative, lower
semicontinuous with respect to the narrow convergence and with narrowly compact
sublevels. The existence of minimizers follows by standard direct methods in calculus
of variations. The uniqueness of minimizers follows from the strict convexity of the
functional u 7→ Fs(u) +
1
2τ
W 2(u, uk−1τ ) with respect to linear convex combinations
in P2(R
d). 
By Proposition 3.2, the piecewise constant curve
(3.2) uτ (t) := u
k
τ , if t ∈ ((k − 1)τ, kτ ], k = 1, 2, . . . , uτ(0) := u
0
τ = u0,
is uniquely defined.
We say that a curve u : [0,+∞) → P2(R
d) is absolutely continuous with finite
energy, and we use the notation u ∈ AC2([0,+∞); (P2(R
d),W )), if there exists
m ∈ L2([0,+∞)) such that W (u(t1), u(t2)) ≤
∫ t2
t1
m(r) dr for any t1, t2 ∈ [0,+∞),
t1 < t2.
Theorem 3.3 (First convergence result). Let u0 ∈ D(Fs) and uτ the piecewise
constant curve defined in (3.2). For every vanishing sequence τn there exists a sub-
sequence (not relabeled) τn and a curve u ∈ AC
2([0,+∞); (P2(R
d),W )) such that
(3.3) uτn(t)→ u(t) narrowly as n→∞, for any t ∈ [0,+∞).
9Proof. The first estimate given by the scheme (3.1), is the following
(3.4) Fs(u
N
τ ) +
1
2
N∑
k=1
τ
W 2(ukτ , u
k−1
τ )
τ 2
≤ Fs(u
0
τ ) = Fs(u0), ∀N ∈ N.
We show that for any T > 0 the set AT := {u
N
τ : τ > 0, N ∈ N, Nτ ≤ T} is
bounded in (P2(R
d),W ) and by (2.4) sequentially narrowly compact.
Indeed, recalling that
∫
Rd
|x|2 du(x) = W 2(u, δ0) for any u ∈ P2(R
d), using the
triangle inequality for W and Jensen’s discrete inequality we have
(3.5)
∫
Rd
|x|2uNτ (x) dx = W
2(uNτ , δ0) ≤
( N∑
k=1
W (ukτ , u
k−1
τ ) +W (u
0
τ , δ0)
)2
≤ 2
( N∑
k=1
τ
W (ukτ , u
k−1
τ )
τ
)2
+ 2W 2(u0τ , δ0)
≤ 2Nτ
N∑
k=1
τ
W 2(ukτ , u
k−1
τ )
τ 2
+ 2W 2(u0τ , δ0).
Since Fs ≥ 0, from (3.4) and (3.5) it follows that
(3.6)
∫
Rd
|x|2uNτ (x) dx ≤ 2TFs(u0) + 2
∫
Rd
|x|2u0(x) dx, ∀N ∈ N : Nτ ≤ T
and the boundedness of AT follows.
We define the piecewise constant function mτ : [0,+∞)→ [0,+∞) as
mτ (t) :=
W (uτ(t), uτ (t− τ))
τ
with the convention that uτ (t− τ) = uτ(0) if t− τ < 0. Since Fs ≥ 0, from (3.4) it
follows that
1
2
∫ +∞
0
m2τ (t) dt ≤ Fs(u0).
It follows that there exists m ∈ L2(0,+∞) such that mτ weakly converges to m in
L2(0,+∞). Moreover for any t1, t2 ∈ [0,+∞), t1 < t2, setting k1(τ) = [t1/τ ] and
k2(τ) = [t2/τ ], by triangle inequality it holds
W (uτ(t1), uτ(t2)) ≤
k2(τ)−1∑
k=k1(τ)
W (ukτ , u
k−1
τ ) ≤
∫ k2(τ)τ
k1(τ)τ
mτ (t) dt.
By the L2 weak convergence of mτ the following equicontinuity estimate holds
(3.7) lim sup
τ→0
W (uτ (t1), uτ (t2)) ≤ lim
τ→0
∫ k2(τ)τ
k1(τ)τ
mτ (t) dt =
∫ t2
t1
m(t) dt.
Applying Proposition 3.3.1 of [1] we obtain the convergence (3.3). Passing to the
limit in (3.7) we obtain
W (u(t1), u(t2)) ≤
∫ t2
t1
m(t) dt, ∀ t1, t2 ∈ [0,+∞), t1 < t2,
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and then u ∈ AC2([0,+∞); (P2(R
d),W )). 
4. Estimates on discrete solutions, convergence and weak solution
In this Section we briefly review the “flow interchange estimate” introduced by
Matthes-McCann-Savare´ in [18]. Using this estimate with the entropy functional, we
obtain a suitable regularity estimate for the family of discrete solutions uτ . Moreover,
using this estimate with a family of suitable potential energy functionals, we obtain
that uτ satisfies an approximate weak formulation of the equation in (1.1).
4.1. Flow interchange technique. We say that a lower semi continuous functional
V : P2(R
d) → (−∞,+∞], with proper domain D(V ) = {u ∈ P2(R
d) : V (u) <
+∞} 6= ∅, generates a λ-flow, for λ ∈ R, if there exists a continuous semigroup St :
D(V )→ D(V ) such that the following family of Evolution Variational Inequalities
(4.1) lim sup
t→0+
W 2(St(u), v)−W
2(u, v)
2t
+
λ
2
W 2(u, v) ≤ V (v)− V (u), ∀u ∈ D(V ),
hold. We recall that a continuous semigroup is a family of maps St : D(V )→ D(V ),
t ≥ 0, such that
St(Sr(u)) = St+r(u), ∀ t, r ≥ 0, lim
t→0+
W (St(u), u) = 0, ∀u ∈ D(V ).
If u ∈ D(Fs) we define the dissipation of Fs along the flow St of V by
(4.2) DV Fs(u) := lim sup
t→0+
Fs(u)−Fs(St(u))
t
.
Proposition 4.1 (Flow interchange). Let {ukτ : k = 0, 1, 2, . . .} be the sequence
given by Proposition 3.2, λ ∈ R and V a functional generating a λ-flow. If ukτ ∈
D(V ) then
(4.3) DV Fs(u
k
τ ) +
λ
2τ
W 2(ukτ , u
k−1
τ ) ≤
V (uk−1τ )− V (u
k
τ )
τ
, k = 1, 2, . . . .
Proof. For t > 0 and k ≥ 1, by definition of minimizer there holds
Fs(u
k
τ ) +
1
2τ
W 2(ukτ , u
k−1
τ ) ≤ Fs(St(u
k
τ)) +
1
2τ
W 2(St(u
k
τ ), u
k−1
τ ),
that is,
τ
Fs(u
k
τ )−Fs(St(u
k
τ ))
t
≤
W 2(St(u
k
τ ), u
k−1
τ )−W
2(ukτ , u
k−1
τ )
2t
.
By using (4.1) and the definition (4.2) we obtain (4.3). 
The next two propositions summarize well known results (see [1] Theorems 11.2.5
and 11.2.3).
Proposition 4.2. The entropy functional H : P2(R
d)→ (−∞,+∞] defined by
H (u) :=

∫
Rd
u log u dx if u is absolutely continuous w.r.t. Lebesgue measure,
+∞ otherwise,
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generates a 0-flow. The semigroup associated ut := St(u¯) is the unique solution of
the Cauchy problem for the heat equation{
∂tut = ∆ut, in (0,+∞)× R
d
u0 = u¯ in R
d.
Proposition 4.3. Let ϕ ∈ C∞c (R
d) and λ ≥ ‖D2ϕ‖∞. The functional V : P2(R
d)→
R defined by
V (u) :=
∫
Rd
ϕ(x) du(x)
generates a (−λ)-flow St and St(u) = (Xt)#u, where x 7→ Xt(x), x ∈ R
d, is the map
defined by the system
(4.4)
{
d
dt
Xt(x) = −∇ϕ(Xt(x)), t ∈ R
X0(x) = x.
We observe that under the assumptions of Proposition 4.3, Xt is defined also for
t < 0.
4.2. Improved regularity and dissipation along the Heat flow. The following
result makes use of flow interchange with the choice V = H , the entropy functional.
Lemma 4.4. Let u0 ∈ D(Fs) and {u
k
τ : k = 0, 1, 2, . . .} the sequence given by
Proposition 3.2. Then ukτ ∈ H
1+s(Rd) for any k ≥ 1 and
(4.5) ‖ukτ‖
2
H˙1+s(Rd)
≤
H (uk−1τ )−H (u
k
τ )
τ
, k = 1, 2, . . . .
Proof. Since ukτ ∈ D(Fs) ⊂ L
2(Rd) and (u log u)+ ≤ u
2, then ukτ ∈ D(H ) for any
k ≥ 0.
Let us fix k ≥ 1. For t ≥ 0, we denote by St the 0-flow generated by the entropy
H , and we define wt := St(u
k
τ ). By Proposition 4.2, St coincides with the heat
semigroup on Rd. By uniqueness of the solution of the Cauchy problem for the heat
equation, we have the representation
(4.6) wt = Γt ∗ u
k
τ , Γt(x) :=
1
(2pit)d/2
e−|x|
2/(4t),
where ∗ denotes the convolution with respect to the space variable x. For the relation
with convolution and Fourier transform, by (4.6) we have
(4.7) wˆt(ξ) = Γˆt(ξ)uˆ
k
τ(ξ).
We also recall that the Fourier transform of Γt has the expression
(4.8) Γˆt(ξ) = e
−t|ξ|2 .
The Cauchy problem for the heat equation in the Fourier setting can be written as
a family depending on ξ ∈ Rd of Cauchy problems
(4.9)
{
∂twˆt(ξ) = −|ξ|
2wˆt(ξ) t ∈ (0,+∞),
limt→0 wˆt(ξ) = uˆ
k
τ (ξ).
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It is easy to prove that wt ∈ H˙
1+s(Rd) for any t > 0. Indeed, by (4.7) we have
‖wt‖
2
H˙1+s(Rd)
= (2pi)−d
∫
Rd
|ξ|2(1+s)|wˆt(ξ)|
2 dξ = (2pi)−d
∫
Rd
|ξ|2(1+s)|Γˆt(ξ)|
2|uˆkτ(ξ)|
2 dξ
≤ Ct‖u
k
τ‖
2
H˙s(Rd)
= 2CtFs(u
k
τ ) < +∞,
where, using (4.8),
(4.10) Ct := max
ξ∈Rd
|ξ|2|Γˆt(ξ)|
2 = e−2t−2.
We define the function g : [0,+∞) → R by g(t) := Fs(wt). We prove that g is
differentiable in (0,+∞), continuous at t = 0, and
(4.11) g′(t) = −‖wt‖
2
H˙1+s(Rd)
∀ t ∈ (0,+∞).
Indeed, taking into account that |wˆt(ξ)|
2 = wˆt(ξ)wˆt(ξ) = wˆt(ξ)wˆt(−ξ), by (4.9) we
have that
∂t|wˆt(ξ)|
2 = −2|ξ|2|wˆt(ξ)|
2 ∀ (t, ξ) ∈ (0,+∞)× Rd.
Since for any ξ ∈ Rd the function t 7→ |wˆt(ξ)|
2 belongs to C1(0,+∞) and∣∣∣∂t|ξ|2s|wˆt(ξ)|2∣∣∣ = 2|ξ|2s+2|wˆt(ξ)|2 ≤ 2Ct|ξ|2s|uˆkτ(ξ)|2,
we can differentiate under the integral sign obtaining that
g′(t) =
1
2(2pi)d
d
dt
∫
Rd
|ξ|2s|wˆt(ξ)|
2 dξ
= −
1
(2pi)d
∫
Rd
|ξ|2s|ξ|2|wˆt(ξ)|
2 dξ = −‖wt‖
2
H˙1+s(Rd)
and (4.11) is proved. Since 0 < Γˆt(ξ) ≤ 1 we have |wˆt(ξ)|
2 = |Γˆt(ξ)uˆ
k
τ(ξ)|
2 ≤ |uˆkτ(ξ)|
2
and then Fs(wt) ≤ Fs(u
k
τ ), i.e., g(t) ≤ g(0) for any t ∈ (0,+∞). Since Fs is lower
semi continuous with respect to the narrow convergence (Proposition 3.1), we have
that lim inft→0+ g(t) ≥ g(0) and the continuity of g at t = 0 is proved.
Applying Lagrange’s mean value Theorem to g in the interval [0, t], for any t > 0
there exists θ(t) ∈ (0, t) such that, recalling the definition of g and (4.11),
Fs(u
k
τ)−Fs(St(u
k
τ ))
t
= ‖Sθ(t)(u
k
τ )‖
2
H˙1+s(Rd)
.
From this equality and the definition (4.2), by the lower semicontinuity of the H˙1+s(Rd)
semi-norm with respect to the narrow convergence it follows that
‖ukτ‖
2
H˙1+s(Rd)
≤ DH Fs(u
k
τ).
Finally, by Propositions 4.1 and 4.2, we obtain the estimate (4.5) and ukτ ∈ H
1+s(Rd).

Integrating the estimate (4.5) with respect to time, we obtain the following space-
time bound on the discrete solution uτ .
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Corollary 4.5. Let u0 ∈ D(Fs), τ > 0, {u
k
τ : k = 0, 1, 2, . . .} the sequence given
by Proposition 3.2 and uτ the corresponding discrete piecewise constant approximate
solution defined in (3.2). Then uτ (t) ∈ H
1+s(Rd) for every t > 0 and there exists
C > 0 depending only on the dimension d such that
(4.12)
∫ T
0
‖uτ(t)‖
2
H˙1+s(Rd)
dt ≤ H (u0) + C
(
1 + TFs(u0) +
∫
Rd
|x|2u0(x) dx
)
for any T > 0.
Proof. Let T > 0 and N := [T/τ ] + 1. Using (4.5) and the definition of uτ we obtain
(4.13)
∫ T
0
‖uτ(t)‖
2
H˙1+s(Rd)
dt ≤
N∑
k=1
τ‖ukτ‖
2
H˙1+s(Rd)
≤ H (u0)−H (u
N
τ ).
Using Jensen’s inequality, it is not difficult to prove that (see for instance [2]),
(4.14) H (u) ≥ −
1
e
−
d
2
log(4pi)−
1
4
∫
Rd
|x|2u(x) dx, ∀ u ∈ D(H ).
By (4.14) and (3.6) we obtain
−H (uNτ ) ≤ C
(
1 + TFs(u0) +
∫
Rd
|x|2u0(x) dx
)
for C depending only on the dimension d. By the last inequality and (4.13) we have
(4.12). 
4.3. Improved convergence. Thanks to the estimate of Corollary 4.5 we obtain
the following result of convergence. This convergence will be fundamental in order
to obtain the weak formulation of the equation in (1.1).
Lemma 4.6. Let u0 ∈ D(Fs), uτ the piecewise constant curve defined in (3.2) for
any τ > 0. Given a vanishing sequence τn, let uτn be a convergent subsequence (not
relabeled) given by Theorem 3.3 and u its limit curve. Then, for any T > 0 we have
u ∈ L2((0, T );H1+s(Rd)) and
(4.15) uτn → u strongly in L
2((0, T );H1+r(Rd)) as n→∞, ∀ r < s.
Proof. Let r < s. By (3.4) and lower semicontinuity we have
(4.16) ‖uτn(t)‖
2
H˙s(Rd)
≤ 2Fs(u0), ‖u(t)‖
2
H˙s(Rd)
≤ 2Fs(u0) ∀ t ∈ [0,+∞).
By (3.3) and Corollary 2.2 we obtain
(4.17) lim
n→+∞
‖uτn(t)− u(t)‖
2
Hr(Rd) = 0, ∀t ∈ [0,+∞).
By Corollary 4.5 and lower semicontinuity we have
(4.18)
∫ T
0
‖u(t)‖2
H˙1+s(Rd)
dt ≤ H (u0) + C
(
1 + TFs(u0) +
∫
Rd
|x|2u0(x) dx
)
for any T > 0.
Using the interpolation (2.10), we can write
‖uτ(t)− u(t)‖H1+r(Rd) ≤ ‖uτ (t)− u(t)‖
1−θ
Hr(Rd)
‖uτ(t)− u(t)‖
θ
H1+s(Rd),
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for θ = 1/(1 + s − r) ∈ (0, 1) and for a.e. t ∈ (0,+∞). Fixing T > 0, by Ho¨lder’s
inequality we obtain∫ T
0
‖uτn(t)− u(t)‖
2
H1+r(Rd) dt
≤
∫ T
0
‖uτn(t)− u(t)‖
2(1−θ)
Hr(Rd)
‖uτn(t)− u(t)‖
2θ
H1+s(Rd) dt
≤
(∫ T
0
‖uτn(t)− u(t)‖
2
Hr(Rd) dt
)1−θ(∫ T
0
‖uτn(t)− u(t)‖
2
H1+s(Rd) dt
)θ
.
By estimate (4.12) and (4.18) the factor
∫ T
0
‖uτn(t) − u(t)‖
2
H1+s(Rd) dt is bounded.
Finally, by the previous inequality, (4.17) and (4.16) we obtain (4.15) using dominated
convergence.

4.4. Weak formulation the equation for the discrete solution. In order to
obtain a sort of weak formulation of the equation for the discrete solution, we use
the flow interchange estimate with the (−λ)-flow generated by a potential energy as
in Proposition 4.3. Preliminarily we compute the derivative of the energy functional
Fs along the flow of a smooth vector field.
Lemma 4.7. Let η ∈ C∞c (R
d;Rd) and Xt : R
d → Rd, t ∈ R, be the flow associated
to η defined, for any x ∈ Rd as the unique global solution of the problem
(4.19)
{
d
dt
Xt(x) = η(Xt(x)), t ∈ R
X0(x) = x.
Let u ∈ H1+s(Rd) ∩ P2(R
d) and ut := (Xt)#u. Then the map t 7→ Fs(ut) is
differentiable at t = 0 and
(4.20)
d
dt
Fs(ut)|t=0 = −N(u, η),
where N : H1+s(Rd)× C∞c (R
d;Rd)→ R is defined in (1.6).
Proof. Since η ∈ C∞c (R
d;Rd), then for any t ∈ R, the map Xt is a C
∞ diffeomorphism
of Rd and X−1t = X−t. Moreover if x 6∈ supp η, then Xt(x) = x. Since{
d
dt
∇Xt = ∇η(Xt)∇Xt, t ∈ R
∇X0 = I,
where we used the notation ∇η and ∇Xt for the Jacobian matrices of η and Xt, there
exists a constant L > 0 such that
|Xt(x)−Xt(y)| ≤ L|x− y|, ∀ x, y ∈ R
d, ∀ t ∈ [−1, 1].
Recalling the formula (2.1), ut(x) = u(X−t(x)) det(∇X−t(x)). Observing that the
map x 7→ det(∇X−t(x)) belongs to C
∞(Rd;R) and det(∇X−t(x)) = 1 for any x 6∈
supp η, there exists a constant C > 0 such that
(4.21) ‖ut‖H1+s(Rd) ≤ C‖u‖H1+s(Rd), ∀t ∈ [−1, 1].
See, for instance, [3, Corollary 1.60 and Theorem 1.62].
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Using the formula |a|2 − |b|2 = (a¯+ b¯)(a− b) + a¯b− b¯a valid for a, b ∈ C, by (2.6)
we have
(4.22) Fs(ut)−Fs(u) =
1
2
1
(2pi)d
∫
Rd
|ξ|2s
(
uˆt(−ξ) + uˆ(−ξ)
)(
uˆt(ξ)− uˆ(ξ)
)
dξ,
because ∫
Rd
|ξ|2suˆt(−ξ)uˆ(ξ) dξ =
∫
Rd
|ξ|2suˆt(ξ)uˆ(−ξ) dξ.
Let m = [s/2]. If s ∈ [2m, 2m + 1], by (4.22), using the Plancherel identity (2.5)
and the definition (1.2), we obtain
(4.23)
Fs(ut)−Fs(u)
t
=
1
2
1
(2pi)d
∫
Rd
|ξ|2(s−m)
(
uˆt(−ξ) + uˆ(−ξ)
) |ξ|2m(uˆt(ξ)− uˆ(ξ))
t
dξ
=
1
2
∫
Rd
Ls−m(ut + u)Lm
(
ut − u
t
)
dx.
Analogously, if s ∈ (2m+ 1, 2m+ 2), we write
(4.24)
Fs(ut)−Fs(u)
t
=
1
2
1
(2pi)d
∫
Rd
ξ|ξ|2(s−m−1)
(
uˆδ(−ξ) + uˆ(−ξ)
)
· ξ
|ξ|2m(uˆδ(ξ)− uˆ(ξ))
δ
dξ
=
1
2
∫
Rd
∇Ls−m−1(ut + u) · ∇Lm
(
ut − u
t
)
dx.
Moreover ut → u narrowly as t → 0. Indeed, for ϕ : R
d → R continuous and
bounded, by the definition of (Xt)#u and dominated convergence theorem we have
that
∫
Rd
ϕ(x)ut(x) dx =
∫
Rd
ϕ(Xt(x))u(x) dx→
∫
Rd
ϕ(x)u(x) dx as t→ 0.
Thanks to (4.21) and the narrow convergence of ut to u we can apply Lemma 2.1
obtaining that
‖Ls−mut −Ls−mu‖L2(Rd) → 0 if s ∈ [2m, 2m+ 1),
Ls−mut → Ls−mu weakly in L
2(Rd) if s = 2m+ 1,
‖Ls−m−1ut −Ls−m−1u‖H1(Rd) → 0 if s ∈ (2m+ 1, 2m+ 2),
(4.25)
as t→ 0.
For every ξ ∈ Rd we define gξ : R→ R by gξ(t) := uˆt(ξ). We prove that gξ ∈ C
1(R)
and
(4.26) g′ξ(t) = −
̂div(ηut)(ξ).
Indeed, by definition of image measure, we have
gξ(t) = uˆt(ξ) =
∫
Rd
e−iξ·Xt(x)u(x) dx.
Using this expression, by dominated convergence Theorem, we have that
gξ(t+ h)− gξ(t)
h
=
∫
Rd
1
h
(e−iξ·Xt+h(x) − e−iξ·Xt(x))u(x) dx
→
∫
Rd
e−iξ·Xt(x)(−iξ · η(Xt(x)))u(x) dx
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as h→ 0. Moreover, taking into account the definition of image measure and (2.7),
(4.27)∫
Rd
e−iξ·Xt(x)(−iξ · η(Xt(x)))u(x) dx =
∫
Rd
e−iξ·x(−iξ · η(x))ut(x) dx = − ̂div(ηut)(ξ).
The continuity of g′ξ follows from the expression above and the regularity of the maps
t 7→ Xt(x), using dominated convergence Theorem.
Using fundamental theorem of calculus and Jensen’s inequality, we have∥∥∥∥ut − ut
∥∥∥∥2
Hs(Rd)
=
∫
Rd
(1 + |ξ|2)s
∣∣∣∣ uˆt(ξ)− uˆ(ξ)t
∣∣∣∣2 dξ
=
∫
Rd
(1 + |ξ|2)s
∣∣∣∣gξ(t)− gξ(0)t
∣∣∣∣2 dξ
=
∫
Rd
(1 + |ξ|2)s
∣∣∣∣1t
∫ t
0
g′ξ(r) dr
∣∣∣∣2 dξ
≤
∫
Rd
(1 + |ξ|2)s
1
t
∫ t
0
∣∣g′ξ(r)∣∣2 dr dξ
=
1
t
∫ t
0
∫
Rd
(1 + |ξ|2)s
∣∣g′ξ(r)∣∣2 dξ dr
=
1
t
∫ t
0
∫
Rd
(1 + |ξ|2)s
∣∣∣ ̂div(ηur)(ξ)∣∣∣2 dξ dr
=
1
t
∫ t
0
‖div(ηur)‖
2
Hs(Rd)dr.
(4.28)
From the estimate (4.21) it follows that there exists C > 0, depending on η, such
that
(4.29) ‖div(ηur)‖Hs(Rd) ≤ C˜‖ur‖H1+s(Rd) ≤ C‖u‖H1+s(Rd), ∀r ∈ [−1, 1].
By (4.28) and (4.29) it follows that
(4.30)
∥∥∥∥ut − ut
∥∥∥∥
Hs(Rd)
≤ C‖u‖H1+s(Rd), ∀t ∈ [−1, 1], t 6= 0.
Moreover, by Lagrange mean value, (4.26) and (4.27) we obtain
(4.31)
∣∣∣∣ uˆt(ξ)− uˆ(ξ)t
∣∣∣∣ ≤ |ξ|‖η‖∞ ∀ξ ∈ Rd, ∀t ∈ [−1, 1], t 6= 0.
Since, by (4.26), limt→0
uˆt(ξ)−uˆ(ξ)
t
= −d̂iv(ηu)(ξ) for any ξ ∈ Rd, and (4.30) (4.31)
hold, we can apply Lemma 2.1 and we obtain
Lm
(ut − u
t
)
→ Lm(−div(ηu)) weakly in L
2(Rd) if s = 2m,∥∥∥∥Lm(ut − ut )−Lm(−div(ηu))
∥∥∥∥
L2(Rd)
→ 0 if s ∈ (2m, 2m+ 1],∥∥∥∥∇Lm(ut − ut )−∇Lm(−div(ηu))
∥∥∥∥
L2(Rd)
→ 0 if s ∈ (2m+ 1, 2m+ 2),
(4.32)
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as t→ 0.
Finally, using (4.25) and (4.32) we pass to the limit in (4.23) and (4.24) and we
obtain
(4.33) lim
t→0
1
t
(Fs(ut)−Fs(u)) = −
∫
Rd
(Ls−mu)Lm(div(η u)) dx
if s ∈ [2m, 2m+ 1] and
(4.34) lim
t→0
1
t
(Fs(ut)−Fs(u)) = −
∫
Rd
∇((Ls−m−1u) · ∇(Lm(div(η u))) dx
if s ∈ (2m+ 1, 2m+ 2).
By (4.33) and (4.34) we obtain (4.20). 
The application of the Flow interchange estimate with the flow generated by a
potential energy yields the following Proposition. We observe that the inequality
(4.35) is a sort of discrete weak formulation of the equation in (1.1) (see (4.40) and
(4.41)).
Proposition 4.8. Let u0 ∈ D(Fs), τ > 0, {u
k
τ : k = 0, 1, 2, . . .} the sequence given
by Proposition 3.2. Let ϕ ∈ C∞c (R
d) and λ ≥ ‖D2ϕ‖∞. Then
(4.35)
−
λ
2
W 2(unτ , u
n−1
τ ) ≤
∫
Rd
ϕ(x)unτ (x) dx−
∫
Rd
ϕ(x)un−1τ (x) dx− τN(u
n
τ ,∇ϕ)
≤
λ
2
W 2(unτ , u
n−1
τ ), ∀n ∈ N,
where N is defined in (1.6).
Proof. Let us define the functional V : P2(R
d)→ R by
V (u) :=
∫
Rd
ϕ(x) du(x).
Let n ∈ N. Since by Lemma 4.4 unτ ∈ H
1+s(Rd), by Proposition 4.3 and Lemma 4.7
for η = −∇ϕ, we have
DV Fs(u
n
τ ) := lim sup
t↓0
Fs(u
n
τ )−Fs(St(u
n
τ ))
t
= −
d
dt
Fs(St(u
n
τ ))|t=0 = N(u
n
τ ,−∇ϕ),
Applying Proposition 4.1 to V and observing that N(unτ ,−∇ϕ) = −N(u
n
τ ,∇ϕ), we
obtain
(4.36) −
λ
2
W 2(unτ , u
n−1
τ )− τN(u
n
τ ,∇ϕ) ≤ V (u
n−1
τ )− V (u
n
τ ).
Analogously, applying Proposition 4.1 to −V instead of V and observing that −V
still generates a −λ-flow we obtain
(4.37) −
λ
2
W 2(unτ , u
n−1
τ ) + τN(u
n
τ ,∇ϕ) ≤ −V (u
n−1
τ ) + V (u
n
τ ).
Finally, the inequality (4.35) follows by (4.36) and (4.37). 
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4.5. Solution of the problem. In this Section we prove that the limit curve given
by Theorem 3.3 is a weak solution of problem (1.1) and we conclude the proof of
Theorem 1.1.
Theorem 4.9. If u ∈ AC2([0,+∞); (P2(R
d),W )) is a limit curve given by Theorem
3.3, then u is a solution of the equation in (1.1) in the following weak form: for any
ϕ ∈ C∞c ((0,+∞)× R
d)
(4.38)
∫ +∞
0
∫
Rd
∂tϕu dx dt+
∫ +∞
0
N(u(t),∇ϕ(t, ·)) dt = 0,
where N is defined in (1.6).
Proof. Let ϕ ∈ C∞c ((0,+∞) × R
d), T > 0 such that ϕ(t, ·) = 0 for any t > T . Let
λ ≥ maxt∈[0,T ] ‖D
2ϕ(t, ·)‖∞.
Using the notation uτ(t, x) := uτ (t)(x) and the convention uτ (t) := u0 if t < 0, the
inequality (4.35) can be rewritten as
(4.39)
−
λ
2
W 2(uτ (t), uτ(t− τ))
≤
∫
Rd
ϕ(t, x)(uτ (t, x)− uτ (t− τ, x)) dx− τN(uτ (t),∇ϕ(t, ·))
≤
λ
2
W 2(uτ (t), uτ(t− τ)), ∀ t ∈ [0,+∞), ∀ τ > 0.
Dividing the inequality in (4.39) by τ > 0 and integrating in time, we obtain
(4.40)
∣∣∣∣∫ T
0
∫
Rd
ϕ(t, x)− ϕ(t+ τ, x)
τ
uτ (t, x) dx dt−
∫ T
0
N(uτ (t),∇ϕ(t, ·)) dt
∣∣∣∣
≤
λ
2τ
∫ T
0
W 2(uτ(t), uτ (t− τ)) dt.
We observe that the inequality (4.40) is a discrete weak formulation of the equation
(1.1).
Let τn be a vanishing sequence given by Theorem 3.3.
First of all we show that
(4.41) lim
n→+∞
λ
2τn
∫ T
0
W 2(uτn(t), uτn(t− τn)) dt = 0.
Indeed, by (3.4)
1
2τn
∫ T
0
W 2(uτn(t), uτn(t− τn)) dt ≤
1
2
[T/τn]+1∑
k=1
W 2(ukτn, u
k−1
τn ) ≤ τnFs(u0)
and (4.41) follows.
We pass to the limit in the other two terms in (4.40). By the convergence (4.15)
and the regualrity of ϕ it follows that
(4.42)
lim
n→+∞
∫ T
0
∫
Rd
ϕ(t, x)− ϕ(t+ τn)
τn
uτn(t, x) dx dt = −
∫ T
0
∫
Rd
∂tϕ(t, x)u(t, x) dx dt.
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Let m = [s/2]. For s ∈ [2m, 2m+ 1], by definition of N ,
(4.43)
∫ T
0
N(uτn(t),∇ϕ(t, ·)) dt =
∫ T
0
∫
Rd
Ls−m(uτn)Lm(div(∇ϕuτn)) dx dt.
We observe that ‖Ls−m(uτn − u)‖L2(Rd) = ‖uτn − u‖H˙2s−2m(Rd). Let s ∈ [2m, 2m +
1), defining r such that 1 + r = 2s − 2m, it holds r < s. By Lemma 4.6, we
have Ls−muτn → Ls−mu strongly in L
2((0, T );L2(Rd)). If s = 2m + 1 we have
Lm+1uτn → Lm+1u weakly in L
2((0, T );L2(Rd)). By Lemma 4.6, we have also that
div(∇ϕuτn)→ div(∇ϕu) strongly in L
2((0, T );Hr(Rd)) for any r < s. Lmdiv(∇ϕuτn)→
Lmdiv(∇ϕu) strongly in L
2((0, T );Hr−2m(Rd)). In particular, for r = 2m we obtain
Lmdiv(∇ϕuτn) → Lmdiv(∇ϕu) strongly in L
2((0, T );L2(Rd)). The convergences
above and (4.43) show that
(4.44) lim
n→+∞
∫ T
0
N(uτn(t),∇ϕ(t, ·)) dt =
∫ T
0
N(u(t),∇ϕ(t, ·)) dt
when s ∈ [2m, 2m + 1). Analogously we can prove (4.44) also in the case s ∈
(2m+ 1, 2m+ 2).
The proof of (4.38) follows by (4.40), (4.42), (4.44) and (4.41). 
We conclude this Section with the proof of Theorem 1.1. The part i) is exactly
Proposition 3.2. The part ii) follows by Theorem 3.3, the inequality (4.16), Corollary
2.2 and Lemma 4.6. The part iii) is exactly Theorem 4.9.
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