Abstract This paper discusses the opportunities for automating pre-launch fault detection and diagnostics for launch vehicles, by using ground-based computers to analyze data obtained from the pre-launch umbilical during integrated test and launch countdown operations in near-real time. Automation will improve the time to diagnose and isolate failures, which is critical for planned space missions that require multiple coordinated launches. The paper describes a prototype diagnostic system that we are currently developing for Ares I-X and the foundation that will be developed along with the prototype that will lead to certification of a diagnostic system. The prototype diagnostic system will focus on monitoring and diagnosing the Ares I-X first-stage thrust-vector control system and solid rocket motor during pre-launch activities at Kennedy Space Center. It will analyze data from existing sensors using rule-based, model-based, and data-driven algorithms.
INTRODUCTION
This paper discusses the opportunities for automating prelaunch fault detection and diagnostics for launch vehicles, by using ground-based computers to analyze data obtained from the pre-launch umbilical during integrated test and launch countdown operations in near-real time. Automation will improve the time to diagnose and isolate failures down to a Line Replaceable Unit (LRU) that can be quickly removed and replaced. Use of an automated diagnostic system will also be evaluated to support retest of the new LRU after installation.
The paper will describe a prototype diagnostic system that we are currently developing for the first test flight of the NASA Constellation program, named Ares I-X, and the foundation that will be developed along with the prototype that will lead to certification of a diagnostic system. The National Aeronautics and Space Administration (NASA) requires that computational systems providing data used for making critical decisions regarding human spaceflight must be certified. Systems that are not certified can be utilized as advisory systems, however any data provided must be validated using a certified system. Due to this requirement, the position of the Constellation Ground Operations Project is that any diagnostic system developed must be certified.
NASA's current plan for returning humans to the moon is known as Project Constellation. It will use two launch vehicles. First the uninhabited Ares V Cargo Launch Vehicle [1] will launch the Lunar Surface Access Module (LSAM) and the Earth Departure Stage (EDS) into LowEarth Orbit (LEO). A short time later, the Ares I Crew Launch Vehicle [2] will launch the Orion capsule containing four astronauts into LEO, where it will dock with the LSAM and EDS. Figure 1 shows Ares I and Ares V, and compares them with the current Space Shuttle and the Apollo-era Saturn V. It will be extremely important to avoid delays in the launch of Ares I, since the LSAM and EDS will only be able to survive in LEO for a limited period of time. Delays in the launch of Ares I could result in loss of mission. Historically, 46% of Space Shuttle launches have been delayed by a day or more after the start of the IU.S. Government work not protected by U.S. copyright. two-day countdown, and the majority of these delays has been caused by hardware problems (while a minority of the delays has been caused by weather) [3] . Reduced turnaround time from fault detection to retest is critical to meet Launch Availability requirements.
Ares I-X [4] We selected the TVC and SRM systems to model because they are systems that will exist on Ares I-X and that will be similar to the systems that will eventually be used on Ares I. An eventual Ares I ground diagnostic system based on our prototype would probably model several more systems (including the second-stage systems). The Ares I systems to include in the ground diagnostic system would be selected based on their likelihood of contributing to a launch delay.
The prototype will analyze data from existing sensors using rule-based, model-based, and data-driven algorithms. Rulebased algorithms encode expert knowledge in rules that are used to diagnose the system by mapping symptoms to failure modes. Model-based diagnostic algorithms use a hand-built hierarchical model of the system that describes how the system should work and its failure modes. The rules or models are verified using data, and eventually used to process near-real-time data. Data-driven algorithms differ from rule-based and model-based algorithms in that they automatically construct a model from the data. Sections 3-5 of this paper describe the three specific tools that we have chosen for the prototype, TEAMS (which is model-based), IMS (which is data-driven), and SHINE (which is rulebased).
The prototype will serve to test a particular combination of hardware and software that will be considered for use in future ground diagnostic applications. 
MODEL-BASED DIAGNOSTICS
Model-based diagnostic algorithms encode human knowledge via a hand-coded representation of the system. Such a model can be physics-based (encapsulating first principles knowledge using systems of differential equations, for example), or can use other representations such as hierarchical declarative models. Some model-based techniques use a hierarchical model of the system with finite-state machines as the component models, including Livingstone [5, 6] , MEXEC [7] , and Titan [8] . HyDE (Hybrid Diagnosis Engine) [9] extends the Livingstone approach by also supporting systems of numerical equations as the component models. In systems based on Qualitative Reasoning [10] , a hand-coded model uses qualitative, rather than numerical, variables to describe the physics of the KATE (Knowledge-based Autonomous Test Engineer) is a model-based diagnostic system developed at NASA KSC [11, 12, 13] . It uses numerical simulations of the system being monitored, and signals a fault when the real-time sensor values fail to match the simulated values. It has object-oriented models of the system's fault modes. After it detects a fault, it forms fault hypotheses based on the fault models, and then simulates each hypothesized fault. When it finds that the simulated data from one of simulated faults matches the data from the real fault, it reports the corresponding hypothesized fault as its diagnosis. KATE has been demonstrated for monitoring and diagnosing several NASA systems, including the Space Shuttle cryogenic tanking system, the Space Shuttle environmental control and life support system, and the Space Station power management and distribution system. TEAMS (Testability Engineering and Maintenance System) is a commercial product from Qualtech Systems Inc. [14] that was originally developed using NASA SBIR (Small Business Innovative Research) funding. It uses a hierarchical model of the system and a qualitative model of failure propagation. It includes a design tool known as TEAMS Designer that can be used to create TEAMS models, and a real-time diagnostic tool known as TEAMS-RT that uses the TEAMS models to diagnose faults. TEAMS has been used for helicopters and for aircraft engines. TEAMS is currently being used at NASA Ames Research Center (ARC) to model the entire Ares I vehicle in support of three purposes. The first purpose is to support sensor placement through ambiguity group analysis. The second purpose is to model failure propagation time in order to help define the conditions under which a crew abort would be initiated. The third purpose is for use in an eventual ground diagnostic system for Ares I. All three of these purposes require the use of a common model. For the first two purposes, TEAMS is being used as a design tool only, and will not be flown or certified. In parallel with these activities at ARC, Honeywell is currently using TEAMS to model the Orion Crew Exploration Vehicle capsule. The plan is for the resulting model and the TEAMS-RT diagnostic system to be certified and flown on Orion.
We decided to use TEAMS as our model-based tool so that we could take advantage of the Ares I models that are already being developed at ARC, and also take advantage of the certification process that will be performed for Orion. We also feel that TEAMS models are simpler than those used by some other model-based diagnostic systems, such as HyDE, making it easier to certify TEAMS-RT and the TEAMS models.
system. We considered all of these unsupervised anomaly detection algorithms for use with Ares I-X. We have tentatively selected IMS as our unsupervised anomaly detection algorithm, primarily because it will allow us to leverage the certification effort that is already underway for ISS. We also feel that IMS is simpler and easier to understand than some of the other unsupervised anomaly detection algorithms, such as neural nets or one-class SVMs, which we believe will make it easier to certify.
DATA-DRIVEN FAULT DETECTION

RULE-BASED DIAGNOSTICS
Rule-based expert systems encode human knowledge in a set of rules written in a special-purpose language. An inference engine determines which rules are applicable and executes them at the appropriate times. When used for diagnostics, the rules typically map fault signatures to fault modes. Automated diagnostic systems are also often coded in conventional programming languages such as C. In such conventional programming languages, if-then statements can be used to represent knowledge about the mapping from fault signatures to fault modes.
Two rule-based expert systems that have been used for automated diagnostics are SHINE (Spacecraft Health Inference Engine), which was developed at the Jet Propulsion Laboratory [20] , and G2, which is a commercial product [21] . G2 provides many features that have been built on top of the expert system, including a graphical user interface, and both model-based and data-driven diagnostic capabilities. Because G2 has so many features, it is very complex and has heavy computational requirements. SHINE by contrast is very simple and very fast. SHINE uses a dataflow representation to execute rules efficiently, which enables it to execute over 300 million rules per second on current desktop computers.
SHINE has been used for ground operations for several missions, including Voyager and the Extreme Ultraviolet
Explorer. It has been tested on flight hardware (the X-33 Avionics Flight Experiment) and in flight (on a NASA Dryden Flight Research Center F/A-18). We have tentatively selected SHINE for use in our prototype because of its speed, because of its flight heritage, and because we believe that its simplicity will make is easier to certify.
PROTOTYPE DEPLOYMENT PLAN
We are hoping to deploy our prototype to Hangar AE at Kennedy Space Center. Hangar AE is one of the "back rooms" in which engineers monitor data from a spacecraft and from the ground support equipment during the prelaunch phase. For Ares I-X, the prime launch team, consisting of twenty operations engineers and test directors, will be in the launch control center (LCC) in the Launch
Complex 39 area. The engineering and Safety & Mission Assurance (S&MA) support team, as well as public affairs, will all be in Hanger AE. Currently, all of the vehicle data from launches of Atlas and Delta expendable launch vehicles is delivered in near-real-time to Hangar AE. The plan is for all of the data related to the Ares I-X launch to also be delivered to Hangar AE, including data from the launch vehicle, Ground Support Equipment (GSE), and ground command and control systems, and including data both from the launch pad and from the VAB. Currently the data is streamed from a server known as the Winplot Archive Server to a client application known as Winplot.
Winplot then plots the near-real-time data so that the engineers can examine it. We plan to interface our prototype with the Winplot Archive Server so that it can obtain nearreal-time data from the server. In addition to Winplot, the Hanger AE system supports a graphical display environment called IRIS that uses Web-based monitor-only displays. Outputs from the Ground Diagnostic Prototype will be displayed using the IRIS system. We have tentatively selected TEAMS-RT, IMS, and SHINE for use in our prototype. We may reconsider this selection as we learn more about the performance of each algorithm on relevant data. We intend to test several other algorithms at ARC (without deploying them to KSC or interfacing them with the Winplot Archive Server). These other algorithms may include the HyDE diagnostic algorithm and several unsupervised anomaly detection algorithms (Orca, one-class SVMs, GritBot, Gaussian Mixture Models, and Linear Dynamic Systems). If we find that one of these other algorithms performs much better than the algorithms that we have tentatively selected, then we may decide to incorporate one of them into the prototype.
Our prototype is intended to be a prototype of the prelaunch diagnostic system that will eventually be built for Ares I. If the prototype is successful, then we expect that some of the technology from the prototype would be migrated into the Ares I production diagnostic system.
CERTIFICATION
Certification is a major challenge for software of the type that we are using in our prototype. As far as we know, the three types of software that we are planning to use have never before been certified for use in human spaceflight. One of the main goals of this work is to determine how difficult it would be to certify this type of software to be used for Ares I. Since Ares I-X will be uninhabited, it will not have the same certification requirements as Ares I -its certification requirements will be more like those for expendable launch vehicles. Some of the certification challenges include applying NASA's certification requirements for Constellation against previously developed COTS or GOTS software. Certification includes more than just verification and validation; it also includes development practices, documentation, configuration management, and pedigree management of all the components that go into the system which is seeking certification.
We will need to establish a set of requirements for the prototype against which we will attempt to certify it. These requirements will include a list of failure modes to be detected and diagnosed, several requirements on accuracy, such as the missed detection rate, the false alarm rate, and the misdiagnosis rate, and a throughput requirement specifying the number of samples per second that must be processed.
One challenge we will face in certifying model-based systems such as TEAMS and rule-based systems such as SHINE is deciding whether to certify the input to the special-purpose compiler or the output of the compiler. In particular, we are building a TEAMS model of the vehicle. TEAMS compiles this model into a form known as the Dmatrix. The runtime system known as TEAMS-RT interprets the D-matrix at runtime in order to detect and diagnose faults. We can either certify the TEAMS model and the TEAMS compiler, or we can certify the D-matrix.
(The certification of the D-matrix would ensure that the true-positive, true-negative, false-positive and falsenegative rates are acceptable.) In either case, we will also need to certify the TEAMS-RT runtime system (including certifying the code that determines test results). Similarly, SHINE compiles a set of rules into C code. We can either certify the rules and the SHINE compiler, or we can certify the resulting C code. In both cases, we believe it will be easier to certify the output of the compiler (the D-matrix and the C code), but we still need to explore these questions further.
Another decision that we will need to make regarding certification is the decision about which portions of the tools will be certified by test, by analysis, or by a combination of test and analysis. We expect that different parts of different tools will be amenable to different certification methods.
We have set two certification-related goals for ourselves. The first is to attempt to get our prototype certified for Ares I-X. If we achieve that goal, then the engineers in Hangar AE will be able to make decisions based on the outputs of our prototype. If we do not succeed in getting the prototype certified, then we plan to run the prototype in Hangar AE in uncertified mode. In the latter case, engineers will need to use other certified software to verify the outputs of the prototype before making decisions based on the outputs. The process of attempting to get the prototype certified for Ares I-X, and the success or failure of that attempt, will teach us something about the certifiability of the types of algorithms that will be included in the prototype.
Our second certification-related goal is to assess how difficult it would be to certify our prototype for human spaceflight. We plan to review the certification requirements for Ares I as they become available in order to help us make this assessment.
DATA
Because Ares I-X is a new vehicle for which test and flight data do not yet exist, we plan to use historical data from the Space Shuttle to train IMS and to test all three algorithms in the short term. The first stage of Ares I-X will be very similar to the Solid Rocket Boosters (SRBs) on the Space Shuttle, using legacy hardware for the aft skirt including the TVC system with a repackaged avionics control system. Due to these similarities in hardware systems we believe that the data from the first stage of Ares I-X will be very similar to the data from the Space Shuttle SRBs with respect to the hydro-mechanical aspects of the TVC system. We have therefore decided to use historical Space Shuttle SRB data to train and test our algorithms. Eventually we may also use simulated Ares I-X data and data from tests of Ares I-X components as they become available. The large amount of potentially relevant training data and the volume of data in the near-real-time data stream data may prove to be challenges for some of the algorithms that we are testing.
CURRENT STATUS
We have obtained SRB data from two Space Shuttle flights, covering the final three hours before launch. These data contain several hundred parameters representing the entire SRB and some of the related ground support equipment. These data do not include vehicle assembly. Eventually we plan to obtain data that covers a much longer period of time for each flight, including vehicle assembly, and we plan to obtain data for several more flights, but we have started our analysis with this limited set of data.
use for Ares I-X by adding test points. We have installed the Winplot Archive Server software onto a server at NASA ARC, and have begun to interface TEAMS-RT and IMS with it. We have also obtained space within Hanger AE during the Ares I-X mission to house the ground diagnostic prototype.
Based in part on the TEAMS model of the Ares I TVC, we selected a subset of the Space Shuttle SRB data set that is most relevant to the TVC. This subset contains fewer than one hundred parameters. We are currently in the process of applying IMS to this subset of the data.
CONCLUSIONS
Automated pre-launch diagnostics offers the potential to reduce delays in diagnosing problems in launch vehicles. Because of NASA's plan to launch Ares I shortly after launching Ares V for an in-orbit rendezvous of the two spacecraft, reductions in launch delays are essential to mission success. A large part of reducing launch delays will be in isolating and diagnosing failures and then retesting the replaced components with minimal impact to the processing flow. Having an automated tool that is certified will allow operations engineers in the launch control firing room to effectively utilize the information without having to manually verify every output using time-consuming certified alternative methods.
We have begun to build a prototype automated pre-launch diagnostic system for Ares I-X. We hope that this prototype will demonstrate that automated pre-launch diagnostics can reduce delays significantly and can be certified for use in human spaceflight. 
