A global grid search algorithm with an application in weak signal satellite positioning is implemented and tested numerically. The algorithm consists of local GaussNewton search and a global starting point chooser, and it can be generalized as a global optimization method for functions with an attraction basin of computable minimum radius. The method is shown to find the global minimum in a bounded region in predictable time.
Introduction
The Global Positioning System (GPS) is a satellite positioning system that was built for military purposes, but can be used for free by anyone with a suitable receiver [1] . Currently, the number of civil and commercial GPS users is growing faster than ever.
The GPS position is computed as a solution to a nonlinear optimization problem. The basic GPS algorithms have been used for decades and found to perform well. However, with GPS receivers becoming more common, there is a growing demand for precise positioning in environments very different to those for which the GPS system was originally designed. While the satellites and the signals they are broadcasting have remained essentially unchanged for the last three decades, the continuing development of receivers and navigation algorithms has enabled significant improvements in accuracy and availability.
Due to the low power of the satellite signals, the GPS receiver needs a direct line of sight with several satellites, which is easy in the air, open seas, and deserts but often impossible indoors, near tall buildings or under trees. The receiver has to decode several layers of data from the signal, which is not always possible or practical when the signal is attenuated and noisy [2] .
In this paper, we study a case where only a part of the necessary information for GPS positioning is available, and the problem becomes a mixed integer nonlinear optimization problem. We eliminate the integer variables and devise a global optimization algorithm to solve the problem.
Background
Each GPS satellite transmits a signal that provides a means to determine the position of the satellite and the distance between the satellite and the receiver. The position of the receiver in n dimensions can be computed from n distance measurements.
We model the GPS positioning problem as the equation system ρ i = s i − r 2 + β, i = 1 . . . n
where ρ i ∈ R is called the pseudo-range. Pseudo-range is equal to the Euclidean distance between the ith satellite s i ∈ R 3 and the receiver r ∈ R 3 plus an additive bias β that is common to all the pseudo-ranges. The bias results from the measurement process and is treated as the fourth unknown of the positioning problem. This model has been simplified by ignoring various errors and corresponding corrections that must be considered in actual GPS computations. These include the signal travelling in the atmosphere, Earth rotation, instability of satellite and receiver clocks, special relativity, and satellite orbit prediction errors, and their corrections. For a more comprehensive treatment on the GPS, see [1] for example. Let the pseudoranges be measured such thatρ i = ρ i + ε i , where ε i are independent measurement errors with zero mean.
Given four pseudo-range measurements and the corresponding satellite positions, we can solve the system (1) and obtain estimates for the receiver position and bias. When n > 4, the system does not necessarily have an exact solution and a least-squares estimator is needed. Several closed-form [3, 4] as well as iterative [5, 6] estimators have been published for this problem.
The existence and uniqueness of the solution have been studied through geometric interpretation, and it has been found that in case n = 4, there may be two distinct solutions or no solutions at all [7] . For overdetermined cases, it is noted that a solution always exists in least squares sense and is unique "in all but degenerate cases", but the cost function is often bimodal, the other minimum fortunately always lying somewhere in outer space.
There are no convergence proofs published for the iterative methods, at least known to the author. The typically used Gauss-Newton iteration [8] seems to converge to the correct solution from practically any starting point on Earth, and it is widely agreed among GPS practitioners that the lack of convergence proofs is no problem.
Problem formulation
In this paper, we consider the case where the pseudo-ranges are measured modulo a constant Λ (≈ 300 km), and the satellite positions are known as functions of time but the exact time is not known. This corresponds to the situation where the satellite signals are very weak or are observed only for a short period [9] .
We may write the pseudo-ranges in terms of whole and fractional multiples of Λ, such that ρ i = ΛN i + φ i where N i is a positive integer and − 
where s i (t) ∈ R 3 is the position of ith satellite as the function of time. The functions s i are assumed known and the code phases φ i can be measured. The magnitude of the measurement errors is negligible when compared to the other quantities involved, and we develop the theory assuming errorless measurements. The system (2) has unknowns t, r, β and additionally the integers N i , which we eliminate from the system rather than solving them explicitly. Define the lambda-fraction operator as
where round is the usual rounding to the nearest integer with half-integers rounded up. Now denote x = [t r T β] T ∈ R 5 and assume n ≥ 5. Let x t be the true solution.
The system
is equivalent to the system (2), and the minimizer of min
2 is the best estimate for x t . A global optimization method is called hybrid if it has a global stage to find a coarse approximation to the global minimum and a local search that is guaranteed to converge quickly when started sufficiently close to the optimum [10] .
If the local search has an attraction basin with known minimum radius, the global search then only has to find at least one feasible point that is inside the attraction basin and then start the local search to yield the global minimum. This idea is the basis for the algorithm we propose to solve the positioning problem.
Local search
We seek the approximate solution for q(x) = 0 with the Gauss-Newton iteration [8, Section 8.5]
where the Jacobian of q(x) is
The iteration is terminated when k > k max or x k+1 − x k 2 < , where k max and are some predetermined values. This iteration converges given a starting point x 0 sufficiently close to the minimum when q (x) is sufficiently small [11, Chapter 6] . The solution minimizes q(x) 2 . The rate of convergence, when convergence occurs, is no worse than linear.
Definition 1 Let x * be a solution to f (x) = 0. Let B(x * , r) = {x | x − x * < r}. If the Gauss-Newton iteration converges to x * from any starting point inside an open ball B(x * , r), then this ball is an attraction basin of x * .
For the unknown vector x = [t r T β] T ∈ R 5 in the system (4), we find it advantageous to use the following norm instead of the Euclidean one.
Definition 2 Define κ-norm as
where κ is a positive constant dependent on the relative geometry between the user and the satellite system:
Note that in the general case κ = max s (t) 2 . When the receiver is terrestrial, however, the velocities of the satellites are almost perpendicular to the line-of-sight vector s i (t) − r and κ is thus much smaller than the maximum velocity of the satellite. For example, for the GPS system and user restricted on the surface of the Earth, κ ≈ 830 m/s.
We denote the open ball B κ with
Next, we establish some properties of the system (4).
Proof. Denote x = x t + ∆x. Then consider the Taylor expansion
for some λ ∈ (0, 1). From
we notice that
where y is a unit vector. Thus
Lemma 2 The least-squares fit function
2 is smooth and has a unique minimum
Proof.
If f is convex and has a critical point x * in convex region Ω, then x * is a global minimum of f . If f is strictly convex, the minimum is unique. [11, Theorem 9.4.1] (i) The function f is smooth in Ω if q(x) is. The Euclidean norm as well as the satellite orbit functions are smooth, and lambda-fraction is smooth everywhere except when |q i (x)| = Λ/2. But, when x ∈ Ω = B κ (x t , Λ 2 ), then |q i (x)| < Λ/2 by Lemma 1, and thus q is smooth in Ω.
(ii) Function f is strictly convex in Ω if f exists and is positive definite in Ω [8, 3.4.6] .
where the second term is very small. The first term is positive definite when q (x) has full rank. Then
. Moreover, since the second term is symmetric and not large enough to reduce any of the eigenvalues of f (x) to zero, it cannot make any of them negative either, thus f (x) is positive definite.
(iii) The function f has a critical point
The region Ω is a unit ball and thus convex. Although convexity or unique minimum do not guarantee the convergence of the GaussNewton iteration (5), numerical testing corroborates the conjecture that Ω is an attraction basin for x t . This is because the q i are locally almost linear. The local search thus virtually guarantees good solution given a starting point x 0 ∈ Ω. Although there are several convergence theorems for Newton-like methods [13] , none of them was found to guarantee convergence in whole Ω in this case, so we will have to settle on numerical evidence until further study.
Global search
We will now have to assume that the true solution x t is the global minimum of f over the whole feasible region A. This is not true in the general case. Since each q i (x) has infinite number of roots, it is easy to construct satellite geometries where f (x) = 0 for several x. This happens also in the real world, but the probability is small at least when n ≥ 6.
The role of the global stage of the algorithm is to find the feasible region A ⊂ R 5 , generate starting points in A, run the local search for each starting point, and determine which of the resulting local minima is the solution.
The global method could be a stochastic method such as Monte-Carlo or simulated annealing. In general case, these do not guarantee global convergence [10] . Instead, we develop a deterministic global stage feasible point finder that is guaranteed to find at least one point in an attraction basin of given size. First, define a covering.
Definition 3 A point set P covers a region A with covering radius r if for any x ∈ A there is p ∈ P such that x ∈ B(p, r).
The set {B(p, r) | p ∈ P } is called the covering of A. It is called the optimal covering if there is no covering with smaller cardinality.
It is relatively easy to find a covering, but the optimal coverings are known only for a few simple cases [14] , and there are no general algorithms for finding the sharp covering radius of a given point set. Fortunately, we can quite easily generate a point set with covering radius at most a given r, a trivial example being a rectangular lattice with spacing 2r/ √ p, where p is the number of dimensions.
Combining the concepts of attraction basin and covering radius gives the following convergence theorem for global optimization. Then the Gauss-Newton method converges to x * from at least one point in P .
Proof.
Because P has covering radius less than d in A, there exists by Definition 3 some p ∈ P such that p − x * < d. Then p ∈ B(x * , d), which is an attraction basin for x * , and the Gauss-Newton iteration converges by Definition 1.
Note that if A is bounded, then P has a finite number of points, and the global minimum is found by starting the local search from each point and choosing the smallest of the resulting minima. This requires a total of at most k max · |P | Gauss-Newton iterations (5) and the basic algorithm is as follows.
Algorithm 0:
generate P that covers the feasible region A with radius smaller than d for each x ∈ P run the local search with starting point x if the search converged, add the obtained minimum x * to solution list X end for the global optimum is the local minimum with the smallest cost function value f (x * ) Returning to our particular problem, the feasible region A has several natural constraints. The system time t is restricted within the time of validity of the satellite orbit functions, which is about four hours. The receiver position r lies on or near the Earth surface, between some predetermined minimum and maximum altitudes. This forms a spherical shell. Finally, the bias can be restricted between −Λ/2 and Λ/2. Thus, the feasible region A is bounded and Algorithm 0 can be used.
We arrange the search grid as a Cartesian product of the time grid T , position grid R and bias grid B. The most natural time and bias grids are evenly spaced with ∆T and ∆B as the differences between elements. We construct the position search grid on the surface of the Earth analogous to a rectangular grid with spacing ∆R.
Taking into account that receiver position may be up to, say, 8 kilometers above the Earth, the point set P = T × R × B then covers the feasible region A with covering radius at most d = 1 2 [∆T ∆R ∆R 8km ∆B] κ . This is not an optimal covering but fast to generate. The grid spacing parameters ∆T , ∆R, and ∆B can be freely chosen as long as d < Λ/2.
When using, for example, ∆T = 120 s, ∆R = 100 km, and ∆B = 60 km, we get about 2.5 million points in P . Set k max = 8. Since one iteration of (2) takes about one millisecond (on a 800MHz Pentium III), the whole search would last less than six hours.
The computation can be made faster by restricting the feasible region and speeding the local search. In this paper we concentrate on restricting the feasible region.
Lemma 3
If a terrestrial receiver sees satellites s 1 . . . s n simultaneously, then the receiver position r and time t must satisfy the visibility conditions The visibility condition typically excludes over 90 percent of the search space. The more satellites, the smaller is the visible area on average.
Rather than checking each of the 2.5 million points against the visibility condition, it is faster to compute the visibility region explicitly at each t and cover only the visible area of Earth with R.
Furthermore, if we construct the search grid with covering radius d considerably smaller than Λ/2, we may reject the starting points with too large residuals because, by Lemma 1, |q i (x)| ≤ x − x t κ < d. These ideas give the following improved algorithm.
Algorithm 1:
choose a radius d and generate a search grid T × R × B with covering radius at most d for each t ∈ T if the visible region V (t) is empty, proceed to next t generate R t that covers V (t) for each r ∈ R t and b ∈ B if for any i, |q i (x)| ≥ d, proceed to next point run the local search with starting point x if the search did not converge in k max iterations, proceed to next point if the altitude of the solution x * is out of bounds, proceed to next point add x * to solution list X end for end for if X is nonempty, choose the solution with smallest cost function value f (x) optimal choice lies somewhere between the extremities and depends on the relative efficiently of the different parts of the implementation. One possibility is to use heuristic optimization with the computation time of a fixed set of positioning cases as the cost function to find the optimal parameters.
Numerical testing
Because of the lack of a theoretical proof of Ω = B κ (x t , Λ 2 ) being an attraction basin of the true solution, it is important to verify this assumption at least numerically. The model and algorithms were implemented in Matlab. Using actual GPS orbit data for satellite tracks, a million sets of pseudo-range measurements to 5-11 satellites were generated for randomly chosen true solutions. For each true solution, a random starting point was generated such that about half of the starting points lay inside the assumed basin of attraction Ω and about half outside, and the position estimate computed with the iteration (5).
The results, as listed in Table 1 , show that the search converged from all starting points in Ω. Convergence occurred also from some points outside Ω, even as far as 2Λ away from the minimum. Inside Ω it took a maximum of five iterations for the search to converge and one iteration took less than one millisecond of computation time. Table 1 . Convergence tests from inside and outside attraction basin Ω
∈ Ω converged to x t 543686 155918 converged to other minimum 0 277814 diverged 0 22582
A similar simulation was also run with Gaussian noise added to the measurements. The noise had one sigma of 15 meters, which is a typical value for a GPS receiver in poor signal conditions. Although these errors are small when compared with the other quantities in the equations, they can cause very large errors in the position solution when the satellite geometry is near degenerate. Therefore an additional test for the condition of the approximate Hessian J T J (see Eq. 5) was added and iterations finishing with an ill-conditioned Hessian were considered divergent. As seen in Table 2 , bad geometries happen also inside the basin of attraction, but still no false solutions are found. Table 2 . Convergence tests with noisy measurements
∈ Ω converged to x t 519050 142469 converged to other minimum 0 276288 diverged 24300 37893
The global algorithm could not be tested as extensively because of much longer computation times. Setting ∆T = 60 s, ∆R = 80 km, and ∆B = 33 km reduced the execution time to about half when compared to the initial choices, but not much more tweaking was done on the Matlab code itself. However, the computation time could be drastically reduced by implementing the inner loops with a compiled language instead of Matlab. Preliminary results of this approach have been presented in a conference paper [15] .
When there is no initial information about time t other than the four-hour period, a single position fix takes an average of 10 minutes to compute with Algorithm 1. The couple of hundred position fixes computed indicate that the correct solutions are found when n ≥ 7, and most of the time when n = 6.
When an approximate time t 0 is known within one minute of the true time, the search is very fast because the solver can reduce the time search grid T to just one point. The simulation consisted of 10000 position fixes from random coordinates, of which about 93% produced the correct position estimate. As expected, all of the failed searches occurred when using six satellites. In average, one search took only a few seconds, the worst-case computation time being 31 seconds for six satellites and 4.8 seconds for eleven.
A numerical example
For a practical example with real-world data, we took a set of actual GPS measurements and chopped them to modulo Λ to get the measurement In addition to the modular range measurements, the input information consists of the orbit functions for the eight satellites. The orbit functions actually used in GPS positioning have sixteen parameters, but for illustrative purposes we use just a four-parameter truncation: radius of the orbit r i , inclination of orbit I i , longtitude of the ascending node Ω i , and argument of perigree ω i . The position of ith satellite at time t can then be computed from
where µ = 3.986005 · 10 14 m 3 s 2 is the Earth's universal gravitational constant. The values of the satellite orbit parameters for the eight satellites are given in Table 3 . We proceed according to Algorithm 1 by first choosing the search grid ∆T = 60 s, ∆R = 80 km, and ∆B = 33 km.
The four-hour time search space is divided to 240 time steps, of which 145 have a non-empty visibility region, containing a total of 2326980 points. The condition |q i (x)| < d holds for 77421 points, and the local search is started from each one. 68049 of the searches converge to some local minimum within eight iterations, and after pruning out the solutions at too high or too low altitude, 2739 solution candidates remain and are added into the solution list.
The solution list entry with the smallest smallest objective function is chosen as the solution, and is in this case There are 22 other solution candidates within 10 −4 seconds and 10 cm of this one, with objective function values less than 683. This is because the dense search grid contains multiple points within the attraction basin of the true solution. The next smallest objective function value, however, is over 2 · 10 8 and the corresponding position thousands of kilometers away.
In this experiment, the true position was known to be around [2795076 1236239 5579613], and the resulting positioning error 35 meters is well within the expected GPS accuracy. The search took little less than 14 minutes.
Conclusions
A solution method was developed for a special case of GPS positioning problem with minimal initial information required. The proposed method is applicable also to other satellite positioning systems, such as the European Galileo, and even to terrestrial positioning systems where distances are measured by repeating codes and positioning stations are relatively far away from the receiver.
Most of the previous GPS algorithms assume that the exact time can be deciphered from the signal and satellite positions can thus be accurately determined. The concept of time recovery, where the time has to be solved along with receiver position and bias was first suggested in [9] but with the requirement of an initial point sufficiently close to the solution. The modular GPS range problem has also been addressed by several authors, but the solutions assume that an initial position estimate within 150 km (≈ Λ/2) from the true position is known [6] . The present work gives bounds for a feasible initial estimate also in terms of time and bias, and provides an algorithm for positioning that requires the time to be known only within four hours.
