Abstract Most search techniques within ILP require the evaluation of a large number of inconsistent clauses. However, acceptable clauses typically need to be consistent, and are only found at the "fringe" of the search space. A search approach is presented, based on a novel algorithm called QG (Quick Generalization). QG carries out a random-restart stochastic bottom-up search which efficiently generates a consistent clause on the fringe of the refinement graph search without needing to explore the graph in detail. We use a Genetic Algorithm (GA) to evolve and re-combine clauses generated by QG. In this QG/GA setting, QG is used to seed a population of clauses processed by the GA. Experiments with QG/GA indicate that this approach can be more efficient than standard refinement-graph searches, while generating similar or better solutions.
clauses typically need to be consistent, and are only found at the "fringe" of the search (see Sect. 2.1). Table 1 shows the number of consistent clauses considered out of all the clauses evaluated by Progol4.5 over a range of Progol's example data sets. The low average density of consistent clauses in Table 1 (around 3%) motivates an investigation in this paper into a novel algorithm called QG (Quick Generalization). QG carries out a random-restart stochastic bottom-up search which efficiently generates a consistent clause on the fringe of the refinement graph search without needing to explore the graph in detail.
QG has been implemented in Progol4.6 and has been compared with Progol's standard generalization search on a range of datasets. The results indicate that when the proportion of consistent clauses is small, QG is more efficient than standard refinement-graph searches, while still generating the same (or similar) solutions in most cases. In this paper we also examine a combination of QG with a Genetic Algorithm (GA). In this QG/GA setting, QG is used to seed a population of clauses processed by the GA. Experimental results suggest that a combination of QG and GA can provide higher predictive accuracy than each individual approach.
This paper is arranged as follows. Section 2 introduces the idea behind QG, gives the background and describes the QG algorithm. An analysis of the QG algorithm is also given in Sect. 2. Section 3 describes an implementation of QG and QG/GA in Progol. Section 4 presents the empirical evaluation of QG and QG/GA on a range of datasets and Sect. 5 concludes the paper. Mitchell (1997) notes that most Machine Learning algorithms can be viewed as approximations to the following general Bayesian statistical inference algorithms.
Quick generalization (QG)
MAP-returns the hypothesis having maximum posterior probability. Gibbs-randomly samples a consistent hypothesis according to the posterior distribution. Bayes Prediction-classifies unseen instances based on weighted joint prediction of the entire consistent hypothesis space.
All of the above assume a Bayes' prior distribution over the hypothesis space. In the case of Gibbs this is used for sampling. We can easily imagine Gibbs-like approximations to MAP and Bayes Prediction, based on sampling. We might call these Gibbs-MAP and Gibbs-Bayes-Predictor. However, the key to effective implementation of such algorithms is the availability of algorithms for efficiently sampling from the set of consistent hypotheses. As indicated in Sect. 1 refinement-based algorithms, such as Progol, have severe difficulties in this respect since the density of consistent clauses within the hypothesis space is typically low. The QG algorithm described in this section is a Gibbs-MAP algorithm, which constructs maximally general consistent clauses by stochastically pruning Progol bottom clauses. The algorithm can be made arbitrarily efficient by choice of sample size (down to 1). We might also view Genetic Algorithms (GAs), Boltzman machines and even neural net algorithms as Gibbs-MAP algorithms. However, for every such algorithm there is an obvious trade-off between sample size and expected predictive accuracy. A sampling mechanism based on QG as well as the combination of QG with a GA are explored in Sect. 3. In (Haussler et al. 1994 ) the authors showed that average-case error bounds for Gibbs algorithms are comparable to other Bayesian algorithms. These theoretical results are consistent with the empirical results in this paper.
Before describing the details of the QG algorithm, we provide some mathematical preliminaries.
Mathematical preliminaries
The Progol algorithm (Muggleton 1995) is based on successive construction of definite clause hypotheses H from a language L. H must explain the examples E in terms of background knowledge B. Each clause in H is found by choosing an uncovered positive example e and searching through the graph defined by the refinement ordering bounded below by the bottom clause associated with e. We define this setting more formally as follows.
Definition 1 (Progol refinement setting) Let S = B, E, L, be Progol's ILP setting as defined in (Muggleton 1995 We now introduce the notion of consistency within the Progol setting S to be used in the QG algorithm.
Definition 2 (S-consistency) Given S = B, E, L, , e ∈ E and C e,S we say that C is S-consistent iff B, E, C is satisfiable.
It is normal in ILP to restrict attention to clausal hypotheses which are "head-connected" in the following sense.
Definition 3 (Head-connectness) A definite clause h ← b 1 , . . . , b n is said to be headconnected iff each body atom b i contains at least one variable found either in h or in a body atom b j , where 1 ≤ j < i.
Next we introduce the idea of a "minimal support set", which is a set of body atoms which is an irreducible set of atoms which ensure that a clause is head-connected.
Definition 4 (Minimal support set) Let h ← B be a definite clause and B be a set of atoms. S ⊆ B is a minimal support set for b from B iff h ← S, b is head-connected and there does not exist a set S ⊂ S for which h ← S , b is head-connected.
Lastly, we introduce the notion of the "fringe" set of maximally general clauses in the hypothesis space, from which QG samples.
Definition 5 (Fringe) Clause C is in Fringe(e, S) iff it is head-connected and for every D it is the case that C ∈ ρ e,S (D) implies D is not S-consistent.
QG algorithm
The QG algorithm (see Fig. 1 ) works by finding successively smaller consistent subsets of a Progol-style bottom clause. The notion of a cutoff atom is used within the algorithm to define the minimal consistent prefix of a given clause body.
Definition 6 (Profile and cutoff atom) Let
. . , b n be a definite clause and B be background knowledge. E i ⊆ E − is the ith negative profile of C, where
The QG algorithm works by randomly permuting the given clause body and then applying to the result the deterministic "Reduce" algorithm.
1 The result is a randomly constructed "fringe" clause (see Definition 5).
Quick Generalization (QG) algorithm
Input: Bottom clause e,S and setting S R is a random head-connected permutation of e,S Output: Reduce R wrt S
Reduce algorithm
Input: Clause C = h ← b 1 , . . . , b n and setting S Res is C While there is an unseen cutoff atom b i in the body of Res 
. , b n be a bottom clause of example e with associated setting S. The clause F = QG( e,S , S) is in Fringe(e, S).
Proof Assume F ∈ Fringe(e, S). In this case, either F is not head-connected or there exists a clause D such that F ∈ ρ e,S (D) and D is S-consistent. However, since by construction QG returns a head-connected clause F which is a subset of e,S , then assuming completeness of ρ e,S it follows that D must exist. Thus D must be S-consistent. Since D ⊂ F it follows that there must be an atom b j found in the body of F and not in the body of D. However, by construction every body atom b j in F was either a cutoff atom or in a minimal support set in one of the iterations of the Reduce algorithm, and by definition the removal of a cutoff atom makes the resultant clause not S-consistent. This implies D is not S-consistent, which contradicts the assumption and completes the proof.
Let us now consider whether every element of the fringe associated with a given example can be generated by QG. Proof Assume false. Thus there exists F ∈ Fringe(e, S) such that there is no stochastic derivation such that F = QG( e,S , S). Assume F = h ← b 1 , . . . , b j . Now suppose that in QG the random head-connected permutation R of e,S is R = h ← b 1 , . . . , b j , . . . , b n , i.e. the body of F is a prefix of the body of R. However, in this case, since F ∈ Fringe(e, S) it follows that F is S-consistent and that b j is a cutoff atom. In this case the Reduce algorithm will return F after j + 1 cycles. This refutes the assumption and completes the proof. Assuming time-bounded theorem proving of the kind used in Progol, Theorem 3 indicates that the time complexity of QG is linear in the size of the returned clause. Figure 2 gives an illustration of the cycle-complexity result given in Theorem 3. In the first iteration the atom load(B,hexagon,1) is identified as the cutoff atom. The atom is placed immediately after the atom has_car(A,B) in order to ensure that variable B has been introduced before being used. In the second iteration load(B,hexagon,1) is once more identified as the cutoff atom. Since this atom has already been seen, the algorithm terminates and returns the resulting clause in step 3.
Example QG executions

QG and QG/GA in Progol
The QG algorithm described in the previous sections can be used for efficiently sampling from consistent clauses. Clauses generated by QG are consistent but not necessarily compressive wrt the positive examples and they may have small or even no positive coverage. On the other hand, an ILP system such as Progol generates hypotheses which provide a positive compression over training data (Muggleton 1995) . A simple integration of QG in Progol can be realized by replacing Progol's A * search by a QG sampling mechanism. This involves an algorithm, QG-sample, which returns the clause with highest positive compression from a sample of S calls to QG. In this mechanism the sample size S is set by the user so that at An example of choosing a sample size for QG is given in Sect. 4.1. Clauses generated by the simple QG setting described above lack diversity and also it is likely that the optimal solutions are not among them. In this paper we also examine a more advanced setting in which a Genetic Algorithm (GA) is used to evolve and re-combine clauses generated by QG. In this setting QG is used to seed a population of clauses processed by the GA. The GA-ILP setting used in the present study is similar to the one described in (Tamaddoni-Nezhad and Muggleton 2002). In this framework, encoding of hypotheses is based on a most specific clause (or bottom clause) which is automatically constructed using an ILP method (e.g. inverse entailment). In the GA implementation used in the present study, the occurrences of literals from the bottom clause are directly encoded as bit strings as described as further work in (Tamaddoni-Nezhad and Muggleton 2002). Table 2 shows how the occurrences of literals in a clause is encoded as a bit-string. In a "GA only" setting, the initial population of the GA consists of randomly generated bit-strings with length L, where L is the number of literals in the bottom clause. In the QG/GA setting, the initial population of the GA consists of clauses generated by the QG algorithm. As the QG algorithm generates clauses from the permutations of the same bottom clause, encoding these clauses into bit-strings is straightforward and follows the same scheme as shown in Table 2 . In order to provide a better comparison, the fitness value used in GA and QG/GA is the same as the evaluation function of A * (i.e. the compression provided by each clause).
Empirical evaluation
Experiment 1
The goal of this experiment is to compare the performance of QG and A * on the datasets shown in Fig. 1 . In particular we examine the following null hypothesis:
Null hypothesis 1: On our benchmark problems QG cannot provide increased efficiency over Progol's standard A * search without decrease in accuracy.
Material and methods
In this experiment we use a set of learning problems from Progol4.1 example datasets.
2
This includes an early version of the mutagenesis dataset (drug) which in this experiment is replaced with the mutagenesis 42 dataset with atom-bond background knowledge (King et al. 1996) . We use a leave-one-out test strategy and compare total time and predictive accuracies for the following algorithms:
A * -Progol's standard refinement-graph search. QG-An implementation of the QG-sample algorithm as described in Sect. 3.
In this experiment the sample size for the QG-sample algorithm is estimated based on the percentage of consistent clauses which have positive compression. These have been estimated from the output of single runs of QG (e.g. with sample size 10) on each dataset and then used for the leave-one-out experiments. For example, if 1 out of 5 consistent clauses have positive compression the probability of QG-sample finding a consistent and compressive clause is 1 − (4/5) S where S is the sample size. By choosing S = 10 this probability will be around 0.9. In most problems considered in this experiment, clauses generated by QG all have positive compression (i.e. the sample size can be set to one). Table 3 shows predictive accuracies and total learning and testing times for A * and QG. This table also shows an estimation for the density of consistent clauses based on the proportion of consistent clauses considered by the A * search. According to this table, in most cases QG finds a solution with the same or similar accuracies in less time. Null hypothesis 1 is therefore rejected. These results also suggest that the efficiency advantage of QG is more evident when the density of consistent clauses is small. For example, in the train problem, in which only 0.3% of clauses are consistent, QG is far more efficient that A * (i.e. around 26 times faster) while still generating the same solution. As one might expect from general considerations it appears that the ratio T A * /T QG increases with decreasing density of consistent clauses.
Results
Experiment 2
In this experiment we examine a combination of QG and GA as described in Sect. 3.
Null hypothesis 2: On our benchmark problems a combination of QG and GA cannot provide higher predictive accuracy than each individual approach.
Material and methods
In this experiment we use the mut42 dataset from the previous experiment. We use a leaveone-out test strategy and compare average time and predictive accuracies for the following algorithms:
A * -Progol's standard refinement-graph search. QG-An implementation of the QG-sample algorithm as described in Sect. 3. GA-A Genetic Algorithm (GA) as described as "GA only" in Sect. 3. QG/GA-A GA-based search in which QG has been used for seeding the GA population as described in Sect. 3.
In this experiment N , the maximum number of clauses evaluated for learning a single clause, is varied for each algorithm. For A * , N corresponds to Progol's parameter nodes.
In QG, N is the sample size. In GA and QG/GA, N = popsize × (maxgen + 1). Other GA parameters used in this experiment are as follows: p m = 0.01, p c = 0.6 and popsize = 30. For A * , the maximum number of literals in each clause is set to 4. Table 4 Predictive accuracies and average learning times from leave-one-out experiments on mut42 dataset. N is the maximum number of clauses evaluated for learning a single clause Table 4 summarizes the results of the leave-one-out experiments. This table shows predictive accuracies and average learning and testing times for each example. According to the table, QG finds relatively good solutions right at the beginning when the sample size is small. However, the predictive accuracies have not been improved with increased sample size. The figures even suggest that the accuracies have been decreased possibly due to overfitting the training data. Unlike for QG, predictive accuracies for GA and QG/GA increase with N . In general, QG/GA reaches the highest level of accuracy with fewer evaluated clauses. However, as the computational costs for each clause is relatively low in this problem (e.g. clauses considered by A * are maximum 4 literals long), the efficiency advantage of QG/GA is not significant in this problem. Given the relatively high accuracy errors in the leave-one-out experiments, the accuracy advantage of QG/GA is also not significant. Null hypothesis 2 is therefore not rejected by this experiment. Nevertheless, the lessons learned in this experiment lead to an experimental setting which will be used in the next experiment.
Results
Experiment 3
The results of the previous experiment show that QG/GA needs to evaluate fewer clauses in order to reach the same level of accuracy. This observation suggest that QG/GA could lead to a significant speed up in cases where the average computational costs for each clause is relatively high or the clauses which need to be considered during the search are relatively long. In this experiment we evaluate QG and QG/GA on a set of problems with different concept sizes. Both Null hypothesis 1 and Null hypothesis 2 are examined in this experiment.
Material and methods
In this experiment we use a set of seven artificially generated learning problems with varying concept sizes from 6 to 16. These problems are selected from the phase transition study (Botta et al. 2003) and correspond to problems m6.l12 to m16.l12. 3 Each problem includes 100 training and 100 test examples. We use a hold-out test strategy and compare the performance of the same algorithms as in the previous experiment (i.e. A * , QG, GA and QG/GA). The GA parameters used in this experiment are the same as the ones used in the previous experiment except that maxgen is not varied and it is set to 20 for all experiments. The A * parameter nodes is also fixed and set to 10000. Table 5 shows predictive accuracies and average learning and testing times for different algorithms. According to this table, QG has found a solution with a similar or better accuracy than the A * search in significantly less time. Null hypothesis 1 is therefore rejected. These results also suggest that we can get a better predictive accuracy by combining QG and GA (e.g. unlike A * and QG, QG/GA passes the 80% accuracy criteria of (Botta et al. 2003) for m = 14 and m = 16). This refutes Null hypothesis 2. According to the table, the efficiency and accuracy advantages of QG and QG/GA are more evident when the density of consistent clauses (Cs%) is low. It is expected that A * will be more efficient than other algorithms for small values of m. However, this cannot be tested on the present dataset as it does not include problems with small values for m.
Results
Conclusions
In this paper we presented a search approach based on a novel algorithm called QG (Quick Generalization). QG efficiently samples consistent clauses on the fringe of the refinement graph search without needing to explore the graph in detail. We proved that the QG algorithm is correct (i.e. only fringe clauses are returned by QG), complete (i.e. all fringe clauses can be returned by QG) and efficient (i.e. QG returns a solution in time linear to the size of the solution). A sampling mechanism based on QG has been implemented in Progol4.6 and has been tested on a range of learning problems. The results of comparison between QG and Progol's standard refinement-graph search (A * ) suggest that in some cases QG returns solutions with similar accuracies to A * in less time. Time reduction by QG is substantial when the density of consistent clauses is low. In this paper we also examined a combination of QG with a Genetic Algorithm (GA). In this QG/GA setting, QG is used to seed a population of clauses processed by the GA. Experimental results suggest that QG/GA needs to evaluate fewer clauses than A * and GA in order to reach the same level of accuracy. QG and QG/GA have been also tested on a set of problems from the phase transition dataset (Botta et al. 2003 ) which includes learning problems with varying concept sizes. In this experiment, QG/GA significantly outperforms other searches. The QG algorithm can be easily adopted for any ILP system which uses a bottom clause or a template for generating the hypotheses. These include ILP systems which use some form of Inverse Entailment (e.g. Ito and Yamamoto 1998; Inoue 2001 and Ray et al. 2003) . As future work, we intend to explore methods for dealing with classification noise by relaxing the requirements of consistency in clauses generated by the QG algorithm. This can be realized by allowing a threshold (more than zero) for negative examples that can be covered by each clause.
