When the event time of interest depends on the censoring time, conventional two-sample test methods, such as the log-rank and Wilcoxon tests, can produce an invalid test result. We extend our previous work on estimation using auxiliary variables to adjust for dependent censoring via multiple imputation, to the comparison of two survival distributions. To conduct the imputation, we use two working models to define a set of similar observations called the imputing risk set. One model is for the event times and the other for the censoring times. Based on the imputing risk set, a nonparametric multiple imputation method, Kaplan-Meier imputation, is used to impute a future event or censoring time for each censored observation. After imputation, the conventional nonparametric two-sample tests can be easily implemented on the augmented data sets. Simulation studies show that the sizes of the log-rank and Wilcoxon tests constructed on the imputed data sets are comparable to the nominal level and the powers are much higher compared with the tests based on the unimputed data in the presence of dependent censoring if either one of the two working models is correctly specified. The method is illustrated using AIDS clinical trial data comparing ZDV and placebo, in which CD4 count is the time-dependent auxiliary variable.
INTRODUCTION
In a situation that the censoring time is informative of the time to disease occurrence (dependent censoring), the marginal survival distribution is not identifiable without certain assumptions and, 463 furthermore, dependent censoring will create difficulties in performing nonparametric comparisons between two groups. As a result, the conventional tests, e.g. the log-rank and Wilcoxon tests, could be invalid. In many studies, there is other information provided about each subject, and such data are often informative about both the health condition of the subjects and the censoring mechanism. Some examples of this are CD4 count and viral load in studies of AIDS. These markers are often associated with both the event and censoring times and, therefore, may be treated as auxiliary variables that can help recover some of the lost information for censored subjects and can also be either directly or indirectly incorporated into comparison of two survival distributions to provide a valid test.
There are an increasing number of statistical methods incorporating information from auxiliary variables [1] [2] [3] [4] [5] [6] [7] [8] [9] into survival analysis. Most of them focus on estimating the survival function or comparing the treatment effect through a proportional hazards (PH) regression model, but only few focus on nonparametrically comparing two survival distributions. For the use of auxiliary variables, these methods either directly incorporate the information from auxiliary variables into estimation of the survival function [1-5, 8, 9] or use auxiliary variables to modify the redistribution to the right algorithm [10] to derive the survival function [6, 7] . Furthermore, some of them [3] [4] [5] [6] [7] focus mainly on using the information in the auxiliary variables for prediction of the event time. In a case with dependent censoring, to produce reasonable survival estimates those methods will strongly rely on the assumption of independent censoring conditional on the auxiliary variables, which are used to predict the event time. In addition, of the methods that use auxiliary variables to handle censored subjects, most of them [1, 2, 8, 9 ] have adopted approaches using either parametric or partially parametric models to estimate censoring probabilities using auxiliary variables. In this paper, our focus will be on using a direct approach to handling censored observations, while comparing two survival distributions in a nonparametric way in the presence of dependent censoring. We will be using the auxiliary variables for prediction of both event and censoring times. Our approach is a less parametric method in the sense that the models containing the auxiliary variables are not directly used to estimate survival or probabilities of censoring. Furthermore, the approach also allows complex auxiliary variable structures.
In our previous work [11, 12] , we treated censored observations as missing event times [13] and then used multiple imputation [14] [15] [16] [17] [18] to impute event times [19] [20] [21] for the censored observations. The idea is analogous to the redistribution to the right algorithm. We showed that imputation schemes without using auxiliary variables can reproduce the standard Kaplan-Meier (KM) estimates [11] , which provides a theoretical foundation for nonparametric imputation of event times. This also provides the theoretical foundation to generalize the imputation approach to handle censored observations in a situation with auxiliary variables [12] , where we proposed using two risk scores to define a neighborhood to impute event times for each censored case. The idea is similar to predictive mean matching [22] and propensity score matching [23] in the missing data literature. The two risk scores were derived from two working PH models, one for the failure time and one for the censoring time. We showed that the use of two working risk scores can induce a form of double robustness, where the double robustness property [24] is defined as meaning if one of the two working models is correctly specified, then the estimate is consistent. We showed that by incorporating the auxiliary variables into the multiple imputation method using the two risk scores we can both reduce the bias due to dependent censoring of the marginal survival distribution and increase the efficiency, compared with standard estimates [12] , and the approach compared well with other estimation methods for handling dependent censoring. In this paper, we extend our previous work on estimation using auxiliary variables to adjust for dependent censoring via multiple imputation to the case of the comparison of two survival distributions. Robins and Finkelstein [8] proposed using the inverse probability of censoring weighted (IPCW) method, where the weight is derived from a treatment-specific PH model with auxiliary variables as the covariates, to incorporate auxiliary variables into the log-rank test. The IPCW log-rank test can be considered as a semi-parametric approach and can also induce a property of double robustness locally after further modifications on the test statistic and the estimated treatment-specific survival functions [1] . We will compare log-rank test derived from the multiple imputation method with the IPCW method in simulations.
This paper is organized as follows. In Section 2, we briefly describe the imputation procedures and how to construct the test statistic based on the multiply imputed data sets. In Section 3, we study properties of the imputation procedures in finite sample sizes through simulation. In Section 4, we apply the multiple imputation techniques to data from an AIDS study. A discussion follows in Section 5.
IMPUTATION PROCEDURES
In this section, we briefly describe the multiple imputation approach in [12] , including defining two working PH models for deriving risk scores and imputation schemes, and how to conduct two-sample tests on a multiply imputed data set.
Two working PH models and risk scores
Let T denote time to the outcome of interest and C the potential censoring time. The observable random variables are X = min(T, C) and = I (T C). LetV(t) ≡ {V 1 (x), ..., V p (x); 0 x t} be a vector of auxiliary variables. The observable data for a subject is O = (X, ,V). We assume that we observe n subjects that come from a random sample and are independent.
In order to use auxiliary variables to define an imputing risk set for each censored observation, Hsu et al. [12] proposed to reduce the auxiliary variables into two risk scores by fitting two working PH models. One working PH model is for the event times
where wf (t|V(t) f ) is the conditional cause-specific hazard of failure at time t givenV(t) f , 0f (t) is the baseline hazard function (unknown),V f are the auxiliary variables in the model, and f are the corresponding regression coefficients. The other working PH model is for the censoring times, which is
where wc (t|V(t) c ) is the conditional cause-specific hazard of censoring at time t givenV(t) c , 0c (t) is the baseline hazard function (unknown),V(t) c are the auxiliary variables in the model, and c are the corresponding regression coefficients.
Each risk score is then a linear combination of auxiliary variables. They are defined aŝ RS f =ˆ fV (t) f andRS c =ˆ cV (t) c , respectively, whereˆ f denotes the estimates of the parameters of the PH model for the event times andˆ c denotes the estimates of the parameters of the PH model 465 for the censoring times. Each risk score is centered and scaled by subtracting the mean and dividing by the standard deviation of the risk scores (denoted asRS * f andRS * c ). This strategy summarizes the multi-dimensional structure of the auxiliary variables into a two-dimensional structure. In a situation with time-independent auxiliary variables, these two working models are fitted once to each treatment group separately to allow potential different associations between the event and censoring times and the auxiliary variables across the treatment groups. However, in a situation with time-dependent auxiliary variables, for every censored observation these two time-independent PH models are fitted to the data of those at risk at the censoring time using the currently available auxiliary variables as fixed covariates. We note that in a case with only one time-independent auxiliary variable, the risk score is the covariate itself. Therefore, there is no need to fit the two working models.
The working model could be misspecified in either of the link function (i.e. the true model is not from a PH model) or the covariates included in the working model not the same as the ones in the true model (e.g.V f =V, whereV f are the covariates in the working failure time model andV are the covariates in the true model). In this paper, we assume the true model is from a PH model and mainly focus on misspecification of the covariates.
As shown in [12] , if one of these two working models is correctly specified, i.e. the true event (censoring) time model is from a PH model andV ≡V f (V c ), then conditional on these two risk scores calculated from the two working models, the event times are independent of the censored times. Hence, within an imputing risk set that is defined using two risk scores, the event times are independent of the censoring times. This property will be useful in constructing the imputes.
Imputation schemes
The two scale-free risk scores are used to select an imputing risk set for each censored observation by defining the distance between subjects. The distance, based on the original data, between subject j and k is defined as
where w f and w c are nonnegative weights that sum to 1 and w c is used to adjust for depending censoring. The imputing risk set, R( j + , NN), for the censored subject j consists of NN subjects who have longer survival time than the censoring time of subject j and the NN smallest distances from the censored subject j. When the number of individuals still at risk (NN r ) is less than NN, then we use NN = NN r . For each censored subject, a nonparametric multiple imputation scheme, called Kaplan-Meier imputation (KMI), is used. In this method an event time is drawn from a KM estimator of the distribution of event times calculated from the observations in the imputing risk set [11, 12] . In this paper, we only impute event times from the subjects in the same treatment group as the censored subject for the same reason we mention earlier. Once the new data set is created, the procedure can be independently repeated M times to obtain multiple imputed data sets for use in testing. We typically use a value of M of 10 or higher, and we found that NN in the range 5-20 gave reasonable results, but there is clearly the potential to optimize the choice of NN. In addition, we also notice that there are alternatives for calculating the distance, such as a rectangular distance. However, we expect that the weight will play a more critical role in selecting a nearest neighborhood for each censored subject compared with the way the distance is defined 466 C.-H. HSU AND J. M. G. TAYLOR and, therefore, will mainly focus on the effect of weights on the two-sample test and explore it in a simulation study.
As mentioned in [11] , the KMI procedure by itself does not incorporate the full uncertainty in the imputes, because it does not include a first stage of an initial parameter draw. Therefore, it would not be viewed as a proper multiple imputation scheme [25] . The KMI procedure can be enhanced by including a bootstrap stage in the procedure [25] . This can be achieved by performing the above imputation procedures on a bootstrap sample selected with replacement from the original data. The KMI method incorporating bootstrap methods is denoted as KMIB and, specifically, KMIB using the weights of w f and w c to define distance between subjects to select a neighborhood size of NN is denoted as KMIB (NN;w f ,w c ) . Multiple imputations are created by independently repeating the bootstrap stage for each of the M data sets. The inclusion of a bootstrap stage has been shown to improve the properties of multiple imputation procedures [25, 26] . In [11] , it was shown that when imputing event times the inclusion of the bootstrap stage improved the coverage rate of confidence intervals.
In addition, based on the property of independent censoring conditional on two risk scores if one of the two working models is correctly specified, Hsu et al. [12, 27] have shown that the nearest neighbor-based multiple imputation approach can induce a double robustness property.
Test statistics for a multiply imputed data set
In Taylor et al. [11] , we considered and studied two approaches to comparing two survival curves with multiply imputed data. In this paper, we will use the same approaches and briefly describe them below. The first approach (denoted as Meth1) can be considered as a direct application of the procedure in Li et al. [28] for testing a null hypothesis ( = 0 ) with multiply imputed data, which applies the estimation rules for multiply imputed data in [25] to obtain the point estimate (¯ ), equal to the average of the M point estimates and the associated variance (V 1 ), equal to In this paper, we are interested in exploring the performance of log-rank and Wilcoxon tests based on multiply imputed data sets derived by using information from auxiliary variables when there is dependent censoring. For each completed data set denote the test statistic (log-rank or Wilcoxon) by R m and its standard error by E m and let Z m = R m /E m . The first approach estimates by R m , and the second approach estimates by Z m . In both cases 0 = 0 under the null hypothesis that the two curves are equal. The performance of the two approaches will be studied in simulation. In previous work [11] , for nondependent censoring, we found that the second method was slightly preferred, although the differences were small. As mentioned in [11] , M = 10 makes the estimated degrees of freedom very large for both ways of calculating it, such that the t distribution is negligibly different from a normal distribution. 
SIMULATION STUDY
We perform several simulation studies to investigate the properties of the multiple imputation-based procedures. We consider situations with multiple auxiliary variables, binary and continuous. In all situations, we investigate size and how these are affected by the sample size, misspecification of the working PH models for calculating the risk scores and the weights of the nearest neighborhood for selecting the imputing risk set.
Data generation
For each of 1000 independent simulated data sets, there are five hypothetical auxiliary variables, including three binary variables (Z 1 , Z 3 , Z 5 ) independently generated from a Bernoulli(0.5) distribution and two continuous variables (Z 2 , Z 4 ) independently generated from a Uniform(0, 1) distribution. The event time is generated from the model f (t) = t 4 * exp( Trt−2.0Z 1 +0.5Z 2 − 2.0Z 3 +2.0Z 4 +2.0Z 5 ), where is set equal to 0 for the study of size and 0.75 for the study of power and Trt is the treatment indicator. In a situation with independent censoring, the censoring time is generated from Exponential(0.6). To induce dependent censoring, the censoring time is generated from the model c (t) = t 3 * exp(−3(Trt+0.1)Z 1 +0.5Z 2 −2(Trt+0.1)Z 3 +1.5Z 4 + 2(Trt+0.1)Z 5 ). We primarily focus on model misspecification of the two working PH models. We consider situations where either both of the two working PH models are correctly specified or one of them is misspecified. Two working models are fitted to each treatment group separately. Specifically, for each treatment group the working failure time model is either correctly specified or misspecified as wf (t) = 0f (t) * exp( 1 Z 1 + 2 Z 2 + 3 Z 3 ), and the censoring time model is either correctly specified or misspecified as wc (t) = 0c (t) * exp( 1 Z 1 + 2 Z 2 + 3 Z 3 ). The sample sizes (n) are 200/400 subjects, 100/200 receiving placebo and 100/200 receiving treatment. The imputation procedures are conducted on each treatment group separately. The computer program written in R for the proposed multiple imputation approach can be requested via email at phsu@azcc.arizona.edu.
Imputation and analysis
For the 'fully observed' (FO) analysis, treated as the gold standard, we apply the log-rank and Wilcoxon tests to each generated data set before any censoring is applied. For the 'partially observed' (PO) analysis, we apply the log-rank and Wilcoxon test to each data set (unimputed) with random censoring. For the IPCW method, only the log-rank test is conducted where the weight is derived from a correctly specified treatment-specific PH model for censoring time and the standard error is estimated from 500 bootstrap samples. For the multiple imputation methods, for each simulated data set, we multiply impute times for each observed censored time using the auxiliary variables as described in Section 2. We compute the log-rank and Wilcoxon test statistics for each augmented data set and perform the multiple imputation analysis. Table I provides the sizes of the log-rank test in a situation with independent censoring. Both the IPCW method and the PO analysis generate a size comparable to the FO analysis. For the KMIB method, in all situations the sizes are slightly higher than that of the FO analysis, especially in a situation that the working failure time model is misspecified and the whole weight is put on the risk score from the working failure time model. Table II provides the sizes of the log-rank test in a situation with dependent censoring. The results indicate that the sizes based on the IPCW method and the PO analysis are both well above that of the FO analysis. The magnitude of bias for the PO analysis increases with sample size but stays the same for the IPCW method. For the KMIB method, in a situation with both of the working models correctly specified, all combinations of the weights (i.e. w f and w c ) produce similar sizes for a given sample size. As sample size increases from 200 to 400, the sizes of the KMIB method are all comparable to the nominal level (5 per cent) for a NN of 5. However, as the NN increases from 5 to 10, the size increases, as well. This indicates a sufficient sample size and a closeness of the nearest neighbors given by small NN are needed for the KMIB to produce a comparable size to the nominal level. In a situation with only the working failure time model misspecified, the sizes of the KMIB method in general are greater than that of the FO analysis. By putting a small weight (e.g. w c = 0.2) on the risk score derived from the working censoring time model to define a NN, the size gets closer to that of the FO analysis and even comparable to the nominal level when the sample size is 400 and NN is 5. This indicates that when the working failure time model is misspecified, incorporating the information from the working censoring time has the potential to adjust for the bias. In a situation with only the working censoring time model misspecified, when only the risk score from the working failure time model (i.e. w f = 1.0 and w c = 0.0) is used to select a NN, the size of the KMIB is greater than that of the FO analysis, especially for a NN of 10. As sample size increases to 400, the size gets closer to that of the FO analysis and comparable to the nominal level for a NN of 5. Even if the working censoring time model is misspecified, putting a weight of 0.5 (i.e. w c = 0.5) on the risk score derived from the working censoring time model to select a NN of 5 for imputing could obtain a size comparable to the nominal level. However, as the weight increases to 0.8, the size increases, as well, and becomes significantly greater than the nominal level. In all situations, two approaches (Meth1 and Meth2) of performing two-sample tests for multiply imputed data produce similar sizes. Table III provides the sizes of the Wilcoxon test in a situation with dependent censoring. The results indicate that the size based on the PO analysis is well above that of the FO analysis and Table IV provides the powers of the log-rank and Wilcoxon tests in a situation with dependent censoring. The results indicate that the power based on the PO analysis is much lower than that of the FO analysis. For the log-rank test, the IPCW method produces a power about 14 per cent lower than the FO analysis. On the average the KMIB method produces a power about 10 per cent lower than the FO analysis and at least 20 per cent higher than the PO analysis. Of the three model specification situations, the power is the highest when both working models are correctly specified. The power is the lowest when the working failure time model is misspecified. For the log-rank test, the power is less affected by the weights compared with the size. As expected, the power increases with the sample size for all methods and situations. In all situations, two approaches (Meth1 and Meth2) of performing two-sample tests for multiply imputed data produce similar powers.
Results
In summary, the PO analysis tends to produce a higher size and a lower power compared with the FO analysis. With appropriate choice of NN and weights, the KMIB method could produce a size comparable to the FO analysis even if one of the two working models is misspecified. The KMIB method consistently produces a power much higher than the PO analysis even if the working failure time model is misspecified. Both Meth1 and Meth2 approaches produce similar results in all situations.
APPLICATION TO AIDS DATA
We apply the nonparametric multiple imputation schemes to AIDS data from the ACTG-019 clinical trial [12, 29, 30] . There are 1337 subjects, with 428 subjects in the placebo arm and 909 subjects in the treated arm, where this latter arm is a combination of two doses of ZDV. There were 25 events in the treatment group and 33 events in the placebo group. The median follow-up time is 50 weeks. For each subject, besides several baseline characteristics and the treatment indicator, CD4 counts were measured at several time points. We are interested in comparing survival functions between placebo and treated groups. Since CD4 count is a critical aspect of the immune system and is the only time-dependent variable measured in this AIDS trial, we use CD4 counts as an auxiliary variable to fit the two working PH models to derive two risk scores to select a risk set for imputing. We use both baseline CD4 count and the latest observed CD4 count before each censored time as covariates in these working models. For each observed censored time we use individuals who survived longer than the censored subject and who shared the same treatment group to fit two working PH models for the censoring and failure time distributions. Based on the results in the simulation study, we choose NN = 5, w f = 0.8 and w c = 0.2 to define the imputing risk set for each censored subject.
The results for method 2 are provided in Table V . This table displays the log-rank and Wilcoxon tests from the PO analysis, where the statistics are already divided by the estimated standard errors, that is, the analysis of the observed censored event time data and from the multiple imputation analysis. The results indicate that the multiple imputation method, KMIB, yields larger test statistics and smaller p-values compared with the PO analysis. Thus, the multiple imputation analysis could provide an adjustment for dependent censoring in the two-sample test by choosing appropriate auxiliary variables. In addition, for both the PO analysis and the KMIB method the statistic derived from a log-rank test is similar to that derived from a Wilcoxon test. This is probably due to a high percentage of censored observations that they were administratively censored at the end of the follow-up time, 90 per cent in the placebo group and 95 per cent in the treated group. 
DISCUSSION
The research in this paper provides a direct way to test for the difference between two survival curves in the case of dependent censoring, using the information in auxiliary variables. The approach is nonparametric multiple imputation of the event times for censored observations. The simulation study shows that the use of this nonparametric multiple imputation method can lead to a valid log-rank or Wilcoxon test even in the presence of dependent censoring. In general, the sizes of the tests for the multiple imputation methods are much closer to the nominal level than the sizes produced by analyzing the observed data without using the auxiliary variables. In addition, with sufficient sample size and a good choice of NN the imputation method could produce a size comparable to the nominal level, and a power higher than the power produced by analyzing the observed data without using the auxiliary variables even if one of the two working models is misspecified. In contrast, the IPCW method produces a size much higher than the nominal level in a situation with dependent censoring. We suspect this is due to unstable weights in the IPCW at large follow-up times. An attractive aspect of the nonparametric multiple imputation procedure in this paper is that the reliance on specific parametric statistical models is weak, because the two working models are only used to identify a neighborhood of similar observations from which an appropriate nonparametric distribution for imputing the censored observations is developed. After the imputation the analysis is based on the original data, augmented by the imputed data. This indicates that this multiple imputation method indirectly incorporates the information from the auxiliary variables into estimation of the survival function. In this sense the properties of the two-sample tests are derived mainly from the data, rather than from the assumptions in the working models. In contrast, most of the methods in the literature directly incorporate the information from auxiliary variables into estimation of the survival function and, therefore, their performance will highly depend on the assumptions in the models.
In this paper, we fix the size of the nearest neighborhood. We could employ a dynamic scheme to select the size of the nearest neighborhood dependent on the time of the censored observation we want to impute in the future research. Furthermore, the adequacy of the imputation procedures will depend on the 'nearness' of the imputing risk set and on the availability of possible donor observations, which diminishes in the tails of the survival distribution. The lack of availability of possible donor observations will increase the variation of the imputation and also create bias 474 C.-H. HSU AND J. M. G. TAYLOR in estimation in the tails. One way to minimize the influence from the tails is by choosing a two-sample test that assigns smaller weight to the tails, such as Gehan's and Tarone-Ware's tests.
To study the performance of the proposed multiple imputation approach, we considered in the simulations a simple situation with time-independent auxiliary variables, which were known at baseline and can be treated as covariates and directly incorporated into the two working models. The two working models are only fitted once to all of the data. In contrast, in a situation with time-dependent auxiliary variables, as we demonstrate in the application to AIDS data, the two working models need to be fitted at every censored observation to the data of those at risk at the censoring time using the currently available auxiliary variables as fixed covariates. The simulation conclusion is based on the results from a situation with time-independent auxiliary variables. Time-dependent auxiliary variables are often more predictive of event times compared with time-independent auxiliary variables. We expect the multiple imputation approach could have more power in testing two survival functions using the information from time-dependent auxiliary variables compared with only using the information from time-independent auxiliary variables.
