Abstract-We present the design and implementation of FileSim, a simulation framework with detailed models of parallel file systems, capable of reproducing the complex I/O behavior at scale. FileSim aims to support comprehensive and accurate endto-end I/O performance prediction and evaluation of exascale high-end computing systems. To this end, FileSim provides several key features, including detailed, pluggable models of contemporary parallel file systems, the support of trace-driven simulation, and the capability of running large-scale I/O systems using parallel and distributed simulation. We conducted extensive validation and performance studies, through which we show that the simulator is capable of reproducing important I/O system behaviors comparable to those measured from the real systems. We demonstrate the capabilities of FileSim as a tool for exploring the parameter space and design alternatives of large-scale parallel file systems.
I. INTRODUCTION
High-performance computing needs to grip with exascale capabilities (with 10 18 floating point operations per second) in the next few years. Significant challenges remain in the systems design to break through the performance barriers of contemporary high-end computing systems. In particular, the system I/O must keep pace with the increasing processing power and storage capacity, and be able scale up to satisfy the bandwidth and latency requirement of data intensive applications running on hundreds-of-thousands to millions of processing units.
The I/O demand is particularly acute when considering checkpointing and recovery on massively parallel systems. To allow fault tolerance, one needs to increase the frequency of checkpoint operations to compensate for the shrinking mean time between failures. This may generate bursts of I/O which could easily overwhelm the I/O system and severely impact the performance of parallel applications [17] . Designing efficient parallel file systems that can satisfy the I/O requirements of the scientific applications and bridging the gap between the processing power and storage device performance demands is therefore of great importance.
Parallel file systems are object-based storage architectures that separate file metadata and file content so that they can be stored and accessed separately on different servers [14] .
As such, the performance of parallel file systems is expected to scale up with the increasing processing and storage capacity of the high-end computing systems. Existing parallel file systems, such as Lustre [7] , PVFS [5] , GPFS [10] , Ceph [20] , and PanFS [22] , differ significantly in design and their performances vary substantively across configurations. A good understanding of the potential performance barriers as the systems scale out with increasing number of clients and storage devices, and with interconnects of growing capacity, is crucial to the design and realization of parallel file systems on exascale high-end computing platforms.
Empirical evaluation and measurement studies (such as [9] , [16] , [18] , [22] , [23] ) can bring good insight to the performance of parallel file systems. However, they are limited by the size and the particular configuration of the existing systems on which these studies were conducted. Simulation tools, once carefully validated, can be used to describe detailed operations of such complex systems, identify performance bottlenecks, and eventually lead to an accurate performance prediction of such systems at scale. However, existing simulators (such as [6] , [13] , [15] ) are limited in their capabilities for a fullscale I/O performance prediction and evaluation of future highend computing systems: they either do not provide sufficient modeling details, or focus only on specific features of the parallel file systems.
We introduce FileSim, a simulation framework with detailed models of parallel file system components, designed to reproduce complex I/O system behaviors at scale. Our motivation for building FileSim is threefold. First, FileSim is primarily used to understand real system behavior. Given that the simulator is reasonably well validated, it can help study and identify performance problems under close inspection. Second, FileSim also helps explore the parameter space in search for the optimal performance; simulation is certainly very useful in these situations. Here, however, due to the multiplicity of system parameters and complications related to the real operating conditions, FileSim should not simply be used to match the absolute performance numbers; rather, FileSim is designed to capture the behavior of the system. Last, FileSim can be used for evaluating new parallel file systems or new algorithms (e.g., a new placement strategy at the meta data servers). FileSim is expected to support comprehensive and accurate end-to-end I/O performance prediction and evaluation of exascale high-end computing systems. To achieve this goal, FileSim provides several important features:
• FileSim provides pluggable models with different levels of modeling abstraction for different parallel file system components. In particular, having detailed models allows us to study and compare the performance of various parallel file systems at a granularity that has not been attempted before. For example, FileSim provides detailed models for local file systems. Our studies show that detailed models are important for capturing some important performance characteristics of parallel file systems.
• FileSim supports trace-driven simulation. Using the I/O traces generated by real systems we can validate parallel file system models by comparing against the behavior observed in the real systems. With the real and synthetic I/O traffic, and the operational details provided by FileSim, it becomes easier to identify system bottlenecks and subsequently optimize performance through exploration of the parameter space.
• FileSim supports parallel and distributed simulation, and thus can run large-scale detailed models on highperformance computing platforms to study I/O behaviors at scale. As such, FileSim is able to provide, with reasonable accuracy, the performance projection of various parallel file system solutions for exascale supercomputing environments.
In this paper we describe in detail the design and implementation of the FileSim simulation framework. We focus on the main constituents of the simulation framework essential for capturing the performance of parallel file systems. We focus specifically on the implementation of detailed models for PanFS [22] ; which is the file system of LANL's Roadrunner cluster. Our main contributions are the following:
• We introduce FileSim as a valuable tool for simulating parallel file systems. Extensive validation studies demonstrate that the performance predicted by this simulator is comparable to that measured from the real systems. Both synthetic and real input was used to perform these validation studies.
• We also conducted several studies in an effort to assess the capabilities of FileSim as a tool for exploring the parameter space and design alternatives of the large-scale parallel file systems. Some of those experiments are only possible because of the detail to which we implemented the local file system. • Using FileSim's distinctive feature of enabling distributed simulation, we present promising results of performance studies that exhibit the potential for modeling large-scale systems. In particular, we compare the performances of both distributed and sequential simulation using specific scenarios.
The rest of the paper is organized as follows. In section II, we present the background of major contemporary parallel file systems and outline their main differences. We also describe related work in simulation of parallel file systems. In section III, we present the overall architecture of the FileSim simulation framework. In section IV, we focus on the implementation of detailed models we use for capturing the major behaviors of the PanFS file system. We conducted extensive validation and performance studies of FileSim. The results are presented in section V. We conclude our paper and outline future work in section VI.
II. BACKGROUND AND RELATED WORK
In this section we describe major parallel file systems of today and related efforts in simulating parallel file systems.
A. Parallel File Systems
There exist a number of production-ready parallel file systems, including PVFS [5] , PVFS2 [2] , GPFS [10] , [18] , Lustre [7] , PanFS [22] , and Ceph [20] . Although these systems share many common features essential for a scalable system implementation, they differ significantly in their architecture, metadata management, data distribution, redundancy, locking mechanism, and networking support.
PVFS [5] has been widely used on Linux clusters. PVFS contains three logical components: 1) clients, which provide the interface for the applications to interact with the file system; 2) a metadata daemon, which handles the metadata operations; and 3) I/O daemons, which run on the I/O nodes with attached disks for storing the file data. Communication between PVFS components uses TCP. PVFS is known to have some obvious shortcomings, including the lack of redundancy support, and the use of centralized metadata service, which would prevent the system from achieving desirable scalability and reliablility in large-scale system settings.
PVFS2 [2] is a new design of PVFS with several significant changes to improve its performance. First, PVFS2 allows metadata for different files to be placed on different servers, and thus mitigate the problem of having single-point failures in the original system. Second, PVFS2 supports a data distribution module that can make decisions on how to distribute data across the I/O servers based on the application access patterns. This is in contrast to PVFS, which only supports simple data striping in a round-robin fashion. Third, PVFS2 has a network module that supports a variety of networking technologies common to contemporary HPC systems, such as InfiniBand, Myrinet, and Quadrics. Last, PVFS2 adds the support for both data and metadata redundancy through a hardware RAID controller.
GPFS [10] is IBM's parallel file system solution that has been used on many of the largest supercomputers in the world. GPFS has shared-disk architecture, which consists of cluster nodes and shared disks connected via a switching fabric. The shared disks can be accessed directly from the clients using a Storage Area Network (SAN). Alternatively, the shared disks can be attached to the I/O server nodes and accessed indirectly from the cluster nodes over a communication network. In the latter case, GPFS uses TCP/IP but also supports InfiniBand and Federation. Similar to PVFS, GPFS divides file data into blocks and places the blocks on different disk in a round-robin fashion. GPFS offers a distributed locking mechanism using a global lock manager running on a single cluster node to coordinate with local lock managers, one at each node. GPFS supports fully parallel access to both file data and metadata. To handle disk failures, GPFS uses at least two RAID controllers. In addition, it offers a replication option similar to RAID-1, in which case each data or metadata block maintains a copy on a separate disk.
Lustre [7] is a parallel file system for general large-scale cluster computing. Lustre clearly defines the three subsystems: clients, metadata servers, and object storage servers. Object consists of one or multiple blocks, and each object storage server can store data on multiple object storage targets, one for each volume. Current version of Lustre only supports 2 metadata servers in a cluster, although the system is designed to support many metadata servers. The latest version of Lustre also has no redundancy support. In the future, Lustre will add ZFS support [3] , which uses a new redundancy scheme, called RAID-Z, which is similar to RAID-5. The next Lustre version will also have object level redundancy, like RAID-1. The Lustre networking support can take advantage of most commonly used networks, such as InfiniBand, TCP/IP over Ethernet, and Myrinet. It also provides support for routing between different types of networks so that multiple types of interconnections can exist simultaneously in a cluster. Lustre provides a locking mechansim at the granularity of object storage targets.
PanFS [22] is a specialized storage cluster with an overall architecture similar to Lustre. Both systems use explicit allocation maps to specify where objects are stored. PanFS uses TCP/IP. All locking functions are managed by a single metadata server. For fault tolerance, PanFS supports RAID-1 and RAID-5. Different files can use different RAID schemes: small files use RAID-1, and large files use RAID-5. Another unique feature of PanFS is that clients are responsible for computing and writing parity.
Ceph [20] is also similar in the overall architecture to Lustre and PanFS. However, rather than relying on the traditional allocation tables, Ceph uses a pseudo-random data distribution function, called CRUSH [21] , to determine data placement on storage nodes. Ceph replicates data across multiple object storage nodes for redundancy. Unlike the RAID schemes, the replicas are spread out among a large number of disks, which avoids a single disk from becoming the bottleneck of failure recovery. Like PanFS, Ceph implements locking in the metadata server. It also only uses TCP for communication.
All above systems contain the three basic components: clients, metadata server, and storage devices, although the detailed implementation may differ. For example, GPFS does not clearly define a metadata server. However, it provides the metadata management with similar functions. Therefore, it is necessary for the simulator to model the function of these three subsystems. To achieve consistency, reliability and efficiency, all parallel file systems face similar issues related to metadata management, data distribution, redundancy, and locking. Another important common component is the network connecting the subsystems: different parallel file systems may involve different networking solutions that entail different control mechanism and connection speed.
Thus, it is important to have a general and flexible solution that can model the components common to various parallel file systems and simultaneously allow exploring the differences. FileSim aims to provide such a solution, with detailed, pluggable models of various parallel file system components. When the components are put together, FileSim can be shown capable of reproducing complex I/O system behaviors and accurately predicting end-to-end I/O performance at scale.
B. Existing Simulators
There exist at least three simulators for parallel file systems. IMPIOUS (Imprecisely Modeling Parallel I/O is Usually Successful) [15] is a trace-driven simulator with abstract models designed to capture the key characteristics of most parallel file systems, including PVFS, PanFS and Ceph. The key characteristics are identified as the distinguishing factors behind the design of these parallel file systems, which include data placement strategies, resource locking protocols, redundancy strategies, and client-side caching policies. IMPIOUS can support efficient testing of various file system designs at scale using abstract models that are computationally efficient with just enough details to reproduce important effects observed in real systems. IMPIOUS shows promising results that demonstrate its potential for quick evaluation of alternative data placement strategies, novel algorithms and functions for various subsystems. However, the lack of high-fidelity file system components and operational details is problematic in situations where the system behavior cannot be predicted with certainty, for example, when the system is tested at scale under different operating conditions.
In [6] , Carns et al. developed a detail parallel file system simulator for PVFS on Linux systems. The simulator adopts the "bottom-up" approach using detailed simulation models of PVFS and Linux, which is drastically different from IMPI-OUS. The simulator also features an accurate representation of TCP/IP over Ethernet using the OMNeT++ simulation framework [19] . The simulator can be tuned at the individual message level to match with the behaviors in a specific file system environment. Although the simulator has not been fully validated, it has been shown to capture representative behaviors under limited operating conditions for a single switched network connecting up to 500 storage nodes.
PFSsim [13] is a trace-driven simulator designed specifically for evaluating I/O scheduling algorithms in parallel file systems. PFSsim also adopts the OMNeT++ simulation framework for detailed network models, and uses DiskSim [4] to simulate detailed disk operations. The design of PFSsim gives special attention to modularity and customizability with the emphasis on the I/O scheduler. In particular, the simulator provides a flexible scheduler module that can be placed at any part of the network with user defined algorithms using a programming interface to keep track of the system status. The simulator has been shown capable of simulating the performance of PVFS2, using the system profiling parameters and workloads. The above three aforementioned simulators differ from FileSim in that they focus in specific aspects of parallel file systems: IMPIOUS focuses on data placement, locking, and redundancy; the PVFS simulator focuses only on PVFS; and PFSim is designed for studying I/O scheduling algorithms. On the other hand, FileSim aims to be a full-fledged simulator with detailed models for each subsystem. In addition, FileSim supports parallel and distributed simulation of large-scale models. FileSim is also part of an ongoing large project to facilitate performance studies of high-performance computing infrastructures, and optimizations of hardware and software components, including compute nodes, interconnection networks, and file systems. Lastly, FileSim supports large-scale models using parallel and distributed simulation techniques.
III. SIMULATION ARCHITECTURE
The architecture of FileSim is illustrated in Fig. 1 . The FileSim modules use SimCore [11] , which is an objectoriented distributed discrete-event simulation library developed at Los Alamos National Laboratory for modeling complex systems. An important feature of SimCore is that it provides the common simulation constructs so that various domain-specific simulation modules can be easily integrated. In particular, SimCore supports three main simulation constructs: 1) entities, which correspond to the simulated elements where events happen; they contain properties pertaining to the simulated elements; 2) services, which model the behavior of the entities; specifically, they provide event handlers, which describe how the entities respond to events that happen to them; and 3) infos, which encapsulate information as events that pass between entities; they trigger the corresponding event handlers in services on the receiving entity. SimCore uses DaSSF for parallel simulation and synchronization, which in turn uses the Message Passing Interface (MPI) to facilitate communication on distributed machines. DaSSF is a processoriented, conservatively synchronized parallel simulation engine, which has been used to build large-scale network simulations [8] .
Parallel file systems are complex systems that may differ significantly from one another. However, they are all composed of similar subsystems: the clients, the metadata servers (MDS), the object storage devices (OSD), and the interconnection network. Correspondingly, we model these subsystems individually along with the interactions that exist between them. The clients, the metadata servers, and the object storage devices are the basic building blocks of FileSim and they are all represented as SimCore entities. In SimCore, entities are uniquely identified in the model and may be placed on different compute nodes for distributed simulation. We attach services to entities as means to modularize the functionality supported at each entity. These services implement the detailed operations on each entity. We use SimCore infos to model the messages that are exchanged between the entities, or more precisely between services on the entities. The services receive infos, process them, and may send more infos to other services in response.
Clients represent the compute nodes that generate I/O requests for the parallel file system. They need to model the behavior of scientific applications running on the compute nodes. This is realized in a service called the Application Service, which can read the I/O traces generated by real applications or from synthetic data source, and then create the corresponding I/O requests. The interface between the applications and the parallel file system is performed by another service attached to the client called the FS Client Service. This service is an important part of the parallel file system which we model: a client needs to first obtain metadata information from the metadata servers or its own cache before initiating an I/O transaction directly with the corresponding object storage devices.
Metadata Servers (MDS) constitute the main part of the parallel file system that implements all metadata operations. They host two main services. The Placement Service determines the object storage devices that are targets of a particular I/O transaction and the mapping of the specific chunks of data to the object storage devices. Also, data redundancy strategies can be implemented here. The Locking Service provides the locking mechanism so that data can be modified consistently among multiple I/O requests. In particular, the metadata servers issue permissions to clients, which, upon receiving the lock can proceed to start I/O transactions with the specific object storage devices.
Object Storage Devices (OSD) model individual storage nodes, which run their own local file system that can be a subset of a full-fledged file system. OSDs receive I/O commands from the clients and execute them accordingly on the local file system. We attach two services to implement the functionality of OSDs. The Object Storage Service is the metadata management layer at each OSD, which implements the protocols and provide the interface for communicating with the FS Client Service at the clients. The Disk Service models the physical hardware for I/O; it handles the I/O requests passed by the Object Storage Service and effectively simulates their executions, either using a detailed disk model (e.g., DiskSim [4] ), or a simplified model for disk I/O.
Interconnect provides packet-level simulation of data exchanges between between services attached to entities, which include the FS Client Service on the clients, the Placement and Locking Services on MDS, and the Object Storage Service on OSDs. Having a detailed model of the interactions between the entities via the interconnection network makes it possible to study the effect of the network congestion and the contention between multiple concurrent I/O commands. FileSim uses PacketSim, which is a detailed network simulator also developed with SimCore. PacketSim provides detailed network models, including various network protocols (such as TCP, UDP, and IP), networking queuing policies (such as RED), and link-layer mechanisms (such as CSMA). FileSim incorporates two services from PacketSim. The FS Transfer Service is an application protocol used to handle all network communications on clients, MDS, and OSD entities; it is in charge of forwarding data sent between the services over the network. The Networking Service implements the specific network protocols; I/O requests are packetized as data forwarded across the simulated network links.
IV. MODELING PANFS
In this section, we describe the detailed functions we implement as our first step towards an accurate model of the Panasas file system (PanFS). PanFS is a proprietary high-performance parallel storage solution. We developed the model based on the high-level description given in [22] . In the following we describe the functions deemed important to capturing the behavior of PanFS.
A. Placement and Locking Strategies
Placement and locking are the main functions at the metadata servers. The placement strategy dictates the group of object storage devices (OSDs) to be used to store a given file. These OSDs form a RAID group. The placement function is essentially a mapping from the file name to the associated RAID groups. (There might be more than one RAID group associated with a large file.) The file then is striped across multiple OSDs. We implemented block-level striping with parity data distributed across all member-disks, i.e., RAID-5. If I/O for a new file is requested, then a new placement is created for it, and stored in a map indexed by the file name for later access.
Upon multiple I/O requests, locking determines which I/O requests can proceed and which must be put into the waiting queue. We implemented two types of locks: block locks for accessing individual blocks, and stripe locks for accessing the full stripe. Each type of locks can be a write or a read lock. The read/write lock is performed in the usual way, which allows multiple reads and only one exclusive write. The two types of locks are used for different locking granularities.
How a lock is applied to a chunk of data depends on how the data is aligned with the stripe. For the beginning portion of the data chunk, only the requested blocks (along with the parity block) are locked using the block locks. This is done separately up until the start of a full stripe. Then, a desired number of full stripes (all blocks in each stripe including the parity block) are locked, one stripe at a time, using the stripe locks. Finally, the blocks associated with the remaining portion of the data chunk (if any) are locked individually again using the block locks. Fig. 2 illustrates the locks needed for a data chunk. The I/O request is thus split into sub-requests, three block locks for the beginning portion, one stripe lock, followed by two block locks for the remaining portion. Only after all sub-requests are finished, the lock is obtained.
B. Local File System
Local file systems reside at the object storage devices and are responsible for organizing data, retrieving and updating data, as well as managing the available space on the devices. We implemented data structures similar to the traditional Linux ext2/etx3 file systems. We use a data structure similar to the Unix inodes to represent each object. Every object in the file system contains a couple of attributes, the id and the size of the object. Each object is mapped to a set of blocks. Free blocks and inodes for each device are tracked using bitmaps like in Unix.
Internally, the local file system is organized into block groups. Each block group contains the necessary information for bookkeeping, which includes the bitmaps for the data blocks and the inode table, in addition to the data blocks and inode table themselves. During the initialization, we "populate" the block groups as would be done by the real ext2/ext3 file systems. That is, we set the block bitmap of each block group to indicate that the first block is already occupied (i.e., with maintenance data), which ensures that these blocks will not be allocated as regular data blocks.
When an I/O request arrives for a new file, a target block is selected randomly from all the available blocks in the local file system. If the target block is free (i.e., its corresponding bit in the bitmap is set to zero), that block is allocated. Otherwise, we use ext3's block allocation algorithm and thus perform a forward search for a free byte in the block bitmap, and then for any free bit if that fails. In case the I/O request is for an existing file, then nearby blocks are allocated. If that fails, then we again look for a free byte and then for any free bit in the bitmap.
After the blocks are allocated for an I/O request, they are passed to the I/O scheduler. We implemented the Unix deadline I/O scheduler [1] , whose goal is to maximize the global throughput while bounding the time the requests need to spend in the queue. In our implementation, the deadline scheduler organizes the requests into two types of logical queues: sort list, and fifo list. The sort list organizes the requests according to their block number. The pending requests are sorted in increasing block order and therefore contiguous blocks can be easily merged into a single request. Read and write requests are stored in separate sort lists. The fifo list stores the requests according their arrival time. This can prevent the old requests from waiting too long before being serviced. Requests are added to the sort list (separating read and write) and the fifo list before the scheduler is run. Requests for contiguous blocks are identified and merged in the sort lists. Then a batch is created from the fifo list which can consist of distinct requests up to the maximum batch size. The entire batch is treated by the I/O scheduler as a single request and sent for disk service.
At the disk service, the incoming requests are sorted in the dispatch queue waiting for service. We could choose to use DiskSim, but for this model, we implemented a simple disk model. It first translates the block addresses to cylinder/head/sector (CHS) locations, and then computes the service time of the I/O requests, considering the positional, rotational, and transfer delays.
C. Control Flow
In this section we detail the services and messages exchanged between services for completing an I/O request in PanFS, from the moment it is generated in the client up until the client receives a message signaling its completion. Fig. 4 shows the control flow of such an operation.
In step 1, the Application Service reads the I/O requests from an input file which describes I/O traffic to be executed by FileSim (real or synthetic trace). Then, in step 2, it creates a File Info; which contains the following information: the file name, size, offset, and type (read or write). Upon receiving this file info, the FS Client Service first determines whether it already has the placement information for this file. In case it doesn't, it generates a request for placement (in the format of File IO Request Info), and sends it to the MDS, in step 3.
In step 4, upon receiving the file I/O request, the Placement Service at MDS determines which OSDs will belong to the RAID group designated for this file, assigns an object of a preconfigured size to each OSD, and then sends the placement data, which is embedded in the Placement Info, back to the client. At this time, the client sends another File IO Request Info to the MDS requesting permissions to start I/O transactions with the incumbent OSDs. This is shown as step 5. After getting the second file I/O request, the Locking Service at MDS inspects its data structures to determine whether there are concurrent I/O transactions operating over the same file regions. If a conflict happens, this request is placed into a queue and will be analyzed when other requests terminate. When there are no other concurrent I/O transactions, A Lock Info is sent back to the client in step 6, effectively giving permissions to perform the I/O transaction. After the client receives lock info it will start the I/O transaction directly against the OSDs returned previously in the placement info. This is achieved by the client sending an Object IO Request Info to each OSD (shown in step 7), which contains the file name, the offset, and the size of the object. The object I/O request info is received by the Object Storage Service at the OSD, which simulates the I/O operation on the local file system. The local file system assigns blocks to each request. In case the transaction involves a new file, a suitable block is chosen from all the available blocks following the algorithm described in the previous section. If the request is for an existing file, contiguous blocks are assigned to the last one, if possible. After that, block requests are placed into the deadline I/O scheduler where they could be merged into batches. The processed requests are represented as HDD IO Requests and placed into the dispatch queue for disk service (shown as step 8).
The HDD I/O requests in the dispatch queue are dequeued and processed by the Disk Service in order. The block addresses are translated to disk locations and processed in a similar fashion to the CSCAN algorithm. After the block requests are processed by the disk, the Disk Service sends a Done Info back to the Object Storage Service in step 9, which then forwards it back to the client in step 10. The FS Client Service finally contacts the MSD again to relinquish the lock (steps 11 and 12) and the I/O transaction thus completes.
V. VALIDATION AND EXPERIMENTS
In this section we describe the experiments we performed to validate FileSim and those used to showcase its ability to explore the parameter space. In table I we list important parameters and their default values that we use to configure the experiments.
The first three experiments were used for validation. We used data collected from the real Panasas system and tested whether FileSim can match the observed behavior. More specifically, section V-A is devoted to reproducing the "multiple performance regimes" behavior observed previously and investigating what the cause of it is. Section V-B focuses on comparing the I/O throughput under different number of clients and storage size, between the FileSim results and the real data collected from Panasas. In section V-C, we take the real traces from Panasas and show that FileSim can reproduce the same behavior. These experiments are chosen since they are related to the checkpointing operation, which is the dominant file access mode in physics-based supercomputing applications (such as fluid dynamics simulation).
The next three sub-sections are case studies. They were devised to showcase FileSim's ability to effectively explore the parameter space. Not all parameters are equally important; we are more interested in those that would impact the performance most. For the experiments, we relied on experts' knowledge of the system in choosing the parameters of interest for particular scenarios.
A. Multiple Performance Regimes
As the first set for validation experiments, we aim to reproduce the effect of alignment on the throughput for writes where N clients write to a single file (i.e., the N-1 pattern). This effect was noticed from traces that were collected from running tests on the LANL's Roadrunner cluster; which uses the PanFS storage system composed of 56 OSD's [15] .
We reproduce the environment, as in [15] , where 512 processes write concurrently to a set of 10 OSDs in a single RAID group. We use the strided checkpoint pattern for this experiment wherein the clients write small regions within a file at different locations with offsets that may or may not be aligned with file system block boundaries. Fig. 5 shows the strided write pattern which we use for this set of experiments. Fig. 6 shows the throughput obtained from the case that the clients write concurrently to the same file in the N-1 fashion. The x axis is the file size, which we vary at 16 KB intervals. During each run, the time needed to complete all the writes is recorded and then the throughput is computed considering the total file size (excluding the parity block written for each full stripe).
For this experiment we do not intend to match the absolute throughput values, which would require careful tuning of the parameters which we don't have access to. Instead, we pursue to reproduce the multiple throughput regime effect observed in real experiments. At least four different regimes are observed, which are shown in Fig. 6 . Similarly to what was observed previously [15] , the multiple regimes are due to the alignment of writes. The curve at the top corresponds to the write sizes (which include the parity block) being multiples of 640 KB, which coincides with the size of a full stripe (ten blocks of 64KB each). A perfect alignment is in this regime, which is achieved from having a single client to access one or several full stripes, in which case all I/O requests are executed with perfect parallelism. Consequently, the system achieves the best throughput. The second curve from the top corresponds to another regime, with write sizes being multiples of 320 KB, in which case two iterations are needed for each client to complete an I/O request. The original request is divided into 2 sub-requests: one proceeds immediately while the other is put in the waiting queue waiting for the lock owned by another client to be released (thus causing more delays and less throughput). Another regime is shown by the third curve from the top, which corresponds to the write sizes being multiples of 160 KB. More regimes can be extracted from the remaining data; but given that the throughout variation is mostly insignificant, they can be regarded as the same throughout regime. Aiming at explaining the existence of the regimes, we analyze the log information from the experiments. First, we collected the maximum number of accesses to the same parity block. Table II shows that the maximum number of accesses to any parity block is two, which explains the existence of the first two regimes. This happens because as the file size gets larger, only two requests can share a full stripe. Second, we collected the number of accesses to a RAID block and compared that with the ideal number of accesses to a RAID block, i.e., one access to each RAID block and only one access to each parity block. Table II shows that the difference between the actual and the ideal case is roughly 1000 accesses for regime 4, 300 for regime 3, and 200 for regime 2. This suggests that it is the number of accesses that is responsible for decreased throughput. Third, we captured the maximum number of hits to a single OSD, i.e., the maximum number of I/O requests forwarded to a single OSD. Table II shows that the maximum number of hits is the same (1024) for the last four rows, which belong to the four different regimes. If we take into consideration that every hit directly translates to the delay for actually performing the write, that the system's throughput is somehow determined by the node that is most frequently accessed, and that the completion time for all requests is similar, we can easily conclude that the regimes 3 and 4 achieve much less throughput because they get roughly the same delay as regimes 1 and 2 for writing less data. That's why regimes 3 and 4 produced less throughput overall. The reason for the increased number of hits to OSDs as the size written by each client increases is alignment. A small change in alignment can produce noticeably more requests and thus increase the time for completing these requests.
B. Influence of Size of Storage
The second set of experiments aims at further validating our implementation by exploring the I/O behavior when the number of clients and the storage size change. For this experiment we vary the number of clients from 5 to 200 in steps of 10 and make each to write 1 MB. Fig. 7 depicts the throughput achieved as a function of the number of clients. One conclusion we get is that the performance increases almost linearly as storage grows. The other conclusion is, for all storage sizes, the throughput scales up and then stays flat as the number of clients (or client streams) increases. The same behavior was observed in the real system [22] .
C. Performance Validation Using Real Traces
In this section we detail the last set of experiments conducted to validate our simulator. We compare the performance of our system against the results from the real system using the real traces obtained from the real system. The objective of this experiment is to assess whether our simulator can produce similar output as the Panasas file system when fed with the same input and if tuned appropriately.
The real trace is obtained from the repository at LANL [12] and adapted to fit with FileSim's format. The first trace file is composed of thousands of requests each of 128 KB in size, originated from one client and destined to a single file. Consequently, our experiment consists of one client writing data to one file contained in multiple OSDs. Since we do not have all Panasas configuration parameters at hand, we simply keep all parameters set to their default values, as listed in table I. Fig. 8 shows the results from both FileSim and a real Panasas system. Each curve in the figure is actually composed of thousands of straight lines, each corresponding to one 128 KB write request. For each request that starts at time t and ends at time t , and writes from offset x to x (which is x plus the write size, 128 KB), we draw a line from (t, x) to (t , x ). In this case, a line with a steeper slope means it has a higher throughput. Fig. 8 a) shows FileSim results with default parameters compared to those of the Panasas file system. We observe that requests are made in intervals of roughly 200 milliseconds. For FileSim, the initial requests at each interval are processed immediately; however, subsequent requests cause the queue to fill up. This is shown by FileSim taking more and more time to process the requests as time progresses. In fact, in FileSim, the requests belonging to a given interval cannot be processed in time before the beginning of the next interval, leading to even longer processing time for the forthcoming intervals. For example, for the first batch of requests, Panasas takes roughly 200 seconds to complete; while FileSim takes approximately 500 seconds. For the third batch of requests, FileSim cannot even finish processing them before the next batch starts at roughly 1500 seconds. This means that FileSim, configured with default parameters is not able to process requests as fast as the real Panasas system. Next we tuned the parameters by decreasing the network delays and increasing the disk transfer rate. The results are shown in Fig. 8 b) , which are almost indistinguishable from the real system. FileSim is thus able to accurately reproduce the results.
D. Effect of RAID block size
In this section, we run a set of experiments to assess how the RAID block size affects the I/O throughput. We keep this parameter constant (64 KB), as in the previous experiments.We try to find out, given that every client at a given time writes to the same file in an strided fashion (see Fig. 5 ), what is the RAID block size that can maximize the performance.
We set up each experiment with 20 clients writing to the storage infrastructure that consists of 10 OSDs configured as a RAID-5 group, i.e., one OSD is used to store the parity data. In the experiment, we vary the RAID block size starting from 16 KB to 512 KB. For each run, we keep the file size constant as we change the RAID block size. Each curve in Fig. 9 corresponds to a different file size that each client writes in each run. It can be clearly seen in Fig. 9 , that for each file size there is an optimal RAID block sizethe performance increases as the block size increases up to a certain value and then decreases again. Also, the larger the file size, the larger the optimal block size. For file sizes 1 MB and 2 MB, the optimal block size is 128 KB. For all other file sizes, the optimal value is 256KB or 320KB (the throughput achieved at those points is very similar).
Surprisingly, these results suggest that 64 KB is not the optimal value for block size for 10 OSDs, which is actually the value used in the real system. It may be worth exploring the optimal block sizes in the real system to maximize the write throughput.
E. I/O Performance Under Fragmentation
The set of experiments we run in this section showcase the potential of FileSim as a tool for rapidly evaluating the performance of a parallel file system in presence of predetermined conditions. We run two sets of experiments that aim to assess the write performance in the presence of fragmentation, i.e., when the blocks in the file are not all contiguous. Fragmentation occurs when free storage becomes divided into many small pieces over time; it particularly affects large files causing decreased performance. Two ways can be used in FileSim to generate fragmentation. The most intuitive one requires no change in the source code. Since we keep data structures that keep track of occupied and idle blocks, namely the block and inode bitmaps, we can modify the input files to FileSim at the beginning of the simulation as a means to "populate" local file systems inside the OSDs and thus generate fragmentation. However, since it cannot be predicted accurately what blocks the underlying local file system will use of each individual write request, it is difficult to instantiate in each run with a desired pattern for fragmentation.
Consequently, we opted for the second method; which consists in modifying the source code using a different policy for choosing the blocks for each file to be written. If a write request for a new file hits the local file system, we use the original algorithm implemented (see section IV-B for details). In case the request corresponds to an existing file, we choose a number from a uniform distribution between 1 and a maximum number of contiguous blocks allowed (max contiguous). Should the size of last sequence of contiguous blocks be greater than this number, we randomly find another free block in the local file system; otherwise, we assign contiguous blocks all the way to the last block in the block group. In this way, we can set different levels of fragmentation precisely by setting the maximum number of blocks that we allow to be contiguous. Fig. 10 shows the average write throughput with different file sizes as we increase the fragmentation. We set the block size to be 64 KB and the RAID group size to be 4. There are 10 clients in the experiment. We vary max contiguous from 2 to 100. As expected, as max contiguous increases, the throughput should increase too. This is because with larger contiguous blocks, there is higher probability that the blocks occupy contiguous sectors on the hard disk and thus minimize the seek time. Fig. 10 shows that the performance increases almost linearly for all file sizes as max contiguous increases.
It can also be noticed that the performance difference among different file sizes is greater as the max contiguous grows. A subtle trend suggested by Fig. 10 is that with larger the file size, the system achieves better performance. We can see this trend also in Fig. 6 ; but in that experiment, we did not use fragmentation. However, it can be seen in Fig. 10 that 6 MB achieved better performance than 8 and 9 MB consistently for all values of max contiguous. Also, when max contiguous is 4, 8 MB case achieved the worst performance of all. In order to explain this behavior we run another experiment but this time without any fragmentation at all. The results are shown in table V-E. Indeed, the performance for 6 MB is better than for 7 MB and 8 MB without fragmentation. This can also be explained by the number of hits or I/O requests that OSDs receive, which is explained in section V-A. From these results, we can conclude that the effect on the performance due to alignment and the number of hits to an OSD remains in presence of fragmentation. We also measure the throughput as max contiguous in- creases for different number of OSDs in a RAID group. In Fig. 11 we plot the average throughput together with the 95% confidence intervals. Each point corresponds to twenty five samples. Fig. 11 shows a clear trend: the system achieves better throughput with larger the number of OSDs in a RAID group. This is due to the concurrent writes, which are more probable with larger RAID group sizes. It is also shown that the performance difference between each curve gets larger as the maximum number of contiguous blocks increases. We also plotted throughput for smaller number of contiguous blocks in Fig. 12 . The trend shown in the previous figure remains. However, we can observe that the performance difference in some cases is almost negligible (observe curves for 8 and 6 osds). In summary, we can conclude from these experiments that the trend shown in section V-B still holds under fragmentation.
F. Large-Scale Experiments Using Distributed Simulation
Running distributed simulation where the model is split among many machines allows us to run larger models than those possible using a single machine. Moreover, performance gains may be attainable if the model can be run in parallel. Here we present a scalability study to demonstrate the utility of distributed simulation. In particular, we increase the number of clients and measure the average write time.
In the experiment, each client writes 1 MB data to each of the 100 files, each of which is split among 10 OSDs. We increase the number of clients from 100 to 52,000. We ran the simulation on a cluster of six machines, each with 4 Intel Core2 Quad CPU Q6600 running at 2.40 GHz and 2GB memory. The results are shown in Fig. 13 . As expected, the average write time increases linearly as the number of clients increases. Similar results have been reported previously [13] , however at much smaller scale.
We downscale the model so that we can run it on a single machine, and thus it will allow us to compare runtime performance between sequential and parallel/distributed runs. The smaller model consists of 200 to 1000 clients, each writing ten 128 MB files. The RAID group size is 10 and the block size is 64 KB. We measure the wallclock-time needed to complete each run as we vary the number clients. Fig. 14 shows that sequential simulation consistently outperforms distributed simulation when the number of clients is below 1000. However, when the number of clients reaches 1000, the memory system running the simulator is thrashing and causing the sequential perform to deteriorate significantly. 
VI. CONCLUSIONS
FileSim is a flexible and accurate simulation environment for parallel file systems. We attempted to validate the simulator with extensive experiments. These experiments show that FileSim can: 1) reproduce the multiple regime behavior for different write sizes; the same behavior has been observed in the Panasas file system, 2) reproduce the I/O performance as a function of the number of clients for multiple OSDs configuration, and 3) produce the matching results with the Panasas staircase curves for one client. Also, the utility of this tool as an easy way to explore the parameter space has been demonstrated. We used FileSim to study the throughput for multiple stripe sizes; and also the performance of the file system in presence of fragmentation. Finally, we showed that FileSim allows to run models in multiple machines for increased availability of resources.
As future work, we plan to include more I/O schedulers into FileSim as well as implement other parallel file systems. Also, we need to evaluate more thoroughly the performance of parallel and distributed simulation.
