Deep learning and deep convolutional neural network (CNN) models have shown promising results and are gaining popularity in the geoscientific community. In contrast to traditional machine learning methodologies based on a suite of carefully selected attributes, deep learning is based on the raw images themselves. Deep CNNs are currently the tools of choice for computer vision tasks such as self-driving cars. Unfortunately, deep learning is encumbered by jargon that is unfamiliar to most geoscientists, providing black box applications resulting in two common reactions: deep learning models are the solution for everything or deep learning models is a modern fad that discards the interpreter's physical insight or experience with a given problem. In this presentation, we show that CNN models are based on attributes similar to those we use in seismic interpretation and remote sensing. We also show that through a process called transfer learning based on the analysis of 2D color images, we can exploit much of the previous work developed for transportation and biological applications to rocks. We illustrate the successful use transfer learning to microfossil classification, core description, petrographic analysis, and hand specimen identification. We also discuss some of the challenges in CNN analysis of 3D seismic data volumes.
Introduction
Kachine learning (ML) techniques have been reliably used in geoscience interpretation for almost two decades including seismic-facies classification (de Matos et al., 2011; Qi et al., 2016; Zhao et al., 2017) , electrofacies classification (Allen and Pranter, 2016) , and analysis of seismicity (Kortström et al., 2016; Sinha et al., 2018) . Traditionally, geoscience ML applications rely on a carefully selected set of features or attributes. More recently, convolutional neural network (CNN) models have revolutionized computer vision (LeCun et al., 2015) . Applied to geoscience applications, deep learning and CNN models have achieved promising results even when performed by non-experts (e.g. TGS Salt Identification Challenge | Kaggle, 2019), with most of the applications applied to the analysis of 3D seismic data. In this study we show how CNN can aid geoscientists in disciplines other than seismic analysis including fossil identification, core description, and petrographic analysis. CNN also provides an excellent tool for education and outreach in the geological sciences.
Convolutional neural networks and transfer learning
In the examples we show in this abstract, we rely on the use of transfer learning (Yosinski et al., 2014) using the MobileNetV2 (Sandler et al., 2018 ) as our CNN model. In transfer learning, we use part of the parameters that a ML model learned in task A to train a similar model to perform task B. The MobileNetV2 was trained on a dataset with thousands of classes (Russakovsky et al., 2015) ranging extracted from the biological world and urban life. We augment and repurpose this model to classify geological features not included in its original construction. Tajbakhsh et al. (2016) found that transfer learning for medical imaging achieves better or similar accuracy compared to models trained from scratch while saving orders of magnitude in the computational cost of training a complete deep CNN model. The key similarity is that all the data analysed consists of 3-channel (red-green-blue) 2D images.
Example 1: CNN-assisted fossil analysis
While it takes much longer to collect and prepare a sample than to analyse it, paleontological expertise at a specific institution is frequently limited to specific taxonomic groups. Over 100 years of fossils sit in museum drawers, waiting to be digitized and integrated into large databases. Using biostratigraphers at the OU Sam Noble Museum and sister instituions, to label the fossils used to train, validate, and test the CNN, we found that fusulinids -index fossils for the Late Palaeozoic -can be accurately classified with the use of transfer learning. Our dataset comprises 1850 images of seven different genera. We select 5% of the data to be part of the test set. After retraining the CNN model, we obtained an accuracy for the test set of 0.99. Figure 1 shows a representative example of an image of a specimen in the test set and the classification provided by the retrained CNN.
Figure 1 (a) Triticites newelli thin-section image and (b) classification provided by the retrained CNN. Note that the CNN was able to correctly assign the genus for the sample analysed even though the image is composed of other biotic (including a cut of another organism) and abiotic components.
Example 2: CNN-assisted core description Like biostratigraphy, the cost of acquiring and preparing cores exceeds that of the core analysis. Yet several hundred miles of core reside in the Oklahoma Petroleum Information Center with little or no digital description. Core acquired more than 50 years ago are now of critical interest in understanding Oklahoma's new STACK and SCOOP resources plays. Core-based rock-type descriptions are useful to 81st EAGE Conference & Exhibition 2019
3-6 June 2019, London, UK identify key lithofacies, describe facies associations and evaluate relationships between porosity, permeability, and lithofacies. We used an experienced petroleum geologist to label the data necessary to train, validate, and test several hundred feet of core acquired for the Mississippi Lime play, resulting 200 images from four very distinct lithofacies (skeletal grainstone, shale, chert breccia, and bioturbated mudstone-wackestone. We used 5% of the data as the test set and achieved a perfect accuracy on the test set (accuracy = 1.00). Figure 2 shows an example of an image from the test set and the corresponding classification assigned by the retrained CNN model.
Figure 2 Examples of the classification performed by the retrained CNN model. (a) An image from the test set and (b) the classification assigned by the CNN model. The model confidently assigned the image to the correct class (bioturbated mudstone-wackestone).
Example 3: CNN-assisted thin section classification Lithofacies identification is more accurate when performed with thin sections than with hand specimen samples. However, petrographic analysis and point counting methods for mineral identification and distribution can be time-consuming and even ambiguous for non-experienced geoscientists. In this work in progress, we use a total of 620 images of both parallel Nichol and cross Nichol polarization of thin sections from the Sycamore formation. We identified five main lithofacies in our data: argillaceous siltstone (ASt), bioturbated siltstone (BSt), massive calcareous siltstone (CSt-No-porous), porous calcareous siltstone (CSt PCSt), and massive calcite-cemented siltstone (MCcSt). With 5% of the 620 images in the test set, we obtained a test set accuracy of 0.68. Figure 3 shows a representative example of an image from the test set correctly labelled by the CNN model.
Example 4: CNN-assisted rock sample analysis
Smartphones and internet access are becoming more popular and accessible, reaching a population much bigger than our geoscientific community ever could. Access to a simple-to-use website or smartphone app capable of identifying common rock types can increase geological awareness and knowledge. In our vision, high school students, college philosophy majors required to take a science course, and the weekend rockhound would have access to an extra tool to aid in their geologic learning. For this work in progress, we used our smartphones to acquire 1439 pictures of 25 hand specimen samples, five different samples for each one of five distinct rocks. We selected 5% of the data to be part of the test set. After retraining the CNN model, we obtained an accuracy for the test set of 0.97. Figure 4 shows one example of an image from the test set and the corresponding classification provided by the retrained CNN model.
Conclusions and future work
In this abstract we show the success of using transfer learning of models trained with natural 3-channle RGB images to perform four different geoscience classification problems. A common misconception is that ML will replace human geoscientists. In truth, ML will require an increase in the number of geoscientist experts, first to define the "labels" (or interpretation) used to construct the training, validation, and test data sets, and second to identify and address any ambiguous interpretations and anomalies (e.g. the appearance of an anhydrite image in our core analysis example in addition to the 81st EAGE Conference & Exhibition 2019 3-6 June 2019, London, UK five defined lithologies). The geoscientist can then apply the trained ML algorithm to the miles of archived core and drawers of curated fossils for a more complete analysis.
The ImageNet model we used was constructed from 3-channel (RGB) 2D photographic images. Petrographic analysis results in two sets of colored images (crossed and parallel Nichols), resulting in a 6-channel input images. Because skilled human petrographers obtained significant value from these extra images, it is clear that CNN will do so as well. Hyperspectral cameras provide even a greater number of channels. Using a multi-band polarized image from microscopes with different polarization orientations could generate a significantly more reliable dataset for lithofacies classification. Skilled seismic interpreters know the significant differences in examining geologic features in the dip vs. the strike direction. 3D seismic data in its raw form is single channel, but when represented as 32 by 32 sample 2D slices becomes 32 channel. The success of transfer learning based on the 3-channel ImageNet and similar models suggests that the geoscience community construct appropriate Petronet or SeismoNet models as a group which can then be used to analyse proprietary data in an oil and gas company.
The techniques we have showed can then be used to greatly improve the speed of monotonous tasks such as describing many miles of cores with very similar characteristics or looking at hundreds of thin sections from the same formation. Nonetheless, whether during the creation of the necessary datasets or during quality control of the generated results, the geoscience expert is still the most important element of any of these analyses. The expert is the one who will ultimately define if the machine was correct or if we should help it with some human interaction. 
