Abstract. We establish a spectral multiplier theorem associated with a Schrödinger operator H "´∆`V pxq in R 3 . We present a new approach employing the Born series expansion for the resolvent. This approach provides an explicit integral representation for the difference between a spectral multiplier and a Fourier multiplier, and it allows us to treat a large class of Schrödinger operators without Gaussian heat kernel estimates. As an application to nonlinear PDEs, we show the local-in-time well-posedness of a 3d quintic nonlinear Schrödinger equation with a potential.
1. Introduction 1.1. Statement of the main theorem. We establish a spectral multiplier theorem associated with a Schrödinger operator H "´∆`V in R 3 for a large class of short-range potentials V pxq. Precisely, we assume that V P K 0 X L 3{2, 8 , where K 0 is the norm closure of bounded, compactly supported functions with respect to the global Kato norm }V } K :" sup and L 3{2,8 denotes the standard weak L 3{2 -space. We also assume that H has no eigenvalue or resonance on the positive real-line r0,`8q. By a resonance, we mean a complex number λ such that the equation ψ`p´∆´λ˘i0q´1V ψ " 0 has a slowly decaying solution ψ P L 2,´s zL 2 for any s ą 1 2 , where L 2,s " txxy s f P L 2 u. Under the above assumptions, it is known that H is self-adjoint on L 2 and that its spectrum σpHq is purely absolutely continuous on the positive real-line r0,`8q and has at most finitely many negative eigenvalues [3] . Moreover, for a bounded Borel function m : σpHq Ñ C, one can define an L 2 -bounded operator mpHq via the functional calculus.
The main theorem of this paper says that the operator mpHq extends to an L p -bounded operator for all 1 ă p ă 8 under a suitable regularity assumption on a symbol m. Let χ P C 8 c pRq be a standard dyadic partition of unity function such that χ is supported in r 1 Theorem 1.1 (Spectral multiplier theorem). Let V P K 0 X L 3{2, 8 . If H "´∆`V has no eigenvalue or resonance on r0,`8q and a symbol m : σpHq Ñ C satisfies }m} Hp6q ă 8, then }mpHq} L p ÑL p À }m} Hp6q , 1 ă p ă 8.
Remark 1.2. When V " 0, the spectral multiplier theorem is simply the classical Hörmander-Mikhlin multiplier theorem [5] . Remark 1.3 (Spectral multiplier theorem with the heat kernel estimate). The spectral multiplier theorem has been studied extensively for general positive-definite self-adjoint operators obeying the Gaussian heat kernel estimate (see [6] and references therein). For Schrödinger operators H "´∆`V in R 3 , it can be read as follows. Let V " V`´V´with V`, V´ě 0. If V`is in local Kato , t ą 0 [22, 8] . The spectral multiplier theorem for H then follows from [6, Theorem 3.1] . Note that the heat kernel estimate always fails unless H is positive-definite. Theorem 1.1 improves this result in that it allows H to have negative eigenvalues.
Remark 1.4 (Spectral multiplier theorem with the wave operator). In [25] , Yajima proved that the (forward-in-time) wave operator, defined by
is bounded on L p for all 1 ď p ď 8, provided that |V pxq| À xxy´5´and zero is not an eigenvalue or a resonance of H. Later, in [2] , Beceanu extended it to a larger class B :"
) .
The spectral multiplier theorem then follows from the boundedness and intertwining property of the wave operator. Theorem 1.1 improves this consequence, because the potential class K 0 X L 3{2,8 is larger than B.
In this paper, we present a new approach employing the Born series expansion for the resolvent, which allows us to treat a large class of Schrödinger operators without Gaussian heat kernel estimates. Let P c be the spectral projection to the continuous spectrum. Considering the spectral multiplier mpHqP c as a perturbation of the Fourier multiplier mp´∆q, we generate formal series expansions for the low, medium and high frequencies of the difference pmpHqP c´m p´∆qq whose terms have explicit integral representations via the free resolvent formula (1.2) pp´∆´zq´1f qpxq "
We estimate each term, and summing them up, we prove the spectral multiplier theorem. Surprisingly, in spite of the singular integral nature of both mpHqP c and mp´∆q, their difference is not a singular integral operator. This observation is essential, since it allows us to avoid using the classical Calderon-Zygmund theory for the complicated operator mpHq (see Remark 4.4).
Application to NLS.
The choice of the potential class K 0 X L 3{2,8 in the main theorem is motivated by the following nonlinear application. Let's recall the following Strichartz estimates: Proposition 1.5 (Strichartz estimates). If V P K 0 and H has no eigenvalue or resonance on r0,`8q, then
, where 2 q`3 r " 3 2 and 2 ď q, r ď 8.
Proof. Beceanu-Goldberg [3] proved the dispersive estimate
Strichartz estimates then follow by the argument of Keel-Tao [18] .
Remark 1.6. The dispersive estimate of the form p1.3q was first proved by Journé-SofferSogge under suitable assumptions on potentials [17] . The assumptions has been relaxed by Rodnianksi-Schlag [19] , Goldberg-Schlag [11] and Goldberg [9, 10] . Recently, BeceanuGoldberg established p1.3q for a scaling-critical potential class K 0 [3, 13] .
A natural question is then whether one can use the above Strichartz estimates to show the local-in-time well-posedness (LWP) for a 3d nonlinear Schrödinger equation
where 1 ă p ď 5, for the potential class K 0 . However, if one tries to show LWP by a contraction mapping argument [5, 23] , one will realize there is a subtle problem, mainly because the linear propagator e´i tH does not commute with the differential operators from the Sobolev norms. In the energy-subcritical case p1 ă p ă 5), this problem can be solved by the norm equivalence between two inhomogeneous Sobolev norms [15, Lemma 3.2]: Lemma 1.7 (Norm equivalence: inhomogeneous case [15] ). If V P K 0 X L 3{2, 8 , then there exists a " 1 such that for 0 ď s ď 2 and 1 ă r ă
Sketch of Proof. Choosing a " 1, one can make pa`Hq satisfy the Gaussian heat kernel estimate, and the spectral multiplier theorem [6] thus implies boundedness of imaginary power operators. The norm equivalence then follows from the argument of [7] .
By the norm equivalence, one can switch from one norm to another during in a contraction mapping argument, and we thus establish LWP: Theorem 1.8 (LWP: energy-subcritical case [15] ). Let 1 ă p ă 5. Suppose that V P K 0 X L 3{2, 8 and H has no eigenvalue or resonance on the positive real-line r0,`8q. Then NLS p V is locally well-posed in H 1 . Consider the energy-critical case p " 5. Recall that if V " 0, the equation is locally well-posed in the homogeneous space 9 H 1 . One may expect that the same is true in the presence of a potential. Now, we have to make use of Theorem 1.1, since H does not satisfy the Gaussian heat kernel estimate by itself. We then establish the norm equivalence and LWP of an energy-critical equation: 8 and H has no eigenvalue or resonance on the positive real-line r0,`8q, then for 0 ď s ď 2 and 1 ă r ă See the counterexample in [21] . piiq Throughout the paper, we assume that V is contained in L 3{2, 8 . This extra assumption is not necessary for Strichartz estimates (Proposition 1.5), but is necessary in the interpolation step in the proof of the norm equivalence.
1.3. Organization of the paper. The outline of the proof of Theorem 1.1 is given in §2: we decompose the spectral representation of the difference pmpHqP c´m p´∆qq into the low, medium and high frequencies, and then analyze them separately in §4-6. In §7, we establish LWP of a 3d energy quintic nonlinear Schrödinger equation with a potential.
1.4. Notations. For an integral operator T , its integral kernel is denoted by T px, yq. We denote by A" " "B the formal identity which will be proved later.
1.5. Acknowledgement. The author would like to thank his advisor, Justin Holmer, for his help and encouragement. He also would like to thank X. T. Duong for his insightful discussion.
Reduction to the Key Lemma
Suppose that V P K 0 and H has no eigenvalue or resonance on r0,`8q. For z R σpHq, we define the resolvent by R V pzq :" pH´zq´1, and denote
By the Stone's formula, the spectral multiplier operator mpHqP c is represented by mpHqP c " 1 2πi
Then, by the identity
we split mpHqP c into the pure and the perturbed parts:
where Pb :"´1 π
For the pure part mp´∆q, we apply the classical Hörmander multiplier theorem [16] :
To analyze the perturbed part, we further decompose it into dyadic pieces. Let χ be the smooth dyadic partition of unity function chosen in p1.1q, and decompose
For a small dyadic number N 0 and a large dyadic number N 1 to be chosen later, we denote the low (high, resp) frequency part by
Pb N , resp¯.
In the next four sections, we will show the following lemma:
Lemma 2.1 (Key lemma). Suppose that V P K 0 X L 3{2, 8 and H has no eigenvalue or resonance on r0,`8q. piq (High frequency) There exists N 1 " N 1 pV q " 1 such that
piiq (Low frequency) There exists N 0 " N 0 pV q ! 1 such that
Here 
Preliminaries
3.1. Resolvent estimates. We prove kernel estimates for V R0 pλq, V pR0 pλq´R0 pλ 0 qq, pV R0 pλqq 4 and pI`V R0 pλqq´1, all of which will play as building blocks for Pb N .
for λ ě 0. piiq Define the difference operator by B λ,λ 0 :" V pR0 pλq´R0 pλ 0 qq. For ǫ ą 0, there exist δ ą 0 and an integral operator B " B ǫ P LpL 1 q such that |B λ,λ 0 px, yq| ď Bpx, yq for |λ´λ 0 | ď δ and λ, λ 0 ě 0, and }Bpx, yq}
Proof. piq By the free resolvent formula and the Minkowski inequality, we have
piiq For ǫ ą 0, decompose V " V 1`V2 such that V 1 is bounded and compactly supported and
Then,
piiiq Similarly, for ǫ ą 0, decompose V " V 1`V2 such that V 1 is bounded and compactly supported and }V 2 } K ď ǫ}V }´3 K . We then write |pV R0 pλqq 4 px, yq| ď |pV 1 R0 pλqq 4 px, yq|`|pV R0 pλqq 4 px, yq´pV 1 R0 pλqq 4 px, yq|.
Observe that, by the fractional integration inequalities, the Hölder inequalities in the Lorentz spaces (Lemma A.2) and the free resolvent estimate }R0 pλq}
Taking f Ñ δp¨´yq, we obtain that |R0 pλqpV 1 R0 pλqq 3 px, yq| Ñ 0 as λ Ñ`8. Thus, there exists
For the second term, we split
But, since the kernel of R0 pλq is bounded by the kernel of R0 p0q " p´∆q´1, we have
Therefore, we get the upper bound
and as in piiq, one can check that }Dpx, yq} L 8
By algebra, the resolvent RV pλq can be written as
The following lemmas say that pI`V R0 pλqq is invertible in LpL 1 q for λ ě 0, its inverse pI`V R0 pλqq´1 is uniformly bounded in LpL 1 q, and is the sum of the identity map and an integral operators:
Lemma 3.2 (Invertibility of pI`V R0 pλqq). If V P K 0 and H has no eigenvalue or resonance on r0,`8q, then pI`V R0 pλqq is invertible in L 1 pL 1 q for λ ě 0.
Proof. If it is not invertible, there exists ϕ P L 1 such that pI`V R0 pλqqϕ " 0. Then, ψ :" R0 pλqϕ solves ψ`R0 pλqV ψ " 0, and
for any s ą 1 2 . Hence, λ is an eigenvalue or a resonance (contradiction!).
Lemma 3.3 (Uniform bound for pI`V R0 pλqq´1). If V P K 0 and H has no eigenvalue or resonance on r0,`8q, then S λ :" pI`V R0 pλqq´1 : r0,`8q Ñ LpL 1 q is uniformly bounded.
Proof. Iterating the resolvent identity, we get the formal identity:
for all sufficiently large λ. Hence, the formal identity p3.1q makes sense, and pI`V R0 pλqq´1 is uniformly bounded for all sufficiently large λ. Thus, it suffices to show that pI`V R0 pλqq´1 is continuous. To see this, we fix λ 0 ě 0 and write
Then, by Lemma 3.1 piiq, we have
Therefore, the formal identity p3.2q makes sense, and pI`V R0 pλqq´1 is continuous.
Lemma 3.4. If V P K 0 and H has no eigenvalue or resonance on r0,`8q, thenS λ :" pS λ´I q " pI`V R0 pλqq´1´I : r0,`8q Ñ LpL 1 q is not only uniformly bounded but also an integral operator with kernelS λ px, yq:
Proof. By algebra, we havẽ
Consider F V px; y, λq :" V pxq
4π|x´y| as a function of x with parameters y P R 3 and λ P R, which is bounded in L 1
x uniformly in y and λ. Hence, by Lemma 3.3, s 0 px; y, λq :" rS λ F V p¨; y, λqspxq is also a uniformly bounded L 1 x -"function," in other word,
Then, by the Fubini theorem and the duality, we write
We thus conclude thatS λ px, yq is an integral operator satisfying (3.3).
3.2. Spectral projections and eigenfunctions. Let χ be the dyadic partition of unity function chosen in p1.1q, and letχ N pλq P C 8 c pRq such thatχ N pλq " χp
By functional calculus, we define the Littlewood-Paley projections by
and H has no eigenvalue or resonance on r0,`8q. 
Lemma 3.6 (Boundedness of eigenfunctions). Suppose that V P K 0 X L 3{2, 8 and H has no eigenvalue or resonance on r0,`8q. Let ψ j be an eigenfunction corresponding to the negative eigenvalue λ j . piq For all 1 ă p ă 8, ψ j P L p and P λ j is bounded on L p , where P λ j is the spectral projection onto the point tλ j u. piiq ∇ψ j P L r for 1 ď r ă 3.
Proof. piq We prove the lemma following the argument of [2] . We decompose V " V 1`V2 such that V 1 is compactly supported and bounded and }V 2 } K ď 1. Then,
Observe that, since V 1 P C 8 c and λ j ă 0, R 0 pλ j qV 1 ψ j is exponentially decreasing. Indeed, for sufficiently small ǫ ą 0, by the fractional integration inequality and the Hölder inequality in the Lorentz spaces (Lemma A
Similarly, one can check that e ǫ|¨| R 0 pλ j qV 2 e´ǫ |¨| is bounded on L 8 and its operator norm is less then 1. Thus, we prove that
Therefore, ψ j P L p and
piiq Since λ j ă 0, by the inhomogeneous Sobolev inequality, we get
8.
Thus, interpolation gives piiq. Plugging this formal series into p2.1q, we write
By the free resolvent formula p1.2q (for the first and the last free resolvents) and Fubini, the kernel of Pb N is written as
λp|x´x|`|ỹ´y|q pV R0 pλqq n px,ỹqsdλ.
The series expansion p4.1q makes sense only formally at this moment, but it is expected to be absolutely convergent for large N by Lemma 3.1 piiiq.
Kernel estimates for Pb
For the proof, we need the following lemma: Proof. By abuse of notation, we denote by χ the even extension of itself. By making change of variables λ Þ Ñ N 2 λ 2 , we write the above oscillatory integral as
But, since
we obtain the lemma.
Proof of Lemma 4.1. First, using the free resolvent formula, we write Pb n N px,x,ỹ, yq
λσ n`1 qdλ ) dx p2,nq , where x 0 :" x, x 1 :"x, x n`1 :"ỹ, x n`2 :" y, dx p2,nq :" dx 2¨¨¨d x n and σ n :" ř n j"0 |x jx j`1 |. Then, by Lemma 4.2 with s " s 1`s2 and the trivial inequality
we obtain that |Pb n N px,x,ỹ, yq| À N 2 }m} Hps 1`s2 q K n dec px,ỹq xN px´xqy s 1 xN pỹ´yqy s 2 , where
By Lemma 3.1 piq, we conclude that }K n dec px,ỹq} L 8
Next, we prove that the formal series p4.1q is convergent for large N : . There exist a large number N 1 " N 1 pV q " 1 and K n sum px,ỹq such that for N ě N 1 ,
Proof. For ǫ :" }V }´4 K , choose N 1 " 1 and an operator D from Lemma 3.1 piiiq. Set where tau is the largest integer less than or equal to a. Then, by definition (see p4.2q), it is easy to check p4.6q. Moreover, p4.7q follows from Lemma 3.1 piq and piiiq. Kpx,ỹq|V pỹq| |x´x| 3´ǫ |ỹ´y| 1`ǫ dxdỹ.
Interpolating p4.3q (with s 1 " 4 and s 2 " 2) and p4.6q, we get
Going back to the definition of Pb N px, yq in p4.2q, we see that
N 2 }m} Hp6q Kpx,ỹq|V pỹq| |x´x|xN px´xqy 2 |ỹ´y|xN pỹ´yqy dxdỹ.
Summing in N , we get
}m} Hp6q Kpx,ỹqV pỹq |x´x||ỹ´y|
Observe that, by the definition p4.9q, the Hölder inequality, p4.4q and p4.7q, we have
For p4.8q, it suffices to show that (4.10) ÿ
Fix x, y P R 3 , and consider the following four cases:
Summing them up, we prove p4.10q. (Step 2. Proof of Lemma 2.1 piq) Let T K be an integral operator with kernel Kpx, yq (so, T K is bounded on L 1 ). By p4.8q, we have
. Thus, by the fractional integration inequality and Hölder inequality in the Lorentz spaces (see Appendix A), we prove (4.11) }|∇|´ǫT K p|V ||∇|´p 2´ǫq p|f |qq} ,8 boundedness. Hence, one must have at least one chance to raise the number p to compensate the decease of p caused by the fractional integration inequalities. In p4.11q, the potential V plays such a role with the Hölder inequality. This is the main reason we keep one extra potential term V in the spectral representation by considering the perturbation mpHqP c´m p´∆q instead of mpHqP c , and introducing intermediated kernels Pb n N px,x,ỹ, yq, even though they look rather artificial.
5. Low Frequency Estimate: Proof of Lemma 2.1 piiq 5.1. Construction of the formal series expansion. We prove Lemma 2.1 piiq by modifying the argument in Section 4. Note that for small N , the formal series expansion p4.1q is not convergent, since pV R0 pλqq 4 in p4.1q is not small anymore. For convergence, we introduce a new series expansion for pI`V R0 pλqq´1:
where B λ,λ 0 " V pR0 pλq´R0 pλ 0and S λ 0 " pI`V R0 pλ 0 qq´1. Plugging the formal series p5.1q with λ 0 " 0 into p2.1q, we write
λp|x´x|`|ỹ´y|q rS 0 pB λ,0 S 0 q n spx,ỹqsdλ.
By Lemma 3.1 piiq, B λ,0 in p5.2q is small for sufficiently small N . This fact will guarantee the convergence of the formal series. 
λp|x´x|`|ỹ´y|q rS 0 pB λ,0 S 0 q n spx,ỹqsdλ, we write Pb n N px,x,ỹ, yq as the sum of 2 n copies of
λp|x´x|`|ỹ´y|q rS 0 V R0 pα 1 λqS 0¨¨¨V R0 pα n λqS 0 spx,ỹqsdλ up to˘, where α k " 0 or 1 for each k " 1, ..., n. Next, splitting all S 0 into I andS 0 in p5.6q, we further decompose p5.6q into the sum of 2 n`1 kernels. Among them, let us consider the two representative terms:
λp|x´x|`|ỹ´y|q rS 0 V R0 pα 1 λqS 0¨¨¨V R0 pα n λqS 0 spx,ỹqdλ, (5.7)
λp|x´x|`|ỹ´y|q rV R0 pα 1 λq¨¨¨V R0 pα n λqspx,ỹqdλ.
For the first term, by the free resolvent formula p1.2q, we write p5.7q in the integral form:
where x 0 :" x, x 1 :"x, x 2n`2 :"ỹ, x 2n`3 :" y, dx p2,nq :" dx 2¨¨¨d x n ,σ n :" ř n`1 k"0 α k |x 2kx 2k`1 | and α 0 " α n`1 " 1. Then, by Lemma 4.2 with s " s 1`s2 and |x 0´x1 |, |x 2n`2x 2n`3 | ďσ n`1 , we obtain that (5.9)ˇˇż λσ n`1 qdλˇˇÀ N 2 }m} Hps 1`s2 q xN px 0´x1 qy s 1 xN px 2n`2´x2n`3 qy s 2 .
Applying p5.9q to p5.7q, we get the arbitrary polynomial decay away from x 0 " x 1 :
|p5.7q| À N 2 }m} Hps 1`s2 q K n p5.7q px,ỹq xN px 0´x1 qy s 1 xN px 2n`2´x2n`3 qy s 2 " N 2 }m} Hps 1`s2 q K n p5.7q px,ỹq xN px´xqy s 1 xN pỹ´yqy s 2 , where K n p5.7q px,ỹq : "
" p4πq´nr|S 0 |p|V |p´∆q´1|S 0 |q n spx,ỹq and |S 0 | is the integral operator with kernel |S 0 px, yq|. We claim that
q n }f } L 1 and |S 0 |p|V |p´∆q´1|S 0 |q n is an integral operator, sending f Ñ δp¨´yq, we prove the claim.
Similarly, we write p5.8q as
where x 0 :" x, x 1 :"x, x n`1 :"ỹ, x n`2 :" y, α 0 " α n`2 " 1 andσ n :" ř n k"0 α k |x k´xk`1 |. Then, by Lemma 4.2 with s " s 1`s2 and |x 0´x1 |, |x n`1´xn`2 | ďσ n`1 , we obtain that |p5.8q| À N 2 }m} Hps 1`s2 q K n p5.8q px,ỹq xN px 0´x1 qy s 1 xN px n`1´xn`2 qy s 2 " N 2 }m} Hps 1`s2 q K n p5.8q px,ỹq xN px´xqy s 1 xN pỹ´yqy s 2 where K n p5.8q px,ỹq :"
Then by the definition of the global Kato norm, we prove that
Similarly, we estimate other kernels, and define K n sum px,ỹq as the sum of all 2 2n`1 many upper bounds including K p5.7q px,ỹq or K 5.8 px,ỹq. Then, K n sum px,ỹq satisfies p5.4q and p5.5q. 
Proof. Let ǫ :" ppS`1q 2 }V } K q´1 (see p3.3q). Then from Lemma 3.1 piiq, we get N 0 :" δ " δpǫq ą 0 an integral operator B such that |B λ,0 px, yq| ď Bpx, yq for 0 ď λ ď N 0 , and
We defineK n sum px,ỹq :" rpI`|S 0 |qpBpI`|S 0 |qq n spx,ỹq, where |S 0 | is the integral operator with |S 0 px, yq|. Then, by definitions (see p5.2q),K n sum px,ỹq satisfies p5.10q. For p5.11q, splitting pI`|S 0 |q into I and |S 0 | inK n sum px,ỹq, we get 2 n`1 terms:K n sum px,ỹq " r|S 0 |pB|S 0 |q n spx,ỹq`¨¨¨`B n px,ỹq.
For example, we consider |S 0 |pB|S 0 |q n and B n . Since both |S 0 | and B are integral operators, by Lemma 3.4 and p5.12q, we obtain
Similarly, we estimate other 2 n`1´2 terms. Summing them up, we prove p5.11q.
Medium Frequency Estimate: Proof of Lemma 2.1 piiiq
The proof closely follows from that of Lemma 2.1 piiq, so we only sketch the proof. Let ǫ :" ppS`1q 2 }V } K q´1 and take δ " δpǫq ą 0 from Lemma 3.1 piiq. We choose a partition of unity function ψ P C 8 c such that supp ψ Ă r´δ, δs, ψpλq " 1 if |λ| ď δ 3 and ř 8 j"1 ψp¨´λ j q " 1 on p0,`8q, where λ j " jδ.
Let N 0 and N 1 be dyadic numbers chosen in the previous sections.
Plugging the formal series p5.1q with λ 0 " λ j into each integral, we write the kernel of Pb N as (6.1) Pb N px, yq" " "
λp|x´x|`|ỹ´y|q rS λ j pB λ,λ j S λ j q n spx,ỹqsdλ.
By the arguments in the previous sections, for Lemma 2.1 piiiq, it suffices to show the following two lemmas: 
then it satisfies p6.3q and p6.4q. 
Proof. Consider p6.5q. By the choice of ǫ and δ and Lemma 3.1 piiq, there exists an integral operator B such that |B λ,λ j px, yq| ď Bpx, yq for |λ´λ j | ă δ, λ, λ j ě 0, and }B} L 1 ÑL 1 ď ppS`1q 2 }V } K q´1. Let |S λ j | is the integral operator with integral kernel |S λ j px, yq|. Then, we have |p6.5q| À N }m} Hp6q rpI`|S λ j |qpBpI`|S λ j |qq n spx,ỹq.
DefineK n sum px,ỹq :"
rpI`|S λ j |qpBpI`|S λ j |qq n spx,ỹq, then it satisfies p6.7q and p6.8q.
Application to the Nonlinear Schrödinger Equation
7.1. Norm equivalence. Following the argument of [7] , we begin with the boundedness of the imaginary power operators. For α P R, the imaginary power operator H iα P c is defined as a spectral multiplier of symbol λ iα 1 r0,`8q . We consider H iα P c instead of H iα just for convenience's sake. By Lemma 3.6, the boundedness of H iα P c is equivalent to that of H iα .
Lemma 7.1 (Imaginary power operator). If V P K 0 X L 3{2, 8 and H has no eigenvalue or resonance on r0,`8q, then for α P R,
Proof. Since }λ iα 1 r0,`8q } Hp6q À xαy 6 , the lemma follows from Theorem 1.1.
and H has no eigenvalue or resonance on r0,`8q, then for 0 ď s ď 2 and 1 ă r ă
Proof. p7.1q: Pick f, g P L 1 X L 8 such that suppf Ă Bp0, RqzBp0, rq, P nď¨ďN g " P c g for some R, r, N, n ą 0. Note that by Lemma 3.5, the collection of such f (g, resp) is dense in L r (L r 1 , resp). We define
Indeed, F pzq is well-defined, since p´∆q´R e z´i Im z f, H´i Im z H Re z g P L 2 . Moreover, F pzq is continuous on S " tz : 0 ď Re z ď 1u Ă C, and it is analytic in the interior of S. We claim that HP c p´∆q´1 is bounded on L r for 1 ă r ă 3 2 . Indeed, by Lemma 3.6 piq,
By the Hölder inequality (Lemma A.2) and the Sobolev inequality in the Lorentz norms (Corollary A.6), we have
Hence, by the claim and Proposition 7.1, we get
Therefore p7.1q follows from the Stein's complex interpolation theorem. p7.2q: Pick f and g as above, and consider
We claim that p´∆qH´1P c g is bounded on L r for 1 ă r ă 3 2 . By the triangle inequality,
By Lemma 3.6 piq, }P c g} L r À }g} L r . By the Hölder inequality in the Lorentz norms (Lemma A.2) and the Sobolev inequality associated with H [14, Theorem 1.9], we get
Repeating the above argument with the complex interpolation, we complete the proof. iu t`∆ u´V u˘|u| 4 u " 0; up0q " u 0 .
Theorem 7.3 (LWP). If V P K 0 XL 3{2, 8 and H has no eigenvalue or resonance on r0,`8q, then NLS
5
V is locally well-posed in 9 H 1 : for A ą 0, there exists δ " δpAq ą 0 such that for an initial data u 0 P 9
V has a unique solution u P C t pI; 9
Proof. (Step 1. Contraction mapping argument) Let ψ j be the eigenfunction corresponding to the negative eigenvalue λ j normalized so that }ψ j } L 2 " 1. Choose small T P p0,
ď 1 for all j, where I " r0, T s. For notational convenience, we omit the time interval I in the norm }¨} L p tPI if there is no confusion. Following a standard contraction mapping argument [4, 23] , we aim to show that
is a contraction map on
where a, b and δ will be chosen later. We claim that Φ u 0 maps from B a,b to itself. We write
By assumption, I ď δ. For II, by the Sobolev inequality associated with H [14, Theorem 1.9], Strichartz estimates (Proposition 1.5) and the norm equivalence, we get
For the last term, by the Hölder inequality, the choice of T and p7.3q, we obtain 
fḡdµˇˇ.
A measurable function f is called a sub-step function of height H and width W if f is supported on a set E with measure µpEq " W and |f pxq| ď H almost everywhere. Let T be a linear operator that maps the functions on a measure space pX, µ X q to functions on another measure space pY, µ Y q. We say that T is restricted weak-type pp,pq if
for all sub-step functions f of height H and width W . where 0 ă θ ă 1,
,p θ ą 1 and 1 ď q ď 8.
In this paper, we use the interpolation theorem of the following form:
Corollary A.5 (Marcinkiewicz interpolation theorem). Let T be a linear operator. Let 1 ď p 1 ă p 2 ď 8. Suppose that for i " 0, 1, T is bounded from L p i ,1 to L p i , 8 . Then T is bounded on L p for p 1 ă p ă p 2 .
Proof. The corollary follows from Theorem A.4, since T is restricted weak-type pp i , p i q:
for a sub-step function f of height H and width W . 
