Abstract: This paper presents a new approach based on the combined use of Artificial Neural Networks (ANN) and a Multi Objective Genetic Algorithm (MOGA) for the integrated management of water system of Hoabinh reservoir in Vietnam, which is currently regulated under the operational rule developed for the flood season only. The optimization problem is first formulated in general terms and major methodological challenges are discussed, then the encouraging simulation results obtained so far over the case study are presented and commented.
INTRODUCTION
So far, Stochastic Dynamic Programming (sdp) appears to be the most suitable solution approach to the Stochastic Optimal Control (soc) problem of which most water allocation optimization problems belongs to. The limit of this approach is that its computing time increases exponentially with the number of components of the state, control and disturbance vectors, thus making the problem intractable even for 'simple' water systems (curse of dimensionality, Bellman (1957) ). In order to overcome this difficulty, many approaches have been proposed. Some are based on a manipulation of the problem aimed at making it tractable with sdp, others abandon sdp and turn to different optimization techniques. This paper presents an approach based on the combined use of Artificial Neural Networks (ANN) and a Multi-Objective Genetic Algorithm (MOGA) for the integrated management of a general water system. Recent literature reports several examples of application of MOGA to reservoir optimization problems (see, among the others, Kim et al. (2008) ). In most of these studies MOGA are used to derive Paretooptimal scheduling of reservoir releases, as in Reddy and Kumar (2007) . However, when the water system inputs (e.g. the reservoir inflows) are highly uncertain, reservoir operation must be framed as a stochastic optimization problem whose solution is a sequence of Pareto-optimal control laws rather than a sequence of optimal decisions. In this paper, we compute the optimal decision (i.e. the release from the reservoir) as a function of relevant hydrological information (e.g. the upstream level or meteorological conditions) by means of an ANN, and use a multi-objective genetic algorithm (Non-dominated Sorting Genetic Algorithm-II, NSGA-II) to optimize the network's The advantage of using ANN stems from their approximation properties. Barron (1993) proved that, unlike traditional approximators (e.g. polynomials or Fourier decomposition), ANN can approximate any (sufficiently smooth) function with given accuracy using a number of basis functions (neurons) growing less than exponentially with the dimension of the ANN input. In our context, this means that a sufficiently accurate approximation of the unknown optimal control laws can be obtained with a limited number of neurons (and thus of parameters to be estimated) even for a complex water reservoirs network. Moreover, Kurkova and Sanguineti (2005) show that the approximate solution given by the ANN can be associated with an optimality bound. For these reasons, ANN have been proposed as valuable approximators of optimal control laws in control theory applications (Zoppoli et al., 2002) and recently they have been proposed in the context of water reservoirs management (Pianosi, 2008) .
As for Genetic Algorithms (GAs), they present several advantages, as simplicity in application independently of the problem formulation and insensitivity to the existence of local minima. These desirable features derive from the intrinsic nature of GAs, which evolve a population of potential solutions (instead of processing a single point in the search space as other optimization methods do) and do not depend on the mathematical properties (e.g. differentiability or continuity) of the objective function (Goldberg, 1989) . As GAs are a heuristic search technique, they do not guarantee to obtain the global optimum solution, but they generally provide alternative solutions close to the optimum after a reasonable number of iterations. Finally, GAs are a very effective method for solving multi-objective optimization problems since they provide the set of Pareto-optimal solutions and the corresponding Pareto frontier in a single optimization-simulation run.
The approach is demonstrated in a real-world case study, the integrated management of Hoabinh water system, a multipurpose regulated lake in the Red River catchment, Vietnam. The paper is organized as follows. In the next section, the optimal control problem of a water system is formulated and our solution approach is presented. Then, application results over the Hoabinh case study are reported and commented. Concluding remarks and suggestions for further research are finally given.
METHODOLOGY
The water system is composed of reservoirs, natural catchments that feed the reservoirs, diversion dams, water users (e.g. hydropower plants or irrigation districts) and artificial and natural canals that connect all the above components. It can be described as a discrete-time dynamical system. Discrete time is considered because the decision time step is discrete: release decisions are usually taken daily and, in any case, at least every few hours, because of physical constraints in the implementation of the decision (e.g., operating the dam's gates). The system dynamics is given by the following time-varying state transition equation
where x t ∈ R nx and u t ∈ U t ⊆ R nu are the state and control at time instant t; and ε t+1 ∈ R nε is the disturbance acting in the time interval [t, t + 1). In the adopted notation, the time subscript of a variable indicates the instant when its value is deterministically known. The state x t is composed of the state variables of the reservoirs, i.e. their storages, and the state variables of the catchments, of the canals and of the water users. The control is composed of the release decisions of the reservoirs and the distribution decisions at the regulated diversion dams, if any. The disturbance ε t+1 include any random input to the system like, for instance, hydrometeorological input or modelling error. The performances of the system for each water user can be evaluated by the Average Expected Value:
where ε h 1 indicates the trajectory of the random variable ε t from time 1 to time h and φ is its probability distribution, while g i (·) is a scalar function that expresses the step-cost associated to the system transition from t to t + 1 for the i-th water user, e.g. irrigation deficit, cost of flooding or lost hydropower revenue. If, at each time t, the control is taken on the basis of a control law u t = m(x t , t), the multi-objective soc problem can be formulated as:
Problem P1 is a variational problem and as such it can be solved by SDP. One drawback of SDP is that it applies to single-objective problems only. To tackle the MO problem P1 it must be traced back to a family of SO problems, e.g. by the weighting method. Several convex combination of aggregation weights are sampled and for each of them a SO problem is defined and solved, thus obtaining a Pareto-optimal policy. The more weights combinations are evaluated the more accurate the approximation of the Pareto frontier but also the longer the computing time needed. Another major limit of SDP is that it requires that the disturbance ε t+1 be white noise, i.e. the pdf ∼ φ of the disturbance trajectory in (2) be the product of the marginal pdfs φ t of the disturbance at each time t. If the condition is not satisfied, it is necessary to modify the model (1) of the system e.g. by modeling the disturbance as an autoregressive process so that its residual be white. In practice, this may be critical because the state of the system is enlarged and SDP quickly becomes impracticable due to the curse of dimensionality.
The curse of dimensionality stems from the fact that the control law m * (·) belongs to an infinite-dimensional space of functions. The problem is simplified if the control law is forced to belong to a pre-selected family of functions {m t (x t , t, θ) : θ ∈ Θ}, where Θ ⊆ R n θ is such that m(x t , t, θ) ∈ U t for any x t . Then, the cost functions J i are function of the vector θ and the soc problem P1 is replaced by the following nonlinear programming problem:
Framing the problem as nonlinear programming provides several advantages. First, the computing time does not increases exponentially with the system dimension. Second, some nonlinear programming methods, e.g. Evolutionary Algorithm, can solve multi-objective problems in a single run (non parametric methods). Third, the assumption of white noise disturbance is no more required. We can exploit the latter fact to simplify the description of the system, using a coloured noise and thus allowing for a reduced state. For example, we can consider as a disturbance input ε t+1 the outflow from natural catchments, which is almost certainly coloured noise, and let the state x t include the reservoirs storage only.
In this paper we solve a problem of the form P2 with the following features:
• we use multi-objective genetic algorithm (precisely NSGA II) to solve the nonlinear programming problem. The advantage is that MOGAs can find an approximation of the entire Pareto Frontier in one single optimization run.
• we use Artificial Neural Network (ANN) as preselected family of functions {m t (x t , t, θ) : θ ∈ Θ} to approximate the optimal control law. The advantage is that ANNs are very flexible and can approximate any type of (smooth) function with limited number of basis functions (and thus parameters to be estimated).
• we include time among the arguments of the approximated control law to take into account the cyclostationarity of both the system dynamics and the stepcosts g i .
These features are described in more details in the following paragraphs.
The Artificial Neural Network
In this paper, we use feedforward neural network with one hidden layer of ν neurons and a linear output layer. Specifically, if u t is obtained as the output of an ANN, its j-th component is given by
where ψ i (·), i =1,...,ν are non-linear basis functions (the neurons), I t is the network input (see below) and a j , b ij , d ij ∈ R, c ij ∈ R r are the network parameters. The parameter vector that collects all the ann parameters is θ = col(a j , b ij , c ij , d ij : i = 1, . . . , ν; j = 1, . . . , n u ) and it belongs to R n θ with n θ = n u (ν(r + 2) + 1).
In the above equation, the network input I t certainly includes the system state x t , so that the ANN defines a feedback control law. If the disturbance ε t+1 is autocorrelated, its past observations may be also included, i.e. I t = |x t , ε t |, to compensate for the effect of future disturbances. Finally, in water systems management the optimal action to be undertaken may also vary depending on the day of the week (e.g. hydropower production is more valuable in working days than in the weekends) and during the year (e.g. supply failures are more dangerous in specific phases of the crop growth). For these reasons, the optimal control law should be a cyclo-stationary function of time.
In this study, we thus introduced in the input vector the two quantities sin(2πt/T ) and cos(2πt/T ), where T is the time period of the system and t is a nonnegative time index.
The Evolutionary Multi-Objective algorithm
The NSGA-II, developed by Deb et al. (2002) is a population-based genetic algorithm designed to search the Pareto optimal solutions to a multi-objective problem by a single optimization run. The key features of NSGA-II that differentiate it from the first NSGA (Srinivas and Deb, 1994) are a reduction in the time requirements, a parameter-less sharing procedure that employs crowding distance for ensuring diversity in the population, and elitism, which can speed up the performance of the algorithm and help in preserving good solutions once they are found. The NSGA-II starts by randomly generating a population of N tentative solutions in the search space. The initial population members are ranked on the basis of the non-dominated level. Given this parent population, an offspring population of equal size Npop is created through selection, crossover and mutation. To maintain elitism in the successive generations, parent and offspring populations are combined together into a new population of size 2N , whose members are ranked again according to the non-dominated level. The algorithm then selects Npop new members belonging to the lowest level as the parent population of the next generation. This procedure is repeated until a pre-defined number of generations is reached or a stable Pareto optimal solution is obtained. The parameters characterizing this algorithm are thus the population size N , the number of generations to be performed and the range of values to consider when randomly generating the initial population.
In this paragraph we will discuss two specific issues in the application of the proposed approach: how to deal with randomness of input ε t+1 when applying the MOGA, and the initialization problem.
Let us start from the first issue. At each iteration the MOGA requires to evaluate the objective functions |J 1 , ..., J q | against a number of input vectors θ (the population individuals). This is difficult because evaluation of (2) requires a system simulation under an infinite number of disturbance realizations, each of infinite length. It must be noted however that if the disturbance is ergodic, when h is infinite the expected average cost (2) is equal to the average cost over one realization, so that, for sufficiently large h, we can approximate (2) bȳ
whereε t+1 belongs to the finite realizationε h 1 randomly extracted from φ. Obviously, the larger the value of h the more accurate the approximation. Practical implementation of the MOGA will then be based on the approximation of the objective functions via deterministic simulation over a sufficiently long realization of the disturbance.
Then, the problem is how to select the disturbance realization. If historical time series are sufficiently long, they can be directly used as the disturbance realization, otherwise synthetic time series can be used. In both cases, what value of h can be considered "sufficiently large" remains an open issue. In principle, one would let h be as large as possible to increase the accuracy of the objective function estimation. However, a limit to its value is given by computing time, which increases with h . In this paper we propose a pragmatical solution to find a compromise between the need of accuracy and the simulation burden, that is, to consider small value of h at first iterations of the MOGA and progressively increase it as the algorithm evolve. The underlaying idea is to fasten computation at first iterations, when many "bad solutions" are evaluated and a rough evaluation of the objective functions should be sufficient to screen the population and pick up the few promising solutions; and progressively increase h as the algorithm evolves and better and better solutions must be evaluated, requiring a more accurate evaluation. To summarize, we use the following 
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termination: if the termination test is satisfied (e.g. iter = K) terminates, otherwise go back to iteration step.
Selection, crossover and mutation, as well as termination are performed according to the features of the NSGA II algorithm.
In the above algorithm, the initial population is selected randomly, as proposed in standard version of NSGA-II. However, our experience in testing the algorithm shows that the optimization process is dramatically speeded up if the initial population includes at least some "reasonable" solutions. By reasonable solution we mean the parameterization corresponding to simple operational rules like, for instance, "release exactly the water demand whenever possible" or "always release the minimum/maximum possible volume". Although none of these rules is optimal, they are likely to be closer to the (unknown) optimal control law than an ANN (3) with randomly selected parameters. Including "reasonable" solutions in the initial population is a mean to quickly drive the population towards these region of "meaningful" solutions while preserving the possibility of exploring other region of the parameter space. Now the question arises on how to derive the reasonable solutions. One possibility is to run a deterministic simulation of the system under the simple operational rule and then use the system trajectories x
as input/output data to train an ann and thus derive the corresponding reasonable parameterization. To summerize, we propose to replace the intialization step in Algorithm A1 by the following:
Initialization algorithm: Define n simple operational rule (e.g. u Include the n parametrization so obtained in the initial population and complete it by randomly generating other N − n parametrizations.
APPLICATION TO RED RIVER WATER SYSTEM
The case study area is the Red River system in Vietnam (figure 1).The Red River has three major tributaries, the Thao River, the Lo River and the Da River, whose flow has been regulated by the operation of the Hoa Binh reservoir since 1987. The maximum reservoir storage is about 10. The step cost associated to the hydroelectric generation is the daily energy (kWh) produced by the Hoabinh hydropower plant (changed in sign). This is computed as a function of the release from the reservoir and its level, which determines the hydraulic head. The step cost associated to the water supply is the squared daily deficit (m 3 /s) 2 , the deficit being defined as the positive difference between the total water demand and the diverted flow, which equals the minimum between the flow q SO t+1 at Sontay and the canal capacity. The step cost associated to flood mitigation is the squared level excess (cm 2 ), given by the positive difference between the water level h HA t+1 at Hanoi and the flood threshold (950 cm).
Application of the proposed methodology
To approximate the (unknown) optimal control law, many different ANN architectures were tested. In the more general case, the ANN input vector I t includes the Hoa Binh storage x t , past inflow measurement q DA t , and time t, or better the pair sin(2πt/T ), cos(2πt/T ) where T = 365 days. Note that even in this rather simple application example with one reservoir only, the application of SDP is not straightforward. In fact, the state vector should be extended to include at least the lagged inflow value q DA t , so that the final system size would be n x = 2, n u = 1 and n ε = 3. This is the minimum system size under the strong simplification that the flow from the Thao and Lo River be white noise. Still, the numerical solution of the cyclostationary Bellman equation (Castelletti et al., 2008) would require some computational effort. For example, the solution of a single-objective problem for a system of size n x = 1, n u = 1, n ε = 1 and a discretization grid of few dozen values for each variable requires about 1 hour on AMD Athlon-64-3800+ 64 bites 2400 Mhz. The computing time quickly increases to 3-7 days when n x = 2, n u = 2, n ε = 2. In the multi-objective case, these figures should be multiplied several times because optimization must be repeated for many different combinations of the aggregation weights. A rigourous comparison of computational efficiency of the proposed approach and SDP goes beyond the scope of this study and will be a topic for further research. Here we simply want to point out that even apparently simple water system as the one presented in this paper may prove not trivial to SDP requirements.
Time series of measured flow over the period [1958] [1959] [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] were used for optimization (ANN training). To assess the result, the system subject to the Pareto-optimal solutions was simulated over the validation period 1995 -2004 . Note that, since the operation of the Hoabinh reservoir at full capacity started in 1994, the historical management over the validation period can be used as a reference value for comparison with the simulated operation under Pareto-optimal solutions. Many different ANN architectures were tested, considering different ANN input (storage only, storage and time, storage and lagged inflow, etc.) as well as different number and type of hidden neurons. The impact of the tuning parameters of the MOGA was also explored. These include the number N of individuals in the population, the number K of generations and the parameters controlling the length h of the simulation horizon at each iteration (see Algorithm A1). We explored three options: (1) to use the entire data set 1958-1977 at all iterations, i.e. h = 9862; (2) to use a three years subset, i.e. h = 1096; and (3) to progressively extend the simulation horizon, i.e. h = min(9862, ceiling(iter/(K/9)) × 1096) where iter is the current iteration value.
In the next paragraph we will summarize and discuss the main results of the study.
Discussion of the results
Hyperbolic tangent and logarithmic sigmoid were compared as possible neuron transfer functions ψ i (·) in (3). For the same number of neurons and same number of individuals and of generations (N and K respectively), the former seems to perform slightly better, however this result may be highly case dependent. In both cases, good results are obtained already with a small number of input (e.g. 6). As the number of neurons increases, the Pareto front moves towards the origin of the axes, however this requires increasing N and K and thus the computing time. As for the different options relating to the length h of the simulation horizon, option 2 (to use a reduced simulation horizon) appears to be more efficient than option 1 (to use a large simulation horizon) for fixed computing time, as the former strategy allows for a larger number of individuals and iterations with the same computing effort. This seems to suggest that reduced accuracy in the objective function To formulate the problem as a minimization one, hydropower production is changed in sign. The meaning of different colours and marks is explained in the text.
evaluation is largely compensated by the more exhaustive search of the parameters space. In our experiments, option 3, which was proposed as a compromise between the two issues, does not provide significant results. Finally, as far as the selection of input is concerned, numerical results confirm the importance of introducing time among the ANN input. In fact, performances of the optimized control law significantely improve when passing from I t = x t to I t = |x t , sin(2πt/T ), cos(2πt/T )|, while adding the fourth input, i.e. I t = |x t , q (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) of the approximate control laws obtained by using an ANN with six tangent sigmoid neurons and evolving a population of 250 parameterizations for 50 generations (blue circles), 100 (red crosses) and 150 (black squares). As a matter of comparison, the pictures also report the image of the Pareto frontier obtained by (deterministic) Dynamic Programming (DP, green dots). Notice that this is only a theoretical benchmark obtained by assuming perfect knowledge of all future flows over the simulation period. As such, it represents a performance upper bound (what the manager could attain if she perfectly knew in advance all future flows). The picture also reports the performances of historical regulation (magenta). The pictures show only those solutions that Pareto-dominates the historical management. For the sake of clarity, Figures 3,4 ,5 show the projections of the IPF over the different two-objectives planes. It can be seen that the control laws obtained by the MOGA, while obviously worse than those of deterministic DP, improve the historical management more and more for increasing number of generations.
FINAL REMARKS AND FUTURE RESEARCH
This paper presents an approach for integrated management of water systems by combining ANN and MOGA. The management problem is formulated as a stochastic optimal control problem. The control law that solves the problem is approximated by an ANN whose parameters are optimized by the MOGA. The proposed approach provides several advantages. Firstly, it basically poses no limitations about the problem formulation, not even the few assumptions required by Stochastic Dynamic Programming (separability of the objective functions, independece of the disturbance). Further, it can provide an approximate set of Pareto-optimal solutions in one single optimization run. Finally, although the computing time obviously increases with the problem complexity, because both the simulation time required for each evaluation of the objectives and the number of required evaluations grow, the increase is less than exponential with the system state.
The application of the proposed approach to the management of the multi-purpose reservoir Hoabinh, in the Red River system, Vietnam, provides a set of control laws producing different tradeoffs of the three considered objectives (hydropower, irrigation and flood control) that significantly improve the historical regulation.
Topics for future research include the comprehensive comparison of the impact of different network architectures, tuning parameters and selection, mutation and crossover strategies of the MOGA; inclusion of uncertainty stemming from inflow stochasticity in the optimization process; and analysis of the uncertainty induced by the stochastic nature of MOGA.
