We study the asymptotic distribution of the eigenvalues of a one-dimensional two-by-two semiclassical system of coupled Schrödinger operators in the presence of two potential wells and with an energy-level crossing. We provide Bohr-Sommerfeld quantization condition for the eigenvalues of the system on any energy-interval above the crossing and give precise asymptotics in the semiclassical limit h → 0 + . In particular, in the symmetric case, the eigenvalue splitting occurs and we prove that the splitting is of polynomial order h 3 2 and that the main term in the asymptotics is governed by the area of the intersection of the two classically allowed domains.
Introduction
In this paper, we study the asymptotic distribution, in the semiclassical limit h → 0 + , of the eigenvalues of one dimensional 2 × 2 systems of coupled Schrödinger operators of the form
where P 1 (h), P 2 (h) are semiclassical Schrödinger operators on the real line P j (h) := −h 2 d 2 dx 2 + V j (x) (j = 1, 2), and the interaction operator W is a first order semiclassical differential operator, and W * its formal adjoint. Matrix Schrödinger operators arise as important models in molecular physics and quantum chemistry, for instance in the Born-Oppenheimer approximation which allows for a drastic reduction of problem size when dealing with molecular systems. In this context, systems of the form (1.1) appear in a natural way after a Born-Oppenheimer reduction of diatomic molecular Hamiltonians, in which case, the semiclassical parameter h represents the square root of the quotient between the electronic and nuclear masses (see e.g. [KMSW] ).
We are interested in the situation where the potentials V 1 and V 2 are smooth functions on R, cross at some point, and each of them presents a simple well at the considered energy level (see Figure 1 ). In particular, in the phase space, the characteristic set is the union of two closed curves Γ j (E) = {(x, ξ) ∈ T * R; ξ 2 + V j (x) = E}, j = 1, 2, which intersect transversally at two points (see Figure 2 ). For such a model, we study the asymptotic distribution of the eigenvalues of the operator P (h) at energies above that of the crossing, focusing mainly on the asymptotic of the splitting in the case of symmetric potentials.
In the scalar case, the study of the eigenvalues of the one-dimensional Schrödinger operator in the presence of potential wells goes back to the beginning of quantum mechanics and many results has been rigorously proved since then. In the case of a simple potential well, it is well known that (see for instance [Fe] in the case of analytic potentials and [Ya, ILR] and references therein in the C ∞ case) the eigenvalues are approximated, in the semiclassical limit h → 0 + , by the roots of the so called Bohr-Sommerfeld quantization rule e 2iA(E)/h + 1 = 0, where A(E) is the half of the line integral Γ(E) ξdx on the closed curve (energy surface) Γ(E) = {(x, ξ) ∈ T * R; ξ 2 + V (x) = E} in the phase space. When the potential has a double well at an energy level, the eigenvalues near this level are approximated (with an exponentially small error) by the union of those created by each well (see [HeSj1] ). In particular, if the potential is even, that is the wells are symmetric, these two sets of eigenvalues coincide and a quantum tunneling effect between the two wells appears as eigenvalue splitting (see Landau-Lifschitz [LF] ). More precisely, in this case the eigenvalues of the operator come out in pairs with splitting exponentially small and the main term in the asymptotic as h → 0 + of the difference between a pair of exponentially close eigenvalues is given by he −S(E)/h /A ′ (E) where S(E) is the Agmon distance between the two wells. This fact was rigorously proved by means of the exact WKB method by Gérard and Grigis [GeGr] assuming analyticity on the potential. The same problem has recently been studied by Hirota and Wittsten [HW] for complex eigenvalues of a non-self-adjoint Dirac operator (Zakharov-Shabat operator).
In our coupled Schrödinger case, we will see, as an analogy to the scalar case with double well, that the eigenvalues of the system are approximated by the union of those of each scalar operator, and that the eigenvalue splitting occurs in the symmetric case. In a similar context, Pettersson [Pe] studied the exponentially small eigenvalue splitting for a system of coupled Schrödinger operators, but with a weaker interaction and at the bottom of the potentials, which is below a crossing. In this case, the splitting of eigenvalue is still given by a tunneling effect between the wells. However in our situation above the crossing, where the two closed curves Γ 1 and Γ 2 intersect, the quantum transition at crossing points plays the essential role instead of tunneling. In fact, we prove that the splitting is of polynomial order h 3/2 and the principal term in the asymptotic is governed by the area of the intersection of the domain bounded by these two curves (see Figure 2 ). Before ending this section, let us explain briefly the main ideas in our study. Our method consists of two parts. In the first part, we construct exact outgoing solutions to the system P (h)u = Eu on R + and on R − , starting from solutions to the underlying scalar equations P j (h)u = Eu, j = 1, 2. This method of construction was established in [FMW1] for the study of resonances of a system of the form (1.1), where one of the two operators P 1 or P 2 is "non-trapping" at the considered energy. The quantization rule will then be given by a linear dependence condition on these solutions. This allows us to prove the existence of eigenvalues of P (h) together with a rough estimate on their location (Theorem 3.1). In the second part, we improve the quantization rule that determines the eigenvalues of P (h) in the considered energy interval and we obtain a better estimate on their location, using a purely microlocal approach. First, we start by the construction of a basis of microlocal solutions to the system (P (h) − E)u = 0 on each component of the characteristic set divided by the crossing and turning points (see Figure 3 ) using the standard WKB constructions. Then, the main step consists in deriving microlocal connection formulae that determine the propagation of microlocal data through the crossing and turning points. These connection problems were studied in [FMW3] for the application to a resonance problem (see also [Hi] ).
Here we give the transfer matrix at a crossing point in a fairly general setting for semiclassical pseudodifferential systems (Theorem 4.3).
Assumptions and results
Consider the semiclassical 2 × 2 matrix Schrödinger operator
are real-valued potentials on the real line, W is a first-order semiclassical differential operator, and W * its formal adjoint. Here h > 0 is the semiclassical parameter, and we work in the semiclassical regime h → 0 + .
We make the following assumptions on the potentials V 1 , V 2 and the interaction operator W . Let I 0 := (E 1 , E 2 ) be an energy interval with 0 < E 1 < E 2 ∈ R.
Assumption (A1). V 1 , V 2 are smooth and real-valued on R, and satisfy the following conditions (see Figure 1 
iii) The set {V 1 = V 2 < E 2 } is reduced to {0}, and one has
, β 1 (E)) and (α 2 (E), β 2 (E)) are two potential wells associated with V 1 and V 2 respectively, and energy-level crossing occurs at one point, the origin, below E.
Let p j (x, ξ) := ξ 2 + V j (x) be the semiclassical symbol of P j (h), j = 1, 2. In the phase space
are closed curves which intersect transversally at two (crossing) points ρ ± (E) := (0, ± √ E) (see Figure 2 ).
Figure 2. Characteristic sets
Assumption (A2). The interaction operator W is the Weyl quantization of a symbol w(x, ξ) := r 0 (x) + ir 1 (x)ξ, i.e. W is a first order differential operator of the form
where r 0 , r 1 ∈ C ∞ (R) are real-valued bounded functions on R, and satisfy the ellipticity condition at the crossing points ρ ± (E),
(2.2) (r 0 (0), r 1 (0)) = (0, 0).
Under the above assumptions the operator P (h) is self-adjoint in L 2 (R) ⊕ L 2 (R), and its spectrum in I 0 is at most discrete. We will consider the eigenvalue problem
We define the action integrals
The functions A 1 (E), A 2 (E) are analytic and A ′ 1 (E), A ′ 2 (E) are positive in I 0 . Theorem 2.1. Assume (A1) and (A2). There exist symbols m 0 (E; h), m 1 (E; h), m 2 (E; h) analytic with respect to E ∈ I 0 , with (2.5) m j (E; h) = O(h) (j = 0, 1, 2), uniformly for E ∈ I 0 and h > 0 small enough, such that E = E(h) ∈ I 0 is an eigenvalue of P (h) if and only if
In particular, in the symmetric case V 1 (x) = V 2 (−x), we have
uniformly for E ∈ I 0 and h > 0 small enough, where
and B(E) is the action defined by
This result entails the following one about the asymptotic distribution and the eigenvalue splitting of P (h). We fix E 0 ∈ I 0 and h-independent arbitrarily large constant C 0 > 0 and set
For each j = 1, 2, the elements of U (j)
h are simple roots of the Bohr-Sommerfeld quantization rule A j (E) = (k + 1 2 )πh for the scalar Schrödinger operator P j (h) with a simple potential well (α j (E), β j (E)) and it is well known (see e.g. [Ya] and references therein) that they approximate the eigenvalues of P j (h) in I 0 in the semiclassical limit h → 0 + . There may of course be intersection between the two sets U h . In the following theorem, the elements of the set U h should be counted repeatedly according to the multiplicity.
Theorem 2.2. Assume (A1) and (A2). There exists a subset J ⊂ (0, 1] satisfying 0 ∈ J such that for h ∈ J, there exists a bijection
In particular, in the symmetric case V 1 (x) = V 2 (−x), the eigenvalues of P (h) in I h come out in pairs with splitting of order h 
Solutions to the system and existence of eigenvalues
In this section we prove the existence of eigenvalues of the operator P (h) in the interval I 0 , together with a preliminary but a fundamental result on their location. The main idea relies on the construction of four L 2 -solutions to the system (2.3), two on each half-line R − = (−∞, 0] and R + = [0, +∞),
The quantization condition that determines the eigenvalues of P (h) in I 0 will then be given by the linear dependence condition W(E; h) = 0, where W(E; h) stands for the wronskian of these solutions. The construction of such solutions in the case of a system similar to (2.1) was carried out in [FMW1, FMW3] starting from solutions to the underlying scalar equations (P j (h) − E)u = 0, j = 1, 2, with suitable asymptotic behaviors at infinity (see also [Ya] ). In the following, we simply recall the main lines of this construction together with some estimates important for our next purposes and we refer to [FMW1, FMW3] for the details.
3.1. Solutions to the system. For k ∈ N and U ⊂ R, we introduce the subspace
Let E ∈ I 0 . For j = 1, 2, let u ± j,L be the solutions to the scalar equation
Appendix 2]. In particular, u − j,L decays exponentially at −∞, while u + j,L grows exponentially, and their Wronskian satisfies
We introduce the linear operator
and because of the form of the operator W , an integration by parts shows that we have,
In a similar way, starting from solutions u ± j,R to the scalar equation (P j (h) − E)u = 0 on R + , the same construction holds and leads to a fundamental solution
). In view of the construction of solutions to the system (2.3), the key result is the following proposition (see [FMW3, Proposition 3 .1]).
Proposition 3.1. As h → 0 + , one has,
Now, using the fundamental solutions of the scalar equations (P j (h) − E)u = 0, j = 1, 2, constructed above, together with the above estimates, we can construct two solutions w 1,L , w 2,L to the system (2.3) on R − which approach t (u − 1,L , 0) and t (0, u − 2,L ) and two other solutions w 1,R , w 2,R on R + which approach t (u − 1,R , 0) and t (0, u − 2,R ), as h → 0 + . On R − , setting u = t (u 1 , u 2 ), the system (2.3) can be re-written as
Assume that u 1 ∈ C 0 b (R − ) and set u 2 = −hK 2,L W * u 1 . Then, (3.6) reduces to the scalar equation of u 1 (P 1 − E)u 1 = h 2 W K 2,L W * u 1 , and a solution will be given by any
and we see that
Similarly, w 2,L defined by
On R + , a similar construction can be done and we see that the convergent series
are both solutions to (2.3) on R + and they tend respectively to
The constructed solutions are actually in L 2 , more precisely we have (see [FMW1, Proposition 4 .1]), Proposition 3.2. The solutions w j,L given by (3.7)-(3.8), and w j,R given by (3.9)-(3.10),
3.2. Quantization condition and existence of eigenvalues. Using the four solutions to the system (2.3) constructed in the previous paragraph, we can now deduce the quantization condition that determines the eigenvalues of P (h) in I 0 . In fact, by the general theory on systems of ordinary differential equations, the subspace of solutions of (2.3) that are in
is of dimension 2, and the same is true for the subspace of solutions that are in L 2 (R + ) ⊕ L 2 (R + ). Therefore, E = E(h) ∈ I 0 is an eigenvalue of P (h) if and only if the solutions w 1,L , w 2,L , w 1,R , w 2,R are linearly dependent, which equivalent to say that
where W(E; h) := W(w 1,L , w 2,L , w 1,R , w 2,R ) stands for the Wronskian of w 1,L , w 2,L , w 1,R and w 2,R , that is
uniformly for E ∈ I 0 and h > 0 small enough.
Proof. Since W(E; h) is constant with respect to x, it is enough to compute it at a fixed point, say at x = 0. We recall the following estimates from [FMW1] . For S = L, R, and h > 0 small enough, one has,
Moreover, we have, uniformly as h → 0 + ,
). Using the above estimates, we immediately obtain, for h > 0 small enough,
On the other hand, we know from standard WKB constructions (see also [FMW1, Appendix] ) that we have,
This ends the proof of the proposition. Now, we are able to establish the existence of eigenvalues, together with a preliminary (but fundamental) result on their location. Let E 0 ∈ I 0 and set
With the definition of U h given by (2.10), we have Theorem 3.1. Assume (A1) and (A2). There exists a subset J ⊂ (0, 1] satisfying 0 ∈ J such that for all h ∈ J, there exists a bijection
Proof. We set
Then, the quantization condition (3.11) can be written as 
defined by (2.10). For h > 0 small enough and e(h) ∈ U h , there exists j ∈ {1, 2} and a unique k ∈ Z such that A j (e(h)) = (k + 1 2 )hπ, and by Taylor's formula, we have
We recall that
In particular, the cardinal of U h is uniformly bounded with respect to h, for h > 0 small enough. Now, using (3.15) , it is easy to check that, for all C 1 > 0, there exist C 2 > 0 and a subset J ⊂ (0, 1] with 0 ∈ J such that for all h ∈ J and all e(h) ∈ U h , we have
Moreover, the set z ∈ C; |z − e(h)| ≤ C 2 h 2 ∩ U h contains at most two elements including e(h). Thus, we can apply Rouché Theorem on z ∈ C; |z − e(h)| ≤ C 1 2 h 7 6 , using that
where C ′ > 0 can be taken arbitrarily large by taking C 1 > 0 large enough, and conclude that there exists a bijection b h between the set of zeros of (3.14) in I h which are exactly the eigenvalues of P (h) in I h and the set U h . Furthermore, this bijection satisfies (3.13) in the semiclassical limit h → 0 + . This ends the proof of the Theorem.
Microlocal study of solutions at a crossing point for a general system
Now, in order to improve the quantization rule that determines the eigenvalues of P (h) in I 0 and to obtain a better estimate on their location, we use a microlocal approach that relies on the study of the behavior of the corresponding eigenfunctions microlocally near the characteristic set (4.1)
The key point in this method consists on the computation of the connection formulae that link the microlocal data at the crossing and turning points of Char(P (h)− E). In this section, we study the microlocal solutions of a general 2 × 2 system of pseudodifferential operators near a transversal crossing point of its charactersitic set and we compute the transfer matrix at this point.
4.1. Semiclassical and microlocal terminologies. Let us recall briefly some basic notions of semiclassical and microlocal analysis, referring to the books [DiSj, Ma, Zw] for more details. We will use the notations of [DiSj] for symbols and h-pseudodifferential operators. In particular, S 0 is the space of symbols
uniformly with respect to h > 0 small enough. We recall that for a symbol q ∈ S 0 , the corresponding h-pseudodifferential operator denoted Op w h (q) can be defined using the h-Weyl quantization by
Since our study is of microlocal nature and since we shall constantly use this vocabulary in the following, we briefly recall from [Ma] (see also [HeSj3] ) the meaning of expression like u = 0 microlocally in some open subset of the phase space. For u ∈ S ′ (R), we denote T u the so-called semiclassical FBI-transform of u given by
The function T u is a C ∞ function on R 2 . Let Ω ⊂ R 2 and u = u(x; h) ∈ L 2 (R) with u L 2 ≤ 1. We say that u is microlocally 0 in Ω and we write u ∼ 0 microlocally in Ω, if and only if T u L 2 (Ω) = O(h ∞ ). Here we use the standard asymptotic notation f h = O(h ∞ ) which means that f h = O(h k ) for all k ∈ N and h > 0 small enough. The closed set of points where u is not microlocally 0 is called the frequency set of u and denoted FS (u). This notion is analogous to the notion of microsupport in the analytic framework (see [Ma, HeSj3] ). For a h-pseudodifferential operator A(h), we say that u is a microlocal solution to the equation A(h)u = 0 in Ω and we write
Consider a 2 × 2 system
where Q 1 , Q 2 and R are pseudodifferential operators with symbols q 1 (x, ξ), q 2 (x, ξ) and r(x, ξ) respectively. We make the following assumptions.
i) The symbols q 1 , q 2 ∈ S 0 are real-valued, vanish at ρ 0 = (0, 0), i.e.
q 1 (ρ 0 ) = q 2 (ρ 0 ) = 0, and satisfy the following conditions
ii) The symbol r ∈ S 0 of the interaction operator R satisfies the ellipticity condition at ρ 0 , (4.4) r(ρ 0 ) = 0.
In particular, the condition (4.3) means that the characteristic sets
intersect transversally at ρ 0 . We plan to study the microlocal solutions to the system (4.5) Qu = 0, microlocally near the crossing point ρ 0 = (0, 0).
4.2.
Microlocal WKB solutions. Since the operator Q is microlocally elliptic outside its characteristic set Γ q 1 ∪ Γ q 2 , it follows by standard arguments of microlocal analysis that the solutions of the system (4.5) are microlocally supported in a neighborhood of this set. First, we study these microlocal solutions away from the crossing point ρ 0 , that is, near the four curves
q 1 , the operator Q 1 is of real principal type while Q 2 is elliptic, and the same is true on Γ ± q 2 by interchanging Q 1 and Q 2 . Hence microlocally on each of the four curves (Γ ± q j ) j=1,2 , the system (4.5) is reduced to a scalar one-dimensional equation. Thus, the space of microlocal solutions on each of these curves is one-dimensional and a basis of WKB solutions is given by the following proposition.
Proposition 4.1. On each of the curves Γ ± q j , the space of microlocal solutions to the system (4.5) is one-dimensional and there exist f ± q j such that for j = 1, 2, Qf ± q j ∼ 0 microlocally on Γ ± q j , and f ± q j have the following WKB form
where the phase function φ q j is defined as the unique solution of the eikonal equation
(4.7) q j (x, φ ′ q j (x)) = 0, φ q j (0) = 0, and a q j (x; h), b q j (x; h) are symbols of the form
with leading terms given by
dt , a q 2 ,0 (x) = 0,
Remark 4.2. In particular, we have the following asymptotic behaviors as x → 0
We refer to the Appendix A for the construction of these WKB solutions.
4.3. Transfer matrix. Now, we state the main result of this section which provides the transfer formula of microlocal solutions near the crossing point ρ 0 .
Theorem 4.3. Let u(x; h) ∈ L 2 (R) be a solution to the system Qu ∼ 0 microlocally in a small neighbourhood of ρ 0 = (0, 0) such that
for some scalar complex numbers t ± j = t ± j (h), j = 1, 2. Then, there exist classical symbols of order 0, µ ± = µ ± (h) ∼ k≥0 h k µ ±,k such that (4.8)
where κ j,k (h) ∼ n≥0 h n κ n j,k are symbols with leading terms given by κ 0 1,1 = κ 0 2,2 = 1,
The rest of this section is devoted to the proof of this result which relies on several steps. The first step consists to reduce the system (4.5) to a scalar equation using the ellipticity condition (4.4) and then to solve this equation by means of a normal form in the spirit of [HeSj3, Sj1, CdvPa] .
To simplify the notations, we set (4.9) α := ∂ x q 1 (ρ 0 ), β := ∂ ξ q 1 (ρ 0 ), γ := ∂ x q 2 (ρ 0 ), δ := ∂ ξ q 2 (ρ 0 ), D := {q 1 , q 2 }(ρ 0 ).
4.3.1.
Reduction to a scalar equation and normal form. Setting u = t (u 1 , u 2 ) and using the ellipticity of R at ρ 0 according to assumption (4.4), the system (4.5) is reduced microlocally near the origin to a scalar equation of u 1 . More precisely, there exists a small neighborhood V ⊂ R 2 of ρ 0 such that microlocally in V, the system Qu ∼ 0 is reduced to (4.10)
where R −1 denotes a parametrix of R in V and L is the h-pseudodifferential operator defined by L := RQ 2 R −1 Q 1 − h 2 RR * .
In particular, the principal symbol of L is given by ℓ 0 (x, ξ) := q 1 (x, ξ)q 2 (x, ξ). The crossing point ρ 0 is a saddle point for ℓ 0 , and a normal form for L, reducing its study microlocally near ρ 0 to that of the operator 1 2 (yhD y + hD y · y) microlocally near the origin is well-known (see [Sj1, CdvPa] in the C ∞ case and [HeSj3] in the analytic case). More precisely, we have Lemma 4.4. There exists a small neighborhood Ω ⊂ R 2 of (0, 0), a unitary Fourier integral operator U with associated canonical transformation κ sending V to Ω and κ(ρ 0 ) = (0, 0), and a classical symbol
Moreover, we can choose the reduction in such a way that we have
Proof. The normal form (4.11) is due to [Sj1, CdvPa] in the smooth case. Notice that in these works, this result was proved for self-adjoint operators, but it still holds for our nonself-adjoint operator L thanks to the form of its principal symbol ℓ 0 . In the following, we prove (4.12).
The FIO U is associated with the canonical transform κ : (x, ξ) → (y, η) satisfying
where ℓ(x, ξ; h) ∼ k≥0 h k ℓ k (x, ξ) is the full symbol of L. In particular, we can choose
After a convenient normalization, we can write U −1 in the form y) is a symbol with c 0 (0, 0) = 1 and the phase function ψ(x, y) is a generating function of κ −1 , in the sense that κ −1 : (y, −∇ y ψ) → (x, ∇ x ψ). In particular, near (x, y) = ρ 0 , we have
At the levels of principal and sub-principal symbols, the relation (4.11) implies that F 0 (ℓ 0 (κ −1 (y, η))) = yη, 1 (y, η) )) + ℓ 1 (κ −1 (y, η))F ′ 0 (ℓ 0 (κ −1 (y, η))) = 0.
In particular, the first equation at (y, η) = (0, 0) implies that F 0 (0) = 0 and F ′ 0 (0) = 1 D , and the second one gives 
More precisely, we have the following asymptotic formulae for u ± 1 . Proposition 4.5. There exist symbols
Proof. We only prove the formula for u + 1 . The proof for the other one is similar. By definition, we have
where we recall that the phase function ψ satisfies (see (4.13))
The right hand side of (4.16) is an oscillatory integral and up to terms of order O(h ∞ ), its asymptotic behavior as h → 0 is governed by the contributions of the critical points of the phase function y → ψ(x, y) and the singular point y = 0 of y → y iµ + h .
Notice first that for x < 0, there is no positive critical points of y → ψ(x, y), hence u + 1 is microlocally 0 on Γ − q 1 . For x > 0, the function y → ψ(x, y) has a positive non degenerate critical point y c (x) which behaves like
In particular, the corresponding critical value ψ(x, y c (x)) coincides with the generating function φ q 1 (x) of Γ q 1 , and we have
Moreover, we have ∂ 2 y ψ(x, y c (x)) = − β δ + O(x) < 0. Then, by the stationary phase theorem (see e.g. [Ma] Corollary 2.6.3), the contribution of this critical point to the integral (4.16) is of the form
On the other hand, by a change of contour of integration which reduces the integral to a Laplace transform, one can see that the contribution of the endpoint y = 0 to the integral is both for x > 0 and x < 0 of the form O(x) ).
Now, we construct another pair of solutions v ± = t (v ± 1 , v ± 2 ) to the system (4.5) that are microlocally zero on one of Γ + q 2 and Γ − q 2 . To do this, we proceed in a similar way as above but now by reducing the system (4.5) to a scalar equation of v 2 instead of v 1 . Setting v = t (v 1 , v 2 ) and using the ellipticity of R * at ρ 0 , the system Qv ∼ 0 is reduced microlocally near ρ 0 to
where (R * ) −1 denotes a parametrix of R * in a neighborhood of ρ 0 and L is the h-pseudodifferential operator defined by
By means of a normal form similar to (4.11), the equation Lv 2 ∼ 0 is reduced microlocally
where the FIO U is given by
with a symbol c(x, y; h) ∼ k≥0 h k c k (x, y) satisfying c 0 (ρ 0 ) = 1, and the phase ψ is of the form
with g ± µ − defined by (4.15) with µ − instead of µ + , we see that v ± 2 are microlocal solutions to the equation Lv 2 ∼ 0 microlocally in a small neighborhood of ρ 0 that we still denote by V, and we have FS(v ± 2 ) ∩ V ⊂ Γ ± q 2 ∪ Γ q 1 ∩ V. Moreover, as in Proposition 4.5, we have the following asymptotic formula for v ± 2 . Proposition 4.6. There exist symbols
Summing up, we then have constructed 4 microlocal solutions to the system (4.5) microlocally in a small neighborhood V of ρ 0
where u ± 1 and v ± 2 are defined above and
4.3.3. Proof of theorem 4.3. Now we connect our microlocal solutions u ± and v ± to the WKB solutions f ± q j , j = 1, 2, given by Proposition 4.1 and we deduce the transfer matrix at the crossing point. The following result is an immediate consequence of Propositions 4.5 and 4.6.
Proposition 4.7. There exist symbols
with leading terms (4.20)
We set 
Observe that if t − 1 (h) = 1 and t − 2 (h) = 0 then u should be equal to (B +,− q 1 h iµ − h ) −1 v + microlocally near ρ 0 , and therefore we have
.
Analogously, if t − 1 (h) = 0 and t − 2 (h) = 1 then u should be equal to (A +,− q 2 h iµ + h ) −1 u + microlocally near ρ 0 , and therefore we have
This ends the proof of Theorem 4.3.
Microlocal connection formulae
In this section, we establish the microlocal connection formulae for our operator (2.1). In our case, the characteristic set Char (P (h) − E) = Γ 1 (E) ∪ Γ 2 (E) is divided by 2 crossing points ρ ± (E) = (0, ± √ E) and 4 turning points (caustics) (γ(E), 0), γ = α 1 , α 2 , β 1 , β 2 , into the following 8 curves Γ ± j,S (see Figure 3 )
In a similar way as in Proposition 4.1, we have the following WKB basis of microlocal solutions to the system (P (h) − E)u = 0 on each curve Γ ± j,S , j = 1, 2, S = L, R. Figure 3 . The 8 curves Γ ± j,S , j = 1, 2, S = L, R.
Proposition 5.1. Let E ∈ I 0 . On each of the 8 curves Γ ± j,S , j = 1, 2, S = L, R, the space of microlocal solutions to the system
where for j = 1, 2,
are symbols whose first coefficients are given by
where M + = M + (E; h) is the 2 × 2 matrix given by
  and the coefficients κ + j,k (E; h) have the following asymptotic behaviors
uniformly for E ∈ I 0 and h → 0 + .
5.2.
Microlocal connection formulae at turning points. It remains now to compute the connection formulae at the turning points. We define the action integrals
Proposition 5.4. Let u be a solution to (P (h) − E)u ∼ 0 microlocally near Γ j,S , j = 1, 2, S = L, R, and suppose that
for some constants t ± j,S = t ± j,S (E; h). Then it holds that
with constants T j,S = T j,S (E; h), which behave, as h → 0 + ,
The proof of this result relies on the fact that microlocally near a turning point (γ j (E), 0), j = 1, 2, γ = α, β, the operator P k (h) − E, j = k ∈ {1, 2}, is elliptic. The system (2.3) is then reduced to a scalar equation and the idea is to solve it using Maslov's method. We refer to [FMW3, Lemma 6.1] for a detailed proof. Notice that the analyticity assumption on the potentials V 1 , V 1 assumed in [FMW3] don't play any role in this proof so it still holds under our assumptions. 6. Proofs of Theorems 2.1 and 2.2 6.1. Proof of Theorem 2.1. Let E = E(h) ∈ I 0 be eigenvalue of P (h) and u = u(x; h) ∈ L 2 (R) a corresponding eigenfunction. Suppose that
for some complex numbers t − 1,L (E; h), t − 2,R (E; h). Then, it follows by the connection formulae of Propositions 5.2, 5.3 and 5.4, that
On the other hand, by passing through the turning points (α 1 (E), 0) and (β 2 (E), 0) using the relations (5.10), we obtain (6.4)
Putting together (6.3) and (6.4), we deduce the following quantization condition for the eigenvalues of P (h) in I 0 .
Now, in the symmetric case V 1 (x) = V 2 (−x), using that A 1 (E) = A 2 (E) =: A(E), S 1,L (E) = S 2,R (E) and S 2,L (E) = S 1,R (E), we get where m(E; h) is an analytic symbol with respect to E ∈ I 0 given by
According to (2.5), we know that m satisfies the estimate m(E; h) = O(h), uniformly for E ∈ I 0 and h > 0 small enough. To solve (6.5), notice that the roots in I h to the equation e −2iA 1 (E)/h + 1 e 2iA 2 (E)/h + 1 = 0 are given by the set of approximate eigenvalues U h defined by (2.10). Thus, we can proceed exactly in the same way as in the proof of Theorem 3.1 using Rouché Theorem, by replacing h 
It remains now to estimate the splitting of eigenvalues in the symmetric case V 1 (x) = V 2 (−x). Set A(E) := A 1 (E) = A 2 (E). Then, the quantization condition (6.5) becomes in this case Here we prove Proposition 4.1 where a basis of microlocal solutions to the system (4.5) on each curve Γ ± q j , j = 1, 2, is given. Recall that the space of microlocal solutions on each of these curves is one-dimensional (see the paragraph before the statement of the Proposition). Our construction is based on formal computations using standard pseudodifferential calculus.
Let us start by computing e −iφ(x)/h Q 1 (e iφ/h a). We have e −iφ(x)/h Q 1 (e iφ/h a)(x) = 1 2πh R 2 e i(x−y)ξ/h e −i(φ(x)−φ(y))/h q 1 x + y 2 , ξ a(y)dydξ.
Writing φ(x) − φ(y) = (x − y)ψ(x, y) with ψ(x, y) = 1 0 φ ′ (sx + (1 − s)y)ds, we have, after a change of variable (y, ξ − ψ(x, y)) → (y, ξ), e −iφ(x)/h Q 1 (e iφ/h a)(x) = 1 2πh R 2 e i(x−y)ξ/h q 1 x + y 2 , ξ + ψ(x, y) a(y)dydξ
The RHS is an oscillatory integral with quadratic phase (z, ξ) → −zξ. Hence the stationary phase theorem (see e.g. [Ma] Corollary 2.6.3) gives the asymptotic expansion
where c(x, z, ξ) := q 1 x + z 2 , ξ + ψ(x, x + z) a(x + z). In particular, using that ψ(x, x) = φ ′ (x) and ∂ y ψ(x, x) = 1 2 φ ′′ (x), we obtain e −φ(x)/h Q 1 (e iφ/h a)(x) = q 1 (x, φ ′ (x))a − ihS q 1 (x, ∂ x )a + O(h 2 ), where S q 1 (x, ∂ x ) is a first order differential operator given by
) . Now, we substitute (4.6) into (4.5). Then, using the above computation, we obtain, for a q 1 ∼ a q 1 ,k h k , b q 1 ∼ b q 1 ,k h k , e −φq 1 /h Qf ± q 1 ∼   q 1 (x, φ ′ q 1 (x))a q 1 − ihS q 1 a q 1 + hr(x, φ ′ q 1 (x))b q 1 + O(h 2 )
hr(x, φ ′ q 1 (x))a q 1 + q 2 (x, φ ′ q 1 (x))b q 1 − ihS q 2 b q 1 + O(h 2 )   .
The RHS is a power series of h, and in order that u is a microlocal solution, each coefficient should vanish.
The coefficient of the 0-th order is t q 1 (x, φ ′ q 1 (x))a q 1 ,0 , q 2 (x, φ ′ q 1 (x))b q 1 ,0 . We are looking for a microlocal WKB solution supported on Γ q 1 , and the phase function φ q 1 should satisfy the eikonal equation (4.7). In particular, one has
Then the first entry of the above 0-th order coefficient is 0. In order that the second entry is 0, b q 1 ,0 should vanish since
does not vanish near 0 except at 0.
The coefficient of the 1st order is t −iS q 1 a q 1 ,0 , r(x, φ ′ q 1 (x))a q 1 ,0 +q 2 (x, φ ′ q 1 (x))b q 1 ,1 . Hence, a q 1 ,0 and b q 1 ,1 should satisfy the equations (A.2) S q 1 a q 1 ,0 = 0, (A.3)1 ,1 = − r(x, φ ′ q 1 (x)) q 2 (x, φ ′ q 1 (x)) f q 1 ,0 .
Notice that in (A.1), the coefficient ∂ ξ q 1 (x, φ ′ (x)) = ∂ ξ q 1 (ρ 0 ) + O(x) does not vanish near x = 0. Hence a q 1 ,0 is uniquely determined by (A.2) under the initial condition a q 1 ,0 (0) = 1 and it is a non-zero analytic function near zero. More precisely, we have
as x → 0.
We also see from the condition (4.3) that b q 1 ,1 (x) has a pole of order one at x = 0. In particular,
x as x → 0.
In the same way, a q 1 ,k , k ≥ 1, is uniquely determined under a q 1 ,k (0) = 0 by an inhomogenious differential equation of the form S q 1 a q 1 ,k = F k with F k depending on a q 1 ,j , j ≤ k − 1, and b q 1 ,j , j ≤ k, and b q 1 ,k is determined algebraically from a q 1 ,j , j ≤ k − 1 and b q 1 ,j , j ≤ k − 1 and their derivatives.
