Abstract. Inspired by an analytic construction of Chang, Weinberger and Yu, we define an assembly map in relative geometric K-homology. The properties of the geometric assembly map are studied using a variety of index theoretic tools (e.g., the localized index and higher Atiyah-Patodi-Singer index theory). As an application we obtain a vanishing result in the context of manifolds with boundary and positive scalar curvature; this result is also inspired and connected to work of Chang, Weinberger and Yu. Furthermore, we use results of Wahl to show that rational injectivity of the relative assembly map implies homotopy invariance of the higher signatures of a manifold with boundary.
Introduction
We construct and study an assembly map in relative geometric (i.e., BaumDouglas) K-homology. Our results are inspired and related to the analytic relative assembly map constructed via localization algebras by Chang, Weinberger, and Yu in [9, Section 2] . However, in the introduction, we concentrate on the geometric aspects of our construction; localization algebras and the construction in [9, Section 2] are reviewed in detail in Section 2. One of the advantages of the geometric model of K-homology is the explicit construction of Chern characters, see for example [2, (1)
Here L BΓ → BΓ denotes the Mischenko bundle:
(2) L BΓ := EΓ × Γ C * max (Γ) → BΓ. The reader can find more on this map in for example [15, Introduction] and references therein. Under the isomorphisms with the analytic models, the geometrically defined assembly mapping (1) coincides with the standard construction of assembly (see [26] ).
Our goal is to extend this geometric construction to the relative case. That is, to define a geometric assembly map given as input a group homomorphism φ : Γ 1 → Γ 2 rather than a single group Γ. The homomorphism φ induces maps Bφ : BΓ 1 → BΓ 2 and φ : C * max (Γ 1 ) → C * max (Γ 2 ). Note the abuse of notation used in the definition of the latter.
The domain and codomain of our assembly map are introduced in detail in Section 3 (in particular, see subsections 3.1 and 3.2). They are denoted respectively by K geo * (Bφ) and K geo * (pt; φ). These abelian groups are defined using geometric cycles and the relative geometric assembly map, µ geo , is defined explicitly at the level of cycles, see Definition 3.16 . The compatibility between the relative groups/relative assembly map and absolute groups/absolute assembly map within the geometric context is made precise in Theorem 3.18. The reader who is only interested in the geometric definition of the relative assembly need only read Section 3, which is self-contained.
It is natural to compare the geometrically defined assembly map to the analytic assembly map of Chang, Weinberger and Yu. In particular, Theorem 3.18 should be compared with [9, Theorem 2.17] . To make such comparisons precise, one must first construct explicit isomorphisms at the level of the K-homology groups defining the domain and codomain of these maps. For the domains, this is basically the standard isomorphism between analytic and geometric K-homology. We review its construction, which uses the localized index (see subsection 2.2) in Theorem 3.11.
The isomorphism between the codomains is more involved. It fits into the general context of any unital * -homomorphism. As such, for the moment, suppose φ : B 1 → B 2 is a unital * -homomorphism between unital C * -algebras; of course, the case of φ : C * max (Γ 1 ) → C * max (Γ 2 ) is the most relevant. One can form the mapping cone C * -algebra associated to φ:
The construction of Φ cone in Equation (14) on page 22 produces a well defined isomorphism Φ cone : K geo * (pt; φ) → K * +1 (C φ ) fitting into a commutative diagram with exact rows and vertical mappings being isomorphisms:
where the top row is from [12, Theorem 3.13] and the bottom row is the long exact sequence in K-theory obtained from the short exact sequence of C * -algebras:
This result is a substantial improvement of results in [13] : firstly, the assumption that φ * : K * (B 1 ) → K * (B 2 ) is injective has been removed and secondly, in the definition Φ cone , one can choose any trivializing operator to construct the higher APS-index. Higher APS-index theory is reviewed before the construction of Φ cone , see Section 4.
Vanishing results for PSC-metrics. Returning to the special case of φ : C * max (Γ 1 ) → C * max (Γ 2 ), obtained from a group homomorphism, we state an application of these theorems (i.e., the previous theorem and Theorem 3.18) . It is stated as Theorem 4.13 in the body of the paper. An essentially equivalent result was proven as Theorem 2.18 in [9] using localization algebras. Our proof uses higher APS-theory and conceptually explains this relative vanishing result through the two steps in the proof: firstly, the existence of a metric of positive scalar curvature near the boundary of a manifold implies that the relative assembly of said manifold is realized as a higher APS-index (Proposition 4.13) and secondly that a metric of positive scalar curvature in the interior guarantees the vanishing of the higher APS-index (Lemma 4.14). The strong Novikov property. One of the main applications of the assembly map is to the Novikov conjecture on homotopy invariance of higher signatures. In the relative setting, this problem has been discussed in [43, Section 12] and [32, Section 4.9] . The Novikov conjecture follows from rational injectivity of the free assembly map. With this implication as motivation, we say that a group homomorphism φ has the strong relative Novikov property if µ φ geo : K geo * (Bφ) → K * (pt; φ) is rationally injective. The strong Novikov conjecture for Γ 1 and Γ 2 has no obvious implication for the strong relative Novikov property of a homomorphism φ : Γ 1 → Γ 2 . Neither does the Baum-Connes conjecture for Γ 1 and Γ 2 if there is torsion present. The relation to homotopy invariance of higher signatures is given in the following theorem appearing as Theorem 4.18 below. Its proof relies on a result of Wahl [41] .
Theorem 3. Let φ : Γ 1 → Γ 2 be a group homomorphism with the strong relative Novikov property. For any manifold with boundary W and mappings f : W → BΓ 2 , g : ∂W → BΓ 1 such that f | ∂W = Bφ • g, the higher signatures (4) sign ν (W ) := Compatibility with the analytic map. With isomorphisms defined at the level of the groups as in Theorem 1, we would like to compare the assembly maps. In particular, even without the full details of the definition of relative assembly using localization algebras, the reader would likely agree that asking whether the following diagram commutes is a natural question:
K geo * (Bφ)
The horizontal maps are the assembly maps (defined respectively in Sections 2 and 3) and the vertical maps are the isomorphisms defined respectively in Theorem 3.11 and Equation (14) in Lemma 4.8.
In a previous version of this paper, we claimed the diagram (5) commutes in general. However, there was a gap in the proof. We still believe this should hold in general, but can only prove commutativity with additional hypotheses, see Theorem 5.1; it remains an interesting open question whether these additional hypotheses can be removed.
1.1. Notation. We use the following notation, some of which has already been introduced. The reader may wish to skip this section and return to it as needed.
We will consider a continuous map h : Y → X. Quite often this map will be the inclusion Y ⊆ X associated with a finite CW -pair. We use Γ 1 and Γ 2 to denote finitely generated discrete groups and φ : Γ 1 → Γ 2 denotes a group homomorphism between these groups. The classifying space of Γ i is denoted by BΓ i . We also let φ denote the * -homomorphism induced from the group homomorphism φ; it is a * -homomorphism from the maximal group C * -algebra C * (Γ 1 ) of Γ 1 to the maximal group C * -algebra C * (Γ 2 ) of Γ 2 . The mapping cone of φ is the C * -algebra:
where C * (Γ) denotes the maximal C * -algebra of a group Γ. We note that this convention for the mapping cone is different than the one used in [12, 13] where the interval [0, 1) is used and also that this construction can be applied to any unital * -homomorphism. If A is C * -algebra, then the suspension of A is the C * -algebra SA := C 0 (R, A). A representation of A is called standard if it is faithful and no nonzero operator is represented by a compact operator. If A is unital, then an A-bundle refers to a locally trivial bundle with fibers given by finitely generated, projective Hilbert A-modules. An example of such a bundle is the Mischchenko bundle, L BΓ = EΓ × Γ C * (Γ) from Equation (2). There is a continuous map Bφ : BΓ 1 → BΓ 2 implementing φ at the level of homotopy groups. The map Bφ is only unique up to homotopy, we fix one choice of Bφ. Furthermore, we assume that BΓ 1 and BΓ 2 are locally finite CW -complexes. The universal property for EΓ 2 produces a Γ 2 -equivariant continuous map Γ 2 × Γ1 EΓ 1 → EΓ 2 and by composing with the Γ 1 -equivariant map
, we can assume that Bφ lifts to a Γ 1 -equivariant mapping Eφ : EΓ 1 → EΓ 2 . A morphism between two continuous mappings h :
The theory of localization algebras and assembly requires some knowledge of asymptotic morphisms, see [46] for details. We will also use the following notation when considering a manifold with boundary: if W is a Riemannian manifold with boundary, the inclusion is denoted by i : ∂W → W and the interior by W
• . When we wish to emphasize the presence of a boundary, we write W = W
• ∪∂W . Furthermore, we assume all geometric structures are of product type near the boundary and identify a collar neighbourhood of the boundary with (0, 1] × ∂W . The boundary ∂W will be identified with {1} × ∂W ⊆ W . Let
We equipp W R and W ∞ with the cylindrical metric on the attached cylinder. If W has a spin c -structure, we let S W → W denote the associated Clifford bundle of complex spinors.
The relative model of Chang, Weinberger, and Yu
We begin by recalling some notation and results from the literature on localization algebras, assembly and localized indices. The results in this section can be found in, or readily deduced from, the work of Yu with coauthors [9, 19, 44, 46] and Qiao-Roe [36] .
2.1. Localization algebras and assembly. Yu defines the assembly map using localization algebras. We give a quick review of this theory; the reader is directed to [46] for the full details. Let (Z, d Z ) be a proper metric space and suppose we have fixed a representation, ρ, of C 0 (Z) as operators on a Hilbert space H Z . We tacitly assume that ρ is a standard representation, that is, ρ is faithful and
• An operator T on H Z is said to be locally compact if ρ(a)T and T ρ(a) are compact for any a ∈ C 0 (Z).
• If T is an operator on H Z and there exists an R > 0 such that aT b = 0 whenever d Z (supp(a), supp(b)) ≥ R, we say that T has finite propagation. We let prop(T ) denote the infimum of the set of such R; we call prop(T ) the propagation of T .
• The Roe algebra, R ρ (Z) ⊆ (H Z ), is the * -algebra of operators that are locally compact and have finite propagation.
There are several choices of C * -norms on R ρ (Z) and different choices can lead to different C * -algebras; unless otherwise stated, we use the maximal completion of R ρ (Z) (see [19, Section 3] ) and denote this by C * (Z). The assumption that ρ is a standard representation guarantees that the K-theory of C * (Z) is independent of ρ (see [21, Section 4] ). Furthermore, the localization algebra(s) of Yu, C (1) g is uniformly bounded and uniformly continuous; (2) prop(g(s)) → 0 as s tends to infinity.
Again, the C * -norm used for the completion is important (i.e., lead to different algebras); we use the maximal completion unless otherwise stated. To be precise, the norm on C * L (Z) is that induced from the C * -algebra C un ([1, ∞), C * (Z)) of uniformly continuous functions [1, ∞) → C * (Z). The choice of representation ρ is less important as it does not affect the isomorphism class of relevant K-theory groups when we assume ρ to be a standard representation, see [46, Section 3] . Our convention differs from that in [9, 45] where the interval [0, ∞) is used to define the localization algebras.
Let X be a finite CW -complex and denote its universal cover byX. We choose a word metric on π 1 (X). We assume that X is equipped with a metric defining its topology and thatX is equipped with a metric making the π 1 (X)-action isometric and each orbit bi-Lipschitz equivalent to π 1 (X). The action of the deck transformations π 1 (X) onX defines an action of π 1 (X) as * -automorphisms on R ρ (X) and R L,ρ (X). The construction discussed in the previous paragraph can be applied in a number of ways: we can form the algebras C *
π1(X) . The last two C * -algebras are obtained using the * -algebra of π 1 (X)-invariant elements in R ρ (X) and R L,ρ (X), respectively. That is,
). Since we are working in the relative context, maps between localization algebras must also considered. If h : Y → X is a coarse Lipschitz map, there is an induced map at the localization algebra level by [46, Lemma 3.4] . By an abuse of notation, we denote also said * -homomorphism by h :
As is observed in [47, Section 3.2] , the functoriality holds in larger generality. If Γ is a discrete group acting on X and Y , making h :
Γ of equivariant localization algebras if h is a uniformly continuous coarse mapping.
The Lipschitz case suffices for our purposes: if d X and d Y are metrics defining the topology on X and Y , respectively, h : 
it is denoted by C h . If Y is a compact space and h : Y → X is continuous we use the notation
(recall that SA := C 0 (R, A) for a C * -algebra A). 
Proof. Since K CWY * (X) and K CWY * (Y ) are independent of the metrics chosen on X and Y (by [36, Theorem 3.4 
, we can in a suitable model for the localization algebra construct an associated * -homomorphism (f, g) : C h → C h ′ fitting into a commuting diagram
The mapping (f, g) induces the mapping (f, g)
The compact case was defined in Equation (6) .
The definitions make sense because of Proposition 2.2. The proof of the next proposition follows from the construction and six term exact sequences in K-theory. defined in Subsection 2.1. As above, we drop the "max" from the notation. If X is compact, then, sinceX is equivariantly coarsely equivalent to π 1 (X) and [19, Remark 3.14], the algebra C * (X) π1(X) is Morita equivalent to the maximal C * -algebra of π 1 (X). Proposition 2.6. (see [9, page 7] ) For any Galois covering Γ →X → X, there is an explicitly given asymptotic morphism
For the proof and the construction of the asymptotic morphism, we refer the reader to the construction in [9, Section 2, page 7]. Combining the isomorphism induced from the asymptotic morphism in Proposition 2.6 with the Morita equivalence from Remark 2.6, we can define the assembly map: Definition 2.7. Let X be a compact space and Γ →X → X a Galois covering. The assembly map µ CWY :
where the last isomorphism comes from the Morita equivalence in Remark 2.5.
compatible with the asymptotic morphism from Proposition 2.6 in the sense that (φ [1,∞) , where the superscript indicate the involved space and ∼ denotes asymptotic equivalence.
can equivalently be defined as the composition
where K denotes the compact operators, the isomorphisms are the ones considered by Roe in [39] , and the map is given by the tensor product of a multiplicity preserving * -homomorphism K → K and the map induced from the group homomorphism φ : π 1 (Y ) → π 1 (X). This construction also leads to the map
In the notation used in [9] , h C * is denoted by ψ and h L by ψ L .
We form the mapping cones C h C * , C hL , and C φ . By using the mapping cone exact sequences we see that K * (C h C * ) ∼ = K * (C φ ) (we always use the isomorphism constructed from the isomorphism C * (X) π1(X) ∼ = C * (π 1 (X)) ⊗ K used in Remark 2.9). 
The superscript indicates the spaces involved. The relative analytic assembly map µ max : K * (SC h ) → K * (SC φ ) is defined as the composition:
In Definition 2.10 we are abusing the notation as the asymptotic morphism (χ s ) s∈[1,∞) is not globally defined on C h , it is in general only asymptotically defined on the dense * -subalgebra
Again, we drop the "max" from the notation and denote this map by µ, but sometime denote this map by µ φ or µ CW Y to emphasize the mapping cone involved or to distinguish this analytic assembly map from the geometric assembly map defined in the next section. By construction and the functoriality of six term exact sequences, the assembly mappings fit into a commuting diagram (see the proof of [9, Theorem 2.17]). 
The upper row is the sequence from Proposition 2.4 and the bottom row is the mapping cone sequence for φ.
Let us consider two relevant examples:
Example 2.12. For a compact manifold with boundary, W , we consider the inclusion mapping i : ∂W ֒→ W . This mapping models all relative geometric Khomology groups; both at the level of relative K-homology of continuous mappings (see Subsection 3.1 below) and relative K-theory of * -homomorphisms (see Subsection 3.2 below). The associated Roe algebras and localization algebras of this mapping were studied in detail in [45, 47] .
Example 2.13. Associated with a group homomorphism φ : Γ 1 → Γ 2 of finitely generated groups there is a unique homotopy class of a continuous mapping Bφ :
We remind the reader of the standing assumption that BΓ j is a locally finite CW -complex (j = 1, 2). For the purpose of defining localization algebras and their functoriality we pick metrics d j on BΓ j for j = 1, 2 defining the topologies and making Bφ Lipschitz. After a choice of word metric, we can lift the metrics d j to EΓ j in such a way that the Γ j -action is isometric, each orbit is bi-Lipschitz equivalent to Γ j and the lifted Γ 1 -equivariant mapping Eφ : EΓ 1 → EΓ 2 is Lipschitz.
Localized index of Dirac operators. The localized index ind
) admits a simple description for Dirac operators. We write K * (X) = K l.f. * (X) := KK * (C 0 (X), C) where X is a locally compact metric space. The localized index was defined in [46] as follows. For an equivalent approach, see [36] . As in the previous section, ρ is a standard representation of C 0 (X) on a Hilbert space H. An operator T ∈ (H) is said to be pseudo-local if the commutator [T, ρ(a)] is compact for any a ∈ C 0 (X). The algebra D * ρ,max (X) denotes the maximal C * -algebra generated by the finite propagation pseudo-local operators on H. We often drop max and the representation ρ from the notation and write
For each n, take a uniformly bounded locally finite cover (U n,i ) i of X with diam(U n,i ) < 1/n and a subordinate partition of unity (φ n,i ) i . For a K-homology
The mapping ind
is an isomorphism by [36, Theorem 3.4] if the X-module used to define C * L (X) is very ample, i.e., an infinite direct sum of standard representations.
This is described in more detail in [44, Page 1392 ].
We now turn to Dirac operators. Assume that X is a complete Riemannian manifold. Let S → X be a Clifford bundle of bounded geometry and D a Dirac operator on S. By [10, 40] , D is self-adjoint on L 2 (X, S) when equipped with the domain given by the graph closure of C 
Relative localized indices and mapping cones. In fact, if W is a Riemannian manifold with boundary the localized index of a Dirac operator can be considered an element in the K-theory of the mapping cone of localization algebras associated with the inclusion i : ∂W → W . We tacitly assume all geometric structures to be of product type near the boundary and we identify a collar neighbourhood of the boundary with (0, 1] × ∂W . The boundary ∂W will be identified with {1} × ∂W ⊆ W . We introduce the notation
We equipp W R and W ∞ with the cylindrical metric on the attached cylinder.
Definition 2.17 (See page 314, [46] ). If X is a locally compact metric space and Z ⊆ X is a closed subspace, the [46, Lemma 3.10] . Proposition 2.18. Let W be a compact manifold with boundary.
(
Proof. For each u, β W u is a completely positive mapping so we need to prove asymptotic multiplicativity. It suffices to prove on
We conclude that (β
is an asymptotic morphism. That the mapping (β W u ) u∈ [1,∞) induces an isomorphism on K-theory follows from the Mayer-Vietoris sequence [46, Proposition 3.11] and is explained in Theorem 2.21 below.
By the abstract properties of a mapping cone, there is a distinguished isomorphism α
Using a five lemma argument, the natural inclusion C i ⊆ Cĩ, where i : ∂W → W denotes the inclusion of the boundary, is an isomorphism on K-theory. We let 
where D ∞ denotes the extension of D to W ∞ using the cylindrical metric. Similarly, we define 
where the top row is associated with the short exact sequence 0 → C 0 (W • ) → C(W ) → C(∂W ) → 0 and the bottom row is the mapping cone sequence.
Proof. For notational simplicity, write X 1 := W and 
The vertical arrows are isomorphisms by [36, Theorem 3.4] . On the other hand, the construction of the Mayer-Vietoris sequence implies that the following diagram is commutative with exact rows
Combining these two diagrams, we arrive at the commutativity of the diagram in the statement of the theorem. Finally, ind 
The relative assembly map as a geometrically defined map
We consider a geometric version of the analytic assembly map considered in Definition 2.10. To define the required map, we must introduce the geometric cycles used to define the domain and codomain; we begin with the domain and proceed with the codomain. This section is independent of the results in the previous section. However, the relationship between these two constructions will be considered in detail in Sections 4 and 5. The term "cycle" refers to various objects. However, context and notation should make clear which definition of "cycle" (e.g., Definitions 3.1, 3.12, etc) is being used.
3.1. The domain -relative K-homology. Throughout this subsection we fix a continuous mapping h : Y → X. The domain of the relative assembly map is defined using cycles of the following form in the case h = Bφ where Bφ is obtained from a group homomorphism φ : Γ 1 → Γ 2 (see the discussion in the introduction).
Definition 3.1 (see [4] ). A geometric cycle with respect to h : Y → X is a triple (W, E, (f, g)) where
(1) W is a compact, smooth, spin c -manifold with boundary; (2) E is a smooth complex vector bundle over W ; (3) f is a continuous map from W to X, g is a continuous map from ∂W to Y , and
As in standard geometric K-homology [2, 4] , W need not be connected and there is a natural Z/2-grading on cycles defined using the dimensions of the connected components of W modulo two. Furthermore, there is a definition of isomorphism for cycles and when we refer to a "cycle" we mean "an isomorphism class of a cycle". The opposite of a cycle is given by the same cycle but with the opposite spin c -structure on the manifold; given a spin c -manifold, W , we denote the same manifold with the opposite spin c -structure by −W . The set of cycles form an abelian semi-group under the disjoint union operation. On the semigroup of cycles, there is a disjoint union/direct sum relation, bordism relation and a relation coming from vector bundle modification. The reader can find more on these concepts in (for example) [2] ; we will give a detailed development for the latter two aspects (i.e., bordism and vector bundle modification). Definition 3.2. A regular domain, M 0 , of a manifold M is a closed subset of M which has nonempty interior and satisfies the following condition: if x ∈ ∂M 0 , then there exists a coordinate chart, φ : U → R n centered at x such that
A bordism or a cycle with boundary with respect to h : Y → X is a collection ((Z, W ), F, (h 2 , h 1 )) where (1) Z and W are compact, smooth, spin c -manifolds with boundary; (2) W is a regular domain in ∂Z; (3) F is a smooth complex vector bundle over Z;
) (one can check that it is a cycle). Finally, two cycles are bordant if the disjoint union of the first with the opposite of the second is a boundary.
Definition 3.4. Let (W, E, (f, g)) be a cycle and V be a spin c -vector bundle with even dimensional fibers over it. We define the vector bundle modification of (W, E, (f, g)) by V to be (
(1) 1 R → W denotes the trivial real line bundle; (2) p : S(V ⊕1 R ) → W is the bundle projection on the sphere bundle of V ⊕1 R ; (3) B → S(V ⊕ 1 R ) is the Bott bundle (see [2] ). We denote the cycle so obtained by (W, E, (f, g)) V ; one can verify that the result of this process is a cycle. Definition 3.5. Let K geo * (h) := {(W, E, (f, g))}/ ∼ where ∼ is the equivalence relation generated by disjoint union/direct sum relation, bordism and vector bundle modification.
Remark 3.6. Geometric K-homology can equivalently be modelled on oriented manifolds, see [20, 25] . The same holds for the relative groups. In the oriented model, cycles are given by triples (W, E, (f, g)) where W is a compact oriented manifold with boundary, E is a Clifford bundle on W and (f, g) is as before. The isomorphism between the models is constructed as in [25, Lemma 2.8] .
The previous definition along with the next theorem are well-known. The notion of "normal bordism" (see any of [1, 11, 12, 15, 23, 37] ) can be used to prove the next theorem. In fact, the proofs in [23] and [37, Proposition 4.6.8] generalize to this situation with little change; we therefore omit the details of the proof. Note that the special case when h is an inclusion of a closed subspace was the first case considered, see [3, 4] . 
where the maps are defined as follows
(1) h * is the map on K-homology induced from h; it is defined at the level of
Remark 3.8. If Z is a manifold with boundary, there are mappings f Z : Z → Bπ 1 (Z) and f ∂Z : ∂Z → Bπ 1 (∂Z) fitting into a commuting diagram
where i : ∂Z ֒→ Z denotes the inclusion and φ := i * : π 1 (∂Z) → π 1 (Z). Indeed, the universal property of classifying spaces guarantee the existence of f Z and f ∂Z making the diagram commute up to homotopy and the homotopy extension principle can be used to construct functions making the diagram commute. We write this as
The functoriality of relative K-homology gives rise to a mapping
Remark 3.9. Let h : Y → X be a Lipschitz mapping of compact metric spaces inducing a * -homomorphism h :
. If we assume that h is a homeomorphism onto its range, the following mapping is well defined
where D E is a Dirac operator on S W ⊗ E. In the case that his a homeomorphism onto its range, Y ∼ = h(Y ) ⊆ X is closed and that fact that ind rel L,h is well defined follows from that it factors as a mapping from cycles to classes over the analytic assembly mapping K geo * (h) → K * (X \h(Y )) (see [6, Theorem 6.1] ) and the localized index ind L :
We will soon define the localized index at the level of relative K-homology for a general mapping h. This is done easily with Theorem 2.21 and the next lemma at hand. 
is a Dirac operator on M and j * :
Proof. We can by functoriality reduce to the case that X = M , Y = ∂W and h is the inclusion ∂W → M = W ∪ ∂W W ′ . We can moreover assume that f :
is well defined, and it thus suffices to prove the existence of a bordism
We consider the manifold with boundary
. We obtain a cycle with boundary ((Z,Ŵ ), F, (h 2 , h 1 )) for K geo * (h : ∂W → M ), and its boundary coincides with (W,
Recall the notation in Definition 2.3 on page 6. 
Then the following mapping is well defined 
If X and Y are locally finite CW -complexes, the mapping ind rel L is an isomorphism. Proof. Assuming the map ind rel L is well defined, functoriality implies that the proof that the diagram commutes reduces to the case when h is the inclusion of the boundary of a manifold. In this particular case, Theorem 2.21 implies that the diagram commutes.
As such, we need only show that ind rel L is well defined. For simplicity, we assume that X and Y are compact. To emphasize the h-dependence we write ind rel L,h throughout the proof. As noted above in Remark 3.9, ind rel L,h is well defined when h is a homeomorphism onto its range.
For a general h, we proceed by proving that ind rel L,h respects the relations defining K geo * (h) (see Definition 3.5 on page 13). It is immediate that ind rel L,h respects the disjoint union/direct sum relation.
To prove that ind rel L,h respects vector bundle modification, we consider a cycle (W, E, (f, g)) for K geo * (h). Let i : ∂W → W denote the inclusion of the boundary. Remark 3.9 implies that ind rel L,i is well defined, and therefore respects vector bundle modification. In particular, for a spin c -vector bundle V → W of even rank,
and ind rel L,h respects vector bundle modification.
We prove bordism invariance of ind rel L,h using Lemma 3.10. If ((Z, W ), F, (h 2 , h 1 )) is a cycle with boundary for K geo * (h), Lemma 3.10 implies that (8)
By bordism invariance of ind
. Therefore, the left hand side of Equation (8) vanishes. As for the second term in the right hand side of Equation (8)
More precisely, it can be written as
.
(id Y ) = 0. Therefore, the second term of the right hand side of Equation (8)
3.2. The codomain -geometric relative K-theory of φ. We now turn to a geometric model for the mapping cone of φ :
. This model was studied in detail in [12] and applies in the more general situation of any unital * -homomorphism between unital C * -algebras. A geometric cycle with respect to a unital * -homomorphism φ :
(1) W is a smooth, compact spin c -manifold with boundary;
Results in [12, 13] imply that such cycles can be arranged (by moding out by an geometrically defined equivalence relation) into an abelian group, K geo * (pt; φ). The relation is generated by disjoint union/direct sum relation, bordism and vector bundle modification in a manner similar to the ones defined above in Definitions 3.3 and 3.4. For the precise definitions in the context of this model see [12, Section 4] . The group K geo * (pt; φ) forms a realization of the Kasparov group KK * (C, SC φ ). The interested reader can find further details on this model in [12, 13] . A fundamental property of this construction is the following theorem: 
) where the maps are defined at the level of cycles via
The abelian group K geo * (pt; φ) is the codomain of the assembly map, which is the main topic of this section. The analytic realization of cycles in K geo * (pt; φ) is more complicated than the approach using localization algebras in K-homology. We address this issue below in Section 4.
Remark 3.14. Also the group K geo * (pt; φ) can be modelled on oriented manifolds as in [20, 25] 3.3. The geometric relative assembly map. With the definition of the domain and codomain of map developed, we can define the relative assembly map geometrically. As above, φ : Γ 1 → Γ 2 denotes a group homomorphism and we also let φ denote its induced map on the full group C * -algebras. The Mishchenko bundle L BΓ := EΓ × Γ C * (Γ) → BΓ of a discrete group Γ was defined in Equation (2) (see page 2).
We start by comparing the bundles L BΓ1 and L BΓ2 . From the discussion in Subsection 1.1, we can assume that Bφ fits into the following commutative diagram:
where Eφ and Bφ are the continuous maps induced from φ, p 1 and p 2 are the projection maps. Furthermore, the diagram intertwines the group actions of Γ 1 and Γ 2 . (9) , there exists an explicit isomorphism α 0 :
Proposition 3.15. Given a Γ 1 -equivariant lift Eφ of Bφ as in the diagram
L BΓ1 ⊗ φ C * (Γ 2 ) → (Bφ) * (L BΓ2 ).
Proof. We have the explicit identification
where
Here,
where κ := p 1 × Eφ :
The map κ is well defined due to the pullback diagram (9) 
where α is the isomorphism of C * (Γ 2 )-bundles:
The isomorphism α 0 is the isomorphism from Proposition 3.15.
Proposition 3.17. The map µ φ is well-defined.
Proof. We must show that the map respects each of the three relations. The case of the disjoint union/direct sum relation is trivial. For the bordism relation, suppose that ((Z, W ), F, (h 2 , h 1 )) is a cycle with boundary which has boundary (W, E, (f, g)). Then
) whereα is constructed in the same way as α. Hence µ φ (W, E, (f, g)) is a boundary whenever (W, E, (f, g)) is a boundary.
The case of vector bundle modification follows by observing that, if V is a spin cvector bundle with even dimensional fibers over W , then µ φ ((W, E, (f, g))
V . 
The remaining details of the proof are omitted. 
where L X and L Y are defined from the pullback of the Mishchenko bundles using the universal maps X → Bπ 1 (X) and Y → Bπ 1 (Y ), respectively, and α is defined as above. The explicit isomorphism
as in Proposition 3.15 using the fact that ι
and the mapping κ :Ỹ → Y × ι pXX defined from the pullback diagram (10) as κ(y) = (p Y (y),ι(y)).
The isomorphism between the geometric and analytic realizations of the mapping cone
Our first goal is the construction of a suitable isomorphism K geo * (pt; φ) ∼ = KK * (C, SC φ ), where B 1 and B 2 are unital C * -algebras and φ : B 1 → B 2 is a unital * -homomorphism. In fact, in [13] , an isomorphism between K geo * (X; φ) and KK * (C(X), SC φ ) for X a finite CW -complex is constructed. Furthermore, under the assumption that the induced map φ * : K * (B 1 ) → K * (B 2 ) is injective, it was shown in [13] that the higher Atiyah-Patodi-Singer index induces an isomorphism from K geo * (pt; φ) to KK * (C, SC φ ). The reader is directed to [13, Theorems 4.6 and 4.7] for the precise statement. However, in general, the higher Atiyah-Patodi-Singer index does not induce an isomorphism from K geo * (pt; φ) to KK * (C, SC φ ).
4.1.
Analytic realization of cycles on mapping cone. Our goal is a generalization of the construction in [13] to an analytically defined isomorphism between K geo * (pt; φ) and KK * (C, SC φ ) with no assumptions on φ * . As mentioned above, this result will be used to relate the geometrically defined assembly map of Section 3 to the work of Chang, Weinberger, and Yu (i.e., the map, µ CW Y , discussed in Section 2). The general idea behind the isomorphism K geo * (pt; φ) ∼ = KK * (C, SC φ ) is to map a cycle for K geo * (pt; φ) (equipped with additional geometric data) to a class in KK * (C, B 2 ) using higher Atiyah-Patodi-Singer index theory. The associated class in KK * (C, SC φ ) in general depends heavily on these choices. To correct for the choices made, we construct an additional term in KK * (C, SC φ ) which also depends heavily on said choices, it is defined purely using data on boundary of the cycle. In particular, in the rather special case when the boundary of the cycle in K geo * (pt; φ) is empty, this construction is compatible with the isomorphism from K geo * (pt; B 2 ) to K * (B 2 ) defined via higher index theory. Although, we are mostly interested in the case of a * -homomorphism induced φ : Γ 1 → Γ 2 , the results of this section are more general. As such, let φ : B 1 → B 2 be a unital * -homomorphism between unital C * -algebras. For a Riemannian spin cmanifold with boundary W , we let S W → W denote the associated Clifford bundle of complex spinors. By [29, Theorem 3] and [28, Proposition 10] any cycle with Dirac operators admits a trivializing operator. We first construct a class in K 1 (C φ ) from an evendimensional cycle with Dirac operators and trivializing operator. We then prove that the constructed class in K 1 (C φ ) is independent of involved choices. The construction for odd-dimensional cycles follows by a formal suspension, see [29, Take χ,χ ∈ C ∞ ((0, 1], R) such that χ ≥ 1 and
The sets of such χ:s andχ:s, respectively, form convex subsets of C ∞ (0, 1] and are therefore path connected. Define the following families of operators on S ∂W ⊗ E| ∂W → ∂W :
For any t ∈ (0, 1],D ∂ E,t +Â t is a self-adjoint elliptic element in the FomenkoMishchenko calculus Ψ * B2 (∂W ; S ∂W ⊗ E B2 | ∂W ). Hence it is a self-adjoint regular operator with compact resolvent on the B 2 -Hilbert module L 2 (∂W ; S ∂W ⊗ E B2 ). Let c denote the Cayley transform:
Proof. The formula (13) and the compact resolvent ofD
For |x| ≥ 1, we have the asymptotic formula c(t −1 x) = 1 + O(t) uniformly in x as t → 0. Therefore, functional calculus for self-adjoint regular operators implies that c(D
Recall that an (A, B)-Hilbert C * -module E B is called a correspondence if A acts as B-compact operators on E B . A correspondence E B gives rise to a class
induces a correspondence from Cα to C φ . If E B2 and F B1 are full, then M α is a Morita equivalence. We tacitly identify elements in K * (Cα) with their image in K * (C φ ) under this correspondence.
Definition 4.5. We define the Cayley transform of (W, (
Since χ andχ are chosen from path connected spaces, we have the following: For details regarding higher APS-theory, see [29, Section 3] . Let j * :
denote the composition of the Bott mapping and the mapping induced from the inclusion i : 
is independent of choice of Dirac operators and trivializing operator.
Proof. The second statement of the lemma follows from the first: the choice of Dirac operators is from a path-connected space and making the choice of trivializing operators from a continuous path the class Φ cone (W, (E B2 , F B1 , α)) is well defined due to homotopy invariance of K-theory. Such an argument is standard, see for instance [17, Lemma 3.4] and [29, Section 2.5].
To prove the first statement, we use the following elementary fact in K-theory:
suppose that u andũ are unitaries in the unitalization of C 0 ((0, 1], B 2 ⊗ Ã) such that u(1) =ũ(1). Then, for any unitary U in the unitalization of B 1 ⊗ Ã with
whereũ op (t) =ũ(1 − t) and # denotes concatenation of paths. In our case, this fact implies that 
2πif (x) . We define
We also pick a spectral section
. Consider the continuous path
In fact, p is a constant projection modulo
as classes in
On the other hand, [29, Theorem 6] , implies that
Recall that Q 0 is choosen such that Q 0 − P A and Q 0 − P A ′ are projections in
. By definition, we have the identity
We write 2πiq for the path appearing in the exponent on the right hand side, i.e.
The path q is not continuous, but e 2πiq is. Since
is a projection that commutes with p(t) and q(t) for each t, we have the identity e 2πiq(t) = e 2πip(t) for each t. In summary, [c(
Theorem 4.9. The construction of Φ cone in Equation (14) produces a well defined isomorphism
, fitting into a commutative diagram with exact rows and horizontal mappings being isomorphisms:
Proof. Assuming that Φ cone is well defined, it follows from its construction that the diagram (15) commutes and that it is an isomorphism using the five lemma. The proof that Φ cone is well defined is divided into proving that the map respects the bordism and vector bundle modification relations; that it respect the disjoint union/direct sum relation follows from basic facts in higher APS-index theory.
) is a Dirac operator and A 1 ⊗ φ 1 B2 a trivializing operator for the cycle with Dirac operator
, A 1 ) = 0, and
The homotopies in Equation (16) are inside the group of unitaries in the unitalization of the mapping cone of the mapping
constructed from α. We remark that an immediate consequence of the first homotopy in Equation (16) is that the Cayley transform term is in the image of
We can now prove bordism invariance. Let (W, (E B2 , F B1 , α)) be a nullbordant cycle. By assumption, there is a spin c -manifold with boundary Z containing W as a regular domain, with E B2 extending to a bundleẼ B2 → Z, F B1 extending to a bundleF B1 → W 0 := ∂Z \ W
• and α to an isomorphism u :Ẽ B2 | W0 →F B1 ⊗ φ B 2 . By the argument above, Φ cone (W 0 , (Ẽ B2 | W0 ,F B1 , u)) = 0. Additivity of the index and of the Cayley transform shows that
where the last identity follows from the bordism invariance of the index.
To show that Φ cone respects vector bundle modification, we use of a trick from [17] (also see [13, 14] ). Let (W, (E B2 , F B1 , α), (D E , D F ), A) be a cycle with Dirac operators and trivializing operator and V → W a spin c -vector bundle of even rank. The vector bundle modification of (W, (E B2 , F B1 , α)) is given by ( 
. Furthermore, again using [17, Section 2.3], we can decompose the path of operators constructed in (12) aŝ
) defines a trivial class in K-theory whose vanishing is implemented by the homotopy (c(s
We introduce some further notation. Let B denote a C * -algebra. We return to the special case where
, and φ is induced from a group homomorphism. [29] and references therein; it is an element in 
where, by Proposition 4.8, the resulting class is independent of the choice of trivializing operator A.
The assumption that ind AS (D ∂W E C | ∂W ⊗g * (LBΓ 1 ) ) = 0 implies that we can take A of the form α * φ * (A ′ ) where A ′ is a trivializing operator for the operator
. Using similar homotopies to those in Equation (16) , it follows that
The result now follows from Equation (18).
Remark 4.11. The previous result should be compared with results in [13, Section 4]: it (more or less) implies that the isomorphism constructed here (i.e., Φ cone ) agrees with the isomorphism defined in [13, Section 4] when they are both defined; that is, when φ * :
) is injective. We will not need this result in this paper and refrain from giving a detailed proof.
4.
2. An application to PSC-metrics. For a spin manifold with boundary that admits a metric of positive scalar curvature, more can be said about its relative assembly. In [9, Theorem 2.18] it was proven that its relative assembly by means of localization algebras vanishes. The two results are in several cases equivalent by Theorem 5.1 below. We provide a short proof of this fact in the geometric setting. We remain in K-homology although the same proof carries over to KO-homology. We now turn to Theorem 2 in the Introduction. equipped with the Atiyah-Patodi-Singer boundary condition defined from the spectral section
, 0). Using Lemma 4.10, the proposition follows.
The next lemma is folklore. In lack of a precise reference, we provide a proof of the result. Lemma 4.14. If W is a connected spin-manifold with boundary and g is a metric of positive scalar curvature that is collared at the boundary, then
denotes the spin-Dirac operator constructed from g twisted by the flat connection on the Mishchenko bundle.
Proof. We write W ∞ for W glued together with the infinite cylinder (1, ∞) × ∂W . Let y denote the normal variable and write g = dy 2 + g ∂W near the boundary for some metric lifted from ∂W . The metric g can be extended to a metric g ∞ on W ∞ with positive scalar curvature by setting g ∞ = dy 2 + g ∂W on the cylinder (1, ∞) × ∂W . We let D g,∞ denote the C * (π 1 (W ))-linear spin-Dirac operator on W ∞ constructed from g ∞ and twisted by the Mishchenko bundle. This is a self-adjoint regular operator because g ∞ is complete. Since g ∞ has scalar curvature with a positive uniform lower bound, D g,∞ is invertible. Using the bMishchenko-Fomenko calculus (see [27, 
are oriented homotopy invariants of M . Here L(M ) denotes the L-class and f M the (up to homotopy) canonical mapping M → Bπ 1 (M ). A group Γ is said to satisfy the Novikov conjecture if the higher signatures sign ν (M ) are homotopy invariants of M for any ν ∈ H * (BΓ) and f : M → BΓ. The group Γ is said to satisfy the strong Novikov conjecture if the assembly map µ : K * (BΓ) → K * (C * (Γ)) is injective. It follows from the homotopy invariance of higher indices (see [22] ) that for a given group the strong Novikov conjecture implies the Novikov conjecture. In the literature [32, 43] , one finds analogues to the Novikov conjecture in the relative setting. Homotopy invariance of higher signatures of manifolds with boundary was discussed in [31] . We will now consider a strong version of the relative Novikov property and prove a result about the homotopy invariance of higher signatures. We remark that one could formulate the strong relative Novikov property using other C * -completions of the group algebra. The functoriality of the maximal completion ensures that the formulation in the maximal completion is the weakest version of a strong relative Novikov property. Before discussing the implications of the strong relative Novikov property on homotopy invariance of higher signatures, we introduce some terminology. • We say that two morphisms (f j , g j ) : [h : 
Proof of Theorem 4.18. We let Sign W ∈ K geo * (W, ∂W ) and Sign W ′ ∈ K geo * (W ′ , ∂W ′ ) denote the K-homology classes defined from the signature operators. The reader is referred to [7, 31] for details on the signature operator. To describe the classes Sign W and Sign W ′ in geometric K-homology, we use its oriented model as discussed in Remark 3.6 and 3.14. The Hodge star will be denoted by ⋆. We follow the convention in [7, Chapter 3.6] and normalize ⋆ so that ⋆ 2 = 1. In the oriented model for geometric K-homology, see [20, 25] 
and A is a trivializing operator for the signature operator on
The fact that (u, u ∂ ) is of product type near the boundary allows us to use [41, Theorem 8.4 ] which implies that ind AP S (D
, (α ∪ α ′ )φ * A) = 0. We conclude that x = 0.
Comparing assembly maps
In this section we prove the following theorem: • The mapping φ * : K * (C * (Γ 1 )) → K * (C * (Γ 2 )) is (rationally) surjective.
• The mapping (Bφ) * : K * (BΓ 1 ) → K * (BΓ 2 ) is (rationally) injective.
• For a finite CW -pair (X, Y ), Γ 1 = π 1 (Y ), Γ 2 = π 1 (X) and φ being induced by the inclusion, the natural mapping K * (C φ ) → K * (SC * (π 1 (X/Y ))) ⊕ K * (C * (Γ 1 )) is (rationally) injective.
then the following diagram commutes (rationally)
where the horizontal maps are the assembly maps (defined respectively in Sections 2 and 3) and the vertical maps are the isomorphisms defined respectively in Theorem 3.11 and Equation (14) in Lemma 4.8.
Remark 5.2. We note that (Bφ) * : K * (BΓ 1 ) → K * (BΓ 2 ) is rationally injective whenever the strong Novikov conjecture holds and φ * : K * (C * (Γ 1 )) → K * (C * (Γ 2 )) is rationally injective. Moreover (the last condition appearing in Theorem 5.1) the injectivity of K * (C φ ) → K * (SC * (π 1 (X/Y ))) ⊕ K * (C * (π 1 (Y ))), is equivalent to the exactness of K * (C * (π 1 (Y ))) → K * (C * (π 1 (X))) → K * (C * (π 1 (X/Y ))). 
