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Abstract
The Isomap method has demonstrated promising results
in ﬁnding low dimensional manifolds from data points
in the high dimensional input space. While classical
subspace methods use Euclidean or Manhattan metrics
to represent distances between data points and apply
Principal Component Analysis to induce linear mani-
folds, the Isomap method estimates geodesic distances
between data points and then uses Multi-Dimensional
Scaling to induce low dimensional manifolds. Since
the Isomap method is developed based on reconstruc-
tion principle, it may not be optimal from the classiﬁ-
cation viewpoint. In this paper, we present an extended
Isomap method that utilizes Fisher Linear Discriminant
for pattern classiﬁcation. Numerous experiments on im-
age data sets show that our extension is more effective
than the original Isomap method for pattern classiﬁca-
tion. Furthermore, the extended Isomap method shows
promising results compared with best methods in the
face recognition literature.
Introduction
Subspace methods can be classiﬁed into two main cate-
gories: either based on reconstruction (i.e., retaining max-
imum sample variance) or classiﬁcation principle (i.e., max-
imizing the distances between samples). Principal Compo-
nent Analysis (PCA) and Multidimensional Scaling (MDS)
have been applied to numerous applications and have shown
their abilities to ﬁnd low dimensional structures from high
dimensional samples (Duda, Hart, & Stork 2001). These
unsupervised methods are effective in ﬁnding compact rep-
resentations and useful for data interpolation and visualiza-
tion. On the other hand, Fisher Linear Discriminant (FLD)
and alike have shown their successes in pattern classiﬁcation
when class labels are available (Bishop 1995) (Duda, Hart,
& Stork 2001). Contrasted to PCA which ﬁnds a projection
direction that retains maximum variance, FLD ﬁnds a pro-
jection direction that maximizes the distances between clus-
ter centers. Consequently, FLD-based methods have been
shown to perform well in classiﬁcation problems such as
facerecognition(Belhumeur, Hespanha, &Kriegman1997).
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Figure 1: A complex manifold that shows why Euclidean
distances may not be good metrics in pattern recognition.
Recently, two dimensionality reduction methods have
been proposed for learning complex embedding manifolds
using local geometric metrics within a single global coordi-
nate system (Roweis & Saul 2000) (Tenebaum, de Silva, &
Langford 2000). The Isomap (or isometric feature mapping)
method argues that only the geodesic distance reﬂects the
intrinsic geometry of the underlying manifold (Tenebaum,
de Silva, & Langford 2000). Figure 1 shows one exam-
ple where data points of different classes are displayed in
distinct shaded patches (top) and data points sampled from
these classes are shown (bottom). For a pair of points on
the manifold, their Euclidean distance may not accurately
reﬂect their intrinsic similarity and consequently is not suit-
able for determining intrinsic embedding or pattern classiﬁ-
cation. The Euclidean distance between circled data points
(e.g., x1 and x2 in Figure 1) may be deceptively small in
the three-dimensional input space though their geodesic dis-
tance on a intrinsic two-dimensional manifold is large. This
problem can be remedied by using geodesic distance (i.e.,
distance metrics along the surface of the manifold) if one
is able to compute or estimate such metrics. The Isomap
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each point to all its k-nearest neighbors, or to all the points
within some ﬁxed radius   in the input space. For neighbor-
ing points, the input space distance usually provides a good
approximation to their geodesic distance. For each pair of
points, the shortest path connecting them in the neighbor-
hood graph is computed and is used as an estimate of the
true geodesic distance. These estimates are good approxi-
mations of the true geodesic distances if there are sufﬁcient
number of data points (See Figure 1). The classical mul-
tidimensional scaling method is then applied to construct a
low dimensional subspace that best preserves the manifold’s
estimated intrinsic geometry.
The Locally Linear Embedding (LLE) method captures
local geometric properties of complex embedding manifolds
by a set of linear coefﬁcients that best approximates each
data point from its neighbors in the input space (Roweis &
Saul 2000). LLE then ﬁnds a set of low dimensional points
where each can be linearly approximated by its neighbors
with the same set of coefﬁcients that was computed from
the high dimensional data points in the input space while
minimizing reconstruction cost. Although these two meth-
ods have demonstrated excellent results in ﬁnding the em-
bedding manifolds that best describe the data points with
minimum reconstruction error, they are suboptimal from the
classiﬁcation viewpoint. Furthermore, these two methods
assume that the embedding manifold is well sampled which
may not be the case in some classiﬁcation problems such as
face recognition since there are typically only a few samples
available for each person.
In this paper, we propose a method that extends the
Isomap method with Fisher Linear Discriminant for classi-
ﬁcation. The crux of this method is to estimate geodesic
distance, similar to what is done in Isomap, and use pair-
wise geodesic distances as feature vectors. We then apply
FLD to ﬁnd an optimal projection direction to maximize the
distances between cluster centers. Experimental results on
three data sets show that the extended Isomap method con-
sistently performs better than the Isomap method, and per-
forms better than or as equally well as some best methods in
the face recognition literature.
Extended Isomap
Consider a set of m samples {x1,...,xm} and each sam-
ple belongs to one of the c class {Z1,...,Z c},t he ﬁrst step
in the extended Isomap method is, similar to the Isomap
method, to determine the neighbors of each sample xi on
the low dimensional manifold M based on some distance
metrics dX(xi,xj) in the input space X. Such metrics can
be Euclidean distance that is often used in face recognition
(Turk & Pentland 1991) or tangent distance that has been
shown to be effective in hand digit recognition (Simard, Le
Cun, & Denker 1993). The assumption is that input space
distance provides a good approximation to geodesic distance
for neighboring points (See Figure 1). Consequently, input
space distance metric can be utilized to determine whether
two data points are neighbors or not. The k-Isomap method
uses a k-nearest neighbor algorithm to determine neighbors
while the  -Isomap method includes all the points within
some ﬁxed radius   as neighbors. These neighborhood re-
lationships are represented in a weighted graph G in which
dG(xi,xj)=dX(xi,xj) if xi and xj are neighbors, and
dX(xi,xj)=∞ otherwise.
The next step is to estimate geodesic distance dM(xi,xj)
between any pair of points on the manifold M.F or a pair of
points that are far away, their geodesic distance can be ap-
proximated by a sequence of short hops between neighbor-
ing data points. In other words, dM(xi,xj) is approximated
by the shortest path between xi and xj on G, which is com-
puted by the Floyd-Warshall algorithm (Cormen, Leiserson,
&R ivest 1989):
dG(xi,xj)=min{dG(xi,xj),d G(xi,xk)+dG(xk,xj)}
The shortest paths between any two points are represented
in a matrix D where Dij = dG(xi,xj).
The main difference between extended Isomap and the
original method is that we represent each data point by a
feature vector of its geodesic distance to any points, and
then apply Fisher Linear Discriminant on the feature vec-
tors to ﬁnd an optimal projection direction for classiﬁcation.
In other words, the feature vector of xi is an m dimensional
vector fi =[ Dij] where j =1 ,...,mand Dii =0 .
The between-class and within-class scatter matrices in
Fisher Linear Discriminant are computed by:
SB =
c
i=1 Ni(µi − µ)(µi − µ)T
SW =
c
i=1

fk∈Zi(fk − µi)(fk − µi)T
where µ is the mean of all samples fk, µi is the mean
of class Zi, SWi is the covariance of class Zi, and Ni
is the number of samples in class Zi. The optimal pro-
jection WFLD is chosen as the matrix with orthonormal
columns which maximizes the ratio of the determinant of
the between-class scatter matrix of the projected samples to
the determinant of the within-class scatter matrix of the pro-
jected samples:
WFLD = argmax
W
|WTSBW|
|WTSWW|
=[ w1 w2 ... wm]
where {wi|i =1 ,2,...,m} is the set of generalized eigen-
vectors of SB and SW, corresponding to the m largest gen-
eralized eigenvalues {λi|i =1 ,2,...,m}. The rank of SB
is c − 1 or less because it is the sum of c matrices of rank
one or less. Thus, there are at most c − 1 nonzero eigen-
values (Duda, Hart, & Stork 2001). Finally, each data point
xi is represented by a low dimensional feature vector com-
puted by yi = WFLD fi. The extended Isomap algorithm
is summarized in Figure 2.
The computational complexity and memory requirement
of the Isomap and the extended Isomap are dominated by
the calculation of all pair shortest paths. The Floyd-Warshall
algorithm requires O(m3) operations and stores O(m2) el-
ements of estimated geodesic distances for straightforward
implementations. On the other hand, the MDS procedure in
the Isomap method can be time consuming as a result of its
iterative operations to detect meaningful underlying dimen-
sions that explain the observed similarities or dissimilarities
(distances) between data points.
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First compute Euclidean distance, dX(xi,xj) between
any two points xi and xj in the input space X.N ext con-
nect neighbors of any point xi by ﬁnding its k-nearest
neighbors or all the points that are within   radius of
xi. The procedure results in a weighted graph dG(xi,xj)
where
dG(xi,xj)=

dX(xi,xj) if xi and xj are neighbors
∞ otherwise.
2. Computing shortest path between pairs of points
Compute shortest path between any pair of points xi and
xj on dG using Floyd-Warshall algorithm, i.e.,
dG(xi,xj)=min{dG(xi,xj),d G(xi,xk)+dG(xk,xj)}
The shortest paths between any two points are represented
in a matrix D where Dij = dG(xi,xj).
3. Determining most discriminant components
Represent each point xi by a feature vector fi where fi =
[Dij], j =1 ,...,m. Determine a subspace where the
class centers are separated as far as possible by using the
Fisher Linear Discriminant method.
Figure 2: Extended Isomap Algorithm.
It can be shown that the graph dG(xi,xj) provides
increasing better estimates to the intrinsic geodesic dis-
tance dM(xi,xj) as the number of data points increases
(Tenebaum, de Silva, & Langford 2000). In practice, there
may not be sufﬁcient number samples at one’s disposal so
that the geodesic distances dG(xi,xj) may not be good ap-
proximates. Consequently, the Isomap may not be able to
ﬁnd intrinsic dimensionality from data points and not suit-
able for classiﬁcation purpose. In contrast, the extended
Isomap method utilizes the distances between the scatter
centers (i.e., poor approximates may be averaged out) and
thus may perform well for classiﬁcation problem in such
situations. While the Isomap method uses classical MDS
to ﬁnd dimensions of the embedding manifolds, the dimen-
sionality of the subspace is determined by the number of
class (i.e., c − 1)i nthe extended Isomap method.
To deal with the singularity problem of within-scatter ma-
trix SW that one often encounters in classiﬁcation problems,
we can add a multiple of the identity matrix to the within-
scatter matrix, i.e., SW + εI(where ε is a small number).
This also makes the eigenvalue problem numerically more
stable. See also (Belhumeur, Hespanha, & Kriegman 1997)
for a method using PCA to overcome singularity problems
in applying FLD to face recognition.
Experiments
Two classical pattern classiﬁcation problems, face recogni-
tion and handwritten digit recognition, are considered in or-
der to analyze the performance of the extended and original
Isomap methods. These two problems have several interest-
ing characteristics and are approached quite differently. In
the appearance-based methods for face recognition in frontal
pose, each face image provides a rich description of one’s
identity and as a whole (i.e., holistic) is usually treated as a
pattern without extracting features explicitly. Instead, sub-
space methods such as PCA or FLD are applied to implicitly
extract meaningful (e.g., PCA) or discriminant (e.g., FLD)
features and then project patterns to a lower dimensional
subspace for recognition. On the contrary, sophisticated fea-
ture extraction techniques are usually applied to handwritten
digit images before any decision surface is induced for clas-
siﬁcation.
We tested both the original and extended Isomap meth-
ods against LLE (Roweis & Saul 2000), Eigenface (Turk
& Pentland 1991) and Fisherface (Belhumeur, Hespanha, &
Kriegman1997)methodsusingthepubliclyavailableAT&T
(Samaria & Young 1994) and Yale databases (Belhumeur,
Hespanha, & Kriegman 1997). The face images in these
databases have several unique characteristics. While the im-
ages in the AT&T database contain facial contours and vary
in pose as well as scale, the face images in the Yale database
have been cropped and aligned. The face images in the
AT&T database were taken under well controlled lighting
conditions whereas the images in the Yale database were ac-
quired under varying lighting conditions. We used the ﬁrst
database as a baseline study and then used the second one
to evaluate face recognition methods under varying lighting
conditions. For handwritten digit recognition problem, we
tested both methods using the MNIST database which is the
de facto benchmark test set.
Face Recognition: Variation in Pose and Scale
The AT&T (formerly Olivetti) face database contains 400
images of 40 subjects (http://www.uk.research.
att.com/ facedatabase.html). To reduce compu-
tational complexity, each face image is downsampled to
23 × 28 pixels for experiments. We represent each image
by a raster scan vector of the intensity values, and then nor-
malize them to be zero-mean unit-variance vectors. Figure
3s hows images of a few subjects. In contrast to images of
the Yale database shown in Figure 5, these images include
facial contours, and variations in pose as well as scale. How-
ever, the lighting conditions remain relatively constant.
Figure 3: Face images in the AT&T database.
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out” strategy (i.e., m fold cross validation): To classify an
image of a person, that image is removed from the training
set of (m − 1) images and the projection matrix is com-
puted. All the m images in the training set are projected to
a reduced space and recognition is performed using a near-
est neighbor classiﬁer. The parameters, such as number of
principal components in Eigenface and LLE methods, were
empirically determined to achieve the lowest error rate by
each method. For Fisherface and extended Isomap meth-
ods, we project all samples onto a subspace spanned by the
c − 1 largest eigenvectors. The experimental results are
shown in Figure 4. Among all the methods, the extended
Isomap method with   radius implementation achieves the
lowest error rate and outperforms the Fisherface method by
a signiﬁcant margin. Notice also that two implementations
of the extended Isomap (one with k-nearest neighbor, i.e.,
extended k-Isomap, and the other with   radius, i.e., ex-
tended  -Isomap) to determine neighboring data points) con-
sistently perform better than their counterparts in the Isomap
method by a signiﬁcant margin.
Figure 4: Results with the AT&T database.
Face Recognition: Variation in Lighting and
Expression
The Yale database contains 165 images of 11 subjects
with facial expression and lighting variations (available
at http://cvc.yale.edu/). For computational efﬁ-
ciency, each image has been downsampled to 29×41 pixels.
Similarly, each face image is represented by a centered vec-
tor of normalized intensity values. Figure 5 shows closely
cropped images of a few subjects which include internal fa-
cial structures such as the eyebrow, eyes, nose, mouth and
chin, but do not contain facial contours.
Figure 5: Face images in the Yale database.
Using the same leave-one-out strategy, we varied the
number of principal components to achieve the lowest er-
ror rates for Eigenface and LLE methods. For Fisherface
and extended Isomap methods, we project all samples onto
a subspace spanned by the c − 1 largest eigenvectors. The
experimental results are shown in Figure 6. Both implemen-
tations of the extended Isomap method perform better than
their counterparts in the Isomap method. Furthermore, the
extended  -Isomap method performs almost as well as the
Fisherface method (which is one of the best methods in the
face recognition literature) though the original Isomap does
not work well on the Yale data set.
Figure 6: Results with the Yale database.
Figure 7 shows more performance comparisons between
Isomap and extended Isomap methods in both k-nearest
neighbor as well as   radius implementations. The extended
IsomapmethodconsistentlyoutperformstheIsomapmethod
with both implementations in all the experiments.
(a) Experiments of k-Isomap and
extended k-Isomap methods on
the AT & T database.
(b) Experiments of  -Isomap and
extended  -Isomap methods on
the AT & T database.
(c) Experiments of k-Isomap and
extended k-Isomap methods on
the Yale database.
(d) Experiments of  -Isomap and
extended  -Isomap methods on
the Yale database.
Figure 7: Performance of the Isomap and the extended
Isomap methods.
As one example to explain why extended Isomap per-
forms better than Isomap, Figure 8 shows training and test
samples of the Yale database projected onto the ﬁrst two
Method Reduced Error Rate
Space (%)
Eigenface 40 2.50 (10/400)
Fisherface 39 1.50 (6/400)
LLE, # neighbor=70 70 2.25 (9/400)
Isomap, # neighbor=100 45 3.00 (12/400)
Ext Isomap, # neighbor=80 39 1.75 (7/400)
Isomap,  =10 30 1.75 (7/400)
Ext Isomap,  =10 39 0.75 (3/400)
Method Reduced Error Rate
Space (%)
Eigenface 30 28.48 (47/165)
Fisherface 14 8.48 (14/165)
LLE, # neighbor=10 30 26.06 (43/165)
Isomap, # neighbor=50 50 28.48 (47/165)
Ext Isomap, # neighbor=25 14 21.21 (35/165)
Isomap, =20 60 27.27 (45/165)
Ext Isomap, =12 14 9.70 (16/165)
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(b) Extended Isomap method.
Figure 8: Samples projected by the Isomap and the extended
Isomap methods.
eigenvectors extracted by both methods. The projected sam-
ples of different classes are smeared by the Isomap method
(Figure 8(a)) whereas the samples projected by the extended
Isomap method are separated well (Figure 8(b)).
Handwritten Digit Recognition
The MNIST database of handwritten digits comprises a
training set of 60,000 examples, and a test set of 10,000 ex-
amples (publicly available at http://www.research.
att.com /˜yann /exdb/mnist/index.html). The
images are normalized while preserving their aspect ratio,
and each one is centered in a 28 × 28 window of gray scales
by computing the center of mass of the pixels, and translat-
ing the image so as to position this point at the center. Some
handwritten digit images of the MNIST database are shown
in Figure 9.
Due to computational and memory constraints, we ran-
domly selected a training set of 1,500 MNIST images and a
non-overlapping test set of 250 images for experiments. We
repeated the same experiment ﬁve times and varied the pa-
rameters to achieve the lowest error rates in each run. As
a baseline study, each image is represented by a raster scan
vector of intensity values without applying any feature ex-
traction algorithms. Figure 10 shows the averaged results
by k-Isomap,  -Isomap and our extended methods. The ex-
tended Isomap methods consistently outperform the original
Isomap methods in our experiments with the MNIST data
sets.
Figure 9: MNIST digit images.
Figure 10: Results with the MNIST database.
We note that the results achieved by the extended Isomap,
shown in Figure 10, are not as competitive as the best meth-
ods in the literature (Burges & Sch¨ olkopf 1997) (LeCun et
al. 1998) (Belongie, Malik, & Puzicha 2001), the reason be-
ing that no feature extraction algorithm is applied to the raw
images which is in direct contrast to the best results reported
in the literature (such as support vector machines, convo-
lutional neural networks and shape contexts that use com-
plex feature extraction techniques with nonlinear decision
surfaces). Our MNIST digit recognition experiments serve
as a baseline study to investigate the improvement of the ex-
tended Isomap over the original one in visual pattern recog-
nition problems. The recognition rates can be improved by
applying sophisticated feature extraction techniques or with
k-nearest neighbor classiﬁer in the lower dimensional sub-
space.
Discussion
The experimental results of two classical pattern recognition
problems, face recognition and handwritten digit recogni-
tion, show that the extended Isomap method performs better
than the Isomap method in the pattern classiﬁcation tasks.
On the other hand, we note that the Isomap method is an
effective algorithm to determine the intrinsic dimensional-
ity of the embedding manifolds and thus suitable for inter-
polation between data points (See (Tenebaum, de Silva, &
Langford 2000) for examples).
The feature extraction issues that we alluded to in the
handwritten digit recognition experiments can be addressed
by combing kernel tricks to extract meaningful and nonlin-
ear features of digit patterns. One advantage of kernel meth-
ods is that it provides a computationally efﬁcient method
that integrates feature extraction with large margin classi-
ﬁer. WeplantoextendtheIsomapmethodwithkernelFisher
Method Reduced Error Rate
Space (%)
Isomap, # neighbor=100 30 6.0 (15/250)
Ext Isomap, # neighbor=90 9 4.8 (12/250)
Isomap,  =10 30 4.4 (11/250)
Ext Isomap,  =10 9 3.6 (9/250)
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228    AAAI-02 Linear Discriminant (Mika et al. 2000) (Roth & Steinhage
2000) (Baudat & Anouar 2000) for pattern classiﬁcation.
Conclusion
In this paper, we present an extended Isomap method for
pattern classiﬁcation when the labels of data points are avail-
able. The Isomap method is developed based on reconstruc-
tionprinciple, andthusitmaynotbeoptimalfromtheclassi-
ﬁcation viewpoint. Our extension is based on Fisher Linear
Discriminant which aims to ﬁnd an optimal project direction
such that the data points in the subspace are separated as far
away as possible.
Our experiments on face and handwritten digit recogni-
tion suggest a number of conclusions:
1. The extended Isomap method performs consistently bet-
ter than the Isomap method in classiﬁcation (with both k
nearest neighbor and   radius implementations) by a sig-
niﬁcant margin.
2. Geodesic distance appears to be a better metric than Eu-
clidean distance for face recognition in all the experi-
ments.
3. The extended Isomap method performs better than one of
the best methods in the literature on the AT &T database.
When there exist sufﬁcient number of samples so that the
shortest paths between any pair of data points are good
approximates of geodesic distances, the extended Isomap
method performs well in classiﬁcation.
4. TheextendedIsomapmethodstillperformswellwhilethe
Isomap method does not in the experiments with the Yale
database. One explanation is that insufﬁcient samples re-
sultinpoorapproximatesofgeodesicdistances. However,
poor approximates may be averaged out by the extended
Isomap method and thus it performs better.
5. Though the Isomap and LLE methods have demonstrated
excellent results in ﬁnding the embedding manifolds that
best describe the data points with minimum reconstruc-
tion error, they are suboptimal from the classiﬁcation
viewpoint. Furthermore, these two methods assume that
the embedding manifold is well sampled which may not
be the case in face recognition since there are typically
only a few samples available for each person.
Our future work will focus on efﬁcient methods for esti-
mating geodesic distance, and performance evaluation with
large and diverse databases. We plan to extend our method
by applying the kernel tricks, such as kernel Fisher Linear
Discriminant, to provide a richer feature representation for
pattern classiﬁcation. We also plan to compare the extended
Isomap method against other learning algorithms with UCI
machine learning data sets, as well as reported face recogni-
tion methods using FERET (Phillips et al. 2000) and CMU
PIE (Sim, Baker, & Bsat 2001) databases.
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