To solve both the similarity calculation method and parameter limits problems of the affinity propagation algorithm (AP), the self-adaptive affinity propagation clustering algorithm based on density peak clustering and weighted similarity (DPWSAP) was proposed. The solutions were following: 1) density peak algorithm (DP) was introduced to create the local density attribute for AP algorithm; 2) weighted similarity was applied to heighten the similarity extent of data points; 3) growth curve function model was employed with setting a self-adaptive strategy for damping factor (λ) to enhance the convergence performance of AP at different stages. To verify the performance of DPWSAP we tested six UCI data sets with different density, different dimensions, and data volume. Experimental results indicated that DPWSAP had better clustering accuracy and convergence performance than original AP algorithm and several other clustering algorithms. In addition, the self-adaptive strategy improved the overall performance for the algorithm, and reduced the possibility of human factors affecting the algorithm effect. The analysis results demonstrated that the DPWSAP had a good research value. Thus, the proposed algorithm had a better research prospect in theory and application fields.
I. INTRODUCTION
Affinity propagation (AP) is a clustering algorithm based on data similarity calculation and it is proposed by American scholars in Science in 2007. The obvious advantage of AP is that the clustering center not need to be selected manually, the all data points could become potential clustering center, and also it can iterate constantly data samples with the process of running by the responsibility and the availability to get the optimal clustering center [1]- [9] . Being based on the characteristic, AP algorithm has been widely used in various kinds of data clustering analysis field. At the current, all over world scholars have made many improvements and continued a lot of research in the algorithm. For example, in the literature [10] , Fujiwara and other writers in order to promote the The associate editor coordinating the review of this manuscript and approving it for publication was Sabah Mohammed . convergence speed of affinity propagation algorithm, and on the premise of ensuring accuracy of clustering, they deleted the unnecessary information in the process of operation of the algorithm. In the literature [11] , the scholars introduced the cuckoo search to improve the AP. Also in the literature [12] , on the basis of the manifold learning thought, the writers had put forward an improved semi-supervised clustering algorithm, and the creation had improved the clustering performance of the algorithm. In the literature [13] , the writers had put forward a self-adaption affinity propagation algorithm based on the singular value decomposition, the improvement can better solve the problem about the high dimensional data and further improve the clustering effect for the original affinity propagation algorithm.
Although the AP algorithm has many incomparable advantages over the other algorithms, with good and stable effect in practical application, it still faces some difficulties and challenges: (1) The AP algorithm does not need to specify the number of clusters and can get optimal cluster center gradually by information exchange, but the algorithm exist the parameter P that is set by the artificial selection to affect the final clustering result. (2) The algorithm needs to obtain the final clustering center through continuous iteration, which leads to the high time complexity of the algorithm. And at the same time, the algorithm needs to set the damping factor to control the convergence of clustering results, which greatly increases the influenced of human factors on the final clustering results and limits the clustering performance for the algorithm. (3) Since affinity propagation clustering algorithm mainly uses negative Euclidean distance between exemplars and samples as the similarity of them, it is difficult to identify clusters with complex structure, and the final clustering result was worse. Consequently, the performance of AP deteriorates on samples distributed with complex structure. In view of this, on the premise of retaining the advantages of the traditional AP algorithm, it is of great significance to improve its shortcomings reasonably and effectively, improve the clustering performance of the algorithm, so that it can be more widely used in practical work and provide more effective decision-making basis for the government and enterprises.
The main contributions of this study are as follows: (1) Considered the limitations of the traditional similarity calculation method, this paper combined DP algorithm, defined the local density of every point and constructed the density attribute, then weighted the distance and density for every data point to update the similarity matrix. (2) At the same time, this paper defined a new function model based on the growth curve function to propose an adaptive damping strategy to improve the convergence performance of the algorithm in the global search and local search at different stages and obtained the best clustering results. (3) Used the proposed method to compare with the AP algorithm and K-means algorithm in the clustering effect, and proved the proposed method was better than traditional clustering methods. (4) The results of different algorithms under 6 different data sets were fully compared and analyzed. And the final experimental results showed that the convergence performance and clustering effect of the DPWSAP algorithm were obviously improved over the AP algorithm and K-means algorithm, and the application value of DPWSAP algorithm was good. Finally, the last section gave the conclusion and future research directions.
II. AFFINITY PROPAGATION ALGORITHM
Affinity propagation clustering algorithm is different from K-means clustering algorithm, K-means clustering algorithm is impacted on selecting the initial cluster point, it needs to repeatedly set different clustering initialization parameters in order to achieve a high quality of clustering results. On the other hand, the affinity propagation clustering algorithm treats all samples as potential cluster center, the samples continuously passed through the two kinds of information which are responsibility and availability, each sample point will eventually find a group of their own class. The input value of affinity propagation is the similarity relation matrix S that is constructed by using the similarity of any two data points. The similarity is calculated by the Euclidean distance of two points [14] , [15] . At the beginning of affinity propagation clustering algorithm, taking as input a real number s(k, k) for each data point k, these values are named preferences. These data points with larger values of s(k, k) are more likely to be chosen as exemplars. The number of clusters is influenced by the values of the input preferences, the value of the input preference is even greater, the possibility of representative points is greater, and the number of clustering output is more numerous. If not, the value of the input preference will be smaller, and the number of clustering output will be less. If a prior, all data points are equally suitable as exemplars, so namely all the s(k, k) is the same value p. In traditional affinity propagation clustering algorithm, the preference value is defined the median of the input similarities or their minimum.
In order to select the appropriate representative point, there are two kinds of messages exchanged between data points, namely responsibility and availability, which each represents a different competitive goal. The responsibility r(i, k), means x i point to candidate exemplar x k that reflects the accumulated evidence for how suitable x k is to serve as the exemplar for x i , taking into account other potential exemplars for x i . The availability a(i, k), means candidate exemplar x k point to x i that reflects the accumulated evidence for how appropriate it would be for x i to choose x k as its exemplar, taking into account the support from other points that x k should be an exemplar. The larger r(i, k) and a(i, k) are, the larger the possibility that x k is final class representative point. Affinity propagation is the iterative process that responsibility and availability update alternately [16] - [27] .
With updating the messages, it is more significant that introducing the important parameter damping factor λ to avoid numerical oscillations that arise in some iterative circumstances. And the following formulas are the specific description for the process.
In affinity propagation algorithm, for any two points in the sample space between x i and x k , the similarity expressed in s(i, k). The mathematical expression is the following:
In a priori, all data points are taken as the potential cluster centers. A data point with a large value of s(k, k) is more likely chosen as exemplar. These values are referred to as preference parameters. They play important roles in determining the number of exemplars. p = median(s(:)).
(
The core of AP is the mutual transfer of the two information. The responsibility r(i,k) from point i to point k. It reflects how well-suited point k is to serve as the exemplar for point i.
The availability a(i,k) from point k to point i. It reflects how appropriate it would be for point i to choose point k as its exemplar. From the view of evidence, larger the value of r(:,k) and a(:,k), more probability the point k as a final cluster center. A decision matrix E is calculated after each update. Decision matrix E represents whether point i chooses point k as its exemplary or not.
III. ALGORITHM DESCRIPTION A. THE CONSTRUCTION OF DENSITY ATTRIBUTION FOR ORIGINAL AP ALGORITHM
In the original AP algorithm, the input value is the similarity matrix, but the similarity is only calculated with the Euclidean distance between any two data points. The similarity based on Euclidean distance can not express the potential structural relationship accurately, and at the same time, the preference parameter was difficult to determine the accurate clustering numbers. The phenomenon could caused the final clustering results to be extremely unreasonable. Considerations based on these aspects, in this paper we introduced the density peak clustering algorithm (DP) to define a local density for all the points. Rho(i) was defined the density for the i point, and rho(j) was defined the density for the j point. In consideration of the responsibility r(i, j) and the availability a(i, j), we could obtain the core theory of the proposed algorithm from the following figures. At the first, the two data points sent messages to each other, and in the original AP algorithm, the similarity of the data point was calculated by the Euclidean distance of the point i and point j, but we were not sure the point i can be the clustering center on the point j, therefore, we should think about the following figure 2 .
The other data points send a message to go on the information transmission.
The responsibility is the information that node i send to the node j, conveys the attraction of node j to the node i, which is recorded as r(i, j), then how to measure the attraction. In fact, the attraction is a relative concept, and we have a similarity matrix that records the degree to which j becomes the cluster center of i, so in here, we only needed to prove that j is more appropriate than the other nodes. Then how did other nodes fit this measure, whether it was appropriate to see whether these two nodes agree with each other, and for other nodes j , we had s(i, j ) to indicate the suitability of node j as the cluster center of node i. And as we all know:
If the data point i and j affect the selection of the clustering center, thus the method using Euclidean distance to calculate the similarity is not accurate, based on this, we should consider the impact of information transfer on other data points. In this paper, we used the theory of density peak clustering algorithm to defined a local density for each data point, and took full account of the factors that affected the similarity, the process is Fig. 3 .
From Fig. 3 , we defined a density calculation method, and at the moment, we used the density and the Euclidean distance to calculate the similarity together. For any data point i and point j, we could define a rho(i) and rho(j), also we could get the distance between i and j. For the data point i, we got the following formula (9), the availability (a(i, j)) in AP algorithm shows the suitability of j to select point i as its clustering center, if the distance of any two points is enough small, we can believe the similarity is biggest.
This formal mean that when the data point j is infinitely closed to the point i, we can construe the influence of other points is closed to the minimum. In this paper, we introduced the cut-off distance of the DP algorithm, and in the DP algorithm, the local density depended on the value of cut-off distance parameter, and the density of the data point i can be calculated by the number of points in a range, when cut-off distance is smaller, the points in the range are more closed to the point i, and also :
The number of neighbor points per data point is one percent to two percent of the total number. Then, we considered the second attribute that affects the similarity Now, we can define the next formula:
In this formula, we set the two parameters to show the degree of influence for two attributes in similarity calculation.
The D(i, j) is the distance of the point i and point j. Because the influence degree of two kinds of attributes on similarity is not able to get the specific proportion distribution, in this paper, therefore, we weighted the values of two attributes. Hence, we got the formula is the following:
But the rho(i) and rho(j) are based on that the distance is smaller than cut-off distance, therefore we could define the final similarity is the following:
According to the similarity calculation formulas, then the process of DPWSAP algorithm is shown in Table 1 : 
B. CONSTRUCTION OF ADAPTIVE STRATEGY
The AP algorithm had two important parameters, one was the preference, the number of clustering was greatly influenced by the preference, and the second was the damping factor. The damping factor did not only affect the number of clustering but also played a decisive role in the convergence speed of the algorithm. And the improper selection of damping factors could lead to the oscillation of the algorithm, then it was impossible to converge, and finally it influenced the clustering effect. The damping factor of original AP algorithm was acquiescent a fixed value, and the value never changed during the operation of the algorithm. However, if the damping factor could change in the operation process of algorithm, the final clustering result could be more accurate. In every stage of the algorithm, the necessary for the damping factor was different, so the adaptive of the damping factor was more important. In view of this, this paper based on the growth curve function defined a new function model. We introduced a function method, proposed adaptive damping strategy, according to the convergence speed of each stage in the algorithm, used the function adaptively to adjust the damping coefficient, and improved the convergence performance of the algorithm in the global search and local search at different stages, finally obtained the best clustering results.
And in the original AP algorithm, the responsibility and availability would update, and every iteration was influenced by the damping factor, they were shown with the following formula. (18) Also in AP algorithm, the damping factor value acquiesced in 0.4. In the adaptive damping strategy, the initial damping coefficient set λ 0 , the final value was λ m , the maximum iteration number was t m , the current iteration number was t, the iteration number of the function strategy change point was t 0 , then the adaptive dynamic damping strategy function is shown as follows.
And the following were the function figure. The first figure was the iteration number from 0 to 100, and the second figure was iteration number from 100 to 1000. This paper set the initial value λ 0 to be 0.4, the final value λ m was 0.9, t 0 was 100, when t belonged to (0, t 0 ), the range of the value of λ was [0.4, 0.9], and the strategy function was a concave function, so the λ was growing at a slow speed. Because at the beginning stage, the algorithm wanted to ensure the initial global search, the increase speed trend of damping factor should be slow; when belonged to (t 0 , t m ), the range of the value of λ was (0.9, 1), from the Fig. 5 , the increase speed trend of damping factor was fast, it ensured local search to avoid concussion in the final stage.
And from Fig. 4 to 5, we could find the strategy function change the function shape with the change of time to carry on the parameter search process of damping factor adaptively. According to the different convergence demand of the algorithm in different stages, the strategy function could obtain the suitable damping factor value to control the iteration of responsibility and availability in order to achieve the better clustering results.
Thus the section A and section B were the core theories of DPWSAP. 
IV. THE ANALYSIS OF SIMULATION EXPERIMENT RESULTS

A. SIMULATION EXPERIMENT
The experiment environment is Pentium G645 2.9 GHz CPU, the memory has 4GB, using MATLAB to implement all codes. The experimental data all use the UCI standard data sets.
In order to verify the feasibility and effectiveness of DPWSAP algorithm, based on the 6 different UCI data sets, the simulation experiments were carried out, and 4 evaluation indexes were used as the evaluation criteria of clustering quality, the data set was shown in Table 2 : For proving the clustering accuracy of the developed DPWSAP algorithm, this paper selected the two different algorithms that K-means and AP algorithm to compare the clustering results and evaluation results with the DPWSAP algorithm. And we could use the clustering result to reflect the advantage of the DPWSAP algorithm. The simulation experiment of the K-means algorithm, original AP algorithm and DPWSAP algorithm respectively in 6 different data sets were tested, compared the three algorithms of clustering results, and randomly selected 10% data sets as a priori pairwise constraints, K-means algorithm, AP algorithm based on clustering and comparison of DPWSAP algorithm results as shown below.
The results on synthetic data sets were shown in Fig. 6-11 , with the 6 data sets, only DPWSAP found the true clustering number. AP and K-means obtained similar results on these data sets. However, the three algorithms all cannot find the most accurate clustering result in high-density data set as aggregation.
The number of cluster information was shown in Table 3 . And this paper we used the four different external evaluation indicators, including Jaccard, Rand, FM and F1 evaluation indicators. From the table above, we could get that the clustering performance of DPWSAP algorithm was more accurate. Next, this paper would analyze the developed algorithm with the four different evaluating indicators.
According to the number of clusters and the correct clustering results of the known data sets, and make the results of the clustering algorithm named Q to compare with the prior known structure named P, the process is called external evaluation method. For two entities p and q in data set, there are four relationships in P and Q [28] .
(1) p and q belong to the same class in Q, and belong to the same division in P [28] . (2) p and q belong to the same class in Q, but they don't belong to the same division in P [28] . (3) p and q don't belong to the same class in Q, but they belong to the same division in P [28] .
(4) p and q don't belong to the same class in Q, and they don't belong to the same division in P [28] . Supposing a, b, c and d satisfy the physical logarithm of the above 4 cases, and M is the sum of the physical logarithm of the data set, and the following relations exist [28] .
In this formula, the N is the number of entities in the data. According to the above definition, we can attain the formula of the four different evaluation indicators [28] .
(1) Jaccard coefficient
(2) Rand index
(4) F1 index It combines the idea of recall and precision in the information retrieval domain to cluster evaluation. And exist the formulas [28] :
Among them, N ij represents the number of classified i in cluster j; N j represents the number of cluster j; N i represents the number of classified i [28] .
According to these evaluation indicator formulas, this paper objectively compared the three algorithms and obtained that the DPWSAP algorithm was better than the two selected algorithms with the four evaluation indicators. The validity of the algorithm was evaluated as shown in the following figures. From these three evaluation result tables, we can get the DPWSAP algorithm can cluster data more accurate than the K-means algorithm and the original AP algorithm, and the degree of similarity between a class of internal data points is higher, and the degree of similarity between different classes is lower.
B. THE ANALYSIS OF EXPERIMENT RESULTS
Combining with the clustering result figure, we can clearly know that the improved algorithm can not achieve the most accurate clustering results for different types of data. The algorithm can only identify the true class number of some data sets, and can not show the specific classification. This is the aspect of the proposed algorithm to be further improved.
The simulation results from Fig. 12 showed that the DPWSAP algorithm clustered the data on the basis of the above six data sets, which fully consistent with the data set for real class number. It explained that the DPWSAP algorithm could carry on reasonable data clustering in order to achieve the real clustering requirements, and the clustering effect was better [29] , [30] .
V. CONCLUSION
This paper proposed DPWSAP to solve both the similarity calculation method and parameter limits problems of the affinity propagation algorithm. Different from the existing clustering algorithms, DPWSAP put forward the fusion of domain density and distance method to calculate the similarity more accurately. Instead of using a single computing approach, also the growth curve function model was introduced to enhance the convergence ability of the damping factor. The model was a self-adaptive process, which enhance the convergence performance of AP at different stages when aiming at different searching requirements.
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