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Abstract
This paper is a continuation of our recent work in [9]. In [9], for the semilinear generalized
Tricomi equation ∂2t u − tm∆u = |u|p with initial data
(
u(0, x), ∂tu(0, x)
)
=
(
u0(x), u1(x)
)
,
t ≥ 0, x ∈ Rn (n ≥ 3), p > 1 and m ∈ N, we have shown that there exists a critical expo-
nent pcrit(m,n) > 1 such that the solution u generally blows up in finite time when 1 < p <
pcrit(m,n); and meanwhile there exists a conformal exponent pconf(m,n)
(
> pcrit(m,n)
)
such
that the solution u exists globally when p ≥ pconf (m,n) provided that (u0(x), u1(x)) are small.
In the present paper, we shall prove that the small data solution u of ∂2t u − tm∆u = |u|p exists
globally when pcrit(m,n) < p < pconf (m,n). Therefore, collecting the results in this paper and
[9], we have given a basically systematic study on the blowup or global existence of small data
solution u to the equation ∂2t u− tm∆u = |u|p for n ≥ 3.
Keywords: Generalized Tricomi equation, Fourier integral operator, global existence, weighted
Strichartz estimate
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1 Introduction
In this paper, we continue to study the global Cauchy problem for the following semilinear gener-
alized Tricomi equation: {
∂2t u− tm∆u = |u|p,
u(0, x) = εu0(x), ∂tu(0, x) = εu1(x),
(1.1)
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2where t ≥ 0, x = (x1, ..., xn) ∈ Rn (n ≥ 3), m ∈ N, p > 1, ε > 0 is sufficiently small, and
ui(x) ∈ C∞0
(
B(0,M−1)) (i = 0, 1) with B(0,M−1) = {x : |x| =√x21 + ...+ x2n < M−1}
andM > 1. For the local existence and regularity of solution u to problem (1.1) under weaker reg-
ularity assumptions on (u0, u1), the reader may consult [19]-[22], [29] and the references therein;
here we shall not discuss this problem. Since the local existence of solution u to (1.1) with minimal
regularities has been established in [22], without loss of generality, as in [9] we only focus on the
global solution problem of (1.1) starting from some positive time T0 > 0. Therefore, it is plausible
that one utilizes the nonlinear function Fp(t, u) =
(
1 − χ(t))Fp(u) + χ(t)|u|p instead of |u|p in
(1.1), where Fp(u) is aC∞−smooth function with Fp(0) = 0 and |Fp(u)| ≤ C(1+|u|)p−1|u|, and
χ(s) ∈ C∞(R) with χ(s) =
{
1, s ≥ T0,
0, s ≤ T0/2.
Correspondingly, we shall study the following
problem instead of (1.1)
{
∂2t u− tm∆u = Fp(t, u),
u(0, x) = εu0(x), ∂tu(0, x) = εu1(x).
(1.2)
In [9], we have determined a critical exponent pcrit(m,n) and a conformal exponent pconf(m,n)
(> pcrit(m,n)
)
for (1.1) or (1.2) as follows: pcrit(m,n) is the positive root of the algebraic equa-
tion (
(m+ 2)
n
2
− 1
)
p2 +
(
(m+ 2)(1 − n
2
)− 3
)
p− (m+ 2) = 0,
and pconf(m,n) = (m+2)n+6(m+2)n−2 . Subsequently it is shown that the solution u of (1.1) or (1.2)
generally blows up in finite time when 1 < p < pcrit(m,n), and meanwhile u exists globally
when p ≥ pconf(m,n) for small ε > 0. In the present paper, we shall prove that the small data
solution u of (1.2) exists globally when pcrit(m,n) < p < pconf (m,n). Therefore, collecting
these results, we have given a basically systematic study on the blowup or global existence of
small data solution u to problem (1.2) for n ≥ 3. The main result in the paper is:
Theorem 1.1. For p ∈ (pcrit(m,n), pconf (m,n)) and small ε > 0, problem (1.2) has a global
solution u such that (
1 +
∣∣φ(t)2 − |x|2∣∣)γ u ∈ Lp+1(R1+n+ ), (1.3)
where φ(t) = 2m+2 t
m+2
2 , and the positive constant γ fulfills
1
p(p+ 1)
< γ <
(
(m+ 2)n − 2)p− ((m+ 2)n + 2)
2(m+ 2)(p + 1)
+
m
(m+ 2)(p + 1)
. (1.4)
Remark 1.1. Note that for p > pcrit(m,n), one easily has
1
p(p+ 1)
<
(
(m+ 2)n − 2)p− ((m+ 2)n+ 2)
2(m+ 2)(p + 1)
+
m
(m+ 2)(p + 1)
.
This implies that condition (1.4) makes sense.
3Remark 1.2. If we take m = 0 in (1.1), then problem (1.1) becomes{
∂2t u−∆u = |u|p,
u(0, x) = εu0(x), ∂tu(0, x) = εu1(x).
(1.5)
Let p1(n) denote the positive root of the quadratic equation
(n− 1) p2 − (n+ 1) p− 2 = 0. (1.6)
W.Strauss [24] made the following conjecture: If p > p1(n), then the small data solution u of
(1.5) exists globally. If 1 < p < p1(n), then the solution u of (1.5) generally blows up in finite
time.
So far, Strauss’ conjecture has basically been solved. For examples, when 1 < p ≤ p1(n)
and the initial data (u0, u1) are non-negative, blowup for the solution u of (1.5) has been shown,
while, for p > p1(n) and some other restrictions on the power p, global existence of small data
solution u of (1.5) has also been established (see [5, 6, 7, 11, 13, 23, 24, 32, 33] and the references
therein).
Remark 1.3. For the cases of n = 1, 2 or p = pcrit(m,n) with n ≥ 3 in problem (1.1), we shall
study the problem of blowup or global existence of small data solution u in our forthcoming paper
[10].
Remark 1.4. Ifm = 0 is chosen in problem (1.5), then the estimates in Theorem 1.1 are coincident
with the ones in Theorem 1.1 of [7].
Remark 1.5. As pointed out in [3], [9] and so on, for large t > 0, (1.1) is actually equivalent to
the following problem 

∂2t u−∆u+
µm
1 + t
∂tu = (1 + t)
−αm |u|p,
u(0, x) = εu0(x), ∂tu(0, x) = εu1(x),
(1.7)
where µm = m/(m+ 2) and αm = 2m/(m+ 2). With respect to the problem

∂2t u−∆u+
µ
1 + t
∂tu = |u|p,
u(0, x) = u0(x), ∂tu(0, x) = u1(x),
(1.8)
where µ > 0, p > 1, n ≥ 1, and ui ∈ C∞0 (Rn) (i = 0, 1), so far it has still been an interesting
open problem how to determine explicitly a critical value pc(µ, n) for µ ≈ 1 so that problem (1.8)
has a global small data solution u for p > pc(µ, n), while solution u of (1.8) generally blows up
in finite time when 1 < p ≤ pc(µ, n) (see [2, 3, 12, 18, 26, 27]). Motivated by the techniques in
[9] and this paper, we shall systematically study problem (1.8) for 1/3 ≤ µ < 1 and p > 1 in the
future.
Remark 1.6. For the semilinear generalized Tricomi equation ∂2t u−tm∆u = f(t, x, u) withm ∈
N and x = (x1, · · ·, xn), and for some certain assumptions on the function f(t, x, u), the authors
in [8] and [14]-[17] have obtained some remarkable results on the existence and uniqueness
of solution u in bounded domains under Tricomi, Goursat or Dirichlet boundary conditions
respectively in the mixed type case, in the degenerate hyperbolic setting or in the degenerate
elliptic setting.
4Remark 1.7. Consider a related semilinear problem to (1.1) as follows{
∂2t u− t|t|µ−1∆u+ u|u|p−1 = 0,
u(0, x) = εu0(x), ∂tu(0, x) = εu1(x),
(1.9)
where t ≥ 0, x = (x1, ..., xn) ∈ Rn (n ≥ 3), µ > 0, p > 1, and ui(x) ∈ C∞0 (Rn). The authors
in [16] have dealt with the energy estimates of classical solution u when the exponent p is critical
or supercritical (i.e., p ≥ 2n∗/(n∗ − 2), where n∗ = n(µ + 2)/2 is the homogeneous dimension
of the operator ∂2t − t|t|µ−1∆). However, by our knowledge, so far there are no systematic results
on the global existence or uniqueness of solution u to problem (1.9).
Let’s recall some known results on problem (1.1) or (1.2). Under the restricted conditions

(n+ 1)(p − 1)
p+ 1
≤ m
m+ 2
,(
2
p− 1 −
n(m+ 2)
2(p + 1)
)
p ≤ 1,
2(p + 1)
p(p− 1)n(m+ 2) ≤
1
p+ 1
≤ m+ 4
(n+ 1)(p − 1)(m+ 2)
(1.10)
(corresponding to (1.8) and (1.12) of [29] with k = m/2, α = p − 1 and β = 2p−1 − n(k+1)p+1 )
it was shown in [29, Theorem 1.2] that problem (1.1) has a global small data solution u ∈
C([0,∞), Lp+1(Rn))∩C1([0,∞),D′(Rn)). On the other hand, under the conditions ∫
Rn
u1(x)dx
> 0 and
1 < p <
(m+ 2)n + 2
(m+ 2)n − 2 , (1.11)
it was shown in [29, Theorem 1.3] that (1.1) has no global solution u ∈ C([0,∞), Lp+1(Rn)).
Here we point out that (1.11) comes from condition (1.15) of [29]. As emphasized in [9], with
respect to the blowup or global existence of solution u to problem (1.1), there are some gaps for the
scope of power p in [29]. In this and the previous paper [9], motivated by the Strauss conjecture
and [7], [13], we shall systematically study problem (1.1) or (1.2) for n ≥ 3.
There are extensive results concerning the Cauchy problem for both linear and semilinear
generalized Tricomi equations. For instance, for the linear generalized Tricomi equation, the
authors in [1], [28] and [30] have computed its fundamental solution explicitly. More recently,
the authors in [19, 20, 21, 22] established the local existence as well as the singularity structure
of low regularity solutions to the semilinear equation ∂2t u− tm△u = f(t, x, u) in the degenerate
hyperbolic region and the elliptic-hyperbolic mixed region, respectively, where f is a C1 function
and has compact support with respect to the variable x. By establishing some classes of Lp-Lq
estimates for the solution v of linear equation ∂2t v − tm△v = F (t, x), the author in [29] obtained
a series of interesting results about the global existence or the blowup of solutions to problem
(1.1) when the exponent p belongs to a certain range, however, there was a gap between the global
existence interval and the blowup interval; moreover, the critical exponent pcrit(m,n) was not
determined there.
We now comment on the proof of Theorem 1.1. To prove Theorem 1.1, motivated by [7, 13],
where some basic weighted Strichartz estimates with the weight 1 + |t2 − |x|2| were obtained for
5the linear wave operator ∂2t −△, we require to establish some Strichartz estimates with the char-
acteristic weight (φ(t) +M)2− |x|2 (here and below φ(t) ≡ 2/(m+2)tm+22 ) for the generalized
Tricomi operator ∂2t − tm∆. Here we point out that in order to derive the weighted Strichartz esti-
mates for ∂2t −△, the authors in [7] utilize the crucial conformal transformation method to change
the characteristic cone {(t, x) : t > 0, |x| < t} into the half cone {(t, x) : t > 0, |x| < t2} mean-
while the wave operator ∂2t − △ keeps invariant (in this case, the related weight 1 + |t2 − |x|2|
is equivalent to 1 + t2 for large t > 0). However, it seems that this conformal transformation
method used in [7] is not available for us since it is difficult to find a suitable conformal transfor-
mation to let the characteristic cusp cone {(t, x) : t > 0, |x| < φ(t)} become the half cusp cone
{(t, x) : t > 0, |x| < φ(t)2 } and simultaneously keep the generalized Tricomi operator ∂2t − tm∆
invariant. Thanks to some involved analysis and careful observations, we are able to overcome
the technical difficulties related to degeneracy and eventually establish the expected weighted
Strichartz estimates for problem (1.2). In addition, some elementary but important estimates used
in §4 are put in the appendix.
In Section 2, the following linear problem is studied{
∂2t v − tm△v = 0,
v(0, x) = f(x), ∂tv(0, x) = g(x),
where f, g ∈ C∞0 (Rn), supp (f, g) ⊆ {x : |x| ≤ M − 1} for some fixed constant M > 1.
By introducing certain Fourier integral operators associated to ∂2t v − tm△ and taking delicate
analysis, we establish Strichartz-type estimates of the form∥∥((φ(t) +M)2 − |x|2)γv∥∥
Lq(R1+n+ )
≤ C(‖ f ‖
W
n
2 +
1
m+2+δ,1(Rn)
+ ‖ g ‖
W
n
2−
1
m+2+δ,1(Rn)
),
(1.12)
where q > 2((m+2)n−m)(m+2)n−2 , 0 < γ <
(m+2)n−2
2(m+2) −
(m+2)n−m
(m+2)q , and 0 < δ <
n
2 +
1
m+2 − γ − 1q .
In Section 3- Section 5, we focus on the study of the problem{
∂2t w − tm△w = F (t, x),
w(0, x) = 0, ∂tw(0, x) = 0,
where F (t, x) ≡ 0 when |x| > φ(t) +M − 1 and F (t, x) ∈ C∞([0, T0] × Rn) for some fixed
number T0 > 0 (T0 < 1). We eventually establish∥∥∥((φ(t) +M)2 − |x|2)γ1w∥∥∥
Lq([
T0
2
,∞)×Rn)
≤ C
∥∥∥((φ(t) +M)2 − |x|2)γ2F∥∥∥
L
q
q−1 ([
T0
2
,∞)×Rn)
,
(1.13)
where the constants γ1 and γ2 satisfy 0 < γ1 < (m+2)n−22(m+2) − (m+2)n−m(m+2)q and γ2 > 1q , and q >
2((m+2)n−m)
(m+2)n−2 . To derive (1.13), we shall split the integral domain {(t, x) : φ(t)2 − |x|2 ≤ 1} in
the corresponding Fourier integral operators into some pieces, which correspond to the “relatively
large time” part and the “relatively small time” part respectively. By introducing and analyzing
such kinds of Fourier integral operators for z ∈ C,
6(Tzg)(t, x) =(z − (m+ 2)n + 2
2(m+ 2)
)ez
2
∫
Rn
∫
Rn
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]
× (1 + φ(t)|ξ|)− m2(m+2) g(y) dξ|ξ|z dy,
(T˜zg)(t, x) =
∫
Rn
∫
Rn
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]
(
1 + φ(t)|ξ|)− m2(m+2)
× (1 + φ(s)|ξ|)− m2(m+2) g(y) dξ|ξ|z dy,
and combining with the complex interpolation methods, we ultimately obtain (1.13). Based on
(1.12) and (1.13), by the standard contraction mapping principle, we complete the proof of Theo-
rem 1.1 in Section 6.
2 The weighted Strichartz inequality for homogeneous generalized
Tricomi equation
In this section, our main purpose is to establish a weighted Strichartz inequality for the homoge-
neous generalized Tricomi equation:{
∂2t v − tm△v = 0,
v(0, x) = f(x), ∂tv(0, x) = g(x),
(2.1)
where f, g ∈ C∞0 (Rn), supp(f, g) ⊆ {x : |x| ≤ M − 1} for some fixed constant M > 1. We
now have the following weighted space-time estimate of Strichartz-type.
Theorem 2.1. For the solution v of (2.1), one then has∥∥∥((φ(t) +M)2 − |x|2)γv∥∥∥
Lq(R1+n+ )
≤ C(‖ f ‖
W
n
2 +
1
m+2+δ,1(Rn)
+ ‖ g ‖
W
n
2−
1
m+2+δ,1(Rn)
),
(2.2)
where φ(t) = 2m+2 t
m+2
2 , q > 2((m+2)n−m)(m+2)n−2 , 0 < γ <
(m+2)n−2
2(m+2) − (m+2)n−m(m+2)q , 0 < δ < n2 +
1
m+2 − γ − 1q , and C is a positive constant depending only on m, n, q, γ and δ.
Proof. It follows from [29] that the solution v of (2.1) can be expressed as
v(t, x) = V1(t,Dx)f(x) + V2(t,Dx)g(x),
where the symbols Vj(t, ξ) (j = 1, 2) of the Fourier integral operators Vj(t,Dx) are
V1(t, |ξ|) =
Γ( mm+2 )
Γ( m2(m+2) )
[
e
z
2H+
( m
2(m+ 2)
,
m
m+ 2
; z
)
+ e−
z
2H−
( m
2(m+ 2)
,
m
m+ 2
; z
)]
(2.3)
7and
V2(t, |ξ|) =
Γ(m+4m+2 )
Γ( m+42(m+2) )
t
[
e
z
2H+
( m+ 4
2(m+ 2)
,
m+ 4
m+ 2
; z
)
+ e−
z
2H−
( m+ 4
2(m+ 2)
,
m+ 4
m+ 2
; z
)]
,
(2.4)
here z = 2iφ(t)|ξ|, i = √−1, and H± are smooth functions of the variable z. By [25], one knows
that for β ∈ Nn0 ,∣∣∂βξH+(α, γ; z)∣∣ ≤ C(φ(t)|ξ|)α−γ(1 + |ξ|2)− |β|2 if φ(t)|ξ| ≥ 1, (2.5)∣∣∂βξH−(α, γ; z)∣∣ ≤ C(φ(t)|ξ|)−α(1 + |ξ|2)− |β|2 if φ(t)|ξ| ≥ 1. (2.6)
To estimate v, it only suffices to deal with V1(t,Dx)f(x) since the treatment on V2(t,Dx)g(x)
is similar. Indeed, if one just notices a simple fact of tφ(t)− m+42(m+2) = Cmφ(t)−
m
2(m+2)
, it then
follows from the expressions of V1(t, ξ) and V2(t, ξ) that the orders of t in V1(t, ξ) and V2(t, ξ)
are the same. Therefore, without loss of generality, we assume g(x) ≡ 0 in (2.1) from now on.
Choose a cut-off function χ(s) ∈ C∞(R) with χ(s) =
{
1, s ≥ 2
0, s ≤ 1 . Then
V1(t, |ξ|)fˆ (ξ) = χ(φ(t)|ξ|)V1(t, |ξ|)fˆ(ξ) + (1− χ(φ(t)|ξ|))V1(t, |ξ|)fˆ(ξ)
=: vˆ1(t, ξ) + vˆ2(t, ξ).
(2.7)
By (2.3), (2.5) and (2.6), we derive that
v1(t, x) = Cm
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a11(t, ξ)fˆ(ξ)dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a12(t, ξ)fˆ(ξ)dξ
)
, (2.8)
where Cm > 0 is a generic constant depending on m, and for β ∈ Nn0 ,∣∣∂βξ a1l(t, ξ)∣∣ ≤ Clβ|ξ|−|β|(1 + φ(t)|ξ|)− m2(m+2) , l = 1, 2.
Next we analyze v2(t, x). It follows from [4] or [29] that
V1(t, |ξ|) = e−
z
2Φ
( m
2(m+ 2)
,
m
m+ 2
; z
)
,
where Φ is the confluent hypergeometric function which is analytic with respect to the variable
z = 2iφ(t)|ξ|. Then∣∣∣∂ξ{(1− χ(φ(t)|ξ|))V1(t, |ξ|)}∣∣∣ ≤ C(1 + φ(t)|ξ|)− m2(m+2) |ξ|−1.
Similarly, one has∣∣∣∂βξ {(1− χ(φ(t)|ξ|))V1(t, |ξ|)}∣∣∣ ≤ C(1 + φ(t)|ξ|)− m2(m+2) |ξ|−|β|.
8Thus we arrive at
v2(t, x) = Cm
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a21(t, ξ)fˆ(ξ)dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a22(t, ξ)fˆ(ξ)dξ
)
, (2.9)
where, for β ∈ Nn0 ,∣∣∂βξ a2l(t, ξ)∣∣ ≤ Clβ(1 + φ(t)|ξ|)− m2(m+2) |ξ|−|β|, l = 1, 2.
Substituting (2.8) and (2.9) into (2.7) yields
V1(t,Dx)f(x) = Cm
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ(ξ)dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ (ξ)dξ
)
,
where al (l = 1, 2) satisfies
|∂βξ al(t, ξ)
∣∣ ≤ Clβ(1 + φ(t)|ξ|)− m2(m+2) |ξ|−|β|. (2.10)
To estimate V1(t,Dx)f(x), it only suffices to deal with
∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ (ξ)dξ since the
term
∫
Rn
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ(ξ)dξ can be analogously treated. Set
(Af)(t, x) =:
∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ(ξ)dξ.
Let β(τ) ∈ C∞0 (12 , 2) such that
∞∑
j=−∞
β(
τ
2j
) ≡ 1 for τ ∈ R+. (2.11)
To estimate (Af)(t, x), we now study its corresponding dyadic operators
(Ajf)(t, x) =
∫
Rn
ei(x·ξ+φ(t)|ξ|)β(
|ξ|
2j
)a1(t, ξ)fˆ(ξ)dξ
=:
∫
Rn
ei(x·ξ+φ(t)|ξ|)aj(t, ξ)fˆ(ξ)dξ,
where j ∈ Z. Note that the kernel of operator Aj is
Kj(t, x; y) =
∫
Rn
ei((x−y)·ξ+φ(t)|ξ|)aj(t, ξ)dξ,
where |y| ≤M − 1 because of supp f ⊆ {x : |x| ≤M − 1}. By (3.29) of [13], we have that for
any N ∈ R+,
|Kj(t, x; y)| ≤Cm,n,Nλ
n+1
2
j (1 + φ(t)λj)
− m
2(m+2)
(
φ(t) + λ−1j
)−n−1
2
(
1 + λj
∣∣|x− y| − φ(t)∣∣)−N ,
(2.12)
where λj = 2j . Since the solution v of (2.1) is smooth and has compact support on the variable x
for any fixed time, one easily knows that (2.2) holds in any fixed domain [0, T ] × Rn. Therefore,
in order to prove (2.2), it suffices to consider the case of φ(t) ≫ M . At this time, the following
two cases will be studied separately.
92.1
∣∣|x− y| − φ(t)∣∣≫M
For this case, there exist two positive constants C1 and C2 such that
C1
∣∣|x− y| − φ(t)∣∣ ≥ ∣∣|x| − φ(t)∣∣ ≥ C2∣∣|x− y| − φ(t)∣∣≫M.
If j ≥ 0, we then take N = n2 + 1m+2 + δ in (2.12) and obtain
|Kj(t, x; y)| ≤ Cm,n,δλ
n+1
2
− m
2(m+2)
j φ(t)
−n−1
2
− m
2(m+2)λ
−n
2
− 1
m+2
−δ
j
∣∣|x| − φ(t)∣∣−n2− 1m+2−δ
≤ Cm,n,δλ−δj
(
1 + φ(t)
)−n−1
2
− m
2(m+2)
(
1 +
∣∣|x| − φ(t)∣∣)−n2− 1m+2−δ.
For j < 0, taking N = n2 +
1
m+2 − δ in (2.12) we arrive at
|Kj(t, x; y)| ≤ Cm,n,δλ
n+1
2
− m
2(m+2)
j φ(t)
−n−1
2
− m
2(m+2)λ
−n
2
− 1
m+2
+δ
j
∣∣|x| − φ(t)∣∣−n2− 1m+2+δ
≤ Cm,n,δλδj
(
1 + φ(t)
)−n−1
2
− m
2(m+2)
(
1 +
∣∣|x| − φ(t)∣∣)−n2− 1m+2+δ.
It follows from f(x) ∈ C∞0 (Rn) and direct computation that
|Ajf | ≤

 Cm,n,δλ
δ
j
(
1 + φ(t)
)−n−1
2
− m
2(m+2)
(
1 +
∣∣|x| − φ(t)∣∣)−n2− 1m+2+δ‖f‖L1(Rn), j < 0,
Cm,n,δλ
−δ
j
(
1 + φ(t)
)−n−1
2
− m
2(m+2)
(
1 +
∣∣|x| − φ(t)∣∣)−n2− 1m+2−δ‖f‖L1(Rn), j ≥ 0.
(2.13)
Summing the right sides of (2.13), we get that for large φ(t) and
∣∣|x| − φ(t)∣∣,
|v| ≤ Cm,n,δ
(
1 + φ(t)
)−n−1
2
− m
2(m+2)
(
1 +
∣∣|x| − φ(t)∣∣)−n2− 1m+2+δ‖f‖L1(Rn). (2.14)
2.2
∣∣|x− y| − φ(t)∣∣ ≤ CM
By the similar method as in Case 1, we can establish that for t > 1,
‖ v(t, ·) ‖L∞(Rn)≤ Cm,n,δφ(t)−
n−1
2
− m
2(m+2) ‖ f ‖
W
n
2 +
1
m+2+δ,1(Rn)
, (2.15)
where 0 < δ < n2 +
1
m+2 − γ − 1q is a positive constant.
Indeed, note that
|Ajf | =
∣∣∣∣
∫
Rn
ei(x·ξ+φ(t)|ξ|)
aj(t, ξ)
|ξ|α
̂|Dx|αf(ξ)dξ
∣∣∣∣,
where α = n2 +
1
m+2 + δ. Then by the stationary phase method, we have that for j ≥ 0,
|Ajf | ≤ Cm,n,δλ−αj λ
n+1
2
j
(
1 + φ(t)λj
)− m
2(m+2)
(
φ(t) + λ−1j
)−n−1
2 ‖ f ‖
W
n
2 +
1
m+2+δ,1(Rn)
≤ Cm,n,δλ−δj
(
1 + φ(t)
)−n−1
2
− m
2(m+2) ‖ f ‖
W
n
2 +
1
m+2+δ,1(Rn)
.
(2.16)
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Similarly, for j < 0, we have
|Ajf | ≤ Cm,n,δλδj
(
1 + φ(t)
)−n−1
2
− m
2(m+2) ‖f‖
W
n
2 +
1
m+2−δ,1(Rn)
. (2.17)
Summing all the terms in (2.16) and (2.17) yields (2.15).
Therefore, it follows from (2.14) and (2.15) that
|v| ≤ Cm,n,δ(1 + φ(t))−
n−1
2
− m
2(m+2) (1 +
∣∣|x| − φ(t)∣∣)−n2− 1m+2+δ‖f‖
W
n
2 +
1
m+2−δ,1(Rn)
. (2.18)
Next we compute the integral in the left hand side of (2.2) by using (2.18) and the polar coordinate
transformation.∥∥∥((φ(t) +M)2 − |x|2)γv∥∥∥q
Lq(R1+n+ )
≤ Cm,n,δ‖f‖
W
n
2 +
1
m+2−δ,1
∫ ∞
0
∫
Rn
(((
φ(t) +M
)2 − |x|2)γ(1 + φ(t))−n−12 − m2(m+2)
×
(
1 +
∣∣|x| − φ(t)∣∣)−n2− 1m+2+δ)qdxdt
≤ Cm,n,δ‖f‖
W
n
2 +
1
m+2−δ,1
∫ ∞
0
∫ ∞
0
((
φ(t) +M + r
)γ(
φ(t) +M − r)γ
× (1 + φ(t))−n−12 − m2(m+2) (1 + |r − φ(t)|)−n2− 1m+2+δ)qrn−1drdt
≤ Cm,n,δ‖f‖
W
n
2 +
1
m+2−δ,1
∫ ∞
0
∫ ∞
0
((
1 + φ(t)
)−n−1
2
− m
2(m+2)
+γ
× (1 + |r − φ(t)|)γ−n2− 1m+2+δ)qrn−1drdt.
(2.19)
Notice that by our assumption, γ− n−12 − m2(m+2) < ( mm+2 −n)1q holds. Then we can choose two
constants σ > 0 and δ > 0 such that
γ − n− 1
2
− m
2(m+ 2)
<
( m
m+ 2
− n
)1
q
− σ
and (
γ − n
2
− 1
m+ 2
+ δ
)
q < −1.
Then for some positive constant σ¯ > 0, the integral in the last line of (2.19) can be controlled by∫ ∞
0
∫ ∞
0
(
1 + φ(t)
) m
m+2
−n−σ¯(
1 +
∣∣r − φ(t)∣∣)−1−σ¯rn−1drdt
≤ C
∫ ∞
0
(
1 + φ(t)
) m
m+2
−n−σ¯(
1 + φ(t)
)n−1
dt
≤ C.
This, together with (2.19), yields (2.2).
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3 The weighted Strichartz inequality for the inhomogeneous gener-
alized Tricomi equation
In this section, based on the assumptions of two endpoint inequalities (whose proofs are given in §4
and §5 respectively), we shall establish a general weighted Strichartz inequality for the following
inhomogeneous Tricomi equation{
∂2t w − tm△w = F (t, x),
w(0, x) = 0, ∂tw(0, x) = 0.
(3.1)
Our first result is:
Theorem 3.1. For problem (3.1), if F (t, x) ≡ 0 when |x| > φ(t) − 1, then there exist some
constants γ1 and γ2 satisfying 0 < γ1 < (m+2)n−22(m+2) − (m+2)n−m(m+2)q and γ2 > 1q , such that∥∥(φ(t)2 − |x|2)γ1w∥∥
Lq(R1+n+ )
≤ C∥∥(φ(t)2 − |x|2)γ2F∥∥
L
q
q−1 (R1+n+ )
, (3.2)
where q > 2((m+2)n−m)(m+2)n−2 , and C > 0 is a positive constant depending on m, n, q, γ1 and γ2.
Proof. To establish (3.2), motivated by [7], we shall assume that (3.2) holds for two special cases,
namely, (3.2) holds for the two endpoints q = q0 = 2((m+2)n+2)(m+2)n−2 (corresponding to the extreme
cases of γ1 = (m+2)n−22(m+2) − (m+2)n−m(m+2)q , γ2 = 1q and γ1 = γ2 in the inequality (3.2)) and q = 2
(corresponding q = qq−1 for the inequality (3.2)):∥∥(φ(t)2 − |x|2)γ1w∥∥
Lq0 (R1+n+ )
≤ C
∥∥(φ(t)2 − |x|2)γ2F∥∥
L
q0
q0−1 (R1+n+ )
, (3.3)
where γ1 < 1q0 and γ2 >
1
q0
; and∥∥(φ(t)2 − |x|2)γ1w∥∥
L2(R1+n+ )
≤ C∥∥(φ(t)2 − |x|2)γ2F∥∥
L2(R1+n+ )
, (3.4)
where γ1 < m−22(m+2) and γ2 >
1
2 . Since the proofs of (3.3) and (3.4) involve many technical
analysis, we will postpone them in next two sections respectively. It follows from (3.3)-(3.4) and
direct interpolation that (3.2) can be derived.
Based on Theorem 3.1, in order to prove Theorem 1.1, we require to establish a crucial result
as follows:
Theorem 3.2. For problem (3.1), if F (t, x) ≡ 0 when |x| > φ(t)+M −1 and F ∈ C∞([0, T0]×
Rn) for some fixed number T0 > 0 (T0 < 1), then there exist some constants γ1 and γ2 satisfying
0 < γ1 <
(m+2)n−2
2(m+2) −
(m+2)n−m
(m+2)q , γ2 >
1
q , such that∥∥∥((φ(t) +M)2 − |x|2)γ1w∥∥∥
Lq([
T0
2
,∞)×Rn)
≤ C
∥∥∥((φ(t) +M)2 − |x|2)γ2F∥∥∥
L
q
q−1 ([
T0
2
,∞)×Rn)
,
(3.5)
where q > 2((m+2)n−m)(m+2)n−2 , and C > 0 is a positive constant depending on m, n, q, γ1 and γ2.
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Remark 3.1. In fact, for the application in the proof of Theorem 1.1 (see Section 6), it only suffices
to choose some suitable positive constants γ1 and γ2 such that γ1 < (m+2)n−22(m+2) −
(m+2)n−m
(m+2)q and
γ2 = (q − 1)γ1 > 1q in the inequality (3.5).
Proof. To prove (3.5), at first we focus on a special case of F (t, x) ≡ 0 when |x| > φ(t)−φ(T04 ).
By the finite propagation speed property for the hyperbolic equations, we know that the integral
domain in (3.5) is just only Q =: {(t, x) : t ≥ T02 , |x| ≤ φ(t) +M − 1}. Note that Q can be
covered by a finite number of curved cones {Qj}N0j=1, where the curved cone Qj (j ≥ 2) is a shift
in the x variable with respect to the curved cone
Q1 =
{
(t, x) : t ≥ T0
2
, |x| ≤ φ(t)− φ
(T0
4
)}
.
Set
F1 = χQ1F,
F2 = χQ2(1− χQ1)F,
. . .
FN0 = χQN0
(
1− χQ1 − χQ2(1− χQ1)− · · · − χQN0−1(1− χQ1) · · · (1− χQN0−2)
)
F,
where χQj stands for the characteristic function of Qj , and
N0∑
j=1
Fj = F . Let wj solve
{
∂2twj − tm△wj = Fj(t, x),
wj(0, x) = 0, ∂twj(0, x) = 0.
Then suppwj ⊆ Qj . Since the Tricomi equation is invariant under the translation with respect to
the variable x, it follows from Theorem 3.1 that∥∥(φ(t)2 − |x− νj |2)γ1wj∥∥Lq(Qj) ≤ C∥∥(φ(t)2 − |x− νj |2)γ2Fj∥∥L qq−1 (Qj), (3.6)
where νj ∈ Rn corresponds to the coordinate shift of the space variable x from Q1 to Qj , and
Qj = {(t, x) : t ≥ T02 , |x− νj| ≤ φ(t)− φ(T04 )}.
Next we derive (3.5) by utilizing (3.6) and the condition of t ≥ T04 . At first, we illustrate that
there exists a constant δ > 0 such that for (t, x) ∈ Qj ,
φ(t)2 − |x− νj |2 ≥ δ
((
φ(t) +M
)2 − |x|2). (3.7)
To prove (3.7) for 1 ≤ j ≤ N0, it only suffices to consider the two extreme cases: νj = 0 (corre-
sponding to j = 1) and |νj0 | =M −1+φ(3T08 ) (choosing j0 such that |νj0 | = max1≤j≤N0 |νj | =
M −1+φ(3T08 ). Note that |νj0 | > M −1 holds so that the domain Q can be covered by ∪N0j=1Qj).
For νj = 0, (3.7) is equivalent to
φ(t)2 ≥ (1− δ)|x|2 + δ(φ(t) +M)2. (3.8)
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We now illustrate that (3.8) is correct. By |x| ≤ φ(t) − φ(T04 ) for (t, x) ∈ Q1, then in order to
show (3.8) it suffices to prove
φ(t)2 ≥ (1− δ)
(
φ(t)− φ
(T0
4
))2
+ δ
(
φ(t) +M
)2
.
This is equivalent to{
2(1 − δ)φ
(T0
4
)
− 2δM
}
φ(t) ≥ (1− δ)φ2
(T0
4
)
+ δM2.
Obviously, this is easily achieved by t ≥ T04 and the smallness of δ.
For νj0 = M − 1 + φ
(
3T0
8
)
, the argument on (3.7) is a little involved. First, note that for
fixed t > 0, the domain Q is symmetric with respect to the variable x, thus we can assume
νj0 = (ν, 0, . . . , 0) with ν = |νj0 | =M −1+φ(3T08 ). In this case, setting x = (x1, x′), then (3.7)
is equivalent to
φ(t)2 ≥ |x− νj0 |2 + δ
(
(φ(t) +M)2 − |x|2)
= (1− δ)x21 − 2νx1 + ν2 + (1− δ)|x′|2 + δ
(
φ(t) +M
)2
=: G(t, x).
(3.9)
For fixed t > 0, G(t, x) is a hyperbolic paraboloid for the variable x, and takes minimum at
the point x = ( ν1−δ , 0). Thus for the same fixed t > 0, the maximum of G(t, x) in the domain
Qtj0 =: {x : |x−νj0 | ≤ φ(t)−φ(T04 )}must be achieved on the boundary ∂Qtj0 =: {x : |x−νj0 | =
φ(t)− φ(T04 )}. Then in order to show (3.9), our task is to prove
φ(t)2 ≥
(
φ(t)− φ
(T0
4
))2
+ δ
((
φ(t) +M
)2 − |x|2). (3.10)
For this purpose, it is only enough to consider the case that |x|2 takes its minimum on ∂Qtj0 . Note
that on ∂Qtj0 , we have
|x|2 =
(
φ(t)− φ
(T0
4
))2
+ 2νx1 − ν2. (3.11)
Therefore, without loss of generality, we can take
x1 = ν − φ(t) + φ
(T0
4
)
, x′ = 0. (3.12)
Substituting (3.12) and (3.11) into (3.10), we are left to prove
φ(t)2 ≥
(
φ(t)− φ
(T0
4
))2
+ δ
{(
φ(t) +M
)2
−
(
φ(t)− φ
(T0
4
))2
+ 2ν
(
φ(t)− φ
(T0
4
))
− ν2
}
= φ(t)2 +
{
2δ
(
φ
(T0
4
)
+M + ν
)
− 2φ
(T0
4
)}
φ(t)
+ (1− δ)φ
(T0
4
)2
+ δM2 − δν
(
ν + 2φ
(T0
4
))
.
(3.13)
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For fixed T0 > 0 and M > 1, if δ > 0 is small enough, one then has
2δ
(
φ
(T0
4
)
+M + ν
)
≤ 1
2
φ
(T0
4
)
,
(1− δ)φ
(T0
4
)2
+ δM2 ≤ 3
2
φ
(T0
4
)2
.
(3.14)
By (3.14) and (3.13), in order to derive (3.10), one should derive
−3
2
φ
(T0
4
)
φ(t) +
3
2
φ2
(T0
4
)
≤ 0.
Obviously, this holds true by t ≥ T04 . Then (3.10) is proved.
Consequently, for (t, x) ∈ ⋃N0j=1Qj , there exists a fixed positive constant c > 0 such that for
1 ≤ j ≤ N0,
c
((
φ(t) +M
)2 − |x|2) ≤ φ(t)2 − |x− νj |2. (3.15)
Note that by |x| ≤ φ(t) +M − 1 for (t, x) ∈ Q, one has
2
{(
φ(t) +M
)2 − |x|2}− {φ2(t)− |x− νj|2}
≥ (|x|+ 1)2 − |x|2 + (φ(t) +M)2 − |x|2 − φ(t)2 + |x− νj|2
= 2Mφ(t) +M2 + |νj |2 + 1 + 2(1 − |νj|)|x|.
(3.16)
If 1− |νj | < 0, then by |νj | ≤M − 1 + φ
(
3T0
8
)
and the smallness of T0, the last line in (3.16) is
bounded from below by
2Mφ(t) +M2 + |νj|2 + 1 + 2
{
2−M − φ
(3T0
8
)}
{φ(t) +M − 1}
= 4φ(t)−M2 + 6M − 3 + |νj |2 − 2φ
(3T0
8
)
φ(t)− 2(M − 1)φ
(3T0
8
)
≥ 2φ(t)−M2 + 1;
(3.17)
while in the case of 1− |νj | ≥ 0, it follows from (3.16) that
2
{(
φ(t) +M
)2 − |x|2}− {φ(t)2 − |x− νj|2} ≥M2 + 1 > 0. (3.18)
Substituting (3.17)-(3.18) into (3.16) yields that for 2φ(t) ≥M2 − 1,
φ(t)2 − |x− νj |2 ≤ C
((
φ(t) +M
)2 − |x|2). (3.19)
On the other hand, if 2φ(t) < M2 − 1, then
φ(t)2 − |x− νj |2 ≤ φ(t)2 ≤ CM ≤ CM
((
φ(t) +M
)2 − |x|2). (3.20)
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Thus it follows from (3.19)-(3.20) that (3.15) holds. Therefore,∥∥∥((φ(t) +M)2 − |x|2)γ1w∥∥∥
Lq([
T0
2
,∞)×Rn)
≤ C
N0∑
j=1
∥∥∥((φ(t) +M)2 − |x|2)γ1wj∥∥∥
Lq(Qj)
≤ C
N0∑
j=1
∥∥(φ(t)2 − |x− νj |2)γ1wj∥∥Lq(Qj) (by (3.7))
≤ C
N0∑
j=1
∥∥(φ(t)2 − |x− νj |2)γ2Fj∥∥
L
q
q−1 (Qj)
(
by (3.6))
≤ C
N0∑
j=1
∥∥∥((φ(t) +M)2 − |x|2)γ2Fj∥∥∥
L
q
q−1 (Qj)
(
by (3.15))
≤ CN0
∥∥∥((φ(t) +M)2 − |x|2)γ2F∥∥∥
L
q
q−1 ([
T0
2
,∞)×Rn)
,
which derives (3.5).
4 The proof of (3.3)
One can write inequality (3.3) as∥∥∥(φ(t)2 − |x|2) 1q0−ν w∥∥∥
Lq0 (R1+n+ )
≤ C
∥∥∥(φ(t)2 − |x|2) 1q0+ν F∥∥∥
L
q0
q0−1 (R1+n+ )
, (4.1)
where ν > 0, and q0 = 2((m+2)n+2)(m+2)n−2 . To prove (4.1), it suffices to prove the following inequality
for T ≥ T¯ ,∥∥∥(φ(t)2 − |x|2) 1q0−νw∥∥∥
Lq0 ([T
2
,T ]×Rn)
≤ Cφ(T )−ν | lnT |
1
q0
∥∥∥(φ(t)2 − |x|2) 1q0+νF∥∥∥
L
q0
q0−1 (R1+n+ )
,
(4.2)
where T¯ > 0 is a fixed large constant. Indeed, Lemma 3.4 of [9] implies
‖ w ‖Lq0 ([0,T¯ /2]×Rn)≤ C ‖ F ‖
L
q0
q0−1 ([0,T¯ /2]×Rn)
. (4.3)
When 0 < t ≤ T¯ and φ(t) − |x| ≥ 1, the weight function φ(t)2 − |x|2 in the inequality (4.2) is
bounded from below and above, thus we have that from (4.3)
‖ (φ(t)2 − |x|2)
1
q0
−ν
w ‖Lq0 ([0,T¯ /2]×Rn)≤ C ‖ (φ(t)2 − |x|2)
1
q0
+ν
F ‖
L
q0
q0−1 ([0,T¯ /2]×Rn)
. (4.4)
Then summing (4.2) over all the T ≥ T¯ together with (4.4) yields (4.1).
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Note that F (t, x) ≡ 0 for |x| > φ(t) − 1, then this means supp F ⊆ {(t, x) : |x|2 ≤
φ(t)2 − 1}. Set F = F 0 + F 1, where
F 0 =


F, φ(t) ≤ φ(1)φ(T )
10φ(2)
,
0, φ(t) >
φ(T )φ(1)
10φ(2)
.
(4.5)
Correspondingly, w = w0 +w1, and wj (j = 0, 1) solves{
∂2t w
j − tm∆wj = F j
wj(0, x) = 0, ∂tw
j(0, x) = 0.
To prove (4.2), it suffices to show that for j = 0, 1,∥∥∥(φ(t)2 − |x|2) 1q0−νwj∥∥∥
Lq0 ({(t,x):T
2
≤t≤T})
≤ Cφ(T )− ν4
∥∥∥(φ(t)2 − |x|2) 1q0+νF j∥∥∥
L
q0
q0−1 (R1+n+ )
.
(4.6)
For this purpose, we shall make some reductions. By making these reductions, we shall restrict
the support of Fj and wj in certain domains, such that in each domain the characteristic weight
φ(t)2 − |x|2 on both sides of (4.6) can be removed. In this case, our task is reduced to prove some
unweighted Strichartz estimates, which is relatively easier than to prove (4.6) directly by applying
some basic techniques from Fourier integral operators.
Next we give a precise description on the reductions. First, we suppose suppF j ⊆ [T0, 2T0]×
Rn for some fixed constant T0 > 0 satisfying φ(2T0) ≥ 1. Then (4.6) follows from∥∥∥(φ(t)2 − |x|2) 1q0−νwj∥∥∥
Lq0 ({(t,x):T
2
≤t≤T})
≤ Cφ(T0)−
ν
4φ(T )−
ν
4
∥∥∥(φ(t)2 − |x|2) 1q0+νF j∥∥∥
L
q0
q0−1 (R1+n+ )
(4.7)
by summing up all these T0.
Second, we pose more restrictions on the support of Fj . That is, we assume that F j ≡ 0
holds when the value of φ(t) − |x| is not in [δ0φ(T0), 2δ0φ(T0)] for some fixed constant δ0 with
0 < δ0 ≤ 2 and δ0φ(T0) ≥ 1, then in order to prove (4.7) we only need to show∥∥∥(φ(t)2 − |x|2) 1q0−νwj∥∥∥
Lq0 ({(t,x):T
2
≤t≤T})
≤ Cφ(T0)−
ν
2φ(T )−
ν
4
∥∥∥(φ(t)2 − |x|2) 1q0+νF j∥∥∥
L
q0
q0−1 (R1+n+ )
.
(4.8)
Third, we make a dyadic decomposition on the variable φ(t) − |x| in the support of wj , such
that in order to prove (4.8) it suffices to show that for δ ≥ δ0,∥∥∥(φ2(t)− |x|2) 1q0−νwj∥∥∥
Lq0 ({(t,x):T
2
≤t≤T,δφ(T0)≤φ(t)−|x|≤2δφ(T0)})
≤ C(φ(T0)φ(T ))−
ν
2
∥∥∥(φ(t)2 − |x|2) 1q0+νF j∥∥∥
L
q0
q0−1 (R1+n+ )
.
(4.9)
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With these reductions, to prove (4.9), the left task is to establish
(φ(T0)φ(T )δ)
1
q0
−ν ‖wj ‖Lq0 ({(t,x):T
2
≤t≤T,δφ(T0)≤φ(t)−|x|≤2δφ(T0)})
≤ C(φ(T0)φ(T ))−
ν
2 (φ2(T0)δ0)
1
q0
+ν ‖ F j ‖
L
q0
q0−1 (R1+n+ )
. (4.10)
By rearranging some terms in (4.10), then (4.10) directly follows from
( φ(T )
φ(T0)
) 1
q0
− ν
2
δ
1
q0
+ ν
2 φ(T0)
−3νδ−
3
2
νδ−ν0 ‖wj ‖Lq0 ({(t,x):T
2
≤t≤T,δφ(T0)≤φ(t)−|x|≤2δφ(T0)})
≤ Cδ
1
q0
0 ‖ F j ‖
L
q0
q0−1 (R1+n+ )
. (4.11)
Note that
φ(T0)
−3νδ−
3
2
νδ−ν0 ≤ φ(T0)−3νδ
− 5
2
ν
0 = (φ(T0)δ0)
−3νδ
ν
2
0 ≤ δ
ν
2
0 ≤ 2
ν
2 .
Therefore, (4.11) follows from
( φ(T )
φ(T0)
) 1
q0
− ν
2
δ
1
q0
+ ν
2 ‖wj ‖Lq0 ({(t,x):T
2
≤t≤T,δφ(T0)≤φ(t)−|x|≤2δφ(T0)})
≤ Cδ
1
q0
0 ‖ F j ‖
L
q0
q0−1 (Rn+1+ )
.
(4.12)
We next start to prove (4.12). SetGj(t, x) =: T 20F j(T0t, T
m+2
2
0 x) and vj(t, x) =: wj(T0t, T
m+2
2
0 x)
for j = 0, 1. Then vj satisfies {
∂2t v
j − tm△vj = Gj(t, x),
vj(0, x) = 0, ∂tv
j(0, x) = 0,
(4.13)
where suppGj ⊆ {(t, x) : 1 ≤ t ≤ 2, δ0 ≤ φ(t) − |x| ≤ 2δ0}. Then, if we let T denote by TT0 ,
then (4.12) is a result of
φ(T )
1
q0
− ν
2 δ
1
q0
+ ν
2 ‖ vj ‖Lq0 ({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ Cδ
1
q0
0 ‖ Gj ‖
L
q0
q0−1 (R1+n+ )
. (4.14)
After this reduction, by (4.5), we have that T/T0 ≥ φ−1
(
10φ(2)
)
holds for (t, x) ∈ suppw0
and T/2 ≤ t ≤ T , or equivalently, T ≥ φ−1(10φ(2)) holds for (t, x) ∈ supp v0 and T/2 ≤
t ≤ T , which is called the relatively “large time”. On the other hand, 1 ≤ T/T0 ≤ φ−1
(
10φ(2)
)
holds for (t, x) ∈ suppw1 and T2 ≤ t ≤ T , or equivalently, 1 ≤ T ≤ φ−1
(
10φ(2)
)
holds for
(t, x) ∈ supp v1 and T2 ≤ t ≤ T , which is called the relatively “small time”. In Subsection 4.1
and Subsection 4.2, we shall handle the two cases respectively. For the concision of notation, in
the following subsections, we will omit the superscript j and prove
φ(T )
1
q0
− ν
2 δ
1
q0
+ ν
2 ‖ v ‖Lq0 ({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ Cδ
1
q0
0 ‖ G ‖
L
q0
q0−1 (R1+n+ )
. (4.15)
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4.1 Estimate for large time
We first deal with the case of “relative large time” in (4.15), which means φ(T ) ≥ 10φ(2).
The proof of (4.15) (corresponding to the estimate of w0) can be divided into the following
three parts according to the different values of δ/δ0:
Case (i) δ0 ≤ δ ≤ 40 · φ(2)φ(1)δ0;
Case (ii) δ ≥ 10φ(2);
Case (iii) 40 · φ(2)φ(1)δ0 ≤ δ ≤ 10φ(2), δ0 < 14φ(1).
Remark 4.1. We add the condition δ0 < 14φ(1) in Case (iii) for the reason that 40 · φ(2)φ(1)δ0 <
10φ(2) makes sense only for δ0 < 14φ(1).
Here we point out that for the wave equation and Case (i)- Case (ii), it is rather direct to
establish the analogous inequality (4.15) (see (3.2) and §3 of [7]). However, for the Tricomi
equation, due to the complexity of its fundamental solution and degeneracy, it needs more delicate
and involved techniques from the knowledge of microlocal analysis to get the pointwise estimate
of v. For the proof of (4.15) in case (iii), we shall utilize some basic ideas in [7].
4.1.1 The proof of (4.15) in Case (i)
Note that φ(T ) > φ(T0) ≥ 1 and δφ(T0) ≤ φ(T ). To prove (4.15), it suffices to show
φ(T )
1
q0 ‖ v ‖Lq0 ({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ C ‖ G ‖
L
q0
q0−1 (R1+n+ )
. (4.16)
Use the method in Lemma 3.3 of [9], if we write
v(t, x) =
∫ t
0
H(t, s, x)ds, (4.17)
we then arrive at
Claim 4.1.
‖ H(t, s, ·) ‖Lq0 (Rn)≤ C|t− s|−
2
q0
(1+m
4
) ‖ G(s, ·) ‖
L
q0
q0−1 (Rn)
. (4.18)
Proof of claim. If we repeat the reduction of (3.23)-(3.24) in [9], we then have H =
∞∑
j=−∞
Hj ,
where
Hj =: TjG(t, s, x) =
∫
Rn
ei(x·ξ+(φ(t)−φ(s))|ξ|)β(
|ξ|
2j
)a(t, s, ξ)Gˆ(s, ξ)dξ, (4.19)
where the cut-off function β was defined in (2.11) and the amplitude function a satisfies∣∣∂βξ a(t, s, ξ)∣∣ ≤ C(1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) |ξ|− 2m+2−|β|. (4.20)
If we further set
T¯jG(t, s, x) =: λ
2m
(m+2)((m+2)n+2)
j Hj(t, s, x) with λj = 2
j,
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and repeat the computation of (3.29) and (3.30) in [9], we then obtain
‖ T¯jG(t, s, ·) ‖L2(Rn)≤ λ
− 2
m+2
j C
(
1 + λjφ(t)
)− m
2(m+2)
·
(m+2)n−2
(m+2)n+2
× |t− s|− m(m+2)n+2 ‖ G(s, ·) ‖L2(Rn)
and
‖ T¯jG(t, s, ·) ‖L∞(Rn)≤ Cλ
n+1
2
− 2
m+2
j
(
1 + λjφ(t)
)− m
2(m+2)
· (m+2)n−2
(m+2)n+2
× |t− s|− m(m+2)n+2 |t− s|−n−12 ·m+22 ‖ G(s, ·) ‖L1(Rn) .
Therefore, if j ≥ 0, then
‖ T¯jG(t, s, ·) ‖L2(Rn) ≤ Cλ
− 2
m+2
j
(
1 + φ(t)
)− m
2(m+2)
· (m+2)n−2
(m+2)n+2 |t− s|− m(m+2)n+2 ‖ G(s, ·) ‖L2(Rn)
≤ Cλ−
2
m+2
j (t− s)−
m
4
·
(m+2)n−2
(m+2)n+2 |t− s|− m(m+2)n+2 ‖ G(s, ·) ‖L2(Rn)
and
‖T¯jG(t, s, ·) ‖L∞(Rn)
≤ Cλ
n+1
2
− 2
m+2
j (t− s)−
m
4
·
(m+2)n−2
(m+2)n+2 |t− s|−n−12 ·m+22 |t− s|− m(m+2)n+2 ‖ G(s, ·) ‖L1(Rn) .
Using the interpolation and direct computation, we have that for j ≥ 0,
‖ Hj(t, s, ·) ‖Lq0 (Rn)≤ C(t− s)−(
m
4
+1)· 2
q0 ‖ G(s, ·) ‖
L
q0
q0−1 (Rn)
. (4.21)
For j < 0, let
T−G(t, s, x) ≡
∑
j<0
Hj(t, s, x) =
∫
|ξ|≤1
ei(x·ξ+(φ(t)−φ(s))|ξ|)a(t, s, ξ)Gˆ(s, ξ)dξ.
Then it follows from Plancherel’s identity that
‖ T−G(t, s, ·) ‖L2(Rn)≤ C
(∫
|ξ|≤1
∣∣∣|ξ|− 2m+2 (1 + φ(t)|ξ|)− m2(m+2) Gˆ(s, ξ)∣∣∣2 dξ) 12 .
Note that
|Gˆ(s, ξ)| = |
∫
Rn
e−iy·ξG(s, y)dy| = |
∫
|y|≤φ(2)
e−iy·ξG(s, y)dy| ≤ C ‖ G(s, ·) ‖L2(Rn),
and ( ∫
|ξ|≤1
∣∣|ξ|− 2m+2 (1 + φ(t)|ξ|)− m2(m+2) ∣∣2dξ) 12
= C
(∫ 1
0
∣∣r− 2m+2 (1 + φ(t)r)− m2(m+2) ∣∣2rn−1dr)12
≤ C
(∫ 1
0
rn−1−
m+4
m+2φ(t)−
m
m+2dr
)1
2
≤ Cφ(t)− m2(m+2) ,
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here we have used the fact of n− 1− m+4m+2 ≥ − 2m+2 > −1 for n ≥ 3 and m ≥ 1. Thus,
‖ T−G(t, s, ·) ‖L2(Rn)≤ Cφ(t)−
m
2(m+2) ‖ G(s, ·) ‖L2(Rn)≤ C|t− s|−
m
4 ‖ G(s, ·) ‖L2(Rn) .
Similarly, one has
‖ T−G(t, s, ·) ‖L∞(Rn)≤ C|t− s|−
m
4
−n−1
2
·m+2
2 ‖ G(s, ·) ‖L1(Rn) .
Using interpolation again, we get
‖ T−G(t, s, ·) ‖Lq0 (Rn)≤ C|t− s|−
2
q0
(1+m
4
) ‖ G(s, ·) ‖
L
q0
q0−1 (Rn)
. (4.22)
Then by Littlewood-Paley theory, (4.21) and (4.22), (4.18) in Claim 4.1 is derived.
With Claim 4.1, noting that t . t− s holds on the support of G(s, x), then we have
‖ v ‖Lq0 ([T
2
,T ]×Rn)≤
∥∥∥ ∫ t
0
‖ u(t, s, ·) ‖Lq0 (Rn) ds
∥∥∥
L
q0
t ([
T
2
,T ])
≤C
∥∥∥∫ t
0
|t− s|−
2
q0
(1+m
4
) ‖ G(s, ·) ‖
L
q0
q0−1
x
ds
∥∥∥
L
q0
t
≤C
∥∥∥|t|− 2q0 (1+m4 ) ∫ 2
1
‖ G(s, ·) ‖
L
q0
q0−1
x
ds
∥∥∥
L
q0
t
≤C
(∫ T
T
2
t
(− 2
q0
(1+m
4
))q0dt
) 1
q0 ‖ G ‖
L
q0
q0−1 (Rn+1+ )
(Ho¨lder’s inequality)
≤CT−
1
q0
m+2
2 ‖ G ‖
L
q0
q0−1 (Rn+1+ )
≤Cφ(T )−
1
q0 ‖ G ‖
L
q0
q0−1 (Rn+1+ )
,
which derives (4.16).
4.1.2 The proof of (4.15) in Case (ii)
In this case, we have φ(t)− |x| ≥ δ ≥ 10φ(2). As in (4.17) and (4.19)-(4.20), we can write
v =
∞∑
j=−∞
vj =
∞∑
j=−∞
∫ t
0
∫
Rn
Kj(t, x; s, y)G(s, y)dyds,
where
Kj(t, x; s, y) =
∫
Rn
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)β(
|ξ|
2j
)a(t, s, ξ)Gˆ(s, ξ)dξ, (4.23)
moreover, as in (3.41) of [9] for λj = 2j and any N ∈ R+,
|Kj(t, x; s, y)| ≤CNλ
n+1
2
− 2
m+2
j
(|φ(t)− φ(s)|+ λ−1j )−n−12 (1 + φ(t)λj)− m2(m+2)
×
(
1 + λj
∣∣|φ(t)− φ(s)| − |x− y|∣∣)−N . (4.24)
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Denote Ds,y = {(s, y) : 1 ≤ s ≤ 2, φ(s) − 2δ0 ≤ |y| ≤ φ(s) − δ0}. By Ho¨lder’s inequality and
the compact support property of G(s, y) with respect to the variable (s, y), we arrive at
|vj | ≤
∥∥∥Kj(t, x; s, y)(φ(t)2 − |x|2) 1q0 ∥∥∥
Lq0 (Ds,y)
∥∥∥(φ(t)2 − |x|2)− 1q0G(s, y)∥∥∥
L
q0
q0−1 (Ds,y)
.
In addition, applying the compact support property of G(s, y), it is easy to check
φ(t)− φ(s)− |x− y| ≥ C(φ(t)− |x|), φ(t)− φ(s) + |x− y| ∼ φ(t).
Based on this, let N = n2 − 1m+2 in (4.24), we then have∥∥∥Kj(t, x; s, y)(φ(t)2 − |x|2) 1q0 ∥∥∥
Lq0 (Ds,y)
≤ C
(∫ 2
1
∫
φ(s)−2δ0≤|y|≤φ(s)−δ0
{λ
n+1
2
− 2
m+2
j
(|φ(t)− φ(s)|+ λ−1j )−n−12 (1 + φ(t)λj)− m2(m+2)
×
(
1 + λj
∣∣|φ(t)− φ(s)| − |x− y|∣∣) 1m+2−n2 }q0φ(t)(φ(t) − |x|)dyds) 1q0
≤ Cφ(t)−
n−1
2
+ 1
q0
− m
2(m+2)
(
φ(t)− |x|) 1m+2−n2+ 1q0 ( ∫ 2
1
∫
φ(s)−2δ0≤|y|≤φ(s)−δ0
dyds
) 1
q0
≤ Cδ
1
q0
0 φ(t)
−n−1
2
+ 1
q0
− m
2(m+2)
(
φ(t)− |x|) 1m+2−n2+ 1q0
(4.25)
and
(∫ 2
1
∫
φ(s)−2δ0≤|y|≤φ(s)−δ0
{
(φ(t)2 − |x|2)−
1
q0G(s, y)
} q0
q0−1dyds
) q0−1
q0
≤ C(δφ(T0)φ(T ))− 1q0 ‖ G ‖
L
q0
q0−1 (R1+n+ )
≤ C(δφ(T ))− 1q0 ‖ G ‖
L
q0
q0−1 (R1+n+ )
.
(4.26)
On the other hand,∥∥∥φ(t)−n−12 + 1q0− m2(m+2) (φ(t)− |x|) 1m+2−n2+ 1q0 ∥∥∥
Lq0 ([T
2
,T ]×Rn)
= Cn
(∫ T
T
2
φ(t)−
q0
2
(n− 2
m+2
)+1
∫ φ(t)−10φ(2)
0
(
φ(t)− r)q0( 1m+2−n2 )+1rn−1drdt) 1q0
≤ C
(∫ T
T
2
φ(t)−
2
m+2dt
) 1
q0
≤ C.
(4.27)
Therefore, combining (4.25)-(4.27) yields
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‖ vj ‖Lq0 ({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤Cδ
1
q0
0 (δφ(T ))
− 1
q0 ‖ G ‖
L
q0
q0−1 (Rn+1+ )
=Cδ
1
q0
0 φ(T )
− 1
q0
+ ν
2 δ
− 1
q0
− ν
2
( δ
φ(T )
) ν
2 ‖ G ‖
L
q0
q0−1 (Rn+1+ )
≤Cδ
1
q0
0 φ(T )
− 1
q0
+ ν
2 δ
− 1
q0
− ν
2 ‖ G ‖
L
q0
q0−1 (Rn+1+ )
, (4.28)
here we have used the fact of δ . φ(T ) due to 2δφ(T0) ≤ φ(T ) and φ(T0) ≥ 1. Then (4.28)
together with Lemma A.1 yields estimate (4.15) in Case (ii).
4.1.3 The proof of (4.15) in Case (iii)
Motivated by the ideas in §3 of [7], we shall separate the related Fourier integral operator in the
expression of v into a high frequency part and a low frequency part, subsequently we handle them
with different techniques respectively. First, note that the solution w of (4.13) can be expressed as
v(t, x) =
∫ t
0
{V2(t,Dx)V1(s,Dx)− V1(t,Dx)V2(s,Dx)}G(s, x)ds,
where the definitions of Vj (j = 1, 2 are given in (2.3)-(2.4). Then by the analogous analysis in
Lemma 3.4 of [9], we have
v(t, x) =
∫ t
0
∫
Rn
ei(x·ξ+(φ(t)−φ(s))|ξ|)a(t, s, ξ)Gˆ(s, ξ)dξds, (4.29)
where the amplitude function a satisfies for β ∈ Nn0 ,∣∣∂βξ a(t, s, ξ)∣∣ ≤ C(1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) |ξ|− 2m+2−|β|. (4.30)
To show (4.15), note that 1 ≤ s ≤ 2, we then introduce and deal with such an operator for
µ ∈ (0, m2(m+2) ],
vµ(t, x) =
∫ t
0
∫
Rn
∫
Rn
ei((x−y)·ξ±(φ(t)−φ(s))|ξ|)G(s, y)
(
1 + φ(t)|ξ|)− m2(m+2) dξ
|ξ| 2m+2+µ
dyds.
Here we point out that the appearance of the factor 1|ξ|µ with µ > 0 in vµ(t, x) will play an
important role in estimating w(t, x) (one can see (4.41) below).
Set τ = φ(s)− |y|. Applying Ho¨lder’s inequality, one then has that
|vµ| ≤ Cδ
1
q0
0
(∫ 2δ0
δ0
∣∣ ∫
Rn
∫
Rn
ei((x−y)·ξ±(φ(t)−τ−|y|)|ξ|)G
(
φ−1(τ + |y|), y)(1 + φ(t)|ξ|)− m2(m+2)
× dξ
|ξ| 2m+2+µ
dy
∣∣∣ q0q0−1dτ) q0−1q0 .
(4.31)
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To treat the integral in (4.31), it is enough to consider the phase function with sign minus since
for the case of sign plus the related analysis can be done in the same way. Note that we have the
assertions:
δ0 ≤ 1
4
φ(1) (4.32)
and
1
2
φ(1) ≤ |y| ≤ φ(2). (4.33)
Indeed, by |y| ≤ φ(s) ≤ φ(2), one then has |y| ≥ φ(s) − 2δ0 ≥ 12φ(1) if δ0 ≤ 14φ(1). However,
if δ0 > 14φ(1), then 10φ(2) < 40 · φ(2)φ(1)δ0 ≤ δ ≤ 10φ(2) holds, which yields a contradiction.
Next we start to estimate ‖vµ‖Lq0x . First note that by (4.5),
φ(t) ≥ φ( T
2T0
) =
φ(T )
φ(2T0)
· 2
m+ 2
≥ 10φ(2)
φ(1)
· φ(1) = 10φ(2),
this together with τ < φ(s) < φ(2) yields φ(t) ≥ φ(t)−τ > 12φ(t). Thus we can replace φ(t)−τ
with φ(t) in (4.31) and consider
(Tµg)(t, x) =
∫
Rn
∫
{y∈Rn: 1
2
φ(1)≤|y|≤φ(2)}
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]
× (1 + φ(t)|ξ|)− m2(m+2) g(y) dξ
|ξ| 2m+2+µ
dy,
(4.34)
where φ(t) ≥ 10φ(2) − φ(2) ≥ 9φ(2) and δ < 10φ(2), then by Lemma A.2 in Appendix, (4.15)
follows from
‖ (Tµg)(t, ·) ‖Lq0 ({x:δ≤φ(t)−|x|≤2δ})≤ Cφ(t)
ν
2
− m+4
q0(m+2) δ
− ν
2
− 1
q0 ‖ g ‖
L
q0
q0−1 (Rn)
. (4.35)
Next we focus on the proof of (4.35). We shall use the complex interpolation method to
establish (4.35). To do this, set for z ∈ C
(Tzg)(t, x) = (z − (m+ 2)n + 2
2(m+ 2)
)ez
2
∫
Rn
∫
Rn
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)
× (1 + φ(t)|ξ|)− m2(m+2) g(y) dξ|ξ|z dy.
(4.36)
For clearer statement on (4.35), we shall replace ν2 by νq0 and rewrite (4.35) as
‖ (Tµg)(t, ·) ‖Lq0 ({x:δ≤φ(t)−|x|≤2δ})≤ Cφ(t)
ν
q0
− m+4
q0(m+2) δ
− ν
q0
− 1
q0 ‖ g ‖
L
q0
q0−1 (Rn)
. (4.37)
For some suitable scope of µ > 0, then (4.37) would be a consequence of
‖ (Tzg)(t, ·) ‖L∞(Rn)≤ Cφ(t)−
n−1
2
− m
2(m+2)
+µ ‖ g ‖L1(Rn) with Rez =
(m+ 2)n + 2
2(m+ 2)
+ µ,
(4.38)
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and
‖ (Tzg)(t, ·) ‖L2(Rn)≤ Cφ(t)−
m
2(m+2) (φ(t)νδ−(ν+1))
1
m+2 ‖ g ‖L2(Rn) with Rez = 0. (4.39)
In fact, the interpolation between (4.39) and (4.38) gives
‖ (Tµg)(t, ·) ‖Lq0 ({x:δ≤φ(t)−|x|≤2δ})≤ Cφ(t)
2ν
q0(m+2)
+ 4µ
(m+2)n+2
− m+4
q0(m+2) δ
−
2(ν+1)
(m+2)q0 ‖ g ‖
L
q0
q0−1 (Rn)
.
By δ ≤ 10φ(2), it suffices to derive (4.37) only under the condition of 2νq0(m+2) +
4µ
(m+2)n+2 ≤ νq0 .
Thus, if 0 < µ ≤ min ( m2(m+2) , m((m+2)n+2)4(m+2)q0 ν), then (4.37) can be proved.
We now prove (4.38) by the stationary phase method. To this end, for the cut-off function β in
(2.11), λj = 2j with j ≥ 0, and z = (m+2)n+22(m+2) + µ + iθ with θ ∈ R, we define and estimate the
dyadic operator T jz g as follows
|T jz g| =
∣∣∣θe−θ2 ∫
Rn
∫
Rn
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]β(
|ξ|
λj
)
(
1 + φ(t)|ξ|)− m2(m+2) g(y) dξ|ξ|z dy
∣∣∣
≤ Cλ
n+1
2
j
(
φ(t)− φ(2))−n−12 (λjφ(t))− m2(m+2)λ− (m+2)n+22(m+2) −µj ‖ g ‖L1(Rn)
≤ Cλ−µj φ(t)−
n−1
2
− m
2(m+2) ‖ g ‖L1(Rn) .
(4.40)
Summing up (4.40) with respect to j ≥ 0 yields
∥∥∥∥
∞∑
j=0
T jz g
∥∥∥∥
L∞(Rn)
≤ Cφ(t)−n−12 − m2(m+2) ‖ g ‖L1(Rn) . (4.41)
On the other hand, for |ξ| ≤ 1 we have that
∣∣∣θe−θ2 ∫
|ξ|≤1
∫
Rn
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]
(
1 + φ(t)|ξ|)− m2(m+2) g(y) dξ|ξ|z dy
∣∣∣
≤ C ‖ g ‖L1(Rn)
∫
|ξ|≤1
(
1 + φ(t)|ξ|)−n−12 − m2(m+2) |ξ|− (m+2)n+22(m+2) −µdξ
≤ C ‖ g ‖L1(Rn)
∫ 1
0
(1 + φ(t)r)
−n−1
2
− m
2(m+2) r−
n
2
− 1
m+2
−µrn−1dr,
(4.42)
here we have noted the fact of n−1− n2− 1m+2−µ = n2−1− 1m+2−µ > −1 for 0 < µ ≤ m2(m+2) ,
m ≥ 1 and n ≥ 3, thus the integral in last line of (4.42) is convergent. In order to give a precise
estimate to (4.42), setting ρ = (1 + φ(t)r) 12(m+2) , then
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∫ 1
0
(1 + φ(t)r)
−n−1
2
− m
2(m+2) r−
n
2
− 1
m+2
−µrn−1dr
=
∫ (1+φ(t)) 12(m+2)
1
ρ2−(m+2)n
(ρ2(m+2) − 1
φ(t)
)n
2
−1− 1
m+2
−µ
d
(ρ2(m+2) − 1
φ(t)
)
≤ Cφ(t)−n2+ 1m+2+µ
∫ (1+φ(t)) 12(m+2)
1
ρ(m+2)n−2(m+3)−2(m+2)µρ2(m+2)−1
ρ(m+2)n−2
dρ
= Cφ(t)−
n
2
+ 1
m+2
+µ
∫ (1+φ(t)) 12(m+2)
1
ρ−(m+2)µ−1dρ
≤ Cµφ(t)−
n−1
2
− m
2(m+2)
+µ
.
(4.43)
Thus combining(4.42) and (4.43) yields (4.38) with a positive constant C depends only on m, n
and µ.
To get (4.39), the small frequencies and large frequencies will be treated separately in the
Fourier integral operator of (4.36). As in [7], we shall use Sobolev trace theorem to handle the
small frequency part. More specifically, we first introduce a function ρ ∈ C∞(Rn) such that
ρ(ξ) =
{
1, |ξ| ≥ 2,
0, |ξ| ≤ 1.
For α = 1 + ν, let
(Tzg)(t, x) = (Rzg)(t, x) + (Szg)(t, x),
where
(Rzg)(t, x) =
(
z − (m+ 2)n + 2
2(m+ 2)
)
ez
2
∫
Rn
∫
1
2
φ(1)≤|y|≤φ(2)
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)
× (1 + φ(t)|ξ|)− m2(m+2)(1− ρ(φ(t)1−αδαξ))g(y) dξ|ξ|z dy,
(Szg)(t, x) =
(
z − (m+ 2)n + 2
2(m+ 2)
)
ez
2
∫
Rn
∫
1
2
φ(1)≤|y|≤φ(2)
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)
× (1 + φ(t)|ξ|)− m2(m+2) ρ(φ(t)1−αδαξ)g(y) dξ|ξ|z dy. (4.44)
It follows from Lemma A.3 and Lemma A.4 in Appendix that
‖ (Rzg)(t, ·) ‖L2(Rn)≤ Cφ(t)−
m
2(m+2) (φ(t)α−1δ−α)
1
m+2 ‖ g ‖L2(Rn) for Rez = 0, (4.45)
and
‖ Szg(t, ·) ‖L2({x:δ≤φ(t)−|x|≤2δ})≤ Cδ−
1
2 (φ(t)αδ−α)
− m
2(m+2) ‖ g ‖L2(Rn)
=Cφ(t)
− m
2(m+2) (φ(t)α−1δ−α)
1
m+2
( δ
φ(t)
)α−1
2 ‖ g ‖L2(Rn) for Rez = 0.
(4.46)
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Note that (4.46) is actually stronger than (4.39) and (4.45) by our assumptions of δ ≤ δφ(T0) ≤
φ(T ) and T2 ≤ t ≤ T . (4.45) together with (4.46) yields (4.39).
Collecting all the analysis above in Case (i)- Case (iii), (4.15) is proved in the case of large
time part.
4.2 Estimate for small time
Now we turn to the estimate of w1, which corresponds to the small time part of w in (4.1). Similar
to the treatment on w0 in the large time part of w, we shall prove (4.15).
As in the Subsection 4.1, we will divide the proof of (4.15) into the following two parts ac-
cording to the different values of δδ0 :
(i) δ0 ≤ δ ≤ 40 · φ(2)φ(1)δ0;
(ii) 40 · φ(2)φ(1)δ0 ≤ δ ≤ φ(T ).
4.2.1 The proof of (4.15) in Case (i)
In this case, one has that φ(T ) > φ(T0) ≥ 1 and δφ(T0) ≤ φ(T ). To prove (4.15), it suffices to
show
φ(T )
1
q0 ‖ v ‖Lq0 ({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ C ‖ G ‖
L
q0
q0−1 (R1+n+ )
. (4.47)
By φ(1) ≤ φ(T ) ≤ 10φ(2), we only need to prove
‖ v ‖Lq0 ({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ C ‖ G ‖
L
q0
q0−1 (R1+n+ )
. (4.48)
But this just only follows from the un-weighted Strichartz estimate in [9] (see Lemma 3.4 of [9]).
4.2.2 The proof of (4.15) in Case (ii)
In this case, we only need to prove
δ
1
q0
+ ν
2 ‖ v ‖Lq0 ({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ Cφ(T )
ν
2 δ
1
q0
0 ‖ G ‖
L
q0
q0−1 (R1+n+ )
. (4.49)
By (4.29)-(4.30), we can write
v =
∫ t
0
∫
Rn
∫
Rn
ei((x−y)·ξ±(φ(t)−φ(s))|ξ|)G(s, y)
× (1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) dξ
|ξ| 2m+2
dyds.
(4.50)
Set τ = φ(s)− |y|. Then we have
|v| ≤Cδ
1
q0
0
(∫ 2δ0
δ0
∣∣∣ ∫
Rn
∫
Rn
ei((x−y)·ξ±(φ(t)−τ−|y|)|ξ|)G(φ−1
(
τ + |y|), y)
× (1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) dξ
|ξ| 2m+2
dy
∣∣∣ q0q0−1 dτ) q0−1q0 . (4.51)
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As in (4.32) and (4.33), one has δ0 ≤ 14φ(1) and 12φ(1) ≤ |y| ≤ φ(2). Then
τ = φ(s)− |y| ≤ φ(s)− 1
2
φ(1).
This, together with t ≥ s, yields
φ(t)− τ
φ(t)
≥ φ(t)− φ(s) + φ(1)/2
φ(t)
≥ φ(1)
2φ(t)
≥ φ(1)
20φ(2)
> 0.
In addition, φ(t)− τ ≤ φ(t) holds. Thus, we can replace φ(t)− τ with φ(t) in (4.51) and consider
an operator as follows
(T˜ g)(t, x) =
∫
Rn
∫
Dy
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)
(
1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) g(y) dξ
|ξ| 2m+2
dy,
where Dy = {y ∈ Rn : 12φ(1) ≤ |y| ≤ φ(2)}. By a computation similar to Lemma A.2, we know
that (4.15) follows from
‖ (T˜ g)(t, ·) ‖Lq0 ({x:δ≤φ(t)−|x|≤2δ})≤ Cφ(t)
ν
2 δ
− ν
2
− 1
q0 ‖ g ‖
L
q0
q0−1 (Rn)
.
As in (4.37), we shall replace ν2 with νq0 and prove
‖ (T˜ g)(t, ·) ‖Lq0 ({x:δ≤φ(t)−|x|≤2δ})≤ Cφ(t)
ν
q0 δ
− ν
q0
− 1
q0 ‖ g ‖
L
q0
q0−1 (Rn)
. (4.52)
To deal with T˜ g, we write
T˜ g
=
∫
|ξ|≤1
∫
Dy
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)
(
1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) dξ
|ξ| 2m+2
g(y)dy
+
∫
|ξ|>1
∫
Dy
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)
(
1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) dξ
|ξ| 2m+2
g(y)dy
=: T˜ 1g + T˜ 2g.
(4.53)
By the uniform boundedness of φ(t) and φ(s) from below and above, we may consider
T 2g =
∫
|ξ|>1
∫
{y∈Rn: 1
2
φ(1)≤|y|≤φ(2)}
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)g(y)
dξ
|ξ|dy
instead of T˜ 2g in (4.53). Next we prove (4.52) for T˜ 1g and T 2g. As in the proof of previous “large
time” part, we shall use the complex interpolation method to establish (4.52). More specifically,
we set that for z ∈ C,
T 1z g =
∫
|ξ|≤1
∫
{y∈Rn: 1
2
φ(1)≤|y|≤φ(2)}
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]
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× (1 + φ(t)|ξ|)− m2(m+2) (1 + φ(s)|ξ|)− m2(m+2) dξ|ξ|z g(y)dy
and
T 2z g =
∫
|ξ|>1
∫
{y∈Rn: 1
2
φ(1)≤|y|≤φ(2)}
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]g(y)
dξ
|ξ|z dy.
We now prove the following inequalities
‖T 1z g(t, ·)‖L∞(Rn) ≤ ‖g‖L1(Rn), Re z =
(m+ 2)n + 2
2(m+ 2)
; (4.54)
‖T 1z g(t, ·)‖L2(Rn) ≤ (φ(t)νδ−(ν+1))
1
m+2 ‖g‖L2(Rn), Re z = 0; (4.55)
‖T 2z g(t, ·)‖L∞(Rn) ≤ ‖g‖L1(Rn), Re z =
(m+ 2)n + 2
4
; (4.56)
‖T 2z g(t, ·)‖L2(Rn) ≤ (φ(t)νδ−(ν+1))
1
m+2 ‖g‖L2(Rn), Re z = 0. (4.57)
From (4.54)-(4.57), by the interpolation among the L1−L∞ estimates ((4.54) and (4.56)) and the
L2 − L2 estimates ((4.55) and (4.57)), we get that for 2 ≤ q0 ≤ ∞ and j = 1, 2,
‖T jz g(t, ·)‖Lq0 (Rn) ≤ C
(
φ(t)νδ−(ν+1)
) 2
(m+2)q0 ‖g‖
L
q0
q0−1 (Rn)
= Cφ(t)
− ν
q0
m
m+2 δ
ν+1
q0
m
m+2φ(t)
ν
q0 δ
− ν+1
q0 ‖g‖
L
q0
q0−1 (Rn)
≤ Cφ(t)
ν
q0 δ
− ν+1
q0 ‖g‖
L
q0
q0−1 (Rn)
,
(4.58)
here we have used the facts of φ(t) ≥ φ(1) and δ ≤ 10φ(2) in the last inequality. From (4.58),
(4.52) is then proved.
Next we start to establish (4.54)-(4.57).
L
1 − L∞ estimates: At first, we derive the L1 − L∞ estimate for T 1z g. It follows from direct
computation that
|T 1z g| ≤
∣∣∣∣
∫
|ξ|≤1
|ξ|−
(m+2)n+2
2(m+2) dξ
∣∣∣∣‖g‖L1(Rn)
≤ C
∣∣∣∣
∫
r≤1
r−
n
2
− 1
m+2 rn−1dr
∣∣∣∣‖g‖L1(Rn)
≤ C‖g‖L1(Rn), Re z =
(m+ 2)n + 2
2(m+ 2)
.
Thus (4.54) is established. To study T 2z g, we shall introduce and estimate the corresponding dyadic
operators as in (4.19). Let Re z = (m+2)n+24 and Im z = θ, λj = 2j , then for j ≥ 0,
|T 2,jz g| =
∣∣∣∣θe−θ2
∫
Rn
∫
|ξ|≥1
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]β
( |ξ|
λj
)
g(y)
dξ
|ξ|z dy
∣∣∣∣
≤ Cλnj λ
−
(m+2)n+2
4
j ‖g‖L1(Rn).
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If m ≥ 2, then
|T 2,jz g| ≤ Cλ
− 1
2
j ‖g‖L1(Rn).
Summing up T 2,jz g with respect to j yields (4.56).
For the case of m = 1, we require a more careful analysis on T 2,jz g by applying the stationary
phase method. For this purpose, choosing a κ > 0 such that −n4 + 12 − κ > −n−12 , then it follows
from the stationary phase method that for Re z = 3n+24 ,∣∣∣∣
∫
|ξ|≥1
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]β
( |ξ|
λj
) dξ
|ξ|z
∣∣∣∣
≤ Cλnj λ
− 3n+2
4
j
(
1 +
(
φ(t)− |y|)λj)−n4+ 12−κ.
(4.59)
Note that as in (4.34), the factor φ(t) in (4.59) is actually φ(t)− τ , then
φ(t)− |y| = φ(t)− τ − |y| = φ(t)− φ(s).
Recall that by our assumption, supp v ⊆ {(t, x) : δ ≤ φ(t) − |x| ≤ 2δ, T/2 ≤ t ≤ T} and
suppG ⊆ {(s, y) : δ0 ≤ φ(s)− |y| ≤ 2δ0, 1 ≤ s ≤ 2}. Together with 40 · φ(2)φ(1)δ0 ≤ δ, this yields
φ(t)− φ(s) ≥ Cδ. Then∣∣∣∣
∫
Rn
∫
|ξ|≥1
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]β
( |ξ|
λj
)
g(y)
dξ
|ξ|z dy
∣∣∣∣
≤ Cλnj λ
− 3n+2
4
j
(
δλj
)−n
4
+ 1
2
−κ‖g‖L1(Rn)
≤ Cλ−κj δ−
n
4
+ 1
2
−κ‖g‖L1(Rn).
(4.60)
Subsequently,
|T 2,jz g| ≤ Cλ−κj δ−
n
4
+ 1
2
−κ‖g‖L1(Rn) with Re z =
3n + 2
4
. (4.61)
Summering up all the estimates on j ≥ 0 in (4.61), we get
|T 2z g| ≤ Cδ−
n
4
+ 1
2
−κ‖g‖L1(Rn) with Re z =
3n + 2
4
. (4.62)
In order to apply (4.62) to establish (4.52), we shall need a new version of (4.57). More specifi-
cally, for certain γ ∈ R, we intend to show
‖T 2z g(t, ·)‖L2(Rn) ≤ (φ(t)νδ−γ)
1
3 ‖g‖L2(Rn) with Re z = 0. (4.63)
If this is done, by interpolating (4.63) with (4.62), we then have
‖T jz g(t, ·)‖Lq0 (Rn) ≤ Cφ(t)−
ν
3q0 φ(t)
ν
q0 δ
− γ
3
2
q0
+
(
−n
4
+ 1
2
−κ
)(
1− 2
q0
)
‖g‖
L
q0
q0−1 (Rn)
. (4.64)
Note that δ ≤ 10φ(2). Then in order to get (4.52) by (4.64), we only need
−γ
3
2
q0
+
(− n
4
+
1
2
− κ)(1− 2
q0
) ≥ −(ν + 1) 1
q0
, (4.65)
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which means
γ <
1
2
+
3ν
2
+
4− 12κ
3n− 2 .
This can be easily achieved. Indeed, if n = 3, one can let κ be sufficiently small, then γ > 1 is
chosen; if n ≥ 4, we can choose γ > 12 .
To prove (4.63) for suitably chosen γ above, we set α = 1 + ν and replace the cut-off func-
tion ρ
(
φ(t)1−αδαξ
)
in (4.44) with ρ(φ(t)1−αδγξ). Then (4.63) can be obtained by repeating the
arguments of (4.45) and (4.46) with slight modifications, here we omit the details.
L
2 − L2 estimates: Since (4.57) has been replaced by (4.63) for m = 1, the left things are to
prove (4.55) for all m ≥ 1 and (4.57) for m ≥ 2. For this purpose, one just notes that |x| ≤
φ(t) ≤ 10φ(2) holds, thereafter the integral domain of v in (4.50) is bounded, thus it only suffices
to repeat the proofs in Subsection 4.1.3 to get (4.55) and (4.57), and the related details can be
omitted here.
5 The proof of (3.4)
Suppose that w solves (3.1), where F ≡ 0 if φ(t)− |x| < 1. By Theorem 2.1 of [29], we have
‖ w(t, ·) ‖L2(Rn)≤ Ct
∫ t
0
‖ F (s, ·) ‖L2(Rn) ds,
which yields that for 0 ≤ t ≤ 5,
‖ w ‖L2([0,5]×Rn)≤ C ‖ F ‖L2([0,5]×Rn) .
Note that φ(t)− |x| is bounded from below and above for 0 ≤ t ≤ 5, thus for any ν > 0,
∥∥∥(φ(t)2 − |x|2) m−22(m+2)−νw∥∥∥
L2([0,5]×Rn)
≤ C
∥∥∥(φ(t)2 − |x|2) 12+νF∥∥∥
L2(Rn+1+ )
. (5.1)
Next we suppose T ≥ 10. We split w as w = w0 + w1, where for j = 0, 1,{
(∂2t − tm∆)wj = F j,
wj(0, x) = 0, ∂tw
j(0, x) = 0
with
F 0 =


F, φ(t) ≤ φ(1)φ(T )
10φ(2)
,
0, φ(t) >
φ(T )φ(1)
10φ(2)
and F = F 0 + F 1. Then in order to prove (3.4), it suffices to show that for j = 0, 1,
∥∥∥(φ(t)2 − |x|2) m−22(m+2)−νwj∥∥∥
L2({(t,x):T
2
≤t≤T})
≤ Cφ(T )− ν4
∥∥∥(φ(t)2 − |x|2) 12+νF j∥∥∥
L2(Rn+1+ )
.
(5.2)
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Note that by the analogous treatment on wj as in (4.6)-(4.15), (5.2) would follow from
φ(T )
m−2
2(m+2)
− ν
2 δ
m−2
2(m+2)
+ ν
2 ‖ v ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ ), (5.3)
where suppG ⊆ {(t, x) : 1 ≤ t ≤ 2, δ0 ≤ φ(t)− |x| ≤ 2δ0}, and δ ≥ δ0.
5.1 Estimate of w0
Note that φ(T ) ≥ 10φ(2) holds for (t, x) ∈ suppw0. As in Section 4, we shall deal with the
estimates in different cases according to the different scales of δ.
5.1.1 δ ≥ 10φ(2)
As in Subsection 4.1.1, we shall use the pointwise estimate to handle the case of φ(t)− |x| ≥ δ ≥
10φ(2). We now write
v =
∞∑
j=−∞
vj =
∞∑
j=−∞
∫
Rn
∫
Rn
Kj(t, x; s, y)G(s, y)dyds,
where
Kj(t, x; s, y) =
∫
Rn
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)β
( |ξ|
2j
)
a(t, s, ξ)Gˆ(s, ξ)dξ.
By (4.24) and Ho¨lder’s inequality, we arrive at
|vj | ≤‖ Kj(t, x; s, y)(φ2(t)− |x|2)
1
2 ‖L2s,y‖ (φ2(t)− |x|2)−
1
2G(s, y) ‖L2s,y .
Taking N = n2 − 1m+2 in (4.24) and repeating the computations of (4.25) and (4.26), we have
‖ Kj(t, x; s, y)(φ2(t)− |x|2)
1
2 ‖L2s,y
≤ Cδ
1
2
0 φ(t)
−n−1
2
+ 1
2
− m
2(m+2) (φ(t)− |x|) 1m+2−n2+ 12
and
( ∫
Rn
∫
Rn
{
(φ(t)2 − |x|2)− 12G(s, y)}2dyds)12 ≤ C(δφ(T ))− 12 ‖ G ‖L2(Rn+1+ ) .
In addition, by −n−12 + 1m+2 < −12 for n ≥ 3 and m ≥ 1, a direct computation yields∥∥∥φ(t)−n−12 + 12− m2(m+2) (φ(t)− |x|)−n−12 + 1m+2∥∥∥
L2t,x
≤ Cn
( ∫ T
T
2
φ(t)−(n−1)+
2
m+2
∫ φ(t)−10φ(2)
0
(φ(t)− r) 2m+2−(n−1)rn−1drdt)12
≤ C( ∫ T
T
2
φ(t)
2
m+2dt
) 1
2
≤ CT.
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Thus we obtain
φ(T )
m−2
2(m+2)
− ν
2 δ
m−2
2(m+2)
+ ν
2 ‖ v ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤ φ(T ) m−22(m+2)− ν2 δ 12+ ν2 δ
1
2
0 (δφ(T ))
− 1
2T ‖ G ‖L2(Rn+1+ )
≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ )
(5.4)
and then (5.3) is proved.
5.1.2 δ0 ≤ δ ≤ 10φ(2)
Next we study (5.3) for the case of φ(t) − |x| ≤ 10φ(2). At first, we claim that under certain
restrictions on the variable ξ, this situation can be treated as in the proof of (4.39) in §4. Indeed,
recalling (4.29)-(4.30), and noting t ≥ s ≥ 1, then we can assume
v =
∫ t
0
∫
Rn
∫
Rn
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)φ(t)
− m
2(m+2) |ξ|−1G(s, y)dydξds.
As in the (4.1.3) of §4 for the proof of (3.3), we again split v into a low frequency part and a high
frequency part respectively. To this end, we choose a function β ∈ C∞0 (Rn) satisfying β = 1 near
the origin such that v = v0 + v1, where
v1 =
∫ t
0
∫
Rn
∫
Rn
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)φ(t)
− m
2(m+2)
1− β(δξ)
|ξ| G(s, y)dydξds.
If we set φ(s) = |y|+ τ and use Ho¨lder’s inequality as in (4.31), then
|v1| ≤ Cδ
1
2
0
(∫ 2δ0
δ0
∣∣∣∣
∫
Rn
∫
Rn
ei((x−y)·ξ+(φ(t)−τ−|y|)|ξ|)φ(t)
− m
2(m+2)
1− β(δξ)
|ξ| G(s, y)dydξ
∣∣∣∣
2
dτ
) 1
2
=: Cδ
1
2
0
(∫ 2δ0
δ0
|T1(t, τ, ·)|2dτ
)1
2
.
Note 1−β(δξ)|ξ| = O(δ). Then the expression of v1 is similar to (4.36) with Rez = 0 . Consequently
we can apply the method of (4.39) to get
‖ T1(t, τ, ·) ‖L2(Rn)≤ C
(
φ(t)− τ) ν2− m2(m+2) δ− ν+12 +1 ‖ G(s, ·) ‖L2(Rn),
which derives
‖ v1 ‖L2≤ Cδ
1
2
0 δ
− ν+1
2
+1φ(T )
ν
2
− m−2
2(m+2) ‖ G ‖L2(Rn+1+ ) .
Due to δ ≤ 10φ(2), the estimate (5.3) for v1 follows immediately.
We now estimate v0. At first, one notes that∣∣∣ ∫
|ξ|≤1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)φ(t)
− m
2(m+2)
β(δξ)
|ξ| dξ
∣∣∣
≤ C(1 + ∣∣φ(t)− φ(s)∣∣)−n−12 φ(t)− m2(m+2)
≤ C(1 + |x− y|)−n−12 φ(t)− m2(m+2) .
(5.5)
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In the last step of (5.5) we have used the fact φ(t) − φ(s) ≥ |x− y| for any (s, y) ∈ suppF and
(t, x) ∈ suppw. In fact, it follows from the formula in Theorem 2.4 of [30] that the solution of
(3.1) satisfies
w(t, x) = Cm
∫ t
0
∫ φ(t)−φ(s)
0
∂r1ψ(F )s(r1, x)
(
φ(t) + φ(s) + r1
)−γ(
φ(t) + φ(s)− r1
)−γ
×H(γ, γ, 1, z)dr1ds,
(5.6)
where z = (−r1+φ(t)−φ(s))(−r1−φ(t)+φ(s))(−r1+φ(t)+φ(s))(−r1−φ(t)−φ(s)) , H
(
γ, γ, 1, z
)
is the hypergeometric function, and
ψg(r1, x) stands for the solution of the linear wave equation{
∂2r1ψ −∆ψ = 0,
ψ(0, x) = 0, ∂r1ψ(0, x) = g(x).
Then by the finite propagation speed property for the linear wave operator and the expression (5.6),
we have that for any (s, y) ∈ suppF and (t, x) ∈ suppw,
φ(t)− φ(s) ≥ |x− y|.
Note that the corresponding inequality (5.3) holds when we replace v by
v01 =
∫ t
0
∫
Rn
∫
|ξ|≤1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)φ(t)
− m
2(m+2)
β(δξ)
|ξ| G(s, y)dydξds.
It follows from direct computation that
‖v01 ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤
∥∥∥ ∫∫∫
|ξ|≤1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)φ(t)
− m
2(m+2)
β(δξ)
|ξ| dξG(s, y)dyds
∥∥∥
L2t,x
≤ C
∥∥∥ ∫∫ (1 + ∣∣x− y∣∣)−n−12 φ(t)− m2(m+2)G(s, y)dyds∥∥∥
L2t,x
≤ Cφ(T )− m2(m+2)
∥∥∥( ‖ (1 + ∣∣x− y∣∣)−n−12 ‖L2s,y‖ G ‖L2
)∥∥∥
L2t,x
≤ Cφ(T )− m2(m+2) ‖ G ‖L2
∥∥∥( ∫ T
T
2
∫
δ≤φ(t)−|x|≤2δ
(
1 + |x− y|)−(n−1)dxdt)12∥∥∥
L2s,y
.
(5.7)
By |y| ≤ φ(2), then 12 |x| ≤ |x−y| ≤ 2|x| holds if |x| ≥ 2φ(2). On the other hand, if |x| < 2φ(2),
then the integral with respect to the variable x in last line of in (5.7) must be finite and can be
controlled by δ. This yields
∥∥∥(∫ T
T
2
∫
δ≤φ(t)−|x|≤2δ
(1 +
∣∣x− y∣∣)−(n−1)dxdt)12∥∥∥
L2s,y
≤ C
∥∥∥(∫ T
T
2
∫ φ(t)−δ
φ(t)−2δ
drdt
)1
2
∥∥∥
L2s,y
≤ C(δ0δT )
1
2 ,
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which implies that the left side of (5.3) can be controlled by
φ(T )
m−2
2(m+2)
− ν
2 δ
m−2
2(m+2)
+ ν
2 φ(T )
− m
2(m+2) (δ0δT )
1
2 ‖ G ‖L2≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ ) . (5.8)
Consequently, the proof on (5.3) will be completed if we could show that
φ(T )
m−2
2(m+2)
− ν
2 δ
m−2
2(m+2)
+ ν
2 ‖ v02 ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ ),
(5.9)
where
v02 =
∫ t
0
∫
Rn
∫
|ξ|≥1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)φ(t)
− m
2(m+2)
β(δξ)
|ξ| G(s, y)dydξds.
The first step in proving (5.9) is to notice that
‖ v02 ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤
∥∥∥∫ ‖ TˇG ‖L2({x:δ≤φ(t)−|x|≤2δ}) ds∥∥∥
L2({t:T
2
≤t≤T})
,
where
TˇG =
∫ ∫
|ξ|≥1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)φ(t)
− m
2(m+2)
β(δξ)
|ξ| G(s, y)dydξ.
To estimate ‖ TˇG ‖L2({x:δ≤φ(t)−|x|≤2δ}), it follows from Lemma A.5 and direct computation that
φ(T )
m−2
2(m+2)
− ν
2 δ
m−2
2(m+2)
+ ν
2 ‖ v02 ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤ Cφ(T ) m−22(m+2)− ν2 δ m−22(m+2)+ ν2 δ 12T 12φ(T )− m2(m+2)
×
( ∞∑
j=0
2
j
2
∥∥∥ ∫∫ ei(−y·ξ−φ(s))|ξ|)β(δξ)|ξ| G(s, y)dyds
∥∥∥
L2(2j≤|ξ|≤2j+1)
)
≤ Cδ mm+2
( ∞∑
j=0
∥∥∥∫∫∫
2j≤|ξ|≤2j+1
ei((x−y)·ξ−φ(s))|ξ|)
β(δξ)
|ξ| 12
G(s, y)dydξds
∥∥∥
L2x
)
.
(5.10)
Then applying Ho¨lder’s inequality as in (4.31) yields
∥∥∥∫∫∫
2j≤|ξ|≤2j+1
ei((x−y)·ξ−φ(s))|ξ|)
β(δξ)
|ξ| 12
G(s, y)dydξds
∥∥∥
L2x
≤ Cδ
1
2
0
(∫∫ ∣∣∣ ∫∫
2j≤|ξ|≤2j+1
ei((x−y)·ξ−(|y|+τ)|ξ|)
β(δξ)
|ξ| 12
G(φ−1(|y|+ τ), y)dydξ
∣∣∣2dxdτ)12 .
(5.11)
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On the other hand, by applying Lemma 3.2 in [7], we obtain that for each fixed j ≥ 0,∥∥∥∫∫
2j≤|ξ|≤2j+1
ei((x−y)·ξ−(|y|+τ)|ξ|)
β(δξ)
|ξ| 12
G(φ−1(|y|+ τ), y)dydξ
∥∥∥
L2τ,x
≤ C
(∫∫
φ(1)≤|y|+τ≤φ(2)
∣∣G(φ−1(|y|+ τ), y)∣∣2 dydτ) 12
= C
(∫∫
φ(1)≤|y|+τ≤φ(2)
∣∣G(φ−1(|y|+ τ), y)∣∣2 dτdy) 12
≤ C
(∫
Rn
∫ 2
1
|G(s, y)|2sm2 dsdy
)1
2
≤ C
(∫
Rn
∫ 2
1
|G(s, y)|2dsdy
)1
2
≤ C ‖ G ‖L2(Rn+1+ ) .
(5.12)
On the other hand, in the support of β(δξ), one has 2jδ ≤ |ξ|δ ≤ C , which derives
j ≤ C(1 + | ln δ|). (5.13)
Substituting (5.12) and (5.13) into (5.11) and further (5.10), we arrive at
φ(T )
m−2
2(m+2)
− ν
2 δ
m−2
2(m+2)
+ ν
2 ‖ v02 ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤ Cδ mm+2 (1 + | ln δ|)δ
1
2
0 ‖ G ‖L2(Rn+1+ )
≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ ) .
5.2 Estimate of w1
We only need to prove (5.3) for φ(T ) ≤ 10φ(2). In this case we must have δ0 ≤ δ ≤ 10φ(2). Our
task is reduced to prove
δ
m−2
2(m+2)
+ ν
2 ‖ v ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ ) . (5.14)
As in Subsection 5.1.2, we can write
v =
∫ t
0
∫
Rn
∫
Rn
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)|ξ|−1G(s, y)dydξds.
Note in this case the time variable t is bounded from both below and above, thus we do not require
to focus on the term φ(t)−
m
2(m+2) in Subsection 5.1. As in Subsection 5.1.2, we shall split v into
a low frequency part and a high frequency part respectively. To this end, we choose a function
β ∈ C∞0 (Rn) satisfying β = 1 near the origin such that v = v0 + v1, where
v1 =
∫ t
0
∫
Rn
∫
Rn
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)
1− β(δξ)
|ξ| G(s, y)dydξds.
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If we set φ(s) = |y|+ τ and use Ho¨lder’s inequality as in (4.31), then
|v1| ≤ Cδ
1
2
0
(∫ 2δ0
δ0
∣∣∣∣
∫
Rn
∫
Rn
ei((x−y)·ξ+(φ(t)−τ−|y|)|ξ|)
1− β(δξ)
|ξ| G(s, y)dydξ
∣∣∣∣
2
dτ
)1
2
=: Cδ
1
2
0
(∫ 2δ0
δ0
|T¯1(t, τ, ·)|2dτ
)1
2
.
Note 1−β(δξ)|ξ| = O(δ). Then the expression of v1 is similar to (4.36) with Rez = 0 . Consequently
we can apply the method of (4.39) to get
‖ T¯1(t, τ, ·) ‖L2(Rn)≤ C
(
φ(t)− τ) ν2 δ− ν+12 +1 ‖ G(s, ·) ‖L2(Rn),
which derives
‖ v1 ‖L2≤ Cδ
1
2
0 δ
− ν+1
2
+1φ(T )
ν
2 ‖ G ‖L2(Rn+1+ ) .
Due to δ ≤ φ(T ) ≤ 10φ(2) and φ(T ) ≥ φ(1), the estimate (5.14) for v1 follows immediately.
We now estimate v0. At first, one notes that similarly to (5.5), we have∣∣∣∣
∫
|ξ|≤1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)
β(δξ)
|ξ| dξ
∣∣∣∣ ≤ C(1 + ∣∣x− y∣∣)−n−12 .
Thus the corresponding inequality (5.3) holds as long as we replace v by
v01 =
∫ t
0
∫
Rn
∫
|ξ|≤1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)
β(δξ)
|ξ| G(s, y)dydξds.
As in (5.7) one has
‖v01 ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤
∥∥∥ ∫∫∫
|ξ|≤1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)
β(δξ)
|ξ| dξG(s, y)dyds
∥∥∥
L2t,x
≤ C ‖ G ‖L2
∥∥∥( ∫ T
T
2
∫
δ≤φ(t)−|x|≤2δ
(1 +
∣∣x− y∣∣)−(n−1)dxdt)12∥∥∥
L2s,y
.
Note that in this case of |x| ≤ φ(t) ≤ 10φ(2), a direct computation yields
∥∥∥(∫ T
T
2
∫
δ≤φ(t)−|x|≤2δ
(
1 +
∣∣x− y∣∣)−(n−1)dxdt)12∥∥∥
L2s,y
≤ C
∥∥∥( ∫ T
T
2
∫ φ(t)−δ
φ(t)−2δ
drdt
)1
2
∥∥∥
L2s,y
≤ C(δ0δT )
1
2 ,
which implies that the left side of (5.14) can be controlled by
δ
m−2
2(m+2)
+ ν
2 (δ0δT )
1
2 ‖ G ‖L2≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ ) . (5.15)
37
Consequently, our proof will be completed if we could show that
δ
m−2
2(m+2)
+ ν
2 ‖ v02 ‖L2({(t,x):T
2
≤t≤T,δ≤φ(t)−|x|≤2δ})
≤ Cδ
1
2
0 ‖ G ‖L2(Rn+1+ ),
where
v02 =
∫ t
0
∫
Rn
∫
|ξ|≥1
ei((x−y)·ξ+(φ(t)−φ(s))|ξ|)
β(δξ)
|ξ| G(s, y)dydξds.
But this just only follows from the estimate of v02 in Subsection 5.1.2 if one notes the fact of
δ ≤ φ(T ) ≤ 10φ(2).
Collecting the estimates on w0 and w1 in Subsection 5.1 and Subsection 5.2 respectively, the
proof of (3.4) is completed.
6 Proof of Theorem 1.1.
Based on the weighted inequalities §3-§5, we begin the proof of Theorem 1.1.
Proof. By the local existence and regularity of solution u to (1.2) (for examples, one can see [19]
or references therein), one knows that u ∈ C∞([0, T0]×Rn) exists for any fixed constant T0 < 1
and u has a compact support on the variable x. Moreover, for any N ∈ N,∥∥∥u(T0
2
, ·
)∥∥∥
CN
+
∥∥∥∂tu(T0
2
, ·
)∥∥∥
CN
≤ CNε. (6.1)
Then we can take (u(T02 , x), ∂tu(
T0
2 , x)) as the new initial data to solve (1.2) from t = T02 .
Now we use the standard Picard iteration to prove Theorem 1.1. Let u−1 ≡ 0, and for k =
0, 1, 2, 3, . . ., let uk be the solution of the following equation{
∂2t uk − tm△uk = Fp(t, uk−1), (t, x) ∈
(
T0
2 ,∞
) ×Rn,
uk
(
T0
2 , x
)
= u
(
T0
2 , x
)
∂tuk
(
T0
2 , x
)
= ∂tu
(
T0
2 , x
)
.
For p ∈ (pcrit(m,n), pconf (m,n)), we can fix a number γ > 0 satisfying
1
p(p+ 1)
< γ <
(m+ 2)n − 2
2(m+ 2)
− (m+ 2)n −m
(m+ 2)(p + 1)
.
Set
Mk =
∥∥∥((φ(t) +M)2 − |x|2)γuk∥∥∥
Lq([
T0
2
,∞)×Rn)
,
Nk =
∥∥∥((φ(t) +M)2 − |x|2)γ(uk − uk−1)∥∥∥
Lq([
T0
2
,∞)×Rn)
,
where q = p+1. By (6.1) and Theorem 2.1 we know that there exists a constant C0 > 0 such that
M0 ≤ C0ε.
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Notice that for j, k ≥ 0,{
∂2t (uk+1 − uj+1)− tm∆(uk+1 − uj+1) = V (uk, uj)(uk − uj),
(uk+1 − uj+1)
(
T0
2 , x
)
= 0, ∂t(uk+1 − uj+1)
(
T0
2 , x
)
= 0,
where ∣∣V (uk, uj)∣∣ ≤
{
C(|uk|+ |uj|)p−1 if t ≥ T0,
C(1 + |uk|+ |uj |)p−1 if T02 ≤ t ≤ T0.
By our assumptions
γ <
(m+ 2)n − 2
2(m+ 2)
− (m+ 2)n −m
(m+ 2)q
and pγ > 1
q
, q = p+ 1,
then applying Theorem 3.2 and Ho¨lder’s inequality yields∥∥∥((φ(t) +M)2 − |x|2)γ(uk+1 − uj+1)∥∥∥
Lq([
T0
2
,∞)×Rn)
≤ C
∥∥∥((φ(t) +M)2 − |x|2)pγV (uk, uj)(uk − uj)∥∥∥
L
q
q−1 ([
T0
2
,∞)×Rn)
≤ C
{∥∥∥((φ(t) +M)2 − |x|2)γ(1 + |uk|+ |uj |)∥∥∥
Lq([
T0
2
,T0]×Rn)
+
∥∥∥((φ(t) +M)2 − |x|2)γ(|uk|+ |uj |)∥∥∥
Lq([T0,∞]×Rn)
}p−1
×
∥∥∥((φ(t) +M)2 − |x|2)γ(uk − uj)∥∥∥
Lq([
T0
2
,∞)×Rn)
≤ C(C1T 1q0 +Mk +Mj)p−1∥∥∥((φ(t) +M)2 − |x|2)γ(uk − uj)∥∥∥
Lq([
T0
2
,∞)×Rn)
.
(6.2)
If j = −1, then Mj = 0, and we conclude that from (6.2)
Mk+1 ≤M0 + Mk
2
for C
(
C1T
1
q
0 +Mk
)p−1 ≤ 1
2
.
This yields that
Mk ≤ 2M0 if C
(
C1T
1
q
0 + C0ε
)p−1 ≤ 1
2
.
Thus we get the boundedness of {uk} in the space Lq(Rn+1+ ) when the fixed constant T0 and ε > 0
are sufficiently small. Similarly, we have
Nk+1 ≤ 1
2
Nk,
which derives that there exists a function u ∈ Lq([T02 ,∞)×Rn) such that uk → u ∈ Lq([T02 ,∞)×
Rn
)
. In addition, by the uniform boundedness of Mk and the computations above, one easily ob-
tains
‖ Fp(t, uk+1)− Fp(t, uk) ‖
L
q
q−1 ([
T0
2
,∞)×Rn)
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≤ C ‖ uk+1 − uk ‖Lq([T0
2
,∞)×Rn)
≤ Cφ
(T0
4
)−γ
Nk
≤ C2−k.
Therefore Fp(t, uk) → Fp(t, u) in L
q
q−1
([
T0
2 ,∞
) × Rn) and hence u is a weak solution of (1.2)
in the sense of distributions. Then we complete the proof of Theorem 1.1.
A Appendix.
The first lemma is from Lemma 3.8 of [13].
Lemma A.1. Assume that β(τ) ∈ C∞0 (12 , 2) and
∞∑
j=−∞
β( τ
2j
) ≡ 1 for τ > 0. Define the
Littlewood-Paley operators of function G as follows
Gj(t, x) = (2pi)
−n
∫
Rn
eix·ξβ(
|ξ|
2j
)Gˆ(t, ξ)dξ.
Then one has that
‖ G ‖LstLqx≤ C(
∞∑
j=−∞
‖ Gj ‖2LstLqx)
1
2 for 2 ≤ q <∞ and 2 ≤ s ≤ ∞
and
(
∞∑
j=−∞
‖ Gj ‖2LrtLpx)
1
2 ≤ C ‖ G ‖LrtLpx for 1 < p ≤ 2 and 1 ≤ r ≤ 2.
The following lemma is a variant of Lemma 3.2 in [7].
Lemma A.2. If (4.35) holds, then (4.15) holds.
Proof. If (4.35) holds, then we arrive at
‖ v ‖Lq0 ({(t,x):δ≤φ(t)−|x|≤2δ})
≤ Cδ
1
q0
0
∥∥∥( ∫ 2δ0
δ0
‖ (TG)(φ(t)− τ, ·) ‖ q0q0−1Lq0 ({x:δ≤φ(t)−|x|≤2δ}) dτ)
q0−1
q0
∥∥∥
L
q0
t
≤ Cδ
1
q0
0
∥∥∥∥
(∫ 2δ0
δ0
((
φ(t)− τ)ν− m+4q0(m+2) δ−ν− 1q0 ‖ G(τ, ·) ‖
L
q0
q0−1
) q0
q0−1dτ
) q0−1
q0
∥∥∥∥
L
q0
t
≤ Cδ
1
q0
0
∥∥∥φ(t)ν− m+4q0(m+2) δ−ν− 1q0 ( ∫ 2δ0
δ0
‖ G(τ, ·) ‖
q0
q0−1
L
q0
q0−1
dτ
) q0−1
q0
∥∥∥
L
q0
t
≤ Cδ
1
q0
0 δ
−ν− 1
q0
( ∫ T
T
2
φ(t)q0ν−
m+4
m+2dt
) 1
q0 ‖ G ‖
L
q0
q0−1
≤ Cδ
1
q0
0 δ
−ν− 1
q0 φ(T )
ν− 1
q0 ‖ G ‖
L
q0
q0−1
,
which derives (4.15).
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Lemma A.3. (4.45) holds.
Proof. We will apply Lemma 3.2 in [7] and the dual argument to derive (4.45). For h ∈ L2(Rn),
due to (R∗zh, g¯) = (h, R¯zg), then
‖ Rzg ‖L2= sup
h∈L2
∣∣(h, R¯zg)∣∣
‖ h ‖L2
≤ sup
h∈L2
‖ R∗zh ‖L2
‖ h ‖L2
‖ g ‖L2 .
Since
(Rzg)(t, x) =
(
z − (m+ 2)n + 2
2(m+ 2)
)
ez
2
∫
Rn
∫
1
2
φ(1)≤|y|≤φ(2)
ei((x−y)·ξ−(φ(t)−|y|)|ξ|)
×
(
1− ρ(φ(t)1−αδαξ))(1 + φ(t)|ξ|)− m2(m+2) g(y) dξ|ξ|z dy,
the dual operator of Rzg is
(R∗zh)(y) =
(
z¯ − (m+ 2)n + 2
2(m+ 2)
)
ez¯
2
∫ ∫
ei((y−x)·ξ+(φ(t)−|y|)|ξ|)
×
(
1− ρ(φ(t)1−αδαξ))(1 + φ(t)|ξ|)− m2(m+2)h(x) dξ|ξ|z¯ dxdξ
= (z¯ − (m+ 2)n+ 2
2(m+ 2)
)ez¯
2
∫
ei(y·ξ−|y||ξ|)eiφ(t)|ξ|
×
(
1− ρ(φ(t)1−αδαξ))(1 + φ(t)|ξ|)− m2(m+2) |ξ|−z¯hˆ(ξ)dξ.
Denote
Hˆ(ξ) = eiφ(t)|ξ|
(
1− ρ(φ(t)1−αδαξ))(1 + φ(t)|ξ|)− m2(m+2) |ξ|−z¯hˆ(ξ).
Then it follows from direct computation that
‖ R∗zg ‖L2( 1
2
φ(1)≤|y|≤φ(2))
≤ C
(
‖ Hˆ ‖L2(|ξ|≤1) +
∞∑
k=0
2
k
2 ‖ Hˆ ‖L2(2k≤|ξ|≤2k+1)
)
(by Lemma 3.2 of [7])
≤ C
(
‖ Hˆ ‖L2(|ξ|≤1) +
∞∑
2k+1≤φ(t)α−1δ−α
2
k
2 ‖ Hˆ ‖L2(2k≤|ξ|≤2k+1)
)
.
(A.1)
If k ≥ 0, then
‖ Hˆ ‖L2(2k≤|ξ|≤2k+1)≤ C2−k
m
2(m+2)φ(t)
− m
2(m+2) ‖ hˆ ‖L2(2k≤|ξ|≤2k+1) . (A.2)
Next we estimate the remaining part ‖ Hˆ ‖L2(|ξ|≤1) in (A.1). We first consider the special case, that
is, hˆ(ξ) is a polynomial. More specifically, without loss of generality, we assume that hˆ(ξ) = ξl1,
l ∈ N. Note that the integral domain {ξ : |ξ| ≤ 1} is contained in the area D = {ξ : |ξj| ≤ 1, j =
1, ..., n}. Set D′ = {(ξ2, ..., ξn) : |ξj| ≤ 1, j = 2, ..., n}. Then we have that for hˆ(ξ) = ξl1,
‖ Hˆ ‖L2(|ξ|≤1)≤ I =:
∫
D
ξ2l1(
1 + φ(t)|ξ|) mm+2 dξ.
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Note that ξ = (ξ1, ξ′). Then
I =
∫
D′
dξ′
∫ 1
−1
ξ2l1
(1 + φ(t)|ξ|) mm+2
dξ1
=
2
2l + 1
∫
D′
1
(1 + φ(t)|ξ|) mm+2
dξ′
∣∣∣
ξ1=1
+
m
(2l + 1)(m + 2)
∫
D′
dξ′
∫ 1
−1
ξ2l+11
ξ1
|ξ|φ(t)
(1 + φ(t)|ξ|) mm+2+1
dξ1
≤ 2
2l + 1
∫
D′
1
(1 + φ(t))
m
m+2
dξ′ +
m
(2l + 1)(m+ 2)
∫
D′
dξ′
∫ 1
−1
ξ2l1 |ξ|φ(t)
(1 + φ(t)|ξ|) mm+2+1
dξ1
≤ 2Cn
2l + 1
(1 + φ(t))−
m
m+2 +
m
m+ 2
I,
where Cn =
∫
D′ dξ
′ only depends on n. Thus we have
(1− m
m+ 2
)I ≤ 2Cn
2l + 1
(1 + φ(t))−
m
m+2 = 2(1 + φ(t))−
m
m+2
∫
D
ξ2l1 dξ.
This yields
(
∫
D
ξ2l1
(1 + φ(t)|ξ|) mm+2
dξ)
1
2 ≤ Cm(1 + φ(t))−
m
2(m+2) ‖ ξl1 ‖L2(D) . (A.3)
Analogously, we can prove the same estimates (A.3) for all the polynomial hˆ(ξ):
(
∫
D
|hˆ(ξ)|2
(1 + φ(t)|ξ|) mm+2
dξ)
1
2 ≤ Cm(1 + φ(t))−
m
2(m+2) ‖ hˆ(ξ) ‖L2(D) . (A.4)
For each fixed t > 0 and nonzero hˆ(ξ) ∈ L2, we can find a continuous function gt(ξ) such that
‖ hˆ− gt ‖L2(D)≤
1
3
(1 + φ(t))
− m
2(m+2) ‖ hˆ ‖L2(D) .
Since D is compact, by Stone-Weierstrass theorem, we can find a polynomial pt(ξ) such that
‖ pt − gt ‖L2(D)≤
1
3
(1 + φ(t))
− m
2(m+2) ‖ hˆ ‖L2(D) .
Then we obtain the estimate
‖ Hˆ ‖L2(D)≤ C(1 + φ(t))−
m
2(m+2) ‖ hˆ ‖L2(D) . (A.5)
Combining (A.2) and (A.5) yields (4.45).
Lemma A.4. (4.46) holds true.
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Proof. Denote Kz by the kernel of the operator Sz. Then
Kz(t;x, y) =(z − (m+ 2)n + 2
2(m+ 2)
)ez
2
∫
Rn
ei[(x−y)·ξ−(φ(t)−|y|)|ξ|]
× ρ(φ(t)1−αδαξ)(1 + φ(t)|ξ|)− m2(m+2) dξ|ξ|z with Rez = 0.
(A.6)
Note that |ξ| ≥ φ(t)α−1δ−α holds in the integral of (A.6). Therefore it follows from Lemma 3.3
in [7] and the assumption of δ ≤ 10φ(2) that for any N ∈ R+,
|Kz| ≤ CN
( δ
φ(t)
)N
(φ(t)αδ−α)
− m
2(m+2) ≤ CN
( 1
φ(t)
)N
(φ(t)αδ−α)
− m
2(m+2)
if
∣∣∣|x− y| − ∣∣φ(t)− |y|∣∣∣∣∣ ≥ δ
2
.
This yields (4.46) when
∣∣∣|x− y| − ∣∣φ(t)− |y|∣∣∣∣∣ ≥ δ2 . For the case of ∣∣∣|x− y| − ∣∣φ(t)− |y|∣∣∣∣∣ < δ2 ,
analogously treated as in Lemma 3.4-Lemma 3.5 and Proposition 3.6 of [7], (4.46) can be also
derived, here we omit the detail since the proof procedure is completely similar to that in [7].
Lemma A.5. One has that for δ > 0,∥∥∥ ∫
Rn
ei(x·ξ+t|ξ|)fˆ(ξ)dξ
∥∥∥
L2({x:δ≤t−|x|≤2δ})
≤ Cδ 12
(
‖fˆ ‖L2(|ξ|≤1) +
∞∑
k=0
2
k
2 ‖fˆ ‖L2(2k≤|ξ|≤2k+1)
)
.
(A.7)
Proof. Note that∥∥∥ ∫
Rn
ei(x·ξ+t|ξ|)fˆ(ξ)dξ
∥∥∥
L2({x:δ≤t−|x|≤2δ})
= (t− δ)−n2
∥∥∥ ∫ ei(x·ξ+ tt−δ |ξ|)fˆ( ξ
t− δ
)
dξ
∥∥∥
L2({x: t−2δ
t−δ
≤|x|≤1})
.
By applying the Sobolev trace theorem to the function
∫
ei(x·ξ+
t
t−δ
|ξ|)fˆ( ξt−δ )dξ for the variable x,
we find that ∫
θ∈Sn−1
∣∣∣ei(rθ·ξ+ tt−δ |ξ|)fˆ( ξ
t− δ
)
dξ
∣∣∣2dθ
≤ C
(∥∥∥fˆ( ξ
t− δ
)∥∥∥
L2(|ξ|≤1)
+
∞∑
j=0
2
j
2
∥∥∥fˆ( ξ
t− δ
)∥∥∥
L2(2j≤|ξ|≤2j+1)
)2
.
(A.8)
Integrating (A.8) with respect to r yields∥∥∥ ∫
Rn
ei(x·ξ+t|ξ|)fˆ(ξ)dξ
∥∥∥
L2({x:δ≤t−|x|≤2δ})
≤
( t− 2δ
t− δ
)n−1
2
( δ
t− δ
) 1
2
(t− δ)−n2
(∥∥∥fˆ( ξ
t− δ
)∥∥∥
L2(|ξ|≤1)
+
∞∑
j=0
2
j
2
∥∥∥fˆ( ξ
t− δ
)∥∥∥
L2(2j≤|ξ|≤2j+1)
)
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≤ C
( δ
t− δ
) 1
2
(t− δ)−n2
(
(t− δ) 12
∥∥∥fˆ( ξ
t− δ
)∥∥∥
L2(|ξ|≤t−δ)
+
∑
2j≥t−δ
2
j
2
∥∥∥fˆ( ξ
t− δ
)∥∥∥
L2(2j≤|ξ|≤2j+1)
)
≤ C
( δ
t− δ
) 1
2
(t− δ) 12
(
‖ fˆ(ξ) ‖L2(|ξ|≤1) +
∞∑
j=0
2
j
2 ‖ fˆ(ξ) ‖L2(2j≤|ξ|≤2j+1)
)
≤ Cδ 12
(
‖ fˆ(ξ) ‖L2(|ξ|≤1) +
∞∑
j=0
2
j
2 ‖ fˆ(ξ) ‖L2(2j≤|ξ|≤2j+1)
)
.
Thus, the proof of (A.7) is completed.
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