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Due to the high initial capital cost of photovoltaic (PV) panels and their low conversion 
efficiency, it is imperative to operate the PV system at its maximum power point (MPP). 
In this context, the goal in this thesis is to develop and improve the PV system, by 
contributing to the optimization of energy withdrawn from the PV panel using an 
embedded system. For this purpose, the model of the PV panel is first studied in accordance 
with the real behavior of the PV panel. The single diode model of the PV panel is first 
developed in Matlab environment to obtain an excellent correspondence to manufacturer’s 
published curves and represent the effects of insolation and temperature on the solar 
characteristics. Secondly, the small-signal model for DC-DC Boost converter, with/without 
parasitic elements, operating in continuous conduction mode (CCM)/discontinuous 
conduction mode (DCM) is developed to understand the basic features of the switching 
system and investigate the effects of parasitic elements and losses on the model accuracy, 
the efficiency and the dynamic performance of the system. Next, this work proposes a 
design of a feedback controller for a DC-DC Boost converter to yield a robust, closed-loop 
controller structure with stable static and dynamic characteristics over the whole 
operational range of the converter. Moreover, a study of different numerical integration 
methods is presented to enable the implementation of real-time models in embedded 
hardware platforms.    
The primary objective of the research proposed is to control the output voltage or current 
of the PV array to generate maximum possible power at a certain irradiance and 
temperature. This can be achieved by implementing the maximum power theorem for load 
matching using the relationship between input and output impedances. To achieve this 
objective, the popular MPPT Perturb-and-Observe (P&O) technique is used as a test bench. 
This is followed by the development of a novel intelligent method using a Kalman Filter 
as an alternative to provide an acceptable performance against both the noises and dynamic 
environmental changes. Due to the excellent estimation ability of the Kalman Filter in the 
dynamic system within a noisy environment, an accurate MPP can be predicted without 




A PV test system with a 100 kW PV array and MPPT controller using the traditional 
P&O and KF algorithms was used. The PV panel output power was controlled by three 
methods: (a) without any MPPT (i.e. open loop), (b) with an MPPT using the P&O 
algorithm, and (c) with an MPPT using the proposed KF algorithm. The obtained results 
clearly highlight the superiority of the proposed method with a very high level of 
robustness, reliability and accuracy. Furthermore, a Matlab simulation model yields an 
efficiency of 99.38 % under the standard test condition (STC), which is almost 5 % higher 
than the conventional P&O method under the same conditions. Finally, a hardware 
implementation of the system is tested on an FPGA chip Altera Cyclone II EP2C20F484C7 
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Chapter 1.   Introduction 
 
This chapter presents the motivation behind the work done in this thesis. The chapter 




In recent years, the world's electricity systems are starting to decentralize, decarbonize, 
and democratize in many cases [1]. These features, known as the “three Ds”, are driven by 
the need to reduce greenhouse gas (GHG) emissions to alleviate climate change, to provide 
higher reliability and resilience for critical loads, reduce electricity costs, substitute aging 
grid infrastructure, and to supply electricity in areas not served by existing grid 
infrastructure. While the compromise between the technical driving factors and the details 
of specific solution may differ from one place to another, microgrids came to offer a 
flexible solution for managing distributed energy resources (DERs) that can meet the 
different requirements of different communities. 
The concept of microgrid is gaining rapid acceptance because of the environmentally 
friendly energy provision, its cost effectiveness, improvement in power quality and 
reliability, and reduction in line congestion and losses, reduction in infrastructure 
investment needs. From the customer point of view, the microgrid is designed to meet their 
electrical and heat energy demand and avoid load shedding [2].  
In order to effectively integrate DERs into a MG, proper architectures should be 
implemented, based on AC, DC and hybrid AC/DC systems, seeking the highest reliability 
and efficiency [3]. The existing grid infrastructure, the distributed energy resources to be 
integrated, as well as specific customer-oriented requirements, will determine the most 
suitable electrical architecture of the MG. Since the late 19th century, AC has been the 
standard choice for commercial energy systems, based mainly on the ease to transform AC 
voltage into different levels, the capability to transmit power over long distances and its 
inherent characteristic from the fossil energy-driven rotating machines with their 
synchronous generators. Therefore, AC distribution is the most popular and commonly 




network infrastructure (distribution, transformers, protections, etc.), AC microgrids are 
easier to design and implement and are built on proven and thus reliable technology. 
However, DC distribution has shown a resurgence in recent years due to the development 
and deployment of RES based on DC power sources, and the rapid growth of DC loads, 
which constitute today the vast majority of loads in most power systems. DC distribution 
presents several advantages, such as reduction of the power losses and voltage drops, and 
an increase of capacity of power lines, mainly due to the lack of reactive power flows, 
absence of voltage drops in lines reactance and non-existence of skin and proximity 
effects then reducing ohmic resistance of lines. According to this, its planning, 
implementation and operation is simpler and less expensive [4]. 
Conventional power generation schemes are based on the usage of fossil fuels. With the 
rapid growth of population, the reserve of fossil fuels is on the verge of depletion. 
Furthermore, this is compounded by the adversities of environmental pollution, threatening 
all living beings to the very existence. Renewable energy sources on the other hand serve 
as an alternate source of power generation [5]. Several sources like wind, solar, biogas etc. 
are important energy sources. Energy from the sun is the best option for renewable energy 
as it is available almost everywhere and is free to harness. Sunlight is converted to 
electricity by a physical process known as photovoltaic effect. Sunlight is composed of 
photons, or particles of solar energy. These photons contain various amounts of energy 
corresponding to different wavelengths of the solar spectrum. When photons strike a PV 
cell, they may be reflected or absorbed, or they may pass right through. Only the absorbed 
photons generate electricity. When this happens, the energy of the photon is transferred to 
an electron in an atom of the cell (which actually is a semiconductor). With its newfound 
energy, the electron is able to escape from its normal position associated with that atom to 
become part of the current in an electrical circuit. By leaving this position, the electron 
causes a hole to form. Special electrical properties of the PV cell—a built-in electric field—
provide the voltage needed to drive the current through an external load. Photovoltaic 
arrays are used in many applications such as water pumping, battery charging, hybrid 
vehicles and grid connected systems [6].  
With the rapid growth of power electronic (PE) techniques, the use of solar energy in 




places like roofs and deserts, or they can produce electricity for remote locations where 
there is no electricity network. Due to the equipment required, PV power generation is 
more expensive than other resources. It suffers from a few drawbacks, including high cost 
of implementation and low efficiency. Governments are promoting it with subsidies or 
feed-in tariffs, expecting the development of the technology so that in the near future it will 
become competitive [7]-[8]. 
In the province of Ontario, Canada, as of December 2013, the cumulative PV installed 
capacity stood at 470 MW-AC under the Renewable Energy Standard Offer Program 
(RESOP), 390 MW-AC under the Feed-in Tariff (FIT) program and 160 MW-AC under 
the micro FIT program for a total of 1020 MW-AC. The total amount of installed and under 
development PV capacity in Ontario is approximately 2000 MW-AC [9]. At 2.3 MW-DC, 
the Vine Fresh Produce Project [9] is the largest rooftop installation in Ontario under the 
FIT program as shown in Figure 1.1. It is also the largest micro-inverter installation in the 
world. 
 
Figure 1.1:   Vine Fresh Produce's greenhouse project - the largest rooftop installation in Ontario under the FIT 
program [9] 
 
The principal advantages associated with solar photovoltaic arrays are that it consists of 
no moving parts. Does not produce any noise and maintenance costs are minimal. Amount 
of energy from sun is so large that in one hour it can provide more than enough energy for 
human population in one year [10]. 
In today’s world, renewable energy sources (wind, solar, biogas etc.) play an important 




to harness. Solar radiation, converted to electrical energy by using photovoltaic (PV) cells, 
can be used either as standalone or in grid-connected configurations. However, for PV 
systems the amount of electric power generated changes continuously with daylight hours 
and weather conditions. In general, the V-I curve for a PV array is non–linear so a specific 
point on the curve, namely Maximum Power Point (MPP), needs to be tracked so that the 
whole system operates at maximum efficiency and produces maximum output power. 
Hence, a Maximum Power Point Tracking (MPPT) algorithm is necessary for extracting 
maximum power available from a PV module under different conditions [11]. 
Since, MPPT is an essential part of a PV system, in the literature, many new techniques 
have been reported. There are many different techniques for maximum power point 
tracking of photovoltaic PV systems. It is shown that at least 30 methods have been 
introduced in the literature, with several variations on implementation. 
The methods vary in complexity, sensors required, convergence speed, cost, range of 
effectiveness, implementation hardware, popularity, and in other respects. They range from 
the almost obvious (but not necessarily ineffective) to the most creative (not necessarily 
most effective). In fact, so many methods have been developed that it has become difficult 
to adequately determine which method, newly proposed or existing, is most appropriate for 
a given PV system. 
The effectiveness of MPPT is theoretically defined as a ratio of the practical power output 
to the true maximum power value. A fair comparison of MPPT methods is difficult because 
a true MPP is concealed during the real-time operation under natural sunlight. Further, the 
output difference between solar modules and other non-ideal factors make it impossible to 
create two identical benches for real-time comparison. 
 
1.2 Literature Review 
 
Solar energy utilization has been studied by many researchers. It is known that solar cell 
operates at very low efficiency and thus a better control mechanism is required to increase 
the efficiency. To do that, work at MPP is required where the power produced is a 
maximum and this point depends on the temperature of the panels and on the irradiance 




season of the year. Furthermore, irradiation can change rapidly due to changing 
atmospheric conditions such as clouds passing by. To this regard, researchers had 
developed what is called the Maximum Power Point Tracking (MPPT) algorithm. MPPT 
algorithm keeps the PV systems continuously delivering the maximum power output, 
regardless of the variation in environment condition. Under the effect of MPPT algorithms, 
the PV systems are capable of adapting to the environmental change and delivering the 
maximum power output. Generally, the MPPT controller is embedded in the PE converter 
systems, so that the corresponding optimal duty cycle is updated to the PV power 
conversion system to generate the MPP output. There are many algorithms are present 
which are able to track Maximum Power Point (MPP). Some of these algorithms are 
simple, such as those based on voltage and current feedback. Some algorithms are more 
complicated, such as those based on Neural Networks (NN) and Fuzzy Logic (FL). Some 
MPPT methods have medium complexity such as perturb and observe (P&O) or the 
incremental conductance (IncCond) methods. Reference [12] has discussed 19 distinct 
methods in this field. The concluding discussion and table in this reference, containing the 
major characteristics of all MPPT techniques serves as a useful guide in choosing the right 
MPPT method for specific PV systems. 
Reference [13], proposed a detailed comparison of most popular MPPT algorithms 
techniques which are P&O and Improved Perturb & Observe algorithm (IP&O). The IP&O 
method, based on modified fixed algorithm, automatically adjusts the reference step size 
and hysteresis bandwidth for power conversion. The IP&O method gives high efficiency 
(about 94.32%) and performs well with changing radiation and temperature conditions. 
The correctness and validity of MPPT methods is verified through simulation under various 
weather conditions. No oscillation during tracking and steady state operations were 
apparent. The results show that the IP&O increases the total PV output power, even at 
unsettled weather conditions, when compared to traditional P&O method. 
Although many MPPT techniques have been developed, most commercial systems still 
utilize the P&O MPPT technique because of its simple algorithm, low cost and ease of 
implementation. However, this technique was slow in tracking MPP under rapidly 
changing irradiance conditions and it also oscillates around the MPP. Reference [14] 




technique that was a combination of two basic techniques i.e. P&O and Fractional Open 
Circuit Voltage (FOCV) technique in order to overcome the inherited deficiencies found 
in the P&O technique. The proposed MPPT technique was much more robust in tracking 
the MPP even under the frequently changing irradiance conditions and was less oscillatory 
around the MPP as compared to the P&O method. 
Reference [15] proposed a fast and accurate MPPT algorithm for a PV panel that uses 
the open circuit voltage and the short circuit current of the PV panel. The mathematical 
equations describing the nonlinear V-I characteristics of the PV panel were used in 
developing the algorithm. The MPPT algorithm is valid under different irradiance and 
temperature conditions. The algorithm is verified using MATLAB simulation and it was 
found that the results obtained using the algorithm were very close to the theoretical values 
over a wide range of temperature and illumination levels. The maximum deviation in the 
maximum power was less than 1.5% for the illumination levels and temperatures normally 
encountered by a commercial PV panel. The complete derivation of this MPPT algorithm 
was presented. It is seen that the algorithm is faster than other MPPT algorithms like P&O 
and more accurate than approximate methods that use the linearity between voltage 
(current) at maximum power point and open-circuit voltage (short-circuit current). 
Reference [16] presented the IncCond MPPT algorithm, which tracks the maximum 
possible power from a solar array at any instant of time. The tracking algorithm 
automatically changes the duty cycle of the converter connected to the solar panel. From 
the result it is found that, under varying irradiation conditions, the system power is found 
to increase by 25 to 30%. Under varying temperature conditions, the system power 
increases by almost 8%. Hence, the algorithm provides good tracking of MPP under 
changing environmental conditions. 
Reference [17] mentioned a new Maximum Power Tracking (MPT) algorithm to track 
Maximum Power Operating Point (MPOP) by comparing the incremental and 
instantaneous conductance of the PV array. The drawbacks of P&O method were analyzed, 
and it is shown that the IncCond algorithm has successfully tracked the MPOP even when 
atmospheric conditions change rapidly. 
Reference [18] compared P&O and IncCond methods with DC-DC buck converter by 




found that IncCond method has less oscillation when compared to the P&O method which 
results in higher efficiency. 
A new MPPT algorithm for PV arrays was proposed by [19]. The algorithm detects the 
MPP of the PV. The computed maximum power was used as a reference value (set point) 
of the control system. An ON/OFF power controller with hysteresis band was used to 
control the operation of a Buck chopper such that the PV module always operates at its 
maximum power computed from the MPPT algorithm. The major difference between the 
proposed algorithm and other techniques was that the proposed algorithm was used to 
control directly the power drawn from the PV. The algorithm was tested under various 
operating conditions. The obtained results have proven that the MPP was tracked even 
under sudden change of irradiation levels. 
In a standalone DC system, a DC-DC converter was used to interconnect solar PV and 
battery. To utilize solar PV to the fullest, MPPT was incorporated in controller [20]. 
However, in case when the state of charge (SoC) of battery was high and system was 
partially loaded, excess power flows into the battery, thereby reducing the life of the 
battery. It was shown in this paper that output voltage controlled DC-DC converter fed by 
solar PV may lead to instability. To address these limitations, a charge controller scheme 
was proposed in this paper. This scheme ensures that the battery voltage remains below its 
gassing voltage. Salient features of the proposed scheme were optimal utilization of solar 
PV and battery capacities without effecting life of battery. The effectiveness of the scheme 
was verified through detailed simulation study. To confirm the viability of the scheme, 
experimental studies were carried out on a scaled-down laboratory prototype developed for 
the purpose. 
For conventional paralleled PV sources, the current ripple at the load side increases when 
the ripples were aggregated from each converter, which also reduces the lifetime of the 
storage batteries. This problem is addressed by [21]. Even though the ripple was able to be 
reduced by increasing the switching frequency, the extra switching losses must be taken 
into account. In this paper, a switching technique was proposed based on paralleled 
multiple-input sources with boost converters. Since the current ripple of the battery 




duty cycles, the MPPT algorithm was also able to be implemented with the proposed 
technique for integrating renewables into the smart grid. 
A novel cost-effective, more accurate and efficient microcontroller based IncCond 
MPPT system for a solar voltaic system to ensure fast tracking of Maximum Power 
Operating Point (MPOP) at all fast changing environmental conditions has been proposed 
by [22]. It uses a PWM technique to regulate the power output of a boost DC-DC converter 
at its maximum possible value and simultaneously controls the charging process of battery. 
Reference [23] introduced a MPPT algorithm using an artificial neural network for a 
solar power system. By applying a three-layer neural network and some simple activation 
functions, the MPP of a solar array can be efficiently tracked. The tracking algorithm 
integrated with a solar powered battery charging system has been successfully 
implemented on a low-cost PIC16F876 RISC-microcontroller without external sensor unit 
requirement. The experimental results with a commercial solar array showed that the 
proposed algorithm outperforms the conventional controller in terms of tracking speed and 
mitigation of fluctuation output power in steady state operation. The overall system 
efficiency was well above 90%. Incremental Conductance algorithm was implemented 
here. 
Reference [24] proposed a MPPT battery charger. In this paper, the P&O algorithm was 
implemented based on a PIC16F877 microcontroller. According to the experimental 
results, the proposed charger is capable of charging two 7Ah valve regulated lead–acid 
(VRLA) batteries to full capacity in less than 3 hours with an efficiency of 84%. 
Reference [25] described the way of implementing an adaptive MPPT algorithm for PV 
applications in a field programmable gate array (FPGA). A dual Kalman filter allows 
estimating the settling time of the whole system, so that the tracking algorithm self-adapts 
its parameters to the actual weather conditions. The real-time identification need of this 
application requires an FPGA platform, so that the intrinsic algorithm parallelism can be 
exploited, and the execution time is reduced. The tradeoff solutions proposed in this paper, 
accounting for the algorithm complexity and the limited FPGA hardware, as well as some 
solutions for optimizing the implementation are described. The proposed adaptive 





Reference [26] introduced the use of the Dual Kalman Filter for the identification of PV 
system parameters. In particular, the proposed approach gives the confidence interval for 
the system settling time, which is used for the real-time optimization of the perturbation 
algorithm. The proposed technique is implemented by using a Field-Programmable Gate 
Array and it is validated by means of both simulation and experimental results. 
Reference [27] proposed a comparative study of FPGA implementation of two closely 
related approaches to track MPP of a solar PV array. This work uses two versions of 
Kalman filter viz. linear Kalman filter and unscented Kalman filter to track MPP. Using 
the linear Kalman filter the MPP of a solar PV array has been tracked with an efficiency of 
97.11% while using the unscented Kalman filter technique the MPP of the same solar PV 
array is tracked with a higher efficiency of 98.3%. However, the MPP has been tracked at 
a much faster rate when using the linear Kalman filter approach as compared to the 
unscented Kalman filter approach which is in turn faster than existing generic P&O 
approach. The system has been implemented on an FPGA. 
Reference [28] presented a MPPT technique based on the Iterated Unscented Kalman 
Filter (IUKF). The proposed technique achieves: (i) satisfactory MPPT for PV arrays 
working under varying environmental conditions, and (ii) PV array modelling with full 
parameter estimation. Only six operating points on the PV curve are required as inputs to 
the proposed technique. 
To conclude, each method can be categorized based on the type of the control variable it 
uses: 1) voltage, 2) current, or 3) duty cycle. For the voltage- and current-based techniques, 
two approaches are used. The first one is the observation of MPP voltage (VMP) or current 
(IMP) with respect to the open circuit voltage (VOC) [29] and short circuit current (ISC) [30]. 
Since this method approximates a constant ratio, its accuracy cannot be guaranteed. 
Consequently, the tracked power would most likely be below the real MPP, resulting in 
significant power loss [31].  
The second approach is to obtain the information on the actual operating point of the PV 
array (i.e., voltage and current) and these points are updated according to the variation in 
environmental conditions. The most popular technique is the Perturb and Observe (P&O) 
method. It is based on the perturbation of voltage (or current) using the present power P 




perturbation is retained; otherwise, the direction is reversed accordingly. Despite the 
simplicity of the algorithm, the performance of P&O method is heavily dependent on the 
trade-off between the tracking speed and the oscillations that occur around the MPP [32]. 
A smaller perturbation reduces the oscillations but at the expense of tracking speed, or vice 
versa. Another major drawback of the P&O method is that during rapid fluctuations of 
irradiation, the algorithm is likely to lose its direction while tracking the true MPP. Several 
improvements have been proposed to address this issue - mainly by considering adaptive 
perturbation. However, these techniques are not fully adaptive and hence are not very 
effective [33]. Moreover, under special conditions such as partial shading and module 
irregularities, these methods often fail to track the true MPP because the PV curves are 
characterized by multiple peaks (several local and one global). Since the P&O algorithm 
could not distinguish the correct peak, its usefulness under such conditions diminishes 
rapidly [6]. Another method is the Incremental Conductance (IC) method that is based on 
incrementally comparing the ratio of the derivative of conductance with the instantaneous 
conductance [34]. Although IC does not suffer from losing the tracking direction, it has the 
same problems as P&O, namely the unavoidable trade-off between the MPPT speed and 
oscillation. Several improved IC techniques have been proposed; i.e. it managed to improve 
the oscillations at MPP but, during rapid fluctuation of environmental conditions, the 
tracking speed reduced significantly [35]. 
The third category of MPPT techniques is characterized by duty cycle control, also 
known as Hill Climbing (HC) or direct control method [6]. In principle, it works on the 
same concept as P&O, but instead of perturbing the voltage or current, it updates the 
operating point of the PV array by perturbing the duty cycle. With the absence of the PI 
and/or hysteresis control loop, the implementation of HC method is greatly simplified. 
Consequently, this method is extensively used in PV systems [36]. However, it also suffers 
from the similar drawbacks as in the P&O method. 
Obviously, the conventional MPPT algorithms are unable to meet the true MPP point. 
To overcome the aforementioned drawbacks, several researchers have used Artificial 
Intelligent (AI) methods such as Fuzzy Logic Controller (FLC) [37] and Neural Network 




characteristics of the I–V curves, they require extensive computation. Clearly, a low-cost 
processor cannot be employed in such a system. 
An alternative approach is to use Evolutionary Algorithms (EAs). Due to their ability to 
handle nonlinear objective functions [39], [40], EAs offer a promising way to deal with the 
MPPT problem. EAs are popular in many engineering applications but, to date, 
applications of this method for MPPT purposes have been limited. EAs find the solution 
by using a set of points (population) instead of a single point used in conventional search 
and optimization techniques. Hence, it is foreseen to be very efficient in dealing with the 
MPPT problem [41]. Various EA methods are found in the literature, but the most popular 
ones are Genetic Algorithm (GA), Differential Evolution (DE) and Particle Swarm 
Optimization (PSO) [42]–[45].  
The main problem solved by the MPPT algorithms is to automatically find the panel 
operating voltage that allows maximum power output. In a larger system, connecting a 
single MPPT controller to multiple panels will yield good results, but, in the case of partial 
shading, the combined power output graph will have multiple peaks and valleys (local 
maxima). This will confuse most MPPT algorithms and make them track incorrectly. Some 
techniques to solve problems related to partial shading have been proposed, but they either 
need to use additional equipment like extra monitoring cells, extra switches and current 
sensors for sweeping panel current, or complicated models based on the panel 
characteristics. Ideally, each panel should have their own MPPT controller. This way the 
risk of partial shading is minimized, each panel is allowed to function at peak efficiency, 
and the design problems related to converters handling more than 20-30A are eliminated. 
Many MPPT techniques have been studied during the literature review; these techniques 
vary in many aspects as mentioned before, including simplicity, convergence speed, 
hardware implementation, sensors required, cost range of effectiveness and need for 
parameterization. The primary challenges for maximum power point tracking of a solar PV 
array include: 
(i) How to get to the MPP quickly, 
(ii) How to stabilize at the MPP, and 





Besides the P&O and the IncCond algorithms, there are many other advanced algorithms, 
such as fuzzy logic and the neural network-based algorithms. These methods are suitable 
for solving certain specific problems; however, the realization of the system is complex in 
the software. Table 1.1 summarizes the major characteristics of 30 MPPT techniques [46]. 
Overall, P&O and IncCond are superior to all other MPPT algorithms. Though fuzzy and 
neural networks are being developed, the efficiency remains high in P&O and IncCond 
methods. The converters such as buck, boost, buck-boost, Cuk etc. converters are being 
used in MPPT systems. PWM inverters are used for grid connection and standalone AC 
loads. The selection of converters is based on the load connected to the system. The ripples 
in DC voltage and current also influence the selection of converters. With the above 
mentioned converters and MPPT algorithms, solar panels can be configured to feed any 
kind of load. The vast development in improving efficiency of MPPT algorithms can 























Hill Climbing / P&O No Yes Both No Varies Low Voltage, Current 
Incremental Conductance No Yes Digital No Varies Medium Voltage, Current 
Fractional VOC Yes No Both Yes Medium Low Voltage 
Fractional ISC Yes No Both Yes Medium Medium Current 
Fuzzy Logic Control Yes Yes Digital Yes Fast High Varies 
Neural Network Yes Yes Digital Yes Fast High Varies 
RCC No Yes Analog No Fast Low Voltage, Current 
Current Sweep Yes Yes Digital Yes Slow High Voltage, Current 
DC Link Capacitor Drop Control  No No Both No Medium Low Voltage 
Load I or V maximization No No Analog No Fast Low Voltage, Current 
dP/dV or dP/dI Feedback Control No Yes Digital No Fast Medium Voltage, Current 
β Method No Yes Digital No Fast High Voltage, Current 
System Oscillation Method No Yes Analog No N/A Low Voltage 
Constant Voltage Tracker Yes No Digital Yes Medium Low Voltage 
Lookup Table Method Yes Yes Digital Yes Fast Medium 
Voltage, Current, 
Irradiance, Temperature  
Online MPP Search Algorithm No Yes Digital No Fast High Voltage, Current 
Array Reconfiguration Yes No Digital Yes Slow High Voltage, Current 
Linear Current Control  Yes No Digital Yes Fast Medium Irradiance 
IMPP and VMPP Computation Yes Yes Digital Yes N/A Medium Irradiance, Temperature 
State Based MPPT Yes Yes Both Yes Fast High Voltage, Current 




BFV Yes No Both Yes N/A Low None 
LRCM Yes No Digital No N/A High Voltage, Current 
Slide Control No Yes Digital No Fast Medium Voltage, Current 
Temperature Method No Yes Digital Yes Medium High 
Voltage, Irradiance, 
Temperature 
Three Point Weight Comparison No Yes Digital No Varies Low Voltage, Current 
POS Control No Yes Digital No N/A Low Current 
Biological Swarm Chasing MPPT No Yes Digital No Varies High 
Voltage, Current, 
Irradiance, Temperature 
Variable Inductor MPPT No Yes Digital No Varies Medium Voltage, Current 




1.3 Problem Statement and Motivation 
 
Photovoltaic solar cells are an evolving technology. The highest commercially available 
efficiencies of the solar cells in 2019 reached 22.70% [47]. On the other hand, high oil 
prices, pollution and political pressure to reduce Carbon Dioxide emissions are few of the 
major reasons that drive governments to consider renewable energy sources. The 
increasing demand of electric energy drives nations to consider renewable and sustainable 
energies. 
Currently, the usage of energy from PV panels is a reality, and its intensive use will 
become extremely important in finding solutions to future energy and environmental 
problems very soon. Unfortunately, solar photovoltaic cells suffer from low efficiency of 
trapping the solar energy. This efficiency further decreases if there is no load matching 
between the input side (PV array output) and the output side (load). Currently, solar PV 
cells can trap solar energy with an efficiency of 22%. These PV solar panels exhibit 
nonlinear P-V characteristics with a unique point where the power produced is a maximum, 
and their output supply depends mainly on the changes in the solar irradiance and the 
temperature which are not known and exhibit multiple maxima in their PV characteristics 
under partially shaded conditions. In this context, the used MPPT techniques are the most 
important to extract the maximum power available in PV.  
Since, MPPT is an essential part of a PV system, extensive research has occurred in 
recent years in this field and many new techniques have been reported. There are many 
different techniques for maximum power point tracking of photovoltaic PV systems. It is 
shown that at least 30 methods have been introduced in the literature, with several 
variations on implementation. 
The methods vary in complexity, sensors required, convergence speed, cost, range of 
effectiveness, implementation hardware, popularity, and in other respects. They range from 
the almost obvious (but not necessarily ineffective) to the most creative (but not necessarily 
most effective). In fact, so many methods have been developed that it has become difficult 
to adequately determine which method, newly proposed or existing, is most appropriate for 




The effectiveness of MPPT is theoretically defined as a ratio of the practical power output 
to the true maximum power value. A fair comparison of MPPT methods is difficult because 
a true MPP is concealed during the real-time operation under natural sunlight. Further, the 
output difference between solar modules and other non-ideal factors make it impossible to 
create two identical benches for real-time comparison. 
Out of numerous available techniques, the one that is most commonly used is the P&O 
method. Figure 1.2 shows the flowchart that is depicting the P&O method. P&O is also 
known as hill climbing method because it checks the rise of the curve until MPP and the 
fall after that point. Using P&O method, the controller adjusts voltage and measures power 
and if this measured power is greater than the previous value of power, adjustments are 
made in the same direction until there is no more increment in power [48]. This method is 
easy to implement but can cause oscillations in power output and can sometimes show 
tracking failures in rapid environmental changes i.e. locates operating point away from 
MPP when there is a sudden change in voltage characteristics. 
 
Figure 1.2:   Flowchart depicting the Perturb & Observe algorithm [48] 
 
The Perturbation & Observation (P&O) method is widely used due to its easy 




noise effects, but the dithering scheme slows the tracking response time. Tracking speed is 
the most important factor for improving efficiency under frequent environmental change. 
Hence, it is essential to find optimal maximum power point of the panel so as to increase 
the overall efficiency of the photovoltaic system. Hence, the maximum power point should 
be tracked efficiently to improve the overall system efficiency. 
Kalman Filter (KF), as a dynamic estimation technique, has played an important role in 
many industrial applications such as sensorless speed estimation in electric drives [49]–
[51], non-linear mechanical loads [52], power system protection and harmonics estimation 
[53], [54], robots/particles localization [55]–[57], and fault diagnostics [58]. In addition, 
KF-based techniques are widely used in distributed generation and islanding detection 
applications [59], [60]. The ability to estimate non-measurable signals, fast convergence, 
and direct implementation encourages wider utilization of KF-based techniques in various 
industrial applications. 
From the previous discussion, it can be seen that the MPP tracking requires a prediction 
and correction model that can function effectively and economically in real-time. The 
major reason for using KF here is that it is an efficient, recursive filter that estimates the 
state of a dynamic system from a series of incomplete and noisy measurements. Kalman 
Filter is good for tracking MPPT of PV array to ensure that the PV array should work 
within a certain region of the P-V curve. Kalman Filter exploits the dynamics of the target, 
which governs its time evolution, to remove the effects of the noise and get a good estimate 
of the location of the target at the present time (filtering), at a future time (prediction), or 
at a time in the past (interpolation or smoothing). Kalman Filter provides stochastic 
estimation in a noisy environment. Kalman Filter operates on estimating states by using 
recursive time updates and measurement updates over time. Noise effects in the system are 
decreased due to recursive cycles which finally leads to the true value of the measurement. 
 
1.3.1 Maximum Power Point Tracking Definition 
 
Solar cells have a complex relationship between solar irradiation, temperature and total 
resistance that produces a nonlinear output efficiency which can be analyzed based on the 




useful curve, acts as a constant current source [62]. However, at a photovoltaic cell's MPP 
region, its curve has an approximately inverse exponential relationship between current 
and voltage. From basic circuit theory, the power delivered from or to a device is optimized 
where the derivative (graphically, the slope) dI/dV of the I-V curve is equal and opposite 
of I/V ratio (where dP/dV=0). Hence, a solar photovoltaic array should work at maximum 
power point to deliver maximum operational efficiency. 
MPPT is a technique that inverters, battery chargers and other similar devices use to get 
maximum possible power from photovoltaic devices [63]. This is known as the maximum 
power point (MPP) and corresponds to the knee of the curve [64]. A load with resistance 
R=V/I equals to the reciprocal of this value draws the maximum power from the device. 
This is sometimes called the characteristic resistance of the cell. This is a dynamic quantity 
which changes depending on the level of illumination, as well as other factors such as 
temperature and the age of the cell. If the resistance is lower or higher than this value, the 
power drawn will be less than the maximum available, and thus the cell will not be used as 
efficiently as it could be. 
The function of a MPPT is analogous to the transmission in a car. When the transmission 
is in the wrong gear, the wheels do not receive maximum power. That is because the engine 
is running either slower or faster than its ideal speed range. The purpose of the transmission 
is to couple the engine to the wheels, in a way that lets the engine run in a favorable speed 
range in spite of varying acceleration and terrain [65]. 
Maximum power point trackers utilize different types of control circuit or logic to search 
for this point and thus to allow the converter circuit to extract the maximum power 
available from a cell. For any given set of operational conditions, cells have a single 
operating point where the values of the current (I) and voltage (V) of the cell result in a 
maximum power output. These values correspond to a particular load resistance, which is 
equal to V/I as specified by Ohm's law. 
In short, the problem considered by Maximum Power Point Tracking techniques is to 
automatically find the voltage VMPP or current IMPP at which a PV array should operate to 
obtain the maximum power output PMPP under a given temperature and irradiance. Hence, 
this research will address an efficient maximum power point tracking scheme of solar 




1.4 Thesis Objectives 
 
The main goal of this thesis is to develop and improve the PV system, by contributing to 
the optimization of energy withdrawn from PV panel using an embedded system; the model 
of a typical system is shown in Figure 1.3. This figure shows the four main blocks of the 
stand-alone PV system to be simulated in the Matlab environment: 
1. PV generator model 
2. DC-DC Converter model - to connect the PV generator model to the load model 
3. Load model – energy consumption or storage model 
4. Controller model for the DC-DC Converter – various algorithms for generating 
the PWM pulses for firing the switches in the converter and maximizing the 
energy transfer between the PV generator and load. 



















Figure 1.3:   Stand-alone PV system with integrated MPPT algorithm 
 
1.4.1 PV array model 
 
An accurate PV array model is required for a practical array (i.e. SunPower SPR-305E-
WHT-D). An array consists of various PV cells connected in series and parallel to give the 




an excellent correspondence to manufacturer’s published curves and show the effect of 
insolation and temperature on the important solar characteristics. The model of the PV 
array is simulated in Matlab environment. The Matlab program calculates the current I 
using typical electrical parameters of the module (𝐼𝑆𝐶 , 𝑉𝑂𝐶), and the variables Voltage (V), 
Irradiation (G), and Temperature (T). 
 
1.4.2 DC-DC Converter model 
 
The small-signal model for DC-DC Boost converter, with/without parasitic elements, 
operating in continuous conduction mode (CCM)/discontinuous conduction mode (DCM) 
is used to understand the basic features of the switching system and investigate the effects 
of parasitic elements and losses on the model accuracy, the efficiency and the dynamic 
performance of the system. The results from the model will help in designing a robust 
controller for DC-DC Boost converter.    
 
1.4.3 Load model 
 
Load modeling refers to the mathematical representation of the relationship between the 
power and voltage in a load. Load models can be classified into constant power load, 
constant impedance load, and constant current load. 
As a proof-of-concept, a simple constant impedance load (RC) model is used in this work 
to investigate the behavior of PV system under the proposed MPPT algorithms. This 
simplified RC load model consists of a resistor R connected in parallel with two DC link 
capacitors. DC link capacitors are large enough to eliminate the ripple component induced 
at the DC side. This aspect is important in order to avoid an unexpected behavior of the 
MPPT since this ripple is directly perceived in the output voltage of the PV module.  
On the other hand, the output power of the PV module can change as a function of the 
irradiance and hence many disturbances will be produced in this variable. The DC link 
capacitors play a damping role in this aspect contributing to maintain the stability of the 





1.4.4 Controller model for the DC-DC Converter 
 
A design of a feedback controller for a DC-DC Boost converter is required to yield a 
robust, closed-loop controller structure with stable static and dynamic characteristics for 
operating points over the whole operational range of the converter. Moreover, a study of 
different numerical integration methods and their stability characteristics is desired to 
enable the implementation of real-time models in embedded hardware platforms.    
One of the main tasks of the DC-DC converter’s controller is to control the output voltage 
or current of the PV array to generate maximum possible power at a certain irradiance and 
temperature by implementing the maximum power theorem for load matching using the 
relationship between input and output impedances. There are many techniques that can be 
used for this purpose with the Perturb-and-Observe (P&O) technique being the most 
popular one and which will be used as a test bench. Also, Differential Evolution (DE) and 
Particle Swarm Optimization (PSO) algorithms are two commonly employed techniques 
in designing maximum power point tracking systems in photovoltaic (PV) farms will be 
investigated. 
Furthermore, the Kalman Filter (KF) technique in designing maximum power point 
tracking systems in photovoltaic (PV) applications is required to overcome the drawbacks 
in the test bench technique. The implementation of the KF algorithm and the more 
traditional P&O algorithm is needed using FPGA chip to test their efficiencies and tracking 
speeds in a real-time environment.  
 
1.5 Thesis Organization 
 
The work of this dissertation is organized as follows: 
 
Chapter 2 Provides a detailed review regarding microgrids architectures. In the recent 
years, there has been a growing interest in the concept of microgrids to integrate distributed 
generation systems like solar photovoltaic (PV) and wind to reduce greenhouse gas (GHG) 
emissions, to provide higher reliability for critical loads and to supply electricity in areas 
not served by existing grid infrastructure. A microgrid (MG) is  a  portion  of  the  electrical  




operate  both  grid connected  or  islanded  from  grid,  thus maintaining a high level of 
service and reliability. The existing grid  infrastructure,  the  distributed  energy  resources  
to  be integrated, as well as specific customer-oriented requirements will  determine  the  
best  fitting  architecture  to  constitute  a microgrid. Several microgrid demonstration 
projects have been implemented to investigate further this emerging concept. In this 
chapter, most common microgrids architectures based   on   AC, DC and   hybrid AC/DC   
buses   are   analyzed. Furthermore, comparisons are made between different microgrid 
architectures. Positive and negative features of different architectures are given as a guide 
for further microgrid system studies. 
 
Chapter 3 provides a general overview of grid-connected PV systems. This chapter 
looks at different components of a grid-connected PV system from the solar irradiance 
received by the PV arrays to the AC power injected into the grid and makes a review of the 
recent achievements and current research activities in the field. 
 
Chapter 4 presents a detailed survey on the topic of grid-connected PV system used to 
integrate the solar energy into the utility grid. Topologies of single-phase grid-connected 
inverters will be analyzed critically, and comparative study of these topologies will be 
presented. The three-phase grid-connected inverters will be outlined. The control 
techniques for the single and three-phase grid-connected inverters will be critically 
reviewed and presented. 
 
Chapter 5 proposes the Small Signal Averaged State-Space modeling technique for DC-
DC Boost converters, with and without parasitic elements, operating in continuous 
conduction mode (CCM). First, the small signal analysis of DC-DC Boost converters with 
ideal/lossless components operating in CCM will explore in order to develop a simplified 
model that helps to understand the basic features of the switching system. Then, the small-
signal analysis of DC-DC Boost converters with the effects of parasitic elements and losses 
operating in CCM will investigate in order to improve the model accuracy, study the 
efficiency and the dynamic performance of the system. Furthermore, the system dynamic 




converter with non-ideal components operating in CCM will compare via Bode plots and 
transient step responses under different values for the load resistance in order to help in 
designing a robust controller for DC-DC Boost converters operating in continuous 
conduction mode (CCM). 
The various aspects of average modelling of DC-DC Boost converter operating in DCM 
will be studied. Moreover, the reduced- and full-order average models will derive. In 
addition, various parasitic components have been taken into consideration and a full-order 
model will be developed. The system dynamic behavior for the DC-DC Boost converter 
with ideal components and DC-DC Boost converter with non-ideal components operating 
in DCM will be compared via Bode plots and transient step responses under different 
values of the load resistance in order to help in designing a robust controller. 
Boost type DC-DC converters are non-linear systems, and output voltage regulation in 
these converters using a traditionally derived feedback controller does not yield good 
dynamic responses at different operating points over the complete operating range. Hence, 
the design of a feedback controller for a DC-DC boost converter operating in CCM will be 
formulated as an optimization task, and the feedback controller parameters are derived 
based on a novel PSO technique. This novel optimization method will be designed to yield 
a robust, closed-loop controller structure with stable static and dynamic characteristics for 
operating points over the whole operational range of the converter. To evaluate the 
objective function of the developed PSO algorithm, a small-signal model of a DC-DC boost 
converter, subjected to various internal and external disturbances, was used. 
First, the PID controller parameters for the DC-DC boost converter will be identified 
based on (a) the traditional Ziegler–Nichol method and (b) the novel PSO algorithm. Then, 
using the gain parameters obtained by these two methods, the dynamic responses of the 
DC-DC boost converter operating in CCM will be obtained and compared. Four different 
performance comparison tests undergoing various input-voltage and load-current step 
transients will be studied. 
The dynamic performance of DC-DC boost converters, with and without parasitic 
elements, operating in continuous conduction mode (CCM) will be investigated. First, the 
state-space equations describing DC-DC boost converters were developed. Next, the small 




average models will be discretized, and simulated in Matlab using nine popular integration 
techniques for analysis of accuracy and stability. 
 
Chapter 6 introduces the Kalman Filter (KF) as a tool for statistical estimation in the 
context of linear Gaussian dynamical systems and proposes a novel Kalman Filter (KF) 
based MPPT technique for PV applications. In this chapter the proposed technique will be 
designed and implemented. A Matlab simulation model representing a PV panel is 
constructed. The panel is connected to the load through a DC-DC Boost converter which 
is controlled by using the KF algorithm.  
 
Chapter 7 defines the field programmable gate array (FPGA). Then, the distinguish 
between an FPGA and a stored-memory processor will be investigated. The principle of 
operation of the various functional units within an FPGA will be explained and listed. 
Furthermore, the architecture and performance specifications of various commercially 
available FPGA will be compared. Moreover, the steps required in using an FPGA in an 
embedded system will be described. 
The implementation of Kalman filter based MPPT controller and the well-known P&O 
algorithm will be demonstrated and co-simulated using FPGA chip Altera Cyclone II 
EP2C20F484C7 to test their efficiencies and tracking speeds in a real-time environment. 
 
Chapter 8 presents the summary and conclusion of the thesis. Moreover, this chapter 

















Recently, the world's electricity systems are starting to decentralize, decarbonize, and 
democratize in many cases [1]. These features - known as the “three Ds” - are driven by 
the need to reduce greenhouse gas (GHG) emissions to alleviate climate change, to provide 
higher reliability and resilience for critical loads, reduce electricity costs, replace aging grid 
infrastructure, and to supply electricity in areas not served by existing grid infrastructure. 
While the compromise between the technical driving factors and the details of specific 
solution may differ from one place to another, MGs came to the picture as a flexible 
solution for managing distributed energy resources (DERs) that can meet the different 
requirements of different communities. 
The last decades, the research, development and implementation of renewable energy 
sources (RESs) have been strongly impelled, mainly as distributed generation (DG). Due 
to variability and intermittence of RESs (especially wind and solar), their large penetration 
over traditional energy systems involve operational difficulties that limit their 
implementation, as variations of supplied voltage magnitudes or unbalances between active 
and reactive power among generators. Moreover, new power flow patterns may require 
changes to the distribution grid infrastructure with the application of enhanced distribution 
automation, adapted protection and control strategies, and improved voltage management 
techniques [66]. A possible way to conduct the emerging potential of DG is to take a system 
approach which views generation and associated loads as a subsystem, or a "microgrid" 
(MG) [67]. The MG can operate either connected to or separated from the distribution 
system, thereby maintaining a high level of service and reliability. In this sense, distributed 
energy storage systems (ESSs) become necessary to improve the reliability of the overall 
system, supporting the distributed generators power capability in the cases when they 
cannot supply the full power required by the consumers. MGs can also operate isolated in 
those areas with no access to the utility. 
The modularity of emerging generation technologies permits generators to be placed 




deployment. As an example, installing microgeneration at the customer side gives the 
opportunity to locally utilize the waste heat from conversion of primary fuel to electricity 
(combined production of heat and power - CHP), thus accomplishing a better overall 
efficiency. In the last few years, there has been a significant progress in developing 
small, kW-scale CHP applications, which are expected to play a very significant role in 
upcoming MG implementations [68]. 
A key feature that distinguishes MGs from active distribution networks with DG is 
the implementation of the control system. MGs are considered to be the building blocks 
of the "smart grids", thus integrating the actions of all the DERs including distributed 
generators and storage devices, plus local loads and the main distribution grid. The target 
is to efficiently deliver sustainable, economic and secure electricity supply  through  
intelligent monitoring, control, communication and self-healing technologies, with cost-
competitive information and communication technologies (ICT) playing a fundamental 
role. 
Microgrids are vital components in the smart grid environment, which is being developed 
to improve reliability, power quality, and facilitate integration of DERs. MGs are defined 
as medium or small power systems comprising DERs and controllable and uncontrollable 
loads; either isolated and meeting their own demand needs or connected to the external grid 
to supplement their supply requirements. MGs are connected to a distribution grid at a 
single point known as the Point of Common Coupling (PCC). Figure 2.1 shows a 
conceptual topology of future smart grid connecting to a small MG [69]. 
 




MGs are  efficient and resilient since they not only allow for a high penetration level of 
RESs, but also due to their ability to operate in isolated mode when faults occur in the main 
grid [70]. Consequently, MGs will offer greater reliability, especially when integrated with 
smart grids, and will continue operation in islanded mode or even put power back into the 
wider grid during outages. Finally, MGs offer flexibility, because a variety of resources, 
including CHP and diesel backups can be integrated into the grid, providing reliability, 
using waste heat for other purposes, and smoothing out supply/demand spikes. However, 
the implementation of MGs encounters a number of challenges. For instance, maintaining 
demand supply balance in the presence of RESs is a complex task because of generation 
intermittencies, load mismatches, and voltage instabilities [71], [72]. 
The concept of a MG is gaining rapid acceptance because of the environmentally friendly 
energy provision, its cost effectiveness, improvement in power quality and reliability, and 
reduction in line congestion and losses, reduction in infrastructure investment needs. From 
the customer point of view, the MG is designed to meet their electrical and heat energy 
demand and minimize load shedding [2].  
In order to effectively integrate DERs into a MG, proper architectures should be 
implemented, based on AC, DC and/or hybrid AC/DC systems, seeking the highest 
reliability and efficiency [3]. The existing grid infrastructure, the distributed energy 
resources to be integrated, as well as specific customer-oriented requirements, will 
determine the most suitable electrical architecture of the MG. Since late 19th century, AC 
has been the standard choice for commercial energy systems, based mainly on the ease to 
transform AC voltage into different levels, the capability to transmit power over long 
distances and its inherent characteristic from the fossil energy-driven rotating machines 
with their synchronous generators. Therefore, AC distribution is the most popular and 
commonly used structure for MG studies and implementations. By utilizing the existing 
AC network infrastructure (distribution, transformers, protections, etc.), AC MGs are 
easier to design and implement and are built on proven and thus reliable technology. 
However, DC distribution has shown a resurgence in recent years due to the development 
and deployment of RES based on DC power sources, and the rapid growth of DC loads 
which constitute today the vast majority of loads. DC distribution presents several 




capacity of power lines, mainly due to the lack of reactive power flows, absence of 
voltage drops in reactance of lines and non-existence of skin and proximity effects thence 
reducing ohmic resistance of lines. According to this, its planning, implementation and 
operation is simpler and less expensive [4]. 
This chapter presents different architectures of MGs, such as AC, DC and hybrid AC/DC 
MGs, including a general definition of the electrical M G , and comparisons are made 
between different MG architectures. Pros and cons of different architectures are given to 
guide further MG system studies. 
 
2.2 Literature Review of MG Studies  
 
In reference [73], a 3-phase power-flow algorithm, in the sequence-component frame, 
for the MG and active distribution system (ADS) applications is presented. This paper also 
presents steady-state sequence-component frame models of distributed energy resource 
(DER) units for the developed power-flow approach under balanced/unbalanced conditions 
and develops sequence component models of directly coupled synchronous machine based 
and electronically coupled DER units. The validity and accuracy of the power flow 
algorithm of developed models are verified by comparing power flows of two test systems 
with those obtained from time-domain simulation results in the PSCAD/EMTDC 
simulation package. 
Reference [74] presented a cost optimization scheme for a MG and also several schemes 
for sharing power between two generators are compared. The MG considered in this paper 
consists of two reciprocating gas engines, a combined heat and power plant, a photovoltaic 
array and a wind generator. A penalty is applied for any heat produced in excess of demand. 
Reference [75] discussed the different interconnections of MG and interconnection 
stability. The evaluation criteria in the MG stability are tie-line power flow and frequency 
deviation. Two research topics are discussed here: 
1. Control method in MG for stability and efficiency. 
2. Method of interconnections with MG for stability and efficiency.  
Also, this paper discussed the benefits of different architectures regarding mainly 




architectures of MGs are expected to come into being in the next decade. For a severe fault, 
the operational mode can be changed in order to maintain system stability; and hence 
supply reliability could be improved. 
Reference [76] proposed the interaction model that has been established between the 
power system and voltage source inverter based series dynamic voltage restorer (DVR). 
On the basis of that, the energy exchange between the DVR and the system are discussed 
and calculated when adopting different compensation strategies. This provides a strong 
theoretical basis for the design of the DVR system and realization of control unit 
implementation of compensation strategy. 
Reference [77] addressed the timely issues of synchronization and application of 3-phase 
power converters connected in parallel utilizing the Power-Hardware-in-the-Loop concept. 
Without proper synchronization, distinguishing the currents circulating between the 
converters are unclear. The paper centers on control methodology for achieving precise 
phase synchronization for equal load sharing, with minimum current circulation between 
the paralleled power converter modules, and robust dynamic system control under different 
transient conditions. One of the possible applications for the configuration presented in this 
paper is the conceptual virtual MG, which utilizes the reactive power compensation ability 
of the Static Synchronous Compensator (STATCOM). 
Reference [78] addressed the hierarchical approach to deal with the problem of frequency 
control in a medium voltage network comprising of several MGs and distributed generation 
sources operating in islanded mode. Tasks related with coordinated frequency control were 
successfully fulfilled, either after islanding or for load-following purposes. 
Reference [79] proposed an interaction problem that might be induced from various 
kinds of DGs installed in a MG. One of the most important features of a MG is islanded 
operation. MG does not include large central generators and all distributed small generators 
have to share all loads existing in the MG. There is no one inertia large enough to 
compensate for the quick load changes required in the MG, and all distributed generators 
must compensate for them accordingly. 
Reference [80] proposed a new approach on managing distribution systems based on 
adaptive agents which are placed at different locations in the grid. For this purpose, a 




each agent is able to calculate a system state. Local utilities now face the new challenges 
by applying decentralized energy management systems which are based on a high degree 
of automation. Agent-based distributed power flow calculation is applicable in distribution 
grids, perfectly meets the demands of decentralized energy management systems and leads 
to correct results. 
In reference [81], a MG protection scheme that relies on optimally sizing fault current 
limiters (FCLs) and optimally setting directional over current relays is proposed. The 
proposed approach is tested on two medium-voltage networks: a typical radial distribution 
system and on the IEEE 30 bus looped power distribution system equipped with directly-
connected conventional synchronous generators (CSGs). Fault current limiters of the 
inductive type are located at the main interconnection point of the MG to the main grid. 
Without the fault current limiters, it was found that it is difficult to set the relays optimally 
to satisfy both MG modes of operation. 
Reference [82] presented a structure of modified DC bus interconnected 1-phase MG, as 
well as a topology of power converter building block (PCBB) based on the DC bus to 
perform various functions in a distributed energy network. The main functions of the PCBB 
are: compensating the current harmonics produced by nonlinear load in the MG, mitigating 
the voltage sag or swell of the electrical power system (EPS) at the point of common 
coupling (PCC) and facilitating the islanding and re-closure of MG when a severe fault 
happens to the EPS. A cascaded PI controller is used to regulate the voltage sag 
compensation. 
Reference [83] proposed a unified control strategy that enables islanded and grid-
connected operations of 3-phase electronically interfaced distributed energy resources 
(DERs), with no need for knowing the prevailing mode of operation or switching between 
two corresponding control architectures. This paper presents the mathematical model on 
which the proposed strategy is based. Further, the effectiveness of the proposed strategy is 
demonstrated through time-domain simulation of a 2-unit test MG in the PSCAD/EMTDC 
software environment. 
Reference [84] shows that the constant-power band offers a solution for this if a large 
band is included in renewable energy. More controllable units, on the other hand, have a 




power is balanced by using a control strategy that modifies the set value of the rms MG 
voltage at the inverter AC side as a function of the DC-link voltage. In case a certain 
voltage, which is determined by a constant-power band, is surpassed, this control strategy 
is combined with (p/v)-droop control. This droop controller changes the output power of 
the DG unit and its possible storage devices as a function of the grid voltage. 
Reference [85] described a major research initiative by British Columbia Institute of 
Technology for the construction of an Intelligent MG on its campus in Burnaby. The utility 
companies and researchers are working together to develop architectures, protocols and 
models of the evolving the intelligent grid. 
In reference [86], real and reactive power management strategies of electronically 
interfaced distributed generation (DG) units in the context of a multiple-DG MG system is 
addressed in this paper. Based on the reactive power controls adopted, three power 
management strategies (PMSs) are identified and investigated. These strategies are based 
on voltage-droop characteristic, voltage regulation, and load reactive power compensation. 
A systematic approach to develop a small-signal dynamic model of a multiple-DG MG 
including real and reactive PMSs, is also presented. This paper introduces three PMSs for 
an autonomous MG system. 
Reference [87] proposed that the small grid with high proportions of non-linear and 
unbalanced loads and it is important to actively control the waveform quality in terms of 
harmonics, transient disturbances and balance. 
Reference [88] introduced the MG planning structure in Shandong Electric Power 
Research Institute (SEPRI) and discusses the various feasible control approaches used and 
presents for MG. Then, based on modeling different types of distributed generations and 
energy storage equipment. MG can maintain stable and voltage and frequency stability by 
choosing different micro sources reasonably and designing controllers. Storage devices 
which use power droop control play an important role in MG control. 
Reference [89] presented the intermittent nature of renewable energy sources like 
photovoltaic (PV) demands usage of storage with high energy density. This paper proposed 
a composite energy storage system (CESS) that contains both high energy density storage 




requirements. The proposed power converter configuration and the energy management 
scheme can actively distribute the power demand among the different energy storages. 
Reference [90] proposed background on various AC motor types, and the control and 
protection practices. This paper also discussed various electric motor types and different 
types of motor starting methods. They are as follows: Across the line, Reduced voltage 
auto transformer, Reduced voltage resistor or reactor, Wye-delta, Part-winding, Solid state 
soft starter, Rotor resistance. Adjustable speed drive. It proposed motor protection of a 
motor from abnormal conditions. Various types of motor protection are as follows: 
Nameplate values, Low voltage motor protection, Medium voltage motor protection. 
Reference [91] proposed a system to limit the flow of large line currents and hence, 
protect the MGs. Also, this paper proposed two current-limiting algorithms, namely, the 
RL feed forward and flux-charge-model feedback algorithm, for controlling a series 
inverter connected between the MGs and utility during utility voltage sags. This paper 
presented the RL algorithm functions by controlling a series inverter, connected between 
the micro and utility grids, to insert large virtual RL impedance along the distribution 
feeder to limit the line currents and damp transient oscillation with a finite amount of active 
power circulating through the series inverter. 
Reference [92] presented advanced sensors and measurement techniques which will be 
used to achieve higher degrees of network automation and better system control, while 
pervasive communications will allow networks to be reconfigured by intelligent systems. 
This report has sought to identify the major research challenges facing electrical power 
networks and the strategic urgency with which the redesign of a key infrastructure must be 
undertaken. It also serves to create new electricity system for the next century and generate 
major economic advantages in providing technical solutions and designs for an 
international market that is currently facing similar electrical networks crossroads. 
Reference [93] proposed a novel integration of Doubly Fed Induction Generator (DFIG)-
based wind farms within MGs. The voltage and frequency of the MG are controlled by the 
wind generators through droop characteristics. This paper focused on MG application; 
however, the method is quite applicable for AC grid and High Voltage Direct Current 
(HVDC) link connections as well. In a power system with a high wind energy penetration, 




Reference [94] proposed the concept of a MG village design with the distributed energy 
resources and its economic feasibility evaluation. The engineering flow is comprised of 
four parts such as natural environment and demand analysis, selection of applicable 
distributed energy resources and electrical network design, power network analysis, and its 
economic evaluation. Furthermore, the effectiveness of the suggested scheme has been 
demonstrated by case studies on realistic demonstration sites. 
Reference [95] proved that storage systems applied in  MGs can perform the dual tasks 
of active power balancing and voltage regulation simultaneously. In grid connected mode 
of operation, it may ensure load levelling and reducing the power exchange with the 
network which makes the system operation more efficient and flexible. 
Reference [96] presented the results of a research project whose-objective is to extend 
obtained capabilities of a resilient MG to a conventional distribution network. The 
presented work is an advanced interface control system for grid connection of this cluster 
in order to provide the overpower in compliance with the distribution network. As a result, 
the Distribution System Operator (DSO) considers this locally controlled cluster as a single 
producer. Also, an advanced interface control system for a MG is presented in this paper. 
The droop controller for the primary frequency control and power exchange with the 
distribution network is detailed. 
Reference [97] addressed the problem of voltage regulation in MGs that include DFIG-
based wind generation. This paper proposed a voltage sensitivity analysis-based scheme to 
achieve voltage regulation at a target bus in such MGs. The proposed method is local and 
obviates the need for remote measurements. The proposed methodology can be potentially 
useful to reactive power management and voltage regulation in MGs. 
 
2.3 Microgrid Motivation 
 
When Hurricane Sandy cut off power to millions of homes and businesses in the 
Northeast US, a few areas - mostly parts of universities - kept the lights on using their own 
power generation systems. This ability to sustain electricity service during widespread 
natural disasters is one reason for the growing interest in MGs. But they offer other 




manage energy supply and demand, MGs can reduce GHG emissions and save energy. For 
utilities, MGs can ensure power resiliency and reliability for critical loads such as health 
care, food and drinking water facilities, transportation and communications facilities. Also, 
they can provide electricity in remote areas not served by existing grid infrastructure. MGs 
also appeal to parties looking for self-sufficiency and independence. 
The formula is simple: If you can find out what is valuable to someone, then you have 
the key to motivating them. As a result, energy users that value reliability are the prime 
candidates for MGs. Hit hard by a string of storms the past five years, states in the east 
coast of the U.S., including Connecticut and New York, have incentive programs to deploy 
MGs to improve grid reliability. California recently put in place an energy storage program, 
which could create financial incentives for MGs. Island nations are also projected to be 
early customers of large-scale MGs because they typically generate electricity with diesel 
generators, which is expensive. Navigant Research forecasts that the U.S. will fuel most 
growth in MGs this decade while Europe, which has a more reliable grid, will lag. It 
predicts growth from 685 MW last year to five GW by 2020. 
 
2.4 Microgrid Projects Across the Globe 
 
In recent years, MGs - being the core element of the smart grid evolution - have been an 
area under hot discussion. According to a new report from Navigant Research, as of the 
fourth quarter of 2017, the research group’s Microgrid Deployment Tracker (MDT) had 
identified 1,869 projects—representing a total capacity of 20.7 GW—operating, under 
development, or proposed across 123 countries worldwide. That compares to 18 GW of 
MG capacity identified in the second quarter of 2016. 
Across the globe, several MG projects have been productively implemented in advanced 
countries and few are in progress in developing countries too. The process is expected to 
take a good pace with more emphasis on the smart grid to be a reality. To mention there 
are a number of active MG projects around the world namely in North America, European 
Union and South & East Asia involved in realizing the improved operation of MG, testing 
and evaluation of MG demonstration systems in a better sense. Looking across the globe it 




representing 69% of total installed capacity. Asia Pacific and Europe are also the promising 
regions, with 19% and 12% shares of total capacity, respectively [98]. Insistent smart grid 
deployment, emission reduction, and renewable source targets are fueling the demand for 
these technologies in both Europe and North America. 
Navigant Research noted that the increase in MG capacity was boosted by 60 new 
projects. These were mostly small installations, with the exception of a 2.2 GW MG 
installed at the Saudi Aramco gas-oil separation plant in Shaybah, Saudi Arabia, by 
Schweitzer Engineering Laboratories. That project—which is technically eight 
interconnected MGs—is the largest single entry in Navigant’s Tracker. Asian Pacific 
nations led all regions in MG deployments, with 8.4 GW of total capacity, though North 
America kept pace, with a total 6.97 GW. Navigant Research mentioned that while Asia 
Pacific and North America still account for more than three-quarters of all MG capacity in 
the Tracker, a major shift that happened lately is the Middle East and Africa jumping to 
third place among all regions with more than 3 GW of total capacity.  And, recently Europe 
showed an unusual drop in capacity, with a total of 1.8 GW, due to a number of project 
updates where totals were adjusted downward to correctly represent their current status. 
Consequently, the Navigant Research group mentioned that while it has tracked the MG 
market since 2009, the MG deployment process is still rapidly taking hold worldwide. Also, 
the Navigant Research group noted that the MG market breaks into the following segments  
(with % of total power capacity as of the first quarter of 2016): Remote (54%), Utility 
Distribution (13%), Community (13%), Institutional/Campus (9%), Military (6%) and 
Commercial/Industrial (5%) as shown in Figure 2.2 [99].  
 




2.4.1 Microgrid Implementation in Ohio, United States 
 
The pioneer and most well-known U.S. MG research, development and demonstration 
(RD&D) effort established in 1999 has been pursued under the Consortium for Electric 
Reliability Technology Solutions (CERTS). The CERTS MG was constructed at a site 
owned and operated by American Electric Power (AEP) near Columbus, Ohio. This test-
bed, as shown in Figure 2.3, is a 480 V system, connected to the 13.8 kV distribution-
voltage system through a transformer at the Point of Common Coupling (PCC). It has two 
main autonomous components, DG sources and thyristor based static switches [100]. 
The test-bed has three feeders, two of which have converter based DG units driven by 
natural gas. One feeder has two 60 kW sources and another feeder has one 60 kW source 
which can be connected or islanded. The third feeder stays connected to the utility but can 
receive power from the micro sources when the static switch is closed without injecting 
power into the utility. Two feeder branch circuits consist of sensitive loads and the third 
branch circuit has traditional non-sensitive loads. The objective of the test-bed is to 
demonstrate the system dynamics of each component of the CERTS MG. 
 




2.4.2 Microgrid Implementation in Canada Boston Bar – BC Hydro 
 
The MG RD&D activities in Canada are focused on development of control and 
protection strategies for autonomous MG operation at medium voltages. Two of the major 
utility companies in Canada, BC Hydro and Hydro Quebec, have implemented MG 
intentional islanding applications. The main objective of planned islanding projects is to 
reduce sustained power-outage durations and to enhance customer-based power supply 
reliability on rural feeders by utilizing an appropriately located Independent Power 
Producer (IPP). Boston Bar town a part of the BC Hydro rural areas is supplied by three 
25-kV medium-voltage distribution feeders connected to the BC Hydro high voltage 
system through 60 km of 69 kV line. The Boston Bar IPP MG comprises of two 4.32 MVA 
run-of-river hydro power generators and is connected to one of the three feeders with a 
peak load of 3.0 MW, as shown in Figure 2.4 [101]. 
Remote auto-synchronization capability was also added at the substation level to 
synchronize and connect the island area to the 69 kV feeder without causing load 
interruption. When a sustain power outage event, such as a permanent fault or line 
breakdown, occurs on the utility side of the substation, the main circuit breaker and feeder 
reclosers are opened. Then the substation breaker open position is telemetered via leased 
telephone line used for communication between the generators remote control site and the 
Utility Area Control Centre (UAAC) to the IPP operator [102]. 
 




2.4.3 Microgrid Implementation in Greece 
 
Within the frame of the European MGs projects several set-ups have been installed at 
different laboratories. The first European Union project funded by the EU was the 
“Microgrids Project” and it was undertaken by a consortium led by National Technical 
University of Athens (NTUA). The MGs project investigated a MG Central Controller 
(MCC) that promotes technical and economical operation, interfaces with loads and micro 
sources and demand-side management and provides set points or supervises local control 
to interruptible loads and micro sources [103]. A pilot installation was installed in Kythnos 
Island, Greece, that evaluated a variety of DER to create a MG. Another project at NTUA 
is a laboratory-scale MG implementation as detailed below. 
 
2.4.3.1 Microgrid Implementation in Kythnos Island, Greece 
 
There is one field demonstration of stand-alone DG in Greece which possesses some 
features of MG, and it would be connected to the main grid in the near future. The system 
provides electricity to 12 houses in a small valley in Kythnos, an island in the cluster of 
Cyclades situated in the Aegean Sea. Figure 2.5 shows the mini-grid layout for the 
settlement that is situated about 4 km from the medium voltage grid line of the island [104]. 
The Kythnos mini-grid consists of 10 kW solar PV capacity distributed in five smaller sub 
systems, a battery bank of 53 kWh capacity and a diesel generator of 5 kVA nominal output 
power and three 4.5 kVA each battery inverters to form the grid. Each house has an energy 
meter with 6A fuse, as per the norms of the local electric utility public power corporation. 






Figure 2.5:   The Kythnos Island MG – Greece [104] 
 
2.4.3.2 Laboratory-Scale MG Implementation at NTUA – Greece 
 
At the international level, the European Union has supported second major research 
efforts devoted exclusively to MGs named “More MG Projects”. This project was executed 
to study alternative methods, strategies along with universalization and plug-and-play 
concepts. The demonstration site is an ecological estate in Mannheim–Wallstadt, Germany 
[103]. Continuing MG projects in Greece include a laboratory facility that has been set up 
at the National Technical University of Athens (NTUA), a specially designed 1-phase 
system of the NTUA with agent control software with the objective to test small-scale 
equipment and control strategies for MG operation. NTUA MG test system (shown in 
Figure 2.6) consist of one wind turbine, two PV generators, storage in battery energy and 




(PWM) voltage source converter, which regulates the voltage and frequency when the 
system operates in the island mode. The battery inverter operates in voltage control mode 
(regulating the magnitude and phase/frequency of its output voltage) [104]. When the MG 
operates in parallel to the grid, the inverter follows the grid. Multi-agent technology built 
on the Java Agent Development Framework (JADE) 3.0 platform has been implemented 
for the operation and control planning of the sources and the loads. The project has been 
successfully completed providing several innovative technical solutions. 
 
Figure 2.6:   The Laboratory MG Facility at NTUA [104] 
 
2.4.4 Microgrid Implementation in Bronsbergen Holiday Park, Netherlands 
 
In the Netherlands one of the “More Microgrids Projects” is located at Bronsbergen 
Holiday Park, located near Zutphen. The park is electrified by a traditional three-phase 400 
V network, which is connected to a 10 kV medium-voltage network via a distribution 
transformer located on the premises, as shown in Figure 2.7. The distribution transformer 
does not feed any low-voltage loads outside of the holiday park. Internally in the park, the 
400 V supply from the distribution transformer is distributed over four cables, each 
protected by 200 A fuses on the three phases. It comprises 210 cottages, 108 of which are 
equipped with grid-connected PV systems of 315 kW catering a peak load of about 90 kW. 




storage coupled by a flexible AC distribution system including evaluation of islanded 
operation, automatic isolation and reconnection, fault level of the MG, harmonic voltage 
distortion, energy management and lifetime optimization of the storage system, and parallel 
operation of converters [105]. 
 
Figure 2.7:   Schematic for the Bronsbergen Holiday Park MG – Netherlands [105] 
 
2.4.5 Microgrid Implementation in DeMoTec – Germany 
 
A comprehensive study on MG control methods has been performed in Institut für Solare 
Energieversorgungstechnik (ISET), Germany. The DeMoTec MG at ISET, which is a 
general test site for DER has a total available generation capacity of 200 kW comprising 
of a PV generator, a wind generator, two battery units, and two diesel generators. A number 
of loads with different priority levels and several automatic switches are there for 
sectionalizing the MG into up to 3 low voltage island grids. A central crossbar switch 
cabinet connects all generators and loads to a local grid. Figure 2.8 presents the diagram of 
the DeMoTec test MG. 
To enable a monitoring and control of the generators and of the operating states of the 




communication is done via a separate Ethernet communication line and XML-RPC 
communication protocol is used [106]. The DeMoTec promotes design, development and 
presentation of systems for the utilization of renewable energies and the rational use of 
energy. A DeMoTec master display is being used to monitor the operations of a widely 
dispersed wind power plant system, which comprises about 80 representatively, selected 
systems throughout Germany. In this master display, moreover, the remote monitoring of 
remote isolated systems in Greece and Spain as well as the control of active low-voltage 
grids can also be demonstrated [107]. 
 
Figure 2.8:   DeMoTec MG Test System [107] 
 
2.4.6 Residential MG Implementation in Am Steinweg, Stutensee - Germany 
 
One of the first pilot projects on MG with renewable energy in a residential neighborhood 
was carried out in the neighborhood Am Steinweg in Stutensee, a German village located 
about fifteen minutes north of the Karlsruhe. 
This is a 3-phase low voltage grid with a neutral conductor, which is linked in one place 
by a 400 kVA transformer to the medium-voltage grid and has a circular structure. The 




different PV installations (with a nominal power of 35 kWp) and a lead-free battery bank 
(880 Ah) with a bi-directional inverter. This inverter is designed for a power exchange of 
100 kW. The batteries can deliver this power for half an hour. In total, 101 apartments are 
linked to this grid. The maximum active power through the transformer is determined as 
150 kW. Figure 2.9 shows the structure of the MG, with the division of loads and sources 
[104]. 
 
Figure 2.9:   The Residential MG of Am Steinweg in Stutensee – Germany [104] 
 
2.4.7 Microgrid Implementation in Cesi Ricerca – Italy 
 
The Cesi Ricerca DER test MG (Italy) is a low voltage (LV) MG, connected to the 
medium voltage (MV) grid by means of 800 kVA transformer. It is constituted by several 
generators with different technologies (renewable and conventional), controllable loads 
and storage systems. This MG can provide electricity to the main grid with a maximum 
power of 350 kW. Figure 2.10 presents the network configuration of Cesi Ricerca DER 
test MG [104].  
It comprises of the following distributed energy resources and the storage systems: 
• A hybrid energy system consisting of a photovoltaic plant (10 kW), a lead-acid 
storage, a diesel engine coupled with an asynchronous generator (7 kVA), a 
simulated (8 kVA) asynchronous wind generator 
• Five PV fields of different technologies for a total nominal power of 14 kW 
• A solar thermal plant with a parabolic dish and a Stirling engine (10 kW) 
• An ORC CHP system fuelled by biomass (10 kW, 90 kW) 




• A Vanadium Redox Battery (42 kW, 2 hours) 
• A Lead Acid battery system (100 kW, 1 hour) 
• Two high temperature Zebra batteries (64 kW, 30 minutes) 
• A high speed flywheel for Power Quality (100 kW, 30 seconds) 
• A controllable 3-phase resistive-inductive load (100 kW + 70 kVAR) 
• A capacitive load and several RL loads with local control (150 kVAR) 
 
2.4.8 Microgrid Implementation in the University of Manchester, UK 
 
The hardware topology used in the University of Manchester Microgrid/Flywheel energy 
storage laboratory prototype is shown in Figure 2.11. The overall MG test system is 
nominally rated at 20 kVA, although the flywheel and power electronics are rated much 
higher 100 kW connected with 0.4 kV mains supply of the laboratory considered as the 
main grid. A synchronous generator and an induction motor coupled together acts as the 
micro-source. A three-phase balanced load of 12 kW is connected at the end of the feeder. 
Control systems for real-time control of the MG hardware, using the Simulink/dSPACE 
control environment has been developed in 2005. The test-rig has been designed to allow 
the investigation of power electronic interfaces for generation, loads or energy storage. The 
AC/DC inverter labelled ‘flywheel inverter’ can be configured in software to allow the 
interfacing of the flywheel storage system to the remaining MG unit. The MG may be 
operated in islanded operation. Breaker 1 is opened to emulate a loss of mains condition as 
shown in the Figure 1.11. Breaker 2 is under the control of the MG controller system. Thus 
the onset of islanding, and resynchronization to mains, as well as mains connected 










Figure 2.11:   University of Manchester MG/flywheel energy storage laboratory prototype [104] 
 
2.5 Description of a MG 
 
Around the world, governments and industries are moving towards use of cleaner 
energy sources and hence reduce the overall environmental pollution. This has led to an 
increase in attention towards Distributed Generation (DG) using non-conventional and 
renewable energy sources, which are connected locally at the distribution system 
level. However, adverse impact on the grid structure and its operation, with increased 
penetration of DGs, is unavoidable. To reduce the impact of DGs and make conventional 
grids more suitable for their large-scale deployment, the concept of MGs is proposed [105]. 
 
2.5.1 Definition of MG  
 
A MG is an interconnection of DGs - either a set of dispatchable generating units (such 




solar PV units), - integrated with electrical and thermal energy storage devices.  It operates 
to meet the customers’ local energy needs, operating as a single system and on a small-
scale, on low-voltage distribution systems providing both power and heat. To ensure that 
the MG is operated as a single aggregated system and meets power quality, reliability and 
security standards, power electronic interfaces and controls need to be applied [108], [2]. 
This control flexibility allows the MG to present itself to the main utility power system as 
a single controlled unit. 
The MG serves a variety of customers, e.g. residential buildings, commercial entities 
and industrial parks, with the particularity that some loads (or all of them) may be 
controllable. A typical MG structure including loads and DER units is depicted in Figure 
2.12. 
 
Figure 2.12:   A typical MG structure integrating DERs and loads [68] 
 
A MG is generally located downstream of the distribution substation. The electrical 
connection point of the MG to the utility grid constitutes the point of common coupling 
(PCC). The internal coordination of groups of final consumers and DERs confined 
within the MG could be done independently from the distribution grid, so that the 
distribution system operator (DSO) may only consider the power exchange with the MG at 
the PCC. This allows to greatly reduce the number of nodes under control by the DSO. 
This allows simplifying the decision making and the top-level communication 




environmental aims, by implementing smart energy management systems (EMS) and 
novel operation techniques based on ICTs. 
The MG normally operates in a grid-connected mode through the substation transformer. 
However, it is also expected to provide sufficient generation and storage capacity, controls, 
and operational strategies to supply at least a portion of the load after being disconnected 
from the distribution system at the PCC and remain operational (after a smooth 
transition) as an autonomous (islanded) entity. This islanding capability reduces outages 
and allows to improve  service  and  power  quality, therefore providing high reliability 
[109]. 
From the utility point of view, application of micro-sources can potentially  reduce  the  
demand  for  distribution  and transmission facilities. Clearly, distributed generation located 
close to loads within the MGs can reduce power flows in transmission and distribution 
circuits with the consequent loss reduction, also providing support to the utility network in 
times of stress by relieving congestion and aiding restoration after fault clearance [68]. 
To summarize, the basic concept of a MG is to aggregate and integrate DERs ideally 
near the end-users (loads) in order to provide them with an electric power system 
characterized by the following functional and operational conditions: 
• Efficient power production to meet the consumer's electricity demand. 
• Energy management from supply and demand-side to achieve basic operation 
requirements such as power balance, voltage control, power quality, flexibility and 
electrical safety, through the implementation of proper control techniques. 
• Plug and play functionality, constituting a flexible system where new loads, 
DERs and other devices can be simply implemented. 
• Islanding capability, ensuring a safe, reliable, and prime quality energy supply. 
 
2.5.2 Distributed generators 
 
According to the Institute of Electrical and Electronics Engineers (IEEE), DG is the 
generation of electricity by facilities sufficiently smaller than central generating plants as 




the generator must be smaller than a few megawatt (10-50 MW) to be considered as a DG 
[3]. 
When it comes to MGs, usually smaller scale DG systems are integrated, with installed 
capacities in the order of tens to hundreds of kW, such as microturbines, photovoltaic 
arrays, fuel cells and wind turbines, among others. These units have emerged as a 
promising option to meet growing customer needs for electric power, providing different 
economic, environmental and technical benefits. The presence of generation close to 
demand potentially reduces losses and increases reliability. The electronic interfaces used 
by most DG systems allow to maintain power quality and improve the overall efficiency 
by the application of control techniques based on energy management systems. However, 
intermittent DERs such as wind power generators and PV systems may also introduce 
power quality issues, what requires the implementation of ESS. The economic advantages 
of DG respond to the lower capital investment for construction of power systems, since 
distribution of generation units eliminates the extensive transmission systems. Finally, DG 
power systems provide environmental benefits as a result of offering a more efficient 
way of generating and distributing electricity, hence emphasizing RES deployment [68]. 
 
2.5.3 Energy storage devices 
 
During islanded/isolated operation of MG, power generated from DG units cannot be 
instantly matched to load demands. A fundamental aspect of MGs island/isolated mode 
operation is the inclusion of ESS, which allows compensation of unbalances between 
generation and load to ensure quality of supply. ESS must be able to provide the amount 
of power required to balance the system disturbances and/or significant load changes. 
ESS implementation also mitigates the intermittency of RES, such as solar and wind 
energy, and it allows these distributed generators (together with the ESS) to operate as 
dispatchable units in order to provide additional power on request. In addition, ESS 
provides the energy requirements for seamless transition between grid-connected and 
islanded autonomous operation modes. During grid-connected mode, ESS allows to 




Therefore, power and energy requirements of MGs are supported by ESS, thus raising 
the overall performance [110]. 
The storage options include batteries, flywheels, super (or ultra) capacitors, 
superconducting magnetic energy storage (SMES), compressed air, pumped hydroelectric 
and thermal energy storage. Electric vehicles (EV) are also seen as an alternative 
mobile option of energy storage in order to store energy in their batteries when the demand 
and cost of electricity low, which may be used later during high demand periods [111]. 
 
2.5.4 MG loads 
 
A MG  can  serve  electrical  and/or  thermal  loads, although only electrical loads will 
be treated in this section. Electrical loads can be classified as critical and non-critical (or 
non-sensitive). Critical loads are those in which the electrical power must be maintained 
with a high quality and reliability, and thus cannot be interrupted. On the other hand, 
non-critical loads refer to those loads that can be disconnected from the energy supply 
for determined periods of time in order to maintain the MG operating conditions. The load 
management behavior of the MG mainly depends on the mode of operation and system 
requirements/market incentives, applying different strategies whether the MG operates 
in grid-connected or islanded modes. 
In a grid-connected mode, the utility distribution system can compensate any power 
discrepancy between demand/generated power within the MG to maintain the net power 
balance. Any difference could be also mitigated by load or generation shedding, when 
operational strategies or contractual obligations impose hard  limits  to  the  net  
import/export  power.  Load shedding is often required to maintain the power balance 
and consequently stabilize the MG voltage amplitude/angle during an autonomous mode 
of operation. In this sense, critical loads receive service priority through the 
implementation of a convenient operation  strategy.  Load  control  can  also  be executed 
to reduce the peak load and to smoothen load profiles in order to optimize  the  performance  






2.5.5 MG control 
 
Advanced control strategies are vital for the realization of MG. In this sense, two 
different control approaches can be identified: centralized and decentralized. The 
implementation of a fully centralized control architecture becomes infeasible due to 
extensive communication and computation needs for the large number of controllable 
resources and rigorous performance and reliability requirements of MGs. On the other 
hand, a fully decentralized approach results nonviable due to the strong coupling between 
units in the MG, what demands a minimum coordination that results impracticable by using 
only local variables. A compromise solution can be developed by applying a hierarchical 
control structure, consisting of three levels: primary, secondary, and tertiary [112]. 
The primary control deals with the inner control of the DG units, in order to keep the 
system stable using safe and fast control algorithms. Based on local measurements, 
primary control executes power sharing (and balance), islanding detection, and output 
control without using any critical communication link, which accomplishes the plug 
and play capability. In synchronous generators, the voltage regulator, governor and the 
machine inertia itself perform power sharing and output control. Voltage Source Inverters 
(VSIs) used in electronic interfaces of DG require controllers to emulate the behavior of 
synchronous generators, which are composed of two stages: DG power sharing controller 
and inverter output controller. The latter is generally accomplished by an outer loop for 
voltage control and an inner loop for current settlement. Power sharing is performed 
by active power-frequency and reactive power-voltage droop   controls   simulating   droop 
characteristics of synchronous machines [112]. 
The existence of line impedances drives load fluctuations to deteriorate the regulation of 
the MG voltage and frequency under droop control. Secondary control ensures that 
frequency and voltage deviations are restored towards zero after every change of generation 
or load inside the MG. Also referred to as the MG EMS, the secondary control is 
responsible for the secure, reliable and economical operation of MGs in both grid-
connected and islanded mode. This control level can be implemented in two different ways: 
centralized and decentralized. In general, centralized approaches are more suitable for 




decentralized approaches are associated to grid-connected MGs with multiple owners and 
a variable number of DER units. Secondary control operates on a slower time frame as 
compared to primary control, determining the optimal (or near optimal) dispatch and unit 
commitment (UC) of DER units by three main methods: real-time optimization, expert 
systems, and decentralized hierarchical control [112]. 
Finally, the tertiary control regulates the power flow between the bulk power system 
and the MG at the PCC, while defines the long term optimal set points depending on 
the requirements of the main grid, also coordinating the clusters of MGs. This control level 
typically operates in the order of several minutes. Tertiary control can also be considered 
part of the main power grid. 
 
2.6 MICROGRIDS ARCHITECTURES 
 
Thomas Edison built the first DC electricity supply system in September 1882 in New 
York City. Edison stood up for DC distribution system, while George Westinghouse 
and Nikola Tesla promoted the AC system. Since late 19th century, AC has been the 
standard choice for commercial energy systems, based mainly on the ease to transform AC 
voltage into different levels, the capability to transmit power over long distances and its 
inherent characteristic from the fossil energy-driven rotating machines with their 
synchronous generators. 
However, DC distribution grids have shown a resurgence in recent years due to the 
development and deployment of RES based on DC power sources, and the rapid growth 
of DC loads which constitute today (together with AC loads with power electronic 
converters) the vast majority of loads in most power systems. DC distribution presents 
several advantages, such as reduction of the power losses and voltage drops, and an increase 
of capacity of power lines, mainly due to the lack of reactive power flows, absence of 
voltage drops in lines reactance and non-existence  of  skin  and  proximity  effects  then  
reducing ohmic  resistance  of  lines.  According  to  this,  its  planning, implementation 
and operation is simpler and less expensive [4]. 
In this context, MG involve both AC and DC components, and that they can be operated 




DC MG), or a combination of both, through different architectures. MG architectures are 
mainly determined by the nature of the loads, the existing and planned distributed 
generators, the difficulties to build new electrical lines, the existing communications, the 
space to place energy storage devices and their specific power and energy requirements, 
among others. According to the literature, MG architectures can be divided into three main 
categories, namely: AC MG, DC MG and Hybrid AC/DC MG. 
 
2.6.1 AC MG 
 
Inspired on traditional electric power systems, AC distribution is the most popular and 
commonly used structure for M G  studies and implementations. By utilizing the existing 
AC network infrastructure (distribution, transformers, protections, etc.), AC MG are 
easier to design and implement and are built on proven and thus reliable technology. The 
first MG developed by the Consortium for Electric Reliability Technology Solutions 
(CERTS) was formulated in I998 as a cluster of microgenerators and storage with the ability 
to isolate itself from the utility seamlessly without interruption to the loads [113]. Based 
on the CERTS MG concept, an example of the AC MG architecture is shown in Figure 
2.13. 
 




In the example, the MG has three AC feeders; two of them containing critical loads, 
DG and ESS, and the other one grouping non-critical loads. The MG is able to adapt 
generation and demand to any operating conditions by changing its topology through the 
circuit breakers. The connection of the MG to the distribution grid is managed by the 
static switch. This device can be operated to disconnect the MG when the quality of the 
electrical distribution grid is poor, leaving it in islanded operation mode. This maintains 
a high quality and reliable supply to the critical loads, which are fed both from the 
distributed generators and the energy stored in ESS devices. During a grid fault, the static 
switch is opened, as well as the circuit breaker of the third bus, in order to disconnect the 
non-critical loads from the grid to avoid their damage or malfunction [3]. 
In the AC MG architecture operated in grid-connected mode, the power flows directly 
from/to the grid, avoiding any series-connected converter, what provides high reliability. 
The feeders have the same voltage and frequency conditions as the grid, so that the loads, 
generators and energy storage devices must be grid-compliant. In fact, one of the main 
advantages of AC MG' architecture is their compatibility with the existing electrical grid, 
which can be reconfigured to an AC MG scheme. One of the main drawbacks is the large 
amount of complex power electronics interfaces required (inverters and back-to-back 
converters) to synchronize DERs with the AC utility grid, and to provide high-quality AC 
currents without harmonics. The efficiency and reliability of the overall MG can be 
reduced, since complex electronic power converters present lower reliability than those 
with less components. Generally, an AC distribution system has more conversion steps 
than a DC system [4]. 
 
2.6.2 DC MG 
 
Most  DER  operate  either  natively  at  DC  or  have  an intermediate DC link on their 
power electronic interface, whereas the end-point connection of ESS such as 
supercapacitors, batteries, SMES, and fuel cells is exclusively DC. On the other hand, many 
of today's consumer loads are DC supplied. According to some studies nearly 30% of the 
generated AC power passes through a power electronic converter before it is utilized, with 




Therefore, integrating these devices into DC MG through DC/DC converters becomes a 
smart choice not only in terms of increasing efficiency due to the reduction of conversion 
stages but also for achieving power quality with independence from the distribution grid. 
An example of DC MG architecture is illustrated in Figure 2.14 [3]. The main power 
electronic converter of this architecture is an AC/DC interface usually named as 
interlinking converter (IC), which connects the DC MG to the AC grid at the PCC, after 
the voltage shift and galvanic isolation provided by the transformer. This converter must 
be bidirectional to allow power exchange in both ways. Every DG and ESS device of the 
MG is linked to a DC bus with a determined voltage, most of them do it through a power 
electronic interface (DC/DC or AC/DC). The voltage regulation of the DC bus is done by 
the IC, providing a very high quality to the MG no matter the quality of the main grid. 
Compared to AC MGs, DC MGs have a simpler structure, lower system costs and an 
overall improved efficiency. Grid synchronization of DERs, harmonics and reactive power 
flows are not the concern of this architecture, what simplify its structure and control 
requirements. There are lower losses in DC distribution lines as compared to the AC 
distribution system, due to the absence of a reactive current component. Moreover, DC 
MGs have fault-ride-through capability and are not affected by blackouts or voltage sags 
occurred in the utility grid, due to the stored energy of the DC capacitors and the voltage 
control of the IC. On the other hand, DC MGs have some drawbacks such as the need to 
build DC distribution lines and the incompatibility with actual power systems. Also, the 
protection scheme for DC systems faces different challenges, mainly the immaturity of 
standards and guidelines and a limited practical experience. Special protection devices 
are needed for DC short-circuit currents interruption since there is no zero point crossing 
of current wave. Another disadvantage of the DC architecture is that AC loads can't be 
directly connected to the MG and the voltage of DC loads is not standardized, so additional 
converters would be required. Nevertheless, the main weakness of this architecture is the 
series-connected IC handling the whole power flow from/to the distribution grid, since it 





Figure 2.14:   DC MG architecture [3] 
 
2.6.3 Hybrid AC/DC MG 
 
Combining the advantages of AC and DC architectures, hybrid AC/DC MGs are gaining 
interest over the rest of the architectures, mainly because of the integration of two 
networks together in the same distribution grid, aiding the direct and efficient integration of 
both AC- and DC-based DERs and loads. 
A typical hybrid MG structure is shown in Figure 2 . 15, where the AC and DC grids 
can be distinguished, linked through the main AC/DC bidirectional converter [3]. AC 
loads are connected to the AC bus whereas DC loads are connected to the DC bus, using 
a power converter to adapt the voltage level when necessary. DG and ESS units can be 
connected either to the AC or DC buses, always trying to minimize the conversion steps. 
The AC bus allows using the existing equipment; while the DC bus allows the use of a 
reduced number of simpler converters. Moreover, this architecture allows the installation 
of sensible loads in the DC feeder, in combination with more robust loads installed in the 
AC feeder [3], [117]. 
When dealing with integration issues, the hybrid AC/DC MG architecture simplifies the 
electronic interfaces. It also reduces the conversion stages and therefore the energy losses. 
The inclusion of every DC device on the DC bus, makes it easier to control harmonic 
injections into the AC side through the main converter, thus guaranteeing high-quality AC 
in the utility grid. With regard to the transformation of voltage levels, it can be performed 
in a simple manner in the AC-side by the use of conventional transformers, while in the 




A hybrid MG can be developed over an existing distribution grid, introducing a main 
AC/DC converter and a communication network for the connected devices. Although this 
makes the overall cost higher compared to AC MG due to this main power converter, the 
investment will be returned faster if the number of attached devices increases, as the 
number of total interface converters is reduced. 
On the other hand, this architecture presents various weaknesses that need to be further 
investigated. When dealing with protection issues, AC equipment has reliable and widely 
studied technologies, while DC-side of the MG still needs further research and developments 
on this aspect. Furthermore, due to the main interface power converter, the reliability of the 
hybrid architecture is lower than that of the AC MG. Management is also more complex 
in a hybrid MG than in AC or DC MG, since stable and reliable power supply has to be 
ensured for both AC and DC buses through the application of appropriate control strategies 
for the connected devices. The major challenge of this architecture control is related to 
power balance when power exchange between the two networks (AC and DC) is 
required, what is still under study. 
According to the main interface device and the interconnection to the utility grid, hybrid 
MGs can be classified in two main groups namely coupled and decoupled AC 
configurations. At coupled AC topologies the AC bus of the MG is directly connected 
to the grid via a transformer and an AC/DC converter is used for the DC link. Instead, 
decoupled AC configurations are composed at least by an AC/DC and DC/AC stage; 
establishing no direct connection between the utility grid and the AC bus of the MG. By 











Microgrids (MGs) are envisioned as an attractive solution towards the integration of DG 
units in the utility grid, associated to a reduction  on  fossil  fuel  dependency,  an  increment  
in  the efficiency  of  the  overall  electric  grid  and  a  substantial improvement of the 
service quality and reliability seen by end customers. In this context, different MG 
architectures were presented, encompassed into three main categories: AC, DC, and hybrid 
AC/DC. The AC MG is the most robust architecture due to the direct connection of loads 
to the utility in a grid-connected mode, and the fact that the whole MG is built on proven 
and reliable AC elements. In addition, they facilitate the implementation of the MG concept 




few modifications on  their  structure  and components. This is the main factor that makes 
AC MGs the most used architecture so far. 
Reliability also relies on the energy conversion processes, and complex power electronic 
converters are more prone to failures than simpler ones. In this sense, hybrid AC/DC MGs 
present the lowest number of converters (and simpler ones), since DERs and loads can be 
connected to the AC or DC feeders depending on their characteristics. However, although 
the conversion processes of DC/AC and AC/DC are reduced compared with an individual 
AC or DC MG, many practical problems still exist for implementing them. 
To obtain high quality power for the MG loads, a DC MG is the most suitable option 
since voltage of the DC bus is generated electronically, thus being independent from the 
main grid voltage and frequency, and their possible fluctuations. The main power converter 
needed to link the MG to the utility grid is nevertheless a weak point of this infrastructure, 
sacrificing reliability in order to enhance power quality. The integration of DC loads is 
simpler in this architecture, what makes it a great option to supply energy to modern 
electronic loads such as computers and servers. Another relevant aspect of the DC 
architecture is that it provides an easy management of the stored energy in ESS devices. 
This new vision of power systems brought forward by the MG concept creates many new 
challenges that are multidisciplinary in nature. A robust and secure operation of such a 
complex and distributed system requires novel theoretical approaches regarding sensing, 
control, computational intelligence, software, and communication. The multiple software 
layers that the management and control of the distribution grid will require need also to be 
trustworthy, robust, flexible, user friendly and seamlessly integrated with the enormous 
databases that will be created. In summary, these issues are at the forefront of the research 
agenda in many disciplines and will need to be integrated to conceptualize the foundations 










TABLE 2.1:   ADVANTAGES AND DISADVANTAGES OF AC AND DC MGS 
Performance AC MG DC MG 
Conversion efficiency 
Less efficient due to more power conversion 
stages. 
Efficient due to fewer power conversion 
stages. 
Topology 
Relatively complex, large number of 
converters used. 
Topology is relatively simple. 
Controller complicity 
Difficult, transient of AC systems are more 
complex than DC systems. 
Easier than AC MG since topology less 
complicated. 
Power quality (PQ) issues 
Relatively complex voltage, frequency, phase 
angle and power factor are necessary to taken 
care. 
Only voltage issue is concerned as PQ 
issue for DC MG, easier to provide high 
quality power to customers. 
Standardization 
Standards for AC MG are mature since 
existing standards for power systems are 
applicable for AC MG. 
Standards for DC MG are still under 
construction. 
Integration with alternative energy 
resources 
Difficult, more conversion levels needed to 
integrate with DC DGs, AC current needs 
synchronized when integrating with high-
frequency AC DGs. 
Easier to integrate with PV, fuels cells, 
wind turbine and etc. 
Interface with main grid 
Can connect to main grid via PCC. Bidirectional converters are needed to 
interface with main grid. 
Protection 
Can utilize existing protection technique from 
existing AC power system. 







Less stable, frequency need to match when 
synchronizing, complex controllers, more 
conversion levels. 
More stable, only voltage need to be 
controlled, less conversion levels 
increase system robustness. 
Reliability 
Lower than DC counterpart since more 
devices are used in AC MG which leads to 
higher failure rate of the whole System. 
High. 
Cost 
Relatively low cost with the same scale DC 
counterpart when utilizing existing devices 
like wires, generators and etc. 
Relatively low cost comparing with the 
same scale AC counterpart when 








This chapter provides an overview of different components of a photovoltaic system and 
attempts to highlight recent research activities in the field of photovoltaics. 
 
3.2 Components of PV System 
 
The building blocks of a photovoltaic system are shown in Figure 3.1. The system is 
mainly composed of a matrix of PV arrays, which converts sunlight to DC power, and a 
power conditioning unit that converts the DC power to AC power. The generated AC power 
is injected into the grid and/or utilized by the local loads. In some cases, storage devices 
are used to improve the availability of the power generated by the PV system. In the 
following sub-sections, more details about different components of the PV system are 
presented and the recent related research activities are discussed. 
 





3.2.1 The light from the sun 
 
Irradiance or insolation is the instantaneous solar power received on a unit surface area 
and is normally given in W/m2. The global irradiance, Gg, which reaches a horizontal 
surface on the earth, is the sum of two components [118]: 1) direct (beam) irradiance, Gb, 
that directly reaches the horizontal surface without being scattered by the atmosphere and; 
2) diffuse irradiance, Gd, that reaches the horizontal surface after being scattered by clouds. 
Weather stations usually measure the global horizontal irradiance by a Pyranometer placed 
horizontally at the required location. On the other hand, a Pyrheliometer is used to measure 
the direct normal irradiance, which is the irradiance received by a surface that is 
perpendicular to the sun rays. Accordingly, the direct irradiance on the horizontal surface 
can be calculated. To measure the diffuse irradiance, a shading ball or ring can be used to 
permanently shade the Pyranometer. Figure 3.2 shows pictures of the three devices used to 
measure different irradiance components [119]. 
 
Figure 3.2:   Pyranometer (left top), Two-axis tracked Pyrheliometer (left bottom), Pyranometer with shading ball 
(right) [119] 
 
PV arrays are usually tilted to maximize the energy production of the system by 




respect to the horizontal surface of the earth is calculated for each specific site; however, 
it can be roughly set within ± 15˚ of the site latitude [119]. Thus, the irradiance components 
received by the tilted surface of the PV array are different from those provided by the 
weather stations. Accordingly, different models must be used to estimate the different 
irradiance components on the surface of the PV array from those provided by the weather 
stations. The accuracy of these models is mainly dependent on the location under study. 
Currently, one of the main research activities in this area focuses on analyzing the short-
term fluctuations of irradiance due to passage of clouds. Some of these studies use 
frequency domain analysis to investigate the smoothing effect of extended area of the PV 
system on the fluctuation of irradiance [120]. Other studies use frequency domain analysis 
to analyze the amplitude, and persistence of these fluctuations [121]. 
Another research activity related to this field focuses on developing models for the 
different irradiance components at a certain location by using either cloud observations 
obtained from weather stations [122] or images obtained from satellites [123], [124]. These 
models are important for predicting the output energy produced from PV systems installed 
at these locations. Short-term prediction of solar irradiance from historical time-series data 
is very important for short-term planning related to the operation of electric networks in 
the presence of PV systems, especially in the case of large systems. Different methods, 
such as auto-regressive moving average (ARMA) models and neural networks have been 
used for this purpose [125], [126]. However, the research in this field still needs more work 
to become as mature and well-established as wind speed prediction. In fact, predicting the 
solar irradiance is a complicated task as it is affected by many factors such as types of 
clouds, cloud heights, wind speed, and wind direction. 
 
3.2.2 PV arrays: technology and modeling 
 
The first silicon solar cell with an efficiency of 6% was developed at Bell Telephone 
Laboratories in 1954 by Chapin et al. [127]. Nowadays, a typical efficiency of 22.7% can 
be reached and different types of materials are used in manufacturing these cells. However, 
the most widely used cells are polycrystal silicon cells (54.5% of the world’s market share) 




electric characteristics of a PV cell are displayed as a relation between the cell voltage and 
current, and a relation between the cell voltage and power. Accordingly, several electric 
quantities that are important to the operation of the PV system are identified. These electric 
quantities include: the cell voltage under open circuit conditions, VOC, the cell current under 
short circuit conditions, ISC, and the cell voltage, current and power at the maximum power 
point, VMPP, IMPP, and, PMPP, respectively. Figure 3.3 and Figure 3.4 display the I-V and P-
V electric characteristics respectively of a common PV cell. 
 
Figure 3.3:   I-V characteristics of a single PV cell 
 
 




The electric characteristics of the PV cell depend mainly on the irradiance received by 
the cell and the cell temperature. Figure 3.5 displays the electrical characteristics of the cell 
at different levels of the irradiance and constant temperature. It is clear that the change in 
irradiance has a strong effect on short-circuit current and output power of the cell, but 
negligible effect on the open-circuit voltage. On the other hand, Figure 3.6 shows that the 
change in temperature at constant irradiance has a strong effect on the open-circuit voltage 
and output power of the cell, but negligible effect on the short-circuit current. 
 
Figure 3.5:   Characteristics of the PV cell at constant temperature and variable irradiance 
 
 





Usually solar cells are connected in series to form a solar module and modules are then 
connected in series to form a string. Finally, the strings are connected in parallel to form a 
PV array. The number of modules in each string is specified according to the required 
voltage level of the array. On the other hand, the number of strings is specified according 
to the required current rating of the array. Most PV arrays have a power diode, called 
bypass diode, connected in parallel with each individual module or a number of modules. 
The function of this diode is to conduct the current when one or more of these modules are 
damaged or shaded. Another diode, called blocking diode, is usually connected in series 
with each string to prevent reverse current flow and protect the modules. The layout of a 
PV array is illustrated in Figure 3.7. 
 
Figure 3.7:   Layout of a PV array 
 
The Solar array is the most expensive component in the PV system. The average cost of 
PV modules is $4.00–5.00/W; thus, most of the research activities performed in this area 
are concerned with manufacturing low-cost solar cells with acceptable efficiencies [129], 
[130]. The advances in this field of research will have a great impact on the large-scale use 
of PV systems. 
Generally, solar cells consist of a p-n junction fabricated in a thin wafer or layer of 




an exponential characteristic similar to that of a diode. When solar energy (photons) hits 
the solar cell with energy greater than band gap energy of the semiconductor, electrons are 
knocked loose from the atoms in the material which resulting in electron-hole pairs. These 
carriers are swept apart under the influence of the internal electric fields of the p-n junction 
and create a current proportional to the incident radiation. When the cell is short circuited, 
this current flows in the external circuit; when open circuited, this current is shunted 
internally by the intrinsic p-n junction diode. The characteristics of this diode therefore set 
the open circuit voltage characteristics of the cell. 
Most studies related to the performance of PV systems require the use of a model to 
convert the irradiance received by the PV array and ambient temperature into the 
corresponding maximum DC power output of the PV array, PMPP. The models recorded in 
the literature vary in accuracy and complexity, and thus, appropriateness for different 
studies. The single-diode model shown in Figure 3.8 is one of the most popular physical 
models used to represent the electric characteristics of a single PV cell [131]. This simplest 
equivalent circuit of a solar cell is a current source in parallel with a diode. The output of 
the current source is directly proportional to the light falling on the cell (photocurrent Ipv). 
During darkness, the solar cell is not an active device; it works as a diode, i.e. a p-n junction. 
It produces neither a current nor a voltage. However, if it is connected to an external supply 
(large voltage) it generates a current ID, called diode current or dark current. The diode 
determines the I-V characteristics of the cell. 
 
Figure 3.8:   Circuit diagram of the PV model 
 
Increasing sophistication, accuracy and complexity can be introduced to the model by 




▪ Temperature dependence of the diode saturation current I0. 
▪ Temperature dependence of the photocurrent Ipv. 
▪ Series resistance Rs, which gives the relationship between the maximum power 
point and open circuit voltage and represents internal losses due to current flow. 
▪ Shunt resistance Rp, in parallel with the diode, this corresponds to the leakage 
current to ground and is commonly neglected. 
▪ Either allowing the diode quality factor n to become a variable parameter (instead 
of being fixed at either 1 or 2) or introducing two parallel diodes with independently 
set saturation currents. 
In an ideal cell Rs = Rp = 0, which is a relatively common assumption. For this work, a 
model of moderate complexity was used. The net current of the cell is the difference of the 
photocurrent, Ipv and the normal diode current I0: 
 
𝐼 = 𝐼𝑝𝑣 − 𝐼0 [𝑒
𝑞(𝑉+𝐼𝑅𝑆)
𝑛𝑘𝑇 − 1]                                                                                                     (3.1) 
 
The model included temperature dependence of the photocurrent Ipv and the saturation 
current of the diode I0. 
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                                                                                                           (3.6) 
 
A series resistance Rs was included; which represents the resistance inside each cell in 
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𝑛𝑘𝑇1                                                                                                        (3.8) 
 
Where the symbols are defined as follows: 
 
q is the electron charge (1.60217646 × 10-19 C) 
k is the Boltzmann constant (1.3806503 × 10-23 J/K) 
V is cell output voltage (V) 
Vg is the band gap voltage (V) 
n is the diode quality factor 
T1 is the reference cell operating temperature (25 °C) 
T2 is another cell operating temperature (75 °C) 
𝐼𝑆𝐶  is short circuit current at the standard condition (A)  
𝑉𝑂𝐶 is open circuit voltage at the standard condition (V) 
Nser is the no. of series-connected modules per string 
Npar is the no. of parallel strings 
 
The shunt resistance RP is neglected. A single shunt diode was used with the diode quality 
factor set to achieve the best curve match. This model is a simplified version of the two-
diode model [133] and shown in Figure 3.8. 
All the constants in the above equations can be determined by examining the 




the array. As a typical example, the SunPower SPR-305E-WHT-D (Nser = 5, Npar = 66) 
array will be used to illustrate the model. 
The photo-current 𝐼𝑝𝑣 (A) is directly proportional to irradiance 𝐺 (Wm
−2). When the cell 
is short circuited, the current flows in the diode will be negligible. Hence, the 
proportionality constant in (3.3) is set so the rated short circuit current 𝐼𝑆𝐶  is delivered under 
rated irradiation (usually 1 Sun = 1000Wm−2). For the SPR-305E-WHT-D array, 𝐼𝑆𝐶 =
5.96 A at 1 Sun at 𝑇1 = 25 ℃  (298 K), so 𝐼𝑝𝑣(𝑇1) = 5.96 A/Sun. 
The relationship between the photo-current and temperature is linear (3.2) and is deduced 
by noting the change of photo-current with the change of temperature (3.4). For the SPR-
305E-WHT-D array, 𝐼𝑝𝑣 changes from 5.96 A to 6.14 A (3%) as T changes from 25℃  to 
75℃. 
When the cell is not illuminated, the relationship between the cell’s terminal voltage and 
current is given by the Shockley equation. When the cell is open circuited and illuminated, 
the photo-current flows entirely in the diode. The (I-V) curve is offset from the origin by 
the photo generated current 𝐼𝑝𝑣 (3.1). The value of the saturation current 𝐼0 at 25℃ is 
calculated using the open circuit voltage and short circuit current at this temperature (3.6). 
An estimate must be made of the unknown “ideality factor” n. Green [134] states that it 
takes a value between 1 and 2, being near 1 at high currents, and rising towards 2 at low 
currents. In this study, the ideality factor was estimated to be as 0.95 and it showed great 
similarity compared to characteristics of an actual PV array. 
The relationship of 𝐼0 to temperature is complex, but fortunately contains no variables 
requiring evaluation (3.5) [133]. Equations (3.7) and (3.8) are found by differentiating 
(3.1), evaluating at 𝑉 = 𝑉𝑂𝐶, and rearranging in terms of 𝑅𝑆 [133]. Using the values 
obtained from the SPR-305E-WHT-D array manufactures’ curves, a value of panel series 
resistance 𝑅𝑆 = 371 mΩ was calculated. 
The SunPower SPR-305E-WHT-D PV module was chosen for modeling. The SPR-
305E-WHT-D module provides 305 watts of nominal maximum power and has 96 







TABLE 3.1:   PARAMETERS OF THE SPR-305E-WHT-D PV MODULE AT STC 
Peak Power (+/-5%), Pmmp 305 W 
Peak power voltage, Vmmp  54.7 V 
Peak power current, Immp 5.58 A 
Open circuit voltage, VOC 64.2 V 
Short circuit current, ISC 5.96 A 
Temperature coefficient of current, Ki 3.5 mA/℃ 
Temperature coefficient of voltage, Kv -176.6 mV/℃ 
 
The model of the PV array was implemented using Matlab. The model parameters are 
evaluated during execution using the equations listed above. The program, calculate the 
current I, using typical electrical parameter of the module (𝐼𝑆𝐶 , 𝑉𝑂𝐶), and the variables 
Voltage (V), Irradiation (G), and Temperature (T). The inclusion of a series resistance in 
the model makes the solution for the current I as a non-linear problem (3.1), that should be 
solved by using numerical methods. In this program the Newton-Raphson method was 
used, because this method converges much more rapidly, and for both positive and negative 
currents. The Matlab program output is shown for various irradiation levels (Figure 3.9), 
and for various temperatures (Figure 3.10). 
 






Figure 3.10:   The Matlab model I-V and P-V curves for various temperatures 
 
The accuracy of the single-diode model can be further improved by replacing the single 
diode with two diodes connected in parallel. The first diode represents the diffusion current 
in the quasi-neutral region of the junction and has an ideality factor of 1. The second diode 
represents the generation-recombination in the space-charge region of the junction and has 
an ideality factor of 2 [130]. The main drawback of this model is the increased complexity 
of the relationship between the output voltage and current of the cell due to the existence 
of two diode equations. 
The identification of the parameters of the single-diode model from the data sheets of PV 
cells and the effect of irradiance and temperature on these parameters has been the focus 
of several studies [135]–[138]. Other studies propose the use of new models for the PV 
cells that can better represent the cell characteristics. Some of these models enhance the 
performance of the single-diode model by including the detailed physical processes that 
occur in the PV cell [139]. Other models use soft computing techniques to model the 
performance of PV cells under different operating conditions by training the PV model 




mathematical model using polynomials has been proposed to represent the performance of 
the PV cell [141]. This model is useful for the case when real-time identification of the 
maximum power point is required. However, the model has no physical meaning and its 
accuracy depends mainly on the available measured data obtained from the cell. 
In general, physical PV models provide cell-level information, and thus, are useful for 
studying the details of the PV system, such as maximum power tracking algorithms and 
impacts of partial shading. However, these models are not suitable for studying the 
performance of the electric network in the presence of PV systems. This is mainly because 
these studies require calculating the power generated from the PV system at different 
weather conditions over extended periods of time. Thus, simpler models are usually 
preferred as the amount of calculations is highly reduced. For example, the single-diode 
model can be simplified by assuming that the shunt resistance is infinitely large or by 
removing both the shunt and series resistances [136]. Accordingly, the voltage and current 
are decoupled in the main equation of the model. Other simplified models directly relate 
the irradiance and temperature at any instant with the maximum power that can be 
generated from the PV system [142]–[144]. These models are usually used when the 
performance of the electric network is to be assessed in the presence of a PV system. 
However, before using such models in the analysis, they should be validated against one 
of the comprehensive physical models to examine their accuracies. 
 
3.2.3 Power Conditioning Units 
 
Power conditioning units (PCUs) are used to control the DC power produced from the 
PV arrays and to convert this power to high-quality AC power before injecting it into the 
electric grid. PV systems can be divided, according to the number of power processing 
stages, into single-stage and two-stage systems. In single-stage systems, an inverter is used 
to perform all the required control tasks. But, in the two-stage system, a DC-DC converter 
precedes the inverter and the control tasks are divided among the two converters. Two-
stage systems provide higher flexibility in control as compared to single-stage systems, but 




the last decade, a large number of inverter and DC-DC converter topologies for PV systems 
were proposed [145]–[149], almost saturating the research in this area. 
In general, PCUs have to perform the following tasks: 
1. Maximum power point tracking (MPPT) 
One of the main tasks of PCUs is to control the output voltage or current of the PV array 
to generate maximum possible power at a certain irradiance and temperature. There are 
many techniques that can be used for this purpose [150]–[152] with the Perturb-and-
Observe and Incremental Conductance techniques being the most popular ones. A recent 
study [153] presented a qualitative comparison between 19 different MPPT techniques to 
serve as a guideline for choosing a suitable technique. 
Partial shading of PV arrays is considered one of the main challenges that face MPPT 
techniques. In this case, there might exist multiple local maxima, but only one global 
maximum power point, as illustrated in Figure 3.11. In this case, the task of the PCU is to 
identify and operate at the global MPP. The research in this field is active and several 
studies have focused on developing new MPPT techniques and PCU topologies that can 
perform this task [154]–[156]. 
 






2. Control of the injected current 
PCUs should control the sinusoidal current injected into the grid to have the same 
frequency as the grid and a phase shift with the voltage at the point of connection within 
the permissible limits. Moreover, the harmonic contents of the current should be within the 
limits specified in the standards. The research in this field is mainly concerned with 
applying advanced control techniques to control the quality of injected power and the 
power factor at the grid interface [157]–[159]. 
 
3. Islanding detection and protection 
Islanding is defined as a condition in which a portion of the utility system containing 
both loads and distributed resources remains energized while isolated from the rest of the 
utility system [160]. Most of the standards require that PCUs of PV systems should cease 
injection of power into the grid under specific abnormal operating conditions of the grid 
including those leading to islanding [160]. Islanding detection methods can be classified 
into three categories: 1) Communication based methods that depend on transmitting signals 
between the PV system and the grid to identify an islanding condition, 2) Passive methods 
that depend on monitoring a certain parameter and comparing it with a threshold value, and 
3) Active methods that depend on imposing an abnormal condition on the grid such as 
injecting harmonic current with a specific order at the point of connection with the grid. 
Most of the recent studies have focused on assessing and comparing different islanding 
techniques as well as developing new methods with minimized non-detection zones [161]–
[164]. 
 
4. Voltage amplification 
Usually, the voltage level of PV systems requires to be boosted to match the grid voltage 
and to decrease the power losses. This task can be performed using step-up DC-DC 
converters or multilevel inverters. Three-level inverters can be used for this purpose as they 







5. Additional functions 
The control of PCUs can be designed to perform additional tasks such as power factor 
correction [166], harmonics filtering [167], reactive power control [168], and operating 
with an energy storage device and/or a dispatchable energy source such as diesel generator 
as an uninterruptible power supply [169]. 
 
3.2.4 Energy Storage Devices 
 
The use of energy storage devices with PV systems is currently receiving a lot of 
attention, especially due to the fact that the power generated from these systems is 
intermittent. The installation of storage devices can enhance the performance of PV 
systems by bridging their power fluctuations, shifting the time of their peak generation, 
supplying critical loads during power outages, and providing reactive power support. 
There are a variety of storage devices such as batteries, super-capacitors, super-inductors, 
flywheels, and water pumping. These devices vary in their characteristics, method of 
operation, and accordingly, the tasks that they can perform. Thus, choosing a storage device 
that can perform the required function efficiently is a preliminary step. Moreover, due to 
the fact that the majority of storage devices are expensive, it is essential to study the 
economic value of using these devices. 
 
3.3 Connection Topologies of PV Systems 
 
PV systems have different topologies according to the connection of the PV modules 
with the PCU. Some of the common topologies are shown in Figure 3-12 and a comparison 






Figure 3.12:   Connection topologies of PV systems 
 
A. Centralized topology [170] 
This is one of the well-established topologies. It is usually used for large PV systems 
with high power output of up to several megawatts. In this topology, a single inverter is 
connected to the PV array. The main advantage of the centralized topology is its low cost 
as compared to other topologies as well as the ease of maintenance of the inverter. 
However, this topology has low reliability as the failure of the inverter will stop the PV 
system from operating. Moreover, there is significant power loss in the cases of mismatch 
between the modules and partial shading, due to the use of one inverter for tracking the 
maximum power point. 
 
B. Master-slave topology [171] 
This topology aims to improve the reliability of the centralized topology. In this case, a 
number of parallel inverters are connected to the array and the number of operating 
inverters is chosen such that if one inverter fails, the other inverters can deliver the whole 
PV power. The main advantage of this topology is the increase in the reliability of the 
system. Moreover, the inverters can be designed to operate according to the irradiance 
level, where for low irradiance level some of the inverters are shut down. This technique 




the cost of this topology is higher than that of the centralized topology and the power loss 
due to module mismatch and partial shading is still a problem with this topology. 
 
C. String topology [172] 
In the string topology, each string is connected to one inverter; hence, the reliability of 
the system is enhanced. Moreover, the losses due to partial shading are reduced because 
each string can operate at its own maximum power point. The string topology increases the 
flexibility in the design of the PV system as new strings can be easily added to the system 
to increase its power rating. Usually, each string can have a power rating of up to 2-3 kW. 
The main disadvantage of this topology is the increased cost due to the increase in the 
number of inverters. 
 
D. Team Concept topology [173] 
This topology is used for large PV systems; it combines the string technology with the 
master-slave concept. At low irradiance levels, the complete PV array is connected to one 
inverter only. As the irradiance level increases, the PV array is divided into smaller string 
units until every string inverter operates at close to its rated power. In this mode, every 
string operates independently with its own MPP tracking controller. 
 
E. Multi-String topology [172] 
In this topology, every string is connected to a DC-DC converter for tracking the 
maximum power point and voltage amplification. All the DC-DC converters are then 
connected to a single inverter via a DC bus. This topology combines the advantages of 
string and centralized topologies as it increases the energy output due to separate tracking 
of the MPP while using a central inverter for reduced cost. However, the reliability of the 
system decreases as compared to string topology and the losses due to the DC/DC 
converters are added to the losses of the system. 
 
F. Modular topology [172] 
This is the most recent topology. It is also referred to as "AC modules", because an 




due to partial shading, better monitoring for module failure, and flexibility of array design. 
However, this topology is suitable only for low power applications (up to 500 W) and its 
cost is relatively high. Moreover, the lifetime of the inverter is reduced because it is 
installed in the open air with the PV module, thus increasing its thermal stress. 
 
3.4 Standards and Codes for Grid-Connected PV Systems 
 
There are several standards on the market dealing with the interconnection of distributed 
resources with the grid. In this context, PV system is of importance where all practice for 
wiring, design and installation has been standardized. This section is limited to 
International Electro-technical Commission (IEC), Institute of Electrical and Electronics 
Engineers (IEEE) and National Electrical Code (NEC). 
Standards and codes governing the design of the PV system is based on PV electrical 
installations practices and interfacing with the grid. The Institute of Electrical and 
Electronics Engineers (IEEE) 929-2000 Standard: Recommended Practice for Utility 
Interface of Photovoltaic (PV) Systems which gives the guidance to PV system practices. 
These practices include power quality and protection functions [174]. The IEEE 929 
Standard also contains UL 1741 Standard which has been used as the key to select inverters 
used in this design. 
The International Electro-technical Commission (IEC) Standard gives out the 
characteristics of PV system and grid interface at the point of common coupling (PCC). 
The National Electrical Code (NEC), in article 690 on Photovoltaic power systems, shows 
the necessity and important information for proper installation of PV system. The 690 code 
explains most of the important information in both design and installation aspects. Some 
of this important information includes: 
• PV system conductors and coding. 
• Grounding system and Module connection. 
• PV source circuits, PV Inverter output circuits, and circuit routing. 
• Identification of equipment used and system circuit requirements i.e. open-circuit 





TABLE 3.2:   COMPARISON BETWEEN DIFFERENT CONNECTION TOPOLOGIES OF PV SYSTEMS 




▪ Easy to monitor. 
▪ Easy to maintain. 
▪ Low cost due to central inverter. 
▪ DC losses in high voltage DC cables. 
▪ Power loss due to centralized MPPT, string 
diodes and mismatch in PV modules. 
▪ Low reliability. 
▪ Not flexible in design. 
Up to several 
megawatts. 
Master-Slave 
▪ Higher reliability as compared to 
centralized topology. 
▪ Improved efficiency for the 
operating inverters. 
▪ Extended lifetime of inverters. 
▪ DC losses in high voltage DC cables. 
▪ Power loss due to centralized MPPT, string 
diodes and mismatch in PV modules. 
▪ High cost due to use of multiple inverters. 
▪ Not flexible in design. 
Up to several 
megawatts. 
String 
▪ Reduction in energy loss that result 
from partial shading. 
▪ Losses in string diodes are 
eliminated. 
▪ Good reliability. 
▪ Flexible in the design. 
▪ Higher cost as compared to centralized. 





▪ High efficiency due to individual 
MPPT and increase in the inverters 
efficiency. 
▪ Losses due to mismatch between PV modules. 
▪ High cost due to the use of several inverters. 






▪ Higher reliability as compared to 
centralized topology. 
Multi-String 
▪ Reduction in energy loss that result 
from partial shading. 
▪ Losses in string diodes are 
eliminated. 
▪ MPPT and current control are 
separated. 
▪ Voltage amplification can be 
achieved by the DC-DC converter 
▪ All strings are connected to a single inverter 
thus the reliability of the system decreases. 
▪ Additional losses inside the DC/DC converter. 




▪ No losses due to partial shading. 
▪ No mismatch losses between 
modules. 
▪ Easy in failure detection of the 
modules. 
▪ Flexible & expandable in design. 
▪ High cost. 
▪ Replacement of inverter in case of faults is not 
easy. 
▪ Reduced lifetime of the power electronic 
components due to additional thermal stress. 






This chapter presented the main components of PV systems and discussed the recent 
research activities regarding these components. Starting with the irradiance, weather 
stations usually measure the global irradiance on a horizontal surface, and thus, models are 
required to estimate the irradiance on the tilted surface of the PV system. The accuracy of 
any of these models is usually dependent on the location where the PV system is being 
installed, thus, it is important to choose a suitable model for the case under consideration. 
One of the main activities in this area is the development of irradiance models suitable for 
specific locations. The fluctuations in irradiance due to passage of clouds also received a 
lot of attention from researchers, where most of the work done in this field relied on the 
frequency domain analysis. One field that still requires more attention is the prediction of 
irradiance, which is a complicated task as compared to the prediction of wind speed. This 
is mainly because of the variety of factors that affect the accuracy of prediction including 
the wind speed and direction and type, height and thickness of clouds. 
Modeling of the PV cells is one of the mature areas in the field. There are a variety of 
models available in the literature and can be divided into two main categories; detailed and 
simplified models. Detailed models attempt to represent the physics of the PV cell and are 
usually suitable for studies that require the detailed cell information such as implementation 
of maximum power techniques and analysis of the effect of change in irradiance and 
temperature on the performance of the PV cell. On the other hand, simplified models 
usually provide a direct estimate of the maximum power generated from the PV cell at 
certain operating conditions. Thus, simplified models are suitable for system studies that 
try to identify the impacts of PV systems on the electric network. 
In the past few years, developing new topologies for power conditioning units and 
applying new control techniques were the focus of many studies, almost saturating this 
field of research. Also, the application of new maximum power point tracking algorithms 
received a lot of attention. However, most of these algorithms fail to operate properly in 
the case of partial shadings, which is the case where parts of the PV array are shaded by 




The use of storage devices with PV systems is currently receiving a lot of attention. These 
devices can be used to bridge fluctuations in the output power of PV systems, shift the peak 
generation of the system to match the load peaks, and provide reactive power support. One 
of the main challenges that still face the use of storage devices is the high cost associated 
with their installation. Thus, studying the economical aspect of installing these devices is 
































The increase in the photovoltaic (PV) installed capacity of recent years has sparked a 
continuous evolution of the PV power conversion stage [175], [176]. The PV converter 
industry has evolved rapidly from infancy within the last two decades. One of the drivers 
behind this progress has been the PV converter market stringent specifications, such as 
high efficiency (above 98%), long warranty periods (to get closer to PV module warranties 
of 25 years), high power quality, transformerless operation, leakage current minimization 
(which imposes restrictions on the topology or modulation), and special control 
requirements such as the Maximum Power Point Tracking (MPPT). Another driver behind 
this development was the fact that, for a long time, the power converter represented only a 
small fraction of the cost of the whole PV system due to high PV module prices, allowing 
PV inverter manufacturers room for developing higher performance and more 
sophisticated topologies. The development of new PV converter topologies also motivated 
manufacturers’ to develop proprietary technology to differentiate themselves from their 
competitors and achieve a competitive advantage in a growing PV converter market [177].  
This chapter presented a detailed survey on the topic of grid-connected PV system used 
to integrate the solar energy into the utility grid. Topologies of single-phase grid-connected 
inverters are analyzed critically, and a comparative study of these topologies is presented. 
Moreover, the three-phase grid-connected inverters are outlined. Furthermore, the control 
techniques for the single- and three-phase grid-connected inverters are critically reviewed 
and presented. 
 
4.2 Literature Review 
 
Reference [178] presented an overview of grid connected PV systems and then compared 




Reference [179] introduced a different inverter topology that uses a block of energy 
storage in a series-connected path with the line interface block. This design facilitated an 
independent control over the capacitor voltage and soft switching for all semiconductor 
devices. It increased the converter complexity compared to traditional designs, but it 
provided control for an energy storage voltage and reduced ripple by using electrolytic or 
film type capacitors. This topology also provided a facility for reactive power transfer and 
maintained high efficiency. 
Reference [180] discussed different topologies based on cascaded H-bridge multilevel 
inverters. In one topology, they described a multilevel inverter, with two PV arrays for each 
phase. In a second topology, they introduced a transformer and decreased the number of 
PV arrays to one for all three phases. In a third topology, the number of switches was much 
reduced compared to the other above described topologies and used the same number of 
PV arrays for all the three phases. They simulated these topologies with a RL load.  
Reference [181] presented a grid tied PV inverter with simulation and experimental tests 
for a reference voltage fixation method for DC-AC inversion, switching techniques by 
Peripheral Interface Controller (PIC) microcontroller, IGBT gate drive circuit operation 
with proper filtering and finally power delivery to the grid with proper isolation. The 
achievements of the practical testing of grid tied inverter lies in successful DC-AC 
conversion, along with the capability of matching inverter output voltage and frequency 
with continuous fluctuating grid voltage and frequency. 
Reference [182] presented a new current source converter topology for 1-phase PV 
application. The main principle for this proposed topology is that instantaneous power 
transfer across the switching bridge is maintained constant. With the help of this topology, 
the low frequency ripple common to 1-phase inverters was eliminated or reduced enough 
to reduce the size of passive components to achieve necessary stiffness. With the low 
current ripple, MPPT performance is readily achieved. They verified modulation and 
control methods using a detailed SaberTM model. 
Reference [183] focused on inverter topologies for 1-phase grid connected PV modules. 
They described some of the standards for PV and grid application like DC current injection 
into grid, power quality, islanding operation detection. They classified the inverter 




the PV modules and grid, types of grid interfaces, transformers and type of interconnection 
between stages. 
Reference [184] described a novel flyback-type 1-phase inverter circuit, which is suitable 
for an AC-module system. They removed the problem of low power from PV array due to 
partial shading on a few modules with the use of an AC module strategy. They described 
the use of small rating film capacitor instead of electrolytic capacitors, which is necessary 
for decoupling and with the help of film capacitors, the life of the inverter was increased. 
Reference [185] described 1-phase PV transformerless inverter. They proposed a new 
high efficiency topology that generated no varying common-mode voltage and required 
very less input voltage as the bipolar PWM full bridge. They verified this topology with a 
5-kW hardware prototype. 
Reference [186] described a transformerless inverter for grid connected PV system. They 
designed a very high reliability and efficient inverter. The proposed inverter utilized two 
different AC coupled inductors for positive and negative half grid cycles, and super 
junction MOSFETS to achieve high efficiency. 
Reference [187] described a transformerless inverter for a grid connected PV system. 
They proposed two step-down converters where each converter modulated a half wave of 
output current. They described transformerless topologies like H5 and HERIC which gave 
very high level of efficiency for low-power grid-tied system. 
Reference [188] described a multilevel inverter which offered high power capability with 
lower harmonic and commutation losses. The proposed multilevel inverter structure 
consisted of two basic parts. The parts are classified as Level and H-Bridge Modules. They 
described that multilevel inverter is good for unequal DC sources. They introduced Super 
Imposed Carrier PWM (SICPWM) technique for harmonic reduction. 
Reference [189] presented a 3-phase boost-type grid connected inverter. They proposed  
a one-cycle control (OCC) method with pulse width modulation (PWM) method. They 
described a single power stage conversion with the help of Current Source Inverter (CSI) 
with shorted inductor.  
Reference [190] proposed full-bridge series-resonant buck-boost inverter. This inverter 




proposed inverter provided the main switch for turn-on at Zero Current Switching (ZCS) 
by a resonant tank. This inverter gave a very high efficiency. 
Reference [191] presented a 3-phase 2-stage gird connected Module Integrated 
Converters (MICs). Generally, for MICs single-stage conversion is required but here they 
proposed Zero Voltage Switching (ZVS) in 2-stage operations for the grid connected PV 
system. In the first stage, they interfaced a high efficiency full-bridge LLC resonant DC-
DC converter which is interfaced to the PV array that produces a DC-link voltage. In the 
second stage, they considered a 3-phase DC to AC inverter circuit which employed an easy 
soft switching method without any auxiliary components. This inverter reduced per watt 
cost and improved reliability. 
Reference [192] presented a 1-phase grid connected PV system with power quality 
conditioner. They used an incremental conductance method for MPPT and shunt controller 
for voltage support. 
 
4.3 Requirements for PV Converters 
 
In the past, PV modules were very expensive, and the efficiency was very low; PV power 
integration into the distribution grid was not obvious. In addition, the safety requirements 
imposed by electric companies and governments were lacking. Today, PV installations are 
a relatively substantial part of the electrical market, and as PV becomes a more relevant 
actor in power systems, the corresponding requirements and regulations for the safe and 
reliable use of PV systems are being standardized. 
In general, two groups of requirements have to be met when a PV installation is 
considered. These two groups are the performance requirements and the legal regulations 
that the PV installations have to meet. 
 




The losses of PV inverters have reduced in time, and efficiency figures above 97% (see, 




even more for central inverters (see, for instance, SunnyCentral 760CP XT by SMA, a 
central inverter with nominal power up to 850 kW with 98% of efficiency) are possible 
[193].  The PV inverter efficiency for state-of-the-art brand products stands around 98%. 
However, it is notable that the efficiency is expected to improve further when silicon 
carbide (SiC) and gallium nitride (GaN) devices become the basic power semiconductors 
of the PV inverters in the next decade [194]. 
 
4.3.1.2 Power Density 
 
Since power density is important for domestic and commercial applications (below 20 
kW), several such solutions have been recently been presented (e.g. ABB PVS300 inverter 
which is based on a Neutral-Point-Clamped (NPC) topology) [195]. 
 
4.3.1.3 Installation Cost 
 
Figure 4.1 shows the evolution of each cost component of a PV system in central Europe 
[196]. Comparing the figures from the year 2000 to the figures in 2012, there is an 
important reduction in the total cost (68%), but the most important reduction (78%) is due 
to the cost of the PV modules. The inverter cost has been reduced by 68%, and the 
installation-related costs have had the smallest reduction in the entire group (56%). 
Installation costs may vary greatly from one country or region to another as the land, labor, 






Figure 4.2:   The evolution of the cost distribution of PV systems (in the range of 2-50 kW): (a) the costs in U.S. dollars 
and (b) the distribution of each component cost. [196] 
 
4.3.1.4 Minimization of Leakage Current 
 
The leakage current appears because of the high stray capacitance between the PV cells 
and the grounded metallic frame of each module and the high-frequency (HF) harmonics 
caused by the modulation of the power converter. Galvanic isolation can help to interrupt 
the leakage path, but the use of a transformer presents drawbacks such as higher cost and 
additional losses, leading in general to a reduction of the efficiency. Nevertheless, the 
transformer is mandatory in some countries because of local regulations. If the transformer 
is not mandatory, as a second solution, several power converter topologies have been 
specifically designed to minimize the effect of the HF harmonics on the leakage currents 
[197]. 
 
4.3.2 Legal Requirements of PV Systems 
 
4.3.2.1 Galvanic Isolation 
 
One important requirement for PV systems is galvanic isolation for safety reasons. This 




the connection of PV systems at the low-voltage (LV) distribution grid in Spain. This 
requirement means that the PV topologies are not standardized and that they have to be 
specifically designed to fulfill this galvanic isolation requirement, which is usually 
achieved by using a transformer (operating at either high or low frequencies). 
 
4.3.2.2 Islanding Detection 
 
The islanding phenomenon for grid connected PV systems occurs when the PV inverter 
does not disconnect after the grid has tripped and continues to provide power to the local 
load [198]. 
In the conventional case of a residential electrical system, co-supplied by a rooftop PV 
system, the grid disconnection can appear as a result of a local equipment failure detected 
by the ground fault protection or of an intentional disconnection of the line for servicing. 
In both situations, if the PV inverter does not disconnect, some hazardous situations can 
occur, such as 
▪ Retripping the line with an out-of-phase closure, damaging some equipment. 
▪ A safety hazard for utility line workers who assume that the lines are de-energized. 
To avoid these serious situations, safety measures and detection methods called anti-
islanding requirements have been required in some standards. In IEEE 1574 Standard, it is 
defined that after an unintentional islanding where the PV system continues to energize a 
portion of the power system (island) through the point of common coupling, the PV system 
shall detect the islanding and stop to energize the area within 2 seconds [199]. 
 
4.3.2.3 Other Codes and Standards 
 
Since PV applications are becoming more prevalent, codes and standards are 
continuously being defined by international and national committees and governments to 
achieve a safe, high-quality, and normalized operation. Usually, governments define their 
specific codes based on international standards, but consider local factors such as the 
geography, grid structure, and ratio between the renewable energy and the total installed 
power. For instance, VDE-AR-N 4105 is applied in Germany as a local code defining the 




capability). Note that a national code can become an international standard if it is 
successfully accepted by the international commissions [200]. A summary of the current 
international standards for PV applications is included in Table 4.1. 
 
TABLE 4.1:   A SUMMARY OF THE TYPICAL INTERNATIONAL CODES AND STANDARDS FOR PV 
APPLICATIONS 
 Codes and Standards Scope and Content of The Standard 
Grid connected 
IEC 60364-7-712, IEC 61727,  
IEC 61683, IEC 62093, IEC 
62116, IEC 62446, UL 1741 
▪ Installations of buildings. 
▪ Utility interface and measuring efficiency. 
▪ Interconnected PV inverters. 
▪ System documentation, commissioning 
tests, and inspection. 
▪ Use in independent power systems. 
Off grid 
IEC 62509, IEC 61194 IEC 
61702, 
IEC/PAS 62111, IEEE 
Standard 1526, 
IEC 62124 
▪ Battery charge controllers. 
▪ Stand-alone systems. 
▪ Rating of direct-coupled pumping systems. 
▪ Specifications for rural decentralized 
electrification. 
Rural systems IEC/TS 62257 
▪ Small renewable energy and hybrid systems. 
▪ Protection against electrical hazards. 
▪ Selection of generator sets and batteries. 
▪ Micropower systems and microgrids. 
▪ Household lighting equipment. 
Monitoring 
IEC 61724, IEC 61850-7, IEC 
60870 
▪ Measurement, data exchange, and analysis. 
▪ Communication networks and systems for 
power utility automation. 









FCC Part 15 
▪ European Union EMC directive for 
residential, commercial, light industrial and 
industrial facilities. 
▪ U.S. EMC directive for residential, 






4.4 PV System Configurations 
 
Grid-connected PV power generation systems can be found in different sizes and power 
levels for different needs and applications, ranging from a single PV module from around 
200 W to more than a million modules for PV plants over 100 MW [201]. Therefore, the 
generic PV energy conversion systems’ structure (Figure 4.2), can vary significantly from 
one plant to another [202]. For simplicity, grid-connected PV systems are subdivided 
depending on their power rating: small scale from a few watts to a few tens of kilowatts, 
medium scale from a few tens of kilowatts to a few hundred kilowatts, and large scale from 
a few hundreds of kilowatts to several hundreds of megawatts. In addition, PV systems can 
be further classified depending on the PV module arrangement: a single module, a string 
of modules, and multiple strings and arrays (parallel connected strings) [203]. The PV 
module arrangement also gives the inverter configuration its name: AC-module inverter, 
string inverter, multistring inverter, or central inverter, as shown in Figure 4.3 and Table 
4.2. 
The AC-module configuration uses a dedicated grid-tied inverter for each PV module of 
the system [204]. Therefore, this configuration is also known as a module-integrated 
inverter and micro-inverter because of the small size and low power rating of the converter. 
The LV rating of PV modules (generally around 30 V) requires voltage elevation for grid 
connection. Therefore, AC-module inverters are only found with an additional DC-DC 
stage, usually with a HF transformer to provide galvanic isolation and elevate the voltage. 
Because of the additional DC–DC stage and HF isolation, this is the configuration with the 
lowest power converter efficiency, which is compensated somewhat by the highest MPPT 
accuracy due to the dedicated converter. This configuration is useful for places with lots of 
partial shading, complex roof structures, small systems, or combinations of different roof 
orientations. The small size of the converter allows a very compact enclosure design that 
can be attached to the back of each PV module, hence the name module integrated inverter. 
Because of their LV operation, metal–oxide–semiconductor field effect transistor 
(MOSFET) devices are most commonly found in these topologies.  
String inverters interface a single PV string to the grid [205]. They can be subdivided 




DC-DC stage used to adapt the DC voltage output from the PV string to the DC side voltage 
of the grid inverter. In addition, the DC–DC stage decouples the MPPT control from the 
grid side control (active and reactive power) by enabling a fixed voltage at the inverter DC 
side. Furthermore, grid inverters can be found with or without galvanic isolation. Isolation 
can be introduced at the grid side with LF transformers or within the DC-DC stage with a 
HF transformer. 
The different combinations between single- or two-stage, with transformer or 
transformerless string inverters, has led to a wide range of different configurations (Figure 
4.4). Compared to AC-module inverters, the string inverter has a less accurate MPPT of 
the PV systems and, under partial shading, would reduce the energy yield. However, for a 
PV system of the same power rating, the string inverter has a lower cost per watt and is 
more efficient. The string inverter is very popular for small-to-medium scale PV systems, 
particularly for residential rooftop PV plants. 
To add more flexibility to the string inverter and improve the MPPT performance of the 
PV system, the multistring concept was developed [206]. The strings are divided into 
smaller pieces (fewer modules in series) and connected through independent MPPT DC-
DC converters to the grid-tied inverter. The DC-DC stage also boosts the voltage of the 
smaller strings. The additional DC–DC stages are a cost-effective solution compared to 
having several string inverters. As can be seen in Figure 4.4, multistring inverters can also 
be found with or without isolation. Since they reduce partial shading and mismatching, 
they are suitable not only for rooftop PV systems but also for medium-and large-scale 
plants. 
Finally, the central inverter interfaces a whole PV array to the grid through a single 
inverter [176]. The array is composed of parallel-connected strings. A blocking diode in 
series to each string is necessary to prevent them from acting as load when partial shading 
or mismatch occurs. Because the whole array is connected to a single inverter, this 
configuration can only provide a single MPPT operation, leading to the lowest MPPT 
efficiency of all configurations. Nevertheless, it provides a simple-structure, reliable, and 
efficient converter, making it one of the most common solutions for large-scale PV plants. 
Since they operate at a LV (11 kV), the limit of insulated-gate bipolar transistor (IGBT) 




manufacturers commercialize two central inverters connected through a 12-pulse 
transformer, with a rating up to 1.6 MW. Nevertheless, very large PV plants can currently 
reach several hundreds of megawatts. Therefore, several hundreds of dual central inverters 
are needed in large PV farms. 
 
Figure 4.2:   The generic structure of a grid-connected PV system (a large-scale central inverter is shown as an 
example).  [202] 
 
 





4.5 Industrial PV Inverters 
 
The evolution in power converter technology for PV applications, driven by the growth 
in the PV installed capacity and the search for the ultimate PV inverter, has led to the 
existence of a wide variety of power converter topologies used in practice. Figure 4.4 shows 
several industrial PV inverter topologies for central, string, multistring, and AC-module 
configurations, which will be analyzed in this section. Table 4.3 summarizes some of the 
characteristics of some commercial power converter topologies for these PV inverter 
applications. 
 
4.5.1 String Inverter Topologies 
 
The most common string inverter topology is the full- or H-bridge inverter. Several 
modified and enhanced versions have found their way into the market [207]. The H-bridge 
with a grid-side LF transformer features a simple power circuit, galvanic isolation, and 
voltage elevation provided by the transformer, which enables a larger range of input 
voltages. This converter can be controlled with 3-level carrier-based PWM techniques 
since the common mode voltages cannot generate a leakage current due to isolation. The 
bypass switching state (zero voltage level) prevents a reactive current flow between the 
filter inductor and the DC-link capacitor. Nevertheless, the bulky transformer has several 
disadvantages making this topology less popular. 
The transformerless H-bridge, also known as an H4 inverter (shown in a two-stage 
configuration with a boost DC-DC stage), gets rid of the LF transformer by splitting the 
grid inductor into the phase and neutral wires of the systems and using a bipolar PWM (2-
level) to solve the issues of the switched common-mode voltage and leakage currents and 
by using a boost stage for a wider input voltage range. The downside is that the 2-level 
modulation reduces the power quality at the grid connection and lowers the efficiency since 
there is a reactive current flow between the passive elements of the circuit at zero voltage 
through the freewheeling diodes as the DC-link capacitor is not isolated from the grid at 
any time. To overcome the problem of the reactive current transfer between the grid filter 
and the DC-link capacitor in transformerless H-bridge string inverters during freewheeling, 




The H-bridge with the HF isolated DC-DC stage is composed of a MOSFET full bridge 
inverter, an HF transformer, and a diode full-bridge rectifier. This approach greatly reduces 
the size of the converter, improving the power density compared to LF transformer-based 
topologies. However, the additional converter stages introduce higher losses.  
The H5 string inverter by SMA adds an additional switch between the DC-link and the 
H-bridge inverter to open the current path between both passive components, increasing 
the efficiency and reducing the leakage current. 
The Highly Efficient and Reliable Inverter Concept (HERIC), introduced by Sunways, 
uses instead a bidirectional switch that bypasses the whole H-bridge inverter, separating 
the grid filter from the converter during freewheeling. 
The H6 topology, introduced by Ingeteam [210], adds an additional switch in the 
negative DC bar to the H5 topology. Two versions were introduced: one with a diode 
connected in parallel to the DC side of the H-bridge of the H6 topology, called the H6D1, 
and the H6D2, which adds two auxiliary freewheeling diodes instead of one. Both allow 
freewheeling without interaction between passive components while enabling a unipolar 
output compared to the H5. The difference between the H6D1 and the H6D2 is that in the 
former, the additional switches block the total DC voltage, while in the latter, they only 
block half. 
The 3-level Neutral Point Clamped inverter (3L-NPC) also has several modified and 
enhanced versions for PV string inverters [211]. The advantage of the 3L-NPC over the H-
bridge is that it provides a 3-level output without a switched common-mode voltage since 
the neutral of the grid is grounded to the same potential as the midpoint of the DC link. 
This enables transformerless operation without the problem of the leakage currents and 
modulation methods that do not use the potential of the converter. The main drawback 
compared to the H-bridge is that it requires a total DC link of double the voltage to connect 
to the same grid. Hence, more modules need to be connected in series or an additional boost 
stage is required. 
A full-bridge of two 3L-NPC legs was introduced by ABB, resulting in the 5L-NPC 
inverter [212]. As with the H-bridge, this converter also requires a symmetrical grid filter 




achieve a line frequency common-mode voltage; hence, no leakage currents are generated 
while enabling transformerless operation. 
The T-type or 3-level transistor clamped string inverter was introduced by Conergy. The 
converter can clamp the phase of the grid directly to the neutral to generate the zero-voltage 
level using a bidirectional power switch. For the same reason as the 3L-NPC, it can operate 
transformerless. The main difference is that it does not require the two additional diodes of 
the 3L-NPC. The bidirectional switches block each half of the voltage blocked by the 
phase-leg switches. 
The asymmetric cascaded H-bridge was introduced by Mitsubishi [213] and features 
three series-connected H-bridge cells operating with unequal DC voltage ratios (1:2:4). The 
PV system is connected through a boost DC-DC stage to only one of the H-bridge cells, 
which is the only one processing active power to the grid. The other two cells use floating 
DC links for power quality improvement through the generation of 13 voltage levels. This 
enables a reduction of the switching frequency without compromising the power quality. 
The topology requires a bidirectional bypass switch connected to the large cell to reduce 
the changing potential between the PV system and the ground to reduce the possibility of 
leakage currents and enable transformerless operation. 
 
4.5.2 Multistring Topologies 
 
The main difference between the multistring and string configuration is that multistring 
is exclusively a two-stage system composed by more than one DC-DC stage [206]. Hence, 
all inverter topologies in the “String Inverter Topologies” section could be used in a 
multistring configuration. Like with string inverters, the same combinations of isolated and 
transformerless configurations apply with or without symmetric grid filters. 
One of the first multistring inverters introduced in practice was the half bridge inverter 
with boost converters in the DC-DC stage by SMA [206]. Other topologies that have 
followed include the H-bridge, the H5, the 3-phase 2-level voltage source inverter (2L-
VSI), the 3L-NPC, and the 3-phase 3-level T-type converter (3L-T) [207]. Figure 4.4 shows 




used for multistring configurations are the boost converter and the HF isolated DC–DC 
switch mode converter based on an H-bridge, HF transformer, and diode rectifier. 
 
4.5.3 Central Topologies 
 
Central inverter configurations are mainly used to interface large PV systems to the grid. 
The most common inverter topology found in practice is the 2L-VSI, composed of three 
half-bridge phase legs connected to a single DC link. The inverter operates below 1,000 V 
at the DC side (typically between 500 and 800 V), limited by the PV module’s insulation, 
which prevents larger strings. Grid connection is done through a LF transformer to elevate 
the voltage already within the collector of the power plant to reduce losses. More recently, 
the 3-phase 3L-NPC and the 3-phase 3L-T converter have been also used for this 
configuration (Figure 4.4). The characteristics, advantages, and disadvantages analyzed for 
the 1-phase versions of these topologies for PV string systems also hold for the central 
inverter version. 
 
4.5.4 AC-Module Topologies 
 
A commercial AC-module topology is the interleaved Flyback converter (Figure 4.4), 
developed by Enphase Energy [214]. The converter performs MPPT and voltage elevation 
and provides galvanic isolation while the H-bridge inverter controls the link voltage, grid 
synchronization, and active/reactive power control. Several Flyback converters are 
connected in parallel, which enables a higher switching frequency, resulting in a further 
reduction of the HF transformer and, hence, a very compact inverter. It also allows for a 
reduction in the current ripple both at the input and output of the DC-DC stage due to the 
phase-shifted carrier modulation, extending the life span of the capacitors. 
Another commercial AC-module integrated converter (Figure 4.4), includes a resonant 
H-bridge stage with an HF isolation transformer and a diode bridge rectifier as a DC-DC 
converter instead of the Flyback developed by Enecsys [215]. The H-bridge DC-DC stage 





4.6 Impact of Inverter Configuration on Energy Cost of Grid-Connected PV 
Systems 
 
References [216], [217] present an overview of the state-of-the-art for PV inverters used 
in low voltage grid-connected PV systems: Different aspects with respect to performance 
of some PV grid-installation have been analyzed. Reference [218] studied the impact of 
inverter configuration on energy yield based on a simple efficiency model. Reference [219] 
optimized the selection and configuration of PV modules and inverters based on a 
generalized PV system model to maximize the net profit. The efficiency and reliability of 
inverters were not modeled in detail in such a complicated problem. Reference [220] 
introduced a reliability model to energy yield estimation to compare central inverters and 
module integrated inverters. However, they did not take into account environmental 
conditions and inverter efficiency characteristics. Reference [221] suggested that energy 
yield and levelized cost of energy (LCOE) should be estimated considering the PV array 
scale, environmental conditions, system cost, inverter efficiency and reliability. The 
efficiency characteristic of parallel inverters with a common DC bus is discussed along 
with the optimal operation strategy. Inverter system performance ratio (ISPR) is proposed 
as an overall index of lifetime energy conversion efficiency. It shows that the configuration 
with a common DC bus is a potential solution to reduce the energy cost of PV power 
generation systems. As a result, it is found that optimizing the PV panel orientation can 
improve the probability distribution of solar irradiance on the panel, and it is confirmed 














TABLE 4.2:   A GRID-CONNECTED PV ENERGY CONVERSION SYSTEMS CONFIGURATIONS OVERVIEW 
 
Small Scale Medium Scale Large Scale 
AC Module String Multistring Central 
Power Range < 350 W < 10 kW < 500 kW 
< 850 kW (< 1.6 
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Figure 4.4:   Industrial PV inverter topologies for central, string, multistring, and AC-module configurations. (MV: 
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4.7 Recent Advances in Grid-Connected PV Inverters 
 
The last decade has seen marked progress in the research and development of new power 
converter topologies for PV applications. The research efforts have concentrated on 
efficiency, power density, and reliability of the converter to further increase the overall 
performance of the PV installation. In the majority of cases, the new topologies are the full-
power converters in which the total PV panel (or PV string) power has to be processed. 
 
4.7.1 Advances in DC–AC Converters for PV Systems 
 
As shown in Figure 4.2, in a typical PV inverter, the two-stage power conversion is 
currently the most common approach to cope with a wide input DC voltage range produced 
by the PV panel. In that case, the PV power conditioning system consists of the front-end 
DC–DC converter for the MPPT and the inverter to feed the power to the AC load or grid 
[223]–[225]. However, this multiple-stage power conversion system could lower the 
efficiency and reliability of the PV installation. To overcome these problems, in 2003, a 
novel family of single-stage buck–boost inverters was introduced [226], with the most 
promising topology being the quasi-Z-source inverter (qZSI) [227]. This buck–boost 
inverter is a combination of the two-port passive quasi-impedance network with a 2L-VSI 
[Figure 4.5(a)]. The distinctive feature of the qZSI is that it can boost the input voltage by 
using an extra switching state—the shoot-through state. The shoot-through state is the 
simultaneous conduction of both switches of the same phase leg of the inverter. This 
operation state is forbidden for traditional VSI because it causes the short circuit of the DC-
link capacitors. In the qZSI, the shoot-through state is used to boost the magnetic energy 
stored in the inductors of the quasi-Z-source network without short-circuiting the DC 
capacitors. This increase in inductive energy, in turn, provides the boost of the voltage 
across the inverter during the traditional operating states (active states). The qZSI has the 
input inductor that buffers the source current, which means that during the continuous 
conduction mode, the input current never drops to zero, thus featuring the reduced stress 
of the input voltage source. Moreover, the properties of the qZSI allow the energy storage 
(typically the battery) to be connected in parallel with one of the capacitors of the quasi-Z-




shoot-through duty cycle of the inverter switches. Therefore, the simple energy storage 
system for covering the peak power demands could be used in the qZSI without any 
additional circuits. The two-level qZSI could be easily extended to the multilevel topology, 
as presented in Figure 4.5(b). The 3-level NPC qZSI has similar advantages as the 2-level 
topology; moreover, it could be used with single or multiple PV sources [229]. As in the 
case of 2-level qZSI, the short-term energy storage (battery) can be connected in parallel 
either with the external or internal capacitors of the quasi-Z-source-network. Thanks to all 
of these advantages, the qZSI is referred to as one of the most promising power conversion 
approaches for future PV power conditioners. 
Another hot topic regarding recent PV inverters is the use of different multilevel 
converter topologies to enable medium-voltage (MV) grid connection. Most commercial 
topologies shown in Figure 4.4 are in fact multilevel converters (e.g., 3-level H-bridge, 3-
level NPC, 3-level T-type, and their derivatives). However, all of these converters connect 
to LV grids since PV strings cannot surpass the 1,000 V limit due to the module insulation 
standard. Therefore, to be able to connect to MV grids, the multilevel converters must be 
able to support several individual strings at the DC side and connect them somehow in 
series through the converter power stages to the output. Several alternative topologies have 
been introduced to achieve a high number of levels and reach MV operation [230]–[237]. 
An advantage of using multilevel converters as PV inverters is related to the output 
waveform’s high quality, which reduces the grid connection filter requirements, leading to 
a compact design for low-power applications (usually domestic rooftops). In addition, the 
use of multilevel converters can lead to avoidance of the additional boost converter in the 
input or the step-up transformer in the output, eliminating the additional power conversion 
stages and improving the efficiency of the system. On the other hand, some multilevel 
converter topologies, such as the cascaded H-bridge converter or the modular multilevel 
converter, can take advantage of splitting the PV array system to achieve higher efficiency 
values using independent MPPT algorithms. This could be interesting for central inverters 
of PV medium and high-power plants [233]–[237]. 
Another research focus involves developing PV inverters with additional energy storage 
capability usually based on batteries. These hybrid systems present the advantages of 




by local loads, and supplying this energy when required, increasing the overall system 
operation (usually called peak load shaving). These systems are mainly focused for stand-
alone systems, household applications, or weak grid-connected applications of large PV 
plants [238]–[241]. The use of hybrid PV batteries can already be found as a commercial 
product for household applications (for instance, the Sunny Boy 3600/5000 Smart Energy 
by SMA) [242]. This trend emerges as an important field of development for the future. 
On the other hand, it is important to note that the high penetration of PV systems has led 
to the consideration of future regulations following the path already written by the wind 
energy sector. In this way, future regulations about LV ride-through and reactive power 
compensation could be also applied to medium and large PV systems [243], [244]. This 
issue will become particularly important for large PV plants normally using conventional 
two-level, 3-phase central inverters. Future regulations may force the power conversion 
stage to upgrade and motivate the introduction of more advanced multilevel converters and 
include energy storage to meet grid codes and provide system operational flexibility. 
 
Figure 4.5:   Generalized topologies of the most popular single-stage buck-boost inverters: (a) 2-level [227] and (b) 3-L 
NPC quasi-Z-source inverters [229]  
 
4.7.2 Advances in DC–DC Converters for PV Systems 
 
As indicated in Figure 4.2, the DC–DC conversion stage is usually introduced to adapt 
the PV array voltage range to the DC bus of the PV inverter, and it simultaneously develops 




Related to this issue, another topic of growing interest in the PV topologies has emerged 
in the field of module integrated converters (MICs). Generally, a MIC is a self-powered, 
high-efficiency, step-up DC–DC converter with galvanic isolation that operates with 
autonomous control and is integrated to the PV panel for tracking the maximum power 
point locally. The galvanic isolation is essential to reduce ground leakage currents and grid 
current total harmonic distortion [245]. As in the case of the previously mentioned PV 
inverters, the research trends here are directed toward the highest possible power 
conversion efficiency and power density. According to research survey, the resonant power 
conversion with the maximum possible utilization of the parasitic elements of the circuit 
and the wide-bandgap semiconductors is the most popular approach for MIC performance 
improvement. 
Generally, MICs can be categorized as topologies either with a double- or single-stage 
power conversion. In the first case, the auxiliary boost converter steps up the varying 
voltage of the PV panel to a certain constant voltage level and supplies the input terminals 
of the isolated DC–DC converter. In that case, the primary inverter within the DC–DC 
converter operates with a near-constant duty cycle, thus ensuring better utilization of an 
isolation transformer. In [246], the combination of a synchronous boost converter with a 
series resonant DC–DC converter (SRC) was presented (Figure 4.6(a)). The SRC offers 
the advantages of high efficiency as it can operate without switching losses due to zero 
voltage switching (ZVS) and a high power density because of its bidirectional core 
excitation. The two stage structure could be simplified by the replacement of a boost 
converter with a passive impedance network (Figure 4.6(b)) [247]. The impedance network 
is a 2-port passive circuit that consists of capacitors, inductors, and diodes in a special 
configuration. A specific feature of the impedance network is that it can be short-circuited, 
which, 
in turn, will lead to the voltage boost across the input terminals of the main converter [248]. 
Thus, the varying output voltage of the PV panel is first pre-regulated by adjusting the 
shoot-through duty cycle (simultaneous conduction of both switches of the same phase leg 
of the inverter); afterwards, the isolation transformer is supplied a voltage of constant 
amplitude. The impedance source DC–DC converter [249] extended by the series resonant 




to a high converter efficiency over a wide input voltage and load variation range. Moreover, 
because of inherent short-circuit immunity, the reliability can be enhanced substantially. 
In a single-stage power converter, the primary inverter operates within the wide input 
voltage range and the efficiency optimization could become an issue. Here, different 
approaches were recently studied. For example, in [250], a highly efficient multi-resonant 
DC–DC converter was proposed (Figure 4.6(c)). Despite its complex structure, the 
converter has a minimal number of external discrete components in the design of the 
resonant tank: the series and parallel inductances are realized by using the leakage and 
magnetizing inductances of the isolation transformer, respectively. The parallel 
capacitance is mostly formed by the sum of the parasitic capacitances of the rectifying 
diodes and the isolation transformer. In this converter, the carefully optimized resonant 
tank leads to high efficiency within a wide specified input voltage range. 
Another approach to the high-efficiency resonant converter for PV MIC applications is 
presented in Figure 4.6(d). With the simple addition of a bidirectional AC switch across 
the secondary winding of the isolation transformer, the highly efficient series resonant 
converter is combined with both a phase-shift modulated full-bridge buck converter and a 
PWM boost converter to provide input voltage regulation over a wide input voltage and 
output power range [245]. The converter features the ZVS and/or ZCS of the primary side 
switches and the ZCS of the rectifying diodes, which finally results in a high efficiency 
within a wide operation range of the converter.  
The new resonant converter topology shown in Figure 4.6(e) can operate in two resonant 
modes adaptively depending on the panel operation conditions, thus maintaining a high 
efficiency within a wide input range at different output power levels [251]. As in the case 
of the previous topology, the specific properties of the circuit components, such as parasitic 
capacitances of MOSFETs, leakage, and the magnetizing inductance of the transformers, 
were used as snubbers or elements of the resonant network. One of the distinctive features 
of this novel topology is a half-wave rectifier added to the secondary side of the auxiliary 
transformer. When the half-wave rectifier is enabled, together with the voltage doubler 
rectifier of the main circuit, it will provide the output voltage equal to their summed output 
voltages. The converter features ZVS for primary side switches and ZCS for rectifying 




all of the previously mentioned DC–DC converter topologies, special attention was paid to 
the reduction of circulation energy to further increase the power conversion efficiency. 
One of the significant advantages of the high-efficiency half-bridge LLC DC–DC 
converter (Figure 4.6(f)) is a reduced number of primary side switches and, therefore, a 
simpler structure than the previous MICs. As in the previous cases, the leakage and 
magnetizing inductances of the isolation transformer together with the external resonant 
capacitor form the LLC resonant network. As a result, the main power switches can achieve 
ZVS and the output diodes can realize ZCS in a wide input and load range [252]. 
Traditionally, with the help of the voltage doubler rectifier, the high voltage gain is realized 
with the optimal turns-ratio of the isolation transformer. 
The soft-switching current-fed push–pull converter (Figure 4.6(g)) is another realization 
possibility of a simplified-structure MIC. [253]. It has the advantages of a traditional 
current-fed push–pull converter, such as low input current stress, high voltage gain, and 
low conduction losses of switches. Moreover, thanks to the parallel resonance between the 
secondary leakage inductance of the isolation transformer and a resonant capacitor, the 
transistors are turned on and off at the zero-voltage and zero-current conditions. The diodes 
of the voltage-doubler rectifier are also turned off at zero current. 
An interesting topology of the low-cost MIC was presented in [254]. The classical two-
inductor isolated boost converter was further improved by use of a non-dissipative 
regenerative snubber along with a hysteresis controller and constant duty cycle control 
(Figure 4.6(h)). Furthermore, a multi-resonant tank formed by the magnetizing inductance 
of the transformer, its leakage inductance, and the external resonant capacitor was 
introduced. As a result of all of these modifications, the proposed converter features a low 
input current ripple, ZCS conditions for the input switches and output rectifying diodes, 





Figure 4.6:   The new emerged topologies of the PV module integrated DC–DC converters: (a) a two-stage topology 
consisting of a synchronous boost and a series-resonant converter [246], (b) a quasi-Z-source series resonant converter 
[247], (c) an LLCC series-parallel resonant converter [250], (d) a series resonant converter with a bidirectional AC switch 
[245], (e) a dual-mode resonant converter [251], (f) a half-bridge LLC resonant converter [252], (g) a parallel resonant 
current-fed push-pull converter [253], and (h) a multiresonant two-inductor boost converter with a nondissipative 
regenerative snubber [254] 
 
4.7.3 Advances in Power Semiconductors for PV Systems 
 
Power converters for PV systems are slowly taking advantage of the good characteristics 
of wide-band-gap (WBG) devices built using non-silicon materials such as SiC or GaN. 
The main characteristics that make WBG devices attractive as an alternative to silicon 
devices are: 




▪ Very fast commutation, enabling high switching frequency and reducing the size, 
volume, weight, and cost of passive reactive components while reducing switching 
losses. 
▪ High maximum working temperature, leading to an important reduction of size, 
volume, weight, and cost of auxiliary thermal management devices. 
As an alternative to silicon devices, the cost of the WBG devices must be considered. 
The silicon industry takes advantage of 60 years of expertise and consequently, the 
production processes are very mature and well optimized. On the other hand, the new 
processes are still far from maturity as they are in their first steps; however, they are a very 
promising technology as, no doubt, the cost reductions will come gradually. It is important 
to highlight that the extra cost of the devices may be compensated by important reductions 
in the costs related to the passive reactive components and heat management. For critical 
applications, the reduction in size and the increase in performance can make these devices 
very attractive [255]–[257]. 
Solar power converters benefit greatly from the good characteristics of new WBG 
devices [245], [255]–[263]. It seems that efficiencies of more than 99.5% can be reached 
with SiC devices for converters in the range of 10–100 kW. Converters as small as 100 W 
(suitable for the panel integrated with the inverters) have been demonstrated to reach 1 
MHz of switching frequency [260]. A summary of some of the power modules with SiC 















TABLE 4.4:   COMMERCIAL POWER SEMICONDUCTOR MODULES FOR GRID-CONNECTED PV 
INVERTERS 
TOPOLOGY H-BRIDGE + 
BOOST 
NPC T-TYPE 2L-VSI 
Ratings 650 V @ 50 A 600 V @ 150 
A 
1.2 kV @ 75 
A 
650 V @ 300 A 

























4.8 Control Techniques for Grid-Connected Solar PV Inverters 
 
The control of a grid-connected PV system can be divided into two important parts:  
1) MPPT controller to extract the maximum power from the PV modules, and  
2) Inverter controller, which ensures the control of active/reactive power fed to the 
grid; the control of DC-link voltage; high quality of the injected power and grid 
synchronization. 
 
4.8.1 Maximum Power Point Tracking Controller 
 
The basic principle of maximum power point tracking (MPPT) algorithm depends on the 
exploitation of voltage and current variations caused by pulsations of instantaneous power. 




system operates close to the maximum power point [264]. The maximum power delivered 
by the solar PV array is given by the relation 
 
𝑃𝑚𝑎𝑥  =  𝑉𝑚𝑝𝑝 𝐼𝑚𝑝𝑝  
 
where 𝑉𝑚𝑝𝑝 and 𝐼𝑚𝑝𝑝 are respectively the optimal operating voltage and current of PV array 
at the condition of maximum power output. 
The solar cell exhibits non-linear V-I characteristics; therefore, a MPPT controller must 
track the maximum power and match the current environmental changes [265]. The MPPT 
is achieved by using DC-DC converter between PV array and inverter. From the measured 
voltage and current, the MPPT algorithm generates the optimal duty ratio (D) in order to 
maintain the electrical quantities at values corresponding to the maximum power point 
[266]. The most widely used MPPT techniques include perturbation and observation 
(P&O), incremental conductance, open circuit voltage, short circuit current, Fuzzy logic, 
and neural network based methods. 
Reference [267] proposed a hybrid MPPT method which combines the P&O and particle 
swarm optimization (PSO) methods with advantage that search space for the PSO is 
reduced, and hence, the time required for convergence can be greatly improved. In [268], 
authors proposed a single-stage 3-phase PV system that features an enhanced MPPT 
capability, and an improved energy yield under partial shading conditions. A MPPT 
method based on controlling an AC/DC converter connected at the PV array output, such 
that it behaves as a constant input-power load is proposed in [269]. A one dimensional 
Newton-Raphson method based calculation for evaluation of MPP of PV array is proposed 
in [270]. Chaos search theory [271], self-synchronization error dynamics formulation 
[265], and ripple correlation control [264] based MPPT methods have been reported. A 
comparison of multiple MPPT techniques is presented in [272]. Performance comparison 
of various MPPT techniques applied to a 1-phase, single-stage, grid-connected PV system 
are presented in [273]. A comparative study of MPPT techniques for PV systems available 
until January 2012, is presented in [274]. 
A comparative study of commonly used MPPT algorithms is carried out based on critical 




4.8.2 Inverter Controller 
 
The control strategy applied to the inverter consists mainly of two cascaded loops. 
Usually, there is a fast internal current loop, which regulates the grid current, and an 
external voltage loop, which controls the DC-link voltage. The current loop is responsible 
for power quality issues and current protection; thus, harmonic compensation and 
dynamics are the important properties of the current controller. The DC-link voltage 
controller is designed for balancing the power flow in the system. Usually, the design of 
this external controller aims the optimal regulation and stability of systems having slow 
dynamics. This voltage loop is designed for a stability time higher than the internal current 
loop by 5 to 20 times. The internal and external loops can be considered decoupled; 
therefore, the transfer function of the current control loop is not considered when the 
voltage controller is designed [275]–[283].  
In some works, the control of the inverter connected to the grid is based on a DC-link 
voltage loop cascaded with an inner power loop instead of a current one. In this way, the 
current injected into the grid is indirectly controlled. 
 
4.8.2.1 Control structure for 3-phase inverter connected to the grid  
 
To study stationary and dynamic regimes in 3-phase systems, the application of “vector 
control” (Park vector) is used for the analysis and control of DC–AC converters, enabling 
abstraction of differential equations that govern the behavior of the 3-phase system in 




The concept of decoupled active/reactive power control of 3-phase inverter is realized in 
the synchronous reference frame by using the abc-dq transformation for converting the grid 
current and voltages. In this way, the AC current is decoupled into active and reactive 
power components, 𝐼𝑑 and 𝐼𝑞, respectively. These current components are then regulated 
in order to eliminate the error between the reference and measured values of the active and 




through a DC-link voltage control aiming at balancing the active power flow in the system 
[284]–[286]. As shown in Figure 4.7, the power control loop is followed by a current 
control system. By comparing the reference and measured currents, the current controller 
should generate the proper switching states for the inverter to eliminate the current error 
and produce the desired AC current waveform [287], [288]. In the case that the reactive 
power has to be controlled, a reactive power reference must be imposed to the system. 
Linear PI controller is an established reference tracking technique associated with the dq 
control structure due their satisfactory combinational performance. Eq. (4.1) states the 











)                                                                                            (4.1) 
 
where 𝐾𝑃 is the proportional gain and 𝐾𝐼 is the integral gain of the controller. 
For improving the performance of PI controller in such a structure (Figure 4.7), cross-
coupling terms and voltage feed forward are usually used [281]–[283]. In any case, with 
all these improvements, the compensation capability of the low-order harmonics in the case 
of PI controllers is very poor. References [289]–[292] propose the use of PR+HC controller 
to improve the system dynamic response, harmonic distortion, eliminate steady state error 
and prevent the use of the feed-forward. The phase-locked loop (PLL) technique [279], 
[280] is usually used in extracting the phase angle of the grid voltages in the case of PV 
systems. 
 






In this case, the grid currents are transformed into a stationary reference frame using the 
abc→αβ module [283], [284], [293], [285]–[292], as shown in Figure 4.8. The abc control 
is to have an individual controller for each grid current; characteristic to this controller is 
the fact that it achieves a very high gain around the resonance frequency, thus being capable 
of eliminating the steady-state error between the controlled signal and its reference. High 
dynamic characteristics of the Proportional Resonant (PR) controller have been reported in 
different works, and which is gaining common popularity in the current control for 
networked systems, is an alternative solution for performance under the proportional 
integral (PI) controller. The basic operation of the controller (PR) is based on the 
introduction of an infinite gain at the resonant frequency to eliminate the steady state error 
at this frequency between the control signal and the reference. It does not require the use 
of feed forward [291]–[294]. The transfer matrix of the PR controller in the stationary 











)                                                                      (4.2) 
 
 








As mentioned in [283], in abc control an individual controller for each grid current is 
used. However, in any case, having three independent controllers is possible by having 
extra considerations in the controller design.  abc control is a structure where nonlinear 
controllers like hysteresis or dead-beat are preferred due to their high dynamics. The 
performance of these controllers is proportional to the sampling frequency; hence, the 
employment of digital signal processors (DSPs) or field-programmable gate array (FPGA) 
is an advantage for such an implementation. A possible implementation of abc control is 
depicted in Figure 4.9 [283], where the output of DC-link voltage controller sets the active 
current reference. Using the phase angle of the grid voltages provided by a PLL system, 
the three current references are created. Each of them is compared with the corresponding 
measured current, and the error goes into the controller. If hysteresis or dead-beat 
controllers are employed in the current loop, the modulator is not necessary. The output of 
these controllers are the switching states for the switches in the power converter. In the 
case that three PI or PR controllers are used, the modulator is necessary to create the duty 
cycles for the PWM pattern. 
The PI controller is widely used in conjunction with the dq control, but its 
implementation in the abc frame is also possible, as described in [282]. The implementation 
of PR controller in abc is simple since the controller is already in a stationary frame and 
the implementation of three controllers is possible as expressed in Eq. (4.3). Table 4.5 





























Figure 4.9:   General structure for abc control strategy [283] 
 









▪ Filtering and controlling can 
be easier achieved 
▪ Simplicity 
▪ Very poor compensation 
capability of the low-order 
harmonics 
▪ The steady-state error is not 
eliminated 
αβ-control PR 
▪ Very high gain around the 
resonance frequency is 
achieved 
▪ The steady-state error is 
eliminated  
▪ High dynamic 
▪ No full control of PF Complex 
▪ Hardware circuit 
abc-control 
PI ▪  ▪ The transfer function is complex 
PR 
▪ The transfer function is 
simple 
▪ More complex than hysteresis 
and Dead beat 
Hysteresis 
▪ High dynamic 
▪ Rapid development 
▪ High complexity of the control 
for current regulation 
Dead-Beat 
▪ Simple control for current 
regulation 
▪ High dynamic 
▪ Rapid development 
▪ Implementation in high 





4.8.2.2 1-phase inverters 
 
The control structures for 1-phase grid-connected inverters fall into three categories:  
1) Control structure for 1-phase inverter with DC-DC converter,  
2) Control structure for 1-phase inverter without DC-DC converter, and  
3) Control structure based on power control shifting phase (PCSP). 
 
4.8.2.2.1 Control structure for 1-phase with DC–DC converter 
 
The control structure for the 1-phase with DC–DC converter, proposed in [279], [280], 
[289], [281]–[288], is shown in Figure 4.10. The most common control structure for the 
DC–AC grid converter is a current-controlled H-bridge PWM inverter having low-pass 
output filters. Typically, L filters are used but the new trend is to use LCL filters that have 
a higher order, which leads to more compact designs:  
▪ Control of instantaneous current values 
▪ Current is injected in phase with the grid voltage (i.e. PF=1) 
▪ Use PLL for synchronization of the current 𝐼𝑔𝑟𝑖𝑑 and 𝑉𝑔𝑟𝑖𝑑. 
In order to control the output DC-voltage to a desired value, an inverter control system 
which can automatically adjust the duty cycle is needed (Figure 4.10). This controller has 
two control loops: the internal current control loop and the external DC-bus voltage control 
loop. 
▪ The internal control loop is used to control the instantaneous values of AC current 
in order to generate a sinusoidal current in phase with the grid voltage. The 
reference current 𝐼𝑟𝑒𝑓, is generated from a PLL sinusoidal signal reference which 
synchronizes the output inverter current with grid voltage [279]. The current 
amplitude is regulated from the external voltage loop. 
▪ The external loop ensures the regulation of DC-bus voltage 𝑉𝐷𝐶. It is necessary to 
limit the 𝑉𝐷𝐶 voltage, however, the control of 𝑉𝐷𝐶 guarantees the regulation of 






Figure 4.10:   Control structure topology for 1-phase with DC–DC converter 
 
In Figure 4.11 [275], a control structure for topology with DC-DC converter and L filter 
is presented. In this case, the reference current 𝐼𝑟𝑒𝑓, is generated from the sinusoidal signal 
reference determined from a grid voltage sample. This structure is associated with PI 
controllers. To improve the performance of the PI controller in such a current control 
structure and to cancel the voltage ripples of the PV generator, due to variations in the 
instantaneous power flow through the PV system which depend on the change of 
atmospheric conditions (mainly the irradiance and temperature), the faster response of the 
boost control loop, the inverter and the DC bus capacitor is required. On the other hand, 
the output voltage (the main voltage) represents an external disturbance of considerable 
magnitude at 60 Hz for the system. There exists a compensation of these effects at the 
output of the PI controller so as to calculate directly the reference voltage for the inductance 
[275]. Figure 4.12 shows the control loop of the inverter output current. 
 
 











Figure 4.12:   Control loop structure of the inverter output current 
 





                                                                                                       (4.4) 
 
The feed-forward technique [275] is based on including new terms to control variables, 
in this case the duty cycle (d), in order to eliminate the dependence related to the 
perturbations of control system. 
To compensate the effect of output voltage, the average and filtered output voltage 
values, called Vout,mes, are used in Figure 4.12. However, to compensate the voltage VGPV, 
it is necessary to use, the measured value before filtering. In this case, it is necessary to 
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Hence, the inductance voltage VL can be deduced as:                    
 
VL = dVGPV − Vout =
VL,ref
Ksv
                                                                                                      (4.7) 
 
The advantage of this control structure is the control of the instantaneous power injected 
into the grid from the solar module and the synchronization of the current signal with the 
grid voltage (i.e. to keep the voltage and current in phase) which guarantees unity PF and 
improves the MPPT dynamic. The disadvantage is the noise in the inverter output current 
signal due to the use of the grid signal sample for generating and synchronizing the 
reference current with the grid signal. 
References [279], [280] propose a control structure for topologies with DC–DC 
converter and LCL filter as shown in Figure 4.13. This structure has the following 
characteristics: 
▪ Typical structure for powers up to 5 kW max. 
▪ PI controller (Proportional Integral) or PR (Proportional Resonant) for current 
control. 
▪ PWM control, hysteresis or predictive. 
▪ PI controller for voltage control. 
▪ Optional transformer. 
The principal elements of this control structure are the control algorithm based on the 







Figure 4.13:   Control structure with DC-DC converter and LCL filter [279] 
 
4.8.2.2.2 Control structure for 1-phase system without DC-DC converter 
 
In Figure 4.14 shows the control structure for 1-phase system without DC-DC converter 
[289]. The same control loops are used: the internal current one and the external voltage 
loop [291]. The difference with respect to the control structure for topologies with DC–DC 
converter, the DC–AC inverter determines the maximum power point. 
Another control structure is proposed in [279]; here the power control is based on the 
current control injected into the grid. The power control structure for the PV system 
connected to the grid is in the range of 1–5 kW. The full bridge inverter connected to the 
grid across the LCL filter is shown in Figure 4.15. This power control structure is divided 
principally on the synchronize algorithm based on the PLL, a MPPT, the input power 
control of the continuous side and the injected current control into the grid. 
▪ PLL: used for the synchronization of the inverter output current with the grid 
voltage, the PF equal to the unity, also allowing for the generation of the sinusoidal 
and clean reference signal [280], [295]–[297]. 
▪ Input power control: In this case, the control strategy for power configuration of 
PV system uses a feed-forward and does not include the DC-DC converter is 
presented in Figure 4.16. The amplitude value of the reference current is calculated 
from the solar modules power 𝑃𝑝𝑣 and the RMS voltage grid (𝑉𝑔𝑟𝑖𝑑,   𝑅𝑀𝑆), adding 




expressed with the amplitude reference (𝐼𝑟𝑒𝑓) as shown in Figure 16 [279]. The use 
of the feed-forward improves the dynamic response of the PV system. The DC bus 
voltage controller ensures a fast PV system response to the input power change 
[275], [279]. 
▪ Current control: the PI controller is used with the feed-forward technique of the 
grid voltage as shown in Figure 4.17. The transfer function of the PI controller, 
𝐺𝑃𝐼(𝑠) is defined as: 
 
GPI(s) = KP +
KI
s
                                                                                                                        (4.8) 
 
As mentioned previously, the feed-forward technique improves the dynamic response. 
This guarantees the stability of perturbations in the system introduced by the feedback 
voltage [279], [280], [289], [290] and proposes an alternative solution for the poor 
performances of the PI controller, which includes the use of the proportional resonant 
controller PR. 
The current loop of the PV inverter with the PR controller is presented in Figure 4.18. 
The transfer function of the PR current controller is defined in [281], [282], [290], [298] 
as: 
 
Gc(s) = Kp + KI
s
s2 +ω0
2                                                                                                           (4.9) 
 
and the transfer function Gh(s) of the harmonic compensator (HC) is defined in [289] as: 
 





                                                                                           (4.10) 
 
The HC is designed to compensate for the 3rd, 5th and 7th harmonics as they are the most 
predominant ones in the current spectrum.  
In this case, it is shown that the use of the PR+HC controller gives a better dynamic 




steady state without using the feed-forward technique. Adding the HC to the proportional 
resonant (PR) controller makes the system more reliable with better elimination of 
harmonics. 
 
Figure 4.14:   Control structure for single phase without DC–DC converter 
 
 
Figure 4.15:   Injected power control structure [279] 
 





Figure 4.17:   Inverter current loop with PI controller 
 
 
Figure 4.18:   Inverter current loop with PR controller 
 
4.8.2.2.3 Control structure based on power control shifting phase (PCSP) 
 
Figure 4.19 shows the control structure for a PWM 1-phase inverter connected to the grid 
as proposed in [299], [300]. The PV system consists of a photovoltaic generator (PVG), a 
MPPT block and a PWM 1-phase inverter (DC-AC). 
The DC-DC converter is employed to boost the PV array voltage to an appropriate level 
based on the magnitude of utility voltage, while the controller of the DC–DC converter is 
designed to operate at the maximum power point (MPP) to increase the economic 
feasibility of the PV system. Several algorithms can be used in order to implement the 
MPPT [301], [302]: perturb and observe, incremental conductance, parasitic capacitance, 
constant voltage etc.. For the MPPT controller, the perturb and observe method is adopted 
owing to its simple structure and the fact that it requires fewer measured parameters. This 
strategy is implemented to operate under rapidly changing solar radiation in a power PV 
grid connected system, using only one variable: PV output current. 
The control loop for the PWM inverter is assured by the output current control, the DC 




case the voltage at the Point of Common Coupling (PCC); the point where the load would 
be connected in parallel to the two sources), is not considering. The inverter is decoupled 
of the grid. The output voltage of the PWM inverter is already set by the utility PV modules. 
Therefore, the inverter is current controlled to ensure only power injection into the grid. 
The power control is obtained by means of the inverter output voltage shifting phase, 
PCSP (Power Control Shifting Phase). Figure 4.19  represents a controller with two control 
loops: an inner one, that allows controlling the inverter output current and an outer one to 
control the DC bus voltage (Vdc). 
The reference of the output current (Iref) depends on the DC bus voltage (Vdc) and its 
reference (Vref). A low pass filter is incorporate in order to ensure that high frequency 
switching noise present in the measured inverter output current signal does not pass through 
to the PI controller. 
The control structure is associated with proportional integral (PI) controllers since they 
have a satisfactory behavior when regulating DC variables. 
In this case the output current Iout is not controlled by varying the amplitude modulation 
index ma, since it is considered constant, but by the phase shifting of the inverter output 
voltage with respect to the grid voltage. The adequate value of the phase shifting is obtained 
by taking into the account the zero crossing detector (ZCD) of the reference grid voltage 
(Vgrid,ref). The digital sinusoidal pulse width modulation (DSPWM) block generates the 
driving signals for the PWM inverter according to the switching pattern, with the 
corresponding phase shifting, in order to satisfy the current reference, Iref. So, the PF is 
indirectly controlled. As a result, a certain amount of reactive power can be generated. 
The main advantage of this control strategy is its simplicity with respect to the 
computational requirements of the control circuit and hardware implementation. On the 
other hand, it allows reconfiguring the control in a fast and simple way in case that not only 
an active power needs to be injected but also a reactive one. 







Figure 4.19:   Control structure based on the shifting phase for a 1-phase inverter connected to the grid 
 
TABLE 4.6:   ADVANTAGE AND DISADVANAGES OF CONTROL STRUCTURES FOR SINGLE PHASE 
INVERTERS 




▪ Instantaneous current 
control  
▪ Fast Dynamic 
▪ No full control of PF 




▪ Instantaneous current 
control  
▪ Simplicity of the 
conversion system 
▪ Fast dynamic 
▪ No full control of PF 
▪ Complex Hardware circuit 
Single phase 
inverter with PCSP 
▪ Simplicity 
▪ Less circuitry 
▪ Few resources 
▪ Reactive power controlled 
▪ No full control of current 







4.8.2.3 Reactive power requirements 
 
PF control and reactive power regulation is the most important issue in connecting PV 
arrays to the grid. The grid connected inverter must be controlled in such a way that not 
only does it inject a current with low THD, but it also allows controlling the injected 
reactive power into the grid selecting a proper PF according to the grid demands. Thus, the 
most efficient systems are those that allow varying the power injected into the grid, both 
active and reactive, depending on the power grid needs [303]–[305]. 
Some solutions are proposed in [306]–[309] to obtain the high reliability inverter and 
many control techniques of grid connected PV inverter. Multiple closed loop control 
structure for grid current and DC link voltage are described in [310]–[314]. Other control 
structures consist of using a classical PI and/or bang-bang controllers are given in [315], 
[316]. Other authors propose the use of PLL control of the grid current in [317]–[319]. An 
Extended Direct Power Control (EDPC), based on geometrical considerations about 
inverter voltage vectors and their influences on active and reactive power change, is 
proposed in [320]. The input/output Feedback Linearization Control (FLC) technique 
widely applied on electrical motors control [321] and PWM rectifier's control [322] has 
been applied on PV inverters by Ref. [323], but it gives a complex model of the inverter, 
including switching functions. 
In [324], the PF of a grid connected PV inverter is controlled using the input/output 
Feedback Linearization Control (FLC) technique. This technique transforms the nonlinear 
state model of the inverter in the dq reference frame into two equivalent linear subsystems, 
in order to separately control the grid PF and the DC link voltage of the inverter. This 
method allows control of both PF and DC link voltage using the same control algorithm. 
Also, in this control method, the MPP control is moved towards the DC–AC converter, 
hence, there is no need to use a DC–DC converter, which increases the simplicity of the 
conversion system. Compared to other control methods, in [299], [300], the grid PF is 
controlled using a previously calculated and tabulated PWM and acting on the phase shift 
between grid voltage and inverter output voltage as a control parameter. The proposed 
control strategy is capable to control, not only the current injected into the grid, but also 




patterns. Varying the PF, within a certain range, the injected reactive power (inductive or 
capacitive) can be dynamically changed and controlled, in order to obtain the high 
reliability of the inverter. This method breaks the limitations of existing grid connected 
system where the inverter topology is designed to supply only active power to the grid 




A comprehensive literature review of the grid-connected photovoltaic systems is carried 
out. This chapter presents a detailed survey on the topic of grid-connected PV system used 
to integrate the solar energy into the utility grid. Topologies of single-phase grid-connected 
inverters have been analyzed critically and comparative study of these topologies is 
presented. The three-phase grid-connected inverters have also been outlined. The control 
techniques for the single and three-phase grid-connected inverters are critically reviewed 
and presented. 
According to the developed review, it can be concluded that the PV market has 
experienced exponential growth in the last decade, becoming an important alternative and 
a clean energy source in many countries. Along with the decrease in price and the increase 
in efficiency of the PV modules, the PV converter topologies have been continuously 
changing, following more demanding requirements and standards. These regulations are 
being adapted to a new power system scenario where renewable energy sources are an 
important part of the energy mix. Today, and meeting these legal requirements, PV 
converter topologies deal with issues such as high efficiency, high power density, grid code 
compliance, reliability, long warranties, and economic costs. 
The efficiency characteristic of parallel inverters with a common DC bus is deliberated 
along with the optimal operation strategy. Inverter system performance ratio (ISPR) is 
proposed as an overall index of lifetime energy conversion efficiency. It shows that the 
configuration with a common DC bus is a potential solution to reduce the energy cost of 
PV power generation systems. 
A good number of PV converter topologies can be found on the market for string, 




topologies, it can be affirmed that one of the most important appearances has been the 
multilevel converters, mainly the NPC, the T-type, and the H-bridge, not only for high-
power applications but also for residential applications in the kilowatt and LV range. 
In the near future, it is expected that a completely new family of PV converters will be 
developed based on SiC power semiconductors. (There are some commercial PV 
converters but only with SiC diodes.) These new SiC-based PV converters and the next-
generation GaN PV converters will reduce the compromise between performance and 
efficiency, enabling the next generation of grid-connected PV systems. 
Some implementation structures for three phase inverters, like dq, αβ and abc control 
were reported. The PI controller is widely used in conjunction with the dq control. The 
implementation of PR controller in αβ is commonly used. In the abc control, nonlinear 
controllers like hysteresis or dead beat are preferred due to their high dynamics. 
A discussion of the different 1-phase inverters controllers and their ability to compensate 
for low-order harmonics presented in the grid was given. The PR+HC controller gives a 
better dynamic response of the system, very low harmonic distortion and eliminates the 
error in the steady state without using the feed-forward voltage. Adding the harmonic 
compensator to the resonant proportional controller (PR) makes the system more reliable 
with better elimination of harmonics. 
Power factor control and reactive power regulation is known as the most important issue 
in connecting PV array to the grid, the control based on the Shifting Phase for Grid 
Connected Photo-voltaic inverter allows the control in a fast and simple way in case that 













Chapter 5.   DC-DC Converter 
 
5.1   Introduction  
 
A DC-DC converter consists of a number of storage elements and switches that are 
connected in a topology such that the periodic switching controls the dynamic transfer of 
power from the input to the output, in order to produce the desired DC conversion. The 
basic block diagram is shown in Figure 5.1. It consists of a solar panel, DC-DC power 
converter, MPPT controller, and load. Initially, voltage and current from the solar panel 
are sensed by using sensors. These voltage and current values can be inputted to the MPPT 
controller. Later these values can be processed according to the MPPT algorithm used to 
track the maximum power point of the solar panel. The output of MPPT block is used as 
input to DC-DC converter as the duty cycle. DC-DC converter helps in maintaining the 
operating voltage at the maximum power point of the solar panel by varying the duty cycle 
of DC-DC converter irrespective of solar irradiance and temperature . 
Usually either a Buck, Boost, or Buck-Boost configuration is used according to 
requirement. In this work, Boost converter is used to step-up the operating voltage to the 
maximum power point.  
 






5.2   DC-DC Boost Converter 
 
Amongst the different topologies of DC-DC converters [325], the Boost converter - with 
typical efficiencies of 70-95% - is the one where the output voltage is always greater than 
its input voltage. By comparing the Boost converter with the Buck or Buck-Boost 
converters, it will be found that the design of the Boost converter is more difficult where 
the Boost converter is considered as a non-minimum phase system and also has a zero root 
in the right half of the s-plane. In other words, as a result of the duty cycle which is the 
control input for this converter and appears in the current and voltage equations, the 
solution of the state-space equations of this converter are more difficult [326]. 
The structure of DC-DC converters consists of linear (i.e. resistor R, inductor L and 
capacitor C) and nonlinear (i.e. switch) components. Since these converters can be 
characterized as nonlinear and time-variant system, then the small-signal model of the 
state-space average model is required to design a linear controller. References [327]–[329] 
show examples of the small-signal analysis and design of a linear controller in the 
frequency domain for DC-DC converters. 
Consideration of all of the system parameters (such as conduction resistances, switch 
conduction voltages, switching times, and inductor and capacitor resistances) in the 
modelling procedure is an essential step towards the designing of a robust controller for 
Boost converters. In [330] Basso, Tomescue and Towati considered the inductor and 
capacitor resistances and the output current in the modelling procedure of the Boost 
converter. In [331], Benyakov considered the capacitor resistance and the output current in 
the modelling procedure of the Boost converter. In [332], the Pulse Width Modulator 
(PWM) converter with ideal system parameters, operating in both continuous and 
discontinuous conduction modes, is modelled. The effect of conduction resistances are 
included in [333] for the same model. In [334], the average model of the PWM converter 
is demonstrated by considering the conduction resistances and their voltage drops in 






5.3   Small Signal Averaged Model of DC-DC Boost converters operating in the 
Continuous Conduction Mode (CCM). 
 
The small signal averaged state-space technique is a general analysis tool which can be 
applied to simple or complex circuits [335], [336]. The linear averaged time-invariant 
models created by using this technique are relatively simple but need a lot of mathematical 
computational effort to determine the final results. To get such models, the detailed 
generalized procedure explained in [335], [336] is applied to our case. 
For modeling with the state-space technique, the desired state variables for any electric 
circuit are the energy storing elements (i.e. inductor current and capacitance voltage). To 
start applying the state-space technique in any complicated circuit, it must be converted 
first into a simplified circuit in which the basic circuit laws can be applied. 
 
5.3.1 Case 1: Ideal Boost Converter 
 
The Boost converter is a non-isolated power converter topology, also known as a step-
up power converter. Power electronics engineers choose the Boost converter when the 
required output voltage must be greater than the input voltage. The output current for Boost 
converter is continuous because the output diode becomes forward biased only during a 
portion of the switching cycle and the output capacitor gives the whole load current during 
the other portion of the switching cycle. 
In the Boost switching converter (Figure 5.2), there are two modes of operation; the ON-
mode and OFF-mode. The ON-time (ton) is defined by dTs, and the OFF-time (toff) is defined 
by (1-d)Ts, where Ts is the total time period for one cycle and d is the duty cycle which is 
defined as the ratio of the ON-time period to the total switching time period for one cycle 
i.e. d = ton / Ts.  
The main switch S is turned ON and OFF by a pulse with a duty cycle equal to d. 
Therefore, the piece-wise linearized equivalent circuit of the system in ON and OFF modes 






Figure 5.2:   Boost converter circuit 
 
Using iL and vC as the two state variables (x = [iL vC ]
T), and by writing the KVL and KCL 
for the loops of Figure 5.3 and Figure 5.4, the state-space equations can be derived: 
 


























] 𝑣𝑖𝑛                                                                                             (5.1) 
 
𝑣𝑜 = [0 1] [
𝑖𝐿
𝑣𝐶
]                                                                                                                         (5.2) 
 
During the off-state, in ss form:- 
 






















] 𝑣𝑖𝑛                                                                                            (5.3) 
 
𝑣𝑜 = [0 1] [
𝑖𝐿
𝑣𝐶





Figure 5.5 shows the steady-state waveforms for the CCM where the inductor current flows 
continuously [iL(t) > 0]. 
 
 
Figure 5.5:   Steady-state waveforms for CCM 
Thus, 
‘ON’ Mode 
 ?̇? = 𝐴1𝑥 + 𝐵1𝑣𝑖𝑛      For t ϵ [0, dTS]                                                                                 (5.5) 
 
‘OFF’ Mode  
?̇? = 𝐴2𝑥 + 𝐵2𝑣𝑖𝑛    For t ϵ [dTS, TS]                                                                                     (5.6) 
 
where, 
dTs = ON Period time 
(1-d)Ts = OFF Period time 
Ts = Total time period for one cycle 
Vin = Input voltage 
 
State space averaging techniques are employed to get a set of equations that describe the 
system over one switching cycle. After applying averaging technique to (5.5) and (5.6), the 
following expression can be found: 
 




Thus, with the help of state space equations, values of matrices A1, B1, C1, D1 parameters 
of ON-state and A2, B2, C2, D2 parameters of OFF-state are extracted and A, B, C, D 
parameters can be obtained as follows: 𝐴 = [𝐴1 ∗ 𝑑 + 𝐴2 ∗ (1 − 𝑑)]. Similarly, B, C and 
D parameters are also obtained. Thus, state-space average model for DC-DC Boost 






















] 𝑣𝑖𝑛                                                                    (5.8) 
 
𝑣𝑜 = [0 1] [
𝑖𝐿
𝑣𝐶
]                                                                                                                         (5.9) 
 
Now applying standard linearization techniques and applying perturbations as follows: 
 
𝑖𝐿 = 𝐼𝐿 + 𝑖?̃? 
𝑣𝐶 = 𝑉𝐶 + 𝑣?̃? 
𝑣𝑖𝑛 = 𝑉𝑖𝑛 + 𝑣𝑖?̃?                 










= −(1 − 𝐷 − ?̃?)(𝐼𝐿 + 𝑖?̃?) −
(𝑉𝐶 + 𝑣?̃?  )
𝑅
                                                   (5.12) 
 
Separating terms of 𝑖?̃? , 𝑣?̃? , 𝑣𝑖?̃?, 𝑎𝑛𝑑 ?̃?.  Hence, the small-signal model for DC-DC Boost 



































]                                                  (5.13) 





𝑣𝑜 = [0 1] [
𝑖?̃?
𝑣?̃?
]                                                                                                                      (5.14) 
 
5.3.2 Case 2: Parasitic Realization in Boost Converter 
 
Due to the different difficulties found during the modeling procedure of the Boost 
converter systems, parasitic elements such as conduction voltages, conduction resistances, 
inductor DC resistance and equivalent series resistance’s (ESR) of capacitors are ignored. 
The idea of considering ideal/lossless components and leaving parasitic elements like we 
have done earlier is to simplify model development procedure and to understand the basic 
features of the switching system. However, the effects of parasitic elements and losses are 
important for improving model accuracy, studying efficiency and dynamic performance of 
the system. The problem with including the parasitic elements is that they lead to nonlinear 
current and voltage waveforms and hence result in complications in the modelling 
development procedure. 
Figure 5.6 shows a simplified equivalent circuit of the DC-DC Boost converter with 
parasitic elements. Inductor L and capacitor C can be considered as an output filter. The 
capacitor equivalent series resistance (ESR), RC, and the inductor DC resistance, RL, are 
included in the analysis. Resistor R represents the load seen by the power supply. 
 





In continuous conduction mode (CCM), the Boost converter has two modes per 
switching cycle. In the ON-mode, S is ON and D is OFF. In the OFF-mode, S is OFF and 
D is ON. Therefore, the piece-wise linearized equivalent circuit of the Boost converter in 
ON and OFF modes with dTs and (1-d)Ts seconds is represented by Fig. 5.7 and Fig. 5.8 
respectively. 
Using iL and vC as the two state variables (x = [iL vC ]
T), and by writing the KVL and KCL 
for the loops of Figure 5.7 and Figure 5.8, the state-space equations can be derived: 
 
Figure 5.7:   Equivalent circuit of Boost converter during ON-state 
 












































During the OFF-state, in ss form:- 
 














































]                                                                                        (5.18) 
 
Thus with the help of state space equations, values of matrices A1, B1, C1, D1 parameters 
of on-state and A2, B2, C2, D2 parameters of off-state are extracted and A, B, C, D parameters 
be obtained as follows: 𝐴 = [𝐴1 ∗ 𝑑 + 𝐴2 ∗ (1 − 𝑑)]. Similarly B, C and D parameters are 
also obtained. Thus state-space average model for DC-DC Boost converter with parasitic 



















































]                                                                               (5.20) 
 

































































]                                                 (5.21) 
















]                                   (5.22) 
 
Now simulations will be done by using the following model parameters: L= 180 μH, C= 
4.7 μF, Vin= 5 V, D= 0.7, RC = 0.1 Ω, RL = 0.8 Ω, and FS = 350 kHz. The simulations were 
performed for two different cases. Figure 5.9 and Figure 5.10 show the Bode diagrams for 
the transfer function represented the relation between the output voltage and duty ratio (d) 







Figure 5.9:   Bode diagram for ideal DC-DC Boost converter in CCM 
 
Figure 5.10:   Bode diagram for non-ideal DC-DC Boost converter in CCM 
 
In Figure 5.9, a resonant peak occurs when the load resistance value becomes large. To 
explain this phenomenon, when the diode becomes reverse biased during the ON-mode, 
the output capacitor becomes responsible to supply the load current. Since the value of the 
load resistance is large, then the value of the load current must be small which results in 
increasing the discharging time for the energy stored in the capacitor. Then, when the 
switch becomes open during the OFF-mode and the diode becomes forward biased, the 
load current starts to flow through the inductor which results in energy stored in the 
inductor and there is still an amount of energy stored in the capacitor which results in the 
resonance at a certain switching frequency. As seen from Figure 5.9, the switching 
frequency results in the resonance point for the ideal DC-DC Boost converter at 2.2 kHz. 




the non-ideal DC-DC Boost converter at less than the switching frequency in the ideal case. 
This is due to the losses in the inductor and capacitor resistances.   
Figures 5.11 and 5.12 show the transient step responses for ideal and non-ideal DC-DC 
Boost converters in CCM, respectively. As seen from Figure 5.11 and Figure 5.12, the non-
ideal DC-DC Boost converter is faster to reach the steady state condition than the ideal 
DC-DC Boost converter at any value of the load resistance. Also, as seen from Figure 5.11 
and Figure 5.12, since the value of the load resistance is small, the value of the load current 
is high; it results in decreasing the discharging time of the energy stored in the capacitor 
and hence it makes the system reach the steady state condition faster. Moreover, by 
comparing Figures 5.11 and 5.12 for the same value of the load resistance, it is easy to note 
that the steady state value for the non-ideal DC-DC Boost converter is less than the steady 
state value for the ideal DC-DC Boost converter and the reason behind that is the result of 
the inductor and capacitor resistance losses in the non-ideal DC-DC Boost converter case. 
Furthermore, as seen from Figure 5.11 and Figure 5.12, the negative output voltage appears 
at the start of the converter’s operation with a small load. This is due to the initial resonance 
behaviour between the boost inductor (L) and output capacitor (C), at which, the inductor 
initially starts to charge the capacitor till all of its stored energy is transferred. In return, 
the capacitor starts to charge back the inductor, and hence, a negative voltage appears at 
the output terminals. Such resonance behaviour is continuously damped with time and the 
system reaches steady state operation as seen in Figure 5.11 and Figure 5.12. 
 





Figure 5.12:   Transient step response for non-ideal DC-DC Boost converter in CCM 
 
5.4 Small Signal Averaged Model of DC-DC Boost converters operating in the 
Discontinuous Conduction Mode (DCM). 
 
The modelling method for DCM operation comprises of three steps: 
a) Averaging; 
b) Inductor current analysis; 
c) Duty-ratio constraint. 
Generally, state-space averaging techniques are employed to get a set of equations that 
describe the system dynamics over one switching period. 
 
5.4.1 Case 1: Ideal Boost Converter 
 
In Discontinuous Conduction Mode (DCM), in addition to two modes in Continuous 
Conduction Mode (CCM), there is a third mode of operation in which capacitor voltage or 
inductor current is zero. For DCM operation, during first interval (i.e. ON-period) the 
switch is turned ON and inductor current rises and reaches a peak when the switch is about 






Figure 5.13:   Inductor current waveform of DC-DC Converter in DCM 
 

















] 𝑣𝑖𝑛                                                                                          (5.23) 
 
𝑣𝑜 = [0 0] [
𝑖𝐿
𝑣𝐶
]                                                                                                                      (5.24) 
 
Thus, 
‘ON’ Mode    ?̇? = 𝐴1𝑥 + 𝐵1𝑣𝑖𝑛    For t ϵ [0, d1TS]                                                                     (5.25)                                                                                    
‘OFF’ Mode  ?̇? = 𝐴2𝑥 + 𝐵2𝑣𝑖𝑛    For t ϵ [d1TS, (d1+d2) TS]                                                       (5.26)                                                                                                                              
‘DC’ Mode    ?̇? = 𝐴3𝑥 + 𝐵3𝑣𝑖𝑛    For t ϵ [(d1+d2) TS, TS]                                                          (5.27) 
 
where, 
d1Ts = ON-period time 
d2Ts = OFF-period time 
Ts = Total time period for one cycle 
ipk = Peak value of inductor current 
𝑖𝐿  ̅̅ ̅̅  = Average value of inductor current 




After applying an averaging technique to equations (5.25)-(5.27), the following 
expression can be found: 
 
?̇? = [𝐴1𝑑1 + 𝐴2𝑑2 + 𝐴3(1 − 𝑑1 − 𝑑2)]𝑥 + [𝐵1𝑑1 + 𝐵2𝑑2 + 𝐵3(1 − 𝑑1 − 𝑑2)]𝑢   (5.28) 
 
The above equation can be written as ?̇? = 𝐴𝑥 + 𝐵𝑢, where, 𝐴 = [𝐴1𝑑1 + 𝐴2𝑑2 +
𝐴3(1 − 𝑑1 − 𝑑2)] & 𝐵 = [𝐵1𝑑1 + 𝐵2𝑑2 + 𝐵3(1 − 𝑑1 − 𝑑2)]. For state-space averaging 
technique in DCM, only the matrix parameters are averaged and not the state variables. 
Equation (5.28) will hold when true average of every state variable is used. 





(𝑑1 + 𝑑2)                                                                                                                     (5.29) 
 
Consider the circuit behavior when the switch is ‘OFF’; the current which is delivered to 
the capacitor does not necessarily have the same value as the average inductor current. 
Since the inductor current changes slowly with time, the capacitor equation can be solved 
employing the ‘conservation of energy’ principle, and after that the averaging step is 
performed. The total amount of charge which the capacitor obtains from the inductor during 





                                                                                                                             (5.30) 
 







                                                                                                                                 (5.31) 
 
When a capacitor is connected to a resistive load, then the net average charging current 










)                                                                                                                         (5.32) 
 











)                                                                                                        (5.33) 
 
Note here that the above expression differs from the KCL expression of capacitor which is 
obtained through state-space averaging. From (5.28), we can define the state-space-average 
(SSA) charging current as the inductor current’s average multiplied by the duty ratio for 






(𝑑1 + 𝑑2)                                                                                                           (5.34) 
 
This expression is different from the actual charging current in (5.31). It can be implied 
that a ‘charge conservation’ law is violated in unmodified SSA as the averaging step is 
done on a complete model thus leading to mismatching of responses with averaged 
response of DC-DC converters. Thus (5.28) is modified by dividing the inductor current 
by the factor (d1+d2). The basic method is to rearrange the x, thus x = [iL,vC]
T, where sub-
vector iL contains all (nL) inductor currents of the converter and defined by a matrix K, as 
below: 
 





𝑑1 + 𝑑2⏟            
𝑛𝐿
, 1,1,1, … ,1]                                                                    (5.35) 
 
With this correction matrix, the average modified model becomes 
 




























































] 𝑣𝑖𝑛                                                                       (5.37) 
 








]                                                                                                                   (5.38) 
 

















































To complete the average model represented in (5.36), a duty ratio constraint is defined 
showing the dependency of d2 on other variables. Usually, in conventional SSA techniques, 
the inductor voltage balance equation is used in defining the duty-ratio constraint. 











For time T1 = d1TS, 




For time T2 = d2TS, 














∴  𝑣𝑖𝑛𝑑1 = (𝑣𝐶 − 𝑣𝑖𝑛)𝑑2 
 
∴  𝑑2 =
𝑣𝑖𝑛
𝑣𝐶 − 𝑣𝑖𝑛
𝑑1                                                                                                                  (5.40) 
 





















From these calculations for a Boost converter, it can be seen that inductor current 
dynamics disappear, thus resulting in a degenerate model. Since inductor current is not 
present in the state variable in this reduced-order model, it must be replaced by expressing 
it as an algebraic function of other variables, so that inductor dynamics are removed. 





𝑑1𝑇𝑠                                                                                                                            (5.43) 
 





(𝑑1 + 𝑑2) =
𝑣𝑖𝑛
2𝐿
𝑑1(𝑑1 + 𝑑2)𝑇𝑠                                                                             (5.44) 
 









)                                                                                                                 (5.45) 
 
Substituting (5.45) in (5.42), this will result in the conventional average model for a Boost 















)                                                                                      (5.46) 
 
Now, applying standard linearization techniques and applying small perturbations as 
follows to (5.46): 
𝑖𝐿 = 𝐼𝐿 + 𝑖?̃?; 
𝑣𝐶 = 𝑉𝐶 + 𝑣?̃? ; 
𝑣𝑖𝑛 = 𝑉𝑖𝑛 + 𝑣𝑖?̃?; 

















)            (5.47) 
 

































]                                        (5.48) 
 






] = 𝐴 [
𝑖?̃?
𝑣?̃?































]          (5.49) 
where, 
 



































                                                                                                         (5.51) 
 
The reduced-order model (5.48) can correctly only predict DC and low frequency 
behavior of PWM converters. However, at high frequencies, it is unable to capture the 
dynamics of the converter. Hence, a full-order model is also desired. 
The full-order derivation starts from a modified averaged model represented by (5.36). 
This model differs from the reduced-order one in terms of duty ratio constraint. From 












− 𝑑1                                                                                                                    (5.52) 
 
This constraint is different from the earlier one which is derived for a reduced-order model 
showing that it enforces correct average charging of output capacitor. Putting d2 into (5.39), 



























                                                                                                      (5.54) 
 
Equating (5.53) and (5.54) to zero and finding the solutions for iL and vC, the DC-operating 

















                                                                                               (5.55) 
 
Now applying standard linearization techniques and applying small perturbations as 
follows to (5.53) and (5.54): 
𝑖𝐿 = 𝐼𝐿 + 𝑖?̃?; 
𝑣𝐶 = 𝑉𝐶 + 𝑣?̃? ; 
𝑣𝑖𝑛 = 𝑉𝑖𝑛 + 𝑣𝑖?̃?; 












(𝐷 + ?̃?)(𝑉𝐶 + 𝑣?̃?)
𝐿
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] = 𝐴 [
𝑖?̃?
𝑣?̃?














































































































































































)                                                                                            (5.62) 
 
5.4.2 Case 2: Parasitic Realization in Boost Converter 
 
Due to the difficulties faced during the modelling procedure of the Boost converter, 
parasitic elements such as conduction voltages, conduction resistances, inductor resistances 
and equivalent series resistances (ESR) of capacitors have been ignored. The idea of simply 
considering ideal/lossless components and leaving out parasitic elements simplifies the 
model development procedure and allows us to understand the fundamental behaviour of 
the switching converter system. However, the effects of parasitic elements and losses are 
important for improving model accuracy, studying efficiency and dynamic performance of 




current and voltage waveforms and hence result in complications in the modelling 
procedure. 
A Boost converter circuit, with parasitics included, will look like as shown in Figure 
5.14. 
 
Figure 5.14:   Boost Converter Circuit with parasitic 
 

































𝑣𝑖𝑛                                                       (5.63) 
 




























































































𝑣𝑖𝑛                                                                          (5.65) 
 
Now, applying the averaging technique, this will result in: 
 
?̇? = [𝐴1𝑑1 + 𝐴2𝑑2 + 𝐴3(1 − 𝑑1 − 𝑑2)]𝑥     + [𝐵1𝑑1 + 𝐵2𝑑2 + 𝐵3(1 − 𝑑1 − 𝑑2)]𝑢 
 
















































⏟    
𝐵
𝑣𝑖𝑛                                                                                              (5.66) 
 
Since there is only one inductor, the x is of dimension two, the correction matrix K is 







]                                                                                                                   (5.67) 
 
With this correction matrix, the average modified model becomes 
 
?̇? = [𝐴1𝑑1 + 𝐴2𝑑2 + 𝐴3(1 − 𝑑1 − 𝑑2)]𝐾𝑥 + [𝐵1𝑑1 + 𝐵2𝑑2 + 𝐵3(1 − 𝑑1 − 𝑑2)]𝑢 
 



























































⏟    
𝐵
𝑣𝑖𝑛                                                                                              (5.68) 
 
























































                                                                   (5.70) 
 
Now applying standard linearization techniques and applying small perturbations to 







] = 𝐴 [
𝑖?̃?
𝑣?̃?















































































(𝑅𝑑 − 𝑅𝑠𝑤 +
𝑅𝐶𝑅𝑜
𝑅𝐶 + 𝑅𝑜






























































































































































































                                                                            (5.77) 
 














]                                                                                   (5.78) 
 
This is in the form of: 
 
𝑌(𝑠) = 𝐶(𝑠)𝑥(𝑠) 
Since, 
𝑥(𝑠) = (𝑠𝐼 − 𝐴)−1𝐵𝑈(𝑠) 
 
∴ 𝑌(𝑠) = 𝐶(𝑠)(𝑠𝐼 − 𝐴)−1𝐵𝑈(𝑠) 
 
























































]                                           (5.79) 
 
 




































































]}                      (5.81) 
 
Now simulations will be done by using the following model parameters: L= 18 μH, C= 
4.7 μF, Vin= 5V, D = 0.7, RC = 0.1 Ω, Rd = 0.15 Ω, RL= 0.8 Ω, Rsw = 0.17 Ω and FS = 350 
kHz. The simulations were performed for two different cases. 
Figures 5.15 and 5.16 show the Bode diagrams for the transfer function representing the 
relation between the output voltage and duty ratio (d) (i.e. Control transfer function) for 
ideal and non-ideal DC-DC Boost converters in DCM, respectively. 
 
 







Figure 5.16:   Bode diagram for non-ideal DC-DC Boost converter in DCM 
 
As seen from Figure 5.15 and Figure 5.16, there is a remarkable decrease in the open 
loop gain as the load resistance decreases. When the load resistance goes below a certain 
range, the open loop gain goes under 0 dB which makes the converter ineffective without 
an external feedback controller. 
Figures 5.17 and 5.18 show the transient step responses for ideal and non-ideal DC-DC 
Boost converters in DCM respectively. As indicated in Figure 5.17 and Figure 5.18, these 
figures were plotted by using two different load values to see the transient behavior as a 
function of the load value. As seen from Figure 5.17 and Figure 5.18, the steady-state 
behavior is a function of the load value. This is the important reason behind why the closed-
loop control is essential, where the duty cycle (the only controllable parameter in the 
circuit) must be controlled and adapted in order to preserve the required steady-state DC 
voltage for different load values. Moreover, by comparing Figure 5.17 and Figure 5.18 for 
the same values of the load resistance, it is easy to observe that the step response for the 
ideal DC-DC Boost converter is looking identical to the step response for the non-ideal 
DC-DC Boost converter. This indicates that the ideal and non-ideal transfer functions 
should be approximately equal; which, in turn, reveals that the loss elements found in the 
non-ideal DC-DC Boost converter circuit have little effect on the dynamic response of the 






Figure 5.17:   Transient step response for ideal DC-DC Boost converter in DCM 
 
 






5.5 Boost Converter Controller Design Based on Particle Swarm Optimization 
(PSO) 
 
Boost converters are employed when the required output voltage must be greater than its 
input voltage. Such converters are largely used in battery charging, solar power 
applications, fuel cell power converting systems, and battery driven vehicles [337], [338]. 
These converters, when operated in the open-loop mode, exhibit poor voltage regulation 
and unsatisfactory dynamic response. Hence, these converters are generally provided with 
a closed-loop controller to achieve good transient response and output voltage regulation. 
The mode of operation of the converter varies from ON- to OFF-state of the main power 
switch and, traditionally, small-signal linearization techniques have been employed for 
controller design. 
Several conventional methods of closed-loop controller design for boost type DC-DC 
converters have been proposed to obtain the desired output voltage in the literature [339], 
[340]. In all of these works, the linearized transfer function model of a boost type DC-DC 
converter is employed for the closed-loop controller design. Linear PID and PI controllers 
are usually employed with boost type DC-DC converters, where these controllers are 
designed using standard frequency response techniques based on the small-signal model of 
the converter. The design is based on linear control theory such as Ziegler-Nichol method 
[341], Root Locus technique [342], Circle Based criterion [343], Hysteresis method [344], 
Bode plot, etc. These control strategies that are based on the linearized small-signal model 
of the converter generally have good performance around the operating point. However, a 
boost converter’s small-signal model changes when it’s operating point changes. The poles 
and the right-half-plane zero, as well as the magnitude of the frequency response, are all 
dependent on the operating point. Thus, when the operating point changes, the fixed gain 
controller designed at one typical operating point through conventional techniques does 
not guarantee a satisfactory dynamic response at other operating points. Furthermore, DC-
DC converters are switched mode circuits; hence, the mode of operation of these converters 
varies from the ON- to the OFF-state of the power switch, and therefore, it is difficult for 
the PID controller to respond well to changes in the operating point, and it often exhibits a 




Thus, the control of a boost type DC-DC converter has been a challenging task. The 
underlying fact of all of the above works is that the boost converter dynamics are strongly 
non-linear, and the controller designed at a specific operating point often fails to perform 
satisfactorily over a wide range of operating points. The past few decades have witnessed 
a number of contributions for the controller design of the DC-DC converters. The improved 
methods of controller design reported in the literature are Predictive Control [345], Sliding 
Mode Control [346], Adaptive Control [347], Passivity Based Control [348], H∞ Control 
[331], Robust Control [349], Nominal and Tolerance Design [350], etc.  
Recently the Genetic Algorithm (GA) [343], Ant Colony Optimization (ACO) [351] and 
Particle Swarm Optimization (PSO) [352] based approaches were also explored for the 
closed-loop controller design of boost type DC-DC converters. Controllers designed 
through such techniques have been shown to guarantee high dynamic and static 
performance over a wide range of operating points. 
In this section, a novel optimization model based on the Particle Swarm Optimization 
(PSO) algorithm for the closed-loop controller design of a converter is designed to obtain 
the static and dynamic characteristics at all operating points. To test the methodology, the 
small-signal model of a boost type DC-DC converter which derived in previous sections is 
used to evaluate the objective function to yield a robust closed-loop controller structure 
that is subjected to internal and external disturbances. Design equations are derived, and 
the system is modeled in MATLAB. Extensive simulation tests are carried out with linear 
controller parameters and the results are presented. 
 
5.5.1 Overview of Particle Swarm Optimization (PSO) 
 
Particle swarm optimization (PSO) is a population-based, robust, stochastic optimization 
technique developed in 1995 by Eberhart and Kennedy [352], and is inspired by social 
behavior of fish schooling or bird flocking. PSO is initialized with a number of random 
agents (particles) that constitute a swarm moving in the search space looking for optima by 
updating the particles positions during the generations. Each particle represents a candidate 
solution to the problem at hand. In a PSO system, particles change their positions by flying 




encountered, or until computational limitations are exceeded. In a social science context, a 
PSO system combines a social-only model and a cognition-only model [353]. The social-
only component suggests that individuals ignore their own experience and adjust their 
behavior according to the successful beliefs of individuals in the neighborhood. On the 
other hand, the cognition-only component treats individuals as isolated beings. A particle 
changes its position using these models. 
The basic elements of PSO technique are briefly stated and defined as follows: 
• Particle position, 𝑿(𝒕): It is a candidate solution represented by an m-dimensional 
vector, where m is the number of optimized parameters. At time t, the jth particle 𝑋𝑗(𝑡) can 
be described as 𝑋𝑗(𝑡) = [𝑥𝑗,1(𝑡),… , 𝑥𝑗,𝑚(𝑡)], where x’s are the optimized parameters and 
𝑥𝑗,𝑘(𝑡) is the position of the jth particle with respect to the kth dimension, i.e. the value of 
the kth optimized parameter in the jth candidate solution. 
• Population, 𝒑𝒐𝒑(𝒕): It is a set of n particles at time t, i.e. 𝑝𝑜𝑝(𝑡) = [𝑋1(𝑡),… , 𝑋𝑛(𝑡)]
𝑇. 
• Swarm: It is an apparently disorganized population of moving particles that tend to 
cluster together while each   particle seems to be moving in a random direction. 
• Particle velocity, 𝑽(𝒕): It is the velocity of the moving particles represented by an m-
dimensional vector. At time t, the jth particle velocity 𝑉𝑗(𝑡) can be described as 𝑉𝑗(𝑡) =
[𝑣𝑗,1(𝑡), … , 𝑣𝑗,𝑚(𝑡)], where 𝑣𝑗,𝑘(𝑡) is the velocity component of the jth particle with respect 
to the kth dimension. 
• Inertia weight, 𝒘(𝒕): It is a control parameter that is used to control the impact of the 
previous velocities on the current velocity. Hence, it influences the trade-off between the 
global and local exploration abilities of the particles. For initial stages of the search process, 
large inertia weight to enhance the global exploration is recommended while, for last 
stages, the inertia weight is reduced for better local exploration. 
• Individual best position, 𝑿∗(𝒕): As a particle moves through the search space, it 
compares its fitness value at the current position to the best fitness value it has ever attained 
at any time up to the current time. The best position that is associated with the best fitness 
encountered so far is called the individual best position, 𝑋∗(𝑡). For each particle in the 
swarm, 𝑋∗(𝑡) can be determined and updated during the search. In a minimization problem 
with objective function J, the individual best of the jth particle 𝑋𝑗





∗(𝑡)) ≤ 𝐽 (𝑋𝑗(𝜏)) , 𝜏 ≤ 𝑡. For simplicity, assume that 𝐽𝑗
∗ = 𝐽 (𝑋𝑗
∗(𝑡)). For the jth 
particle, individual best can be expressed as 𝑋𝑗
∗(𝑡) = [𝑥𝑗,1
∗ (𝑡), … , 𝑥𝑗,𝑚
∗ (𝑡)].  
• Global best position, 𝑿∗∗(𝒕): It is the best position among all individual best positions 
achieved so far. Hence, the global best can be determined such that 𝐽(𝑋∗∗(𝑡))  ≤
𝐽 (𝑋𝑗
∗(𝑡)) , 𝑗 = 1,… , 𝑛. For simplicity, assume that 𝐽∗∗ = 𝐽(𝑋∗∗(𝑡)). 
• Stopping criteria: these are the conditions under which the search process will terminate. 
In this study, the search will terminate if one of the following criteria is satisfied: 
a) The number of iterations since the last change of the best solution is greater than a 
pre-specified number or  
b) The number of iterations reaches the maximum allowable number. 
Figure 5.19 illustrates the flowchart of the PSO method. 
In this work, the PSO algorithm has been developed as follows: 
• An annealing procedure has been incorporated in order to make uniform search in the 
initial stages and very local search in the later stages. A decrement function for 
decreasing the inertia weight given as 𝑤(𝑡) = ∝ 𝑤(𝑡 − 1), where α is a decrement 
constant smaller than but close to 1, is proposed in this work. 
• Feasibility checks procedure of the particle positions has been imposed after the 
position updating to prevent the particles from flying outside the feasible search space. 
• The particle velocity in the kth dimension is limited by some maximum value, 
𝑣𝑘
𝑚𝑎𝑥 . This limit enhances the local exploration of the problem space and it 











In the PSO algorithm, the population has n particles and each particle is an m-
dimensional vector, where m is the number of optimized parameters. Incorporating the 
above modifications, the computational flow of PSO technique can be described in the 
following steps: 
Step 1 (Initialization):  
• Set the time counter t = 0 and generate randomly n particles, {𝑋𝑗(0), 𝑗 =
1,… , 𝑛}, where 𝑋𝑗(0) = [𝑥𝑗,1(0), … , 𝑥𝑗,𝑚(0)]. 𝑥𝑗,𝑘(0) is generated by randomly 




• Similarly, generate randomly initial velocities of all particles, {𝑉𝑗(0), 𝑗 =
1,… , 𝑛}, where 𝑉𝑗(0) = [𝑣𝑗,1(0),… , 𝑣𝑗,𝑚(0)]. 𝑣𝑗,𝑘(0) is generated by randomly 
selecting a value with uniform probability over the kth dimension [−𝑣𝑘
𝑚𝑎𝑥 , 𝑣𝑘
𝑚𝑎𝑥].  
• Each particle in the initial population is evaluated using the objective function, J. 
• For each particle, set 𝑋𝑗
∗(0) = 𝑋𝑗(0)and 𝐽𝑗
∗ = 𝐽𝑗 , 𝑗 = 1,… , 𝑛.  
• Search for the best value of the objective function 𝐽𝑏𝑒𝑠𝑡.  
• Set the particle associated with  𝐽𝑏𝑒𝑠𝑡 as the global best, 𝑋
∗∗(0), with an objective 
function of 𝐽∗∗. 
• Set the initial value of the inertia weight 𝑤(0). 
Step 2 (Time updating):  
• Update the time counter t = t + 1.  
Step 3 (Weight updating):  
• Update the inertia weight 𝑤(𝑡) =∝ 𝑤(𝑡 − 1), where alpha is a decrement constant 
which is smaller than but close to 1, to encourage the global exploration (i.e., 
diversify the search in the whole search space) in the initial stages and encourage 
local exploitation (i.e., intensify the search in the current region) in the later stages. 
Step 4 (Velocity updating):  
• Using the global best and individual best of each particle, the jth particle velocity in 





        𝑣𝑗,𝑘(𝑡) = 𝑤(𝑡)𝑣𝑗,𝑘(𝑡 − 1) + 𝐶1𝑟1 (𝑥𝑗,𝑘
∗ (𝑡 − 1) − 𝑥𝑗,𝑘(𝑡 − 1))
+ 𝐶2𝑟2 (𝑥𝑗,𝑘
∗∗ (𝑡 − 1) − 𝑥𝑗,𝑘(𝑡 − 1))                                                           (5.82) 
 
where C1  and C2 are positive constants and r1  and r2  are uniformly distributed random 
numbers between 0 to 1.  
• It is worth mentioning that the second term in the previous equation represents the 
cognitive part of PSO where the particle changes its velocity based on its own 
thinking and memory.  
• The third term in the previous equation represents the social part of PSO where the 
particle changes its velocity based on the socio-psychological adaptation of 
knowledge. If a particle violates the velocity limits, its velocity is set equal to the 
limit. 
Step 5 (Position updating):  
• Based on the updated velocities, each particle changes its position according to the 
following equation: 
 
         𝑥𝑗,𝑘(𝑡) = 𝑣𝑗,𝑘(𝑡) + 𝑥𝑗,𝑘(𝑡 − 1)                                                                                      (5.83) 
 
If a particle violates its position limits in any m-dimensional space, set its position at 
the proper limits (i.e. set the value to the limit it exceeds) to prevent the particles from 
flying outside the feasible search space. 
Step 6 (Individual best updating):  
• Each particle is evaluated according to its updated position. If 𝐽𝑗 < 𝐽𝑗
∗, 𝑗 =
1, … , 𝑛, then update individual best as 𝑋𝑗
∗(𝑡) = 𝑋𝑗(𝑡) and 𝐽𝑗
∗ = 𝐽𝑗  and go to step 7; 
else go to step 7. 
Step 7 (Global best updating):  
• Search for the minimum value 𝐽𝑚𝑖𝑛 among 𝐽𝑗
∗, where min is the index of the particle 
with minimum objective function, i.e. min ∈ {𝑗; 𝑗 = 1,… , 𝑛}. If 𝐽𝑚𝑖𝑛 < 𝐽
∗∗, then 
update global best as 𝑋∗∗(𝑡) = 𝑋𝑚𝑖𝑛(𝑡) and 𝐽
∗∗ = 𝐽𝑚𝑖𝑛 and go to step 8; else go to 




Step 8 (Stopping criteria):  
• If one of the stopping criteria is satisfied, then terminate the program; else go to step 
2. In this study, the search will terminate the program if one of the following criteria 
is satisfied: 
(a) The number of iterations since the last change of the best solution (Ntime) is 
greater than a pre-specified number (MAXNtime), or  
(b) The number of iterations reaches the maximum allowable number (MAXNFC). 
 
5.5.2 Application of Particle Swarm Optimization (PSO) to Design Boost Converter 
Controller 
 
A closed-loop boost converter using a MOSFET, as a switching element, is shown in 
Figure 5.20. The parameters of the converter are: input voltage, Vin = 20 V; switching 
frequency, fs = 1.5 kHz; inductance, L = 33 mH; equivalent resistance of the inductor, RL 
= 1.5 Ω; capacitance, C = 220 μF; equivalent resistance of the capacitor, RC = 0.3 Ω; and 
load resistance, R = 230 Ω. 
 




In the closed-loop control system, first, the actual output voltage v0 is compared with its 
reference voltage V0
* using a comparator and the error voltage e(t), so obtained, is 
processed by the PID controller. The output voltage of the PID controller u(t) is an analog 
signal which must be converted into a gating pulse for the MOSFET with an adjustable 
duty cycle. This task is performed by the modulator, which compares the PID controller 
output voltage with a ramp signal so that the output of the modulator is a gating pulse with 
its duty cycle varying in accordance with PID controller output voltage. 
In this work, more emphasis is given to improving the dynamic response of the boost 
converter by identifying the best values for the controller parameters. The following 
dynamic parameters are considered in this work: 
i) Rise Time (tr). 
ii) Settling Time (ts). 
iii) Peak Overshoot (Po). 
iv) Steady State Error (Ess). 
The DC-DC Boost converter, when it works in a closed-loop mode with PID controller, 
the error voltage is 
 
𝑒(𝑡) =  𝑉0
∗ − 𝑣0                                                                                                                        (5.84) 
 
The error voltage is processed by the PID controller, and the output of the PID controller 
is 
 
𝑢(𝑡) = [𝐾𝑃𝑒(𝑡) + 𝐾𝑖∫𝑒(𝑡) 𝑑𝑡 + 𝐾𝑑
𝑑
𝑑𝑡
𝑒(𝑡)                                                                   (5.85) 
 
Equations (5.1) to (5.22) completely describe the dynamics of the output voltage of the 
closed-loop DC-DC Boost converter operating in CCM. 
The objective here is to identify the optimal controller parameters values to achieve the 
best dynamic response of DC-DC Boost converter. This problem is solved as an 





𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒      𝐽 = ((1 + 𝑡𝑟)(1 + 𝑡𝑠)(1 + 𝑃𝑜)(1 + 𝐸𝑠𝑠))                                                  (5.86) 
 
Subject to constraints: 
 
𝐾𝑃
𝑚𝑖𝑛 < 𝐾𝑃 < 𝐾𝑃
𝑚𝑎𝑥 
𝐾𝑖
𝑚𝑖𝑛 < 𝐾𝑖 < 𝐾𝑖
𝑚𝑎𝑥 
𝐾𝑑
𝑚𝑖𝑛 < 𝐾𝑑 < 𝐾𝑑
𝑚𝑎𝑥 
 
The initial values of Kp, Ki, and Kd must be judiciously chosen to speed up the process of 
optimum parameter identification. For this, one might use methods such as Routh–Hurwitz, 
Symmetrical Optimum [354], etc., with averaged state-space model of DC-DC Boost 
converter operating in CCM. 
Now the performance of the DC-DC Boost converter in terms of its dynamic response is 
analyzed. A dedicated program is developed in MATLAB for controller identification 
using PSO. The parameters of the proposed PSO, such as C1, C2, inertia weight factor, 
population size, and number of iterations, are usually selected by means of trial and error 
method to achieve the best solution set. The parameters used in the implementation of the 
PSO are listed in Table 5.1. 
 





Population size (n) 50 
Number of iterations (iter) 300 
 
The controller constants obtained through a traditional method (i.e. Ziegler–Nichol) are 
listed below: 
 




For comparison, the controller design is also carried out using standard PSO. The 
controller constants obtained through standard PSO are listed below: 
 
KP = 1.325,      Ki = 15.8851,      Kd = 0.000489 
 
The computed closed loop response of the DC-DC Boost converter operating in CCM 
obtained by using traditional method of designing a PID controller and PSO algorithm with 
small signal model is given in Figure 5.21. 
 






















In this section, simulation results are presented for comparison between the dynamic 
responses of the DC-DC Boost converter operating in CCM obtained by using either a 
traditional method of designing a PID controller or a PSO algorithm undergoing input-
voltage and load-current step transients. Four different scenarios of performance 
comparison tests are presented:  
1. ± 10% source voltage disturbance.  
2. ± 13% sudden load disturbance.  
3. ± 25% source voltage disturbance.  
4. ± 35% sudden load disturbance. 
 
Figure 5.26:   The convergence characteristic of the PSO algorithm 
 
Figure 5.22 shows the dynamic behavior of the DC-DC Boost converter output voltage 
with a ± 10% step-change in input voltage. The simulation results show that the output 
voltage remains virtually constant at the set value, regardless of change in input voltage 
especially with the PSO tuned controller whereas the performance of the DC-DC Boost 
converter with traditional method tuned controller degrades having an overshoot of 12%, 
3.5 ms settling time and 6.9% Ess.  
Figure 5.23 shows the dynamic behavior of the converter system with a ± 13% step-




converter has an overshoot of 2.5% at the set value for the load resistance disturbance, 2 
ms settling time and zero steady-state error. However, in the case of the converter with 
traditional method tuned controller, it has an overshoot of 7.5%, 4 ms settling time and 
3.7% Ess.  
Figure 5.24 shows the DC-DC Boost converter output voltage response for a ± 25% step-
change in input voltage for both traditional method tuned controller and PSO tuned 
controller. It is seen that the output voltage of the DC-DC Boost converter is not affected 
by the input voltage variation in case of PSO tuned controller whereas the performance of 
the DC-DC Boost converter with traditional method tuned controller degrades having an 
overshoot of 15%,  6.8 ms settling time and 9.3% Ess. 
Figure 5.25 shows the DC-DC Boost converter output voltage response for a ± 35% step-
change in load resistance for both traditional method tuned controller and PSO tuned 
controller. The PSO tuned controller scheme takes 1.6 ms settling time with an overshoot 
of 2.2% as compared to 7 ms and 12.5% in case of the traditional method tuned controller. 
Hence, PSO tuned controller has a smaller overshoot and zero steady state error than the 
traditionally tuned controller. 
Table 5.2 shows the performance evaluation of DC-DC Boost converter dynamic 
response obtained by using traditional method of designing a PID controller and PSO 
algorithm in terms of percent overshoot, rise time and setting time  under  the starting case, 
the  changing  of  command input  and load. In addition, the convergence characteristic of 
the proposed optimization algorithm is depicted in Figure 5.26. 
The simulation results in Figures 5.22, 5.23, 5.24 and 5.25 clearly indicate the robustness 
and effectiveness of the controller tuned by the PSO algorithm over the traditional method 











TABLE 5.2:   PERFORMANCE EVALUATION OF DC-DC BOOST CONVERTER DYNAMIC RESPONSE 











Rising time (ms) 0.50 0.45 
Settling time (ms) 4.71 1.22 






Settling time (ms) 3.34 0.25 
Peak Overshoot (%) 12.15 0.00 
+10% Step 
Change 
Settling time (ms) 3.53 0.23 






Settling time (ms) 3.84 1.22 
Peak Overshoot (%) 7.51 1.53 
+13% Step 
Change 
Settling time (ms) 4.03 2.14 






Settling time (ms) 6.55 0.25 
Peak Overshoot (%) 15.02 0.00 
+25% Step 
Change 
Settling time (ms) 6.75 0.24 






Settling time (ms) 7.24 1.25 
Peak Overshoot (%) 12.53 1.38 
+35% Step 
Change 
Settling time (ms) 7.22 1.65 
Peak Overshoot (%) 12.53 2.23 
 
5.6 Performance Analysis of Boost Converter by Using Different Integration 
Algorithms 
 
It is currently accepted that online real-time, or Hardware-In-the-Loop (HIL), simulation 
paradigm is an indispensable tool in the design and testing of advanced complex systems. 
A HIL control and test platform is of vital importance to verify the proper operation of 




Real-time simulation [355] places severe demands on the simulation time-step that can 
be used, stipulating that such a time-step be much smaller than the natural frequency of the 
fastest dynamics in the simulated system. This demand becomes problematic since the 
computations performed at each time-step can only be carried out in a finite time period, 
which may be longer than the minimum time-step necessitated by the real-time simulation. 
Unfortunately, this is typically the case for many multi-level power converters and their 
controllers, where their complexity coupled with the latency barrier in the conventional 
computing platforms makes real-time simulation unfeasible. To address this problem, a 
new trend is to use re-configurable platforms with Field Programmable Gate Arrays 
(FPGAs), instead of the conventional microprocessor-based platforms to enable real-time 
models with very small time-step and very low latency. 
 The numerical integration methods used in the circuit transient analysis packages are 
not necessarily the most accurate approximations to obtain the actual transient response of 
a circuit. The study of different numerical integration methods and their stability 
characteristics is the focus of this section to enable HIL testing. 
The structure of DC-DC converters consists of linear (i.e. resistor R, inductor L and 
capacitor C) and nonlinear (i.e. switch) components. Since these converters can be 
characterized as nonlinear and time-variant system, then the small-signal model of the 
state-space average model is required to design a linear controller. References [329], [327], 
[328] show examples of the small-signal analysis and design of a linear controller in the 
frequency domain for DC-DC converters. 
The developed average models in the previous sections were discretized and simulated 
in Matlab platform using nine popular integration techniques/algorithms. This permitted 
further analysis in terms of accuracy, stability as well as algorithm complexity involved 
with implementing the integration methodologies. 
Dedicated programs are developed in Matlab for simulation of DC-DC Boost converter. 
The dynamic performance of ideal and Non-ideal DC-DC Boost converter operating in 
CCM models were evaluated after solving the small-signal models for DC-DC Boost 
converter in CCM which described the system dynamics by nine different numerical 
integration techniques, namely: 




2. Ode45 Matlab solver. 
3. Ode23t Matlab solver. 
4. Forward Euler. 
5. Improved Euler. 
6. Backward Euler. 
7. Runge-Kutta 4th order. 
8. Trapezoidal Rule. 
9. Simpson Rule. 
The simulations were done by using the following model parameters: L= 180 μH, C = 
4.7 μF, Vin = 5V, D= 0.7, RC = 0.1 Ω, RL = 0.8 Ω, and FS = 350 kHz.  
 






Figure 5.28:   Ideal DC-DC Boost converter operating in CCM undergoing Backward Euler technique 
 
 





From the simulation results, it is clear that, there are four different groups of simulation 
results: 
1. Simulation results for Laplace Transform, Ode45 Matlab solver, Ode23t Matlab 
solver and Runge-Kutta 4th order are all virtually identical (Figure 5.27). These 
results are considered as accurate. 
2. The simulation results for Improved Euler and Trapezoidal Rule are virtually 
identical and have a little bit difference from the previous group. (Figure 5.27) 
3. Simulation result for Simpson Rule have some differences from the first group, 
which are considered as accurate. (Figure 5.27) 
4. Simulation result (Figure 5.28) for Backward Euler method have a big difference 
from the first group results (which are considered as accurate) and the simulation 
result (Figure 5.29) for Forward Euler is unstable. 
Now, if the time-step used for simulation is decreased by 10 times, the simulation result 
for the Ideal DC-DC Boost converter using the Forward Euler technique is changes from 
unstable behavior to stable behavior, but with a larger settling time as shown in Figure 
5.30. Also, decreasing the time-step made the simulation results for the other numerical 
integration techniques also became closer to each other as shown in Figure 5.31. 
 






Figure 5.31:   Ideal DC-DC Boost converter operating in CCM undergoing different numerical integration techniques 
with smaller step-size 
 
 






Figure 5.33:   Non-ideal DC-DC Boost converter operating in CCM undergoing Backward Euler technique 
 
 




From the simulation results, it is clear that, there are now five different groups of 
simulation results: 
1. Simulation results for Laplace Transform, Ode45 and Ode23t Matlab solvers are all 
identical (Figure 5.32). This group results are considered as accurate. 
2. Simulation results for Runge-Kutta 4th order have a little bit difference from previous 
group. (Figure 5.32) 
3. The simulation results for Improved Euler and Trapezoidal Rule are identical and 
have some difference from first group. (Figure 5.32) 
4. Simulation result for Simpson Rule have a big difference from first group (which are 
considered as accurate) (Figure 5.32). 
5. Simulation results (Figure 5.33 & Figure 5.34) using Backward Euler and Forward 
Euler methods are unstable. 
Now, if the time-step used for simulation is decreased by 1.5 times the previous value, the 
simulation results for Non-ideal DC-DC Boost converter using different numerical 
integration techniques will be changed. 
 






Figure 5.36:   Non-ideal DC-DC Boost converter operating in CCM undergoing Backward Euler technique 
 
 




From the simulation results, it’s clear that, there are five different groups of simulation 
results: 
1. Simulation results for Laplace Transform, Ode45 and Ode23t Matlab solvers are all 
identical (Figure 5.35). 
2. Simulation results for Runge-Kutta 4th order have a little bit difference from previous 
group (Figure 5.35). 
3. The simulation results for Improved Euler and Trapezoidal Rule are identical and 
have some difference from the first group (Figure 5.35). 
4. Simulation result for Simpson Rule show a big difference from the first group which 
are considered as accurate (Figure 5.35). 
5. Simulation result (Figure 5.36) for Backward Euler is still unstable but the simulation 
result (Figure 5.37) for Forward Euler is changing from unstable behavior to stable 
behavior with more settling time.  
Now, if the time-step used for simulation decreased by 1.33 times the previous value, the 
simulation results for Non-ideal DC-DC Boost converter undergoing different numerical 
integration techniques will be changed. 
 







Figure 5.39:   Non-ideal DC-DC Boost converter operating in CCM undergoing Backward Euler technique 
 
 




From the simulation results, it’s clear that, there are five different groups of simulation 
results: 
1. Simulation results for Laplace Transform, Ode45 and Ode23t Matlab solvers are still 
identical. (Figure 5.38) 
2. Simulation results for Runge-Kutta 4th order have a very little bit difference from 
previous group. (Figure 5.38) 
3. The simulation results for Improved Euler and Trapezoidal Rule are identical and 
have small difference from first group. (Figure 5.38) 
4. Simulation result for Simpson Rule have some difference from first group which are 
considered as accurate. (Figure 5.38) 
5. Simulation results (Figure 5.39 & Figure 5.40) for Backward Euler and Forward 
Euler are changing from unstable behavior to stable behavior but with some settling 
time. 
Now, it became obvious that the choice of the time-step used for simulation is an 
important consideration and the results from the nine pre-selected algorithms were 
narrowed to those either in Group 1 or 2: 
▪ Group 1: Simulation results for Laplace Transform, Ode45 Matlab solver, Ode23t 
Matlab solver and Runge-Kutta 4th order are all close. This group was considered to 
be accurate. 
▪ Group 2: The simulation results for Improved Euler and Trapezoidal Rule methods 
were identical and had a small, but noticeable, difference from the previous Group 1. 
 
Closer examination of these methods revealed the following choices for further 
evaluation: 
▪ The Laplace transform method was discarded as it was deemed unsuitable for solving 
more complex circuits.  
▪ The Ode45 and Ode23t Matlab solvers, although efficient, were proprietary solvers 
and details of the coding were unavailable. So, they were discarded. 
▪ Only the Runge-Kutta 4th order method was feasible from Group 1. 





The Trapezoidal method is already used by  EMTP, EMTDC-PSCAD and other well-
known circuit solving programs; hence, it is the preferred choice going forward for circuit 
analysis. 
 
5.7 Conclusion  
 
The Small Signal Averaged State-Space modeling technique for DC-DC Boost 
converters, with and without parasitic elements, operating in continuous conduction mode 
(CCM) was presented. First, the small signal analysis of DC-DC Boost converters with 
ideal/lossless components operating in CCM was explored in order to develop a simplified 
model that helps to understand the basic features of the switching system. Then, the small-
signal analysis of DC-DC Boost converters with the effects of parasitic elements and losses 
operating in CCM was investigated in order to improve the model accuracy, study the 
efficiency and the dynamic performance of the system. Furthermore, the system dynamic 
behaviour for the DC-DC Boost converter with ideal components and DC-DC Boost 
converter with non-ideal components operating in CCM are compared via Bode plots and 
transient step responses under different values for the load resistance in order to help in 
designing a robust controller for DC-DC Boost converters operating in continuous 
conduction mode (CCM). 
The various aspects of average modelling of DC-DC Boost converter operating in DCM 
are studied. Basically, the modelling procedure consists of three steps: 
1. Averaging the matrix parameters and selection of the correction matrix (K) 
depending on the number of inductor currents of the converter. 
2. Conversion of state-space equations into differential equations for inductor current 
and capacitor voltage. 
3. Defining a duty ratio constraint so that the expression consists of only one duty 
ratio. 
Moreover, the reduced- and full-order average models have been derived. It was found 
that the reduced-order model can estimate the behavior in the low frequency range but the 




In addition, various parasitic components have been taken into consideration and a full-
order model is developed. The system dynamic behavior for the DC-DC Boost converter 
with ideal components and DC-DC Boost converter with non-ideal components operating 
in DCM are compared via Bode plots and transient step responses under different values 
of the load resistance in order to help in designing a robust controller. 
Boost type DC-DC converters are non-linear systems, and output voltage regulation in 
these converters using a traditionally derived feedback controller does not yield good 
dynamic responses at different operating points over the complete operating range. Hence, 
the design of a feedback controller for a DC-DC Boost converter operating in CCM is 
formulated as an optimization task, and the feedback controller parameters are derived 
based on a novel PSO technique. This novel optimization method was designed to yield a 
robust, closed-loop controller structure with stable static and dynamic characteristics for 
operating points over the whole operational range of the converter. To evaluate the 
objective function of the developed PSO algorithm, a small-signal model of a DC-DC 
Boost converter, subjected to various internal and external disturbances, was used. 
First, the PID controller parameters for the DC-DC Boost converter were identified based 
on (a) the traditional Ziegler–Nichol method and (b) the novel PSO algorithm. Then, using 
the gain parameters obtained by these two methods, the dynamic responses of the DC-DC 
Boost converter operating in CCM were obtained and compared. Four different 
performance comparison tests undergoing various input-voltage and load-current step 
transients were studied. By comparing the qualitative criteria (comprised of rise time, 
settling time, peak overshoot from the step response curves which are obtained under the 
variations in both command input and load resistance), it can be concluded that the 
robustness and effectiveness of the controller tuned by PSO algorithm (compared to the 
traditional method) is much more superior over a wide range of operating conditions. 
A Matlab based simulation shows that the PSO algorithm and converter system is not 
computationally demanding and present day micro-processor based embedded controllers 
will be able to handle the duty requirements. 
The dynamic performance of DC-DC Boost converters, with and without parasitic 
elements, operating in continuous conduction mode (CCM) was investigated. First, the 




signal average models of these converters were derived. Then, the newly developed 
average models were discretized, and simulated in Matlab using nine popular integration 
techniques for analysis of accuracy and stability.  
It became obvious that the choice of the time-step used for simulation is an important 
consideration and the choices of the nine pre-selected algorithms were narrowed to those 
































The traditional P&O method is widely used due to its easy implementation and 
simplicity. It is an adaptive MPPT algorithm based on an instantaneous power slope, but 
process and sensor noises disturb its estimations. The P&O method usually requires a 
dithering scheme to reduce noise effects, but the dithering scheme slows the tracking 
response time. Tracking speed is the most important factor for improving efficiency under 
frequent environmental changes.  
This chapter proposes implementation of a novel MPPT technique based on the Kalman 
Filter (KF) algorithm to track the MPP. By applying the proposed KF algorithm to track 
the MPP, the tracking failures caused by the process and sensor noises were reduced. Also, 
since the KF also maintains fast tracking of the MPP, it transfers more power during rapid 
weather changes. 
The Kalman Filter (KF) is among the most notable innovations of the 20th century. This 
algorithm recursively estimates the state variables in a noisy linear dynamical system as 
new observations are measured and as the system evolves in time. It optimally updates the 
estimates of the system variables, by minimizing the mean-squared estimation error of the 
current state as noisy measurements are received. Each update provides the latest unbiased 
estimate of the system variables together with a measure on the uncertainty of those 
estimates in the form of a covariance matrix. Since the updating process is fairly general 
and relatively easy to compute, the KF can often be implemented in real time. The KF is 
used widely in virtually every technical or quantitative field. The ability to estimate non-
measurable signals, fast convergence, and direct implementation encourages wider 
utilization of KF-based techniques in various industrial applications. 
Further details about Kalman Filter and a glimpse into some of its features, mathematical 
and statistical formulations, overview of its history, and applications are provided in the 
Appendix C. 
For system modelling purposes, a PV test system with a 100 kW PV array and MPPT 




panel output power controlled by three methods: (a) without any MPPT (i.e. open loop), 
(b) MPPT using P&O algorithm, and (c) MPPT using the proposed KF algorithm. The 
model for the PV panel has as inputs the weather variables: temperature and solar irradiance 
and, as outputs: voltage, current and power. This PV panel feeds into a DC-DC boost 
converter that is used to match between its input impedance and output (constant load) 























Figure 6.1:   Stand-alone PV system controlled by using different MPPT control methods 
 
This chapter is organized as follows: Section 6.2 describes the characteristics of the PV 
panel. Section 6.3 describes the DC-DC converter and section 6.4 discusses the constant 
impedance load. Section 6.5 explains the KF approach for tracking the maximum power 
point. Section 6.6 explains the P&O technique for tracking the MPP, then section 6.7 
demonstrates the non-MPPT operation mode for a stand-alone PV system. Section 6.8 
discusses the comparative results of the MPPT using KF algorithm and finally the last 





6.2 PV Array model 
 
The simplest equivalent circuit of a solar cell is a current source in parallel with a diode 
(Figure 6.2). This model is a simplified version of the more detailed two-diode model 
[133]. The output of the current source (photocurrent Ipv) is directly proportional to the 
light falling on the cell. During darkness, the solar cell is not an active device; it works as 
a diode, i.e. a p-n junction. However, if it is connected to an external supply (large voltage), 
it generates a current Id, called diode current or dark current. The diode determines the I-V 
characteristics of the cell. 
 
Figure 6.2:   Circuit diagram of the PV model 
 
Increasing sophistication, accuracy and complexity can be introduced to the model by 
adding, in turn [132]: 
▪ Temperature dependence of the diode saturation current I0. 
▪ Temperature dependence of the photocurrent Ipv. 
▪ Series resistance Rs, which gives the relationship between the maximum power 
point and open circuit voltage and represents internal losses due to current flow. 
▪ Shunt resistance Rp, in parallel with the diode; this corresponds to the leakage 
current to ground and is commonly neglected. 
▪ Either allowing the diode quality factor n to become a variable parameter (instead 
of being fixed at either 1 or 2) or introducing two parallel diodes with independently 





For this work, a model of moderate complexity was used; this model is widely accepted 
within the industry and gives good results for most transient and load flow cases. The net 
current of the cell is the difference of the photocurrent, Ipv and the normal diode current I0: 
 
𝐼 = 𝐼𝑝𝑣 − 𝐼0 [𝑒
𝑞(𝑉+𝐼𝑅𝑆)
𝑛𝑘𝑇 − 1]                                                                                                     (6.1) 
 
The model included temperature dependence of the photocurrent Ipv and the saturation 
current of the diode I0. 
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                                                                                                         (6.6) 
 
A series resistance Rs was included; which represents the resistance inside each cell in 
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𝑛𝑘𝑇1                                                                                                        (6.8) 
 
Where the symbols are defined as follows: 
Q is the electron charge (1.60217646 × 10-19 C) 
K is the Boltzmann constant (1.3806503 × 10-23 J/K) 
V is cell output voltage (V) 
Vg is the band gap voltage (V) 
N is the diode quality factor 
T1 is the reference cell operating temperature (25 °C) 
T2 is another cell operating temperature (75 °C) 
 
The shunt resistance RP is neglected. A single shunt diode was used with the diode quality 
factor set to achieve the best curve match.  
All of the constants in the above equations can be determined by examining the 
manufacturers’ ratings of the PV array, and then the published or measured I-V curves of 
the array. As a typical example, the SunPower SPR-305E-WHT-D (Nser=5, Npar=66) 
array will be used to illustrate the model. 
The photo-current 𝐼𝑝𝑣 (A) is directly proportional to irradiance 𝐺 (Wm
−2). When the cell 
is short-circuited, the current in the diode will be negligible. Hence, the proportionality 
constant in (6.3) is set so that the rated short circuit current 𝐼𝑆𝐶  is delivered under rated 
irradiation (usually 1 Sun = 1000Wm−2). For the SPR-305E-WHT-D, 𝐼𝑆𝐶 = 5.96 A at 1 
Sun at 𝑇1 = 25 ℃  (298 K), so 𝐼𝑝𝑣(𝑇1) = 5.96 A/Sun. 
The relationship between the photo-current and temperature is linear (6.2) and is deduced 
by noting the change of photo-current with the change of temperature (6.4). For the SPR-
305E-WHT-D, 𝐼𝑝𝑣 changes from 5.96 A to 6.14 A (3%) as T changes from 25℃  to 75℃. 
When the cell is not illuminated, the relationship between the cell’s terminal voltage and 
current is given by the Shockley equation. When the cell is open circuited and illuminated, 
the photo-current flows entirely in the diode. The I-V curve is offset from the origin by the 
photo generated current 𝐼𝑝𝑣 (6.1). The value of the saturation current 𝐼0 at 25℃ is calculated 




An estimate must be made of the unknown “ideality factor” n. Green [134] states that it 
takes a value between 1 and 2, being near 1 at high currents, rising towards 2 at low 
currents. In our study, the ideality factor was estimated to be as 0.95 and it showed great 
similarity compared to characteristics of an actual PV array. 
The relationship of 𝐼0 to temperature is complex, but fortunately contains no variables 
requiring evaluation (6.5) [133]. Equations (6.7) and (6.8) are found by differentiating 
(6.1), evaluating at 𝑉 = 𝑉𝑂𝐶, and rearranging in terms of 𝑅𝑆 [133]. Using the values 
obtained from the SPR-305E-WHT-D manufactures’ curves, a value of panel series 
resistance 𝑅𝑆 = 371 mΩ was calculated. 
The SunPower SPR-305E-WHT-D PV module was chosen for modeling. The SPR-
305E-WHT-D module provides 305 watts of nominal maximum power and has 96 
SunPower all-back contact monocrystalline cells. The key specifications are shown in 
Table 6.1. 
TABLE 6.1:   PARAMETERS OF THE SPR-305E-WHT-D PV MODULE AT STC 
Peak Power (+/-5%), Pmmp 305 W 
Peak power voltage, Vmmp  54.7 V 
Peak power current, Immp 5.58 A 
Open circuit voltage, VOC 64.2 V 
Short circuit current, ISC 5.96 A 
Temperature coefficient of current, Ki 3.5 mA/℃ 
Temperature coefficient of voltage, Kv -176.6 mV/℃ 
 
The model of the PV array was implemented using Matlab. The model parameters are 
evaluated during execution using the equations listed above. The program calculates the 
current I, using typical electrical parameters of the module (𝐼𝑆𝐶 , 𝑉𝑂𝐶), and the variables 
Voltage (V), Irradiation (G), and Temperature (T). The inclusion of a series resistance in 
the model makes the solution for the current I as a non-linear problem (6.1), that should be 
solved by using numerical methods. In this model, the Newton-Raphson method (discussed 
earlier in chapter 3) was used, because this method converges much more rapidly, and for 
both positive and negative currents. The Matlab program output is shown for various 




Temperature and irradiance are dominant factors for deciding the relationship between 
the output current and voltage of the cell. Figure 6.3 and Figure 6.4 include the I-V 
characteristics of a certain PV panel - SunPower SPR-305E-WHT-D - under various 
irradiances and temperatures. Figure 6.3 shows the irradiance dependence of the I-V 
characteristic of SunPower SPR-305E-WHT-D. Under higher irradiance, the PV cell 
produces higher output currents because the current is proportionally generated by the flux 
of photons. This feature also explains that the current of the MPP decreases with decreasing 
irradiance. Figure 6.4 shows the temperature dependence of the I-V characteristic of 
SunPower SPR-305E-WHT-D. As temperature increases, the overall voltage range of the 
cell is decreasing. This feature indicates that the voltage of the MPP decreases with 
increasing temperature. Since decreasing either current or voltage reduces output power, 
lower temperature and higher irradiance are required to get more power under the same 
panel. 
In addition, the irradiance has a much greater effect on changing the panel characteristics 
than does the temperature. When the temperature drops 50% from 50°C to 25°C, the panel 
voltage is increased by about 10%. However, a 50% change of the irradiance from 1 kW/m2 
to 0.5 kW/m2 causes a reduction of the panel current by 50%. 
 





Figure 6.4:   The Matlab model I-V and P-V curves for various temperatures 
 
6.3 DC-DC Converter model 
 
A DC-DC converter consists of a number of storage elements and switches that are 
connected together in a topology such that the periodic switching controls the dynamic 
transfer of power from the input to the output, in order to produce the desired DC 
conversion. Usually either a Buck, Boost, Buck-Boost configuration is used according to 
requirement. In this work, Boost converter is used to step up the operating voltage at the 
maximum power point. The DC-DC power converter is connected between the solar panel 
and load. 
As mentioned in chapter 5, the small-signal model for the DC-DC Boost converter, with 
parasitic elements, was utilized. Moreover, the output voltage regulation using a PSO 
technique as a feedback controller to yield a good dynamic response at different operating 
points over the complete operating range was exploited. Furthermore, different numerical 




impact on the dynamic simulation. Finally, as explained earlier, the Runge-Kutta 4th order 
method was the preferred choice to use. 
 
6.4 Constant Impedance Load model 
 
Stand-alone PV systems are designed to operate independently of the electric utility grid 
and are generally designed and sized to supply certain DC and/or AC electrical loads. These 
types of systems may be powered by a PV array only or may use wind generator, a diesel 
engine-generator or utility power as an auxiliary power source in what is called a PV-hybrid 
system.   
There are two types of stand-alone PV power systems: direct-coupled system without 
batteries and stand-alone system with batteries. 
Direct-coupled system 
The simplest type of stand-alone PV system is a direct-coupled system, where the output 
of a PV array is directly connected to a DC load. Matching the impedance of the electrical 
load to the maximum power output of the PV array is a critical part of designing a well-
performing direct-coupled system. For certain loads, a type of electronic DC–DC 
converter, called a maximum power point tracker (MPPT) is used between the array and 
load to help better utilize the available array maximum power output. This simple type is 
used later in this work. 
Stand-alone system with batteries 
In stand-alone photovoltaic power systems, the electrical energy produced by the PV 
panels cannot always be used directly. As the demand from the load does not always equal 
the solar panel capacity, battery banks are generally used. The primary functions of a 
storage battery in a stand-alone PV system are:  
• Energy Storage Capacity and Autonomy: To store energy when there is an 
excess available and to provide it when required. 
• Voltage and Current Stabilization: To provide stable current and voltage by 
eradicating transients. 





As a proof-of-concept, a simple constant impedance load (RC) model is used in this work 
to investigate the behavior of PV system under the new proposed MPPT algorithm. This 
simplified RC load model consists of a resistor R connected in parallel with two DC link 
capacitors. DC link capacitors C1 and C2 (Figure 6.10) are large enough to eliminate the 
ripple component induced at the DC side. This aspect is important in order to avoid an 
unexpected behavior of the MPPT because this ripple is directly perceived in the output 
voltage of the PV module.  
On the other hand, the output power of the PV module can change as a function of the 
irradiance and hence many disturbances will be produced in this variable. The DC link 
capacitors play a damping role in this aspect contributing to maintain the stability of the 
MPPT during these transitory disturbances. 
 
6.5 MPPT Using Kalman Filter 
 
This section describes the design procedure of the KF approach for tracking the MPP. 
 
6.5.1 Proposal of New Representation 
 
Present day power electronic devices use a Field Programmable Gate Array (FPGA) or 
digital signal processor (DSP) as a hardware controller. Due to the large capacity of FPGAs 
and DSPs, the MPPT function can be incorporated in the same controller. However, the 
power electronic devices suffer from various noises e.g., switching noise, thermal noise, 
etc. In addition, voltage and current sensors are used to monitor data from the array, but 
the sensors also have errors from an accuracy specification and analog-to-digital converter 
(ADC) quantization point of view. As the above noises and errors degrade the tracking 
performance, the MPPT controller is required to be robust against such noises and errors.  
Consequently, the MPPT using by the Kalman Filter is an alternative to expect an 
acceptable performance against both the noises and dynamic environmental changes. Due 
to the excellent estimation ability of the Kalman Filter in the dynamic system within the 
noisy environment, an accurate MPP can be predicted by the Kalman Filter without any 
reduction of system dynamics. Other MPPT methods sometimes degrade their system 




Kalman Filter may be considered to be a disadvantage. However, present day commercial 
FPGAs or DSPs are capable of performing their calculations at hundreds of megahertz 
(MHz) to a gigahertz (GHz). Those speeds are adequate to overcome the Kalman Filter’s 
computations with several hundreds of hertz (Hz) speed of the MPPT controller. 
Figure 6.5 shows the flowchart depicting the KF MPPT implementation algorithm. In 
order to use the KF to track the Maximum Power Point (MPP), the first step is to measure 
both the PV array voltage and current, and then compute the power. After that, start to use 
the Kalman Filters’ two sets of equations to calculate the right duty cycle (d) of the DC-
DC Boost converter to work on the MPP.  
 
Figure 6.5:   KF iteration used to calculate input for the DC-DC Boost converter 
 
According to the P-V curve of a PV array, power increases with a gradual positive slope 
until it reaches an optimal point and decreases steeply after that. Based on that feature, the 
MPPT algorithm is governed by the given state equation [356] where 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘+1  is the value 









                                                                                                       (6.9) 
 
From the previous equation (6.9), we can note that 𝐴 = 1 𝑎𝑛𝑑 𝐵 = 𝑀. Where 𝑀 is a step-
size corrector and 
∆𝑃𝑘
∆𝑉𝑘
 denotes the instantaneous power slope of the P-V curve at step 𝑘 of 









The MPPT controller samples voltages (V) and currents (I) of the array at every sampling 
time, then it updates the instantaneous power slope. Consequently, the estimated voltage 
𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘+1  is derived from the updated slope at every sampling time. 
For realistic conditions, it is required to analyze noises in a PV system. First, there are a 
mixture of system disturbances which are capable of interfering with the MPPT operations. 
The disturbances may be caused by thermal noise, switching noise, electromagnetic 
interference (EMI) etc. The switching noise is mostly generated by switching devices such 
as insulated gate bipolar transistors (IGBTs), metal-oxide-semiconductor field-effect 
transistors (MOSFETs) etc. and it depends on the switching speed and size of the device. 
The thermal noise and EMI are also considerable disturbances in the device. Consequently, 
the estimation results of the controller may contain errors influenced by this disturbance. 
Since it is hard to determine those disturbances, it is assumed that there exist three different 
percentage errors (1%, 0.1% and 0.01%) that interfere with the controller’s estimation in 
the system. From the signal viewpoint, 0.1% error means that a signal-to-noise ratio (SNR) 
is 1000 or 60 decibels (dB). Accordingly, 0.01% and 1% process errors are 80dB and 40dB 
respectively. 
Next, it is expected that errors caused by voltage and current sensors exist in the system. 
The voltage sensors for electronic measurements have a quantization error from resolution 










where N is the number of bits. The common current sensors (or transducers), usually have 
± 1% accuracy at 25°C. The ±1% error is 100 (40dB) in SNR. 
Hence, in the real PV system, equation (6.9) must consider the effects caused by the mix 
of the disturbances and sensor errors. When the errors resulted by the mix of the 








+ 𝑤𝑘                                                                                          (6.10) 
 
This thesis proposes to consider the instantaneous power slope 
∆𝑃𝑘
∆𝑉𝑘
 is same as control 
input signal 𝑢𝑘 of the system. Therefore,  equation (6.10) can be assumed as a one-
dimension difference equation in the linear state-space representation.  
The MPPT algorithm used by equation (6.10) is adapted to the FPGA- or DSP-based 
designs due to its easy application to a digital design. The algorithm is also capable of 
predicting the next voltage adaptively by the instantaneous power slope while the 
conventional methods move to the next voltage with the fixed value. 
The measurement equation dependent on 𝑉𝑎𝑐𝑡𝑢𝑎𝑙




𝑘 + 𝑣𝑘 
 
 From the above equation, we can note that 𝐻 = 1. Considering 𝑧𝑘 as the reference voltage 




𝑘 = 𝑣𝑘                                                                                                                  (6.11) 
 
Based on two known values, 𝑉𝑟𝑒𝑓
𝑘  and 
∆𝑃𝑘
∆𝑉𝑘
, equations (6.10) and (6.11) are applicable for 





6.5.2 Applied Proposed Representation to Kalman Filter 
 
From the above derived linear state-space representation (6.10) and (6.11), the Kalman 
Filter can be applied to track the MPP. The recursive computation of the filter is divided 
by the time update and measurement update steps. 
 
I.   Time Update 
Based on voltage estimate 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘−1  and state error covariance 𝑃𝑘−1 of the previous state, 







                                                                                                (6.12) 
 
 with a specific step size 𝑀 and note that, 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘−  is analogous to ?̂?𝑘
−. 
 
The a priori estimate state error covariance 𝑃𝑘
− is also projected in the following way 
 
𝑃𝑘
− = 𝑃𝑘−1 + 𝑄                                                                                                                          (6.13) 
 
where 𝑄 is the process noise covariance of a plant. 
 
II. Measurement Update 
From the state error covariance 𝑃𝑘
− update in prediction (time update) stage, we initially 




− + 𝑅)−1                                                                                                                (6.14) 
where 𝑅 is the measurement noise covariance. The measurement noise is assumed as a 
disturbance which interferes in the operation of both voltage and current sensors. 
Now, the corrected gain 𝐾𝑘 updates the estimate of 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘  given by the sensor 
measurement 𝑉𝑟𝑒𝑓
𝑘  and the estimate from last time update 𝑉𝑎𝑐𝑡𝑢𝑎𝑙









𝑘− )                                                                               (6.15) 
 
In addition, the gain 𝐾𝑘 also updates the error covariance 𝑃𝑘 by using 𝑃𝑘
− from the 
prediction state and 𝐾𝑘 from equation (6.14) in the following way 
 
𝑃𝑘 = (1 − 𝐾𝑘)𝑃𝑘
−                                                                                                                      (6.16) 
 
As the above steps occur in turn, the estimated result becomes to exclude  the noises 
since the error covariance 𝑃𝑘 gets smaller and tends to approach to zero. Hence, the final 
estimation is expected to be closer to the Maximum Power Point (MPP). 
 
III.  Operating Summary of Proposed Method 
Figure 6.6 shows the summary of the time and measurement updates in the proposed 
method. In the time update, based on voltage estimate 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘−1  and state error covariance 
𝑃𝑘−1 of the previous state we can predict the new estimate 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘−  and a priori estimate 
state error covariance 𝑃𝑘
−. In the measurement update, from the state error covariance 𝑃𝑘
− 
update in prediction (time update) stage, we initially can calculate the Kalman gain 𝐾𝑘. 
Then, the corrected gain 𝐾𝑘 updates the estimate of 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘  given by the sensor 
measurement 𝑉𝑟𝑒𝑓
𝑘  and the estimate from last time update 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘− . In addition, the Kalman 
gain 𝐾𝑘 also updates the error covariance 𝑃𝑘 by using 𝑃𝑘
− from the prediction state. 
Consequently, the estimation result 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘  is expected to be closer to a MPP than 𝑉𝑎𝑐𝑡𝑢𝑎𝑙
𝑘−  





Figure 6.6:   Measurement and time updates in proposed Kalman Filter 
 
6.6 MPPT Using Perturb and Observe (P&O) Method 
 
6.6.1 Principle of P&O Algorithm 
 
The P&O algorithm is based on a comparison of perturbation voltage and changed 
power. As shown in Figure 1.2, the P&O controller first measures voltage V(k) and current 
I(k) of a PV array at time k via voltage and current sensors. It also calculates power P(k) 
by the product of V(k) and I(k). And then, the controller compares the present power P(k) 
with the previous power P(k-1), and between the present voltage V(k) and previous voltage 
V(k-1). If both voltage perturbation ΔV and changed power ΔP are positive or negative 
together, next voltage perturbation must be positive because the present point is located on 
the left side of the MPP. If one is positive and the other is negative, next perturbation must 
be negative because the point is on the right of the MPP. When the MPP is reached, the 
system then oscillates around the MPP. In order to minimize the oscillation, the 
perturbation step size should be reduced such that when the operating is away from the 
MPP, the step change should be large, when it nears the MPP, the step change should 





TABLE 6.2:   SUMMARY OF P&O ALGORITHM 
Voltage Perturbation Change in Power Next Perturbation 
Positive Positive Positive 
Positive Negative Negative 
Negative Negative Positive 
Negative Positive Negative 
 
6.6.2 Advantages and Disadvantages of P&O Algorithm 
 
The P&O algorithm is popular mostly due to its simplicity and easy implementation [12], 
[358]. It can be applied to both analog and digital designs. It is also compatible with any 
kind of PV arrays [359]. Therefore, the P&O is frequently applied to digital designs 
although it was initially developed for analog designs. 
In [34], the authors state that the P&O method has a problem at steady state as shown in 
Figure 6.7; namely that it continually oscillates around the maximum power point, since 
the voltage is always being changed. However, they acknowledge that this can easily be 
remedied by decreasing the perturbation step size. 
 
 





Also, the P&O sometimes shows tracking failure under rapid environmental changes 
[12], [358]. As illustrated in Figure 6.8, let us suppose that the P-V characteristic C1 is 
suddenly shifted to C2 because of an environmental change. Under the constant C1, the 
MPP point M1 must move to P1 by a positive perturbation step +∆V, and then it would 
come back to M1 by a negative perturbation step –∆V as a result of comparing powers at 
between M1 and P1. However, the point M1 will move to P2 due to the changed 
characteristic C2. In this case, the next perturbation must be negative for moving from P2 
to M2, but P2 will jump oppositely to P3 due to the positive perturbation +∆V. The P&O 
controller orders the positive perturbation as the result that the power at P2 is still higher 
than the power at M1. This phenomenon disturbs the controller to track toward the new 
MPP immediately when the environmental condition is changed. 
 
Figure 6.8:   P&O’s tracking failure under sudden P-V characteristic change 
 
6.7 Without MPPT Operation Mode 
 
The maximum power of the PV module changes with climatic conditions, and there is 
only one value for the current (Impp) and the voltage (Vmpp), which defines the maximum 
power point (MPP). The PV current changes with the solar irradiation level, whereas the 
PV output voltage changes with the temperature of the PV module. Therefore, an important 
challenge in a PV system is to ensure the maximum energy generation from the PV array 
with a dynamic variation of its output characteristic and with the connection of a variable 






and load, which could dynamically change the impedance of the circuit by using a MPPT 
control algorithm. Thus, MPP operation can be obtained under any operational condition. 
The non-MPPT operation mode for the stand-alone PV system is proposed to investigate 
the stand-alone PV system behavior as moving operation point from the MPP to the open 
circuit voltage point.  
As illustrated in Figure 6.9, when irradiance and temperature are simultaneously 
changed, the power-voltage characteristic of the array and its MPP are also changed. 
However, in the non-MPPT operation mode where the duty cycle is kept constant at its 
initial condition with the simultaneously changing in the irradiance and temperature, the 
generated power trajectory will fail to follow up this changing and track the correct steady-
state value of MPP even with a bad transient characteristics. As a consequence, when the 
stand-alone PV system is working under non-MPPT operation mode, the maximum 
utilization of the solar panel power available can’t be done.  
 




6.8 Simulation Model and Results 
 
MODEL DESCRIPTION: 
A 100 kW PV test system is designed in Matlab/Simulink environment for case studies, 
as shown in Figure 6.10.  
For the 100 kW solar array block [360], we used 330 SunPower SPR-305E-WHT-D 
modules, connected in a combination of 66 cells in-parallel by 5 cells in-series. A series 
connection of cells results in higher voltages, while parallel connection results in higher 
current. This array generates 100.7 kW at an irradiance of 1 kW/m2 at a temperature of 
25°C. Its MPP voltage varies approximately from 250.2 V to 296.6 V up to given 
environmental conditions. 
The DC-DC Converter block operates at a switching frequency of 5 kHz and provides 
an output at 500 V DC. The DC link capacitors C1  and C2 play a damping role in this 
aspect contributing to maintain the stability of the MPPT during these transitory 
disturbances. DC link capacitors are large enough to eliminate the ripple component 
induced at the DC side. This aspect is important because this ripple is directly perceived in 
the output voltage of the PV module.  
The MPPT controller block samples array voltages and currents at 10 kHz. Calculations 
for all methods are considered to be done within the sampling rates of present day power 
electronics devices. 
An RC load (constant impedance) model is used to investigate the behavior of PV system 
under the new proposed MPPT algorithm. The simplified RC load model consists of a 
resistor R connected in parallel with the two DC link capacitors.  
On the other hand, the output power of the PV module can change as a function of the 






Figure 6.10 :   PV system implementing the proposed Kalman Filter algorithm using Simulink 
 
All simulations are based on comparisons between (a) the proposed method, (b) 
conventional P&O method and (c) without any MPPT method.  
RESULTS: 
To study the tracking performance of (a) the proposed method, (b) conventional P&O 
method and (c) without any MPPT method under different environmental changes, three 
test scenarios are checked. 
First test scenario deals with the effect of the irradiance change on the tracking 
performance of (a) the proposed method, (b) conventional P&O method and (c) without 
any MPPT method.  
PV arrays are sensitive to rapid environmental changes and, it is well known that an 
irradiance change has a much greater effect on array characteristics than does the 
temperature change. When the irradiance is changed, the power-voltage characteristic of 
the array and its MPP are simultaneously reformulated. Therefore, the MPPT is required 
to track the changed MPP rapidly.  
Figures 6.11 (a), (b), (c) and (d) show the generated power trajectories for all three 
methods when the irradiance is first ramped  down 1000 - 250 kW/m2 at 1 s and then 
ramped up from 5 s. The temperature is held steady at 25 °C.  This phenomenon is 




The generated power trajectories for the proposed method and the P&O  method are 
compared with three different transient criteria: 
▪ Settling time: this is the time needed by the method to achieve maximum power. 
▪ Efficiency: this factor defines how close the obtained results are to the ideal 
maximum power. 
▪ Oscillations: this factor defines how much the power oscillates when the MPP is 
reached. 
The results are tabulated in Table 6.3. It is clear from the results that the proposed method 
shows the best and fastest tracking response to follow up these changes in the irradiance.  
 
Figure 6.11:   Generated power trajectories under irradiance change: (a) irradiance changes with time, (b) proposed 




Second scenario deals with the effect of the temperature change on the tracking 
performance of (a) the proposed method, (b) conventional P&O method and (c) without 
any MPPT method. When temperature is changed, the power-voltage characteristic of the 
array and its MPP are simultaneously affected. Therefore, the MPPT is required to track 
the changed MPP rapidly. Figures 6.12 (a), (b), (c) and (d) show the generated power 
trajectories for all methods when the temperature is changed from 25 °C to 50 °C at a 
certain time, then remains at 50 °C for 4 seconds, and thereafter goes back to 0 °C. The 
irradiance is held constant at 1 kW/m2. 
The temperature change has a smaller effect on PV array characteristics than does the 
irradiance change, as shown through the generated power trajectories in Figures 6.12 (b), 
(c) and (d). When the temperature is changed from 25 °C to 50 °C and the irradiance holds 
steady at 1 kW/m2, the generated power trajectories for all three methods are changed down 
with different transient characteristics. The generated power trajectories for all three 
methods are compared with three different transient specifications (Settling time, 
Efficiency, and Oscillations). The results are tabulated in Table 6.4. It is clear from the 
results that the proposed method shows the best and fastest tracking response to follow up 






Figure 6.12:   Generated power trajectories under temperature change: (a) temperature changes with time, (b) proposed 
method power trajectory, (c) P&O method power trajectory and (d) without MPPT method power trajectory 
 
Last scenario deals with the effect of a simultaneous change in irradiance and 
temperature on the tracking performance of (a) the proposed method, (b) conventional 
P&O method and (c) without any MPPT method. When irradiance and temperature are 
simultaneously changed, the power-voltage characteristic of the array and its MPP are also 
changed. Therefore, the MPPT is required to track the changed MPP rapidly. Figure 6.13 




irradiance and temperature are simultaneously changed. The result shows the promising 
performance and accurate tracking of the proposed method. 
The plots of results show that the tracking performance of the “without MPPT method” 
is better than the tracking performance of the conventional P&O MPPT algorithm in all 
scenarios; this is due to the effect of the selection of the initial duty cycle (d) value. The 
selection of the initial duty cycle value has a higher effect on the tracking performance of 
the “without MPPT method” than on the tracking performance of the other “with MPPT” 
algorithms. 
Furthermore, Figure 6.14 shows a comparison between the maximum power trajectory 
and the generated power trajectories for all three methods when irradiance and temperature 
are simultaneously changed. The result illustrates the promising performance and accurate 
tracking of the proposed method. After presenting the results obtained by the conventional 
P&O algorithm and Kalman Filter based MPPT, these results are summarized in Tables 
6.3 and 6.4.  
Based on the results obtained in this work and the criteria cited before, we can see that 
the proposed KF method presents better results than the conventional P&O algorithm. 
From the tables, we notice that the response time of the proposed KF method is about 6 
times lower than the conventional P&O algorithm settling time. KF based MPPT presents 
better efficiency around 99.38%, and the oscillations are 8 times lower. These results show 






Figure 6.13:   Generated power trajectories under simultaneous changing in the irradiance and temperature: (a) 
irradiance changes with time, (b) temperature changes with time, (c) proposed method power trajectory, (d) P&O 






Figure 6.14:   Comparison between the maximum power trajectory and the generated power trajectories for all methods 
when irradiance and temperature are simultaneously changed 
 
TABLE 6.3:   RESULTS COMPARISON BETWEEN THE KF BASED MPPT METHOD AND P&O ALGORITHM 
AT TEMPERATURE 25 °C 
Irradiance 
(W/m2) 













1000 5.0 99.38 0.8 30 94.64 6.0 
250 4.0 99.25 0.2 24 94.72 1.6 
 
TABLE 6.4:   RESULTS COMPARISON BETWEEN THE KF BASED MPPT METHOD AND P&O ALGORITHM 
AT IRRADIANCE 250 W/M2 
Temperature 
(°C) 













25 4.0 99.49 0.40 28 94.92 1.6 








In this chapter, a novel Kalman Filter (KF) based MPPT technique for PV applications 
has been designed and implemented in a Matlab simulation model. The PV panel is 
connected to the load through a DC-DC Boost converter which is controlled by using the 
KF algorithm. 
The Matlab simulation results show good performance for the KF algorithm as it is able 
to maintain the tracking speed in the face of frequent environmental changes conditions 
affecting both temperature and irradiance. Comparisons between the KF algorithm and the 
more traditional P&O algorithm show the superior performance of the KF algorithm. The 
fast tracking speed is the most dominant factor for the MPPT in the face of frequent 
environmental changes. 
The expected outcome of the Kalman Filter (KF) based MPPT technique is an efficient 
MPPT method which presents a very high level of robustness, reliability and accuracy. The 
obtained results clearly highlight the superiority of the proposed method; it yields an 
efficiency of 99.38 % under the standard test condition (STC), which is almost 5 % higher 
than the conventional P&O method under the same conditions. The oscillations generated 
by the conventional P&O algorithm are higher when compared to KF. We can conclude 
that KF is better when used as an MPPT than the conventional P&O algorithm. 
The next step is to implement these techniques on FPGA chip Altera Cyclone II 
EP2C20F484C7 to test their efficiencies and tracking speeds in a real-time environment. 
This stage of research is required an advanced technical knowledge and skills, especially 
















In PV applications, software solutions are commonly used  to implement MPPT 
algorithms [361], [362]. However, with  high-speed high density performance demands, 
the hardware solutions using FPGAs are more frequently employed [363]. Some recent 
power processing system for PV applications, including those ones dedicated to single 
modules, e.g. power optimizers and micro inverters, employ FPGAs in order to embed 
many advanced control functions or real-time PV emulators [364]. In addition, an FPGA 
platform can be adopted in order to carry out real-time identification of the PV system. 
Concerning the speed performance, FPGAs takes advantage of the inherent algorithm 
parallelism, reducing drastically the execution time. This characteristic makes the FPGA 
the most suitable platform for real-time MPPT implementation. 
As far as the high integration density is concerned, more complex algorithms and 
distributed control can be implemented within the same device. Moreover, the same 
hardware block implemented in the FPGA can be re-used and the whole architecture is 
quite easily scalable and portable in a dedicated Application Specific Integrated Circuit 
(ASIC) device. 
Advances in intelligent techniques, embedded into a FPGA, allowed the application of 
such technologies into real engineering problems; however, the application of such 
technologies in the solar energy field is still relatively limited. The embedded intelligent 
algorithm into programmable devices such as FPGAs may play a very important role in PV 
systems. For example in [364], [365], intelligent PV emulators for stand-alone PV systems 
have been developed.  
Conventional MPPT methods such as perturb and observe (P&O), variable step-size 
P&O, incremental conductance (IncCond) and new improved P&O have been implemented 
into FPGA due to the simplicity of implementation [366], [367]. However, these algorithms 
are not as efficient as the MPPT methods based on artificial intelligence techniques such 




In this work, we are implementing the MPPT system using reconfigurable FPGAs. This 
chip offer lower cost implementation since the functions of various components can be 
integrated onto the same FPGA chip as opposed to digital signal processor (DSPs), which 
can perform only DSP-related computations. In addition, FPGAs can provide equivalent 
or higher performance with the customization potential of ASICs. Because FPGAs can be 
reprogrammed at any time, repairs can be performed in situ while the system is running, 
thus providing a high degree of robustness [370]. In some cases, (e.g. in simple 
applications) the use of a microcontroller is very suitable. However, some critical 
mathematic processing, such as DSP, would need real-time processing that is time critical. 
In these situations, FPGAs would be a good solution. FPGAs have a key impact on 
hardware or software co-design, and they are used as devices for rapid prototyping, and for 
final products. 
 
7.2 FPGA Design Methodology 
 
Initially, Matlab/Simulink is used to simulate and verify the designed proposed MPPT 
controller. Secondly, a hardware description language HDL (VHSIC: very-high-speed 
integrated circuits) is employed to design the different parts of the overall system. Finally, 
the Quartus II software tool of Altera and ModelSim software are used to simulate and 





FPGAs are programmable semiconductor devices that are based around a matrix of 
configurable logic blocks (CLBs) connected through programmable interconnections. As 
opposed to ASICs, where the device is custom built for the particular design, FPGAs can 
be programmed to the desired application or functionality requirements [371]. 
The fundamental FPGA structures are as follows [372]: logic blocks, routing matrix & 




features. Generally, all FPGAs contain the same basic resources as shown in Figure 7.1 
[373]. 
Although one-time programmable (OTP) FPGAs are available, the dominant types are 
SRAM-based which can be reprogrammed as the design evolves. The logic and routing 
elements in an FPGA are controlled by programming points, which may be based on 
antifuse, Flash, or SRAM technology. For reconfigurable computing, SRAM-based FPGAs 
are the preferred option, and in fact are the primary style of FPGA devices in the electronics 
industry as a whole. In these devices, every routing choice and every logic function are 
controlled by a simple memory bit. With all of its memory bits programmed, by way of a 
configuration file or bit stream, an FPGA can be configured to implement the user’s desired 
function. Thus, the configuration can be carried out quickly and without permanent 
fabrication steps, allowing customization at the user’s electronics bench, or even in the 
final end product. This is why FPGAs are field programmable, and why they differ from 
mask programmable devices, which have their functionality fixed by masks during 
fabrication [374]. 
FPGAs allow designers to change their designs very late in the design cycle; even after 
the end product has been manufactured and deployed in the field. In addition, most of 
FPGAs allow for field upgrades to be completed remotely, eliminating the costs associated 
with re-design or manually updating electronic systems [371]. ASIC and FPGAs have 
different value to designers, and they must be carefully evaluated before choosing any one 
over the other. While FPGAs used to be selected for lower speed/complexity/volume 
designs in the past, today’s FPGAs easily push the 500 MHz performance barrier. With 
unprecedented logic density increase and a host of other features, such as embedded 
processors, DSP blocks, clocking, and high-speed serial at ever-lower price points, FPGAs 
are a compelling proposition for almost any type of design [371]. 
FPGAs based hardware solutions, using the device’s inherent parallelism, have been 
recently received increased attention, as they allow engineers/designers to develop efficient 
hardware architectures based on flexible software. Additional FPGA advantages include 
the fact that their hardware logic is extremely fast, much faster than software-based logic. 
They are easier to interface to the outside world, either through custom peripherals or via 




a microprocessor. Other advantages are: ability to control part obsolescence through design 
ownership and viable technology roadmap, improved design update and enhancement 
options, higher system performance, lower tool costs and verification costs than ASIC 
implementation, lower implementation costs, and allows consolidation of multiple 
components into a single component. More potential FPGA advantages are listed in [372]. 
Furthermore, FPGAs are especially suited to control applications requiring custom 
hardware, such as digital communication protocols, rapid control prototyping, hardware-
in-the-loop simulation, in-vehicle data acquisition, machine control and machine condition 
monitoring [375]. As reported in [376] ASIC and FPGA developments can be done in 
parallel to get the benefits of both technologies. The FPGA devices are used as prototypes 
and in initial shipments to cut the manufacturing lead-time. When the ASIC devices 
become available later, they are used for volume production to reduce cost. Actually, 
modern FPGAs embed dedicated multipliers to increase the speed of multiply-accumulate 
operations that are essential for many DSP designs. However, the best system performance 
relies on more than raw multiplier speed [377]. It is critical to couple these multipliers with 
a complementary logic structure and routing fabrics of the same performance. For example, 
The Stratix II family seamlessly integrates DSP blocks that operate at up to 450 MHz with 
high performance Adaptive Logic Modules (ALMs) and routing fabric to offer the highest 
system performance for the DSP designs [377]. 
 
 





The following are some of the most important advantages of FPGAs, which motivated 
us to implement proposed MPPT controllers: 
▪ Programmed and reprogrammed many times and consolidation of multiple 
components into a single component. 
▪ Eliminating the costs associated with re-design or manually updating electronic 
systems and higher speed compared with Microcontroller or DSP. 
▪ Much faster than software-based logic and improved design update and enhancement 
options. 
▪ Relatively lower implementation costs; however, microcontrollers are low-cost and 
power consumption. 
▪ Flexible, it means that you can add subtract the functionality as required, this cannot 
be done in microcontroller. 
▪ Concurrent, its means that you can take sequential functionality like adding soft 
processor core. While the microcontroller as always sequential. This makes FPGAs 
better suited for real-time applications such as executing DSP algorithms. 
▪ FPGA is used mainly for programmable logic, but microcontroller is mainly for hard-
core processing. 
The different steps to realize and simulate a project into FPGA are summarized as 
follows: 
▪ Write a program in HDL (VHDL, Verilog, schematics) or use System Generator 
(Matlab/Simulink). 
▪ Simulate (using ModelSim, or co-simulation with Matlab/Simulink). 
▪ Synthesis (Develop the RTL schematic and technology, etc.). 
▪ Place and route (place and route of the designed project, estimate the consumption 
power, pins, etc.) 
▪ Timing, maximum clock rate is determined by tools. 
▪ Generating the bit-stream into the FPGA. 
▪ Configure the target device and download it into a FPGA.  
ModelSim, Matlab/Simulink and Quartus II software are used for this subject. A typical 





Figure 7.2:   A typical FPGA mapping flow [374] 
 
7.2.2 VHDL Code Implementation 
 
Generally, implementation of any algorithm into FPGA can be done by using a hardware 
description language, such as VHDL. VHDL is a hardware description language; it 
describes the behaviour of an electronic circuit or system, from which the physical circuit 
or system can then be implemented. VHDL stands for VHSIC Hardware Description 
Language. VHSIC is itself an abbreviation for Very High Speed Integrated Circuits, an 
initiative funded by the United States Department of Defense in the 1980s that led to the 
creation of VHDL [378]. Its first version VHDL 87 was later upgraded to the so-called 
VHDL 93. VHDL was the original and first hardware description language to be 
standardized by the Institute of Electrical and Electronics Engineers, though the IEEE 1076 
standard. As reported in [378] a fundamental motivation to use VHDL is that VHDL is a 




of ASICs. Once the VHDL code is written, it can be used either to implement the circuit in 
a programmable device (from Altera, Xilinx, Atmel, etc.) or can be submitted to foundry 
for fabrication of an ASIC chip. Currently many complex commercial chips  (for  example,  
microcontrollers)  are designed using such an approach. Figure 7.3 depict a summary of 
VHDL design flow. Implanting a VHDL code is  principally  a  two-step  process,  i.e.,  
synthesis  and  placement-and-routing [379] as described below: 
I. Synthesis 
Synthesis involves “compiling”  the  VHDL  code  with tools (e.g. Quartus II software) 
which is a commercially available tool. The result of this compilation is a flip-flop and 
logic function transcription of the high-level functionalities. Some functions can be 
resolved in different ways, depending on the target component. VHDL codes can be 
simulated using  ModelSim or other tools. 
II. Placement-and-Routing 
The result of the “Placement-and-Routing” is the final code to be implanted on the FPGA. 
An auxiliary result is the VHDL file giving the operation of the implanted code and taking 
the propagation times of the target device into account. This file can be used in co-
simulation and this result in a representation of a virtual prototype. This allows checking 
that the “Placement-and-Routing” has not altered the performance and that the 






Figure 7.3:   VHDL design flow [378] 
 
Further details about FPGAs and their implementation are provided in the Appendix B. 
 
7.3 Simulation Results Using ModelSim Environment 
 
The ModelSim software is a Hardware Description Language (HDL) simulator, 
manufactured by Mentor Graphics Corporation, and can run independently without an 
Integrated Synthesis Environment (ISE). The simulation results are based on a ModelSim 
Altera version 6.6d (Altera, Inc.). The ModelSim software as a real-time test tool provides 
a simulation of developed VHDL codes which executes the function of MPPT controller 
adopted in this work. This gives faster and better approach for verification of the control 
algorithms and confirms the possibility of practical realization of the designed digital 




The KF MPPT technique is designed using VHDL hardware description language 
integrated in the ModelSim environment. Figure 7.4 depicts the overall RTL (Register 
Transfer Level) of the proposed MPPT algorithm using Quartus II software. The 8 bit Sout 
from the output of the controller is connected to the Pulse Width Modulation (PWM) 
generator that is used to change the output of the DC-DC Converter. The PWM modulation 
can be achieved using three basic components, which are a register, to hold the duty cycle 
value, a counter which value will be compared with the duty cycle value, and the 
comparator block. The PWM structure is designed on FPGA using the VHDL language. 
The PWM frequency is equal to the 200 kHz. This value is obtained by dividing the 
frequency of the FPGA (50 MHz) by 250. 
 
Figure 7.4: The RTL view of the proposed MPPT algorithm 
 
Initially, the selected MPP-controller (i.e., the Kalman filter based MPPT method), starts 
to work with a low value of duty cycle, e.g. D = 10%, and subsequently the controller 
behavior is observed and then the required time to reach the maximum power point is 
calculated automatically (in the screen of ModelSim software). 
The simulated output power, voltage, current and duty cycle of the designed KF MPPT 
controller in the case of the standard test conditions (25◦C and 1000W/m2) are shown in 
Figure 7.5. As can be seen, the designed controller reaches the MPP very fast, which 
confirms the accuracy of the developed code under VHDL as well as the implementation 
of this controller. The designed KF MPPT controller is also tested in the case of rapid step 
variation of solar irradiance as illustrated in Figure 7.6. From this figure, it is clear that the 




under sudden changes in irradiance level. The Duty cycle (D) value is always sent to 
PWM generator that is used to pilot the DC-DC converter. Table 7.1 reports the FPGA 
resources summary for the designed MPPT controller. The selected implementation 
platform was Cyclone II (Device EP2C20F484C7) Altera FPGA family included in the 
DE2-70 development board (Figure 7.7). This chip was sufficient to implement all the 
requirements of the MPPT controller addressed in this work. Figure 7.7 shows the duty 
cycle generated by the designed KF MPPT controller, which is displayed in PWM form 
under standard test conditions (25◦C and 1000W/m2). This result proves that the designed 
system extracts successfully the MPP for the photovoltaic system. 
Furthermore, the simulated output power P and the duty cycle D of the designed KF 
MPPT controller for rapid variation of solar irradiation and air temperature are shown in 
Figure 7.8. From this figure, it is obvious that the implemented KF MPPT controller is 
able to converge quickly and accurately to the maximum power point even under frequent 
environmental changes conditions affecting both temperature and irradiance, which 
confirms the accuracy of the developed code under VHDL as well as the implementation 
of this controller. 
 
 
Figure 7.5: The evolution of the PV power, voltage, current and duty cycle vs. time of the designed KF MPPT in the 









Figure 7.7: The DE2-70 FPGA Board used and the duty cycle D generated by the KF MPPT controller, displayed in 





Figure 7.8:   The evolution of the PV power and duty cycle vs. time of the designed KF based MPPT controller for 
rapid variation of solar irradiation and air temperature (G = 700 W/m2, Ta=24 °C → G = 300 W/m2, Ta=19 °C → G = 
700 W/m2, Ta=24 °C). 
 
TABLE 7.1:   FPGA RESOURCES SUMMARY FOR THE DESIGNED KF MPPT CONTROLLER (DEVICE 
CYCLONE II, EP2C20F484C7) 
Resources Used 
Total Logic Elements (LEs) 12,6/50,53 (25%) 
Total Registers 149 
Total Pins 34/450 (8%) 
Embedded Multiplier Elements 16/172 (9%) 
Maximum Frequency 50 MHz 
 
Next, the well-known P&O algorithm has been implemented on a FPGA for real-time 
tracking of the MPP of a PV system. The P&O algorithm has been designed using the very 
high-speed description language (VHDL) and implemented on Altera Cyclone II 
EP2C20F484C7 FPGA. The algorithm has been simulated and tested by conditioning the 




cost, good velocity, acceptable reliability, and easy implementation. However, its main 
disadvantage is related to the fact that for fast changes in irradiance it may fail to track the 
MPP. The efficiency of the implemented P&O controller is about 94%. Figure 7.9 depicts 
the simulation of the MPP tracking by P&O algorithm for abrupt changes of the weather. 
Indeed, in an abrupt decrease of solar irradiance, the controller finds the new MPP after 3 
clock cycles, and during a sudden increase of solar irradiance, the controller response is 
estimated by 4 clock cycles before stabilizing at the MPP. 
 
Figure 7.9:   Simulation of the MPP tracking by P&O algorithm for abrupt changes of the weather 
 
The use of a fixed increment size leads to follow slowly the MPP. The size of the 
perturbation step influences the convergence speed of the MPPT control system and leads 
to less oscillations near the MPP. Large step sizes intrinsically lead to fast convergence to 
the MPPT; however, the oscillations near the MPP are in this case large, while small step 
sizes give smaller oscillations. 
Figure 7.10 and Figure 7.11 show the results of the implemented P&O controller for two 
different perturbations step (ΔD) 0.4 and 0.5. In order to evaluate the performances of the 




▪ The maximum power tracked by the controller 𝑃𝑚𝑎𝑥 (𝑠𝑦𝑠𝑡𝑒𝑚); 
▪ The power losses caused by the fluctuations near the MPP, 𝛥𝑃𝑇. 
This latter can be written as: 
 
𝛥𝑃𝑇 = 𝛥𝑃𝑚𝑎𝑥1 + 𝛥𝑃𝑚𝑎𝑥2                                                                                                          (7.1) 
 
Where 
𝛥𝑃𝑚𝑎𝑥1 = 𝑃𝑚𝑎𝑥 − 𝑃1 and 𝑃1 = 𝐼1𝑉1;  
𝛥𝑃𝑚𝑎𝑥2 = 𝑃𝑚𝑎𝑥 − 𝑃2 and 𝑃2 = 𝐼2𝑉2;  
 
Other important performance parameters are: 
▪ The produced power under the MPPT control (𝑃𝑠𝑖𝑚), can be written as 
 
1) 𝑃𝑠𝑖𝑚 = 𝑃𝑚𝑎𝑥(𝑠𝑦𝑠𝑡𝑒𝑚) − 𝛥𝑃𝑇 
 






The obtained results are summarized in Table 7.2. 
Table 7.2 and Figures 7.10 and 7.11 clearly show that the implemented P&O controller 
converges quickly to the MPP: the response times are 0.2198 ms and 0.1736 ms for 
perturbation steps set to 0.4 and 0.5, respectively. It can also be noticed that, once the MPP 
is reached, the PWM signal is zero and the system starts to oscillate around the MPP 
between two extreme values 𝑃1 and 𝑃2. This oscillation causes a power loss that depends 
on the step width of a single perturbation; these oscillations are acceptable if they do not 
exceed 3.86% for a perturbation step of ΔD = 0.4, and 4.76% for a perturbation step of ΔD 
= 0.5. 
It can be concluded that for a perturbation step of ΔD = 0.5 the system converges more 
rapidly to the MPP (0.1736 ms) with respect to the perturbation step of ΔD = 0.4 (0.2198 




decreases. The efficiency of the system is 94.13% and 93.23% for perturbation steps of ΔD 
= 0.4 and ΔD = 0.5, respectively. 
The size of the ideal step-width is system dependent and, in order to pursue the trade-off 
between increased losses and tracking speed, has to be determined experimentally. The 
magnitude of oscillation depends on the duty step size ΔD. In order to reduce the power 
loss caused by the oscillation, the duty step size has to be adjusted dynamically according 
to different weather conditions. Longer sampling period can be used if weather condition 
is constant. 
 
TABLE 7.2:   RESULTS COMPARISON OF THE DESIGNED P&O ALGORITHM CORRESPONDING TO TWO 
DIFFERENT PERTURBATION STEPS: ΔD = 0.4 AND ΔD = 0.5 
Variables and parameters 
Perturbation step (ΔD) 
ΔD = 0.4 ΔD = 0.5 
 𝑃𝑚𝑎𝑥 (system)                                       (W) 317.7538 317.7538 
𝐼𝑜𝑝𝑡 (controller)                                      (A) 11.83 11.59 
𝑉𝑜𝑝𝑡 (controller)                                     (V) 26.86 27.29 
𝑃𝑜𝑝𝑡 (controller)                                    (W) 317.7538 316.2911 
𝐼1 (oscillation)                                        (A) 12.72 12.72 
𝑉1 (oscillation)                                       (V) 24.24 24.24 
𝑃1 (oscillation)                                      (W) 308.3328 308.3328 
𝛥𝑃𝑚𝑎𝑥1                                                  (W) 9.421 9.421 
𝐼2 (oscillation)                                        (A) 11.48 11.22 
𝑉2 (oscillation)                                       (V) 27.43 27.81 
𝑃2 (oscillation)                                      (W) 314.8964 312.0282 
𝛥𝑃𝑚𝑎𝑥2                                                  (W) 9.8574 11.7256 
𝛥𝑃𝑇 = 𝛥𝑃𝑚𝑎𝑥1 + 𝛥𝑃𝑚𝑎𝑥2                     (W) 18.6521 21.5119 
𝑃𝑠𝑖𝑚 = 𝑃𝑚𝑎𝑥(𝑠𝑦𝑠𝑡𝑒𝑚) − 𝛥𝑃𝑇             (W) 299.102 296.2419 
Efficiency (η)                                        (%) 94.13 93.23 
Response time                                      (ms) 0.2198 0.1736 






Figure 7.10:   Response time of the designed P&O algorithm corresponding to perturbation step (ΔD) = 0.4 
 
 




7.4 Conclusion  
 
In this chapter, the FPGA module was defined. Then, the difference between an FPGA 
and a stored-memory processor was investigated. The principle of operation of the various 
functional units within an FPGA were explained and listed. Furthermore, the architecture 
and performance specifications of various commercially available FPGA were compared. 
Moreover, the steps required in implementing an FPGA in an embedded system were 
described. 
The implementation of Kalman filter based MPPT controller and the well-known P&O 
algorithm has been demonstrated and co-simulated using FPGA chip Altera Cyclone II 
EP2C20F484C7 to test their efficiencies and tracking speeds in a real-time environment. 
Finally, KF MPPT implementation on FPGA, Altera DE2-70 board, proves that the 
designed system extracts successfully the MPP for photovoltaic system. 
The main observation of this stage of research is that advanced technical knowledge and 
























The main objective of this thesis is to develop and improve the PV system, by 
contributing to the optimization of energy withdrawn from PV panel using an embedded 
system. To achieve this objective, the thesis proposed the implementation of a novel MPPT 
technique based on the Kalman Filter (KF) algorithm to track the MPP. By applying the 
proposed KF algorithm to track the MPP, the tracking failures caused by the process and 
sensor noises were reduced. Also, since the KF also maintains fast tracking of the MPP, it 
transfers more power during rapid weather changes. The results were first obtained by a 
Matlab simulation model. Then these results were verified with the hardware 
implementation of KF based MPPT controller and the well-known P&O algorithm using 
an FPGA chip Altera Cyclone II EP2C20F484C7 to test their efficiencies and tracking 
speeds in a real-time environment. 
In Chapter 2, a detailed review regarding microgrid architectures was presented. In this 
chapter, most common microgrids architectures based on AC, DC and hybrid AC/DC buses 
are analyzed. Furthermore, comparisons are made between different microgrid 
architectures. Positive and negative features of different architectures are given as a guide 
for further microgrid system studies. 
In Chapter 3, a general overview of the main components of a photovoltaic energy system 
was provided. This chapter looks at different components of a grid-connected PV system 
from the solar irradiance received by the PV arrays to the AC power injected into the grid 
and makes a review of the recent achievements and current research activities regarding 
these components. Moreover, an accurate PV array electrical model for a practical array 
(i.e. SunPower SPR-305E-WHT-D) was developed in Matlab environment. An array 
consists of various PV cells connected in series and parallel (Nser = 5, Npar = 66) to give 
the desired voltage and power (current) respectively. The results from the model showed 
an excellent correspondence to manufacturer’s published curves and illustrated the effect 




In Chapter 4, a comprehensive literature review of the grid-connected photovoltaic 
systems was carried out. Topologies of single-phase grid-connected inverters were 
analyzed critically, and a comparative study of these topologies was presented. The three-
phase grid-connected inverters were also outlined. The control techniques for the single- 
and three-phase grid-connected inverters were also critically reviewed and presented. 
The main purpose of Chapter 5 was to discus, in detail, the Small Signal Averaged State 
Space modeling technique for DC-DC Boost converters, with and without parasitic 
elements, operating in continuous conduction mode (CCM)/discontinuous conduction 
mode (DCM). First, the small signal analysis of DC-DC Boost converters with 
ideal/lossless components operating in CCM was explored in order to develop a simplified 
model that helps to understand the basic features of the switching system. Then, the small-
signal analysis of DC-DC Boost converters with the effects of parasitic elements and losses 
operating in CCM was investigated in order to improve the model accuracy, study the 
efficiency and the dynamic performance of the system. Furthermore, the system dynamic 
behaviour for the DC-DC Boost converter with ideal components and DC-DC Boost 
converter with non-ideal components operating in CCM was compared via Bode plots and 
transient step responses under different values for the load resistance in order to help in 
designing a robust controller for DC-DC Boost converters. 
The various aspects of average modelling of DC-DC Boost converter operating in DCM 
was studied. Basically, the modelling procedure consists of three steps: 1) Averaging the 
matrix parameters and selection of the correction matrix (K) depending on the number of 
inductors of the converter, 2) Conversion of state-space equations into differential 
equations for inductor current and capacitor voltage, and 3) Defining a duty ratio constraint 
so that the expression consists of only one duty ratio. Moreover, the reduced- and full-order 
average models were derived. It was found that the reduced-order model can estimate the 
behavior in the low frequency range but the full-order model, since dynamics of inductor 
are present, is more precise.  
In addition, various parasitic components were taken into consideration and a full-order 
model was developed. The system dynamic behavior for the DC-DC Boost converter with 




DCM were compared via Bode plots and transient step responses under different values of 
the load resistance in order to help in designing a robust controller. 
Chapter 5 also highlighted that, boost type DC-DC converters are non-linear systems, 
and output voltage regulation in these converters using a traditionally derived feedback 
controller does not yield good dynamic responses at different operating points over the 
complete operating range. Hence, the design of a feedback controller for a DC-DC Boost 
converter operating in CCM was formulated as an optimization task, and the feedback 
controller parameters were derived based on a novel PSO technique. This novel 
optimization method was designed to yield a robust, closed-loop controller structure with 
stable static and dynamic characteristics for operating points over the whole operational 
range of the converter. To evaluate the objective function of the developed PSO algorithm, 
a small-signal model of a DC-DC Boost converter, subjected to various internal and 
external disturbances, was used. First, the PID controller parameters for the DC-DC Boost 
converter were identified based on (a) the traditional Ziegler–Nichol method and (b) the 
novel PSO algorithm. Then, using the gain parameters obtained by these two methods, the 
dynamic responses of the DC-DC Boost converter operating in CCM were obtained and 
compared. Four different performance comparison tests undergoing various input-voltage 
and load-current step transients were studied. By comparing the qualitative criteria 
(comprised of rise time, settling time, peak overshoot from the step response curves which 
are obtained under the variations in both command input and load resistance), it was 
concluded that the robustness and effectiveness of the controller tuned by PSO algorithm 
(compared to the traditional method) was more superior over a wide range of operating 
conditions. 
Finally, the dynamic performance of DC-DC Boost converters, with and without 
parasitic elements, operating in CCM was investigated. Different numerical integration 
methods were tried in the transient circuit analysis packages to evaluate the impact on the 
dynamic simulation. Eventually, it became obvious that the Runge-Kutta 4th order method 
was the preferred choice to use. 
Based on the discussions presented in previous chapters, the layout of a new method, the 
KF MPPT based method, was introduced in Chapter 6. The main advantage of the applying 




and sensor noises were reduced. Also, since the KF also maintains fast tracking of the MPP, 
it transfers more power during rapid weather changes. The main idea of the proposed 
method is the MPPT using a KF as an alternative to expect an acceptable performance 
against both the noises and dynamic environmental changes. Due to the excellent 
estimation ability of the KF in the dynamic system within the noisy environment, an 
accurate MPP can be predicted by the KF without any reduction of system dynamics. Other 
MPPT methods sometimes degrade their system dynamics partially to eliminate the noise 
effects. 
After presenting the layout of the proposed method, Chapter 6 also introduced the details 
of different stages of the method. Firstly, the KF was introduced as a tool for statistical 
estimation in the context of linear Gaussian dynamical systems. An overview of its history, 
its mathematical and statistical formulations, and its use in applications was mentioned. 
Moreover, the effects of the selection of the assumed covariance matrices 𝑄 and 𝑅 and how 
significantly they affected the overall estimation performance of a KF was investigated. 
Secondly, for system modelling purposes, a PV test system with a 100 kW PV array and 
MPPT controller using the traditional P&O and KF algorithms was used. The PV panel 
output power controlled by three methods: (a) without any MPPT (i.e. open loop), (b) 
MPPT using P&O algorithm, and (c) MPPT using the proposed KF algorithm. The model 
for the PV panel has as inputs the weather variables: temperature and solar irradiance and, 
as outputs: voltage, current and power. This PV panel feeds into a DC-DC boost converter 
that is used to match between its input impedance and output (constant load) impedance 
and calculate the operating duty cycle based on the algorithm to get the correct MPP. 
Finally, the Matlab simulation results showed a good performance for the KF algorithm 
as it is able to maintain the tracking speed in the face of frequent environmental changes 
conditions affecting both temperature and irradiance. Comparisons between the KF 
algorithm and the more traditional P&O algorithm showed the superior performance of the 
KF algorithm. The obtained results clearly highlight the superiority of the proposed 
method; it yields an efficiency of 99.38 % under the STC, which is almost 5 % higher than 
the conventional P&O method under the same conditions. The oscillations generated by 
the conventional P&O algorithm are higher when compared to KF. We can conclude that 




After introducing, designing and implementing the KF based MPPT technique in Matlab 
environment, and comparing it with the well-known P&O algorithm, Chapter 7 
demonstrated and co-simulated these algorithms using an FPGA chip Altera Cyclone II 
EP2C20F484C7 to test their efficiencies and tracking speeds in a real-time environment. 
Moreover, in this chapter the FPGA was defined. Then, the distinction between an FPGA 
and a stored-memory processor was investigated. The principle of operation of the various 
functional units within an FPGA were explained and listed. Furthermore, the architecture 
and performance specifications of various commercially available FPGA were compared. 
Also, the steps required in using an FPGA in an embedded system were described.   
 
8.2 Main Contributions of the Research 
 
The main contributions of the research presented in this thesis are summarized below: 
▪ The thesis proposed an accurate PV array electrical model for a practical array 
(i.e. SunPower SPR-305E-WHT-D) in Matlab environment. An array consists of 
various PV cells connected in series and parallel (Nser = 5, Npar = 66) to give the 
desired voltage and power (current) respectively. The Newton-Raphson method 
was selected to solve this non-linear set of equations describing the dynamics of the 
PV array, because this method converges much more rapidly, and for both positive 
and negative currents. The results from this model showed an excellent 
correspondence to manufacturer’s published curves and illustrated the effect of 
insolation and temperature on the important solar characteristics. 
▪ The thesis discussed in detail the Small Signal Averaged State-Space modeling 
technique for DC-DC Boost converters, with and without parasitic elements, 
operating in CCM/DCM. First, the small signal analysis of DC-DC Boost 
converters with ideal/lossless components operating in CCM was explored in order 
to develop a simplified model that helps to understand the basic features of the 
switching system. Then, the small-signal analysis of DC-DC Boost converters with 
the effects of parasitic elements and losses operating in CCM was investigated in 
order to improve the model accuracy, study the efficiency and the dynamic 




DC Boost converter with ideal components and DC-DC Boost converter with non-
ideal components operating in CCM was compared via Bode plots and transient 
step responses under different values for the load resistance in order to help in 
designing a robust controller for DC-DC Boost converters. 
▪ The thesis also mentioned the various aspects of average modelling of DC-DC 
Boost converter operating in DCM. Basically, the modelling procedure consists of 
three steps: 1) Averaging the matrix parameters and selection of the correction 
matrix (K) depending on the number of inductors of the converter, 2) Conversion 
of state-space equations into differential equations for inductor current and 
capacitor voltage, and 3) Defining a duty ratio constraint so that the expression 
consists of only one duty ratio. Moreover, the reduced- and full-order average 
models were derived. It was found that the reduced-order model can estimate the 
behavior in the low frequency range but the full-order model, since dynamics of 
inductor are present, is more precise. In addition, various parasitic components 
were taken into consideration and a full-order model was developed. The system 
dynamic behavior for the DC-DC Boost converter with ideal components and DC-
DC Boost converter with non-ideal components operating in DCM were compared 
via Bode plots and transient step responses under different values of the load 
resistance in order to help in designing a robust controller. 
▪ The thesis proposed the design of a feedback controller for a DC-DC boost 
converter operating in CCM as an optimization task, and the feedback controller 
parameters are derived based on a novel PSO technique. This novel optimization 
method was designed to yield a robust, closed-loop controller structure with stable 
static and dynamic characteristics for operating points over the whole operational 
range of the converter. 
▪ The thesis investigated nine popular integration algorithms and simulated the DC-
DC boost converters, with and without parasitic elements, operating in CCM. The 
off-line simulations were performed under the Matlab environment. The results 
from the nine different integration techniques were then compared to validate their 
accuracy and efficiency. It soon became obvious that the Runge-Kutta 4th order and 




due to their speed, accuracy and stability in the implementation of real-time models 
in embedded hardware platforms. 
▪ The research highlighted two commonly employed techniques in designing MPPT 
systems in PV farms, Differential Evolution (DE) and Particle Swarm Optimization 
(PSO) algorithms. A comprehensive comparative study is conducted on DE and 
PSO algorithms in terms of control parameters, search components, and population 
initialization methods to determine the best algorithm with its corresponding 
optimal parameters settings and population initialization to solve a MPPT problem 
associated with PV systems.  
▪ The Center-based Latin Hypercube (CLHS) initialization scheme for population-
based algorithms proposed in this research is a novel method; it is shown that for 
population initialization, the newly proposed initialization technique (CLHS) gives 
better results with a small population size. 
▪ The thesis proposed design and implementation of a novel MPPT technique based 
on the Kalman Filter (KF) algorithm to track the MPP. By applying the proposed 
KF algorithm to track the MPP, the tracking failures caused by the process and 
sensor noises were reduced. Also, since the KF also maintains fast tracking of the 
MPP, it transfers more power during rapid weather changes. 
▪ The thesis also investigated the effects of the selection of the assumed covariance 
matrices 𝑄 and 𝑅 and how significantly they affected the overall estimation 
performance of the Kalman Filter. 
▪ The thesis demonstrated and co-simulated the Kalman Filter (KF) based MPPT 
technique and the well-known P&O algorithm using an FPGA chip Altera Cyclone 










8.3 Scope of Future Research 
 
This thesis establishes a new direction for research related to PV systems and other 
intermittent renewable energy sources. Based on the research presented in this thesis, some 
of the studies that can be carried out in the future are summarized in the following: 
▪ Investigate the use of another type of Kalman Filter such as Unscented Kalman 
Filter (UKF) which can handle better the nonlinearity of the PV characteristics. 
▪ Evaluate the impact of both aging and presence of dust on the PV panel surface on 
the energy production and MPPT controller performance.   
▪ Create a detailed sensitivity analysis of different process and measurement noises 
in a PV system and their effect on the MPPT controller performance. 
▪ Investigate the effect of the non-Gaussian noises on the Kalman Filter 
performance and how to optimize the Kalman filter under such processes. 
▪ Examine the use of different power electronic converter types such as resonant 
converter with the proposed control algorithm.  
▪ Investigate the effect of integrating a battery storage system with stand-alone PV 
systems on the proposed MPPT controller performance. 
▪ Investigate in more details the effect of partial shading on the proposed MPPT 
controller performance. 
▪ Evaluate the impact of different type of electric faults in PV system on the power 
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A Field Programmable Gate Array (FPGA) is a device that contains a matrix of 
reconfigurable gate array logic circuitry. When a FPGA is configured, the internal circuitry 
is connected in a way that creates a hardware implementation of the software application. 
Unlike processors, FPGAs use dedicated hardware for processing logic and do not have an 
operating system. FPGAs are truly parallel in nature so different processing operations do 
not have to compete for the same resources. As a result, the performance of one part of the 
application is not affected when additional processing is added. Also, multiple control 
loops can run on a single FPGA device at different rates. FPGA-based control systems can 
enforce critical interlock logic and can be designed to prevent I/O forcing by an operator. 
However, unlike hard-wired printed circuit board (PCB) designs which have fixed 
hardware resources, FPGA-based systems can literally rewire their internal circuitry to 
allow reconfiguration after the control system is deployed to the field. FPGA devices 
deliver the performance and reliability of dedicated hardware circuitry. 
A single FPGA can replace thousands of discrete components by incorporating millions 
of logic gates in a single integrated circuit (IC) chip. The internal resources of an FPGA 
chip consist of a matrix of configurable logic blocks (CLBs) surrounded by a periphery of 
I/O blocks shown in Figure B.1. Signals are routed within the FPGA matrix by 






Figure B.1:   Internal Structure of FPGA 
 
In an FPGA logic blocks are implemented using multiple level low fan-in gates, which 
gives it a more compact design compared to an implementation with two-level AND-OR 
logic. FPGA provides its user a way to configure: 
1. The intersection between the logic blocks and  
2. The function of each logic block.  
Logic block of an FPGA can be configured in such a way that it can provide functionality 
as simple as that of transistor or as complex as that of a microprocessor. It can used to 
implement different combinations of combinational and sequential logic functions. Logic 
blocks of an FPGA can be implemented by any of the following:  
1. Transistor pairs  
2. Combinational gates like basic NAND gates or XOR gates  
3. n-input Lookup tables  
4. Multiplexers  
5. Wide fan-in And-OR structure.  
Routing in FPGAs consists of wire segments of varying lengths which can be 
interconnected via electrically programmable switches. Density of logic block used in an 
FPGA depends on length and number of wire segments used for routing. Number of 




used and amount of area used up for routing. Simplified version of FPGA internal 
architecture with routing is shown in Figure B.2. 
 
Figure B.2:   Simplified Internal Structure of FPGA 
 
By the early 1980’s large scale integrated circuits (LSI) formed the backbone of most of 
the logic circuits in major systems. Microprocessors, bus/IO controllers, system timers etc. 
were implemented using integrated circuit fabrication technology. Random “glue logic” or 
interconnects were still required to help connect the large integrated circuits in order to:  
1. Generate global control signals (for resets etc.)  
2. Data signals from one subsystem to another sub system.  
Systems typically consisted of few large scale integrated components and large number 
of SSI (Small Scale Integrated circuit) and MSI (Medium Scale Integrated circuit) 
components. Initial attempt to solve this problem led to development of Custom ICs which 
were to replace the large amount of interconnect. This reduced system complexity and 
manufacturing cost, and improved performance. However, custom ICs have their own 
disadvantages. They are relatively very expensive to develop, and delay introduced for 
product to market (time to market) because of increased design time. There are two kinds 
of costs involved in development of custom ICs  
1. Cost of development and design  




Therefore, the custom IC approach was only viable for products with very high volume, 
and which were not time to market sensitive. FPGAs were introduced as an alternative to 
custom ICs for implementing entire system on one chip and to provide flexibility of re-
programmability to the user. Introduction of FPGAs resulted in improvement of density 
relative to discrete SSI/MSI components (within around 10x of custom ICs). Another 
advantage of FPGAs over Custom ICs is that with the help of computer aided design (CAD) 
tools circuits could be implemented in a short amount of time (no physical layout process, 
no mask making, no IC manufacturing). 
 
B.2 Evaluation of FPGA 
 
In the world of digital electronic systems, there are three basic kinds of devices: memory, 
microprocessors, and logic. Memory devices store random information such as the contents 
of a spreadsheet or database. Microprocessors execute software instructions to perform a 
wide variety of tasks such as running a word processing program or video game. Logic 
devices provide specific functions, including device-to-device interfacing, data 
communication, signal processing, data display, timing and control operations, and almost 
every other function a system must perform.  
The first type of user-programmable chip that could implement logic circuits was the 
Programmable Read-Only Memory (PROM), in which address lines can be used as logic 
circuit inputs and data lines as outputs. Logic functions, however, rarely require more than 
a few product terms, and a PROM contains a full decoder for its address inputs. PROMS 
are thus an inefficient architecture for realizing logic circuits, and so are rarely used in 
practice for that purpose. The device that came as a replacement for the PROM’s are 
programmable logic devices or in short PLA. Logically, a PLA is a circuit that allows 
implementing Boolean functions in sum-of-product form. The typical implementation 
consists of input buffers for all inputs, the programmable AND-matrix followed by the 
programmable OR-matrix, and output buffers. The input buffers provide both the original 
and the inverted values of each PLA input. The input lines run horizontally into the AND 
matrix, while the so-called product-term lines run vertically. Therefore, the size of the AND 




When PLAs were introduced in the early 1970s, by Philips, their main drawbacks were 
that they were expensive to manufacture and offered somewhat poor speed-performance. 
Both disadvantages were due to the two levels of configurable logic, because 
programmable logic planes were difficult to manufacture and introduced significant 
propagation delays. To overcome these weaknesses, Programmable Array Logic (PAL) 
devices were developed. PALs provide only a single level of programmability, consisting 
of a programmable “wired” AND plane that feeds fixed OR-gates. PALs usually contain 
flip-flops connected to the OR-gate outputs so that sequential circuits can be realized. 
These are often referred to as Simple Programmable Logic Devices (SPLDs). Figure B.3 
shows a simplified structure of PLA and PAL. 
 
Figure B.3:   Simplified Structure of PLA and PAL 
 
With the advancement of technology, it has become possible to produce devices with 
higher capacities than SPLD’s. As chip densities increased, it was natural for the PLD 
manufacturers to evolve their products into larger (logically, but not necessarily physically) 
parts called Complex Programmable Logic Devices (CPLDs). For most practical purposes, 
CPLDs can be thought of as multiple PLDs (plus some programmable interconnect) in a 
single chip. The larger size of a CPLD allows to implement either more logic equations or 






Figure B.4:   Internal structure of a CPLD 
 
Figure B.4 contains a block diagram of a hypothetical CPLD. Each of the four logic 
blocks shown there is the equivalent of one PLD. However, in an actual CPLD there may 
be more (or less) than four logic blocks. These logic blocks are themselves comprised of 
macro cells and interconnect wiring, just like an ordinary PLD.  
Unlike the programmable interconnect within a PLD, the switch matrix within a CPLD 
may or may not be fully connected. In other words, some of the theoretically possible 
connections between logic block outputs and inputs may not actually be supported within 
a given CPLD. The effect of this is most often to make 100% utilization of the macro cells 
very difficult to achieve. Some hardware designs simply won't fit within a given CPLD, 
even though there are sufficient logic gates and flip-flops available. Because CPLDs can 
hold larger designs than PLDs, their potential uses are more varied. They are still 
sometimes used for simple applications like address decoding, but more often contain high-
performance control-logic or complex finite state machines. At the high-end (in terms of 
numbers of gates), there is also a lot of overlap in potential applications with FPGAs. 
Traditionally, CPLDs have been chosen over FPGAs whenever high-performance logic is 
required. Because of its less flexible internal architecture, the delay through a CPLD 
(measured in nanoseconds) is more predictable and usually shorter.  
The development of the FPGA was distinct from the SPLD/CPLD evolution just 
described. This is apparent from the architecture of FPGA shown in Figure 8.1. FPGAs 




The largest FPGA now shipping, part of the Xilinx Virtex™ line of devices, provides eight 
million "system gates" (the relative density of logic). These advanced devices also offer 
features such as built-in hardwired processors (such as the IBM Power PC), substantial 
amounts of memory, clock management systems, and support for many of the latest, very 
fast device-to-device signaling technologies. FPGAs are used in a wide variety of 
applications ranging from data processing and storage, to instrumentation, 
telecommunications, and digital signal processing. The value of programmable logic has 
always been its ability to shorten development cycles for electronic equipment 
manufacturers and help them get their product to market faster. As PLD (Programmable 
Logic Device) suppliers continue to integrate more functions inside their devices, reduce 
costs, and increase the availability of time-saving IP cores, programmable logic is certain 
to expand its popularity with digital designers. 
 
B.3 FPGA Structural Classification 
 
Basic structure of an FPGA includes logic elements, programmable interconnects and 
memory. Arrangement of these blocks is specific to particular manufacturer. On the basis 
of internal arrangement of blocks FPGAs can be divided into three classes: 
 
B.3.1 Symmetrical arrays 
 
This architecture consists of logic elements (called CLBs) arranged in rows and columns 
of a matrix and interconnect laid out between them shown in Figure B.2. This symmetrical 
matrix is surrounded by I/O blocks which connect it to outside world. Each CLB consists 
of n-input Lookup table and a pair of programmable flip flops. I/O blocks also control 
functions such as tri-state control, output transition speed. Interconnects provide routing 
path. Direct interconnects between adjacent logic elements have smaller delay compared 







B.3.2 Row based architecture 
 
Row based architecture shown in Figure B.5 consists of alternating rows of logic 
modules and programmable interconnect tracks. Input output blocks is located in the 
periphery of the rows. One row may be connected to adjacent rows via vertical 
interconnect. Logic modules can be implemented in various combinations. Combinatorial 
modules contain only combinational elements which Sequential modules contain both 
combinational elements along with flip flops. This sequential module can implement 
complex combinatorial-sequential functions. Routing tracks are divided into smaller 
segments connected by anti-fuse elements between them. 
 
B.3.3 Hierarchical PLDs 
 
This architecture is designed in hierarchical manner with top level containing only logic 
blocks and interconnects. Each logic block contains number of logic modules. And each 
logic module has combinatorial as well as sequential functional elements. Each of these 
functional elements is controlled by the programmed memory. Communication between 
logic blocks is achieved by programmable interconnect arrays. Input output blocks 
surround this scheme of logic blocks and interconnects. This type of architecture is shown 
in Figure B.6. 
 






Figure B.6:   Hierarchical PLD 
 
B.4 FPGA Classification on User Programmable Switch Technologies 
 
FPGAs are based on an array of logic modules and a supply of uncommitted wires to 
route signals. In gate arrays these wires are connected by a mask design during 
manufacture. In FPGAs, however, these wires are connected by the user and therefore must 
use an electronic device to connect them. Three types of devices have been commonly used 
to do this, pass transistors controlled by an SRAM cell, a flash or EEPROM cell to pass the 
signal, or a direct connect using antifuses. Each of these interconnect devices have their 
own advantages and disadvantages. This has a major effect on the design, architecture, and 
performance of the FPGA. Classification of FPGAs on user programmable switch 






Figure B.7:   FPGA Classification on user programmable technology 
 
B.4.1 SRAM Based 
 
The major advantage of SRAM based device is that they are infinitely re-programmable 
and can be soldered into the system and have their function changed quickly by merely 
changing the contents of a PROM. They therefore have simple development mechanics. 
They can also be changed in the field by uploading new application code, a feature 
attractive to designers. It does however come with a price as the interconnect element has 
high impedance and capacitance as well as consuming much more area than other 
technologies. Hence wires are very expensive and slow. The FPGA architect is therefore 
forced to make large inefficient logic modules (typically a Look Up Table (LUT)).The 
other disadvantages are: They needs to be reprogrammed each time when power is applied, 
needs an external memory to store program and require large area. Figure B.8 shows two 
applications of SRAM cells: for controlling the gate nodes of pass-transistor switches and 
to control the select lines of multiplexers that drive logic block inputs. The figures give an 
example of the connection of one logic block (represented by the AND-gate in the upper 
left corner) to another through two pass-transistor switches, and then a multiplexer, all 
controlled by SRAM cells. Whether an FPGA uses pass-transistors or multiplexers, or both 






Figure B.8:   SRAM-controlled Programmable Switches 
 
B.4.2 Antifuse Based 
 
The antifuse based cell is the highest density interconnect by being a true cross point. 
Thus, the designer has a much larger number of interconnects so logic modules can be 
smaller and more efficient. Place and route software also have a much easier time. These 
devices however are only one-time programmable and therefore must be thrown out every 
time a change is made in the design. The Antifuse has an inherently low capacitance and 
resistance such that the fastest parts are all Antifuse based. The disadvantage of the antifuse 
is the requirement to integrate the fabrication of the antifuses into the IC process, which 
means the process will always lag the SRAM process in scaling. Antifuses are suitable for 
FPGAs because they can be built using modified CMOS technology. As an example, 




positioned between two interconnect wires and physically consists of three sandwiched 
layers: the top and bottom layers are conductors, and the middle layer is an insulator. When 
unprogrammed, the insulator isolates the top and bottom layers, but when programmed the 
insulator changes to become a low-resistance link. It uses Poly-Si and n+ diffusion as 
conductors and ONO as an insulator, but other antifuses rely on metal for conductors, with 
amorphous silicon as the middle layer. 
 
Figure B.9:   Actel Antifuse Structure 
 
B.4.3 EEPROM Based 
 
The EEPROM/FLASH cell in FPGAs can be used in two ways, as a control device as in 
an SRAM cell or as a directly programmable switch. When used as a switch they can be 
very efficient as interconnect and can be reprogrammable at the same time. They are also 
non-volatile, so they do not require an extra PROM for loading. They, however, do have 












B.5 Logic Block and Routing Techniques 
 
B.5.1 Cross-point FPGA 
 
Consist of two types of logic blocks: 
One is transistor pair tiles in which transistor pairs run in parallel lines as shown in figure 
below. 
 
Figure B.10:   Transistor pair tiles in cross-point FPGA 
 
Second type of logic blocks are RAM logic which can be used to implement random 
access memory. 
 
B.5.2 Plessey FPGA 
 
Basic building block here is 2-input NAND gate which is connected to each other to 
implement desired function. 
 




Both Cross-point and Plessey are fine grain logic blocks. Fine grain logic blocks have an 
advantage in high percentage usage of logic blocks, but they require large number of wire 
segments and programmable switches which occupy lot of area. 
 
B.5.3 Actel Logic Block 
 
If inputs of a multiplexer are connected to a constant or to a signal, it can be used to 
implement different logic functions. For example, a 2-input multiplexer with inputs a and 
b, select, will implement function ac + bc´. If b=0 then it will implement ac, and if a=0 it 
will implement bc´. 
 
Figure B.12:   Actel Logic Block 
 
Typically, an Actel logic block consists of multiple number of multiplexers and logic gates. 
 
B.5.4 Xilinx Logic block  
 
In Xilinx logic block, look up table is used to implement any number of different 
functionality. The input lines go into the input and enable of lookup table. The output of 
the lookup table gives the result of the logic function that it implements. Look up table is 






Figure B.13:   Xilinx - LUT based 
 
A k-input logic function is implemented using 2^k * 1 size SRAM. Number of different 
possible functions for k input LUT is 2^2^k. Advantage of such an architecture is that it 
supports implementation of so many logic functions, however the disadvantage is 
unusually large number of memory cells required to implement such a logic block in case 
number of inputs is large. Figure B.13 shows 5-input LUT based implementation of logic 
block LUT based design provides for better logic block utilization. A k-input LUT based 
logic block can be implemented in number of different ways with tradeoff between 
performance and logic density. 
 
B.5.5 Altera Logic Block  
 
Altera's logic block has evolved from earlier PLDs. It consists of wide fan in (up to 100 
input) AND gates feeding into an OR gate with 3-8 inputs. The advantage of large fan in 
AND gate based implementation is that few logic blocks can implement the entire 
functionality thereby reducing the amount of area required by interconnects. On the other 
hand, disadvantage is the low density usage of logic blocks in a design that requires fewer 
input logic. Another disadvantage is the use of pull up devices (AND gates) that consume 




at the expense of delay. Such logic blocks have gates with high threshold as a result they 
consume less power. Such logic blocks can be used in non-critical paths. Altera, Xilinx are 
coarse grain architecture. 
An intuitive example: Altera’s FLEX 8000 series consists of a three-level hierarchy. 
However, the lowest level of the hierarchy consists of a set of lookup tables, rather than an 
SPLD like block, and so the FLEX 8000 is categorized here as an FPGA. It should be 
noted, however, that FLEX 8000 is a combination of FPGA and CPLD technologies. FLEX 
8000 is SRAM-based and features a four-input LUT as its basic logic block. Logic capacity 
ranges from about 4000 gates to more than 15,000 for the 8000 series. The overall 
architecture of FLEX 8000 is illustrated in Figure B.14. 
 
Figure B.14:   Architecture of Altera FLEX 8000 FPGAs 
 
The basic logic block, called a Logic Element (LE) contains a four-input LUT, a flip-
flop, and special-purpose carry circuitry for arithmetic circuits. The LE also includes 
cascade circuitry that allows for efficient implementation of wide AND functions. Details 




In the FLEX 8000, LEs are grouped into sets of 8, called Logic Array Blocks (LABs, a 
term borrowed from Altera’s CPLDs). As shown in Figure B.16, each LAB contains local 
interconnect and each local wire can connect any LE to any other LE within the same LAB. 
Local interconnect also connects to the FLEX 8000’s global interconnect, called FastTrack. 
All FastTrack wires horizontal wires are identical, and so interconnect delays in the FLEX 
8000 are more predictable than FPGAs that employ many smaller length segments because 
there are fewer programmable switches in the longer path. 
 
Figure B.15:   Altera FLEX 8000 Logic Element (LE) 
 
 




B.6 FPGA Design Flow  
 
One of the most important advantages of FPGA based design is that users can design it 
using CAD tools provided by design automation companies. Generic design flow of an 
FPGA includes the following steps:  
 
System Design  
At this stage, the designer has to decide what functions have to be implemented on the 
FPGA and how to integrate that functionality with the rest of the system.  
 
I/O integration with rest of the system  
Input/Output streams of the FPGA are integrated with the rest of the Printed Circuit 
Board (PCB), which allows the design of the PCB early in the design process. FPGA 
vendors provide extra automation software solutions for the I/O design process. 
 
Design Description  
Designer describes design functionality either by using schematic editors or by using one 
of the various Hardware Description Languages (HDLs) like Verilog or VHDL.  
 
Synthesis  
Once the design is defined, CAD tools are used to implement the design on a given 
FPGA. Synthesis includes generic optimization, slack optimizations, power optimizations 
followed by placement and routing. Implementation includes Partition, Place and Route. 
The output of the design implementation phase is a bit-stream file.  
 
Design Verification  
Bit stream file is fed to a simulator which simulates the design functionality and reports 
errors in the desired behavior of the design. Timing tools are used to determine the 
maximum clock frequency of the design. Now the design is loaded onto the target FPGA 





Hardware design and development  
The process of creating digital logic is not unlike the embedded software development 
process. A description of the hardware's structure and behavior is written in a high-level 
hardware description language (usually VHDL or Verilog) and that code is then compiled 
and downloaded prior to execution. Of course, schematic capture is also an option for 
design entry, but it has become less popular as designs have become more complex and the 
language-based tools have improved. The overall process of hardware development for 
programmable logic is shown in Figure B.17 and described in the paragraphs that follow. 
 
Figure B.17:   Programmable Logic Design Process 
 
Typically, the design entry step is followed or interspersed with periods of functional 
simulation. That's where a simulator is used to execute the design and confirm that the 
correct outputs are produced for a given set of test inputs. Although problems with the size 
or timing of the hardware may still crop up later, the designer can at least be sure that the 




Compilation only begins after a functionally correct representation of the hardware 
exists. This hardware compilation consists of two distinct steps. First, an intermediate 
representation of the hardware design is produced. This step is called synthesis and the 
result is a representation called a netlist. The netlist is device independent, so its contents 
do not depend on the particulars of the FPGA or CPLD; it is usually stored in a standard 
format called the Electronic Design Interchange Format (EDIF).  
The second step in the translation process is called place & route. This step involves 
mapping the logical structures described in the netlist onto actual macro cells, 
interconnections, and input and output pins. This process is similar to the equivalent step 
in the development of a printed circuit board, and it may likewise allow for either automatic 
or manual layout optimizations. The result of the place & route process is a bitstream. This 
name is used generically, despite the fact that each CPLD or FPGA (or family) has its own, 
usually proprietary, bitstream format. Suffice it to say that the bitstream is the binary data 
that must be loaded into the FPGA or CPLD to cause that chip to execute a particular 
hardware design.  
Increasingly there are also debuggers available that at least allow for single-stepping the 
hardware design as it executes in the programmable logic device. But those only 
complement a simulation environment that is able to use some of the information generated 
during the place & route step to provide gate-level simulation. Obviously, this type of 
integration of device-specific information into a generic simulator requires a good working 
relationship between the chip and simulation tool vendors. 
Perhaps the most striking difference between hardware and software design is the way a 
developer must think about the problem. Software developers tend to think sequentially, 
even when they are developing a multithreaded application. The lines of source code that 
they write are always executed in that order, at least within a given thread. If there is an 
operating system it is used to create the appearance of parallelism, but there is still just one 
execution engine. During design entry, hardware designers must think-and program-in 
parallel. All of the input signals are processed in parallel, as they travel through a set of 
execution engines-each one a series of macro cells and interconnections-toward their 
destination output signals. Therefore, the statements of a hardware description language 








Statistical estimation is the process of determining the values of certain parameters or 
signals from empirical (measured or collected) data mixed with noise which is random in 
nature [380], [381]. Statistical estimation has applications in a multitude of areas. For 
example, in the area of consumer electronics, estimation techniques are used for mobile 
wireless communications, intelligent voice and gesture recognition, multimedia 
enhancement and classification, GPS navigation etc. In defense and security related fields, 
applications include target tracking, guidance and navigation systems, and threat detection. 
Statistical estimation methods also play a vital role in health monitoring and medical 
diagnosis problems. 
In the estimation problem, the task is to estimate an unobservable phenomenon of interest 
(represented by a set of parameters) using observed data. When the parameters vary over 
time, the estimate may be iteratively updated using continuously obtained data. This type 
of estimation, termed sequential estimation, involves computing an initial estimate and then 
iteratively updating the estimate based on the most recent data. 
A large number of statistical estimation algorithms exist, ranging from point estimators 
such as maximum-likelihood (ML) and maximum a posteriori (MAP) estimators which 
compute the single best parameter that maximizes the likelihood of the observed data or a 
posteriori parameter probability, to Bayesian methods which compute the full posterior 
probability distribution of the parameters. One class of estimation, known as linear 
estimation, computes the parameter estimate as a simple linear function of the data. 
Estimation algorithms are designed to satisfy various optimality criteria, such as 
consistency, efficiency, unbiasedness, minimum variance, and minimum mean square error 
(MMSE) [381]. Given a model estimation problem, bounds can be calculated on estimation 
performance. For example, the Cramér-Rao lower bound (CRLB) defines a lower bound 
on the variance of an estimator [381]. 
The Kalman Filter (KF) was developed by Rudolph Kalman and Richard Bucy [382], 




Gaussian dynamical system. Specifically, in a state space setting, the system state must 
propagate according to a linear evolution model with Gaussian process noise and the data 
(or measurements) must be linearly related to the state with Gaussian noise. Many systems 
encountered in real world applications are well characterized by this model. The KF is a 
popular choice for estimating the parameters of dynamical systems for several reasons, 
including: 
▪ KF is a Bayesian optimum estimator for sequentially estimating the states of a 
linear Gaussian dynamical system; 
▪ KF algorithm has low computational complexity and can be easily implemented 
in DSP hardware for real-time applications; 
▪ Variations and extensions of the KF are readily available for nonlinear, 
distributed, and non-Gaussian problems, such as the Extended Kalman Filter 
(EKF), the Unscented Kalman Filter (UKF), the Decentralized Kalman Filter 
(DKF), and the particle filter [384]. 
The KF is among the most notable innovations of the 20th century. This algorithm 
recursively estimates the state variables in a noisy linear dynamical system as new 
observations are measured and as the system evolves in time. It optimally updates the 
estimates of the system variables, for example, the position and velocity of an object, by 
minimizing the mean-squared estimation error of the current state as noisy measurements 
are received. Each update provides the latest unbiased estimate of the system variables 
together with a measure on the uncertainty of those estimates in the form of a covariance 
matrix. Since the updating process is fairly general and relatively easy to compute, the KF 
can often be implemented in real time. 
The KF is used widely in virtually every technical or quantitative field. In engineering, 
for example, the KF is pervasive in the areas of navigation and global positioning [385], 
[386], tracking [387], guidance [388], robotics [389], radar [390], fault detection [391], and 
computer vision [392]. It is also utilized in applications involving signal processing [393], 
voice recognition [394], video stabilization [395], and automotive control systems [396]. 
In purely quantitative fields, the KF also plays an important role in time-series analysis 
[397], econometrics [398], mathematical finance [399], system identification [400], and 




important role in many industrial applications such as sensorless speed estimation in 
electric drives [402], non-linear mechanical loads [403], power system protection and 
harmonics estimation [404], [405], robots/particles localization [406], and fault diagnostics 
[407]. In addition, KF-based techniques are widely used in distributed generation and 
islanding detection applications [408]. The ability to estimate non-measurable signals, fast 
convergence, and direct implementation encourages wider utilization of KF-based 
techniques in various industrial applications. 
It has been just over 50 years since Rudolf Kalman’s first seminal paper on state 
estimation [409], which launched a major shift toward state-space dynamic modeling. This 
big achievement in mathematical systems theory, together with his two other ground-
breaking papers [410], [382], helped secure him a number of major awards, including the 
IEEE Medal of Honor in 1974, the Kyoto Prize in 1985, the Steele Prize in 1986, the 
Charles Stark Draper Prize in 2008, and the U.S. National Medal of Science in 2009. 
As is sometimes the case with revolutionary advances, some were initially slow to accept 
Kalman’s work. According to Grewal and Andrews [411], Kalman’s second paper [382] 
was actually rejected by an electrical engineering journal, since, as one of the referees put 
it, “it cannot possibly be true.” However, with the help of Stanley F. Schmidt at the NASA 
Ames Research Center, the KF ultimately gained acceptance as it was used successfully in 
the navigation systems for the Apollo missions, as well as several subsequent NASA 
projects and a number of military defense systems [411], [412]. 
Today the Kalman family of state estimation methods, which includes the KF and its 
many variations, are the factual standard for state estimation.  At the time of this writing, 
there have been over 6000 patents awarded in the U.S. on applications or processes 
involving the KF. In academia, its influence is no less noteworthy. According to Google 
Scholar, the phrase “Kalman Filter” is found in over 100,000 academic papers. In addition, 
Kalman’s original paper [383] is reported to have over 7500 academic citations. Indeed, 
the last 50 years have seen phenomenal growth in the variety of applications of the KF. 
The KF is a set of mathematical equations that provides an efficient computational 
(recursive) means to estimate the state of a process, in a way that minimizes the mean of 




past, present, and even future states, and it can do so even when the precise nature of the 
modeled system is unknown. 
KF is a popular recursive algorithm for motion prediction [413] as this simple application 
which has purpose to predict the next position of the object movement walking in straight 
line. The principle of Kalman Filter is to find the probability of the hypothesis of predicted 
state is given by hypothesis of prior state and then using the data from measurement sensor 
to correct the hypothesis to get the best estimation for each time. The KF exploits the 
dynamics of the target, which govern its time evolution, to remove the effects of the noise 
and get a good estimate of the location of the target at the present time (filtering), at a future 
time (prediction), or at a time in the past (interpolation or smoothing). The KF is well suited 
to use for a digital design because its direct processing ability in time domain is suitable to 
computer-based calculation. 
The Kalman Filter is sometimes also called the Kalman Estimator. As shown in Figure 
C.1, the Kalman filter generates state and output estimates from input and output with 
filtering the noises. A literal role of ‘filter’ is reducing the noises contained in the two input 
signals of the filter, but the Kalman filter is eventually used for estimating the state. 
Therefore, it has an efficient performance for estimating the state in a dynamic system in a 
noisy environment. 
 






C.2 The Discrete Kalman Filter 
 
This section describes the filter in its original formulation [383] where the measurements 
occur, and the state is estimated at discrete points in time. 
 
C.2.1 Process to be Estimated 
 
The Kalman filter addresses the general problem of trying to estimate the state 𝑥 ∈ ℜ𝑛 
of a discrete-time controlled process that is governed by the linear stochastic difference 
equation 
 
𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝐵𝑢𝑘−1 + 𝑤𝑘−1                                                                                                  (𝐶. 1) 
 
with a measurement 𝑧 ∈ ℜ𝑚 that is 
 
𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘                                                                                                                            (𝐶. 2) 
 
The random variables 𝑤𝑘 and 𝑣𝑘 represent the process and measurement noise respectively. 
They are assumed to be independent (of each other), white, and with normal probability 
distributions 
 
𝑝(𝑤) ~ 𝑁(0, 𝑄)                                                                                                                            (𝐶. 3) 
 
𝑝(𝑣) ~ 𝑁(0, 𝑅)                                                                                                                             (𝐶. 4) 
 
The process noise covariance 𝑄 and measurement noise covariance 𝑅 matrices might 
change with each time step or measurement. 
The 𝑛 × 𝑛 matrix 𝐴 in the difference equation (C.1) relates the state at the previous time 
step 𝑘 − 1 to the state at the current step 𝑘, in the absence of either a driving function or 
process noise. The 𝑛 × 𝑙 matrix 𝐵 relates the optional control input 𝑢 ∈ ℜ𝑙 to the state 𝑥. 





C.2.2 Computational Origins of the Filter 
 
We define ?̂?𝑘
− ∈ ℜ𝑛 (note the “super minus”) to be our a priori state estimate at step 𝑘 
given knowledge of the process prior to step 𝑘, and ?̂?𝑘 ∈ ℜ
𝑛 to be our a posteriori state 
estimate at step 𝑘 given measurement 𝑧𝑘 . Then we can define a priori and a posteriori 
estimate errors as 
 
𝑒𝑘
− = 𝑥𝑘 − ?̂?𝑘
−, and 𝑒𝑘 = 𝑥𝑘 − ?̂?𝑘. 
 





−𝑇] = 𝐸[(𝑥𝑘 − ?̂?𝑘
−)(𝑥𝑘 − ?̂?𝑘
−)𝑇]                                                                      (𝐶. 5) 
 
and the a posteriori estimate error covariance is 
 
𝑃𝑘 = 𝐸[𝑒𝑘𝑒𝑘
𝑇] = 𝐸[(𝑥𝑘 − ?̂?𝑘)(𝑥𝑘 − ?̂?𝑘)
𝑇]                                                                           (𝐶. 6) 
 
In deriving the equations for the Kalman filter, we begin with the goal of finding an 
equation that computes an a posteriori state estimate ?̂?𝑘 as a linear combination of an a 
priori estimate ?̂?𝑘
− and a weighted difference between an actual measurement 𝑧𝑘 and a 
measurement prediction 𝐻?̂?𝑘
− as shown below in (C.7).  
 
?̂?𝑘 = ?̂?𝑘
− + 𝐾(𝑧𝑘 − 𝐻?̂?𝑘
−)                                                                                                          (𝐶. 7) 
 
The difference term (𝑧𝑘 − 𝐻?̂?𝑘
−) is known as residual or measurement innovation. The 
residual reflects the discrepancy between the predicted measurement 𝐻?̂?𝑘
− and the actual 
measurement 𝑧𝑘. A residual of zero means that the two are in complete agreement. 
The 𝑛 ×𝑚 matrix 𝐾 in (C.7) is called the Kalman gain that minimizes the a posteriori 
error covariance (C.6). This minimization can be accomplished by substituting (C.7) into 
the above definition for 𝑒𝑘 (C.6), taking the derivative of the trace of the result with respect 







−𝐻𝑇 + 𝑅)−1                                                                                                   (𝐶. 8) 
 
From above equation, we get that as the measurement error covariance 𝑅 approaches 







On the other hand, as the a priori estimate error covariance 𝑃𝑘
− approaches zero, the gain 





𝐾𝑘 = 0 
 
Another way of thinking about the weighting by 𝐾 is that as the measurement error 
covariance 𝑅 approaches zero, the actual measurement 𝑧𝑘 is “trusted” more and more, 
while the predicted measurement 𝐻?̂?𝑘
− is trusted less and less. On the other hand, as the a 
priori estimate error covariance 𝑃𝑘
− approaches zero the actual measurement 𝑧𝑘 is trusted 
less and less, while the predicted measurement 𝐻?̂?𝑘
− is trusted more and more. 
 
C.2.3 Discrete Kalman Filter Algorithm 
 
In 1960, R.E. Kalman [383] described a recursive solution to the discrete-data linear 
filtering problem. Since that time, due in large part to advances in digital computing, the 
KF has been the subject of extensive research and applications. A common application is 
in guidance, navigation, and control of vehicles, particularly for aircraft and spacecraft. 
Furthermore, the KF is a widely applied concept in time series analysis used in fields such 
as signal processing and econometrics. KF is ideal for systems which are continuously 
changing. KF has the advantage that it is light on memory (it does not need to keep any 
history term other than the previous state), and it is fast, making it well suited for real-time 




The KF is a recursive filter that estimates the state of a linear dynamic system from a 
series of noisy measurements [414]. It operates on estimating a process state by using a 
form of feedback control: the filter estimates the process state at some time and then obtains 
feedback in the form of noisy measurements. Noise effects in the process are decreased 
due to recursive cycles which finally lead to the true value of the measurement. Figure C.2 
shows the high-level diagram of the KF. 
KF equations fall into two groups: The time update equations (also known as predictor 
equations) which are responsible for projecting ahead (in time) the current state and error 
covariance estimates to obtain the a priori estimates for the next time step. The 
measurement update equations (also known as corrector equations) are responsible for the 
feedback—i.e. for incorporating a new measurement into the a priori estimate to obtain an 
improved a posteriori estimate. Both equation sets are applied at each kth state. The next 
figure will show the ongoing discrete Kalman Filter cycle. The time update projects the 
current state estimate ahead in time. The measurement update adjusts the projected estimate 
by an actual measurement at that time.  
 
 








Now, the specific equations for the time and measurement updates will be presented 
below: 
Discrete Kalman Filter time update equations: 
 
?̂?𝑘




𝑇 + 𝑄                                                                                                                 (𝐶. 10) 
 
The time update equations project the state and covariance estimates forward from time 
step 𝑘 − 1 to step 𝑘. 
 




−𝐻𝑇 + 𝑅)−1                                                                                                (𝐶. 11) 
 
?̂?𝑘 = ?̂?𝑘
− + 𝐾𝑘(𝑧𝑘 −𝐻?̂?𝑘
−)                                                                                                     (𝐶. 12) 
 
𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘
−                                                                                                                  (𝐶. 13) 
 
The next figure will show a complete picture of the operation of the filter, combining the 
high-level diagram of Figure C.3 with the equations used with KF and also how the 






Figure C.3:   Kalman Filter equations and iterations 
 
The equations above represent the KF implementation for a generic linear discrete 
system. The time update stage equations project ahead the state and error covariance 
estimates from time step 𝑘 − 1 to step 𝑘. The estimates from the time update stage are then 
put into measurement update stage. In this stage, the first step is to compute the Kalman 
gain 𝐾𝑘, then actually measure the process to obtain the actual measurement 𝑧𝑘 to generate 
an a posteriori state estimate. The final step is to obtain an a posteriori error covariance 
estimate.  
After each time and measurement update for a particular step, the process is repeated 
again with the previous a posteriori state and error covariance estimates used to predict the 
new a priori state and error covariance estimates. This recursive nature is one of the very 
appealing features of the Kalman Filter - it makes practical implementations much more 
feasible than (for example) an implementation of a Wiener filter [417] which is designed 
to operate on all of the data directly for each estimate. The Kalman filter instead recursively 
conditions the current estimate on all of the past measurements. As the above cycle takes 





C.3 An Intuitive Examples 
 
In order to illustrate the use of the Kalman Filter, a two simple problem examples are 
explored as shown below. 
 
C.3.1 Simple and Intuitive One-Dimensional Tracking Problem Example 
 
The application of the KF, as a tool for stochastic data fusion, will be illustrated first with 
the following simple and intuitive one-dimensional tracking problem example, i.e. of an 
object moving along a line, as shown in Figure C.4. This is a simple one-dimensional 
Kalman Filter example. The aim of this example was to understand the basics of the 
Kalman Filter. In the case of a well-defined model, one-dimensional linear system with 
measurements errors drawn from a zero-mean Gaussian distribution the Kalman Filter has 
been shown to be the best estimator. 
The goal of the filter is to predict the position and velocity of a moving object 2 seconds 
ahead, having noisy measurements of its positions along the previous 10 seconds (10 
samples a second). The object is initially located at the point x_old = 0 and moves along 
the X-axis with constant velocity u = 10 m/sec, so the motion equation of the object is 
x_new = x_old + time difference*velocity. Easy to see that the position of the object after 
12 seconds will be x_new = 120 m, and this is what we will try to find. 
 








C.3.1.1 System Model 
 
For a Kalman filter-based state estimator, the system must conform to a certain model. 
So, if your system model conforms to model mentioned herein, then we can use a Kalman 
Filter to estimate the state of the system. 
I-  Motion Model 
x_new = A*x_old + B*u + w 
  x_new : current state 
  x_old  : previous state 
  A        : state transition matrix 
  B        : control input matrix 
  w        : process noise (from a zero mean normal distribution with covariance Q) 
 
II-  Sensor Model 
z = H*x + v 
  z      : sensor measurement 
  H     : sensor transformation matrix 
  x      : current state  
  v      : measurement noise (from a zero mean normal distribution with covariance R) 
 
III- Understanding the models 
▪ The state vector 'x' contains the state of the system i.e. the parameters that uniquely 
describe the current position of the system. In this case, the state vector is a single 
dimensional vector containing the location of the object. It can also be an N 
dimensional vector containing position in different axes, velocity in different axes, 
temperature, state of sensors etc. 
▪ A is the state transition matrix; it applies the effect of each parameter of the previous 
state on the next state. 
▪ B is the control input matrix that applies the effect of the control signal given to the 




previous position added to the velocity*time. Mathematically, x_new = 1*x_old + 
time difference*velocity. 
▪ In the equation given above, A = 1 and B = time difference. 
▪ No system is perfect, given the previous position and the velocity, the new location 
will not correspond to the equation given above. There will be noise in the system, 
this noise is modelled as a Gaussian distribution with zero mean (μ) and a certain 
standard deviation (σ) given by the covariance matrix Q. In simple words, it is the 
difference between the ideal new location and the actual new location (x_new - 
(A*x_old + B*u) = noise = w) 
▪ The 'z' vector contains the sensor measurements given by the sensors. The Kalman 
filter is based on a Hidden Markov Model, meaning that the current 'z' depends 
ONLY on the current state, and not on any of the previous states, as is evident in 
the sensor model equation ( z = H*x + v ). 
▪ The 'H' matrix maps the state vector parameters 'x' to the sensor measurements. In 
simple words, it tells us the sensor measurement that we should get given the 
current state 'x'. 
▪ Similar to 'w', 'v' is also a parameter representing the noise in sensor measurements. 
It is also taken from a zero mean Gaussian distribution whose variance is taken 
from covariance matrix R. 
 
C.3.1.2 Kalman Filter Equations 
 
I. Initialization 
We assume that we have a good knowledge of the object's initial position. We can 
represent this by a Gaussian whose mean is the initial known position and a covariance 
matrix having small values. This is shown in the Figure C.5 below. 
 




II. Prediction Step 
The object moves forward with a constant velocity 'u'. We can now have a prediction of 
the next state from the prediction equations. This prediction is represented by a Gaussian 
having a mean and a variance. As can see this variance is more than the previous variance, 
thus showing that we are more uncertain about its position as shown in Figure C.6. 
 
Figure C.6:   When the object moves, it becomes more uncertain about its position due to the control being noisy. 
Hence, the Gaussian expands 
 
x = A*x + B*u 
 
P = A*P*AT + Q 
   
P     : state covariance matrix. 
Q     : process noise covariance matrix. 
▪ The 'Q' is the process noise covariance matrix. The diagonal elements contain the 
variance (std_dev (σ) * std_dev (σ)) of each respective variable in the state vector 
'x'. So, if the state vector has 2 columns containing the x and y co-ordinates, then Q 
is a 2x2 matrix whose diagonals contain the variance of each of those variables. 
The non-diagonal variables are usually set to 0 except in the case of special 
circumstances. The variances are calculated from the noise variable 'w', the variance 
of these values is noted while observing the system. 
▪ The 'P' is the state covariance matrix, like 'Q', it models uncertainty in the system. 
It models uncertainty of the state vector 'x'. Each of the diagonal elements contain 
the variance (uncertainty in position) of each of those respective state variables in 
the state vector. For initialization for this matrix, if the state variable's initial 
location is known to a high degree, the corresponding diagonal element in P is a 




▪ In the prediction step, if we look at the second equation we see that the value of P 
is increasing (due to the addition), this goes to show that in the prediction step, 
when we do not have any measurement and we only have control command 'u', the 
next state will be known with lesser certainty. The opposite happens in the 
Correction step. 
III. Correction Step 
In this step, the object makes a measurement of its position using its onboard location 
sensor i.e. it finds its distance from the pole using a sensor. This measurement is noisy and 
not exact. This measurement itself is represented by a Gaussian having a mean and 
covariance. The value of the covariance depends on the accuracy of the sensor; if the sensor 
is more accurate the covariance value will be small, else it will be large. Figure. C.7 shows 
the measurement is represented by a blue Gaussian having a covariance smaller than the 
predicted state 
 
Figure C.7:   The measurement is represented by a blue Gaussian having a covariance smaller than the predicted state 
 
x = x_old + K*(z - H*x_old) 
 
P = P_old - K*H*P_old 
 
K = P_old*HT * (H*P_old*HT + R) ^-1 
  
K     : Kalman Gain 
R     : Measurement noise covariance matrix 
▪ 'K' is called the Kalman Gain. It is calculated from state covariance matrix and the 
measurement covariance matrix. As the measurement covariance matrix R 




predicted measurement H*x_old is trusted less and less. On the other hand, as the 
state covariance matrix P_old approaches zero the actual measurement z is trusted 
less and less, while the predicted measurement H*x_old  is trusted more and more. 
▪ In the first equation for 'x', we are approximately taking a weighted average of the 
predicted state vector and the state vector generated from the measurement. This 
weighting is decided by the Kalman gain. 
▪ In the second equation for 'P', we see that the value of P is decreasing (subtraction), 
this is because we believe that the sensor is more accurate and our uncertainty about 
the object's position decreases. 
▪ If we look at it from an analytical perspective, we have two Gaussians. They 
represent state vector and measured state. If we multiply these 2 Gaussians, we get 
another Gaussian which is actually the best estimate of the position of the object as 
shown in Figure C.8. 
 
Figure C.8:   Multiply the two Gaussians to have the best estimate (green) of the object's position 
 
C.3.1.3 Solution and Simulation Results 
 
We will measure (sample) the position of the object every dt = 0.1 seconds. But, because 
of imperfect conditions, such as weather etc., our measurements will be noisy. So, the 
instantaneous velocity derived from two consecutive position measurements (remember, 
we measure only position) will become inaccurate. Hence, we will use KF as we need an 
accurate and smooth estimate for the velocity in order to predict the object's position in the 
future. Also, we will assume that the measurement noise is normally distributed, with zero 
mean (μ) and standard deviation (σ). 
At every measurement epoch, we wish to know the best possible estimate of the location 
of the object. Information is available from two sources: 1) predictions based on the last 




at the track side. The information from the predictions and measurements are combined to 
provide the best possible estimate of the location of the object. 
To show the power of the KF algorithm, a comparison between KF algorithm and 
running average (RA) method was performed by applying these two algorithms to the same 
task of predicting the position and velocity of a moving object 2 seconds ahead, having 
noisy measurements of its positions along the previous 10 seconds (10 samples a second).  
Matlab is used to simulate the two algorithms. The position estimation results are shown 
in Figure C.9. As shown the KF algorithm successfully tracks the estimated value very 
closely to the actual true value even in the presence of high noise. 
Figure C.10 shows the velocity estimation results. Again, the results depict the excellent 
response of the KF algorithm over the running average method even in the presence of high 
noise from the sensors. 
Figure C.11 shows the expected position of the object 2 seconds ahead by using KF 
algorithm and RA method. Once more, the results indicate the promising predication 
performance of the KF algorithm over the RA method. 
 





Figure C.10:   Velocity estimation results 
 
 




As shown from the previous simple and intuitive one-dimensional tracking problem 
example that Kalman Filter algorithm is most powerful tool to estimate and predict of any 
parameters of interest even in the presence of high noise from the sensors. 
 
C.3.2 Kalman Filter in Simulink Example 
 
The Simulink model shown in Figure C.12 is an example explained how the Kalman 
Filter can be implemented in Simulink. The model itself is configured with a Gaussian 
process connected with a Kalman Filter. To directly use this model, one only needs to 
provide model parameters including parameters of the Gaussian process, which are state-
space matrices, A, B, C, and D, initial state, x0, and covariance matrices, Q and R; and 
similar parameters for the Kalman Filter, which can be in different values to mimic the 
model mismatch, plus the state covariance, P. This Kalman Filter Simulink model can also 
be used as a standard model block to be connected with any other systems. 
 
Figure C.12:   Kalman Filter Simulink model 
 
The state estimation results are shown in Figure C.13. As shown, the KF algorithm 
successfully tracks the estimated value very closely to the actual true value even in the 
presence of high noise. 
Figure C.14 shows the output estimation results. Again, the results depict the excellent 






Figure C.13:   State estimation results 
 
 
Figure C.14:   Output estimation results 
 
As noticed from the previous examples, the superior performance for the KF algorithm 
as it is able to track the estimated value very closely to the actual true value even in the 
presence of high noise from the sensors. 
 
C.4 Sensitivity Analysis of the Kalman Filter Parameters 
 
C.4.1 Effect of Noise Covariance Assumptions 
 
The selection of the assumed covariance matrices 𝑄, 𝑅 and 𝑃𝑘−1 can have a significant 
effect on the estimation performance of a Kalman filter. The selection of 𝑃𝑘−1 is coupled 




























situations, the effect of 𝑃𝑘−1 is not significant, and in fact it is often arbitrarily initialized 
to an identity matrix for simplicity. 
The effects of 𝑄 and 𝑅 are much more significant and they affect the overall performance 
of the filter. A basic way to think of 𝑄 and 𝑅 is that they are weighting factors between the 
prediction (state) equations and the measurement (output) equations. This ratio is shown 
within the Kalman gain equation (C.8). Considering a larger 𝑄 is equivalent to considering 
larger uncertainty in the state equations, which is equivalent to trusting the result of these 
equations less, which effectively means that the filter should correct more with the 
measurement update. Similarly, considering a larger R is equivalent to considering larger 
uncertainty in the measurement, which is equivalent to trusting the measurement less, 
which effectively means that the filter should correct less with the measurement update. A 











Figure C.15:   Diagram of Noise Covariance Assumptions Effect on Filter Operation 
 
C.4.2 𝑯 Matrix as a Linear Transformation 
 
The purpose of the 𝐻 matrix is to essentially convert the states into outputs. For the linear 
Kalman filter this occurs by considering some linear combination of the states, i.e. 𝐻 is a 
linear transformation. In some simple cases, 𝐻 is just used to select certain states which are 
measured, when other states are not. For example, if the first, second, and fifth states of a 
5-dimensional state vector are measurable, the 𝐻 matrix would be defined as 








1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
] 
 
Since that 𝑧𝑘 = 𝐻𝑥𝑘, then 
 
𝑧𝑘 = [
1 0 0 0 0
0 1 0 0 0






















The 𝐻 matrix can also be used to consider scaling effects. For example, if the radius (𝑟𝑘) 
is a state, but the diameter (𝐷𝑘) can be measured, the output equation could be represented 
by 𝑧𝑘 = 𝐻𝑥𝑘, where 𝑧𝑘 = 𝐷𝑘, 𝐻 = 2 and 𝑥𝑘 = 𝑟𝑘. 
Other uses of 𝐻 could be to consider combinations of states. For example, if the lengths 
of 3 sides of a triangle are states, but the perimeter can be measured, the output equation 
could be represented by 





C.4.3 An Intuitive Example 
 
The effects of the selection of the assumed covariance matrices 𝑄 and 𝑅 and how much 
significant they can affect the overall estimation performance of a Kalman Filter will be 
illustrated with the following simple and intuitive one-dimensional tracking problem 
example, i.e. of an object moving along a specified tracking line that has two (noisy) 
sensors. One of them is an odometry sensor (otherwise known as control input to the 
system) that tells you how far your object has moved since the last time step. The other one 
is an absolute sensor (measurement sensor) that tells you the actual position of the object. 
Also, this sensor can only be read every 20 time steps. Both of these sensors are noisy and 
will not give particularly precise readings. Note, however, that the sensors have different 




▪ The odometry sensor can be read very quickly, and so we can use it to update our 
estimated position on every time step. Unfortunately, because it only tells us the 
distance it thinks we've traveled since the last time step, relying on this sensor alone 
will cause us to drift.  
▪ The measurement sensor can only be read slowly, and has larger noise than the 
odometry, however its noisy readings are always centered on the true position of 
the object. This means that the readings from the measurement sensor will not drift 
off too much. 
The objective of a Kalman filter is to "optimally" integrate these two kinds of sensors, 
trying to take advantage of their best characteristics. It does this by keeping track of the 
current amount of noise in the system, and then mixing in these sensors readings according 
to how much noise they will introduce. 
The aim of this example was to understand and analyze how much the selection of the 
assumed covariance matrices 𝑄 and 𝑅 can have a significant effect on the estimation 
performance of a Kalman filter. 
To study the effect on the estimation performance of a Kalman filter due to the selection 
of the assumed covariance matrices 𝑄 and 𝑅, FOUR scenarios are assumed. In all 
scenarios, the simulation results will show: 
▪ The object’s actual trajectory in blue. 
▪ Green circles showing what our prediction would look like if we just 
integrated the odometry sensor readings. 
▪ Red stars showing the occasional measurements. Notice how they're usually 
pretty inaccurate. 
▪ Black dots showing the Kalman filtered prediction. 
First scenario will deal with change the values of measurement noise covariance 𝑅, being 
a trustworthy candidate of measurement variable, and analyze its effect whereas the process 
noise covariance 𝑄 keep it at 0.1. The simulation results (Figure C.16, Figure C.17 and 
Figure C.18) depicts the effect of varying the values of 𝑅. 
In Figure C.16, 𝑅 is assigned the value 0.05 that means medium level of trust in the 




In Figure C.17, 𝑅 is given the value 0.001 depicting a trust in the measured variables 
obtained from the sensor because it is approached to 0 so the estimated value is following 
the measured value more than the actual true value. 
In Figure C.18, 𝑅 is assigned the value 0.1, depicting a minimum level of trust in the 
measured value by the sensor. Therefore, the estimated value is following the actual true 
value more than the measured value. 
 
Figure C.16:   Position estimation results with 𝑅 = 0.05 
 
 





Figure C.18:   Position estimation results with 𝑅 = 0.1 
 
Second scenario will deal with depicting a maximum trust in the measured variables 
obtained from the sensor where in this scenario the measurement noise covariance 𝑅 will 
be 0 while the process noise covariance 𝑄 will assign the value 10. So, the estimated value 
is expecting to follow the measured value more and more than the actual true value as 
shown in Figure C.19. 
 
Figure C.19:   Position estimation results with 𝑅 = 0 
 
Third scenario will deal with change the values of process noise covariance 𝑄, being a 




measurement noise covariance 𝑅 keep it at 0.1. The simulation results (Figure C.20, Figure 
C.21 and Figure C.22) depicts the effect of varying the values of 𝑄. 
In Figure C.20, 𝑄 is assigned the value 0.05 that means medium level of trust in the 
actual true value obtained from the system model, moreover it is suitable for successfully 
model. 
In Figure C.21, 𝑄 is given the value 0.001 depicting a trust in the actual true variables 
obtained from the system model because it is approached to 0 so the estimated value is 
following the actual true value more than the measured value. 
In Figure C.22, 𝑄 is assigned the value 0.1, depicting a minimum level of trust in the 
actual true value obtained from the system model. Therefore, the estimated value is based 
on the measured value more than the actual true value (same as Figure C.18). 
 
 






Figure C.21:   Position estimation results with 𝑄 = 0.001 
 
 
Figure C.22:   Position estimation results with 𝑄 = 0.1 
 
Fourth scenario will deal with depicting a maximum trust in the actual true variables 
obtained from the system model where in this scenario the process noise covariance 𝑄 will 
be 0 while the measurement noise covariance 𝑅 will assign the value 10. So, the estimated 
value is expecting to follow the actual true value more and more than the measured value 






Figure C.23:   Position estimation results with 𝑄 = 0 
Through the previous discussion, it is obviously noted that the selection of the noise 
parameters (i.e. the process noise covariance 𝑄 and the measurement noise covariance 𝑅) 
directly have a significant impact on the Kalman filter’s performance in estimating 
dynamic states. So, whether we have a rational basis for choosing the parameters, often 




In this appendix, the Kalman Filter was introduced as a tool for statistical estimation in 
the context of linear Gaussian dynamical systems. Some simple problems were explored 
in order to help aid in the basic understanding of this complex topic. 
The Matlab simulation results show good performance for the KF algorithm as it is able 
to track the estimated value very closely to the actual true value even in the presence of 
high noise from the sensors. Comparison between the KF algorithm and the running 
average method was performed and showed the superior performance of the KF algorithm. 
The effects of the selection of the assumed covariance matrices 𝑄 and 𝑅 and how 
significantly they can affect the overall estimation performance of a Kalman Filter was 
investigated with a simple and intuitive one-dimensional tracking problem example. 
This appendix serves as an introduction to Kalman filtering and provides a glimpse into 
some of its features, mathematical and statistical formulations, overview of its history, and 
applications. 
