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Abstract
Inspired by a recent work of Haddad, Jime´nez and Montenegro, we give a new
and simple approach to the recently established general affine Po´lya-Szego¨ principle.
Our approach is based on the general Lp Busemann-Petty centroid inequality and
does not rely on the general Lp Petty projection inequality or the solution of the
Lp Minkowski problem. A Brothers-Ziemer-type result for the general affine Po´lya-
Szego¨ principle is also established. As applications, we reprove some sharp affine
Sobolev-type inequalities and settle their equality conditions. We also prove a sta-
bility estimate for the affine Sobolev inequality on functions of bounded variation by
using our new approach. As a corollary of this stability result, we deduce a stability
estimate for the affine logarithmic–Sobolev inequality.
1 Introduction
The first (symmetric) affine Po´lya-Szego¨ principle was established in [13] by Cianchi, Lut-
wak, Yang and Zhang. More recently, Haberl, Schuster and Xiao [33] obtained an asym-
metric version of the affine Po´lya-Szego¨ principle and proved that it is stronger and directly
implies the symmetric form of Cianchi et al. The same argument also shows that the asym-
metric affine Po´lya-Szego¨ principle directly implies the general affine Po´lya-Szego¨ principle
which was first explicitly stated by Wang [62] (which includes the symmetric and asymmet-
ric versions as special cases). These affine Po´lya-Szego¨-type principles state that the general
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(also, symmetric and asymmetric) affine energy of a function on Rn does not increase under
symmetric rearrangement. They are affine analogues of the classical Po´lya-Szego¨ principle
[55] which plays a fundamental role in the solution of several variational problems from
different areas such as isoperimetric inequalities, sharp forms of Sobolev inequalities and
sharp a priori estimates of solutions to second-order elliptic or parabolic boundary value
problems; see, for example, [8, 36, 37, 38, 58, 59]. It is known that the affine Po´lya-Szego¨-
type principles are stronger and directly imply the classical Po´lya-Szego¨ principle. Among
their applications are a number of sharp affine Sobolev-type inequalities [13, 45, 64, 62]
(like Sobolev, Moser-Trudinger, Morrey-Sobolev, Gagliardo-Nirenberg, and logarithmic-
Sobolev inequalities) which are also stronger than their classical Euclidean counterparts.
The proof of the general (symmetric and asymmetric) affine Po´lya-Szego¨ principle relies
on tools from the Lp Brunn-Minkowski theory of convex bodies (see [42, 43, 44, 45, 46]).
In particular, on the Lp Petty projection inequality [44] (see [9] for an alternative proof)
and on the solution of the normalized Lp Minkowski problem [46].
The main aim of the present paper is to give a new proof for these affine Po´lya-Szego¨-
type principles. Our approach is based on a recent work of Haddad, Jime´nez and Montene-
gro (see [34]) where they give a new proof of some sharp (symmetric) affine Sobolev-type in-
equalities (like Sobolev, Gagliardo-Nirenberg and logarithmic-Sobolev inequalities [45, 64])
by using the Lp Busemann-Petty centroid inequality [44]. We show that their method also
can be applied to general cases considered in [32, 33, 62], and hence gives an alternative
proof for the results in [13, 33, 62]. We emphasize here that neither the (general) Lp Petty
projection inequality [31, 44] nor the solution of the normalized Lp Minkowski problem for
symmetric convex bodies or for polytopes is used in our proof while they play crucial and
important roles in the proofs given in [13, 33, 62].
One advantage of our approach is that it enables us to prove a Brothers-Ziemer-type
result for the general affine Po´lya-Szego¨ principle which was left open in [33, 62] by restric-
tion of their method. Such a result for the (symmetric) affine Po´lya-Szego¨ principle was
recently proved in [61] by Wang. In fact, Wang [61] proved a bit more, namely a stability
estimate for the affine Po´lya-Szego¨ principle by using a recent stability result for the Lp
Petty projection inequality establisheb by Bo¨ro¨czky [5] and a quantitative Po´lya-Szego¨
pinciple for convex symmetrization [19]. We do not know how to obtain the same result
for the general case of the affine Po´lya-Szego¨ principle considered in this paper. However,
as a consequence of our Brothers-Ziemer-type result, we identify all extremal functions for
the new affine Sobolev-type inequalities established in [31, 32, 62].
For p ≥ 1 and n ≥ 2, let W 1,p(Rn) denote the space of real-valued Lp functions on Rn
with weak Lp partial derivatives. We use | · | and Bn2 to denote the standard Euclidean
norm on Rn and its unit ball, respectively. We write ‖ · ‖p for the usual L
p norm of a
function f on Rn. For f ∈ W 1,p(Rn), we set
‖∇f‖p =
(∫
Rn
|∇f(x)|pdx
)1/p
.
Given a function f ∈ W 1,p(Rn), its distributional function µf : [0,∞) → [0,∞) is
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defined by
µf(t) = V ({x ∈ R
n : |f(x)| > t}),
where V denotes the Lebesgue measure on Rn. The decreasing rearrangement f ∗ : [0,∞)→
[0,∞] of f is defined by
f ∗(s) = inf{t > 0 : µf(t) ≤ s}.
Let K denote a compact convex subset of Rn containing the origin in its interior. We write
K˜ to denote the dilation of K of volume ωn := V (B
n
2 ), its Minkowski functional is defined
by
‖x‖K˜ = inf{λ > 0 : x ∈ λK˜}.
The convex symmetrization fK of f with respect to K is defined as follows (see [1])
fK(x) = f ∗(ωn‖x‖
n
K˜
).
When K is an origin-centered Euclidean ball, we obtain the symmetric rearrangement
function f ⋆ of f , that is,
f ⋆(x) = f ∗(ωn|x|
n).
The classical Po´lya-Szego¨ principle states that if f ∈ W 1,p(Rn) for some p ≥ 1, then
f ⋆ ∈ W 1,p(Rn) and
‖∇f‖p ≥ ‖∇f
⋆‖p. (1.1)
In the general affine Po´lya-Szego¨ principle, the Lp norm of the Euclidean length of the
weak gradient is replaced by a general Lp affine energy defined for f ∈ W
1,p(Rn) by
Eλ,p(f) = cn,p
(∫
Sn−1
(∫
Rn
((1− λ)(Duf(x))
p
+ + λ(Duf(x))
p
−) dx
)−n/p
du
)−1/n
, (1.2)
where λ ∈ [0, 1], cn,p = (nωn)
1/n(nωnωp−1/ωn+p−2)
1/p, Duf is the directional derivative of f
in the direction u, and (Duf)+ = max{Duf, 0} and (Duf)− = max{−Duf, 0}. Note that
the constant cn,p is chosen such that
Eλ,p(f
⋆) = ‖∇f ⋆‖p. (1.3)
We emphasize the remarkable and important fact that Eλ,p is invariant under volume
preserving affine transformations on Rn, in contrast to ‖∇f‖p which is invariant under
rigid motions only. Note that E1/2,p(f) is exactly the Lp affine energy Ep(f) defined by
Cianchi, Lutwak, Yang and Zhang [13], and E0,p(f) is the asymmetric Lp affine energy
E+p (f) defined by Haberl, Schuster and Xiao [33].
The first main result of this paper reads as follows:
Theorem 1.1. If p > 1 and f ∈ W 1,p(Rn), then
Eλ,p(f) ≥ Eλ,p(f
⋆). (1.4)
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Moreover, if f is a nonnegative function such that
V ({x : |∇f ⋆(x)| = 0} ∩ {x : 0 < f ⋆(x) < ess sup f}) = 0, (1.5)
where ess sup f denotes the essential supremum of f , then equality holds in (1.4) if and only
if there exists x0 ∈ R
n such that f(x) = fE(x+x0) a.e. on R
n, here E is an origin-centered
ellipsoid (i.e., an image of Bn2 under an invertible linear map).
It is easy to see that Eλ,p(f) = E1−λ,p(f) and that the function λ → Eλ,p(f) is concave
on [0, 1]. Consequently, we have
E0,p(f) ≤ Eλ,p(f) ≤ E1/2,p(f), ∀λ ∈ [0, 1].
Thus, the asymmetric affine Po´lya-Szego¨ principle is the strongest in the family of general
affine Po´lya-Szego¨ principles, while the affine Po´lya-Szego¨ principle is the weakest one. It
follows from Minkowski’s inequality that
Eλ,p(f) ≤ ‖∇f‖p. (1.6)
In view of (1.3), (1.4) and (1.6), we obtain
‖∇f ⋆‖p = Eλ,p(f
⋆) ≤ Eλ,p(f) ≤ ‖∇f‖p, ∀λ ∈ [0, 1]. (1.7)
The second statement in Theorem 1.1 is a Brothers-Ziemer-type result for the general
affine Po´lya-Szego¨ principle. This result yields a necessary condition to ensure that the
general Lp affine energy of a function on R
n is equal to that of its symmetric rearrangement.
The condition (1.5) is equivalent to the absolute continuity of µf and it can not be removed.
In fact, Brothers and Ziemer constructed in [8] a smooth function f such that ‖∇f‖p =
‖∇f ⋆‖p without f being a translation of f
⋆, if one does not assume condition (1.5). For
such a function f , we must have Eλ,p(f) = Eλ,p(f
⋆) by (1.7). However, f is not a translation
of fE for any origin-centered ellipsoid E.
A function f on Rn is said to be of bounded variation if f ∈ Ln/(n−1)(Rn) and its
weak gradient Df is an Rn−valued Radon measure of bounded variation. Let |Df | denote
the total variation of Df , and let σf denote the Radon-Nikodym derivative of Df with
respect to |Df |. Then we have |σf | = 1 |Df |−almost everywhere (a.e.), and d(Df)(x) =
σf (x)d(|Df |)(x) (see [17]). Let BV (R
n) denote the space of functions of bounded variation
on Rn. For each f ∈ BV (Rn), its L1 affine energy is defined as follows (see [60])
E1(f) =
cn,1
2
(∫
Sn−1
(∫
Rn
|〈u, σf(x)〉|d(|Df |)(x)
)−n)−1/n
.
The sharp affine Sobolev inequality for functions on BV (Rn) states that for any f ∈
BV (Rn) we have
E1(f) ≥ nω
1/n
n ‖f‖n′, (1.8)
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where n′ = n/(n − 1). This inequality was first proved by Zhang [65] for compactly
supported C1 functions on Rn, and then was extended to functions of bounded variation
by Wang [60]. The constant nω
1/n
n in (1.8) is sharp and it is attained by the characteristic
functions of ellipsoids. By Minkowski’s inequality, it is easy to see that
‖f‖BV = |Df |(R
n) ≥ E1(f),
thus the affine Sobolev inequality (1.8) is stronger than the classical L1 Sobolev inequality.
It is a well known fact that the classical L1 Sobolev inequality is the functional form of the
classical isoperimetric inequality. It was first shown by Zhang [65] that the affine Sobolev
inequality (1.8) is the functional form of an affine isoperimetric inequality (more precisely,
the Petty projection inequality) which is also stronger than the classical isoperimetric
inequality.
Our next result establishes a stability estimate for inequality (1.8). More precisely, it
was determined how to measure the distance (in some sense) from f to the set of extremal
functions of (1.8) in terms of the deviation between E1(f) and nω
1/n
n ‖f‖n′. To state this
result, let us introduce some notation. For f ∈ BV (Rn), we define
δa(f) =
E1(f)
nω
1/n
n ‖f‖n′
− 1,
if f 6= 0 and δa(0) = 0. We remark that δa(·) is invariant under the action of invertible
affine transformations. We call it the affine Sobolev deficit functional. The class of extremal
functions for (1.8) is denoted by M, that is,
M = {ga,x0,ψ,r = aχx0+arψ(Bn2 ) : a 6= 0, r > 0, x0 ∈ R
n, ψ ∈ SLn},
where SLn denotes the set of n× n volume preserving linear transformations.
For f ∈ BV (Rn), we define the (normalized) distance of f from M by
da(f,M) = inf
{
‖f − ga,x0,ψ,r‖
n′
n′
‖f‖n
′
n′
: ga,x0,ψ,r ∈M, ‖f‖n′ = ‖ga,x0,ψ,r‖n′
}
,
if f 6= 0 and λ(0) = 0.
The second main result of this paper is a stability estimate for (1.8).
Theorem 1.2. For n ≥ 2, there exists a positive constant α(n) depending only on n such
that
da(f,M) ≤ α(n)δa(f)
1/cn, (1.9)
for any f ∈ BV (Rn), with c = 1680.
Theorem 1.2 is proved by exploiting the recently established quantitative anisotropic
Sobolev inequality of Figalli, Maggi and Pratelli [23] and a stability estimate for the
Busemann–Petty centroid inequality which will be presented in Section §5 below. The
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latter inequality is derived from a stability estimate for the Lp Petty projection inequal-
ity due to Bo¨ro¨czky [5], the class reduction technique introduce by Lutwak [41], and an
improved dual mixed volume inequality proved in Section §2. We should emphasize here
that the order of δa(f) in (1.9) is not optimal. We believe that its sharp value should be
1/2 as in the result of Figalli, Maggi and Pratelli [23] for the anisotropic Sobolev inequal-
ity which strengthened the previous results in [10, 25]. The study of stability estimates
for inequalities in analysis and geometry recently has attracted lots of attention by many
mathematicians and has become an important field in mathematical research. We refer
the reader to [2, 3, 4, 5, 10, 11, 12, 19, 21, 22, 23, 24, 25, 26] and references therein for
more background and results in this direction.
The rest of this paper is organized as follows. In the next section we recall some
background material from the Lp Brunn-Minkowski theory of convex bodies. In Section
§3, we prove Theorem 1.1. Section §4 is devoted to reproving several sharp affine Sobolev-
type inequalities and obtain their equality conditions as corollaries of Theorem 1.1. In the
last Section §5, we give a proof of the stability estimate for the affine Sobolev inequality
on BV (Rn) (that is, Theorem 1.2).
2 Background Material
For quick later reference we recall in this section some background material from the Lp
Brunn-Minkowski theory of convex bodies. This theory has its origins in the work of Firey
[27] and was further developed by Lutwak and many authors (see [9, 31, 32, 35, 42, 43, 44,
46, 47, 62]). We also list some basic facts from real analysis which we need in our proofs
of Theorem 1.1 and Theorem 1.2.
A convex body is a compact convex subset of Rn with nonempty interior. We denote
by Kn the set of convex bodies in Rn endowed with the Hausdorff metric, by Kn0 the set
of convex bodies containing the origin in their interiors, and by GLn the set of invertible
linear transformations of Rn. It is well known that each convex body K ∈ Kn is uniquely
determined by its support function defined by
h(K, x) = sup{〈x, y〉 : y ∈ K}, x ∈ Rn.
Note that h(K, ·) is positively homogeneous of degree one and subadditive. Conversely,
every function with these properties is the support function of a unique compact convex
set.
If K ∈ Kn0 , then the polar body K
∗ of K is defined by
K∗ = {x ∈ Rn : 〈x, y〉 ≤ 1 for all y ∈ K}.
From the polar formula for volume, it follows that the n−dimensional Lebesgue measure
V (K∗) of the polar body K∗ is given by
V (K∗) =
1
n
∫
Sn−1
h(K, u)−ndu, (2.1)
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where the integration is with respect to spherical Lebesgue measure. We refer the readers
to the book [56] for more background from the theory of convex bodies.
For real p ≥ 1 and α, β > 0, the Lp Minkowski-Firey combination of K,L ∈ K
n
0 is the
convex body α ·K +p β · L whose support function is defined by (see [27])
h(α ·K +p β · L, ·)
p = αh(K, ·)p + βh(L, ·)p.
The Lp mixed volume Vp(K,L) of K,L ∈ K
n
0 was defined in [42] by
Vp(K,L) =
p
n
lim
ǫ→0+
V (K +p ǫ · L)− V (K)
ǫ
.
It is clear that Vp(K,K) = V (K) for every K ∈ K
n
0 . It was also shown in [42] that for all
convex bodies K,L ∈ Kn0 ,
Vp(K,L) =
1
n
∫
Sn−1
h(L, u)ph(K, u)1−pdS(K, u), (2.2)
where the measure S(K, ·) on Sn−1 is the classical surface area measure of K. Recall that
for a Borel set ω ⊂ Sn−1, S(K,ω) is the (n− 1)−dimensional Hausdorff measure of the set
of all boundary points of K for which there exists a normal vector of K belonging to ω.
A compact subset K of Rn is called star-shaped (about the origin) if for any x ∈ K,
the interval {tx : t ∈ [0, 1]} is contained in K. In this case, the radial function of K,
ρ(K, ·) : Rn \ {0} → [0,∞), is defined by
ρ(K, x) = max{λ ≥ 0 : λx ∈ K}, x 6= 0.
If ρ(K, ·) is positive and continuous, we call K a star body (about the origin). Two star
bodies K and L are said to be dilates if ρ(K, u)/ρ(L, u) is independent of u ∈ Sn−1.
If K ∈ Kn0 then it is easy to prove that
h(K∗, ·) = 1/ρ(K, ·), and ρ(K∗, ·) = 1/h(K, ·).
For star bodies K,L and ǫ > 0, the Lp harmonic radial combination K+˜pǫ · L is the star
body defined by
ρ(K+˜p ǫ · L, ·)
−p = ρ(K, ·)−p + ǫρ(L, ·)−p.
The dual mixed volume V˜−p(K,L) of the star bodies K,L can be defined by
V˜−p(K,L) = −
p
n
lim
ǫ→0
V (K+˜p ǫ · L)− V (K)
ǫ
.
We have the following integral representation for the dual mixed volume V˜−p(K,L) of the
star bodies K,L (see [44]),
V˜−p(K,L) =
1
n
∫
Sn−1
ρ(K, u)n+pρ(L, u)−pdu. (2.3)
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Note that V˜−p(K,K) = V (K) for each star body K. By the Ho¨lder inequality, we have
V˜−p(K,L) ≥ V (K)
(n+p)/nV (L)−p/n, (2.4)
with equality if and only if K,L are dilates.
An improved version of (2.4) which may be of independent interest is given in the next
proposition and is used in the proof of Theorem 1.2.
Proposition 2.1. If K and L are star bodies in Rn, then
V˜−p(K,L)
V (K)(n+p)/nV (L)−p/n
− 1 ≥
p
8n
(
V (K∆(γL))
V (K)
)2
, γ =
(
V (K)
V (L)
)1/n
. (2.5)
Proof. We can assume, without loss of generality, that V (K) = V (L) = 1 by the homo-
geneity of the functionals in (2.5), hence∫
Sn−1
ρ(L, u)n
du
n
= 1.
According to Theorem 1.3 in [49], we have
V˜−p(K,L) =
∫
Sn−1
(
ρ(K, u)n
ρ(L, u)n
)(n+p)/n
ρ(L, u)n
du
n
≥ 1 +
p
2n
(∫
Sn−1
|ρ(K, u)n − ρ(L, u)n|
du
n
)2
= 1 +
p
8n
(∫
Sn−1
(max{ρ(K, u)n, ρ(L, u)n} −min{ρ(K, u)n, ρ(L, u)n})
du
n
)2
= 1 +
p
8n
(∫
Sn−1
(ρ(K ∪ L, u)n − ρ(K ∩ L, u)n)
du
n
)2
= 1 +
p
8n
(V (K ∪ L)− V (K ∩ L))2
= 1 +
p
8n
V (K∆L)2,
which is exactly (2.5).
For K ∈ Kn0 , the asymmetric Lp centroid body of K is a natural notion from the theory
of Lp Minkowski valuations as was first discovered by Ludwig [39] (see also [51, 52]). It is
defined by
h(Γ+pK, u)
p =
1
αn,pV (K)
∫
K
〈u, y〉p+dy, (2.6)
where αn,p = ωn+p−2/((n+p)ωnωp−1) is a normalizing constant such that Γ
+
p B
n
2 = B
n
2 . For
each λ ∈ [0, 1], the general Lp centroid body of K ∈ K
n
0 is the convex body
Γλ,pK = (1− λ) · Γ
+
pK +p λ · Γ
−
pK, (2.7)
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where Γ−pK = Γ
+
p (−K), thus we have
h(Γλ,pK, u)
p =
1
αn,pV (K)
∫
K
((1− λ)〈u, y〉p+ + λ〈u, y〉
p
−)dy. (2.8)
Note that in the symmetric case λ = 1/2, we recover the Lp centroid body ΓpK introduced
by Lutwak et al. [44].
The following general affine Lp Busemann-Petty centroid inequality established in [31]
plays the crucial role in our proof of the general affine Po´lya-Szego¨ principle.
Theorem 2.2. If p ≥ 1 and K ∈ Kn0 , then
V (Γλ,pK) ≥ V (K), (2.9)
with equality if and only if K is an origin-centered ellipsoid.
Although this inequality was formulated in [31] for dimensions n ≥ 3 and p > 1, we
remark that it also holds true in dimension n = 2 with the same proof as the one in [31]. It
was also shown in [31] that inequality (2.9), for p > 1, strengthens and directly implies the
affine Lp Busemann-Petty centroid inequality established by Lutwak et al. in [44], namely
if K ∈ Kn0 , then
V (Γλ,pK) ≤ V (ΓpK).
We turn now to the second tool needed in our proof of the general affine Po´lya-Szego¨
principle. Convex symmetrization was introduced by Alvino, Ferone, Trombetti and Lions
in [1] and further developed in [18, 19, 20]. Similar to the case of symmetric rearrangement,
a Po´lya-Szego¨ principle also holds true for convex symmetrization. Moreover, we have the
following results from [20].
Theorem 2.3. Let K be a convex body in Kn0 and let p ∈ (1,∞). For any function
f ∈ W 1,p(Rn), we have∫
Rn
h(K,−∇f(x))pdx ≥
∫
Rn
h(K,−∇fK(x))pdx. (2.10)
Moreover, if f is a nonnegative function in W 1,p(Rn) such that
V ({x : |∇fK(x)| = 0} ∩ {x : 0 < fK(x) < ess sup f}) = 0, (2.11)
then equality holds in (2.10) if and only if there exists x0 ∈ R
n such that f(x) = fK(x+x0)
a.e. on Rn.
3 Proof of Theorem 1.1
In this section, we give the proofs of Theorem 1.1 and Theorem 1.2. Our proofs fol-
low the ideas from the recent paper of Haddad, Jime´nez and Montenegro [34] where
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these authors gave a new proof of several sharp affine Sobolev-type inequalities (such
as Sobolev, Gagliardo-Nirenberg and logarithmic-Sobolev inequalities) based on the affine
Lp Busemann-Petty centroid inequality of Lutwak et al. [44], and the results of Cordero-
Erausquin, Nazaret and Villani [14] and of Gentil [29].
Let f ∈ W 1,p(Rn) be not 0 a.e. on Rn and let p > 1 be a real number. For each x ∈ Rn
let us define
‖x‖p,λ,f =
(∫
Rn
((1− λ)〈x,∇f(y)〉p+ + λ〈x,∇f(y)〉
p
−) dy
)1/p
,
and
Bλ,p(f) = {x ∈ R
n : ‖x‖p,λ,f ≤ 1}.
The following lemma is elementary.
Lemma 3.1. Let f ∈ W 1,p(Rn) be not 0 a.e. on Rn, then Bλ,p(f) ∈ K
n
0 .
Proof. Since the function ‖ · ‖p,λ,f is positively homogeneous of degree one and convex, the
set Bλ,p(f) is a closed, convex subset of R
n. Thus, to prove Bλ,p(f) ∈ K
n
0 , it is enough to
show that there exist constants C, c > 0 such that
c ≤ ‖u‖p,λ,f ≤ C, ∀ u ∈ S
n−1. (3.1)
It is easy to check that ‖x‖p,λ,f ≤ ‖∇f‖p|x| for every x ∈ R
n. Thus, we can choose
C = ‖∇f‖p in (3.1).
For the existence of c > 0, it is enough to show that ‖u‖p,λ,f > 0 for all u ∈ S
n−1 by the
continuity of the function ‖·‖p,λ,f on S
n−1. On the other hand, since (Duf)− = (D−uf)+, it
suffices to prove that
∫
Rn
((Duf)+(y))
pdy > 0 for any u ∈ Sn−1. We argue by contradiction.
If there exists u ∈ Sn−1 such that∫
Rn
((Duf)+(y))
pdy = 0,
then (Duf)+(y) = 0 a.e. on R
n, or equivalently Duf(y) ≤ 0 a.e. on R
n. Let ψ ∈ C∞0 (R
n)
such that ψ ≥ 0 and
∫
Rn
ψ(y)dy = 1. For each δ > 0, let us define ψδ(x) = δ
−nψ(x/δ) and
fδ = f ⋆ ψδ. We then have fδ ∈ C
∞(Rn), fδ → f in L
p(Rn) as δ → 0+ and Dufδ(x) ≤ 0
for all x ∈ Rn. For each fixed y ∈ u⊥, we have ∂
∂t
fδ(y + tu) = Dufδ(y + tu) ≤ 0. Thus
fδ(y + tu) is a decreasing function of t . Since f ∈ L
p(Rn), for a.e y ∈ u⊥, we have∫
R
|fδ(y + tu)|
pdt <∞.
For such a y ∈ u⊥, we must have fδ(y+tu) = 0 for all t ∈ R by monotonicity. Consequently,
fδ(x) = 0 for all x ∈ R
n. By letting δ → 0+, we obtain f(x) = 0 for a.e. on Rn, which
contradicts the assumption on f and hence finishes the proof of this lemma.
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Since ‖ · ‖p,λ,f is the Minkowski functional associated with Bλ,p(f), we have
‖ · ‖p,λ,f = h((Bλ,p(f))
∗, ·).
Combining (2.1) and the definition of the general Lp affine energy (1.2) shows that
Eλ,p(f) = cn,p(nV (Bλ,p(f)))
−1/n. (3.2)
We next define for x ∈ Rn,
|||x|||p,λ,f =
(∫
Sn−1
‖ξ‖−n−pp,λ,f ((1− λ)〈x, ξ〉
p
+ + λ〈x, ξ〉
p
−) dξ
)1/p
.
This is well defined by (3.1). Since the function ||| · |||p,λ,f is positively homogeneous of
degree one and convex, there exists a unique convex body Kλ,p(f) whose support function
is ||| · |||p,λ,f . The next lemma gives us a useful relation between Kλ,p(f) and the general
Lp centroid body of Bλ,p(f). More precisely, we have the following.
Lemma 3.2. Let f ∈ W 1,p(Rn) be not 0 a.e. on Rn. Then
Kλ,p(f) = ((n + p)αn,pV (Bλ,p(f)))
1/p Γλ,pBλ,p(f). (3.3)
In particular, Kλ,p(f) ∈ K
n
0 .
Proof. Indeed, using polar coordinates, we have for any u ∈ Sn−1,
h(Kλ,p(f), u)
p =
∫
Sn−1
‖ξ‖−n−pp,λ,f ((1− λ)〈ξ, u〉
p
+ + λ〈ξ, u〉
p
−) dξ
= (n+ p)
∫
Sn−1
∫ ‖ξ‖−1p,λ,f
0
((1− λ)〈ξ, u〉p+ + λ〈ξ, u〉
p
−)r
n+p−1drdξ
= (n+ p)
∫
Bλ,p(f)
((1− λ)〈u, y〉p+ + λ〈u, y〉
p
−)dy
= (n+ p)αn,p|Bλ,p(f)| h(Γλ,pBλ,p(f), u)
p,
which implies (3.3).
We also need the following lemma.
Lemma 3.3. Let f ∈ W 1,p(Rn) be not 0 a.e. on Rn. Then
∫
Rn
h(Kλ,p(f),∇f(y))
pdy =
(
Eλ,p(f)
cn,p
)−n
. (3.4)
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Proof. By Fubini’s theorem and (3.2), we have∫
Rn
h(Kλ,p(f),∇f(y))
pdy =
∫
Rn
∫
Sn−1
‖ξ‖−n−pp,λ,f ((1− λ)〈ξ,∇f(y)〉
p
+ + λ〈ξ,∇f(y)〉
p
−)dξdy
=
∫
Sn−1
‖ξ‖−n−pp,λ,f
∫
Rn
((1− λ)〈ξ,∇f(y)〉p+ + λ〈ξ,∇f(y)〉
p
−)dydξ
=
∫
Sn−1
‖ξ‖−np,λ,fdξ
= n|Bλ,p(f)|
=
(
Eλ,p(f)
cn,p
)−n
.
Using Lemma 3.3, we obtain the following estimate.
Proposition 3.4. Let f ∈ W 1,p(Rn) be not 0 a.e. on Rn. Then
(
ωn
V (Kλ,p(f))
)1/n(∫
Rn
h(Kλ,p(f),∇f(y))
pdy
)1/p
≤ Eλ,p(f), (3.5)
with equality if and only if Bλ,p(f) is an origin-centered ellipsoid.
Proof. It follows from the general Lp Busemann-Petty centroid inequality (Theorem 2.2)
and (3.3) that
V (Kλ,p(f)) ≥ ((n+p)αn,p)
n/pV (Bλ,p(f))
(n+p)/p = ((n+p)αn,p)
n/p
(
1
n
[
Eλ,p(f)
cn,p
]−n)(n+p)/p
,
(3.6)
with equality if and only if Bλ,p(f) is an origin-centered ellipsoid.
Combining (3.6) and (3.4) finishes the proof.
Finally, we will need the following elementary lemma.
Lemma 3.5. Let K ∈ Kn0 such that V (K) = ωn. Then for any function f ∈ W
1,p(Rn)
and λ ∈ [0, 1], we have ∫
Rn
h(K,−∇fK(x))pdx = Eλ,p(f
⋆)p. (3.7)
Proof. Since ‖ · ‖K is a Lipschitz function on R
n, it is differentiable at a.e. x ∈ Rn. For
such a point x of differentiability, there exists a unique x∗ = ∇(‖ · ‖K)(x) ∈ R
n such that
hK(x
∗) = 1, 〈x∗, x〉 = ‖x‖K . Let
σK(x) =
x∗
|x∗|
.
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Since ‖ · ‖K is positive homogeneous of degree 1, σK(tx) = σK(x) with t > 0. Note that
for x ∈ ∂K, σK(x) is the outer unit normal vector at x. A simple computation shows that
∇fK(x) = (f ∗)′(ωn‖x‖
n
K)nωn‖x‖
n−1
K x
∗,
for a.e. x ∈ Rn. Thus
h(K,−∇fK(x)) = (−f ∗)′(ωn‖x‖
n
K)nωn‖x‖
n−1
K .
Since |x∗|−1 = h(K, σK(x)), an application of the coarea formula together with (1.3) yields∫
Rn
h(K,−∇fK(x))pdx =
∫
Rn
(−(f ∗)′(ωn‖x‖
n
K)nωn‖x‖
n−1
K )
pdx
=
∫ ∞
0
(−(f ∗)′(ωnt
n)nωn)
pt(n−1)(p+1)dt
∫
∂K
hK(σK(x
∗))dHn−1(x)
= (nωn)
p
∫ ∞
0
(−(f ∗)′(ωnt
n))pt(n−1)(p+1)dt
∫
Sn−1
hK(u)dS(K, u)
= (nωn)
p+1
∫ ∞
0
(−(f ∗)′(ωnt
n))pt(n−1)(p+1)dt
=
∫
Rn
|∇f ⋆(x)|pdx
= Eλ,p(f
⋆)p.
This proves the lemma.
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1: Let f ∈ W 1,p(Rn) be not 0 a.e. on Rn. It is easy to see that
Eλ,p(f) = Eλ,p(−f). (3.8)
Let Bλ,p(−f) and Kλ,p(−f) be the convex bodies defined above. Denote by
K =
(
ωn
V (Kλ,p(−f))
)1/n
Kλ,p(−f).
Then K ∈ Kn0 by Lemma 3.2 and V (K) = ωn. Applying (3.5) yields that
Eλ,p(−f) ≥
(∫
Rn
h(K,−∇f(x))pdx
)1/p
, (3.9)
with equality if and only if Bλ,p(−f) is an origin-centered ellipsoid. The Po´lya-Szego¨
principle for convex symmetrization (Theorem 2.3) implies that∫
Rn
h(K,−∇f(x))pdx ≥
∫
Rn
h(K,−∇fK(x))pdx = Eλ,p(f
⋆)p. (3.10)
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Combining (3.8), (3.9) and (3.10) proves the general affine Po´lya-Szego¨ principle, that is,
the inequality (1.4).
Suppose that f is a nonnegative function satisfying condition (1.5) and that
Eλ,p(f) = Eλ,p(f
⋆).
The equality holds in (3.9). This implies that Bλ,p(−f) is an origin-centered ellipsoid,
hence so is K by its definition and (3.3). Since V (K) = ωn, there exists T ∈ SLn such that
K = TBn2 . We have ‖x‖K = |T
−1x|, thus fK(x) = f ⋆(T−1x). The latter equality implies
that
V ({x : |∇fK(x)| = 0} ∩ {x : 0 < fK(x) < ess sup f}) = 0.
Since equality also holds in (3.10), by Theorem 2.3, there exists x0 ∈ R
n such that f(x) =
fK(x + x0) for a.e. x ∈ R
n. This finishes the proof of Theorem 1.1 since K is an origin-
centered ellipsoid.
We conclude this section with the remark that, when p ∈ (1, n), the conclusions of
Theorem 1.1 also hold for functions in the homogeneous Sobolev space W˙ p(Rn) of real-
valued functions on Rn which vanish at infinity such that their weak derivatives are in
Lp(R
n). A function f on Rn is said to vanish at infinity if for any t > 0, the Lesbegue
measure of the set {x ∈ Rn : |f(x)| > t} is finite. Note that W 1,p(Rn) ⊂ W˙ p(Rn). And if
p ∈ (1, n), then W˙ p(Rn) ⊂ Lnp/(n−p)(Rn) because of the Sobolev embedding theorem.
4 Applications to affine Sobolev-type inequalities
In this section, we use the general affine Po´lya-Szego¨ principle to establish affine Sobolev-
type inequalities related to the general affine Lp energy. For example, we prove general
affine Sobolev, general affine Morrey-Sobolev, general affine Gagliardo-Nirenberg and gen-
eral affine logarithmic-Sobolev inequalities. These inequalities are sharp and stronger than
their classical Euclidean counterparts. Some of them are already known [13, 32, 33, 45, 47,
62]. However, the characterization of their extremal functions were left open. Using the
Brothers-Ziemer-type result established in Theorem 1.1, we can now classify all extremal
functions for these inequalities. This classification of extremal functions seems to be new.
For other asymmetric functional inequalities, see, e.g.,[48, 50, 57, 63].
4.1 General affine Lp Sobolev inequality
The main result of this subsection is the following general affine Lp Sobolev inequality.
Corollary 4.1. Let λ ∈ [0, 1], p ∈ (1, n) and let p∗ = np/(n − p). Then for any function
f ∈ W˙ p(Rn), we have
S(n, p)Eλ,p(f) ≥ ‖f‖p∗ (4.1)
where
S(n, p) = π−1/2n−1/p
(
p− 1
n− p
)1−1/p(
Γ(1 + n/2)Γ(n)
Γ(n/p)Γ(1 + n− n/p)
)1/n
.
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Moreover, equality holds in (4.1) if and only if for a.e. x ∈ Rn,
f(x) = ±(a + |A(x− x0)|
p/(p−1))1−n/p,
for some invertible linear map A ∈ GLn, a > 0 and x0 ∈ R
n.
Corollary 4.1 includes the sharp affine Lp Sobolev inequality of Lutwak et al. [45]
(corresponding to λ = 1/2), and the asymmetric affine Lp Sobolev inequality of Haberl and
Schuster [31, 32] (corresponding to λ = 0). Inequality (4.1) was recently proved by Wang
in [62] for functions f ∈ W 1,p(Rn) by exploiting the solution to the discrete functional
Lp Minkowski problem. In fact, Wang proved it for the dense subspace of W
1,p(Rn) of
piecewise affine functions, and then obtained the inequality for functions in W 1,p(Rn) by
a density argument.
Proof. Inequality (4.1) is an easy consequence of the general affine Po´lya-Szego¨ principle
and the sharp Sobolev inequality on Rn with its equality conditions (see [58, 14]).
Suppose that equality holds in (4.1) for a function f which is not 0 a.e. on Rn. We
first prove that f does not change sign on Rn. Indeed, writing f = f+ − f−, we have
(1− λ)(Duf)
p
+ + λ(Duf)
p
− = (1− λ)(Duf+)
p
+ + λ(Duf+)
p
− + λ(Duf−)
p
+ + (1− λ)(Duf−)
p
−,
hence
‖u‖pp,λ,f = ‖u‖
p
p,λ,f+
+ ‖u‖pp,1−λ,f−.
The Minkowski inequality, and the general affine Lp Sobolev inequality lead to
S(n, p)Eλ,p(f)
p ≥ S(n, p)Eλ,p(f+)
p + S(n, p)E1−λ,p(f−)
≥
(∫
Rn
f+(x)
p∗dx
)p/p∗
+
(∫
Rn
f−(x)
p∗dx
)p/p∗
≥ ‖f‖pp∗, (4.2)
where the last inequality comes from the concavity of the function t → tp/p
∗
on (0,∞).
Since equality holds in (4.1), it also holds in (4.2). Thus either ‖f+‖p∗ or ‖f−‖p∗ must be
zero because of the strict concavity of the function t→ tp/p
∗
on (0,∞). Hence f does not
change sign.
Without loss of generality we can assume that f is nonnegative. Since equality holds
in (4.1), we have equality in the general affine Po´lya-Szego¨ principle and in the Sobolev
inequality for f ⋆. Thus f ⋆ has the form as above, which ensures that the condition (1.5)
in Theorem 1.1 is satisfied. Theorem 1.1 hence yields the existences of x0 ∈ R
n and an
origin-centered ellipsoid E such that f(x) = fE(x+ x0) for a.e. x ∈ R
n.
4.2 General affine Morrey-Sobolev inequality
The classical Morrey-Sobolev inequality [59] states that if f ∈ W 1,p(Rn), p > 1 such that
V (suppf) <∞. Then
‖f‖∞ ≤ bn,pV (suppf)
(p−n)/np‖∇f‖p,
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where
bn,p = n
−1/pω−1/nn
(
p− 1
p− n
)(p−1)/p
.
Equality holds if and only if
f(x) = ±a(1 − |b(x− x0)|
(p−n)/(p−1))+,
for some a, b > 0 and x0 ∈ R
n.
In this subsection, a general affine counterpart of this inequality is established.
Corollary 4.2. Let f ∈ W 1,p(Rn), p > 1 such that V (suppf) <∞, then
‖f‖∞ ≤ n
−1/pω−1/nn
(
p− 1
p− n
)(p−1)/p
V (suppf)(p−n)/npEλ,p(f). (4.3)
Equality holds in (4.3) if and only if
f(x) = ±a(1 − |A(x− x0)|
(p−n)/(p−1))+,
for some A ∈ GLn, a > 0 and x0 ∈ R
n.
Inequality (4.3) was proved in [13] for λ = 1/2, in [31] for λ = 0 and recently in [62] in
general for all λ ∈ [0, 1].
Proof. Inequality (4.3) is easily derived from the general affine Po´lya-Szego¨ principle and
the classical Morrey-Sobolev inequality above.
Suppose that equality holds in (4.3) for a function f which is not 0 a.e. on Rn. We
first show that f does not change sign on Rn. Indeed, writing f = f+ − f−, we have
Eλ,p(f)
p ≥ Eλ,p(f+)
p + Eλ,p(f−)
p.
If f+ and f− are not 0 a.e. on R
n, then
a1 = V (suppf+) > 0 and a2 = V (suppf−) > 0.
It follows from (4.3) and the Ho¨lder inequality that
bpn,pEλ,p(f)
p ≥ a
(n−p)/n
1 ‖f+‖
p
∞ + a
(n−p)/n
2 ‖f−‖
p
∞
≥ (a1 + a2)
(n−p)/n(‖f+‖
n
∞ + ‖f−‖
n
∞)
p/n
> V (suppf)(n−p)/n‖f‖p∞.
This is impossible since equality holds in (4.3), thus f does not change sign on Rn. Hence,
without loss of generality, we may assume that f is nonnegative. Since equality must hold
in the classical Morrey-Sobolev inequality for f ⋆, we have
f ⋆(x) = a(1− |bx|(p−n)/(p−1))+,
for some a, b > 0. Hence, condition (1.5) of Theorem 1.1 is satisfied. Thus, Theorem
1.1 implies that there exist x0 ∈ R
n and an origin-centered ellipsoid E such that f(x) =
fE(x+ x0) for a.e. x ∈ R
n.
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4.3 General affine Gagliardo-Nirenberg inequality
The main result of this subsection is the following general affine Gagliardo-Nirenberg in-
equality.
Corollary 4.3. Let p ∈ (1, n) and α ∈ (0, n/(n− p)), α 6= 1.
(i) If α > 1, then there exists a constant G(n, α, p) such that for any function f ∈
W˙ p(Rn) ∩ Lα(p−1)+1(Rn), we have
‖f‖αp ≤ G(n, α, p)Eλ,p(f)
θ‖f‖1−θα(p−1)+1, (4.4)
where
θ =
n(α− 1)
α(np− (αp+ 1− α)(n− p))
and
G(n, α, p) =
(
y(α− 1)p
πp/2qp−1n
)θ/p(
qy − n
qy
)1/αp(
Γ(y)Γ(1 + n/2)
Γ(y − n/q)Γ(1 + n/q)
)θ/n
,
with y = (αp− α + 1)/(α− 1) and q = p/(p− 1). Moreover, equality holds in (4.4)
if and only if there exist x0 ∈ R
n, a > 0 and A ∈ GLn such that
f(x) = ±(a + |A(x− x0)|
p/(p−1))−1/(α−1),
for a.e. x ∈ Rn.
(ii) If α ∈ (0, 1), then there exists a constant G(n, α, p) such that for any function f ∈
W˙ p(Rn) ∩ Lαp(Rn), it holds
‖f‖α(p−1)+1 ≤ G(n, α, p)Eλ,p(f)
θ‖f‖1−θαp , (4.5)
where
θ =
n(1 − α)
(αp+ 1− α)(n− α(n− p))
and
G(n, α, p) =
(
y(1− α)p
πp/2qp−1n
)θ/p(
qy
qy + n
)(1−θ)/αp(
Γ(y + 1 + n/q)Γ(1 + n/2)
Γ(1 + z)Γ(1 + n/q)
)θ/n
with y = (αp− α + 1)/(1− α) and q = p/(p− 1). Moreover, equality holds in (4.5)
if and only if there exists x0 ∈ R
n, a > 0 and A ∈ GLn such that
f(x) = ±(a− |A(x− x0)|
p/(p−1))
1/(1−α)
+ ,
for a.e. x ∈ Rn.
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Corollary 4.3 was proved in [64] for λ = 1/2, and recently in [34] by a different proof.
The case λ = 1/2 was proved in [31].
Proof. Proof of part (i): Inequality (4.4) is proved by combining the general affine Po´lya-
Szego¨ principle and the classical Gagliardo-Nirenberg inequality [14, 15, 16].
Suppose that equality holds in (4.4) for a function f which is not 0 a.e. on Rn. We
first show that f does not change sign on Rn. Indeed, writing f = f+ − f−, we have
Eλ,p(f)
p ≥ Eλ,p(f+)
p + Eλ,p(f−)
p.
Denote
γ = (1− θ)
αp
α(p− 1) + 1
=
np− αp(n− p)
np− (αp− α + 1)(n− p)
.
Then
1− γ =
(α− 1)(n− p)
np− (αp− α + 1)(n− p)
=
n− p
n
αθ ∈ (0, αθ).
Using (4.4) and the Ho¨lder inequality, we get
‖f‖αpαp = ‖f+‖
αp
αp + ‖f−‖
αp
αp
≤ G(n, α, p)αp
(
Eλ,p(f+)
αpθ‖f+‖
(1−θ)αp
αp−α+1 + Eλ,p(f−)
αpθ‖f−‖
(1−θ)αp
αp−α+1
)
≤ G(n, α, p)αp(Eλ,p(f+)
αθp/(1−γ) + Eλ,p(f−)
αθp/(1−γ))1−γ‖f‖
(1−θ)αp
αp−α+1
≤ G(n, α, p)αp(Eλ,p(f+)
p + Eλ,p(f−)
p)αθ‖f‖
(1−θ)αp
αp−α+1
≤ G(n, α, p)αpEλ,p(f)
αpθ‖f‖
(1−θ)αp
αp−α+1,
here we used the inequality aαθ/(1−γ) + bαθ/(1−γ) ≤ (a + b)αθ/(1−γ) for any a, b ≥ 0 since
αθ/(1 − γ) = n/(n − p) > 1. This inequality is strict unless a or b are equal to 0. Hence
equality in (4.4) implies that either Eλ,p(f+) or Eλ,p(f−) is equal to 0. Thus, f does not
change sign on Rn. The rest of the proof is similar to the one of Corollary 4.1, using
the result of Del Pino and Dolbeault [15, 16] about the extremal functions of the classical
Gagaliardo-Nirenberg inequality.
Proof of part (ii): Part (ii) is proved in the same way.
4.4 General affine logarithmic-Sobolev inequality
The classical sharp Lp logarithmic-Sobolev inequality was proved by Del Pino and Dol-
beault [15, 16] for p ∈ (1, n) and was extended to all p > 1 by Gentil [29]. This inequality
states that for n ≥ 1, p > 1 and any functions f ∈ W 1,p(Rn) such that
∫
Rn
|f(x)|pdx = 1,
we have
Ent(|f |p) =
∫
Rn
|f |p ln(|f |p)dx ≤
n
p
ln
(
Lp
∫
Rn
|∇f |pdx
)
, (4.6)
where
Lp = π
−p/2 p
n
(
p− 1
e
)p−1(
Γ(1 + n/2)
Γ(1 + n(p− 1)/p)
)p/n
.
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Moreover, equality holds in (4.6) if and only if for some σ > 0 and x0 ∈ R
n,
f(x) = π−n/2p(σp(p−1)/p)n/p
(
Γ(1 + n/2)
Γ(1 + n(p− 1)/p)
)1/p
e−|σ(x−x0)|
p/(p−1)
.
The case p = 2 of (4.6) is very interesting since it is equivalent to Gross’s logarithmic-
Sobolev inequality for Gaussian measure [30] which has many important applications in
analysis, probability and quantum field theory.
The affine counterpart of (4.6) was proved by Zhai [64] for λ = 1/2 and p ∈ (1, n) by
exploiting the affine Po´lya-Szego¨ principle and the classical logarithmic-Sobolev inequality
(4.6). Another proof of this inequality can be found in [34] for all p > 1. The asymmetric
affine logarithmic-Sobolev inequality (with λ = 0) was recently established in [31]. In this
subsection, we prove a general affine logarithmic-Sobolev inequality for all λ ∈ [0, 1] and
p > 1. Moreover, all extremal functions are characterized.
Corollary 4.4. Let n ≥ 1 and p > 1, then for any functions f ∈ W 1,p(Rn) such that∫
Rn
|f(x)|pdx = 1, we have
Ent(|f |p) ≤
n
p
ln (LpEλ,p(f)
p) , (4.7)
where Lp is as above. Equality holds in (4.7) if and only if for some σ > 0 and A ∈ SLn
(the set of n× n matrices of determinant 1), we have
f(x) = π−n/2p(σp(p−1)/p)n/p
(
Γ(1 + n/2)
Γ(1 + n(p− 1)/p)
)1/p
e−|σA(x−x0)|
p/(p−1)
.
Proof. Inequality (4.7) is proved by combining the general affine Po´lya-Szego¨ principle and
the classical logarithmic-Sobolev inequality (4.6).
Suppose that equality holds in (4.7) for a function f which is not 0 a.e. on Rn. We will
prove that the function f does not change sign on Rn. Indeed, writing again f = f+− f−,
we show that either f+ or f− is zero a.e. on R
n. Indeed, if this does not hold, define
a1 = ‖f+‖p, a2 = ‖f−‖p, f1 = f+/a1 and f2 = f−/a2. Then by using the strict convexity of
the function et and function t ln t, and the inequality (4.7), we have (note that ap1+a
p
2 = 1)
LpΩλ,p(f)
p ≥ ap1LpEλ,p(f1)
p + ap2LpEλ,p(f2)
p
≥
(
ap1e
pEnt(fp1 )/n + ap2e
pEnt(fp2 )/n
)
≥ e(a
p
1 Ent(f
p
1 )+a
p
2 Ent(f
p
2 ))p/n
≥ eEnt(|f |
p)p/n,
with equality if and only if Ent(f p1 ) = Ent(f
p
2 ) and f1 = f2 a.e. on R
n. This implies that
f = 0 a.e in Rn which contradicts the assumption on f . Hence f does not change sign on
R
n. The rest of the proof is similar with the one of Corollary 4.1.
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5 Stability of the affine Sobolev inequality
As in Section §3, for f ∈ BV (Rn) which is not 0 a.e. on Rn and x ∈ Rn, we define
‖x‖1,f =
∫
Rn
|〈x, σf(y)〉|d(|Df |)(y),
and
B1(f) = {x ∈ R
n : ‖x‖1,f ≤ 1}.
Lemma 5.1. Suppose that f ∈ BV (Rn) is not 0 a.e. on Rn, then B1(f) is an origin-
symmetric convex body in Kn0 .
Proof. It is easy to see that B1(f) is convex and symmetric. We next show that B1(f) is
compact and contains the origin in its interior. To do this, it is enough to show that there
exist constants C, c > 0 such that
c ≤ ‖u‖1,f ≤ C, ∀ u ∈ S
n−1.
Since |〈u, σf(y)〉| ≤ 1 a.e. with respect to |Df |, we can choose C = |Df |(R
n) in the
previous inequality. For the existence of c > 0, it suffices to show that∫
Rn
|〈u, σf(y)〉|d(|Df |)(y) > 0, ∀ u ∈ R
n. (5.1)
Otherwise, if there exists u ∈ Sn−1 such that
∫
Rn
|〈u, σf(y)〉|d(|Df |)(y) = 0, then we must
have 〈u, σf(y)〉 = 0 a.e. with respect to |Df |. For any function ϕ ∈ C
∞
0 (R
n), we have
0 =
∫
Rn
〈u, σf(y)〉ϕ(y)d(|Df |)(y) = −
∫
Rn
f(y)Duϕ(y)dy.
Thus Duf = 0 in the distributional sense. Denote fδ = f ⋆ ψδ, δ > 0 with ψδ defined as
above. Then fδ ∈ C
∞(Rn) and fδ converges to f in Ln/(n−1)(R
n) as δ → 0.
We have Dufδ = Du(f ⋆ ψδ) = (Duf) ⋆ ψδ, that is, Dufδ(x) = 0 for all x ∈ R
n. Thus
fδ is constant in the direction u, but fδ ∈ Ln/(n−1)(R
n), hence fδ(x) = 0 for all x ∈ R
n.
Taking δ → 0 implies that f(x) = 0 for a.e. x ∈ Rn with respect to Lebesgue measure.
This contradicts the assumption on f . Hence (5.1) holds, and our proof is complete.
Let K1(f) denote the convex body whose support function is
h(K1(f), u) =
∫
Sn−1
‖ξ‖−n−11,f |〈u, ξ〉|dξ.
Using the same proof as in Section §3, we have the following result.
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Lemma 5.2. Suppose that f ∈ BV (Rn) is not 0 a.e. with respect to Lesbegue measure.
Then
K1(f) = (n+ 1)αn,1V (B1(f))Γ1B1(f),∫
Rn
h(K1(f), σf(y))d(|Df |)(y) =
(
E1(f)
cn,1
)−n
,
E1(f) ≥
(
ωn
V (K1(f))
)1/n ∫
Rn
h(K1(f), σf(y))d(|Df |)(y),
with equality if and only if B1(f) is an origin-centered ellipsoid, and∫
Rn
h(K, σfK (y))d(|Df
K|)(y) = E1(f
⋆),
for any origin-symmetric convex bodies K such that V (K) = ωn.
For origin-symmetric convex bodies K,L in Rn, the Banach-Mazur distance between
K and L is defined by
δBM(K,L) = min{δ ≥ 0 : K ⊂ Φ(L) ⊂ e
δK for Φ ∈ GLn}.
For a convex body K in Rn, its projection body Π1K is defined by
h(Π1K, u) =
Vn−1(Pru(K))
ωn−1
=
1
2ωn−1
∫
Sn−1
|〈u, v〉| dS(K, v),
where Vn−1 denotes the (n− 1) dimensional volume and Pru(K) is the projection of K on
the hyperplane u⊥. Denote by Π∗1K the polar of Π1K. The Petty projection inequality is
one of the classical affine isoperimetric inequalities [54]. It states that for any convex body
K in Rn,
V (Π∗1K)V (K)
n−1 ≤ ωnn,
with equality if and only if K is an ellipsoid. A stability estimate for the Petty projection
inequality recently proved by Bo¨ro¨czky [5] reads as follows: For any origin-symmetric
convex body K in Rn,
V (Π∗1K)V (K)
n−1 ≤ (1− γδBM (K,B
n
2 )
cn)ωnn, (5.2)
where c = 1680 and γ > 0 depends only on n.
In order to establish Theorem 1.2, we will prove a stability estimate for the Busemann-
Petty centroid inequality. In fact, this stability estimate is derived from (5.2) by using a
class reduction technique introduced by Lutwak [40] and the improved dual mixed volume
inequality (2.5). For origin-symmetric convex bodies K,L in Rn, let us denote
A(K,L) =
V (K∆(aA))
V (K)
with a =
(
V (K)
V (L)
)1/n
.
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It is well known that
c1(n)δBM(K,L)
n ≤ inf{A(K,ψ(L)) : ψ ∈ GLn} ≤ c2(n)δBM (K,L), (5.3)
where c1(n), c2(n) depend only on n (see [6, Section 5] and [7, Section 8]).
Our stability estimate for the Busemann-Petty centroid inequality can be now stated
as follows.
Proposition 5.3. Let K be an origin-symmetric convex body in Rn. Then
V (Γ1K)
V (K)
≥ 1 + C(n)δBM (K,B
n
2 )
cn, (5.4)
where C(n) depends only on n and c = 1680. Consequently, we have
V (Γ1K)
V (K)
≥ 1 + C˜(n) (inf{A(K,E) : E ∈ E})cn ,
where C˜(n) depends only on n.
Proof. We start with the following equality given in [41] for any star body K and convex
body L,
V1(L,Γ1K) =
ωn
V (K)
V˜−1(K,Π
∗
1L).
Taking L = Γ1K leads to
V (Γ1K) =
ωn
V (K)
V˜−1(K,Π
∗
1Γ1K).
In order to simplify the notation, let us denote
δ =
V (Γ1K)
V (K)
− 1, δ1 = δBM (Γ1K,B
n
2 ), and η = A(K,Π
∗
1Γ1K)
According to (2.5) with p = 1, we have
V (Γ1K) ≥ ωnV (K)
1/nV (Π∗1Γ1K)
−1/n
(
1 +
η2
8n
)
,
or equivalently
V (Γ1K)
V (K)
≥ ωnnV (Γ1K)
1−nV (Π∗1Γ1K)
−1
(
1 +
η2
8n
)n
. (5.5)
Plugging (5.2) into (5.5) implies that
1 + δ ≥ (1− γδcn1 )
−1
(
1 +
η2
8n
)n
≥ (1 + γδcn1 )
(
1 +
η2
8
)
≥ 1 + γδcn1 +
η2
8
.
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According to (5.3), we have η ≥ c1(n)δBM(K,Π
∗
1Γ1K)
n. Thus, there exists c(n) > 0
depending only on n such that
δ ≥ c(n)(δ1 + δBM (K,Π
∗
1Γ1K))
cn. (5.6)
Let E be the origin-centered ellipsoid E such that E ⊂ Γ1K ⊂ e
δ1E. Then
Π1E ⊂ Π1Γ1K ⊂ e
(n−1)δ1Π1E,
or equivalently
e−(n−1)δ1Π∗1E ⊂ Π
∗
1Γ1K ⊂ Π
∗
1E.
Thus, we have
δBM (Π
∗
1Γ1K,B
n
2 ) ≤ (n− 1)δ1. (5.7)
Plugging (5.7) into (5.6) and using the triangle inequality for the Banach-Mazur dis-
tance yields the desired inequality (5.4).
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2: By homogeneity, we can assume that ‖f‖n′ = 1. Denote
K =
(
ωn
V (K1(f))
)1/n
K1(f).
Then K is an origin-centered convex body and V (K) = ωn. Using Lemma 5.2, Proposition
5.3 and the affine Sobolev inequality, we have
δa(f) =
E1(f)
nω
1/n
n
(
1−
(
V (B1(f))
V (Γ1B1(f))
)1/n)
+
∫
Rn
hK(σf )d(|Df |)
nω
1/n
n
− 1
≥ 1−
1
(1 + C(n)δBM (B1(f), Bn2 )
cn)1/n
+
∫
Rn
hK(σf)d(|Df |)
nω
1/n
n
− 1. (5.8)
In particular, we have
δa(f) ≥ 1−
1
(1 + C(n)δBM (B1(f), Bn2 )
cn)1/n
,
or equivalently,
δBM(B1(f), B
n
2 ) ≤
(
(1− δa(f))
−n − 1
C(n)
)1/cn
. (5.9)
Since δBM (B1(f), B
n
2 ) ≤ (lnn)/2 by John’s theorem, (5.9) implies the existence of a con-
stant C1(n) depending only on n such that
δBM (B1(f), B
n
2 ) ≤ C2(n)δa(f)
1/cn.
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From the definition of the L1 centroid body, it is easy to prove that
δBM (K,B
n
2 ) = δBM (Γ1B1(f), B
n
2 ) ≤ C3(n)δa(f)
1/cn, (5.10)
where C3(n) depends only on n.
If δ denotes δBM (K,B
n
2 ), then there exists an origin-centered ellipsoid such that
E ⊂ K ⊂ eδE.
Taking ψ ∈ SLn such that (ωn/V (E))
1/nE = ψ(Bn2 ), we have
e−δψ(Bn2 ) ⊂ K ⊂ e
δψ(Bn2 ).
Consequently, since δ ≤ (lnn)/2 by John’s theorem, we have
V (K∆ψ(Bn2 )) ≤ ωn(e
nδ − e−nδ) ≤ C4(n)ωnδ, (5.11)
where C4(n) depends only on n.
The quantitative anisotropic Sobolev inequality (see [23]) implies the existence of a 6= 0
and x0 ∈ R
n such that∫
Rn
hK(σf )d(|Df |)
nω
1/n
n
− 1 ≥
1
C5(n)
(∫
Rn
|f − aχx0+ar(a)K |
n′dx
)2
,
where r(a) = ω
−1/n
n |a|−n
′
is chosen such that
∫
Rn
|aχx0+ar(a)K |
n′dx = 1, and C4(n) depends
only on n. Consequently, we have(∫
Rn
|f − aχx0+ar(a)K |
n′dx
)2
≤ C5(n)δa(f). (5.12)
From (5.10), (5.11) and (5.12), we have∫
Rn
|f − aχx0+ar(a)ψBn2 |
n′dx
≤ 21−n
′
(∫
Rn
|f − aχx0+ar(a)K |
n′dx+
∫
Rn
|aχx0+ar(a)K − aχx0+ar(a)ψ(Bn2 )|
n′dx
)
≤ 21−n
′
(
(C5(n)δa(f))
1/2 + |a|n
′+nr(a)nV (K∆ψ(Bn2 ))
)
≤ 21−n
′
(
(C5(n)δa(f))
1/2 + C4(n)δ
)
≤ 21−n
′
(
(C5(n)δa(f))
1/2 + C4(n)C3(n)δa(f)
1/cn
)
≤ α(n)δa(f)
1/cn.
This completes the proof of Theorem 1.2.
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We finally remark that Theorem 1.2 immediately implies a stability estimate for the
affine L1 logarithmic–Sobolev inequality. Let us recall that if n ≥ 2, then for every f ∈
BV (Rn) which is not 0 a.e. on Rn, we have∫
Rn
|f(x)|
‖f‖1
ln
(
|f(x)|
‖f‖1
)
dx ≤ n ln
(
E1(f)
nω
1/n
n ‖f‖1
)
. (5.13)
Inequality (5.13) follows immediately from the affine Sobolev inequality (1.8) by the fol-
lowing argument. Obviously, we can assume ‖f‖1 = 1 by homogeneity. Thus, by Jensen’s
inequality and the affine Sobolev inequality (1.8), we have∫
Rn
|f(x)| ln(|f(x)|)dx =
1
n′ − 1
∫
Rn
|f(x)| ln
(
|f(x)|n
′−1
)
dx
≤
1
n′ − 1
ln
(∫
Rn
|f(x)|n
′
dx
)
≤ n ln
(
E1(f)
nω
1/n
n
)
,
which is (5.13). Moreover, we have
‖f‖1
‖f‖n′
exp
(
1
n
∫
Rn
|f(x)|
‖f‖1
ln
(
|f(x)|
‖f‖1
)
dx
)
≤ 1.
Hence, if we set
δaLS(f) =
E1(f)
nω
1/n
n ‖f‖n′
−
‖f‖1
‖f‖n′
exp
(
1
n
∫
Rn
|f(x)|
‖f‖1
ln
(
|f(x)|
‖f‖1
)
dx
)
.
We then have
δaLS(f) ≥ δa(f).
As a corollary of the previous inequality and Theorem 1.2, we deduce the following stability
estimate for affine logarithmic–Sobolev inequality (5.13).
Corollary 5.4. For n ≥ 2 and f ∈ BV (Rn), we have
da(f,M) ≤ α(n) δaLS(f)
1/cn,
with c = 1680 and α(n) is the constant given in Theorem 1.2.
An Euclidean counterpart of Corollary 5.4 can be found in [23].
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