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Abstract
We consider undiscounted reinforcement
learning in Markov decision processes
(MDPs) where both the reward functions and
the state-transition probabilities may vary
(gradually or abruptly) over time. For this
problem setting, we propose an algorithm and
provide performance guarantees for the regret
evaluated against the optimal non-stationary
policy. The upper bound on the regret is given
in terms of the total variation in the MDP.
This is the first variational regret bound for the
general reinforcement learning setting.
1 INTRODUCTION
A Markov decision process (MDP) is a discrete-time
state-transition system in which the transition dynam-
ics follow the Markov property (Puterman [1994],
Bertsekas and Tsitsiklis [1996]). MDPs are a standard
model to express uncertainty in reinforcement learning
problems. In the classical MDP model, the transition
dynamics and the reward functions are time-invariant.
However, such fixed transition dynamics and reward
functions are insufficient to model real world problems
in which parameters of the world change over time. To
deal with such problems, we consider a setting in which
both the transition dynamics and the reward functions
may vary over time. These changes can be either abrupt
or gradual. As a motivation, consider the problem of
deciding which ads to place on a webpage. The in-
stantaneous reward is the payoff when viewers are redi-
rected to an advertiser, and the state captures the de-
tails of the current ad. With a heterogeneous group of
viewers, an invariant state-transition function cannot ac-
curately capture the transition dynamics. The instanta-
neous reward, dependent on external factors, is also bet-
ter represented by changing reward functions. For addi-
tional motivation and further practical applications, see
Yuan Yu and Mannor [2009a] and Yuan Yu and Mannor
[2009b], Abbasi et al. [2013].
1.1 MAIN CONTRIBUTION
For reinforcement learning in MDP with changes in re-
ward function and transition probabilities, we provide
an algorithm, UCRL with Restarts, a version of UCRL
[Jaksch et al., 2010], which restarts according to a sched-
ule dependent on the variation in the MDP (defined
in Section 2 below). We derive a high-probability up-
per bound on the cumulative regret of our algorithm of
O˜(DST 2/3(V r +DV p)1/3√A) which is optimal in the
order of time and variation. Our problem formulation
and analysis of the algorithm in terms of variation rather
than the number of changes allows us to handle cases
where the number of changes is high. To the best of our
knowledge, these bounds are the first variational bounds
for the general reinforcement learning setting. So far,
variational regret bounds have been derived only for the
simpler bandit setting [Besbes et al., 2014].
1.2 RELATED WORK
MDPs in which the state-transition probabilities
change arbitrarily but the reward functions remain
fixed, have been considered by Nilim and El Ghaoui
[2005], Xu and Mannor [2006]. On the other hand,
Even-dar et al. [2005] and Dick et al. [2014] consider
the problem of MDPs with fixed state-transition prob-
abilities and changing reward functions. Moreover,
Even-dar et al. [2005, Theorem 11] also show that
the case of MDPs with both changing state-transition
probabilities and changing reward functions is com-
putationally hard. Yuan Yu and Mannor [2009a]
and Yuan Yu and Mannor [2009b] consider arbitrary
changes in the reward functions and arbitrary, but
bounded, changes in the state-transition probabilities.
They also give regret bounds that scale with the propor-
tion of changes in the state-transition kernel and which
in the worst case grow linearly with time. Abbasi et al.
[2013] consider MDP problems with (oblivious) ad-
versarial changes in state-transition probabilities and
reward functions and provide algorithms for minimizing
the regret with respect to a comparison set of stationary
(expert) policies.
1.3 OUTLINE
The rest of the article is structured as follows. In Sec-
tion 2, we describe the problem at hand formally and de-
fine the performance measure to be used. In Section 3,
we present our algorithmic solution for the stated prob-
lem. We briefly summarize the main result of the arti-
cle in Section 4. Next, in Section 5, we provide proofs
for the two main theorems as well as other preliminary
results required for the former. A few technical details
required for these proofs are deferred until Section 6. In
Section 7, we discuss this work, including possible future
directions.
2 SETTING
In our setting, while the state space S (|S| = S) and ac-
tion spaceA (|A| = A) of the MDP in which the learner
operates are assumed to be fixed, mean rewards and tran-
sition probabilities are time dependent. Accordingly, we
write r¯t(s, a) ∈ [0, 1] for the mean reward for choosing
action a in state s at time t, and pt(s
′|s, a) for the proba-
bility of a transition from state s to s′ when choosing ac-
tion a at time t. We assume that theMDPMt at each step
t is communicating, i.e., has a finite diameter Dt. (The
diameter is the minimal expected time it takes to get from
any state to any other state in the MDP, cf. Jaksch et al.
[2010].) Further, we denote a common upper bound for
allDt up to step T byD. The average reward ρ(M,π) of
a stationary policy π : S → A in anM is the limit of the
expected average accumulated reward when following π,
i.e.,
ρ(M,π) := lim
T→∞
1
T
E
[
T∑
t=1
rt
]
where rt denotes the random reward the learner obtains
at time t. The optimal average reward of each Mt is in-
dependent of the initial state and we denote it by ρ∗t . The
learner competes at each time step with the optimal aver-
age reward ρ∗t . Accordingly, we define the regret after T
steps by,
RT :=
T∑
t=1
(
ρ∗t − rt
)
.
Note that if there are no changes, this is equivalent to
the standard notion of regret as used e.g. by Jaksch et al.
[2010].
2.1 DEFINITION OF VARIATION
We consider individual terms for the variation in mean
rewards and transition probabilities, that is,
V rT :=
T−1∑
t=1
max
s,a
∣∣r¯t+1(s, a)− r¯t(s, a)∣∣,
V pT :=
T−1∑
t=1
max
s,a
∥∥pt+1(·|s, a)− pt(·|s, a)∥∥1.
These “local” variation measures can also be used to
bound a more “global” notion of variation in average re-
ward, defined as
VT :=
T−1∑
t=1
max
pi
∣∣ρ(Mt+1, π)− ρ(Mt, π)∣∣.
Theorem 1. VT ≤ V rT +DV pT .
The proof of Theorem 1 is given in Section 5.2. While
VT is a more straightforward adaptation of the notion of
variation of Besbes et al. [2014] from the bandit to the
MDP setting, in the latter it seems more natural to work
with the local variation measures for rewards and tran-
sition probabilities, as –unlike in the bandit setting– the
learner only has direct access to the rewards and transi-
tion probabilities.
3 ALGORITHM
For reinforcement learning in the changingMDP setting,
we propose an algorithm based on the UCRL algorithm
of Jaksch et al. [2010]. UCRL is an algorithm that is
based on the idea of being optimistic in the case of uncer-
tainty and employs confidence intervals for rewards and
transition probabilities to implement it. That is, when
computing a new policy it considers the set of all MDPs
that are plausible with respect to the observations so far.
From this set, the algorithm chooses the policy and the
MDP that give the highest average reward.
For the changing MDP setting, we restart UCRL after a
particular number of steps. The idea of restarting UCRL
in the changingMDP setting has been considered already
by Jaksch et al. [2010] who also showed respective re-
gret bounds (see next section). However, we modify the
restarting schedule of the algorithm to provide a regret
bound which is order optimal in terms of time horizon T
and the variation parameters.
The algorithm is shown in detail as Algorithm 1. Each
phase h restarts UCRL, which maintains state-action
counts (line 7) as well as estimates of rewards and tran-
sition probabilities (line 8). In each episode (UCRL-
internal, not to be confused with the phases), UCRL
computes an optimistic policy that maximizes the op-
timal average reward over all policies and all plausi-
ble MDPs (defined via confidence intervals for the es-
timated rewards and transition probabilities), see lines 9
and 10. This policy is played until the visits in some
state-action pair double (lines 11 and 12), at which point
a new episode starts and a new policy is computed sub-
sequently.
4 RESULTS
If one considers a setting with theMDP changing at most
L times, then UCRL with a restarting scheme adapted
to the number of changes L gives the following regret
bound of order O˜(T 2/3L1/3). This bound is due to
Jaksch et al. [2010].
Theorem 2 (Jaksch et al. [2010]). Given that the number
of changes in reward distributions and transition proba-
bilities is bounded by L, the regret (measured as the sum
of missed rewards compared to the L optimal policies in
the periods during which the MDP remains constant) of
UCRL restarted at steps ⌈ i3(L+1)2 ⌉ for i = 1, 2, 3, . . . is
upper bounded by
65 · (L+ 1)1/3T 2/3DS
√
A log
(
T
δ
)
with probability of at least 1− δ.
For our algorithm with the different restarting scheme
adapted to the variation, we can show a regret upper
bound as follows.
Theorem 3. The regret of UCRL restarting every⌈
T 2/3
(V rT+DV
p
T )
2/3
⌉
steps is bounded with probability 1 − δ
as,
RT ≤ 34DST 2/3(V rT +DV pT )1/3
√
A log (8T 2/δ)
+DSA log2
(
8T 2
SA
)
when T ≥ SA.
The proof of Theorem 3 is given in Section 5.3.
5 PROOFS
First, we state a few preliminary results which we will
use later in the proofs of the main theorem.
Algorithm 1 UCRL with Restarts
1: Input: States S, actions A, confidence parameter δ,
variation parameters V rT and V
p
T .
2: Initialization: Set t := 1.
3: At every
⌈
T 2/3
(V rT+DV
p
T )
2/3
⌉
steps, start a new phase
h = 1, 2, . . . .
4: Phase initialization: At the start of phase h, note
the start time t¯h := t.
5: for episode k = 1, . . . do
6: Set the start time of episode k, tk := t.
7: For all (s, a) in S × A initialize the state-action
counts for episode k, vk(s, a) := 0. Further, set
the state-action counts in the current phase h prior
to episode k,
Nk (s, a) := # {t¯h ≤ τ < tk : sτ = s, aτ = a} .
8: For s, s′ ∈ S and a ∈ A, set the observed accu-
mulated rewards and the transition counts in the
current phase h prior to episode k,
Rk (s, a) :=
tk−1∑
τ=t¯h
rτ · 1sτ=s,aτ=a,
Pk (s, a, s
′) := #
{
t¯h ≤ τ < tk :
sτ = s, aτ = a, sτ+1 = s
′
}
.
Compute estimates rˆk (s, a) :=
Rk(s,a)
max{1,Nk(s,a)}
and pˆk (s
′|s, a) := Pk(s,a,s′)max{1,Nk(s,a)} .
Compute policy π˜k :
9: LetMk be the set of plausible MDPs M˜ with re-
wards r˜(s, a) and transition probabilities p˜(·|s, a)
satisfying Eq. (1) and (2).
|r˜(s, a)− rˆk(s, a)| ≤
√
9 log (8SAtk/δ)
max (1, Nk(s, a))
,
(1)
∥∥p˜(·|s, a)− pˆk(·|s, a)∥∥1 ≤
√
9S log (8Atk/δ)
max (1, Nk(s, a))
.
(2)
10: Use extended value iteration (see Section 3.1.2 in
Jaksch et al. [2010]) to find a policy π˜k and an op-
timistic MDP M˜k ∈ Mk such that
ρ˜k := ρ(M˜k, π˜k) = max
M ′∈Mk,pi
ρ(M ′, π).
Execute policy π˜k:
11: while vk(st, π˜k(st)) < max{1, Nk(st, π˜k(st))}
do
12: Choose action at = π˜k(st), obtain reward rt, and
observe st+1. Set t = t+ 1.
13: end for
5.1 PRELIMINARIES
Lemma 1. Let r˜(s, a) and p˜(s, a) be the optimistic val-
ues computed by our algorithm from samples collected
in any time interval [t, t′]. Further, let V r[t,t′] and V
p
[t,t′]
be the variation of rewards and transition probabilities
in the interval [t, t′]. Let ρ∗t′ and ρ˜t′ be the optimal aver-
age reward at time t′ and the optimistic average reward
of the algorithm at time t′, respectively. Then,
ρ∗t′ ≤ ρ˜t′ + V r[t,t′] +DV p[t,t′]
simultaneously for all intervals [t, t′] with probability at
least 1− δ
4T 5/2
.
The proof for this lemma is given in Section 6.1.
Lemma 2 (Azuma-Hoeffding inequality (Hoeffding
[1963])). Let X1, X2, . . . be a martingale difference se-
quence with |Xi| ≤ c for all i. Then for all ǫ > 0 and
n ∈ N,
P
{
n∑
i=1
Xi ≥ ǫ
}
≤ exp
(
− ǫ
2
2nc2
)
.
Lemma 3. For any sequence of numbers z1, . . . , zn with
0 ≤ zk ≤ Zk−1 := max
{
1,
∑k−1
i=1 zi
}
n∑
k=1
zk√
Zk−1
≤
(√
2 + 1
)√
Zn .
This lemma is proven in Appendix C.3 of Jaksch et al.
[2010].
5.2 PROOF OF THEOREM 1
Proof. We state the following lemma based on Lemma 8
in Ortner et al. [2014].
Lemma 4. Consider a pair of communicatingMDPsM1
andM2 with the same state-action space such that
max
s,a
∣∣r¯1(s, a)− r¯2(s, a)∣∣ ≤ V r,
max
s,a
∥∥p1(.|s, a)− p2(.|s, a)∥∥1 ≤ V p.
Assume that an optimal policy π∗ for M1 is performed
onM2 for w steps and let n
∗(s) be the number of times
states s is visited in these w steps. Then,
wρ∗(M1)−
∑
s∈S
n∗(s) · r¯2(s, π∗(s))
< wDV p + wV r +D
√
2w log (1/δ) +D
with probability at least 1− δ.
The proof for Lemma 4 is given in Section 6.2.
Lemma 5.
|ρ∗(M1)− ρ(M2, π∗)| ≤ V r +DV p.
Proof. We can divide the result of lemma 4 byw, choose
δ = 1/w and let w → ∞ to get the statement of the
lemma.
Then one can write that,
|ρpit − ρpit′ | ≤ V r[t,t′] +DV p[t,t′]
for any policy π. Using the above,
VT =
∑T−1
t=1 maxpi |ρpit − ρpit+1| ≤
∑T−1
t=1 V
r
[t,t+1] +
D
∑T−1
t=1 V
p
[t,t+1] = V
r
T +DV
p
T .
5.3 PROOF OF THEOREM 3
We first consider the regret in a fixed phase h. Let V rh ,
V ph and Vh be the variation in rewards, transition prob-
abilities and average rewards within this phase respec-
tively. Let Th be the number of time steps in phase h and
Tk be the number of time steps in episode k. Let Kh be
the number of episodes in phase h. We can bound the
regret in phase h as,
Rh =
Kh∑
k=1
tk+1−1∑
t=tk
(ρ∗t − rt)
≤
Kh∑
k=1
tk+1−1∑
t=tk
(
ρ∗tk − rt
)
+ VhTh
≤
Kh∑
k=1
tk+1−1∑
t=tk
(ρ˜tk − rt) + 2(V rh +DV ph ) · Th
=
Kh∑
k=1
∑
s,a
(ρ˜tk − r¯t(st, at)) vk(s, a)
+
t¯h+1−1∑
t=t¯h
(r¯t(st, at)− rt)
+ 2(V rh +DV
p
h ) · Th
with probability at least 1− δ
4T 5/2
. The second inequality
is due to Lemma 1 and Theorem 1.
ConsiderXt := r¯t(st, at)−rt comprising of Th samples
with t = t¯h, . . . , t¯h+1 − 1. Thus defined Xt constitutes
a martingale difference sequence. Because the mean re-
wards are bounded in [0, 1], |Xt| ≤ 1. Therefore by
Lemma 2,
P


t¯h+1−1∑
t=t¯h
(r¯t(st, at)− rt) ≥
√
3Th log
(
8T 2
δ
)

≤
(
δ
8T 2
)3/2
<
δ
16T 5/2
.
Therefore with probability at least 1− δ
16T 5/2
− δ
4T 5/2
,
Rh ≤
Kh∑
k=1
∑
s,a
(ρ˜tk − r¯t(st, at)) vk(s, a)
+
√
3Th log
(
8T 2
δ
)
+ 2(V rh +DV
p
h ) · Th
=
Kh∑
k=1
∑
s,a
(ρ˜tk − r˜tk(s, a)) vk(s, a)
+
Kh∑
k=1
∑
s,a
(r˜tk(s, a)− r¯t(st, at)) vk(s, a)
+
√
3Th log
(
8T 2
δ
)
+ 2(V rh +DV
p
h ) · Th. (3)
The first term of Eq. (3). Let P˜ k := (ρ˜k(s
′|s, π˜k(s)))s,s′
be the transition matrix of π˜k on M˜k, and vk :=
(vk(s, π˜k(s)))s be the row vector of visit counts for each
state and the corresponding action chosen by π˜k . Using
this notation, by Section 4.3.1 in the UCRL analysis of
[Jaksch et al., 2010], we can rewrite the first term on the
right hand side as
Kh∑
k=1
∑
s,a
(ρ˜tk − r˜tk(s, a)) vk(s, a) ≤
Kh∑
k=1
vk(P˜ k − I)wk
(4)
for a vectorwk with ‖wk‖ ≤ D2 .
The second term of Eq. (3).
Kh∑
k=1
∑
s,a
(r˜tk(s, a)− r¯tk(s, a)) vk(s, a)
≤
Kh∑
k=1
∑
s,a
|r˜tk(s, a)− rˆk(s, a)|vk(s, a)
+
Kh∑
k=1
∑
s,a
|rˆk(s, a)− r¯tk(s, a)|vk(s, a)
≤
Kh∑
k=1
∑
s,a
vk(s, a)
√
9 log (8SAtk/δ)
max (1, Nk(s, a))
+
Kh∑
k=1
∑
s,a
|rˆk(s, a)− r¯tk(s, a)| vk(s, a). (5)
The last inequality follows from Eq. (1).∑
s,a
|rˆk(s, a)− r¯tk(s, a)|vk(s, a)
=
∑
s,a
∣∣∣∣∣
∑tk−1
τ=t¯h
rτ1sτ=s,aτ=a
max{1, Nk(s, a)} − r¯tk(s, a)
∣∣∣∣∣ vk(s, a).
With another application of Lemma 2,
P


tk−1∑
τ=t¯h
(rτ − r¯τ (s, a))1sτ=s,aτ=a ≥ Ck,s,a


≤
(
δ
8T 2
)3/2
<
δ
16T 5/2
,
where
Ck,s,a =
√
3Nk(s, a) log
(
8T 2
δ
)
. (6)
Therefore with probability at least 1− δ
16T 5/2
,∑
s,a
|rˆk(s, a)− r¯tk(s, a)|vk(s, a)
≤
∑
s,a
∣∣∣
(∑tk−1
τ=t¯h,sτ=s.aτ=a
r¯τ (s, a)
)
+ Ck,s,a
max{1, Nk(s, a)}
− r¯tk(s, a)
∣∣∣vk(s, a)
≤
∑
s,a
∣∣∣Nk(s, a) · (r¯tk(s, a) + V rh ) + Ck,s,a
max{1, Nk(s, a)}
− r¯tk(s, a)
∣∣∣vk(s, a)
≤
∑
s,a
∣∣∣∣ Ck,s,amax{1, Nk(s, a)} + V rh
∣∣∣∣ vk(s, a). (7)
The second inequality follows from the fact that mean
rewards in the phase h are at most V rh apart and∑tk−1
τ=t¯h
1sτ=s,aτ=a = Nk(s, a). From Eq. (5) and (7),
Kh∑
k=1
∑
s,a
(r˜tk(s, a)− r¯tk(s, a)) vk(s, a)
≤
Kh∑
k=1
∑
s,a
vk(s, a)
∣∣∣∣∣
√
9 log (8SAtk/δ)
max (1, Nk(s, a))
+
Ck,s,a
max{1, Nk(s, a)} + V
r
h
∣∣∣∣ (8)
with probability at least 1− δ
16T 5/2
.
From Eq. (3), (4) and (8),
Rh ≤
Kh∑
k=1
vk(P˜ k − I)wk + (3V rh + 2DV ph ) · Th
+
Kh∑
k=1
∑
s,a
vk(s, a)
∣∣∣∣∣
√
9 log (8SAtk/δ)
max (1, Nk(s, a))
+
Ck,s,a
max{1, Nk(s, a)}
∣∣∣∣+
√
3Th log
(
8T 2
δ
)
(9)
with probability at least 1− 2δ
16T 5/2
− δ
4T 5/2
.
Simplifying
∑Kh
k=1 vk(P˜ k − I)wk: Denote the unit vec-
tors with i-th coordinate 1 and all other coordinates 0
by ei. Then
Kh∑
k=1
vk(P˜ k − I)wk
=
Kh∑
k=1
tk+1−1∑
t=tk
(
p˜k(·|st, at)− est
)
wk
=
Kh∑
k=1
tk+1−1∑
t=tk
(
p˜k(·|st, at)− pt(·|st, at)
)
wk
+
Kh∑
k=1
tk+1−1∑
t=tk
(
pt(·|st, at)− est
)
wk. (10)
The first term: Below we use that ‖wk‖ ≤ D2 .
tk+1−1∑
t=tk
(
p˜k(·|st, at)− pt(·|st, at)
)
wk
=
tk+1−1∑
t=tk
(
p˜k(·|st, at)− pˆk(·|st, at)
)
wk
+
tk+1−1∑
t=tk
(
pˆk(·|st, at)− pt(·|st, at)
)
wk.
Since,
tk+1−1∑
t=tk
(
p˜k(·|st, at)− pˆk(·|st, at)
)
wk
=
∑
s,a
vk(s, a)
(
p˜k(·|s, a)− pˆk(·|s, a)
)
wk
≤
∑
s,a
vk(s, a) · ‖p˜k(·|s, a)− pˆk(·|s, a)‖1 · ‖wk‖∞
≤
∑
s,a
vk(s, a) ·
√
9S log (8Atk/δ)
max (1, Nk(s, a))
· D
2
.
We can write,
tk+1−1∑
t=tk
(
p˜k(·|st, at)− pt(·|st, at)
)
wk
≤
∑
s,a
vk(s, a) ·
√
9S log (8Atk/δ)
max (1, Nk(s, a))
· D
2
+
tk+1−1∑
t=tk
(
pˆk(·|st, at)− pt(·|st, at)
)
wk. (11)
Let us bound
∑tk+1−1
t=tk
(
pˆk(·|st, at) − pt(·|st, at)
)
wk.
By definition,
pˆk(·|st, at)wk =
∑tk−1
τ=t¯h,sτ=st,aτ=at
e
T
sτ+1wk
max{1, Nk(st, at)} .
Consider the sequence Xτ := (esτ+1 − pτ (.|st, at))wk
for t¯h ≤ τ < tk : sτ = st, aτ = at. Due
to ‖wk‖∞ ≤ D/2, we have |Xτ | ≤ (‖esτ+1‖1 +
‖pτ (·|st, at)‖1)D/2 ≤ D. Then we can apply Lemma 2
to state that
pˆk(·|st, at)wk ≥
(∑tk−1
τ=t¯h,sτ=st,aτ=at
pτ (·|st, at)wk
)
max{1, Nk(st, at)}
+
DCk,s,a
max{1, Nk(st, at)}
with probability at most δ
16T 5/2
, recalling from Eq. (6)
that Ck,st,at :=
√
3Nk(st, at) log
(
8T 2
δ
)
. Therefore
with probability at least 1− δ
16T 5/2
,
tk+1−1∑
t=tk
(
pˆk(·|st, at)− pt(·|st, at)
)
wk
≤
tk+1−1∑
t=tk
(∑tk−1
τ=t¯h,sτ=st,aτ=at
pτ (·|st, at)
max{1, Nk(st, at)} − pt(·|st, at)
)
wk
+
tk+1−1∑
t=tk
DCk,st,at
max{1, Nk(st, at)}
≤
tk+1−1∑
t=tk
(
Nk(st, at) (pt(·|st, at) + V ph )
max{1, Nk(st, at)} − pt(·|st, at)
)
wk
+
tk+1−1∑
t=tk
DCk,st,at
max{1, Nk(st, at)}
≤
tk+1−1∑
t=tk
(
V ph ‖wk‖∞ +
DCk,st,at
max{1, Nk(st, at)}
)
≤ D
∑
s,a
vk(s, a)
(
V ph
2
+
Ck,s,a
max{1, Nk(s, a)}
)
. (12)
From Eq. (11) and (12),
Kh∑
k=1
tk+1−1∑
t=tk
(
p˜k(·|st, at)− pt(·|st, at)
)
wk
≤
Kh∑
k=1
∑
s,a
vk(s, a) ·
√
9S log (8Atk/δ)
max (1, Nk(s, a))
· D
2
+D
Kh∑
k=1
∑
s,a
vk(s, a)
(
V ph
2
+
Ck,s,a
max{1, Nk(s, a)}
)
(13)
with probability at least at least 1− δ
16T 5/2
.
The second term from Eq. (10):
Kh∑
k=1
tk+1−1∑
t=tk
(
pt(·|st, at)− est
)
wk
=
Kh∑
k=1
( tk+1−1∑
t=tk
pt(·|st, at)−
tk+1−1∑
t=tk
est+1
)
wk
+
Kh∑
k=1
(estk+1 − estk )wk
=
t¯h+1−1∑
t=t¯h
(
pt (·|st, at)− est+1
)
wk
+
Kh∑
k=1
(wk(stk+1)− wk(stk))︸ ︷︷ ︸
≤KhD
.
Consider the sequenceXt :=
(
pt (·|st, at)− est+1
)
wk
for t = t¯h, . . . , t¯h+1 − 1. Due to ‖wk‖∞ ≤ D/2, we
have |Xt| ≤ (‖pt(·|st, at)‖1 + ‖est+1‖1)D/2 ≤ D.
Applying Lemma 2 gives us
P


t¯h+1−1∑
t=t¯h
Xt ≥ D
√
2Th · 32 log
(
8T 2
δ
)
 < δ16T 5/2 .
Therefore with probability at least 1− δ
16T 5/2
,
Kh∑
k=1
tk+1−1∑
t=tk
(
pt(·|st, at)− est
)
wk
≤ D
√
3Th log
(
8T 2
δ
)
+KhD. (14)
From Eq. (10), (13) and (14),
Kh∑
k=1
vk(P˜ k − I)wk
≤
Kh∑
k=1
∑
s,a
vk(s, a) ·
√
9S log (8Atk/δ)
max (1, Nk(s, a))
· D
2
+D
Kh∑
k=1
∑
s,a
vk(s, a)
(
V ph
2
+
Ck,s,a
max{1, Nk(s, a)}
)
+D
√
3Th log
(
8T 2
δ
)
+KhD (15)
with probability at least 1− 2δ
16T 5/2
.
From Eq. (9) and (15),
Rh ≤ (3V rh + 2DV ph ) · Th
+
Kh∑
k=1
∑
s,a
vk(s, a)
∣∣∣∣∣
√
9 log (8SAtk/δ)
max (1, Nk(s, a))
+
Ck,s,a
max{1, Nk(s, a)}
∣∣∣∣+
√
3Th log
(
8T 2
δ
)
+
Kh∑
k=1
∑
s,a
vk(s, a) ·
√
9S log (8Atk/δ)
max (1, Nk(s, a))
· D
2
+D
Kh∑
k=1
∑
s,a
vk(s, a)
(
V ph
2
+
Ck,s,a
max{1, Nk(s, a)}
)
+D
√
3Th log
(
8T 2
δ
)
+KhD (16)
with probability 1 − 2δ
16T 5/2
− 2δ
16T 5/2
− δ
4T 5/2
. Further
simplifications yield (given in Section 6.3)
Rh ≤ (3V rh + 52DV ph ) · Th +KhD
+
(√
9 log (8SAT/δ) + D2
√
9S log (8AT/δ)
+ (D + 1)
√
3 log
(
8T 2
δ
))(
(
√
2 + 1)
√
SATh
)
+ (D + 1)
√
3Th log
(
8T 2
δ
)
with probability 1− δ
2T 5/2
.
Summing up over all the phases: For any phase h,
Th =
⌈
T 2/3
(V rT+DV
p
T )
2/3
⌉
due to the restarting sched-
ule and Kh ≤ SA log2
(
8Th
SA
)
using Proposition 18 in
Jaksch et al. [2010].
RT =
∑
h
Rh
≤
∑
h
(3V rh +
5
2DV
p
h ) · Th +D
∑
h
Kh
+
(√
9 log (8SAT/δ) + D2
√
9S log (8AT/δ)
+ (D + 1)
√
3 log
(
8T 2
δ
))
(
√
2 + 1)
∑
h
√
SATh
+ (D + 1)
∑
h
√
3Th log
(
8T 2
δ
)
(17)
with probability at least 1− δ
2T 3/2
by applying the union
bound and using that the number of phases < T . Since
∑∞
T=2
δ
2T 3/2
< δ, using further simplifications given in
Section 6.4, we can write
RT ≤ 34DST 2/3(V rT +DV pT )1/3
√
A log (8T 2/δ)
+DSA log2
(
8T 2
SA
)
with probability 1− δ for T ≥ SA.
6 TECHNICAL DETAILS
6.1 PROOF OF LEMMA 1
Proof. For a state-action pair (s, a), let τ1, τ2, . . . be the
N[t,t′](s, a) time steps at which the pair (s, a) occurs in
interval (t, t′]. And let rˆ[t,t′](s, a) and pˆ[t,t′](.|s, a) be
the estimates for mean reward and transition probabilities
from these samples. Then, using Lemma 2, we have
P
{(∑
τ
r¯τ (s, a)
max(1, N[t,t′](s, a))
− rˆ[t,t′](s, a)
)
>
√
9 log (8SAt′/δ)
max (1, N[t,t′](s, a))
}
≤ ( δ8SAt′ )9/2
and,
P
{∥∥∥∑
τ
pτ (·|s, a)
max(1, N[t,t′](s, a))
− pˆ[t,t′](·|s, a)
∥∥∥
1
>
√
9S log (8At′/δ)
max (1, N[t,t′](s, a))
}
≤ ( δ8SAt′ )9/2.
By respective union bounds, these confidence intervals
hold for all state-action pairs (s, a) and all intervals
(t, t′) with probability at least 1 − δ
4T 5/2
. By optimism,
the optimistic average reward ρ˜t′ is at least as large as
the optimal average reward of the MDP with mean re-
wards
∑
τ
r¯τ (s,a)
max(1,N[t,t′](s,a))
and transition probabilities∑
τ
pτ (·|s,a)
max(1,N[t,t′](s,a))
.
Note further that since the individual reward and tran-
sition probability distributions from which the samples
have been taken deviate by at most V r[t,t′] and V
p
[t,t′], re-
spectively, it holds that∣∣∣∣ r¯τ (s, a)max(1, N[t,t′](s, a)) − rt′(s, a)
∣∣∣∣ ≤ V r[t,t′],∥∥∥∑
τ
pτ (·|s, a)
max(1, N[t,t′](s, a))
− pt′(·|s, a)
∥∥∥
1
≤ V p[t,t′],
and the lemma follows by Theorem 1.
6.2 PROOF OF LEMMA 4
Proof. To prove this lemma, we modify the proof for
Lemma 8 given in Appendix A of [Ortner et al., 2014].
Using the abbreviations r∗1(s) := r¯1(s, π
∗(s)) and
p∗1(s
′|s) := p1(s′|s, π∗(s)) and r∗2(s) and p∗2(s′|s) ac-
cordingly.
According to our notation, Eq. (39) and Eq. (40) in
Ortner et al. [2014] translate to
wρ∗(M1)−
∑
s∈S
n∗(s) · r¯2(s) < wV r
+
∑
s
n∗(s)
(∑
s′
p2(s
′|s)λ∗(s′)− λ∗(s)
)
+ wDV p,
(18)
where λ∗ is the bias function of π∗ on M1. (See
[Ortner et al., 2014] for a definition of the bias function.
Most importantly, the spanmaxs λ
∗(s)−min′s λ∗(s) ≤
D. ) Similarly Eq. (42) in Ortner et al. [2014] translates
to ∑
s
n∗(s)
(∑
s′
p2(s
′|s)λ∗(s′)− λ∗(s)
)
≤ D
√
2w log (1/δ) +D (19)
with probability at least 1 − δ. Combining Eq. (18) and
(19) gives us the bound claimed in lemma 4.
6.3 SIMPLIFICATION OF EQ. (16)
Combining similar terms, Eq. (16) yields that
Rh ≤ (3V rh + 52DV ph ) · Th +KhD +
(√
9 log (8SAT/δ)
+ D2
√
9S log (8AT/δ) + (D + 1)
√
3 log
(
8T 2
δ
))
·
(∑
s,a
Kh∑
k=1
vk(s, a)√
max{1, Nk(s, a)}
)
+ (D + 1)
√
3Th log
(
8T 2
δ
)
with probability at least 1 − δ
2T 5/2
. Let Nh(s, a) is
the number of occurrences of state-action pair (s, a) in
phase h such that
∑
s,aNh(s, a)l = Th. Then,
Kh∑
k=1
vk(s, a)√
max{1, Nk(s, a)}
≤ (
√
2 + 1)
√
Nh(s, a)
using Lemma 3. And,∑
s,a
(
√
2 + 1)
√
Nh(s, a) ≤ (
√
2 + 1)
√
SATh
using Jensen’s inequality.
6.4 SIMPLIFICATION OF EQ. (17)
For this simplification, we use the following: The to-
tal number of phases H ≤ T 1/3(V rT + DV pT )2/3.
Due to the restarting schedule Th =
⌈
T 2/3
(V rT+DV
p
T )
2/3
⌉
and Kh ≤ SA log2
(
8Th
SA
)
using proposition 18 in
Jaksch et al. [2010]. Furthermore, using Jensen’s in-
equality,∑
h
√
Th ≤
√
HT ≤ T 2/3(V rT +DV pT )1/3
and ∑
h
log2(Th) ≤ log2(HT ) < log2(T 2).
Then
RT ≤ 3(V rT +DV pT ) ·
2T 2/3
(V rT +DV
p
T )
2/3
+DSA log2
(
8T 2
SA
)
+
(√
9 log (8SAT/δ)
+ D2
√
9S log (8AT/δ) + (D + 1)
√
3 log
(
8T 2
δ
))
· (
√
2 + 1)
√
SAT 2/3(V rT +DV
p
T )
1/3
+ (D + 1)
√
3 log
(
8T 2
δ
)
T 2/3(V rT +DV
p
T )
1/3
≤ DS
√
AT 2/3(V rT +DV
p
T )
1/3
·
[
6 +
9√
SD
√
log (8SAT/δ) +
9
2
√
log (8AT/δ)
+ 6
√
3 log
(
8T 2
δ
)
+
2
S
√
A
√
3 log
(
8T 2
δ
)]
+DSA log2
(
8T 2
SA
)
with probability at least 1 − δ
2T 3/2
. If SA ≤ T , then
log (8AT/δ) < log (8SAT/δ) ≤ log (8T 2/δ), and
hence
RT ≤ DST 2/3(V rT +DV pT )1/3
√
A log (8T 2/δ)
[
6 + 9
+ 92 + 6
√
3 + 2
√
3
]
+DSA log2
(
8T 2
SA
)
≤ 34DST 2/3(V rT +DV pT )1/3
√
A log (8T 2/δ)
+DSA log2
(
8T 2
SA
)
.
7 DISCUSSION
Performance guarantees that are optimal in the order
of time and variation demonstrate that our algorithm is
a competent solution for the task of minimizing regret
against a non-stationary optimal policy on MDPs with
changes in reward distributions and transition probabili-
ties.
We think that it is possible to modify the regret defi-
nition so as to compare the performance of any policy
against the global non-stationary optimal policy with the
knowledge of all the reward distributions and transition
probabilities up to time T and arrive at a regret bound
of the same order in time horizon and variation as given
in this article. It would be worthwhile to investigate if
sliding windows approach could lead to regret bounds in
terms of variation as it is a popular approach in learning
paradigms to deal with changes.
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