Introduction
Recent advances in biotechnology have triggered the generation of massive amounts of biological data. The size and complexity of biological sequence databases suggest that automated systems for sequence modeling and analysis will be essential for extracting scientific knowledge from biological sequence data. Such systems have already begun to demonstrate their importance in the process of biological discovery. As an example, the GLIMMER (Salzberg et al., 1998) system for microbial gene finding has been adopted by several genome sequencing projects, and has already been used to find thousands of genes in the bacterium that causes Lyme disease, as well as other bacteria. Several gene-finding systems have also been built for gene finding in human DNA sequences (Kulp et al., 1996; Burge and Karlin, 1997; Henderson et al., 1997; Xu and Uberbacher, 1997) .
A critical component in these systems is an effective model of splice junctions. These regulatory regions represent the interface between introns and exons and provide signals for nuclear machinery in the form of snRNA-proteins to excise the intron segments from premRNA. The resulting ligand consists only of exons, the actual protein coding regions of the RNA transcript. From the biological standpoint, the splicing action is necessarily specific; otherwise protein consistency would be poor. It follows that the splice site must exhibit strong features which facilitate a particularly high specificity between the signal-detecting protein and the pre-mRNA. Indeed this is the case as the majority of the gene-finding systems rely heavily on splice site signals as compared with other potential signals in the DNA template.
This paper describes an application of Bayes networks in the form of trees to the problem of modeling DNA regulatory regions, in particular, those DNA segments that signal mRNA splice junction positions. These positions, commonly known as acceptor (5 splice site) and donor (3 splice site) sites, exhibit certain properties which facilitate their recognition by snRNA-proteins (snRNP) in the pre-mRNA splicing process. Tree networks can capture distant dependencies in DNA segments that may be omitted by other models such as conventional Markov and hidden Markov models. This paper generalizes the work reported in Salzberg (1997) (also see Reese et al., 1997) where first-order Markov models were used to learn the probability distribution characterizing acceptor and donor sites. The main contribution of this paper is providing an efficient method to model biological data more accurately than a first-order model without increasing the number of parameters. The number of parameters used in automated learning systems is often critical for obtaining good generalization capability and consequently strong predictive accuracy. Intuitively, a small number of parameters helps a learning system to avoid overfitting.
The method reported in this paper learns the best model from a family of models (Bayes tree networks) in the sense of maximizing the likelihood of the training data given the model. Since this family of models includes firstorder Markov models it is guaranteed to be at least as good as a first-order model. If, however, the best model is a standard first-order Markov model then the algorithm will produce that as its output. Tree models use the same number of parameters as first-order Markov models. As a result, the algorithm can be expected to achieve equal or better predictive accuracy.
Tree networks
An informal introduction to probabilistic tree networks in the context of DNA sequence analysis is provided here. For a more thorough coverage of probabilistic networks the reader is referred to Pearl (1991) . In order to model a DNA sequence of length N , a discrete random variable X i is associated with each position i in a sequence. Each random variable X i takes values from the set {A, C, G, T }. Recall that a firstorder Markov model assumes that the joint probability distribution is based on the following assumption of conditional independence:
(1) That is, the probability distribution of bases in position i depends only on the previous base in position i − 1. Figure 1 shows this dependency.
Probabilistic tree networks generalize the first-order Markov model by allowing position i to depend on any position j. If the probability of variable i depends on variable j, then variable j will be referred to as the parent of i. Probabilistic tree networks allow arbitrary pairwise dependencies as long as each variable has at most one parent in the dependency tree. In other words, each position is allowed to 'depend' on a single position. However, a single position can 'influence' more than one position. For instance, Figure 2 gives a simple probabilistic network that describes a probability distribution in the form of a tree. This probabilistic model implies that the joint probability distribution on seven variables p(X 0 , X 1 , X 2 , X 3 , X 4 , X 5 , X 6 ) has a simple form. Specifically, it can be factored as a product: 
Learning probabilistic tree models
The method for learning probabilistic tree models used here relies on a classical result by Chow and Liu (1968) , who proposed a simple method of computing the best probabilistic tree from the data, in the sense of maximizing the likelihood of data given the model. The procedure to compute this tree is as follows:
, where x and y are the set of values taken by variables i and j, respectively.
• Construct a weighted graph G = (V, E) where node i of the graph corresponds to random variable X i (position i in the sequence). The edge between nodes i and j is associated with weight W (i, j) = M(i, j), the mutual information between positions i and j in the sequence.
• Construct a maximum spanning tree of the graph G.
A maximum spanning tree of a graph is an acyclic subgraph (i.e. a tree) that contains all nodes of the graph, where the sum of the edge weights included in the tree is maximized. Maximum spanning trees can be computed simply and efficiently using several standard algorithms (Cormen et al., 1990 ).
• Orient the tree by choosing variable X 0 as the root of the tree and orienting all edges away from the root.
• For each pair of variables X i and X j such that X i is the parent of X j compute the conditional probability of p(X j |X i ). That is, approximate conditional probabilities by recording the empirical frequencies observed in the data. It is possible to prove (Pearl, 1991) that the above construction maximizes the probability of the data given a tree model. Since the first-order Markov chain is a special case of the tree model, it remains a possible solution of this algorithm assuming it is, in fact, the best model of the data.
The maximal spanning tree is unoriented, thus in order to determine the probability of a particular sequence being generated by the tree model, the tree must first be oriented. The orientation of the tree is arbitrary since relationships between nodes remain constant regardless of how the tree is oriented; orientation merely facilitates the scoring process. For consistency, the variable associated with the first position of the sequence is chosen to be the root of the tree.
Given an oriented tree network as in Figure 2 , it is easy to compute the probability that a particular sequence was generated by model M by multiplying the appropriate conditional probabilities. For instance, in order to score a particular sequence (x 0 , x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ), simply multiply the conditional probabilities as follows:
where p(x i |x j ) refers to the conditional probability (as approximated by the empirical frequency in the data) of nucleotide x i in position i given nucleotide x j in position j.
Experiments
The procedures used here generally follow the experimental methodology outlined in Salzberg (1997) . A set of donor/acceptor sequences and a large set of non-splice junction DNA were extracted from the Genie database, available at http://www.ucsc.edu. The set of true splice sites was partitioned into 80% training data and 20% testing data while the set of false splice sites was partitioned into 20% training data and 80% testing data, due to its size. Each set of training data is then used to train two different models: a model for true sites, M T , and a model for false sites, M F . An unknown sequence S can then be classified by calculating the probability ratio:
and subsequently comparing this with an empirically determined threshold value. The algorithm then varies the threshold in fixed increments. For each given value of a threshold as determined using the training set, the algorithm computes the false negative and false positive rate on the testing set. Given a training data set D comprised of K sequences, each of length n, the goal is to compute the probability distribution P that best fits D. Results obtained by applying probabilistic tree networks to the problem of modeling acceptor and donor sites in DNA sequences are summarized below.
The experimental results are summarized in Tables 1  and 2 . These tables compare the predictive accuracy of three different models: the above-described tree model (Tree); a conventional first-order Markov chain model (Chain); and a model using independent probabilities for each position in the sequence (Independent). Each table shows the percentage of false positives and false negatives in the testing set for sequences of lengths 15, 20 and 25 bases around the splice site. Table 1 shows results for acceptor sites, and Table 2 shows corresponding results for donor sites. The trees used by the tree model are shown in Figure 3 for both donor and acceptor sites using sequences lengths of 15 and 25 bases. Figures 4 and 5 plot the tradeoff between false negatives and false positives for the three models.
In Table 3 we provide the results of running a variant of the model developed by Burge and Karlin (1997) on our data. This model is based on probabilistic decision trees which support high-order Markov models. For instance, a full tree of depth three (64 leaves) can express a third-order model. The model proposed in Burge and Karlin (1997) is a carefully designed model that focuses only on some of the most prominent dependencies in the data. It appears that the model is providing a slightly better false positive rate than both the chain model and the tree model when no false negatives are allowed in the training set. It is slightly inferior to the chain model in the false negative category as it missed 2/355 donors on average. For the other settings of the threshold the results are somewhat incomparable. We comment that because different models are attached to the leaves of the maximal dependence decomposition (MDD) model it is somewhat difficult to define thresholds for each model to provide a proper comparison with the single model used in the other methods. These results confirm that simple first-order Markov chains are surpisingly effective for modeling splice sites. In general the variations are very small. It is important to observe that a better classification accuracy on a static classification problem is not a guarantee of improving gene recognition if the splice-site model is used in a general system such as Genscan (Burge and Karlin, 1997) .
Conclusion
This paper has described a new model of splice sites in DNA sequences. In particular, the new model is capable of capturing distant dependencies between nonneighboring bases in DNA signals. These neighboring and non-neighboring dependencies are captured through a tree structure of conditional probabilities. This approach provides a generalization of previously published work for splice site recognition. Moreover, the learning method described here for modeling splice sites is theoretically guaranteed to match or outperform previous first-order Markov-model methods in terms of likelihood of matching the data given the model. From a biological perspective the rather surprising discovery is the result that Markov chains are surprisingly effective for modeling splice sites. The method described in the paper is guaranteed to find the best tree network, thus results suggest that distant pairwise dependencies are not sufficient for dramatic improvements in splice site recognition. This is an intriguing result which is also supported by similar studies (using different methods) found in Agarwal and Bafna (1998) and Burge and Karlin (1997) .
Tree-based models, however, are likely to have additional applications in biological sequence modeling such as transcription factor binding sites where the sparsity of data precludes the use of a more complex model which has many more parameters.
While the approach described here is promising, it is important to note that it is not guaranteed to achieve a better classification accuracy (e.g. reducing error) on unseen data. The theoretical reason is simple. Recall that the original goal was to find the most likely model, M, given the data D; however, this is not readily maximizable. Thus, one must resort to using Bayes' rule to invert the expression. Now,
Since P(D) is constant, and assuming that all tree models are equally likely, equation (5) implies that P(M|D) can be maximized by simply maximizing P(D|M). Once again, this requires the assumption that all tree models for DNA sequences are uniformly distributed even though this assumption may be unrealistic. Thus, if chain-like models are slightly more likely than non-chain models the improved ability to fit the data might, in fact, be balanced by the P(M) factor that is ignored in this computation. In other words, while the number of parameters is the same as in first-order Markov models the tree model can still overfit the training set since it searches for models over a wider family. Nevertheless, this is a promising approach for DNA sequence modeling, which might have additional applications in other domains such as transcription-factor binding-site modeling, promoter modeling and protein modeling.
Finally, it is noted that using tree models it is possible to generalize the notion of the consensus sequence. Recall that a consensus matrix as described in many previous studies (Bucher, 1990; Hertz et al., 1990 ) is a zerothorder Markov chain. The consensus sequence for a zerothorder Markov model is given by independently computing the most likely nucleotide in each position. A similar computation of consensus sequences using tree models can also be done efficiently by a simple procedure.
The software used in these experiments is available by sending an e-mail to kasif@eecs.uic.edu.
