Recent successes in genome-wide association studies (GWASs) make it possible to address important questions about the genetic architecture of complex traits, such as allele frequency and effect size. One lesser-known aspect of complex traits is the extent of allelic heterogeneity (AH) arising from multiple causal variants at a locus. We developed a computational method to infer the probability of AH and applied it to three GWAS and four expression quantitative trait loci (eQTL) datasets. We identified a total of 4152 loci with strong evidence of AH. The proportion of all loci with identified AH is 4-23% in eQTLs, 35% in GWAS of High-Density Lipoprotein (HDL), and 23% in schizophrenia. For eQTLs, we observed a strong correlation between sample size and the proportion of loci with AH (R 2 =0.85, P = 2.2e-16), indicating that statistical power prevents identification of AH in other loci. Understanding the extent of AH may guide the development of new methods for fine mapping and association mapping of complex traits.
Introduction
Genome-wide association studies (GWASs) have successfully identified many loci associated with various diseases and traits [1] [2] [3] [4] . Unfortunately, interpreting the detected associated genes is challenging due to two facts: First, most of the associated variants fall in non-coding regions of the genome [5] [6] [7] [8] [9] [10] . Second, for only a handful of GWAS loci a causal sequence variant was detected that underlies the trait or disease susceptibility. Therefore, it is challenging to identify the relevant genes, which is the first step to understanding the biological mechanisms of the disease.
Detecting the causal variants is complicated by the fact that most significant associated variants may not be causal, but instead be in linkage disequilibrium (LD) with unknown functional variants.
In general, sequence variants, with respect to a trait, can be grouped into three categories. The first category is causal variants that have a biological effect on the trait and are responsible for the association signal. The second category is variants that are statistically associated with the trait due to high LD with the causal variants. The third category is variants that are not statistically associated with the trait and are not causal. Fine-mapping methods aim to distinguish between the two first categories (causal variants vs. correlated variants). One way to link the causal variant with a particular gene is by colocalization methods that determine whether a single variant is responsible for both variation in the trait and variation in expression of a gene at the same locus (expression quantitative trait loci, eQTLs).
Fine-mapping and colocalization methods are designed to identify the causal variant and the associated gene at a locus, but in many cases, they assume a single causal variant. In the presence of multiple causal variants, those fine-mapping and colocalization methods [11] [12] [13] will have a lower accuracy to detect the true causal variants and genes. Thus, a fundamental question is how many different causal variants are present in a locus
The presence of multiple causal variants, at the same locus that influence a particular disease or trait is known as allelic heterogeneity (AH). AH is very common for Mendelian traits. Clearly, many different mutations in the same gene may cause loss or gain of function leading to specific Mendelian disease. For example, approximately 100 independent mutations are known to exist at the cystic fibrosis locus [14] , and even more are present at loci causing inherited haemoglobinopathies [15] .
In contrast to Mendelian traits, the extent of AH at loci contributing to common, complex disease is almost unknown. Hermani et al. [16] have shown in their study the existence of multiple reproducible epistatic effects that influence gene expression. However, a recent study has shown that most of these epistatic effects can be explained by a third variant in that locus [17] . Thus, it is of utmost importance to detect loci that harbor AH in order to avoid considering them as epistatic interactions.
Identifying the number of causal variants in complex traits is difficult because of extensive LD and small effect sizes. The standard approach to identify AH is to use conditional analysis. In conditional analysis, the independent association of multiple SNPs is tested after conditioning on other SNPs, which are more significant. The conditional analysis lacks power because it requires multiple variants to have a strong effect and to be independently significant. When several associated variants are highly correlated, the conditional analysis will not detect multiple independent associations, but we cannot rule out the existence of AH. Thus, the extent of AH in complex traits is unknown. AH could substantially influence our ability to explain the missing heritability and to identify causal genes.
We developed and applied a new method to quantify the number of independent causal variants at a locus responsible for the observed association signals in GWAS. Our method is incorporated into the CAusal Variants Identification in Associated Regions (CAVIAR) software [18] . The method is based on the principle of jointly analyzing association signals (i.e., summary level Z-scores) and LD structure in order to estimate the number of causal variants. Our method computes the probability of having multiple independent causal variants by summing the probability of all possible sets of SNPs for being causal. We compared results from our method to results produced using the standard conditional method (CM) [19] , which tests for independent association of a variant after conditioning on its significantly associated neighbors. Using simulated datasets, we illustrate that CAVIAR tends to outperform CM. We observed a very low false positive rate for CAVIAR to detect loci with AH even when the true causal variant is not included in our dataset. We applied CAVIAR to both eQTL and GWAS datasets. Our results indicate that in the Genotype-Tissue Expression (GTEx) dataset [20] 4-23% of eGenes harbor AH. We observed a high correlation between the portions of loci with AH and sample size. In addition, we replicated a significant fraction of the loci with AH in three other existing eQTL studies. We also applied CAVIAR to three GWAS datasets, schizophrenia (SCZ) [3] , high-density lipoprotein (HDL) [21] , and major depression disorder (MDD) [22] , where we observed 23%, 35%, and 50% of loci (respectively) with strong evidence for AH.
Results

Overview of identifying allelic heterogeneity
Our method utilizes the shape of marginal statistics (statistics obtained from GWAS such as zscore) and the patterns of LD to detect whether or not a locus harbors AH. In Figures 1A and   1B , we illustrate a simple example with no AH. However, we can guess that the region shown in Figure 1C harbors AH; here, we observe two high independent peaks in the region. Unfortunately, detecting AH is less intuitive in regions that are more complicated.
The input to our method is the LD structure of the locus and the marginal statistics for each variant in the locus. The LD between each pair of variants is computed from genotyped data or is approximated from HapMap or 1000G data [23, 24] . We use the fact that the joint distribution of the marginal statistics follows a multivariate normal distribution (MVN) [18, [25] [26] [27] to compute the posterior probability of each subset of variants being causal, as described below. Then, we compute the probability of having i independent causal variants in a locus by summing the probability of all possible subsets of size i (sets that have i causal variants). We consider a locus to be AH when the probability of having more than one independent causal variant is more than 80%.
We would like to emphasize that only using summary statistics and LD information is insufficient for differentiating tightly linked variants. For example, if two variants are in perfect pairwise LD (correlation of 1), it is impossible to detect with just the summary statistics whether only one of the variants is causal or both are causal. Therefore, our estimates are just a lower bound on the amount of loci with AH for a given complex trait.
CAVIAR is more accurate than existing methods
In order to assess the performance of our method, we generated simulated data sets. We used HAPGEN2 [28] , a widely used software, to generate a case-control study using the European population obtained from the 1000G. Then, we implanted one or two causal variants in a region and generated simulated phenotypes using the linear mixed model (described in the Method section). SNP9  SNP10  SNP11  SNP12  SNP13  SNP14  SNP15  SNP16  SNP17  SNP18  SNP19  SNP20  SNP21  SNP22  SNP23  SNP24  SNP25  SNP26  SNP27  SNP28  SNP29  SNP30  SNP31  SNP32  SNP33  SNP34 In these figures, the x-axis is the negative logarithm of the p-values for each locus to indicate the strength of the marginal statistics. The grey triangle below each figure indicates the LD pattern. Each square indicates the correlation between two variants and the magnitude of the correlation is shown by the color intensity of the square. The darker the square the higher the correlation between two variants.
After generating the phenotypes, we performed a t-test to generate the marginal statistics for each variant. We applied CAVIAR to all the simulated data sets to detect loci that harbor AH. We generated two datasets. In the first datasets, we set the non-centrality parameter (NCP) to have 10%, 30%, 50% or 70% power to detect the causal variants. In the second datasets, we set the NCP of the causal variants to have 20%, 40%, 60%, or 80% power to detect the causal variants.
We compared our results with the conditional method (CM). We use false positive (FP) and true positive (TP) as metrics for comparison. FP indicates the fraction of loci with one causal variant that are incorrectly detected as loci with AH. TP indicates the fraction of loci with AH that are correctly detected. We found that our method has higher TP compared to CM for the same FP rate. Figure 2 and Supplementary Figure 1 
ROC curve for our method (CAVIAR) and CM. We implant one causal variant to compute the false positive (FP) rate. FP indicates loci that harbor one causal variant; however, these loci are detected as AH. We implant two causal variants to compete the true positive (TP) rate. TP indicates loci that harbor AH and are detected correctly. We range the NCP such that the power at the causal variant is 20%, 40%, 60%, and 80% at the genome significant level 10 −8 . In (A) , (B), (C), and (D) NCP for the first causal SNP is set to 20% power. In (A) , (B), (C), and (D) NCP for the second causal SNP is set to 20%, 40%, 60%, and 80%, respectively. In (E), (F), and (G) NCP for the first causal SNP is set to 40% power. In (E), (F), and (G) NCP for the second causal SNP is set to 40%, 60%, and 80%, respectively. In (H) and (I) NCP for the first causal SNP is set to 60% power. In (H) the NCP of the second causal SNP is set to 60% power and in (I) the NCP of the second causal SNP is set to 80%. in (J) the NCP for both causal SNPs are set to 80% power.
CAVIAR has a low false positive even when the causal variant is not included
In the previous section, we show CAVIAR has an extremely low FP and a high TP rate in detecting loci with AH. In the simulated data, the causal variant was included. However, in real datasets we cannot guarantee that information will exist for all the causal variants. One possible reason for detecting a locus as AH could be that the actual causal variant is not included or tagged in the data. In this section, we show that loci detected by CAVIAR with AH are rarely due to the fact that the actual causal variant is not included.
We simulate datasets where we implant one causal variant in a locus and generate marginal statistics in a method similar to the previous section. Next, we remove the causal variants from our analysis and use the remaining variants in the locus as an input to CAVIAR. We observe the FP is extremely low (FP < 0.015), even when the causal variant was not included in the analyzed data (see Figure 2 ). Our conclusion is that CAVIAR may fail to detect AH in some loci, but a very small proportion of loci where we detected AH do not harbor AH.
CAVIAR is robust to different input parameters
There are two main input parameters to CAVIAR, excluding the summary statistics of a locus: the prior probability that a variant is causal (γ) and LD structure. The LD structure can be computed from raw genotypes when it is available. However, in most datasets, we do not have access to the raw genotypes. Thus, we approximate the LD utilizing the 1000G [23, 24] or HapMap [29] dataset.
We simulated marginal statistics in a way similar to previous sections. Then, we vary γ among 0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00005, 0.000001, and 0.000005. We observed that for different values of γ, CAVIAR tends to have extremely low FP (FP ≤ 0.001) and high TP. The result for this experiment is shown in Supplementary Figure 2 .
In the next experiment, we want to investigate the effect of using misspecified LD structures.
We simulated the marginal statistics by utilizing the LD structure (LD matrix) obtained from HAPGEN2. After, we simulate the marginal statistics, we generate a misspecified LD by adding standard Gaussian noise, N (0, τ ), to each element of the original LD matrix. We use the simulated marginal statistics and the misspecified LD as an input to CAVIAR. We simulated 10,000 loci that harbor one causal variant to compute the FP, and we simulated 10,000 loci that harbor two causal variants to measure TP. We vary the variance of the Gaussian noise (τ ) between 0.01, 0.02, 0.05, 0.1, 0.2, 0.25, and 0.3. In this experiment, we observe low FP and high TP for CAVIAR results.
The result for this experiment is shown in Supplementary Figure 3 .
CAVIAR accurately detects the number of causal variants in a locus when all the variants are collected
In the previous sections, we have shown that CAVIAR is accurate in detecting loci that harbor
AH. An additional benefit of our new method is that it can accurately detect the number of causal variants in a locus. We simulated the phenotypes similar to the previous sections. In these experiments, we implanted one, two, and three causal variants in a locus. We set the NCP of the causal variant such that the statistical power is 20%, 30%, 40%, 50%, 60%, 70%, and 80%.
As CAVIAR provides probability values for different number of causal variants, we consider a locus to have i independent causal variants where the probability of having i causal variants is the maximum probability for different numbers of causal variants. In the case of CM, the number of causal variants in a locus is equivalent to the number of conditional steps that we perform until the p-value of all variants is higher than α m (Bonferroni correction) where m is the total number of variants in a locus and α is 0.05. We compute recall rate as the fraction of simulations where any methods correctly predicated the number of causal variants in a locus. In Figure 4 , we plot the recall rate of CAVIAR and CM in detecting the number of causal variants. We observe that CAVIAR has much higher recall rate in detecting the true number of causal variants in a locus than CM.
CAVIAR distinguishes between epistatic interaction and allelic heterogeneity
It is possible to incorrectly detect a locus with AH due to the epistatic interaction in that locus. In this section, we utilize simulated data to illustrate that CAVIAR rarely detects AH in loci where the true genetics architecture is epistasis. We simulated different datasets where we implanted epistatic interactions between two randomly selected variants in a locus. Then, we generated simulated phenotypes using the linear additive model (described in the Method section). We vary the number of individuals in each dataset among 500, 1000, 1500, 2000, 2500, and 3000. In addition, for each dataset, we vary the effect size among 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, and 0.2. For each simulated dataset, we simulated 5,000 different marginal statistics. CAVIAR has extremely low false positive in these experiments (see Figure 5 ). In Figure 5 , we show the results for the effect size of 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, and 0.2. The results for effect size of 0.01, 0.02, and 0.02 are not shown as the FP is zero for these values. As a result, CAVIAR only detects a small fraction of epistatic interactions as AH. It is worth mentioning that the amount of epistatic interactions for different traits is very low. Thus, these results indicate the loci detected by CAVIAR that harbor AH are not artifacts of epistatic interaction.
Prevalence of allelic heterogeneity in eQTL datasets
We used four datasets to examine the extent of AH in eQTL datasets. We utilize version v6p of data, which consists of 44 tissues. For each tissue, we have around 22,000 genes (probes). For each gene in each tissue, we have access to the marginal statistics for the cis-eQTL analysis, which we obtained from the GTEx project [20] and genotype data that is used to compute the LD pattern for each gene. Then, we filtered out genes lacking at least one significant SNP. We set the significant cut-off threshold to a p-value of 10-5. Genes that have a significant cis-eQTL SNP are known as eGene. We applied our method to detect AH loci only to eGene. We found that 4%-23% of the eGenes show evidence for AH (with probability > 80%) ( Figure 6 , Table 1 ). In addition, we applied the CM to the same set of eGenes. We observed that 50%-80% of loci detected by the CM to have AH were also detected by CAVIAR (see Table 1 ).
The number of eGenes detected in a tissue depends on the statistical power to detect a significant variant associated with the gene expression. The statistical power is highly correlated to the number of samples for that tissue. We hypothesized that there might also exist correlation between the sample size and the number of loci with AH. Indeed, we observed that the proportion of eGenes with AH for each tissue is in a linear relationship with the sample size (R 2 =0.85, P = 2.2e-16).
This result indicates that statistical power prevents the identification of AH at other loci.
To check the reproducibility of the AH detection, we compared the results from GTEx blood data with results from two other blood eQTL studies: GEUVADIS [30] and Wester et al. (2013) [31] . We tested the overlap between genes with AH for skin and adipose tissues based on the GTEx [20] and MuTHER [32] datasets. We only considered eGenes that are common between the studies.
In all comparisons, we observed a high reproducibility rate for the detection of AH in blood ( Figure   6B , P=7.9e-97), skin ( Figure 6C , P=4.9e-63), and adipose ( Figure 6D, P=1.1e-69 
Prevalence of allelic heterogeneity in GWAS datasets
To measure the level of AH in a human quantitative trait, we applied our method to a GWAS of High-Density Lipoprotein (HDL) [21] . Out of 37 loci, 13 (35%) showed evidence for AH with probability ≥ 80% (see Supplementary Table 1 ). We also studied the results of GWASs focused on two psychiatric diseases: major depression disorder (MDD) [22] and schizophrenia (SCZ) [3] .
For MDD, we found evidence for AH at one of two loci. For SCZ, we identified 25 loci out of 108 (23%) with high probability of AH (see Supplementary Table 2 ). One example of AH in SCZ is the locus on chromosome 18 that includes the T CF 4 gene ( Figure 7A ). The locus contains multiple associated SNPs that are distributed in different LD blocks ( Figure 7B ). According to our analysis, there are three or more causal variants in this locus with high probability ( Figure 7C ) (for similar results in other loci, see Supplementary Figures 4-39 for HDL and Supplementary Figures 40-167 for SCZ).
Methods
Joint Distribution of Observed Statistics in Standard GWAS
In this section, we provide a brief description of statistical tests that are performed in GWAS and the joint distribution of computed marginal statistics. These statistics are used as an input to CAVIAR. We consider, we perform GWAS on a quantitative traits for n individuals. Let Y be a vector of (n × 1) where y i indicates phenotypic value for the i-th individual. Moreover, we genotype all the individuals for all the m variants. Let G ∈ {0, 1, 2} {n×m} be a matrix of genotypes for all the individuals where g ij is the minor allele count for the i-th individual at the j-th variant. We standardize the minor allele count for each variant to have mean of zero and variance one. We use X j to indicate the standardized minor allele count for all the individuals at the j-th variant. We have 1 T X i = 0 and X T i X i = n as the genotypes are standardized.
We assume that phenotypic values follow the linear model and the c variant is the causal variant.
Thus, we have :
where µ is the phenotypic mean value, β c is the effect size of the variant X c , 1 is a (n × 1) vector of ones, and e is a (n×1) vector to model the environment contribution and error in the measurement.
In this model, we assume the error are i.i.d. and follows a normal distribution with mean of zero and variance of σ 2 e I, where I is a (n × n) matrix of identity and σ e is the variance scalar of e. From the model explained above, we have Y ∼ N (µ1 + β c X c , σ 2 e I). We use the maximum likelihood to compute the estimated β c and σ e which are denoted byβ c andσ e . Thus, we have:
The association statistic for SNP c, denoted by S c , follows a non-central t-distribution, which is the ratio of a normally distributed random variable to the square root of an independent chi-squared distributed random random variable. As shown in previous works, if the number of individuals are large enough [18] , we can assume the marginal statistics follows a normal distribution with mean equal to λ c =β σ √ n and variance of one, S c ∼ t λc,n ≈ N (λ c , 1) .
We assume that variant i is correlated with the causal variant c and the correlation between the two variants are r where r = 1 n X T i X c . Then, the marginal statistics estimated at variant i is equal to the marginal statistics for the causal variant that is scaled by r. We compute the covariance of the marginal statistics between two variants where the LD between the two variants are r.
We compute the joint distribution of the marginal statistics for two variants i and j as follow:
where λ j = rλ i if the variant i is causal and the variant j is not causal or λ i = rλ j if the variant j is causal and the variant i is not causal.
Computing the Likelihood of Causal Configuration
We can extend the joint distribution of marginal statistics for two variants to more general case.
Assume we have m variants and the pair-wise correlation between each variant is denoted by Σ.
Let S = [S 1 , S 2 , S 3 , · · · S m ] T be the vector of marginal statistics obtained for each variant. The joint distribution of the marginal statistics for all the m variants is computed as follow:
where Λ is (m × 1) is a vector of normalized effect sizes and λ i is the normalized effect size of the i-th variant. We introduce a new parameter C that indicates the causal status of each variant.
Each variant can have two possible causal status. We have c i = 1 if the i-th variant is causal and c i = 0 if the i-th variant is not a causal variant. We define a prior probability on the vector of effect size Λ for a given causal status using a multivariate normal distribution,
where Σ c is a (m × m) matrix. The off diagonal elements of Σ c are set to zero. The diagonal elements are set to σ or zero. We set the i-th diagonal element to σ if the i-th variant is causal and we set i-th diagonal element to zero if the i-th variant is not causal. Thus, the joint distribution follows a multivariate normal distribution,
Computing the Number of Independent Causal Variants in a Locus
In this section, we provide the formula to compute the probability of having i causal variants in a locus. We compute the probability of having i causal variants in a locus by summing over all the possible causal configurations where only i variants are causal. Let N c indicates the number causal variants in a locus. We have, Pr(N c = i|S) = |c|=i P (S|C)P (C) C∈C P (S|C)P (C) (7) where P (C) is the prior on the causal configuration C, C is the set of all possible causal configurations including the configuration all the variants are not causal and |C| indicates the number of causal variants in the causal configuration C. The numerator in the above equation considers all possible causal configurations that have i causal variants, and the denominator is a normalization factor to ensure the probability definition holds.
In this paper, we use a simple prior for a causal status. We assume the probability of a variant to be causal is independent from other variants and the probability of a variant to be causal is γ.
Thus, we compute the prior probability as, P (C * ) = γ |c i | (1 − γ) 1−|c i | . We utilize different values for γ as shown in Supplementary Figure 2 . In our experiment, we set γ to 0.001 [33] [34] [35] . It is worth mentioning, although we use a simple prior for our model, we can incorporate external information such as functional data or knowledge from previous studies. As a result, we can have variant-specific prior where γ i indicates the prior probability for the i-th variant to be causal. Thus, we can extend the prior probability to a more general case, P (C * |Γ = [γ 1 , γ 2 , · · · γ ]) = γ
Reducing the Computational Complexity for Computing the Likelihood of a Causal Status
Unfortunately, the time complexity to compute the likelihood of a causal status using Equation (6) is O(m 3 ). In this section, we provide a speed up process that reduces the time complexity to O(m 2 k) where k is the number of causal variants for a causal status. The number of causal variants is smaller than the total number of variants in a locus (k << m). Thus, we manage to speed up the likelihood computation by a factor of m k . According to Equation (6) to compute the likelihood of a causal status, we require to compute the following quantity:
where det|.| denotes the determinant of a matrix. First, we speed up the exponential part. Thus, we have:
where S T Σ −1 is independent from the causal status and can be computed once and used many times. As a result, the expensive computational part is to compute (I m×m + Σ c Σ) −1 . We set elements of U and V such that Σ c Σ = U V . Let α i indicate the index of i-th causal variant. We set elements of V as follows: V (i, j) = r α i ,j . Let U (α i , i) = σ and we set the rest of elements of U to zero. Thus, we have:
We use Woodbury matrix identity formula to compute the inverse. We have:
We set A to I m×m and E to I k×k , then the left side of Woodbury matrix identity formula converts to (I m×m + Σ c Σ) −1 . From the right side of Woodbury matrix identity formula, we have:
where (I k×k +V U ) −1 requires inverting a (k×k) matrix that is much faster than inverting a (m×m) matrix.
In similar way, the naive method to compute det|Σ + ΣΣ c Σ| requires O(n 3 ). We utilize the Sylvester's determinant identity that is as follows: 
Conditional Method (CM)
A standard method to detect allelic heterogeneity (AH) is the conditional method (CM). In CM, we identify the SNP with most significant association statistics. Then, conditioning on that SNP, we re-compute the marginal statistics of all the remaining variants in the locus. We consider a locus to have AH when the re-computed marginal statistics for at least one of the variants is more significant than a predefined threshold. Similarly, we consider a locus to not have AH when the re-computed marginal statistics of all variants fall below the predefined threshold. The predefined threshold is referred to as the stopping threshold for CM. This standard method can be applied to either summary statistics or individual level data. GCTA-COJO [19] performs conditional analysis while utilizing the summary statistics.
When applying CM to individual level data, we re-compute the marginal statistics by performing linear regression where we add the set of variants that are selected as covariates. We utilize the LD between the variants, which we obtain from a reference dataset, when applying CM to summary statistics data. In this case, we re-compute the marginal statistics for the ith variant as follows:
when we have selected the jth variant as causal. Let z i indicate the marginal statistics for the ith variant and r ij the genotype correlations between the ith and jth variants.
Datasets
Genotype-Tissue Expression (GTEx): We obtained the summary statistics for GTEx eQTL dataset (Release v6p, dbGaP Accession phs000424.v6.p1). We estimated the LD structure using the available genotypes in the GTEx dataset. We considered 44 tissues and applied our method to all eGenes, genes that have at least one significant eQTL, in order to detect loci that harbor allelic heterogeneity.
Genetic European Variation in Disease (GEUVADIS):
We obtained the summary statistics of blood eQTL for 373 European individuals from the GEUVADIS website. We approximated LD structure from the 1000G CEU population. We applied our method to the 2954 eGenes in GEUVADIS to detect AH loci.
Multiple Tissue Human Expression Resource (MuTHER):
We obtained the summary statistics from the MuTHER website. We utilized the skin and fat (adipose) tissues. We then approximated LD from the 1000G CEU population. We obtained 1433 eGenes for skin and 2769 eGenes for adipose.
High-Density Lipoprotein Cholesterol (HDL-C):
We used the High-Density Lipoprotein Cholesterol (HDL-C) trait [21] . We only considered the GWAS hits, which are reported in a previous study. We applied ImpG-Summary [36] to impute the summary statistics with 1000G as the reference panel. We identified 37 loci that have at least one causal variant. Following common protocol in fine-mapping methods, we assumed at least one causal variant. Then, we applied our method to each locus.
Psychiatric diseases:
We analyzed the recent GWAS on major depression disorder and schizophrenia. The major depression disorder study has 2 and the schizophrenia study has 108 loci identified to contain at least one significant variant. We utilized the summary statistics provided by each study and approximated the LD using the 1000G CEU population.
Data simulation
Simulated data with no epistasis interaction: We first simulated genotypes using HAPGEN2 [28] ,
where we utilized the 1000G CEU population as initial reference panels. Then, we simulated phenotypes using the Fisher's polygenic model, where the effects of causal variants are obtained from the normal distribution with a mean of zero. Let Y indicate the phenotypes and X indicate the standardized genotypes. In addition, β is the vector of effect sizes where β i is the effect of the i-th variant. Thus, we have:
, where e models the environment and measurement noise. Under the Fisher's polygenic model, the effect size of the causal variants is obtained from N (0, (σ 2 g )/N c ), where N c is the number of causal variants and σ g is the genetic variation. In addition, the effect size for variants that are non-causal is zero. We set the effect size in order to obtain the desired statistical power. We implanted one, two, or three causal variants in our simulated datasets.
We use false positive (FP) and true positive (TP) as metrics to compare different methods. FP indicates the fraction of loci that harbor one causal variant and are incorrectly detected as loci that harbor AH. TP indicates the fraction of loci that harbor AH and are correctly detected.
Simulated data with epistasis interaction: We simulated the genotypes similar to the case where we have no epistasis interaction, which is mentioned above. Then, we simulated phenotypes using the following model:
, where x i and x j indicate the standardized genotypes for ith and jth variants, respectively. Moreover, β ij is the epistasis interaction effect size. We set β ij such that we obtained the desired heritability for the simulated phenotype. Then, we computed the marginal statistics for each variant utilizing the linear regression single variant testing.
Discussion
We have proposed a novel probabilistic method to detect loci with AH. Our results show that our method is more accurate than existing methods. One of the main benefits of our method is that it only requires summary statistics. Summary statistics of a GWAS study or eQTL study are widely available; thus, our method is applicable to most existing datasets. We have shown that AH is widespread and more common than previously estimated in complex traits, both in GWASs and eQTL studies. Since our method is influenced by statistical power and uncertainty induced by LD, the proportions of loci with AH detected in this study are just a lower bound on the true amount of AH. Thus, our study suggests that many, and maybe even most, loci are affected by AH.
Our results highlight the importance of accounting for the presence of multiple causal variants when characterizing the mechanism of genetic association in complex traits. Falling to account for AH can reduce the power to detect true causal variants, and can explain the limited success of fine mapping of GWASs. Similarly, attempts to explain GWAS using eQTLs data should be more successful with methods that assume that some loci may include multiple causative variants (e.g.
eCAVIAR [37] and RTC [38] ).
One of the limitations of our method is that we assume that the observed marginal statistics are corrected for the population using PCA-based methods. Recently, linear mixed models (LMM) [39] [40] [41] [42] [43] [44] have become a popular correction for population structures that have cryptic relationships.
Thus, the current version of our method is not applicable to summary statistics that have been corrected for population structure using LMM. However, we have shown in our previous work that the same statistical model can be extended to incorporate the summary statistics that have been corrected for population structure using LMM. Unfortunately, in this case, the study's raw genotypes and phenotypes should be available in order to perform the desired analysis.
In summary, we have developed a method to detect the presence of AH in loci of complex traits.
We show that while the method may fail to detect AH in some loci, the false positive rate is very low. Thus, when our method detects a locus to have AH with a high probability, the prediction is very reliable. Since the amount of AH detected in our study is just a lower bound on the number of loci with AH, we suggest that AH is widespread in complex traits. 
