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In contrast to metals with weak disorder, the resistivity of weakly-pinned charge density waves
(CDWs) is not controlled by irrelevant processes relaxing momentum. Instead, the leading con-
tribution is governed by incoherent, diffusive processes which do not drag momentum and can be
evaluated in the clean limit. We compute analytically the dc resistivity for a family of holographic
charge density wave quantum critical phases and discuss its temperature scaling. Depending on the
critical exponents, the ground state can be conducting or insulating. We connect our results to dc
electrical transport in underdoped cuprate high Tc superconductors. We conclude by speculating on
the possible relevance of unstable, semi-locally critical CDW states to the strange metallic region.
Part of the mystery shrouding the physics of high Tc
superconductors since their discovery over thirty years
ago is tied to the nature of the ground state across the
phase diagram [1]. There is an extremely rich pattern
of both internal (superconductivity) and spacetime (ne-
maticity, density waves, etc.) symmetry breaking. There
are strong indications that these orders can be inter-
twined [2], or even exist only as fluctuating phases [3].
Understanding their impact on the low energy dynamics
as well as their experimental signatures is challenging.
Spin-charge stripe order was originally detected at
low temperatures T < TCDW in the pseudogap of un-
derdoped lanthanum-based, neodymium-doped cuprates
(La2−x−yNdySrxCuO4 with x ∼ 1/8, y ∼ 0.4) [4]. Trans-
port measurements [5] reveal finite frequency peaks in
the far infrared regime compatible with weakly-pinned
charge density waves (CDWs) [6]. At T < TCDW ,
the temperature dependence of the resistivity becomes
insulating-like with a negative slope. It is also expected
that this CDW order terminates at a zero temperature
Quantum Critical Point (QCP) [7]. More recently, ex-
perimental signatures of charge modulations on the over-
doped side in a Bimuth-based compound (Bi2201) have
also been reported [8]. At optimal doping, the strange
metallic phase lies in the vicinity of the static CDW
phase and is widely believed to originate from a QCP,
although observables do not obey a simple scaling theory
σ(ω, T ) = T (d−2)/zΣ(ω/T ) [9]. This motivates study-
ing quantum critical phases with spontaneously broken
translations and more generally transport in strongly-
coupled CDW phases.
Reliable theoretical tools to do so are few and far be-
tween. Field theoretical approaches (see [10] for a review
and references therein) usually start by coupling a gap-
less, critical boson to a Fermi surface. In d = 2 these
theories are strongly-coupled in the IR and their analysis
is intricate. Hydrodynamics or memory matrices can be
used to capture transport properties at late times [6, 11].
For static, weakly-pinned non-Galilean invariant CDW
states, [12, 13] found that the resistivity is insensitive at
leading order to irrelevant momentum-relaxing processes
ρdc =
1
σo
+O(Γ) , (1)
where Γ is the momentum relaxation rate, and σo is an in-
coherent conductivity. It represents the contribution to
the conductivity of diffusive processes without momen-
tum drag. This transport coefficient must be evaluated
within the microscopic theory. It has been computed pre-
viously at a particle-hole symmetric d = 2 spin density
wave QCP [14]. Without particle-hole symmetry, distin-
guishing between the incoherent and momentum contri-
butions is non-trivial [15].
Gauge/Gravity duality [16–18] offers another approach
by mapping the strongly-coupled dynamics to solving
Einstein’s equations in a weakly-coupled, classical the-
ory of gravity. The incoherent conductivity can be com-
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2puted analytically at non-zero density in both clean and
disordered holographic metallic phases [15, 19]. Spatially
modulated phases have been constructed using numerical
methods [20–28], which makes the study of the ground
state and transport more challenging than when an ana-
lytical study is possible.
In this Letter, we combine Gauge/Gravity duality with
Effective Field Theory (EFT) principles and investigate
an effective holographic model of spontaneous translation
symmetry breaking [29]. We focus on the ground state
and dc transport properties. The model breaks trans-
lations homogeneously [30, 31] rather than inhomoge-
neously, allowing us to obtain many results analytically.
In a companion paper [32], we explain in greater detail
how it correctly captures various aspects of the EFT of
CDW states [6, 11] and give the technical derivations of
our results.
After briefly exposing the model, we address low fre-
quency charge transport. We define the incoherent con-
ductivity σo and compute it analytically. We then con-
struct hyperscaling violating holographic CDW QCPs
and discuss the scaling of the incoherent conductivity
at the QCP. Due to hyperscaling violation and the pres-
ence of irrelevant operators, σo 6= T (d−2)/z and it can be
metallic or insulating. Finally, we connect our results to
charge transport in cuprate high Tc superconductors.
EFFECTIVE HOLOGRAPHIC THEORY OF
CHARGE DENSITY WAVES
We consider the family of holographic theories [33]:
S =
∫
d4x
√−g
[
R− 1
2
∂φ2 − V (φ)
− 1
4
(
Z1(φ) + λ1Z2(φ)
2∑
I=1
∂ψ2I
)
F 2
−1
2
2∑
I=1
(
Y1(φ)∂ψ
2
I + λ2Y2(φ)
(
∂ψ2I
)2)]
,
(2)
where I, J = 1, 2 run over the boundary spatial coordi-
nates. Our background Ansatz is [30, 31]:
ds2 = −D(r)dt2 +B(r)dr2 + C(r)d~x2 ,
A = A(r)dt , φ = φ(r) , ψI = kδIix
i .
(3)
The ψI ’s break both spatial translations x
i → xi+ai and
the global shift symmetry ψI → ψI + cI , but preserve a
diagonal subgroup [30, 31, 34], which is why the other
bulk fields do not depend on the xi [35]. In what follows,
we no longer distinguish between i and I indices.
We first restrict to the two-derivative action λ1,2 = 0.
The scalar couplings are arbitrary, except for their UV
(φ → 0) behavior VUV = −6 + 12m2φ2 + . . . , Z1,UV =
1+ . . . , Y1,UV = φ
2 + . . . which ensures asymptotically
locally AdS4 black holes exist when r → 0 [36]. The UV
behavior of Y1(φ) is one of the key points of our work:
asymptotically, the three real scalars can be rewritten
into two complex scalars ΦI = φ exp(i
√
2ψI)/
√
2, and
the action becomes similar to that of Q-lattices [30]. This
means we can think of the boundary theory as a UV CFT
deformed by a pair of complex scalar operators LCFT +
(λIO?I+λ?IOI)/2 with dimension ∆ given bym2 = ∆(∆−
3). In a CDW state, the charge density is written as
ρ(x, t) = ρ0 + ρ1(x, t) cos(kx + Ψ(x, t)) [6]. In the EFT,
the order parameter is modeled by a complex scalar [2],
the phase of which is expanded at linear order around
equilibrium as kx + Ψ(x, t). This is precisely what our
boundary deformations capture [37].
We do not expect the global shift symmetry to be an
exact symmetry of the system at all energy scales. It is
an emergent low energy symmetry tied to the dynam-
ics of the Goldstones and is absent from inhomogeneous
spatially modulated phases studied in past holographic
literature. However, since we are concerned with low en-
ergy dynamics in this work, we treat this symmetry as
an exact symmetry at all energy scales.
Imposing Dirichlet boundary conditions on φ with van-
ishing source φ ∼ φ(v)r∆ + . . . together with ψi = kxi
means translations are broken spontaneously [29] rather
than explicitly [30, 31, 38, 39].
The Lie derivative along ∂/∂~x leaves all background
fields invariant except the ψi and generates a pure gauge
solution to the equations of motion: this is the bulk dual
to the boundary phonon [40].
The higher-derivative couplings λ1,2 source instabili-
ties of translation invariant phases towards phases break-
ing translations spontaneously [32]. The free energy of
the backreacted phases can be minimized with respect to
the ordering wavevector k, thereby identifying the pre-
ferred k 6= 0 of the ground state [41, 42].
λ1,2 are constrained by causality: [43] found a neces-
sary condition on λ1, −1/6 < λ1 < 1/6. We also take
λ2 > 0 and defer a more thorough analysis to future
work.
The dual, renormalized stress-energy tensor reads [32]:
〈T tt〉 =  = −3d3 = 2〈T ii〉 = 2p , (4)
where  and p are the energy density and the pressure,
and d3 appears in the boundary expansion of r
2D(r) ∼
1 + d3r
3 + . . . in the Fefferman-Graham gauge B(r) =
1/r2, together with the mimization condition
k
∫ 0
rh
√
BD
(
Y1 + 2λ2k
2Y2
C
− λ1Z2A
′2
BD
)
= 0 . (5)
Restricting to a two derivative action in (2) λ1 = λ2 = 0
would lead to k = 0 for the ground state.
(4) is compatible with the equilibrium stress tensor for
a conformal Wigner crystal [11, 13]
〈T ijeq〉 = [p+ (K −G) ∂ · 〈Ψ〉] δij + 2G∂(i〈Ψj)〉 (6)
3provided there is no phase gradient ∂ · 〈Ψ〉 at equilib-
rium. K and G are the bulk and shear moduli, which
parameterize the elastic response of the phonons.
CONDUCTIVITY
In a clean CDW state, translations are not broken ex-
plicitly. The low frequency electric conductivity reads:
σ(ω) = σo +
ρ2
χPP
i
ω
. (7)
The imaginary ω = 0 pole comes from momentum conser-
vation. At non-zero density ρ, the current overlaps with
momentum and the dc conductivity is formally infinite.
σo is a finite, incoherent contribution to the real part. It
appears as a transport coefficient in the constitutive rela-
tion of the electrical current Jµ = ρuµ−Tσo∂µ(µ/T )+. . .
[13], where µ the chemical potential, T the temperature
and uµ the velocity. The incoherent conductivity is given
by the Kubo formula
σo =
1
(χPP )
2 limω→0
i
ω
GRJincJinc(ω, q = 0) . (8)
Jinc is the incoherent current orthogonal to momentum:
Jinc ≡ χPPJ − ρP , χJincP = 0 . (9)
σo is thus insensitive to momentum physics and can be
expected to reflect universal properties of the QCP. It
has been computed analytically in translation-invariant
holographic phases [19, 44–46]. In [32] we adapt an al-
ternative computation described in [47]. Assuming the
existence of a regular black hole horizon at r = rh, we
obtain
σo =
(
sT
sT + µρ
)2(
Z1,h + 8piλ1k
2Z2,h
s
)
, (10)
where Z1,2,h = Z1,2(φ(rh)) and we have used χPP =
 + p = sT + µρ [32]. In the translation-invariant limit
k → 0, this matches previous literature [19, 44–46].
When translations are spontaneously broken and for a
thermodynamically preferred phase verifying (5), it also
agrees with the results of [48].
DC RESISTIVITY OF QUANTUM CRITICAL
CDWS
Gauge/Gravity duality allows to model QCPs by con-
structing black hole solutions which display scaling be-
haviour in the radial coordinate in the deep IR region.
The holographic radial coordinate can be thought of as
a representation of the energy scale of the dual field the-
ory, so that the UV of the field theory probes the region
of spacetime close to the AdS boundary, while the IR
probes the region close to the black hole horizon.
To model the QCPs, we truncate our holographic
model (2) to its effective IR limit by taking [39, 49]
V = V0e
−δφ, Zi = Zi,0eγiφ, Yi = Yi,0eνiφ, (11)
with i = 1, 2. This is the holographic equivalent of inte-
grating out high energy modes to obtain the low energy
effective action. We have assumed the scalar grows in the
IR φ(ξ) = κ log ξ → ∞, where ξ is an IR radial coordi-
nate, different from the r coordinate which is defined over
all of spacetime. The classical equations of motion of the
IR effective action have the following solutions, [32]:
ds2 = ξθ
[
L2dξ2
ξ2f(ξ)
− f(ξ)dt
2
ξ2z
+
d~x2
ξ2
]
, ψi = kx
i ,
f(ξ) =
(
1− ξ
2+z−θ
ξ2+z−θh
)
, A = a ξζ−zdt .
(12)
The IR is defined as ξ → +∞ (ξ → 0) when θ < 2
(θ > 2). The solution (12) is only valid in the near-
horizon, IR region ξ  1 (ξ  1) and indeed φ → ∞.
The metric is parameterized by two exponents, z and θ. z
is the dynamical ‘Lifshitz’ exponent: time and space scale
anisotropically under rigid scale transformations t→ λzt,
~x→ λ~x. Together with ξ → λξ, the metric is seen to be
covariant rather than invariant when θ 6= 0 [50]. The
temperature and entropy can be computed as usual from
the surface gravity and the horizon area, T ∼ ξ−zh , s ∼
T (2−θ)/z: there is an effective dimensional crossover along
the RG flow to 2− θ spatial dimensions.
To connect to the UV, we need to perturb this IR solu-
tion with radial modes, which are analogous to irrelevant
deformations of the IR endpoint of the RG flow. Some ir-
relevant modes decay sufficiently fast and decouple com-
pletely from the IR theory. However, others govern the
leading behaviour of certain IR observables and can be
dangerously irrevelant. Whether modes are irrelevant or
marginal is decided by how terms in the IR equations
of motion coming from the Maxwell or ψI matter sector
scale with ξ: marginal (irrelevant) modes scale with the
same (a subleading) power of ξ as other terms.
Our interest lies in determining the leading low tem-
perature behaviour of σo in the critical phases (12). (10)
reveals this is primarily determined by the low tempera-
ture scaling of Z1. Indeed, if λ2 sources a marginal cou-
pling in the IR theory, then the second term inside the
parentheses in (10) has the T -dependence as the first.
It will only affect the numerical prefactor and, barring
very fine-tuned circumstances, will not cancel it out. If
λ2 sources an irrelevant deformation, then the second
term inside the parentheses decays faster than the first
as T → 0. Thus, the main lesson is that in both cases,
it is enough to concentrate on the two-derivative part of
the action to compute σo(T → 0).
4The IR solutions (12) were analyzed in some detail in
[39]. In general, κγ = 2 − ζ. ζ is related to the scaling
dimension of one of the IR operators, ∆IR = z+ (2− θ−
ζ)/2. When ζ = θ − 2, this deformation is marginal and
the two-derivative Maxwell terms have the same ξ scaling
as other two-derivative terms in the eoms. If they decay
faster in the IR, this deformation is irrelevant and gives
the leading contribution to σo. Plugging this into (10)
leads to
σo ∼ T 2+
ζ+2−2θ
z . (13)
As argued around (1), σo captures the dc resistivity of a
weakly-pinned, quantum critical CDW state. In [12, 13],
it was shown that the ac conductivity is generally
σ(ω) = σo +
(
ρ2
χPP
) −iω
(−iω(Γ− iω) + ω2o)
, (14)
where Γ and ωo are the momentum relaxation rate
and pinning parameter originating from weak explicit
breaking of translations. The formula is valid when
these parameters are small compared to the equilibration
timescale Γ, ωo  1/τeq.
Taking the dc limit ω → 0 precisely returns (1), so
σo captures the leading contribution up to O(Γ, ωo) cor-
rections. In contrast to weakly disordered metals where
ρdc ∼ O(Γ), the resistivity is not small, even for weak dis-
order. Since weak disorder only affects subleading correc-
tions, the resistivity can be computed in the clean limit
using our formula (10) or, at low temperatures, (13).
Within the allowed parameter space, the zero tempera-
ture resistivity can diverge or vanish: these states can be
insulating or conducting. This is a non-trivial feature of
relaxing Galilean symmetry: in Galilean systems, σo = 0
by symmetry and the CDW is always a dc insulator. The
power can also vanish: then the resistivity saturates at
zero temperature. This residual zero temperature resis-
tivity is very reminiscent of the characteristics of charge
transport in non-superconducting underdoped Nd-LSCO
at x ∼ 0.125 with static spin-charge stripe order [4]. The
resistivity is linear in temperature at T > TCDW . At
lower temperatures, it turns up and eventually asymp-
totes to a non-vanishing constant at zero temperature
(see eg the inset of figure 2 of [5]).
At a QCP, a naive scaling analysis predicts σ ∼
T (d−2)/z when T is the only scale. Our result evades this
expectation for two reasons: firstly, [σo] = [σinc]−2[χPP ],
where χPP contributes a dimensionful constant at T = 0;
secondly, θ 6= 0 and ζ 6= 0 also affect the T dependence.
INCOHERENT CONDUCTIVITY IN UNSTABLE
CDW CRITICAL PHASES
We close this Letter by considering phases which break
translations spontaneously but do not minimize the free
energy. The motivation for this is as follows. [12] sug-
gested that quantum critical CDW modulations provide
a mechanism underlying room temperature off-axis peaks
measured in the far infrared optical conductivity at opti-
mal doping [51]. If the strange metallic region is indeed
the finite temperature wedge of a zero temperature QCP,
any order parameter is subject to quantum critical fluc-
tuations and there is no stable ordered phase.
Our main interest is the low temperature regime.
Higher-derivative terms in (2) will either source sublead-
ing temperature dependence, or simply correct the pref-
actor of the two-derivative temperature scaling. So we
set λ1,2 = 0 in (2).
Since we do not impose the minimization condition
(5), matching the renormalized, dual stress-tensor to the
crystal stress-tensor (6) now requires a uniform, non-zero
strain ∂ · 〈Ψ〉 = u¯, [32]. The background is dual to an
excited state which does not have the lowest free energy.
It is similar to states with a non-zero superfluid velocity:
these are generally less thermodynamically stable than
equilibrium states without superfluid velocity.
The computation of the incoherent conductivity differs
as now
χPP = + p+ 2Ku¯ , Ku¯ = −k
2
2
∫ 0
rh
dr
√
BDY1 (15)
which ultimately leads to
σo =
(sT + 2Ku¯)
2
Z1,h
(χPP )
2 +
16pi(Ku¯)2ρ2
s Y1,hk2 (χPP )
2 . (16)
At low temperatures, neglecting the sT terms in (16)
and using + p ∼ µρ, this becomes
σo ∼
T→0
(2Ku¯)
2
(µρ+ 2Ku¯)
2
(
Zh +
4piρ2
s Yhk2
)
. (17)
An interesting subcase is the so-called semi-locally crit-
ical limit, where both z → +∞ and θ → −∞, with
−θ/z = 1. In phases breaking translations explicitly,
this leads to a T -linear heat capacity and resistivity [52].
Its connexion with Planckian dissipation and potential
relevance to optimally doped cuprates has been high-
lighted in [52]. Importantly, [52] studied a case with
only marginal deformations, so the only IR scale is T
and τeq ∼ τP = ~/kBT . [52] also focused on the
slow momentum-relaxing regime, where momentum re-
laxation dominates the resistivity ρdc ∼ Γ ∼ 1/τP and
the incoherent conductivity is negligible.
(16) applies to phases breaking translations sponta-
neously rather than explicitly, and shows that in the
semi-locally critical limit, the incoherent conductivity
also provides a T -linear, Planckian contribution to the re-
sistivity when there are only marginal deformations. For
this, it is crucial that the state does not mimize the free
energy: the same limit taken in (13) leads to σo ∼ T 3.
5[12] determined the dc conductivity of weakly-pinned,
fluctuating CDWs to be
σdc = σo +
ρ2
χPP
Ω
ΩΓ + ω2o
(18)
where Ω is the phase relaxation rate of the phonons. In a
quantum critical phase, it should be thought of as setting
the timescale of phase fluctuations. The data catalogued
in [12] suggests the Planckian timescale τP controls both
the dc and ac transport in bad metals, including the
strange metal region of cuprates. It would be interesting
to compute holographically this second contribution to
the resistivity.
Note added: As this work was in the final stages, we
became aware of [53] which also studies a homogeneous
model of spontaneous translation symmetry breaking in
holographic massive gravity.
Second note added: After this work appeared as a
preprint, [48] emphasized how considering thermody-
namically stable phases affects the incoherent conductiv-
ity. This new version reflects this improved understand-
ing.
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