A new method for the calibration of three-dimensional atom-probe ͑3DAP͒ microscopy mass spectra has been developed. This method is based on a linear regression procedure that takes full advantage of the large number of data points collected during a typical 3DAP analysis. The data analysis procedures involved in the method are direct, relying only on simple scripting routines written in a spreadsheet program. When performed properly, the calibration ensures that all of the peaks in a mass spectrum lie at their expected positions, making subsequent peak identification and mass window determination procedures relatively unambiguous. One of the distinct advantages of the method is that mass windows determined for one 3DAP spectrum can be applied directly to subsequent spectra from similar specimens, avoiding the need to re-examine the individual peaks in each spectrum. The example of the calibration of a tungsten 3DAP mass spectrum is presented. With minor modifications, the method can be applied to the calibration of spectra from other techniques that utilize time-of-flight mass spectrometry.
I. INTRODUCTION AND PRINCIPLE
A modern three-dimensional atom-probe ͑3DAP͒ 1-3 run can record on the order of one million plus ion times-offlight ͑TOFs͒ in a single run. When analyzed in the appropriate manner, this large amount of data allows for an extremely accurate calibration of a 3DAP mass spectrum. Such an accurate calibration is useful insofar as the mass windows determined for a particular 3DAP spectrum can be applied directly to other 3DAP spectra without the need to reexamine individual peaks.
The method described in this article builds on previous methods developed for the calibration of one-dimensional atom-probe mass spectra. [4] [5] [6] The advantage of the method described herein is that it takes full advantage of the large number of data points that a 3DAP run collects, allowing for an extremely accurate and rapid calibration.
The equation for mass-to-charge state ratio m/n as a function of the measured TOF t in a 3DAP is given by 7 m n
where ͑m/n͒ is the mass-to-charge state ratio, k is a constant related to the elementary electronic charge ͑e͒ on an electron ͓kϭ2eϭ1.929 72ϫ10 Ϫ4 ͑a.m.u. mm 2 V Ϫ1 ns Ϫ2 )], V dc is the steady-state dc voltage on a tip, V pulse is the evaporation pulse voltage, t o is the time offset due to propagation delays in the electronics, and d is the ion flight path distance. Equation ͑1͒ is derived by equating the potential energy of a field evaporating ion ͓ne␣ (V dc ϩ␤V pulse )͔ to its kinetic energy
2 ͔, under the assumption that the ion reaches its terminal velocity in a few tip radii ͑Ϸ150 nm͒. The quantities ␣ and ␤ are system specific parameters: ␤ accounts for the fact that the pulse energy is not completely transferred to the evaporating ion and ␣ accounts for modification of the pulse amplitude due to reflections and impedance mismatches along the pulse transmission line. For the remainder of this paper, ␣ and ␤ are treated as constants with values of 1.015 and 0.7, respectively. Note that their values are not independent of one another. The value of ␤ is less than one, accounting for the fact that the ions field evaporate, on average, not at the peak of the evaporation pulse, but during the ascending and descending edges of the incoming evaporation pulse. As a result, the ions acquire only a fraction ͑that is, ϳ0.7͒ of the total pulse energy. The value of ␣ is slightly greater than one, accounting for the fact that the evaporation pulse is slightly amplified due to reflections and impedance mismatches along the pulse transmission line. However, since the values of ␣ and ␤ are not independent, the two effects that they account for cannot, strictly speaking, be uncoupled entirely. Equation ͑1͒ can be rearranged to yield
͑2͒
Equation ͑2͒ yields an ion's TOF t as a function of (V dc ϩ␤V pulse ), the total voltage applied to a field evaporating ion. It is seen directly from Eq. ͑2͒ that a plot of t versus the quantity in parentheses yields a straight line with 
II. CALIBRATION OF A SPECTRUM
An example of the calibration of a 3DAP tungsten mass spectrum is presented in this section. Tungsten has five stable isotopes, occurring with the abundances presented in the penultimate column of Table I . 8 During a 3DAP analysis of a tungsten specimen, tungsten ions are field evaporated in both the 3ϩ and the 4ϩ charge state, with the majority of the ions evaporating in the 3ϩ charge state.
The run used for this example recorded 212 088 total TOFs. This data was collected using our 3DAP at Northwestern University. The tip's steady-state dc voltage ranged from approximately 12 to 15.5 kV during the run. The tip temperature was maintained at 70 K, and a pulse fraction of 15% ͑at 1500 Hz͒ was employed. The first step in a calibration involves the construction of an approximate spectrum using approximate calibration parameter values for d and t o ͓see Eq. ͑1͔͒. An example of such spectrum is exhibited in Fig. 1 . This spectrum was constructed using reasonable initial estimates of 280 ns for t o and 615 mm for d. Three major sets of peaks are observed in the spectrum -W 4ϩ ions, W 3ϩ ions, and small residual gas ion peaks ͑both H ϩ and He ϩ peaks͒. Residual helium is present due to its use as an imaging gas for tungsten during 3DAP analysis. Hydrogen is present as the predominant background gas in the 3DAP chamber ͑which, during an analysis, is approximately 10
Ϫ10
Torrϭ1.3ϫ10 Ϫ8 Pa͒; hydrogen is the main residual gas impurity in a stainless steel ultrahigh vacuum system. The ordinate of Fig. 1 has been truncated to highlight these residual gas ion peaks. The next step in the calibration procedure is to locate individual peaks within this approximate spectrum whose actual masses are well known. To ensure that the calibration is accurate for all masses, peaks must be selected across the width of the mass spectrum. For the purposes of this example, three peaks are selected -the He ϩ peak ͑expected mass of 4 a.m.u.͒, the 186 W 4ϩ peak ͑expected mass of 46.5 a.m.u.͒, and the 186 W 3ϩ peak ͑expected mass of 62 a.m.u.͒. Highlights of these peaks from the initial approximate spectrum presented in Fig. 1 are displayed in Fig. 2 . The measured mass windows for these three peaks are given in the figure caption. These mass windows are chosen to encompass the majority of ions associated with each peak, without encompassing ions due to random noise on either side of the peaks. Since the peaks in Fig. 2 are highlights from an initial approximate spectrum, the measured windows do not correspond exactly to their anticipated locations.
With the measured windows of these calibration peaks determined, the next step is to scan through the 3DAP data file and isolate all of the data points whose initial approximate masses ͑calculated with the initial values of t o and d͒ fall into these measured windows. If an initial approximate mass falls into a calibration peak window, then the values for V dc , V pulse , and t are extracted for this approximate mass. These values, along with the actual mass value for that initial approximate mass ͑that is, in the case of these windows, either 4, 46.5, or 62 a.m.u.͒ are then used to calculate the value of the quantity in parentheses in Eq. ͑2͒.
For example, one of the data points collected during the run had a steady-state dc voltage of 11 733 Vdc, a pulse voltage of 1,759 Vdc, and a measured TOF of 2771 ns. Using the initial approximate calibration parameters of dϭ615 mm and t o ϭ280 ns, these values yield an approximate massto-charge state ratio ͓see Eq. ͑1͔͒ of 62.4943 a.m.u. This ratio falls into the calibration peak approximate window corresponding to the 186 W 3ϩ peak expected at a mass-to-charge state ratio of 62 a.m.u. ͓see Fig. 2͑c͔͒ . Hence, the actual m/n value of 62 a.m.u., along with the measured values of V dc and V pulse ͑11 733 and 1759 Vdc, respectively͒ are used to calculate the ratio in parentheses in Eq. ͑2͒; in this case, the calculated value is 4.941 32 ns mm Ϫ1 . This calculated value, along with the measured TOF ͑that is, 2771 ns͒, constitutes one point to be used in the best-fitting procedure described in the paragraph following Eq. ͑2͒.
All of the data manipulation heretofore described is achieved easily with simple script routines written in a spreadsheet program ͓the authors use the graphing spreadsheet program ''pro Fit'' from Quantum Software peaks, and two small residual gas ion peaks (H ϩ and He ϩ ). The ordinate of the spectrum has been truncated to highlight these residual gas ion peaks. the isolated TOFs. This plot is exhibited in Fig. 3 together with a best-fit line. The slope and intercept of the best-fit line yield directly the calibration parameters -dϭ618.2537 mm and t o ϭ284.3513 ns ͓see Eq. ͑2͔͒.
With the calibration parameters determined, the mass-tocharge ratios can be recalculated using Eq. ͑1͒ and new spectra can be constructed. Highlights of the W 3ϩ and W 4ϩ sections of the calibrated spectrum are exhibited in Fig. 4 . All of the peaks are centered exactly at their expected locations ͑compare to Table I͒ . The location of the 186 W 4ϩ peak in Fig. 4͑a͒ can be compared to its corresponding uncalibrated position in Fig. 2͑b͒ , and the location of the 186 W 3ϩ peak in Fig. 4͑b͒ can be compared to its corresponding uncalibrated position in Fig. 2͑c͒ . The mass resolution, m/⌬m, as calculated from the 186 W 3ϩ peak ͓the rightmost peak in Fig. 4͑a͔͒ is approximately 500 at full-width at half-maximum ͑FWHM͒ and approximately 250 at full-width at tenthmaximum. The measured abundances of the four major isotopes, as calculated from the W 3ϩ peaks in Fig. 4͑a͒ , are included in Table I -the agreement between the experimental and the expected abundances is very good.
III. DISCUSSION
This calibration procedure is extremely robust. Much of its robustness can be attributed to the fact that the linear regression procedure used to determine the best-fit line for calibration ͑see Fig. 3͒ relies on many thousands of data points. In the case of Fig. 3 , 56 581 points were utilized for the best-fit procedure. Because of this robustness, the initial approximate spectrum windows used to identify the calibration peaks ͑see Fig. 2͒ need only be approximate to ensure an accurate calibration.
Further evidence for the accuracy and robustness of the method is demonstrated using Fig. 5 . In this figure, all calibrated masses between 61.7 and 62.3 are plotted against their total voltage values, (V dc ϩ␤V pulse ), in Vdc. The result is a projection of the 186 W 3ϩ peak as the total voltage increases during the run. The texture observed in the scatter of the data is related to the fact that, during an analysis, the total voltage is increased and decreased only by discrete amounts ͑for example, 15 Vdc increments and 25 Vdc decrements in V dc ).
The mass-to-charge state ratio values are indeed centered around the expected value of 62, but a best-fit line reveals a slight upwards drift to the data as a function of total voltage, (V dc ϩ␤V pulse ). Possible explanations for this drift are systematic changes in the values of either ␤ or ␣ ͓see Eq. ͑1͔͒ as functions of total voltage ͑note that ␤ and ␣ are treated as constants with values of 0.7 and 1.015, respectively͒. The slope, however, of the best-fit line in Fig. 5 is 3 .38ϫ10 Ϫ6 ͑1/Vdc͒. For an ideal 3DAP run spanning 10 000 total volts, this slope yields a drift in the mass-to-charge state ratio of 0.038 -a negligible amount relative to the mass resolution of the instrument ͑that is, m/⌬mϭ62/0.038Ϸ1600ӷ500, the FWHM value for mass resolution reported in the previous section͒. Though the values of ␤ and ␣ may be slightly voltage dependent, the effects of such voltage dependencies are insignificant. It should be noted that the values of ␤ and ␣ are not usually independent. For most 3DAP runs, the value of V pulse is held at a constant fraction f of the value of V dc . Substitution of the relationship V pulse ϭ f V dc into Eq. ͑2͒ yields
͑3͒
The true independent quantities are the compound quantity in parentheses and t o . For our calibration method to work best, calibration peaks must be identified across the entire approximate spectrum. For the example presented in this paper ͑see Figs. 1 and 2͒, the He ϩ peak was chosen at the far left of the initial approximate spectrum, the 186 W 3ϩ peak was selected at the far right of the initial approximate spectrum, and the 186 W 4ϩ peak was selected in the middle of the initial approximate spectrum. Choosing peaks in this manner ensures that the calibration is accurate across the entire width of the spectrum -note the excellent linear fit through all three clusters of data points in Fig. 3 . The more peaks that are identified and used during the calibration procedure, the more accurate the resulting calibration.
It is correct that this method requires that the identities of the calibration peaks -their expected mass-to-charge state ratio values -be known a priori. Though this is a limitation, it is not usually a problem. Unless the chemical composition of the specimen being analyzed is completely unknown, the main peaks from the predominant isotopes, along with ubiquitous residual gas ion peaks, can almost always be identified. For particularly difficult spectra, an initial approximate calibration can be performed using known peaks, further calibration peaks can be identified in the initial approximately calibrated spectrum, and a final calibration can be performed subsequently.
One of the greatest benefits of an accurate calibration for 3DAP mass spectra is derived during the determination of the mass windows from the calibrated spectrum. When a specimen from a particular system is first analyzed, the mass windows from the calibrated spectrum are determined. For the example presented in this article, the specimen system is tungsten. Within this system, mass windows must be determined for the W 3ϩ peaks, the W 4ϩ peaks, and the residual gas ion peaks ͑see Fig. 1͒ . These windows are then used in the development of a 3DAP atomic reconstruction. [1] [2] [3] [9] [10] [11] If further samples from the same system are analyzed, then the same mass windows can be applied generally to the resulting calibrated mass spectrum. That is, the mass windows determined for the calibrated tungsten spectrum presented in this article can be applied directly to calibrated spectra from any tungsten specimen. All that is required is a cursory check of a subsequent spectrum to identify and determine windows for any previously unobserved peaks. For specimens from the same system, the peaks are usually the same from specimen to specimen. As a result, individual mass windows need not be redetermined for every specimen examined -mass window templates can be developed and modified as required. This constitutes a significant timesaving in terms of current 3DAP data analysis ͑as the mass windowing procedure is still generally done by hand͒. Templates of this sort have been developed for the analysis of complex spectra recorded from 3DAP investigations of ceramic/metal systems. [9] [10] [11] The calibration concepts constituting the method described in this article are by no means exclusive to 3DAP analyses. With minor modifications, the method can be applied to the calibration of spectra from other techniques that utilize time-of-flight mass spectrometry. For example, the methods have recently been modified and applied to the calibration of mass spectra from pulsed-laser atom-probe analyses. 12 
