Abstract. Each Cantor measure µ with scaling factor 1 2n has at least one associated orthonormal basis of exponential functions (ONB) for L 2 (µ). In the particular case where the scaling constant for the Cantor measure is ), there is a unitary operator U defined by mapping one ONB to the other. This paper focuses on the case in which one ONB Γ is the original Jorgensen-Pedersen ONB for the Cantor measure µ 1 4 and the other ONB is is 5Γ. The main theorem of the paper states that the corresponding operator U is ergodic in the sense that only the constant functions are fixed by U .
Introduction
Infinite Bernoulli convolutions are special cases of affine self-similarity systems, also called iterated function systems (IFSs). Thus IFS measures generalize distributions of Bernoulli convolutions (see Section 1.1 for details). Bernoulli convolutions in turn generalize Cantor measures. For over a decade, it has been known that a subclass of IFS measures µ have associated Fourier bases for L 2 (µ) [JP98] . If L 2 (µ) does have a Fourier ONB with Fourier frequencies Γ ⊂ R, we then say that (µ, Γ) is a spectral pair. In the case that a set of Fourier frequencies exist for L 2 (µ), we say Γ is a Fourier dual set for µ or that Γ is a spectrum for µ; we say µ is a spectral measure. The goal of this paper is to examine the operator U which scales one spectrum into another spectrum. We observe how the intrinsic scaling (by 4) which arises in our set Γ interacts with the spectral scaling (to 5Γ) that defines U . We call U an operator-fractal due to its self-similarity, which is described in detail in [JKS12] .
Our main theorem is Theorem 4.5, which states that the only functions which are fixed by U are the constant functions-in other words, U is an ergodic operator in the sense of Halmos [Hal56] . and tails (−1), is equally likely. These coin-tosses are independent of each other and identically distributed.
Proof: If E λ denotes the expectation of the random variable Y λ , then for all t ∈ R,
where independence of the random variables Y k is used to obtain the second line in Equation (1.4).
Because the two outcomes −1 and +1 are equally likely, we obtain
cos(λ k t).
(1.5)
For more details about random Fourier series and this approach to the measure µ λ , see [Kah85] and [Jor06, Chapter 5] .
Another way to generate the measure µ λ is from an iterated function system (IFS) with two affine maps (1.6) τ + (x) = λ(x + 1) and τ − (x) = λ(x − 1).
By Banach's fixed point theorem, there exists a compact subset of the line, denoted X λ and called the attractor of the IFS, which satisfies the invariance property (1.7) X λ = τ + (X λ ) ∪ τ − (X λ ).
Hutchinson proved that there exists a unique measure µ λ corresponding to the IFS (1.6), which is supported on X λ and is invariant in the sense that (1.9) µ λ (t) = ∞ k=1 cos(λ k t).
Bernoulli convolution measures have been studied in various settings, long before IFS theory was developed. Some of the earliest papers on Bernoulli convolution measures date to the 1930s and work with an infinite convolution definition for µ λ ; they are [JW35, KW35, Win35, Erd39] . The history of Bernoulli convolutions up to 1998 is detailed in [PSS00] .
1.2. Notation, terminology, and summary of results. We will use the notation e t (·) to denote the complex exponential function e 2πit(·) . Given a set Γ ⊆ R, we denote by E(Γ) the set {e γ : γ ∈ Γ}. Throughout, we fix λ = , which we call µ. We will work with the set Γ originally defined by [JP98] (1.10)
Jorgensen and Pedersen showed that Γ is a spectrum for µ-that is, the set of exponential functions It is known that other scaling symmetries are possible in L 2 (µ); examples are given in [ LW02, DJ09b, JKS11] . In particular, Dutkay and Jorgensen have shown that the ONB property is preserved under scaling by powers of 5-that is, for each n ∈ N, each scaled set 5 n Γ is also an exponential ONB for L 2 (µ) [DJ09b, Proposition 5.1]. This result may be counterintuitive since the resulting scaled set (1.11) of Fourier frequencies appears quite "thin". In this paper, we will restrict our attention to the case n = 1:
(1.11) 5Γ = {0, 5, 20, 25, 80, 85, 100, 105, 320, . . .}.
The 5-scaling property for the ONB (1.10) induces a unitary operator U in L 2 (µ), as given in the next definition.
Definition 1.2. Define the operator U on the orthonormal basis E(Γ) by (1.12) U (e γ ) := e 5γ .
In [JKS12] , we gave operators such as U the name operator-fractals due to the self-similarity they exhibit. Due to this self-similar structure, the spectral representation and the spectral resolution for U are surprisingly subtle. Despite this, we are able to establish ergodic and spectral-theoretic properties of the unitary operator U . Our main theorems are Theorem 3.4, Theorem 3.6, and Theorem 4.5.
• In Theorem 3.4, we establish the correspondence between Hilbert spaces associated with real measures m v arising from projection-valued measures and U -cyclic subspaces of L 2 (µ 1 4 ).
• We find an explicit formula for the adjoint of the intertwining operator relating the U -cyclic
) and L 2 (m v ) in Theorem 3.6 .
• In our major theorem, Theorem 4.5, we prove that the only functions fixed by U are constant functions-that is, U is an ergodic operator.
1.3. Organization of the paper. We begin in Section 1 with a background discussion of Fourier bases on Cantor measures and motivate our interest in the operator-fractal U . The proofs of our main theorems rely on projection-valued measures and the spectral theorem for unitary operators, for which we provide a brief background in Section 2. In Section 3, we examine U -cyclic subspaces of L 2 (µ) in detail using Nelson's theory of σ-classes. The material in these sections is a blend of standard theorems, known results with new proofs, and some new results which lead us to our main theorem. We prove the main theorem -the ergodicity of U -in Section 4. In Section 5, we explore various aspects of the relationships of the scaling factors (×4) and (×5) inherent in the operator U .
1.4.
Motivation for the study of the operator U . Equations (1.10) and (1.11) show that 5Γ
is not contained in Γ, so it would be surprising if U behaved well with respect to iteration-and in fact, it does not. Proposition 1.3. The formula U k e γ = e 5 k γ does not hold in general.
Proof: It is sufficient to prove inequality for a specific example: consider the case γ = 1 and k = 3. We have U (e 1 ) = e 5 , and since 5 ∈ Γ, U 2 (e 1 ) = e 25 . However, 25 ∈ Γ, so we expand e 25 in terms of E(Γ) to compute U (e 25 ):
(1.13)
On the other hand, (1.14)
Now compare the ξ = 5 term in Equations (1.13) and (1.14). In Equation (1.14), the coefficient of 
Corollary. U is not implemented by a transformation of the form
(mod 1).
In Section 5, we'll see that the operator U cannot be spatially implemented by any point transformation. The distinction between the behavior of unitary operators which are implemented by such a transformation τ and the behavior of the unitary operator U is one of the motivations for why we study U in detail. One of our main theorems, Theorem 4.5, states that the only functions fixed by U are the constant functions. While our unitary operator U is not spatially implemented, we can still form Cesaro means of its iterations, and one of the corollaries of Theorem 4.5 is an application of the von Neumann ergodic theorem in Section 5.
Another motivation comes from the relationship U has with the representation of the Cuntz algebra O 2 which is realized by the two operators S 0 (e γ ) = e 4γ and S 1 (e γ ) = e 4γ+1 defined on the ONB E(Γ). The operator U commutes with S 0 but does not commute with S 1 . The fact that U does not commute with S 1 makes its spectral theory harder to understand, but the commuting with S 0 gives us a foothold into its spectral theory. The relationship between U and operators forming the representation of O 2 is studied in detail in [JKS12] .
We make a preliminary observation about how U scales elements of the ONB E(Γ).
Lemma 1.4. Suppose γ ∈ Γ and λ ∈ T are such that
).
Then γ = 0 and λ = 1.
(1.16) since e 0 and e 4γ are distinct elements of the ONB E(Γ). Therefore we have a contradiction. , Γ), where Γ is given in (1.10), we study a unitary operator U in L 2 (µ) corresponding to a scaling of Γ by 5 in detail. In order to understand U , we ask for its spectrum. Recalling that the projection-valued measure for U is generated by scalar measures in each of the U -cyclic subspaces in L 2 (µ), we are faced with some delicate issues from spectral theory. In particular, there are properties of the cyclic subspaces that demand attention. In fact,
in Section 3 below, we prove a characterization theorem which may be of independent interest in a more general framework. 
In our setting, the set S in Definition 2.1 will be the circle T, and the Hilbert space H is L 2 (µ).
Although the spectral theorem applies in more generality to normal bounded operators, we only use the spectral theorem for the unitary operator U , so we state that version here. 
The measure E U is supported on the spectrum of U , σ(U ).
Next, we recall the functional calculus associated with the spectral theorem. Given a Borel function φ on T, we can study the associated operator φ(U ). 
, and as a result, the operators φ 1 (U ) and φ 2 (U ) commute.
We note that the converse of (iv) is true as well: if φ(U ) is bounded, then the function φ is E U -essentially bounded. Finally, Lemma 2.3 is also true for normal operators N , with T being replaced by C.
Real Borel measures and the operators φ(U ). For each vector v ∈ H, there exists a
real-valued Borel measure m v supported on T such that
Remark 2.4. There is also alternative notation for m v (A) which emphasizes the fact that
We write
There is an important isometric connection between operators of the form φ(U ) and the measures m v , which we state as the next lemma. 
For any m v -integrable function φ on T,
We noted earlier that φ(U ) is a bounded operator if and only if φ is E U -essentially bounded.
However, φ(U ) can be a well-defined unbounded operator for some unbounded Borel functions φ : T → C. In the case that φ(U ) is an unbounded operator, we need to be especially vigilant about the domain of φ(U ). When φ(U ) is a well-defined unbounded operator, the usual formulas discussed in the bounded case carry over. By fixing U , one obtains an algebra of operators from the Borel functions on T:
Specifically, A U turns into a commutative algebra of (generally unbounded) normal operators, and all the operators in A U have a common dense domain. In what follows, we discuss A U carefully; see also [Kad86, Jør79, Jør80] . Specifically, we show that for any Borel function φ, the operator φ(U ) is normal and therefore closed. Then in Lemma 2.6, we show that the domain of φ(U ) is determined by the measures m v . Once we establish Lemma 2.6, the results of Lemmas 2.3 and 2.5
can be extended to suitable Borel functions φ and not just E U -essentially bounded Borel functions on T.
2.3. The algebra A N for a normal operator N . In this section, we work with a normal operator N instead of restricting to the unitary operator U . Although the following result is known, we present an approach via a theorem of Stone [Sto51, Theorem 9].
Lemma 2.6. Suppose φ is a Borel measurable function on T and N is a normal operator on the
Hilbert space H. Let φ(N ) be the operator defined by
Then φ(N ) is a densely defined operator, and v ∈ dom(φ(N )) if and only if φ ∈ L 2 (m v ). In this case, the isometry in (2.4) holds:
The proof of this lemma is contained in Lemmas 2.10 through 2.12 below.
To begin, we review the material from Stone. For any operator A on a Hilbert space H, we can refer to the graph of A, G(A), as
there exists x such that y = Ax}.
The operator A is called closed when G(A) is closed. Let P : H ⊕ H → G(A) be the self-adjoint, orthogonal projection of H ⊕ H onto G(A). Then P has a standard 2 × 2 operator matrix, called the characteristic matrix of A. We study the elements P i,j , 1 ≤ i, j ≤ 2 of the characteristic matrix of P for an operator A of the form φ(N ), where N is normal. Our goal will be to show that φ(N ) is normal using the following theorem of Stone: 
where B is an invertible self-adjoint operator, and C is a normal operator which commutes with B and satisfies the identity
In terms of this matrix, A and A * are given by the identities
In the notation used earlier for the operators in the characteristic matrix, P 1,1 = B, P 1,2 = C, Given a Borel function φ, we can now define candidates for the operators B and C in Theorem 2.7, so that the characteristic matrix of φ(N ) is given by (2.8). Recall the * -homomorphism π defined in Lemma 2.3, where T is replaced by C in the case of the normal operator N .
Lemma 2.8. Let φ be a Borel function on C, and let N be a normal operator on H. Set
Then B and C satisfy all the conditions in Theorem 2.7, and φ(N ) is a normal operator.
Proof. Since (1 + |φ| 2 ) −1 and φ(1 + |φ| 2 ) −1 are bounded Borel functions, we can apply Lemma 2.3. By definition, B is self-adjoint (i). The operators B and C commute (ii); C and C * also commute, so C is normal (ii). It is easy to check that the equation CC * = B − B 2 holds. Finally, B is one-to-one, so B is invertible. Therefore B and C satisfy all the conditions of Theorem 2.7, and φ(N ) is a normal operator.
Lemma 2.9. If φ is a Borel function on C, and N is a normal operator on H, then φ(N ) is closed.
Proof. Recall from Equation (2.9) that the domain of φ(N ) can be characterized in terms of the bounded operators B and C. Suppose {x n } is a sequence belonging to dom(φ(N )) with limit x ∈ H.
Suppose that φ(N )x n → y ∈ H. We need to show that φ(N )x = y.
Since x n ∈ dom(φ(N )), there exists y n ∈ H such that Cx n = By n by (2.9). In other words, by the last sentence of Theorem 2.7, B −1 Cx n = φ(N )x n = y n . But φ(N )x n → y by hypothesis.
Therefore y n → y. Since B and C are bounded, we know that Cx n = By n for all n implies that Cx = By. Therefore y = B −1 Cx = φ(N )x, and φ(N ) is closed.
For each j ∈ N, define A j to be the pullback
For each j ∈ N, χ (A j ) (z) is a bounded function on C, and by Lemma 2.3,
is a bounded operator. Set (2.10)
The sequence
Lemma 2.10. Let N be a normal operator on H, and let φ be a Borel function on C. Then the operator φ(N ) is densely defined.
Proof. For each x ∈ H and each j ∈ N, the vector E N (A j )x = χ A j (N )x ∈ dom(φ(N )). Furthermore, the set
is dense in H because the projections E N (A j ) tend to the identity (each x ∈ H is the limit of the sequence {E N (A j )x}). Therefore φ(N ) is densely defined.
Lemma 2.11. Let N be a normal operator on
where m v is the measure defined in Equation (2.3).
Proof. We show that if
where v j is defined in (2.10) converges to an element w ∈ H.
Since χ A j φ converges pointwise to φ, apply Fatou's Lemma [Rud87, Theorem 1.28, p. 23]:
Alternately, one could take the supremum over the integrals Proof. We show that if φ ∈ L 2 (m v ), then v ∈ dom(φ(N )). To establish that the vector v belongs to the domain of φ(N ), we can show that the sequence (v j , φ(N )v j ) ⊆ H ⊕ H has a limit in H ⊕ H, where {v j } is defined in (2.10). We know that v j → v, so we need to consider the second component.
Since φ ∈ L 2 (m v ), the pointwise limit in (2.11) is a limit in L 2 (m v ) as well. In other words, the sequence {χ A j φ} is Cauchy:
But χ A j φ − χ A k φ is a bounded function on C, so we can apply Lemma 2.3 (iii):
which implies that {φ(N )v j } is Cauchy in H. . This is because Nelson is working with self-adjoint operators. Because the operator U defined in Equation (1.12) is not self-adjoint, we add U * -invariance to Definition 3.1.
). Define H(v) to be the smallest closed subspace of L 2 (µ 1 4 ) which contains v and is invariant under both U and U * = U −1 . We call H(v) the U-cyclic subspace for v.
A slightly more useful version of Definition 3.1 is the following:
There are other ways to describe the U -cyclic subspace H(v). A simple one is described in Lemma 3.2.
In other words, if φ(z) is the polynomial
Proof: Since H(v) contains v, and since H(v) is invariant under U , we have
U v ∈ U (H(v)) = H(v).
By induction, all vectors of the form U n v where n ∈ N belong to H(v). Similarly, U * v ∈ H(v), so all vectors of the form U −n v where n ∈ N also belong to H(v). Since H(v) is closed, the subspace span{U k | k ∈ Z} is contained in H(v). However, span{U k v | k ∈ Z} contains v and is invariant under both U and U * , and span{U k v | k ∈ Z} cannot be a proper subspace of H(v) since H(v) is the smallest U ,U * -invariant subspace containing v.
We note that since functions φ as in Equation (3.2) are continuous on T, the functions φ are bounded and therefore define bounded operators on L 2 (µ 1 4 ), so in particular φ(U )v is defined as in Lemma 2.3.
The characterizations of H(v) given so far do not involve a measure. We will establish a different characterization of H(v) which directly connects H(v) to the space L 2 (m v ).
) as follows:
Recall that φ ∈ L 2 (m v ) if and only if v belongs to the domain of φ(U ) by Lemma 2.6. Proof: Given v, let K(v) be as in Equation (3.3). Consider the natural map φ(U )v → φ from
. We find that this map is an isometry:
Thus φ(U )v → φ is injective, and hence is an isometric isomorphism between K(v) and L 2 (m v ).
Next, we will establish that the space K(v) defined in Definition 3.3 satisfies conditions (a) - (d) in the second version of Definition 3.1:
This will prove that H(v) ⊆ K(v); we continue on to prove that H(v) = K(v), which will complete the proof.
For (a), we note that L 2 (m v ) is closed and complete. Since there is an isometry from L 2 (m v ) to
Since m v is a probability measure, the constant function 1 defined by 1(z) = 1 for all z ∈ T belongs to L 2 (m v ). Therefore 1(U ) is the identity operator I and 1(U )v = Iv = v, so v ∈ K v , which establishes (b).
Next, we want to show that K(v) is invariant under U . We will take advantage of polynomials in U and U * , just like in Lemma 3.2. Let A be the algebra of functions on T:
Define the associated space K pol (v) as follows:
We will show that K pol (v) satisfies (c) and (d). Then we will show that K pol is dense in K(v), so K(v) satisfies (c) and (d) as well.
By Equation (3.4), R v is an isometry. (3.8)
To see this, let φ ∈ A, where φ(z) = N −N c k z k . Then following the diagram across the top, we have
and then following the diagram down the right-hand side, we have
On the other side,
, we obtain U R v (φ). Therefore, if we set ψ(z) = zφ(z), we have ψ ∈ A, and U φ(U )v = ψ(U )v. Therefore K pol (v) is invariant under U .
The argument that K pol (v) is invariant under U * is identical.
Again, let U be the unitary operator defined in Equation (1.12), let v ∈ L 2 (µ 1 4 ), and let K(v)
be the space defined in Equation (3.3):
Instead of working directly with operators of the form ψ(U ), we use the Spectral Theorem and the commutative diagram in Equation (3.8) to work with functions on T.
Let ε > 0. First, m v is a Borel measure, and continuous functions on T are dense in L 2 (m v ) by the Riesz Representation Theorem [Rud87, Theorem 2.14 p. 41 and Theorem 3.14, p. 69]. Therefore, we can choose φ ∈ C(T) so that
Second, by the Stone-Weierstrass Theorem, A is dense in C(T) with respect to the L ∞ (T) norm.
Since m v (T) = 1, φ and p are also close in the L 2 (m v ) norm:
Therefore we can approximate ψ ∈ L 2 (m v ) with a polynomial p ∈ A:
Finally, the isometry in Equation (3.4) gives us
and since U is unitary,
Note that U p(U )v ∈ K pol (v) by Equation (3.8).
Since each element of K(v) can be made arbitrarily close to an element of the U -invariant space
is also invariant under U . The same argument applies to U * .
We have now established that K(v) satisfies conditions (a) -(d) in Definition 3.1. Therefore the
is invariant under U and U * , P H(v) commutes with U and U * and therefore with all functions of U and U * . Now, let Ψ ∈ K(v), and choose ψ ∈ L 2 (m v ) so that Ψ = ψ(U )v. We apply the projection P H(v) :
(3.10)
We have proved that K(v) = H(v), so there is an isometric isomorphism between H(v) and
3.2. The Hilbert space H (T) of σ-functions. In Theorem 3.4, we showed that every element w of the cyclic subspace H(v) can be written uniquely in the form w = ψ(U )v. Next, given w ∈ H(v),
we will explicitly compute the corresponding function ψ in Theorem 3.4. Our result is the following, which is proved in Theorem 3.6.
Theorem. Let w ∈ H(v), and choose
We postpone the formal proof of the proposition immediately above so that we can first explain the techniques used in the proof. belong to the same equivalence class if there exists a measure m on T such that 
Introduction to the Hilbert space H (T). Our main tool in proving Equation
Nelson proves that Definition 3.5 above is independent of the choice of the measure m. Equivalence classes can be added, and, with m as in Definition 3.5, there is an inner product on H (T) defined by
which again is independent of m [Nel69, p. 85]. Nelson also shows that the vector space H (T) is complete, so that H (T) is indeed a Hilbert space. We will use Equation (3.12) to compute the function ψ in Equation (3.11).
There is a natural way to define a σ-function and associate that σ-function in H (T) with an element of of the U -cyclic space H(v). We make the following association, which we call the Nelson isomorphism:
The association in Equation (3.13) is isometric: by Equation (3.4),
Since m v ≪ m v , we can apply Equation (3.12) to compute the H (T)-norm of (φ, m v ):
(3.14)
Theorem 3.4 tells us that the isometry above is in fact onto the U -cyclic subspace H(v), so Equation (3.13) defines an isometric isomorphism.
Absolute continuity and the U -cyclic subspace H(v).
We have already established that for each v, the cyclic subspace H(v) has two equivalent definitions: the definition based on minimality given in Definition 3.1 or the characterization given in Theorem 3.4:
By Lemma 2.3 we know
and we also know that the adjoint of φ(U ) is φ(U ). So,
(3.16)
Since Equation (3.16) is true for all f ∈ C(T), we can conclude that
in other words, the function |φ| 2 is the Radon-Nikodym derivative of m w with respect to m v . Since w was arbitrarily chosen from H(v), we can conclude that for each w ∈ H(v),
for all φ ∈ L 2 (m v ). We will now compute the adjoint of R v , and in the process, we will use the
Hilbert space H (T).
Theorem 3.6. Fix v ∈ H with v = 1. Let
where the inner product in the last line comes from an application of the Nelson isomorphism (Subsection 3.2.2).
Since m w ≪ m v , and m v ≪ m v , we can use m v as the measure in the Nelson inner product in Equation (3.12). We calculate R * v :
Remark 3.7. In general, knowing an explicit equation for the adjoint of R v is rare.
Spectral properties of U
In this section and the next we prove that the unitary operator U on L 2 (µ 1 4 ) defined from the 5-scaled ONB 5Γ acts ergodically, with ergodicity defined relative to µ 1 4 in the sense of Halmos [Hal56] . Specifically, only the constant functions are invariant under U . Proof: (⇒) Assume m v = δ 1 , and consider the norm U v − v 2 . By separating our inner product into four parts, we get
Since U is unitary and v = 1, we have
Now we take advantage of the measure m v : 
Since U v = v, we find that
To see this, start with a polynomial: if
We then use the polynomials as the starting point for approximating all other functions in L 2 (µ).
In particular, let f be a characteristic function χ A for a Borel subset A of the circle T. The right hand side above is χ A (1). Then by Equation (4.5),
In other words, m v is the Dirac mass δ 1 . Proof: Replace "1" in the proof above by "λ".
Now, we will assume that v is a non-constant function which is fixed by U . It is relatively clear that v cannot actually be one of the e γ 's for some γ ∈ Γ\{0}. If it were, then e 5γ = e γ , which could be true on some finite set of points but is not true on X 1
4
. We next consider whether v can belong to a cyclic subspace generated by one of the e γ 's. As in earlier sections, we use the notation H(v)
to denote the U -cyclic subspace generated by v ∈ L 2 (µ 1 4 ). Proof: From Theorem 3.4, we know that the elements of H(e γ ) are in one-to-one isometric correspondence with the functions in L 2 (m eγ ). Our goal will be to show that for all f ∈ L 2 (m eγ ),
Suppose v ∈ H(e γ )-i.e.,
where f ∈ L 2 (m eγ ). Since U v = v, we have U f (U )e γ = f (U )e γ . Therefore, using the isometric isomorphism between H(e γ ) and L 2 (m eγ ), we have
a.e. m eγ on T. Therefore, f (z) is nonzero at z = 1, and f is 0 a.e. m eγ . In other words, since U fixes v, we know that f is fixed by multiplication by z.
Claim 1: The measures m eγ and m v are related in the following way:
Let φ ∈ C(T). Then
(4.9)
By Lemma 4.1, m v = δ 1 .
Claim 2: The measure f dm eγ is a constant multiple of the measure δ 1 . Let φ ∈ C(T). Then (4.10)
Split T into two pieces:
By Equation (4.7), we know that the integral over T\{1} is 0. Therefore
and f (z)dm eγ = f (1)m eγ ({1})dδ 1 .
(4.13)
Since |f | 2 m eγ = δ 1 is a probability measure supported at 1, we know that (4.14)
by Equation (4.13), so Next, we use the isometric isomorphism between H(e γ ) and
Now, we look at the inner product defining
Eqn (4.14)
− 2Ref (1)f (1)
Claim 2 and Eqn (4.15) = 0.
(4.17)
Finally, we show that v cannot be in the cyclic subspace H(e γ ). Assume v = f (U )e γ . Then
but U cannot fix any scalar multiple of an exponential function by the paragraph following Corollary 4.2.
Proof: Let f ∈ L 2 (m w ), and let x = f (U )w. Let k ∈ Z. Consider the inner product
Since f ∈ L 2 (m w ) and m w is supported on the circle T, we also have
By linearity, every vector of the form g(U )v where g has the form We remark here that given v = 0, we can define a real-valued probability measure on T with
for any Borel set A ⊆ T. Let A be a Borel set in T.
Recall that E U is the projection-valued measure associated to U via the Spectral Theorem. We compute m v (A):
Since v 1 ∈ H(e γ ), we can write
The product χ A · f is again a function in L 2 (m eγ ), so Theorem 3.4 shows that E U v 1 ∈ H(e γ ). Thus we have that the term E U (A)v 1 , v 2 = 0 since v 2 is orthogonal to H(e γ ). Similarly,
This gives, for any Borel subset A ⊆ T,
We have shown in the above that m v is a convex combination of the probability measures m v 1 and m v 2 . The coefficients are both nonzero since the vectors v 1 and v 2 are both nonzero. But this contradicts the fact from 4.1 that m v = δ 1 since Dirac measures are extreme points in the convex space of probability measures. With this contradiction, we find that v must be a unit vector in the span of the vector e 0 . Therefore the operator U is ergodic.
The mixed scales 4 and 5
In this section, we study the two different scales ×4 and ×5-scaling by 4 and scaling by 5. We have devoted most of the paper to the scale ×5 because ×5 maps one ONB of L 2 (µ 1 4 ) to another.
We will see that it is difficult to obtain positive results for the corresponding measure
As we have seen, U 5 is ergodic (Theorem 4.5), and U 4 is an isometry but not unitary.
First, we will study the spatial implementation of U = U 5 and U 4 . Then we compare ergodic theorems for the operators U 5 and U 4 . Finally, we compare the spectral measures from U 5 to the measure µ 1 4 itself. Our results about the scaling pair (×4, ×5) fit into the setting of the paper [JR95] , which explores occurrence and non-occurrence of mixed scaling in ergodic theory.
Spatial implementation.
Recall from the Introduction (Section 1.4, Equations (1.13) and (1.14)) that although it is tempting to think that U k 5 e γ = e 5 k γ , this equation does not hold in general. However, such an equation certainly holds for U 4 . By comparing the constant terms in Equations (5.2) and (5.3), we see that the two expressions cannot be the same, since µ(10) = 0. Therefore U 5 is not spatially implemented.
The operator U 4 , on the other hand, is readily seen to be spatially implemented by the map τ 4 (x) = 4x (mod 1).
5.2. Averaging. With Theorem 4.5 in hand, we can study averaging with respect to U 5 and U 4 . Suppose T : H → H is a bounded operator, and Q = {f ∈ H : T f = f }.
Let P Q be the orthogonal projection onto Q. The ergodic theorem of von Neumann states that By contrast, we note that the isometry U 4 (e γ ) := e 4γ is spatially implemented and that it is induced by τ 4 (x) = 4x (mod 1). We also know that µ 1 4 is invariant under τ 4 . Because U 4 can be realized as a shift on the underlying digit space, it is not hard to see that the only functions fixed by U 4 are also the constant functions:
(5.6) lim Again the time average applied to U 4 on the function f equals the same space average of f . But the result for U 5 is much deeper than that of U 4 . For background references on ergodic transformations, see [Yos74, Hal56] , and for references on multiplicity theory, see [Hal51, Nel69] . 
