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ABSTRACT
We consider solutions of the massless scalar wave equation 2gψ = 0, without symmetry, on
fixed subextremal Kerr backgrounds (M, g). It follows from previous analyses in the Kerr
exterior that for solutions ψ arising from sufficiently regular data on a two ended Cauchy
hypersurface, the solution and its derivatives decay suitably fast along the event horizon
H+. Using the derived decay rate, we show that ψ is in fact uniformly bounded, |ψ| ≤ C,
in the black hole interior up to and including the bifurcate Cauchy horizon CH+, to which
ψ in fact extends continuously. In analogy to our previous paper, [30], on boundedness of
solutions to the massless scalar wave equation on fixed subextremal Reissner–Nordstro¨m
backgrounds, the analysis depends on weighted energy estimates, commutation by angular
momentum operators and application of Sobolev embedding. In contrast to the Reissner–
Nordstro¨m case the commutation leads to additional error terms that have to be controlled.
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1. INTRODUCTION
The Kerr spacetime (M, g) is a fundamental axialsymmetric 2-parameter family of solu-
tions to the vacuum Einstein field equations. A brief introduction to the spacetime is given
in [35], and for a more detailed discussion see [51]. The Penrose diagram of the subextremal
case, M > |a| 6= 0, with a the angular momentum per unit mass and M the mass of the
black hole, is shown in Figure 1. The problem of analyzing the solution of the scalar wave
equation
2gψ = 0 (1)
on Kerr backgrounds is intimately related to the stability properties of the spacetime itself
and to the celebrated Strong Cosmic Censorship Conjecture, see [8] and [56] for a presenta-
tion of the conjecture.
3FIG. 1: Penrose diagram of the maximal future development of a Cauchy hypersurface Σ in Kerr
spacetime (M, g). What is depicted is in fact the range of a double null coordinate system which
is global in the interior and will be discussed further in Section 2.2.3.
The analysis of (1) for the exterior Kerr region J−(I+), in the full subextremal range
|a| < M , has already been accomplished in [27]. The purpose of the present work is to
extend the investigation to the interior of the black hole, up to and including the Cauchy
horizon CH+. The mathematical structure and notation of this paper closely follows our
work on Reissner–Nordstro¨m backgrounds, see [30].
As already mentioned, the analysis of (1) is motivated by the Strong Cosmic Censorship
Conjecture. In order to investigate its validity we need to understand stability and instability
properties of black hole interiors. A brief overview on this topic as well as a mathematical
formulation of the conjecture were already given in Section 1.2 of [30]. References discussing
the instability behavior in similar settings are [44, 47]. Also refer to [62] for a numerical
analysis and [6, 52, 58] for early discussions of heuristic models.
1.1. The main result
The main result of this paper can be stated as follows.
Theorem 1.1. On subextremal Kerr spacetime (M, g), with mass M and angular momen-
tum per unit mass a and M > |a| 6= 0, let ψ be a solution of the wave equation 2gψ = 0
arising from sufficiently regular localized Cauchy data on a two-ended asymptotically flat
Cauchy surface Σ. Then
|ψ| ≤ C (2)
globally in the black hole interior, in particular up to and including the Cauchy horizon CH+,
to which ψ extends in fact continuously.
The constant C is explicitly computable in terms of parameters a and M and a suitable
norm on initial data. In order to prove the above theorem, we will first derive weighted
energy boundedness, as expressed in the following theorem.
Theorem 1.2. On subextremal Kerr spacetime (M, g), with mass M and angular momen-
tum per unit mass a and M > |a| 6= 0, let ψ be a solution of the wave equation 2gψ = 0
arising from sufficiently regular localized Cauchy data on a two-ended asymptotically flat
Cauchy surface Σ. Then, in the black hole interior we have
∞∫
vfix
∫
S2u,v
[
vp(∂vψ + b
φ˜∂φ˜ψ)
2(u, v, θ?, φ˜) + Ω2|∇/ψ|2(u, v, θ?, φ˜)
]
dσ2Sdv ≤ E, (3)
for vfix ≥ 1, u > −∞ (4)
∞∫
ufix
∫
S2u,v
[
up(∂uψ)
2(u, v, θ?, φ˜) + Ω2|∇/ψ|2(u, v, θ?, φ˜)
]
dσ2Sdu ≤ E, (5)
for ufix ≥ 1, v > −∞, (6)
4where p > 1 is an appropriately chosen constant, and (u, v, θ?, φ˜) are Eddington–Finkelstein
normalized double null coordinates defined in Section 2.2.3. The functions Ω2(u, v, θ?) and
bφ˜(u, v, θ?) are defined by (61) and (62), respectively, together with the metric (58). The
expression
dσ2S = sin θdθ
?dφ˜ (7)
represents the volume element on the two-spheres S2, which due to the dependence of θ on
(u, v, θ?), stated in (69), do not represent round spheres. Moreover, S2u,v are the two-spheres,
which are defined by the intersection of the level sets of u and v, we will discuss them more
in Section 2.2.3 when we introduce the double null coordinates2. Further, we denote
|∇/ψ|2 = (g/−1)θAθB (∂θAψ∂θBψ). (8)
Remark. Statement (3) for u = −∞ and statement (5) for v = −∞ hold by previous work
on the exterior, see [27, 49].
Having obtained Theorem 1.2, commutation by angular momentum operators, using the
wave equation itself and estimating error terms of the form (17) leads to a higher order
version of the above theorem. The presence of error terms is a difference from the spherically
symmetric Reissner–Nordstro¨m case, see [30]. This will be explained in Section 2.1. The
pointwise boundedness of Theorem 1.1 will then follow from the higher order energy theorem
and applying Sobolev embedding.
1.2. A first look at the analysis
In the analysis of this paper we are going to use global double null coordinates (u, v, θ?, φ˜),
which were derived by Pretorius and Israel [59] and will be discussed in Section 2.2.3. To
prove Theorem 1.1 and 1.2 we first consider a characteristic rectangle Ξ within the black hole
interior, whose future right boundary coincides with the Cauchy horizon CH+ in the vicinity
of i+, cf. Figure 2 a), and whose past right boundary coincides with the event horizon H+.
FIG. 2: a) Penrose diagram of Kerr spacetime depicting the regions considered in the proof. b)
Characteristic rectangle Ξ, with redshift R, noshift N and blueshift regions B.
The crux of the entire proof is establishing boundedness of weighted higher order energy
norms in Ξ. Once that is done, analogous results hold for a characteristic rectangle Ξ˜ to
the left, depicted in Figure 2 a). Hereafter, boundedness of the energy can be propagated
to regions RV , R˜V and RV I as depicted, proving Theorem 1.2. Commutation by angular
momentum operators, controlling the error terms and application of Sobolev embedding
then yields Theorem 1.1. For brevity and simplicity we will in fact immediately carry out
the commutation and control of error terms in each region. This is to say we directly derive
higher order energy estimates for each region respectively.
We will now return to the discussion of Ξ, since that is the most involved part of the proof.
Starting from an upper decay bound for |ψ| and its derivatives on the event horizon H+, we
will prove Theorem 1.2 and its higher order version (and hence Theorem 1.1) restricted to
2 We will later introduce a function L which quantifies the difference between the volume elements of these
spheres, see Section 2.2.3 and also (74). Since L is bounded we are able to omit it in the above statements.
5Ξ. This upper bound along H+ can be deduced from the work of Dafermos et al., cf. [27]
and [49]. We will state the precise required result from previous work in Section 3.1.
In region Ξ the proof involves distinguishing redshift R = {−∞ < r? ≤ r?red}, noshift
N = {r?red ≤ r? ≤ r?blue} and blueshift B = {r?blue ≤ r? <∞} regions, as shown in Figure
2 b).
These regions have appeared in the analysis of the wave equation on Reissner–Nordstro¨m
backgrounds, cf. [30] and references therein. The analysis is analogous to the previous
result, but requires slightly different vector field multipliers and control of error terms. The
reader familiar with [30] will recognize the structure of the previous proof, which we have
maintained here for better readability. A more detailed discussion of the separation into R,
N and B regions is given in Section 2.2.7 and Section 3.2. In region B, which is adjacent to
CH+, the weighted vector field
S = |u|p∂u + vp∂v + vpbφ˜∂φ˜
in Eddington–Finkelstein-like coordinates (u, v) is used for the analysis. Note the parameter
p > 1 appearing in Theorem 1.2. The weights in this vector field, associated to region B,
will allow us to prove uniform boundedness despite the blueshift instability.
1.3. Outline of the paper
The remaining part of the paper is organized as follows.
Section 2 contains all mathematical tools required in order to follow the analysis. In
particular, we recall the vector field method in Section 2.1. Moreover, we specify the double-
null, Eddington–Finkelstein-like coordinates, in which we will carry out the analysis, in
Section 2.2, and introduce more notation in Section 2.3. In Section 3 we give a brief review
of the horizon estimates, that follow for the evolution of smooth compactly supported initial
data on a Cauchy hypersurface by [27]. We also give data on a null hypersurface transverse
to the event horizon. Both of these statements together then allow us to propagate the
energy estimate further inside, as shown in Section 4.
Section 4 contains the crux of the proof, in which we derive estimates inside a characteristic
rectangle Ξ, as we already explained in Section 1.2. The higher order propagation inside Ξ
is derived in Section 4.1 to 4.4, implying control over all error terms. Hereafter, we derive
pointwise estimates inside Ξ as well as higher order energy estimates in the remaining regions
RV , R˜V and RV I , see Section 4.5 to 4.7.
In Section 5 we obtain the higher order weighted energy statement for the entire interior
and derive pointwise boundedness by using Sobolev embedding on the spheres. We eventu-
ally give an outlook in Section 6, in which we put the present work into context and discuss
related results.
2. PRELIMINARIES
2.1. Vector field method and energy currents
In the following section we will briefly review the vector field method which we are going
to use as an essential tool throughout this work. For an introduction and the history of this
method, see [40] by Klainerman.
The wave equation (1) can be derived from the following matter field Lagrangian
L(ψ) =
∫
M
gµν∂µψ∂νψdVol, (9)
on a spacetime manifold (M, g). A symmetric stress-energy tensor can be identified from
the variation of the action as
Tµν(ψ) = ∂µψ∂νψ − 1
2
gµνg
αβ∂αψ∂βψ. (10)
6Since ψ is a solution to (1) energy-momentum conservation is implied, i.e.
∇µTµν = 0. (11)
In this work we will often be interested in the inhomogenous wave equation
2gψ˜ = 2gY ψ = F (Y ψ), (12)
where Y = Y θC∂θC is a non-Killing commutation vector field, that will be explained more
in Section 2.2.6. The motivation for this is that in order to obtain pointwise estimates we
will have to commute with vector fields that are not Killing.
In the remaining section we will define one-currents as well as scalar currents depending
on the geometry, which constitute a robust tool for obtaining L2 estimates. By contracting
the energy-momentum tensor with a vector field multiplier V , we define the current
JVµ (ψ˜)
.
= Tµν(ψ˜)V
ν . (13)
If the vector field V is timelike, then the one-form JVµ can be interpreted as an energy flux.
We will frequently apply the divergence theorem, often referred to as Stokes’ theorem, to
the above defined energy fluxes (13). Consider for example a spacetime region B which is
bound by two homologous hypersurfaces, Στ and Σ0, then we obtain∫
Στ
JVµ (ψ˜)n
µ
Στ
dVolΣτ +
∫
B
∇µJµ(ψ˜)dVol =
∫
Σ0
JVµ (ψ˜)n
µ
Σ0
dVolΣ0 . (14)
The vector nµΣ denotes the normal to the subscript hypersurface Σ oriented according to
Lorentzian geometry convention. Further, dVol denotes the volume element over the entire
spacetime region and dVolΣ the volume elements on Σ, respectively. Using the divergence
theorem, we will often estimate the spacetime integral by the boundary terms; or future
boundary terms from the sum of past boundary terms and the spacetime integral. In the
above example the spacetime integral refers to the second term of the left hand side of (14),
the future boundary to the first term and the past boundary to the term on the right hand
side of the equation. A proof of the divergence theorem in general can be found in [29];
another useful reference is [64].
In view of the spacetime integral, we are interested in the divergence of the current (13)
which reads as
∇µJµ = ∇µ(TµνV ν) = Tµν(∇µV ν) + (∇µTµν)V ν , (15)
and suggests defining the following two scalar currents
KV (ψ˜)
.
= T (ψ˜)(∇V ) = (piV )µνTµν(ψ˜), (16)
where (piV )µν
.
= 12 (LV g)µν is the so called deformation tensor along V , and
EV (ψ˜) .= (∇µTµν)V ν = (2gψ˜)V (ψ˜). (17)
We will sometimes refer to KV as “bulk term” and to EV as “error term”. Thus
∇µJµ = KV + EV . (18)
From (16) we see that KV is zero in case that our multiplier is a Killing vector field and
EV is zero if ψ˜ is a solution to the homogeneous wave equation. Recall (12) and suppose
for arbitrary ψ˜ we write ψ˜ = Y ψ, with ψ being a solution to (1) and Y an arbitrary vector
field, then we see that EV is zero if [2g, Y ] = 0, which is always the case when Y is a Killing
vector field. Since in this analysis we are interested in commuting with non-Killing vector
fields the error terms will not vanish, but have to be controlled.
72.2. The Kerr solution
In the following we will briefly recall Kerr spacetimes3 which are a family of solutions to
the Einstein vacuum field equations
Rµν = 0, (19)
where Rµν is the Ricci tensor. The Kerr solution represents an isolated rotating black hole
in an asymptotically flat spacetime and was discovered in 1963, [39].
For our proofs of Theorem 1.1 and 1.2, it will be favorable to carry out the analysis in
double null coordinates. Therefore, in the following sections we will first recall the more
widely known Boyer–Lindquist coordinates, to then derive the coordinate transformation
leading to the double null form of the metric, first considered by Pretorius and Israel in [59].
2.2.1. The metric, ambient differential structure and Killing vector fields
To set the semantic convention, whenever we refer to the Kerr solution (M, g) we mean
the maximal domain of dependence D(Σ) =M of complete two-ended asymptotically flat
data Σ for the parameter range 0 < |a| < M . The manifold M can be expressed by
M = Q× S2u,v, where S2u,v is defined as the intersection of the level sets of u˜ and v˜, for a
representation of Q see Figure 3. The submanifoldM|II = Q|II × S2u,v, which is the region
of interest, admits global double null coordinates (u, v, θ?, φ˜), to be defined in Section 2.2.3,
so that we have Q|II = [−∞,∞)× [−∞,∞) with u, v ∈ (−∞,∞) and thus
FIG. 3: Penrose diagram of maximal domain of dependence of Kerr spacetime with the region of
interest shown darker shaded.
M|II = [−∞,∞)× [−∞,∞)× S2u,v. (20)
We can also formally parametrize the event horizon, the past boundary of Q|II , namely
Q|II\Q˚|II by
H+ = H+A ∪H+B = {−∞} × [−∞,∞) ∪ [−∞,∞)× {−∞} , (21)
and the future boundary, Q|II\Q|II , which is a Cauchy horizon by
CH+ = CH+A ∪ CH+B = {∞} × [−∞,∞) ∪ [−∞,∞)× {∞} , (22)
where Q˚|II is the interior and Q|II is the closure of Q|II . The fact that CH+ is not contained
in Q|II is indicated in Figure 4 by the dashed line. The significance of these horizons are
discussed further in the following.
3 The reader unfamiliar with this solution may for example consult [35] for a brief review, or the more
detailed [51].
8FIG. 4: Penrose diagram of region II, in which the double null coordinates (u, v, θ?, φ˜), to be
constructed in Section 2.2.3, are global.
Pretorius and Israel [59] have already shown the coordinate transformation from the fa-
miliar Boyer–Lindquist coordinates to double null coordinates, see also Dafermos et al. [25].
For self containment we will briefly repeat it in Section 2.2.3.
In order to do that, first recall the Kerr metric in Boyer–Lindquist coordinates (t, r, θ, φ):
gB-L =
Σ
∆
dr2 + Σdθ2 +R2 sin2 θdφ2 − 4Mar sin
2 θ
Σ
dφdt−
(
1− 2Mr
Σ
)
dt2, (23)
with
∆ = r2 − 2Mr + a2, R2 = r2 + a2 + 2Ma
2r sin2 θ
Σ
, Σ = r2 + a2 cos2 θ, (24)
where M is the mass and a is the angular momentum per unit mass of the black hole.
Moreover, note the useful identity
ΣR2 = (r2 + a2)2 −∆a2 sin2 θ. (25)
Further, θ is the colatitude with
0 < θ < pi (26)
and φ is the longitude with
0 ≤ φ < 2pi, (27)
so that this coordinate system covers the entire sphere except for the north and south pole.
Like in Reissner–Nordstro¨m spacetime we have an event horizon H+ and a Cauchy horizon
CH+ bounding the interior region II. The Cauchy horizon is not part of the maximal do-
main of dependence which is indicated by the dashed line in Figure 3. Both horizons must
be stationary null hypersurfaces. Since the normal to any stationary hypersurface is propor-
tional to ∇r and lightlike character implies the condition g(∇r,∇r) = gµν∂µr∂νr = grr = 0,
we obtain two positive roots
r± = M ±
√
M2 − a2 (28)
of ∆. Relating this to our yet to be defined (u, v) coordinates we can designate the position
of the event horizon by
r(−∞, v) = r|H+A = r+, r(u,−∞) = r|H+B = r+, (29)
and the location of the Cauchy horizon by
r(u,∞, ) = r|CH+A = r−, r(∞, v) = r|CH+B = r−. (30)
Despite merely having axisymmetry, the surface gravities can be shown to be independent
of θ, and thus constant along the horizons4, namely
κ± =
r± −M
r2± + a2
= ±
√
M2 − a2
r2± + a2
, (31)
4 This feature is predicted from the zeroth law of black hole thermodynamics, see [65].
9where κ+ is the surface gravity at H± and κ− is the surface gravity at CH±, see [65] for
further discussion.
Kerr spacetimes exhibit two Killing vector fields ∂t and ∂φ. The linear combination
TH+ = ∂t +
a
r2+ + a
2
∂φ, (32)
here given in Boyer–Lindquist coordinates, will play a particular role in the analysis inside
the redshift region, see Section 4.1. Using (28) we can now also express region QII , the
projected region of interest, in terms of a range in r by
QII = {r− < r ≤ r+} . (33)
We would now like to briefly clarify the causal properties of the Killing vector fields ∂t, TH+
and the vector field ∂r. In particular, in the interior we have
∂t spacelike in Q˚|II ,
TH+ spacelike in Q˚|II , lightlike at H+,
∂r timelike in Q˚|II ,
(34)
where Q˚|II = Q|II \ ∂Q|II is the interior of Q|II . Apart from the two Killing vector fields,
there is also a Killing tensor, the so called Carter tensor which will not be used in our
analysis.
2.2.2. Defining suitable null coordinates
In our previous paper on Reissner–Nordstro¨m interiors, we chose t = v−u and r? = u+v,
where r? was the Regge-Wheeler tortoise coordinate. We will see that the Kerr analog has
to have a θ dependence, i. e. r?(r, θ). Moreover, we will have to define a coordinate
θ?(r, θ), (35)
where θ? also has r and θ dependence and (t, r?, θ?, φ) forms a coordinate system in (M, g).
All the sign differences compared to [25] and [59] appearing in this section, arise from choices,
which are appropriate for the analysis in the interior region as opposed to the exterior region
of the black hole and are in agreement with the interior analysis of [19].
As explained in [59] and in more detail in Appendix A of [19], we first define θ? ∈ [θ, pi2 )
implicitly in the following: For r ∈ [r−, r+], θ ∈ (0, pi2 ),
F (r, θ, θ?) =
θ∫
θ?
dθ′
P (θ′, θ?)
+
r+∫
r
dr′
Q(r′, θ?)
= 0, (36)
with
P 2(θ, θ?) = a2(sin2 θ? − sin2 θ) and Q2(r, θ?) = (r2 + a2)2 − a2 sin2 θ?∆, (37)
and
P ≥ 0, Q > 0. (38)
For the range θ ∈ (pi2 , pi), the coordinate θ? is defined by
θ?(r, θ) = pi − θ?(r, pi − θ). (39)
And further, we fix
θ?(r, 0) = 0, θ?(r,
pi
2
) =
pi
2
, θ?(r, pi) = pi, (40)
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for r ∈ [r−, r+]. It was shown in Appendix A of [19] that equations (36), (39) and (40)
define a unique θ?. Further, we define ρ by
ρ(r, θ, θ?) =
θ∫
θ?
P (θ′, θ?)dθ′ +
r∫
r+
Q(r′, θ?)
∆
dr′ + ρ(r+ − , 0, 0)
=
θ∫
θ?
P (θ′, θ?)dθ′ −
r+∫
r
Q(r′, θ?)
∆
dr′ + ρ(r+, 0, 0)
=
θ∫
θ?
P (θ′, θ?)dθ′ +
r+∫
r
r′2 + a2 −Q(r′, θ?)
∆
dr′ +
 r∫
r+
r′2 + a2
∆
dr′ + ρ(r+, 0, 0)

=
θ∫
θ?
P (θ′, θ?)dθ′ +
r+∫
r
r′2 + a2 −Q(r′, θ?)
∆
dr′ +
r∫
c
r′2 + a2
∆
dr′. (41)
The arrangement in the radial dependence was made to ensure convergence of the definite
integral despite ∆ approaching zero at the horizons. Because of (35) we can now define
r?(r, θ) = ρ(θ?(r, θ); r, θ), (42)
where r? ∈ (−∞,∞) as r ranges between r+ and r− and for the partial derivatives we obtain
∂r?
∂r
=
Q
∆
,
∂r?
∂θ
= P. (43)
It is easy to see from the eikonal equation, that ∂r? is a future directed timelike vector field
in the interior and r? = const is a spacelike hypersurface. As already pointed out in [59],
with this construction of r? the variables
v =
t+ r?(r, θ)
2
, u =
r?(r, θ)− t
2
(44)
are lightlike and satisfy
gαβ(∂αv)(∂βv) =
1
4Σ
[
∆(∂rr
?)2 + (∂θr
?)2 − (r
2 + a2)2
∆
+ a2 sin2 θ
]
= 0, (45)
together with the analog for the u coordinate.
Now we are ready to summarize all differentials, which we are going to use in Section 2.2.3
to derive the Kerr metric in double null coordinates. From a straight forward calculation
we get
dr =
Q∆
ΣR2
(dv + du) +
GQP 2∆
ΣR2
dθ?, (46)
dθ =
P∆
ΣR2
(dv + du)− GPQ
2
ΣR2
dθ?, (47)
with
G(r?, θ?) ≡ ∂θ?F, (48)
where r and θ are fixed for the partial derivative ∂θ? . The exact expression was given in
Proposition A.2 of Appendix A of [19].
2.2.3. Eddington–Finkelstein normalized double null coordinates
In the following we will carry out the coordinate transformation (r, t, φ, θ)→ (u, v, φ˜, θ?),
since double null coordinates will turn out more convenient for our interior analysis. Using
(46), (47) and dt = dv − du in (23) we obtain
gKerr = 4
∆
R2
dudv +
L2
R2
dθ?2 +R2 sin2 θ(dφ− ωB(dv − du))2, (49)
11
where we have defined
L(u, v, θ?) ≡ −GPQ, (50)
ωB(u, v, θ
?) =
2Mar
ΣR2
. (51)
Note that the quantities Q and −GP , given in (37) and (48) are positive and bounded from
above and below in the interior region. In particular,
P . |a|sin(2θ?), (52)
since
√
sin2 θ? − sin2 θ . sin(2θ?), as shown in Appendix A of [19]. Also notice that
ΣR2 = P 2∆ +Q2 = (r2 + a2)2 − a2∆ sin2 θ, (53)
so the quantity is bounded in the interior region. Further, refer to Proposition A.3 of [19]
where the following proposition was proven.
Proposition 2.1. (M. Dafermos and J. Luk) Suppose F (θ?; r, θ) = 0. Then
−cM,a ≤ P (θ?; θ) ∂
∂θ?
∣∣∣∣
r,θfixed
F (θ?; r, θ) ≤ − sin(2θ)
sin(2θ?)
< −CM,a, (54)
for some constants cM,a, CM,a > 0 depending on M and a.
The proposition together with (50) and the boundedness above and below of Q then lead
to the boundedness
0 < c < L(u, v, θ?) ≤ C. (55)
Let us now use the coordinate transformation5
φ = φ˜+ h(u, v, θ?) +
4Mar
ΣR2
∣∣∣∣
r=r−
· v, (56)
dφ = dφ˜+ ∂θ?hdθ
? + ∂uhdu+
(
∂vh+
4Mar
ΣR2
∣∣∣∣
r=r−
)
dv, (57)
with h(u, v, θ?) a function for which we require that ∂uh = ∂vh = −ωB and with initial
data h(r? = 0; θ?) = 0. This leads to the following more convenient form of the metric in
Eddington–Finkelstein normalized double null coordinates which were already related to the
well known Boyer–Lindquist coordinates in [59] and [25]:
g = −2Ω2(u, v, θ?)(du⊗ dv + dv ⊗ du) + g/ θCθD (dθC − bθCdv)⊗ (dθD − bθDdv), (58)
with C,D = 1, 2 and θ1, θ2 denoting θ
? and φ˜ respectively. Further,
g/ θCθD (u, v, θ
?, φ˜) is a Riemannian metric on S2u,v,
bθC (u, v, θ?, φ˜) is a vector field taking values in the tangent space of S2u,v. (59)
For the inverse metric we then obtain
g−1 = − 1
2Ω2(u, v, θ?)
(∂u ⊗ ∂v + ∂v ⊗ ∂u)− 1
2Ω2(u, v, θ?)
bθC (∂u ⊗ ∂θC + ∂θC ⊗ ∂u)
+(g/
−1
)θCθD (∂θC ⊗ ∂θD ). (60)
5 The constant multiplying v in transformation (56) is added in hindsight. It will render the parameter bφ˜,
see (62), zero at CH+.
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Further, for the metric coefficients we obtain
Ω2 = − ∆
R2
, (61)
bθ
?
= 0, bφ˜ = 2ωB(u, v, θ
?)− 4Mar
ΣR2
∣∣∣∣
r=r−
(51)
=
4Mar
ΣR2
− 4Mar
ΣR2
∣∣∣∣
r=r−
, (62)
g/ φ˜φ˜ = R
2 sin2 θ, (63)
g/ θ?θ? =
L2
R2
+
(
∂h
∂θ?
)2
R2 sin2 θ, (64)
g/ θ?φ˜ =
(
∂h
∂θ?
)
R2 sin2 θ, (65)
(g/
φ˜φ˜
)−1 =
1
R2 sin2 θ
+
(
∂h
∂θ?
)2
R2
L2
, (66)
(g/
θ?θ?
)−1 =
R2
L2
, (67)
(g/
θ?φ˜
)−1 = −
(
∂h
∂θ?
)
R2
L2
. (68)
Recall again that the coordinate φ˜ was chosen such that bφ˜ vanishes at CH+. Moreover,
by (46), from which we can read off ∂θ?r, together with (61), we can see that ∂θ?b
φ˜ is
proportional to Ω2 and thus also vanishes at CH+, compare with Section 2.2.5. This is
shown in more detail in Appendix A of [19], where also smoothness at the poles for the
angular variables (θ?, φ˜) is shown.
Further, note that we have the following dependencies
r = r(u, v, θ?), θ = θ(u, v, θ?), (69)
L = L(u, v, θ?), h = h(u, v, θ?), R = R(u, v, θ?), cf. (24). (70)
These dependencies are crucial since together with (81) and (82) we will see that derivatives
of these quantities with respect to u and v will also decay like Ω2. We will explain this more
in Section 2.2.5.
2.2.4. The volume elements
From the expression for the metric we derive the volume elements for the entire spacetime
dVol = 2Ω2L sin θdθ?dφ˜dudv, (71)
as well as for the 3-dimensional hypersurfaces along constant r? values:
dVolr?=const =
√
2Ω2L sin θdθ?dφ˜dr?, (72)
were we have used
√−g = 2Ω2
√
gθ?θ?gφ˜φ˜ − g2θ?φ˜ = 2Ω
2L sin θ. (73)
Note that the induced volume element of our spheres S2u,v, which are not round spheres, but
are defined as the intersections of the level sets of u and v, is given by
dσS2u,v =
√
−g/ dθ?dφ˜ = L sin θdθ?dφ˜ = LdσS2 , (74)
see (7). Therefore, we see that L(u, v, θ?) plays the role of a radial coordinate which also
varies in θ?. Moreover, the normal vectors on constant u, v hypersurfaces and their related
volume elements appearing in the statements of our theorems are given by:
nµv=const = ∂u, dVolv=const = 2Ω
2L sin θdθ?dφ˜du, (75)
nµu=const = ∂v + b
φ˜∂φ˜, dVolu=const = 2Ω
2L sin θdθ?dφ˜dv. (76)
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2.2.5. Boundedness of all required coefficients
In order to carry out the analysis in the interior we will require the following relations of
the parameters introduced in the previous sections.
∂r
∂r?
=
∆Q
ΣR2
,
∂r
∂θ?
=
∆P
ΣR2
(77)
∂θ
∂r?
=
∆P
ΣR2
,
∂θ
∂θ?
= −GPQ
2
ΣR2
. (78)
These relations are valid since ∂θ
?
∂r and
∂θ?
∂θ are finite, which was proven in Appendix A.3 of
[19]. Further, recall (52) and the statement above of it together with (53) which imply∣∣∣∣ ∂r∂r?
∣∣∣∣ . |∆| , ∣∣∣∣ ∂r∂θ?
∣∣∣∣ . |∆| sin(2θ?), (79)∣∣∣∣ ∂θ∂r?
∣∣∣∣ . |∆| sin(2θ?), ∣∣∣∣ ∂θ∂θ?
∣∣∣∣ . 1, (80)
as also stated in [19]. Note that the sign of Q was chosen to be positive so the sign of ∂r∂r?
is negative. Moreover, for the partial derivatives of (r, θ) with respect to (u, v) we have
∂ζr =
∂r?
∂ζ
∂r
∂r?
(77)
=
∆Q
ΣR2
, (81)
∂ζθ =
∂r?
∂ζ
∂θ
∂r?
(78)
=
∆P
ΣR2
, (82)
with ∂ζr and ∂ζθ negative, and ζ = u, v. Note that the entire analysis will be discussed
in r? coordinates not in r coordinates, where in the region r− < r < r+ all r? = const
hypersurfaces are spacelike hypersurfaces and r? ∈ (−∞,∞).
Further, to close the proof of our main theorem we will need to show boundedness of our
metric coefficients and their derivatives up to second order. For this we repeat Proposition
A.6 and Remark A.11 of Appendix A of [19].
Proposition 2.2. (M. Dafermos and J. Luk) For every fixed k ≤ 2, r and θ are Ck functions
of r? and θ?. Moreover, the following bounds hold with implicit constants depending on k
(in addition to M and a):
∑
1≤k1≤k−1
∣∣∣∣∣
(
1
sin(2θ?)
∂
∂θ?
)k1 ( ∂θ
∂θ?
)∣∣∣∣∣ . 1, (83)
∑
1≤k1≤k
∣∣∣∣∣
(
∂θ
∂r?
)k1
θ
∣∣∣∣∣ . |∆| sin(2θ?), (84)
∑
1≤k1+k2≤k−1;k2≥1
∣∣∣∣∣
(
1
sin(2θ?)
∂
∂θ?
)k1 ( ∂
∂r?
)k2 ( ∂
∂θ?
)∣∣∣∣∣ . |∆|, (85)
∑
1≤k1+k2≤k
∣∣∣∣∣
(
∂
∂r?
)k1 ( 1
sin(2θ?)
∂
∂θ?
)k2
r
∣∣∣∣∣ . |∆|. (86)
Recall the functions bφ˜(u, v, θ?) = 2ωB − 4MarΣR2
∣∣
r=r−
of (62) and dh(u,v,θ?)dr? = −ωB apper-
ing in (56), with (51). With the help of (79) we can now state∣∣∣∣∣∂bφ˜(u, v, θ?)∂r?
∣∣∣∣∣ . |∆|. (87)
We further make use of the following.
Remark 2.3. (M. Dafermos and J. Luk) Notice that using
∂
∂θ?
(
4Mar
ΣR2
)
=
∂r
∂θ?
∂
∂r
(
4Mar
ΣR2
)
+
∂θ
∂θ?
∂
∂θ
(
4Mar
ΣR2
)
(88)
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together with ∣∣∣∣ ∂∂θ
(
4Mar
ΣR2
)∣∣∣∣ = ∣∣∣∣ 4Ma3r sin(2θ)∆((r2 + a2)2 − a2 sin2 θ∆)2
∣∣∣∣ . |∆|| sin(2θ?)| (89)
and estimates (79)-(80), we have∣∣∣∣ ∂∂θ?
(
4Mar
ΣR2
)∣∣∣∣ . |∆|| sin(2θ?)|. (90)
As a consequence, the expression ∂h∂θ? that appears in the metric component, compare (62),
(63) and (65), satisfies the following bound∣∣∣∣ ∂h∂θ?
∣∣∣∣ . | sin(2θ?)|. (91)
We moreover make use of Proposition A.12 of Appendix A of [19], which we are not
repeating here. Further, we obtain∣∣∣∣2∂δL sin θL sin θ
∣∣∣∣ = ∣∣∣∣∂δ(L2 sin2 θ)L2 sin2 θ
∣∣∣∣ = ∣∣∣∣2∂δLL + 2cos θsin θ ∂δθ
∣∣∣∣ . |∆|, (92)
with δ = u, v and where we used (79), (80) and Proposition A.2 of [19]. This will turn out
useful since we have to control this term in Section 4.4. Moreover, we have
(g/
−1
)θCθD∂ηg/ θCθD =
∂ηdetg/
detg/
=
∂η(L
2 sin2 θ)
L2 sin2 θ
, (93)
is a term appearing in our bulk term, with η = u, v, θ?, φ˜, see (A13) and also in the wave
equation, see (F2). Note here, that ∂θ? |L sin θ||L sin θ| is not bounded, but the product of this term
and the volume element is.
2.2.6. Angular momentum operators
In this section we define the angular momentum operators by the vector fields
Yi = Y
θC
i ∂θC = Y
θ?
i ∂θ? + Y
φ˜
i ∂φ˜, (94)
where Y θCi = Y
θC
i (θ
?, φ˜), C = 1, 2 and θ1 = θ
?, θ2 = φ˜ and i = 1, 2, 3. Further, we fix
Y θ
?
3 = 0 and Y
φ˜
3 = 1, so that
Y3 = ∂φ˜, (95)
which is Killing for Kerr spacetimes. The Yi vector fields represent the standard generators
(with respect to the (θ?, φ˜) coordinates) of the Lie algebra so(3) acting on the spheres S2u,v.
Since only Y3 is Killing in Kerr spacetime, only the abelian subalgebra u(1) =
〈
∂φ˜
〉
⊂ so(3)
acts by isometries. As we can see from (58), the two null vectors are orthogonal to Yi,
namely 〈∂u, ∂θC 〉 = 0 and 〈∂v + bθD∂θD , ∂θC 〉 = 0, with D = 1, 2. More generally we will use
Y k, with the upper index k ∈ {0, 1, 2} to refer to the summation of the required number of
commutations, expressed by
JXµ (Y
kψ)nµ
.
=
3∑
i1=1
· · ·
3∑
ik=1
JXµ (Yi1 · · · (Yikψ))nµ, (96)
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where ij = 1, 2, 3. To make it more explicit, we can write
JXµ (Y
0ψ)nµ
.
= JXµ (ψ)n
µ, (97)
JXµ (Y
1ψ)nµ
.
=
3∑
i1=1
JXµ (Yi1ψ)n
µ = JXµ (Y1ψ)n
µ + JXµ (Y2ψ)n
µ + JXµ (Y3ψ)n
µ, (98)
JXµ (Y
2ψ)nµ
.
=
3∑
i1=1
3∑
i2=1
JXµ (Yi1(Yi2ψ))n
µ
= JXµ (Y1(Y1ψ))n
µ + JXµ (Y1(Y2ψ))n
µ + JXµ (Y1(Y3ψ))n
µ
+JXµ (Y2(Y1ψ))n
µ + JXµ (Y2(Y2ψ))n
µ + JXµ (Y2(Y3ψ))n
µ
+JXµ (Y3(Y1ψ))n
µ + JXµ (Y3(Y2ψ))n
µ + JXµ (Y3(Y3ψ))n
µ. (99)
Similar to (96), one can define summed expressions for KX(Y kψ) and EX(Y kψ). In our
proof we will also estimate absolute values of these quantities, which we express by
∣∣KX(Y kψ)∣∣ .= 3∑
i1=1
· · ·
3∑
ik=1
∣∣KX(Yi1 · · · (Yikψ))∣∣ , (100)
and
∣∣EX(Y kψ)∣∣ .= 3∑
i1=1
· · ·
3∑
ik=1
∣∣EX(Yi1 · · · (Yikψ))∣∣ . (101)
2.2.7. The redshift, noshift and blueshift region
As we have already mentioned in the introduction, in the interior we can distinguish
redshift R = {−∞ < r? ≤ r?red}, (102)
noshift N = {r?red ≤ r? ≤ r?blue}, (103)
and blueshift B = {r?blue ≤ r? <∞} (104)
subregions, as shown in Figure 5.
FIG. 5: Penrose diagram of the interior with distinction into redshift R, noshift N and blueshift B
regions.
In the redshift region R, we make use of the fact that the surface gravity κ+ of the event
horizon is positive, see (31). Let ϕt and ϕφ denote the 1-parameter groups of diffeomorphisms
generated by the Killing fields ∂t and ∂φ (in Boyer-Lindquist coordinates), respectively.
Then, the redshift region is characterized by the fact that there exists a ϕt and ϕφ invariant
vector field N , such that its associated current JNµ n
µ
v=const on a v = const hypersurface can
be controlled by the related bulk term KN , cf. Proposition 4.1. This property of the bulk
term KN holds sufficiently close to H+. In particular, we shall define r?red negative and with
big enough absolute value such that Proposition 4.1 is applicable. (Furthermore, note that
the quantity
∂ζΩ
Ω is always positive in R.)
In N , defined in (103), we exploit the fact that JU , KU and EU are invariant under
translations along ∂t, where t is the Boyer–Lindquist coordinate. For that reason we can
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uniformly control the bulk by the current along a constant r? hypersurface. This will be
explained further in Section 4.2.
The blueshift region B is characterized by the fact that the bulk term KS0 , associated to
the vector field S0, to be defined in (136), is positive. We define r
?
blue big enough such that
the quantities
∂ζΩ
Ω
=
1
2
[
∂ζ∆
∆
− ∂ζ(R
2)
R2
]
, (105)
with ζ = u, v, carry a negative sign6. In particular, for ˜ sufficiently small the following
lower bound holds in B
0 < β ≤ −2∂uΩ
Ω
, 0 < β ≤ −2∂vΩ
Ω
, (106)
with β a positive constant.
2.3. Notation
It will be useful to determine in- and outgoing null hypersurfaces from intersection of out-
and ingoing null hypersurfaces with the spacelike hypersurfaces r? = r?red, r
? = r?blue and
in addition the hypersurface γ which will be defined in Section 4.3.1. In order to do that,
recall the beginning of Section 2.2.1 and end of Section 2.2.3, were we have expressed the
submanifold M|II = Q|II × S2u,v by (20). Further, we define M|II = pi−1(Q|II), where pi
is the projection pi :M|II → Q|II . Now we are able to define functions that are evaluated
by the projection pi of two particular intersecting hypersurfaces. For example given the
hypersurface r? = r?red and the hypersurface u = u˜ we define the v value at which these two
hypersurfaces intersect by a function vred(u˜) evaluated for u˜. Let us therefore introduce the
following notation:
vred(u˜) is determined by r
?(vred(u˜), u˜) = r
?
red,
vγ(u˜) is determined by (vγ(u˜), u˜) ∈ γ,
vblue(u˜) is determined by r
?(vblue(u˜), u˜) = rblue,
ured(v˜) is determined by r
?(ured(v˜), v˜) = r
?
red,
uγ(v˜) is determined by (uγ(v˜), v˜) ∈ γ,
ublue(v˜) is determined by r
?(ublue(v˜), v˜) = r
?
blue. (107)
For a better understanding the reader may refer to Figure 6.
FIG. 6: Sketch of blueshift region B, with quantities depicted a) dependent on u˜ and b) dependent
on v˜.
Note that the above functions are well defined since r? = r?red, r
? = r?blue and γ are
spacelike hypersurfaces along which we have uγ(v)→ −∞ as v →∞.
6 Readers familiar with [30] might notice that, for |a|  M , the quantity in (105) defining the sign ap-
proaches M − a2
r
which is analogous to the charged case with a in place of the charge e.
17
3. THE SETUP
3.1. Horizon estimates and Cauchy stability
Our starting point will be decay bounds for ψ, proven by Dafermos, Rodnianski and
Shlapentokh-Rothman [27]. In particular they show decay for ψ and its derivatives in the
black hole exterior up to and including the event horizon for the full range of all subextremal
Kerr solutions. More specifically, the following theorem was stated in estimate (21) of
Theorem 3.1 and (26) of Theorem 3.2 of [27], where the coordinate τ is comparable to our
coordinate v. Also see the improved decay rate in [49] derived by Moschidis.
Theorem 3.1. Let ψ be a solution of the wave equation (1) on a subextremal Kerr back-
ground (M, g), with mass M and angular momentum per unit mass a and M > |a| 6= 0,
arising from smooth compactly supported initial data on an arbitrary Cauchy hypersurface
Σ, cf. Figure 1. Then, there exists δ > 0 such that
v+1∫
v
∫
S2u,v
[
(∂vY
kψ + bφ˜∂φ˜Y
kψ)2(−∞, v) + Ω2|∇/ Y kψ|2(−∞, v)
]
LdσS2dv ≤ Cv−2−2δ, (108)
on HA+, for all v, with Y k as in (94), all k ∈ {0, 1, 2} and some positive constants C
depending on the initial data.
The expression S2u,v denotes the spheres obtained in Eddington-Finkelstein-like coordi-
nates which were derived in Section 2.2.3. The assumption of smoothness and compact
support in Theorem 3.1 can be weakened. See also related results [2, 21–23, 42, 48, 63] for
the |a| M case and [61, 66] for mode stability.
Moreover, trivially from Cauchy stability, boundedness of the energy along a null segment
transverse to H+ can be derived. See Section 1.2 and recall that we have chosen the v = 1
hypersurface to be the past boundary of the characteristic rectangle Ξ. More generally we
can state the following proposition.
Proposition 3.2. Let u, v ∈ (−∞,∞). Under the assumption of Theorem 3.1, the energy
at advanced Eddington–Finkelstein-like coordinate {v = v} ∩ {−∞ ≤ u ≤ u} is bounded
from the initial data
u∫
−∞
∫
S2u,v
[
(∂uY
kψ)2(u, v) + Ω2|∇/ Y kψ|2(u, v)
]
LdσS2du ≤ D(u, v), (109)
with Y k as in (94) and for all k ∈ {0, 1, 2}. Further,
sup
−∞≤u≤u
∫
S2u,v
(Y kψ)2(u, v)dσS2 ≤ D(u, v), (110)
with D(u, v) positive constants depending on the initial data on Σ.
Proof. This follows immediately from local energy estimates in a compact spacetime region.
Note the Ω2 weights which arise since u is not regular at H+A.
3.2. Statement of the theorem and outline of the proof in the neighborhood of i+
Before we can prove Theorem 1.1, we will first show the following.
Theorem 3.3. On subextremal Kerr spacetime with M > |a| 6= 0, let ψ be as in Theorem
3.1, then
|ψ| ≤ C
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in the black hole interior up to CH+ in a “small neighbourhood” of timelike infinity i+, that
is in (−∞, u"]× [1,∞) for some u" > −∞.
Remark. We will see that C depends only on the initial data.
First we consider the right side of the spacetime interior. In particular we consider a
characteristic rectangle Ξ which extends from H+A, as shown in Figure 7. We pick the
FIG. 7: a) Depiction of characteristic rectangle Ξ within Q|II of Kerr spacetime, b) region Ξ zoomed
in.
characteristic rectangle to be defined by Ξ = {(−∞ ≤ u ≤ u"), (1 ≤ v <∞)}, where u" is
sufficiently close to −∞ for reasons that will become clear later on, cf. Lemma 4.14 and
Proposition 4.15. Bounds on the data along the event horizon H+A were stated in Theorem
3.1, and bounds on the data of the transverse null segment were given in Proposition 3.2.
Both are consequences of propagation of smooth initial data from a Cauchy hypersurface as
explained in Section 3. Theorem 3.3 will be proven by first deriving energy estimates in the
distinguished regions, denoted by redshift R, the noshift N and the blueshift B region, with
the properties as explained in Section 2.2.7, cf. Figure 7 b). According to the properties of
these regions we will have to choose different vector field mutlipliers in each of them.
In the redshift region R we will make use of the redshift vector field N , already introduced
in [23]. We will elaborate more on this in Section 4.1. Proposition 4.1 proves the positivity
of the bulk KN which leads to boundedness of the energy flux generated by the current
JNµ n
µ
v=const. Here we will have to construct N , as explained in Section 4.1, such that it
can also compensate for the appearing error terms after commuting twice with the angular
momentum operators. Applying the divergence theorem, decay up to r? = r?red will be
proven.
In the noshift region N , we can simply appeal to the fact that the future directed timelike
vector field
U = ∂u + ∂v + b
φ˜∂φ˜,
is invariant under the flow of the spacelike Killing vector field ∂t. It is for that reason that
the bulk terms KU as well as the error terms EU can be uniformly controlled by the energy
flux JUµ n
µ
r?=r¯? through the r
? = r¯? hypersurface. Decay up to r? = r?blue will be proven by
making use of this, together with the uniform boundedness of the v length of the region that
we cut in N .
In order to gain control in the blueshift region B, we will partition it by the hypersurface
γ admitting logarithmic distance in v from r? = r?blue, cf. Section 4.3.1. We will then
separately consider the region to the past of γ, J−(γ) ∩ B, and the region to the future of
γ, J+(γ) ∩ B. The region to the future of γ is characterized by good decay bounds on Ω2.
This property will be crucial to derive estimates for bulk and error terms in the future of γ.
In J−(γ) ∩ B we use a vector field
S0 = f
q∂r? = f
q(∂u + ∂v + b
φ˜∂φ˜),
where q is sufficiently large, and f is a function with certain properties defined in Section
4.3.2. Choosing the parameter q big enough renders the terms associated to the spacetime
integral positive, which is the “good” sign, when using the divergence theorem to derive
upper bounds.
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In order to complete the proof, we consider finally the region J+(γ) ∩ B and propagate
the decay further from the hypersurface γ, up to the Cauchy horizon in a neighborhood of
i+. For this, we introduce a new timelike vector field S defined by
S = |u|p∂u + vp∂v + vpbφ˜∂φ˜, (111)
for an arbitrary p such that
1 < p ≤ 1 + 2δ, (112)
where δ is as in Theorem 3.1. We use pointwise estimates on Ω2 in J+(γ) as a crucial
step, see Section 4.4.1. This is due to the proportionality of the occurring quantities to the
function Ω2, see Section 2.2.5.
Putting everything together, in view of the geometry and the weights of S, we finally
obtain for all v∗ ≥ 1
v∗∫
1
∫
S2u,v
vp(∂vY
kψ)2L sin θdθ?dφ˜dv . Data, (113)
for the weighted flux, with Y k as in Section 2.2.6. Using the above, the uniform boundedness
for ψ stated in Theorem 3.3 can then be derived from an argument that can be sketched as
follows.
Let us first see how we obtain an integrated bound on the spheres. By the fundamental
theorem of calculus and the Cauchy–Schwarz inequality we get∫
S2u,v
(Y kψ)2(u, v∗, θ?, φ˜)L sin θdθ?dφ˜
.
∫
S2u,v
 v∗∫
1
vp(∂vY
kψ)2dv
 v∗∫
1
v−pdv
L sin θdθ?dφ˜+ data
.
 v∗∫
1
∫
S2u,v
vp(∂vY
kψ)2L sin θdθ?dφ˜dv

 v∗∫
1
v−pdv
+ data, (114)
where the bound (55) allowed us to pull the (L sin θ)-factor of the volume form inside the
integral, so that the first factor of the first term is controlled by (113). Therefore, we further
get ∫
S2u,v
(Y kψ)2L sin θdθ?dφ˜
(113)
. Data
v∗∫
1
v−pdv + data . Data + data, (115)
where we have used
∞∫
1
v−pdv <∞ which followed from the first inequality of (112).
Obtaining a pointwise statement from the above will be achieved by using (115) and
applying Sobolev embedding on the spheres S2u,v (which are not round spheres), thus leads
to the desired bounds, see Section 4.5.2. This will close the proof of Theorem 3.3. Having
only one spacelike symmetry and having to control the appearing error terms is one of the
main difficulties of this paper in comparison to the Reissner–Nordstro¨m analog [30].
4. ENERGY ESTIMATES IN THE INTERIOR
4.1. Propagation through the redshift region R to r? = r?red
The following proposition was shown in [23], see also [60] for a detailed proof.
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Proposition 4.1. (M. Dafermos and I. Rodnianski) For r?red sufficiently close to −∞
there exists a ϕt and ϕφ-invariant smooth future directed timelike vector field N on
{−∞ < r? ≤ r?red} ∩ {v ≥ 1} and a positive constant b0 such that
b0J
N
µ (ψ)n
µ
v ≤ KN (ψ), (116)
for all solutions ψ of (1).
Proof. As was already pointed out in [27] and also [47], in Kerr spacetime, by ϕτ and ϕφ
we denote diffeomorphisms generated by the Killing fields ∂t and ∂φ, respectively. These
contain the diffeomorphisms generated by TH+ , defined in (C3). As mentioned in Section
2.2.1, TH+ is the vector field turning null on H+ which is required for the construction of
the proof. To see more details of the proof, and general structure of the vector field N , refer
to Appendix C.
The decay bound along r? = r?red can now be stated in the following proposition.
Proposition 4.2. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101)
and all k ∈ {0, 1, 2}. Then, for all r˜? ∈ (−∞, r?red], with r?red as in Proposition 4.1 and for
all v∗ > 1, ∫
{v∗≤v≤v∗+1}
JNµ (Y
kψ)nµ
r?=r˜?
dVolr?=r˜? ≤ Cv−2−2δ∗ ,
with C depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition 3.2, where u is defined
by r?red = r(u, 1).
Remark 1. The decay in Proposition 4.2 matches the decay on H+ of Theorem 3.1.
Remark 2. nµr?=r?red
denotes the normal to the r? = r?red hypersurface oriented according
to the Lorentzian geometry convention. dVol denotes the volume element over the entire
spacetime region and dVolr?=r?red denotes the volume element on the r
? = r?red hypersurface.
Similarly for all other subscripts.7
Proof. Applying the divergence theorem, the decay rate from Theorem 3.1 and Proposition
3.2 as well as Propositon 4.1 and a bootstrap argument, the statement of the Propositon
4.2 follows for k = 0. For more details see Proposition 4.2 of [30]. To consider higher orders
we need the following lemma.
Lemma 4.3. For r?red sufficiently close to −∞ there exists a ϕt and ϕφ-invariant smooth
future directed timelike vector field N on {−∞ < r? ≤ r?red} ∩ {v ≥ 1} and positive constants
bk, with all k ∈ {0, 1, 2} and Y k as in (94) with (96), (100), (101), such that
b1J
N
µ (Y ψ)n
µ
v + b0J
N
µ (ψ)n
µ
v ≤ KN (Y ψ) + EN (Y ψ) +KN (ψ), (117)
and
b2J
N
µ (Y
2ψ)nµv + b1J
N
µ (Y ψ)n
µ
v + b0J
N
µ (ψ)n
µ
v
≤ KN (Y 2ψ) + EN (Y 2ψ) +KN (Y ψ) + EN (Y ψ) +KN (ψ), (118)
for all solutions ψ of (1).
Proof. In Appendix C we have discussed how to prove Proposition 4.1. Now recall expressions
(E4) and (D2) in order to investigate the control over the error terms. From equations (E6)
to (E9) of Appendix E.2, we can see that like all first derivative terms, all terms multiplying
the second derivatives will also be bounded. Note, that in order to control the (∂u∂vψ)
7 Refer to the end of Section 2.2.3 for further discussion of the volume elements.
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term, we need to use (F5). Therefore, with the choice Nu, Nv positive and ∂uN
v, ∂uN
u
negative and with large enough absolute value, so that the contribution from the error terms
is compensated, we can prove the above lemma for k ∈ {0, 1, 2}.
To prove Propositon 4.2 for k = 1, 2, we can now use the divergence theorem and the
above lemma.
Corollary 4.4. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101) and
all k ∈ {0, 1, 2}, and for r?red as in Proposition 4.1. Then, for all v∗ ≥ 1, v∗ + 1 ≤ vred(u˜)
and for all u˜ such that r?(u˜, v∗ + 1) ∈ (−∞, r?red], we have∫
{v∗≤v≤v∗+1}
JNµ (Y
kψ)nµu=u˜dV olu=u˜ ≤ Cv−2−2δ∗ , (119)
with C depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition 3.2, where u is defined
by r?red = r
?(u, 1) and vred(u˜) as in (107).
Proof. The conclusion of the statement follows by applying again the divergence theorem
and using the results of the proof of Proposition 4.2.
4.2. Propagation through the noshift region N to r? = r?blue
Without any loss in the decay rate we can propagate it further inside through the noshift
region N up to the r? = r?blue hypersurface. In order to do that, we will use the future
directed timelike vector field
U = ∂u + ∂v + b
φ˜∂φ˜, (120)
and state the following lemma.
Lemma 4.5. Let ψ be an arbitrary function. Then, for r?blue sufficiently large, the bulk term
of the future directed timelike vector field U can be estimated by
|KU (ψ)| ≤ B0JUµ (ψ)nµr?=r¯? , (121)
in N , where B0 is independent of v∗ but dependent on the choice of r?blue.
Proof. Validity of the estimate (121) can be seen without computation from the fact that
currents with timelike vector field multiplier, such as JUµ (ψ)n
µ
r?=r¯? , contain all derivatives.
The uniformity of B0 is given by the fact that K
U and JU are invariant under translations
along spacelike ∂t. Therefore, we can just look at the maximal deformation on a com-
pact {t = const} ∩ {r?blue ≤ r? ≤ r?red} hypersurface and get an estimate for the deformation
everywhere.
Proposition 4.6. Let ψ be as in Theorem 3.1, r?blue such that the quantities (105) are
negative and r?red as in Proposition 4.1, and Y
k as in (94) with (96), (100), (101) and all
k ∈ {0, 1, 2}. Then, for all v∗ > 1 and r˜? ∈ [r?blue, r?red), we have∫
{v∗≤v≤v∗+1}
JUµ (Y
kψ)nµr?=r˜?dVolr?=r˜? ≤ Cv∗−2−2δ, (122)
with C depending on the initial data or more precisely depending on C0 of Theorem 3.1 and
D0(u, 1) of Proposition 3.2, where u is defined by r?red = r
?(u, 1).
Proof. We will first prove the statement for k = 0. Given v∗, we define regions RII and R˜II
as in Figure 8, where we use (107) and
v(r˜?, v∗) is determined by r?(ublue(v∗), v(r˜?, v∗)) = r˜?. (123)
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FIG. 8: Region RII ∪ R˜II represented as the hatched area.
Thus the depicted regions are given byRII ∪ R˜II = D+({v1 ≤ v ≤ v∗ + 1} ∩ {r = rred}) ∩N ,
where region RII is given by RII = D+({v1 ≤ v ≤ v∗} ∩ {r? = r?red}). Now we use the
result of Proposition 4.2 and the divergence theorem in region RII ∪ R˜II , to obtain decay
on an arbitrary r? = r˜? hypersurface, dash-dotted line, for r˜? ∈ [r?blue, r?red). We achieve
this by using Lemma 4.5, Gro¨nwall’s inequality and comparability of v1 and v∗. For more
details refer to the proof of Proposition 4.5 of [30]. This proves (122) for k = 0. In order to
extend the proof for k = 1, 2 we will need the following lemma.
Lemma 4.7. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101) and
all k ∈ {0, 1, 2}. Then, for r?blue sufficiently large, the bulk and error terms of the future
directed timelike vector field U can be estimated by
|KU (Y ψ)|+ |EU (Y ψ)|+ |KU (Y ψ)| ≤ B1JUµ (Y ψ)nµr?=r¯? +B0JUµ (ψ)nµr?=r¯? , (124)
and
|KU (Y 2ψ)|+ |EU (Y 2ψ)|+ |KU (Y ψ)|+ |EU (Y ψ)|+ |KU (Y ψ)|
≤ B2JUµ (Y 2ψ)nµr?=r¯? +B1JUµ (Y ψ)nµr?=r¯? +B0JUµ (ψ)nµr?=r¯? , (125)
in N ,where Bk with k ∈ {0, 1, 2} are independent of v∗.
Proof. The commutation with Y k does not change the ∂t invariance of the currents K
U and
JUµ , so that we immediately get
|KU (Y kψ)| ≤ B˜kJUµ (Y kψ)nµr?=r¯? . (126)
Further, from equation (E3) and (E5) of Appendix E 1 we obtain
|EU (Y ψ)| ≤ ˜˜B1JUµ (Y ψ)nµr?=r¯? + ˜˜B0JUµ (ψ)nµr?=r¯? , (127)
and
|EU (Y 2ψ)| ≤ ˜˜B2JUµ (Y 2ψ)nµr?=r¯? + ˜˜B1JUµ (Y ψ)nµr?=r¯? + ˜˜B0JUµ (ψ)nµr?=r¯? . (128)
Similar to the K-current the uniformity of ˜˜Bk follows from compactness of the region
RII ∪ R˜II and the ∂t-invariance of EU , see [30] for more details. The statement of Lemma
4.7 then follows by applying divergence theorem to all orders and summing the inequalities.
The higher order decay rate of Proposition 4.6 to the hypersurface r? = r?blue can now be
shown by using Lemma 4.7, the divergence theorem and Gro¨nwall’s inequality, as we have
explained above and in more detail in the proof of Proposition 4.5 of [30].
The above now also implies the following statement.
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Corollary 4.8. Let ψ be as in Theorem 3.1, r?blue sufficiently big as in Lemma 4.7, r
?
red as
in Proposition 4.1, and Y k as in (94) with (96), (100), (101) and all k ∈ {0, 1, 2}. Then,
for all v∗ > 1 and all u˜ such that r?(u˜, v∗) ∈ [r?blue, r?red)∫
{vred(u˜)≤v≤vblue(u˜)}
JUµ (Y
kψ)nµu=u˜dV olu=u˜ ≤ Cv−2−2δ∗ , (129)
with C depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition 3.2, where u is defined
by r?red = r
?(u, 1) and vred(u˜), vblue(u˜) are as in (107).
Proof. The conclusion of the statement follows by considering the divergence theorem for a
triangular region J−(x) ∩N with x = (u˜, vblue(u˜)), x ∈ J−(r? = r?blue) and using the results
of Proposition 4.6. Note that v∗ ∼ vblue(u˜) ∼ vred(u˜).
Remark. Recall here, that r?blue was chosen such that the quantity
∂ζΩ
Ω , see (105), is
negative in the future of the hypersurface r? = r?blue.
By the previous proposition we have successfully propagated the energy estimate further
inside the black hole, up to r? = r?blue.
4.3. Propagation through B from r? = r?blue to the hypersurface γ
In Section 3.2 we have already introduced the hypersurface γ, to which we would like to
propagate the energy estimate in the following. In order to do that we will introduce its
properties first, to then return to the estimate.
4.3.1. The hypersurface γ
The idea of the hypersurface γ, see Figures 7 and 9, was already entertained in [16] by
Dafermos, and basically locates γ a logarithmic distance in v from a constant r hypersurface
living in the blueshift region.
Let α be a fixed constant satisfying
α >
p+ 1
β
, α >
2
β
, (130)
with β as in (106). (The significance of the bound (130) will become clear later in Section
4.4.2. In hindsight of (112) the first condition given in (130) implies the second.) Let us for
convenience also assume that
α > 1, (131)
and
α(2− log 2α) > vblue(u) + u+ 1, (132)
see notation (107). Then, we can define a function H(u, v) such that
∂H
∂u
= 1,
∂H
∂v
= 1− α
v
, (133)
and so that the hypersurface γ is the levelset
γ = {H(u, v) = 0} ∩ {v > 2α}, (134)
satisfying the relation
vγ(u)− vblue(u) = α log vγ(u). (135)
The hypersurface γ is spacelike and terminates at i+. (In the notation (107), uγ(v)→ −∞
as v →∞.) Note that by our choices u < −1 and v > |u| in D+(γ).
As we shall see in Section 4.4.1 the above properties of γ will allow us to derive pointwise
estimates of Ω2 in J+(γ) ∩ B. We first turn however to the region J−(γ) ∩ B.
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4.3.2. The vector field multiplier S0 used in region J
−(γ) ∩ B
Now we are ready to propagate the energy estimates further into the blueshift region B
up to the hypersurface γ. We will in this part of the proof use the vector field
S0 = f
q(∂u + ∂v + b
φ˜∂φ˜), (136)
where the constant q will finally be fixed in Lemma 4.11. Further, the function f depends
merely on u and v and has to satisfy
f(u, v) ≥ 0, (137)
∂ζf(u, v) < 0, (138)
c ≤
∣∣∣∣∂ζf(u, v)Ω2
∣∣∣∣ ≤ C. (139)
This construction is very similar to the construction of the vector field S0 of [30], where
we used r instead of f . We have introduced f here to emphasize that we do not want the
θ?-dependence of r, which for Kerr spacetime leads to extra terms of indefinite sign in the
bulk. Once we associate constant values to the angular variables we can derive the above
properties from the function r?(u, v, θ?). In order to do that we consider dr?, using (43) for
θ? → 0 and obtain
lim
θ?→0
dr? =
r2 + a2
∆
(u, v, θ?)dr. (140)
Further, by (61) we get
lim
θ?→0
Ω2(u, v, θ?) = − ∆
r2 + a2
(u, v, θ?). (141)
Therefore, the choice limθ?→0 f(u, v) = r(u, v, θ?) implies ∂ζf = ∂f∂r
∂r
∂r?
∂r?
∂ζ and with (81) we
see that (137)-(139) are satisfied.
4.3.3. Positivity of the bulk term KS0
Let us now consider the bulk term and derive conditions for positivity so that the future
energy flux can be estimated by the initial flux when carrying out the divergence theorem.
Lemma 4.9. Let ψ be an arbitrary function. Then, for the vector field S0 as in (136) and
a suitable choice of q,
KS0(ψ) ≥ 0,
in B.
Proof. Plugging (136) in (A13) of Appendix A in Eddington–Finkelstein-like coordinates
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leads to the following expression for KS0(ψ).
KS0(ψ) = −q f
q−1
2Ω2
∂uf(∂uψ)
2
−q f
q−1
2Ω2
∂vf(∂vψ)
2
+
(
−q f
q−1
2Ω2
(∂vf + ∂uf) +B1
)
|∇/ψ|2
+B2(∂uψ∂vψ)
+
[
−q b
φ˜
2Ω2
fq−1(∂vf + ∂uf) +B3
]
(∂uψ∂φ˜ψ)
+
[
−q b
φ˜
Ω2
fq−1(∂uf) +B4
]
(∂vψ∂φ˜ψ)
+
[
−q |b
φ˜|2
Ω2
fq−1(∂uf) +B
φ˜φ˜
5
]
(∂φ˜ψ∂φ˜ψ)
+Bφ˜θ
?
6 (∂φ˜ψ∂θ?ψ)
+Bθ
?θ?
7 (∂θ?ψ∂θ?ψ), (142)
where all B coefficients are bounded. Note that our free parameter q exclusively multiplies
terms which are positive, see (138). Moreover, the terms multiplied by bφ˜ are small close to
CH+ since we have chosen r?blue close enough to CH+ and such that the quantity given in
(105) is negative. We can now apply the Cauchy–Schwarz inequality to (142) to obtain the
following simplified expression
KS0(ψ) ≥ qP1(∂uψ)2
+qP2(∂vψ)
2
+qP3
[
(∂φ˜ψ)
2 + (∂θ?ψ)
2
]
+B˜2(∂uψ∂vψ)
+B˜3(∂uψ∂φ˜ψ)
+B˜4(∂vψ∂φ˜ψ), (143)
where the P coefficients denote positive terms and the B˜ coefficients are again bounded
terms. Using the Cauchy–Schwarz inequality again for the first three rows, we obtain the
conditions
B˜2 ≤ q
√
P1P2, B˜3 ≤ q
√
P1P˜3, B˜4 ≤ q
√
P2P˜3. (144)
The lemma then follows for q sufficiently large to satisfy all derived conditions for the
positivity of the current KS0(ψ) in B.
4.3.4. Propagation up to the hypersurface γ
Proposition 4.10. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101)
and all k ∈ {0, 1, 2}. Then, for all v∗ > 2α∫
{v∗≤v≤2v∗}
JS0µ (Y
kψ)nµγdVolγ ≤ Cv∗−1−2δ, (145)
on the hypersurface γ, with C depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition
3.2, where u is defined by r?red = r
?(u, 1).
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Remark. nµγ denotes the normal vector on the hypersurface γ which is a levelset
γ = {H(u, v) = 0} of the function H(u, v) as explained in Section 4.3.1. Note that for big
values of v the current JS0µ (Y
kψ)nµγ approaches J
S0
µ (Y
kψ)nµr since ∂vH approaches 1, see
equation (133).
Proof. Let v∗ > 2α, such that γ is spacelike for v > v∗, cf. Section 4.3.1. Then, the proof
of (145) with k = 0 follows from using the result of Proposition 4.6 and Lemma 4.9 in the
divergence theorem in region RIII , see Figure 9.
FIG. 9: Logarithmic distance of hypersurface r? = r?blue and hypersurface γ depicted in a Penrose
diagram.
Now we need to show that a higher order analog of Lemma 4.9 holds. The following
lemma will allow us to neglect both error and bulk terms when carrying out the divergence
theorem again.
Lemma 4.11. Let ψ be a solution of the wave equation (1) on a subextremal Kerr background
(M, g), with mass M and angular momentum per unit mass a, and M > |a| 6= 0, and further
Y k is as in (94) with (96), (100), (101) and all k ∈ {0, 1, 2}. Then, for the vector fields S0
as in (136) and a suitable choice of q,
KS0(Y ψ) + ES0(Y ψ) +KS0(ψ) ≥ 0, (146)
and
KS0(Y 2ψ) + ES0(Y 2ψ) +KS0(Y ψ) + ES0(Y ψ) +KS0(ψ) ≥ 0, (147)
in B.
Proof. To prove statement (146) see Appendix E 1 and notice that we can express the error
term by
ES0(Y θA∂θAψ)
(94)
= ES0(Y ψ) (E3)=
[
E1(∂uψ) + E2(∂vψ) + E3(∂φ˜ψ) + E4(∂θ?ψ)
+F1(∂u∂φ˜ψ) + F2(∂v∂φ˜ψ) + F3(∂θ?∂φ˜ψ) + F4(∂
2
φ˜
ψ)
+G1(∂u∂θ?ψ) +G2(∂v∂θ?ψ) +G3(∂
2
θ?ψ)
]
×fq (∂u(Y ψ) + ∂v(Y ψ) + bθB∂θB (Y ψ)) , (148)
where each coefficient is bounded. In the proof of Lemma 4.9 we have seen, that the first
three rows of (143) can absorb all remaining terms by choosing q big enough. Similarly,
the first and the last term of statement (146) can now absorb the error term by using the
Cauchy–Schwarz inequality and the right choice of q. This can be seen from writing out the
bulk term KS0(Y ψ) as
KS0(Y ψ) = qP1(∂u(Y ψ))
2
+qP2(∂v(Y ψ))
2
+qP3
[
(∂φ˜(Y ψ))
2 + (∂θ?(Y ψ))
2
]
+B˜2(∂u(Y ψ)∂v(Y ψ))
+B˜3(∂u(Y ψ)∂θB (Y ψ))
+B˜4(∂v(Y ψ)∂θB (Y ψ)). (149)
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As before, the control follows from the first three terms which are positive and multiplied
by q which we can choose as large as needed. Recall, that Y θA , defined in (94), does not
depend on u, v. The G1 term of (148) can now be absorbed in the first term of K
S0(Y ψ),
the G2 term in the second and the G3 term can be absorbed in the third term, if we choose
the value of our parameter q big enough. And similarly the last three terms, that multiply
all and come from the vector field multiplier, can also be absorbed in the first three terms
of the bulk, respectively, given that we choose q big enough. The same applies to the F
terms, which can alternatively also be controlled by the lower order terms combined with
commutation of the Killing vector ∂φ. For an example to see how to absorb the terms see
the proof of Lemma 4.9. The above described use of the Cauchy–Schwarz inequality proves
(146). Further, for the second commutation, to prove statement (147), we can write the
error term as follows:
ES0(Y θA∂θA(Y θB∂θBψ))
(99)
= ES0(Y 2ψ)
(E5)
=
[
E1(∂uψ) + E2(∂vψ) + E3(∂φ˜ψ) + E4(∂θ?ψ)
+F1(∂u∂φ˜ψ) + F2(∂v∂φ˜ψ) + F3(∂θ?∂φ˜ψ) + F4(∂
2
φ˜
ψ)
+G1(∂u∂θ?ψ) +G2(∂v∂θ?ψ) +G3(∂
2
θ?ψ)
+H1(∂u∂θ?∂φ˜ψ) +H2(∂v∂θ?∂φ˜ψ) +H3(∂
2
θ?∂φ˜ψ)
+I1(∂u∂
2
φ˜
ψ) + I2(∂v∂
2
φ˜
ψ) + I3(∂θ?∂
2
φ˜
ψ) + I4(∂
3
φ˜
ψ)
+J1(∂u∂
2
θ?ψ) + J2(∂v∂
2
θ?ψ) + J3(∂
3
θ?ψ)
]
×fq (∂u(Y 2ψ) + ∂v(Y 2ψ) + bθC∂θC (Y 2ψ)) . (150)
Again we will control all remaining terms by the good terms of KS0(Y 2ψ), which are the
first three rows of
KS0(Y 2ψ) = qP1(∂u(Y
2ψ))2
+qP2(∂v(Y
2ψ))2
+qP3
[
(∂φ˜(Y
2ψ))2 + (∂θ?(Y
2ψ))2
]
+B˜2(∂u(Y
2ψ)∂v(Y
2ψ))
+B˜3(∂u(Y
2ψ)∂θB (Y
2ψ))
+B˜4(∂v(Y
2ψ)∂θB (Y
2ψ)). (151)
We can see now that the J1 term of (150) gets controlled by the first row and J2 by the
second row. J3 gets controlled by the third row of the above expression. The three remaining
terms multiplying everything get controlled by the first three rows together. The H and
I also get controlled in the same manner or alternatively by lower orders combined with
commutation by the Killing vector ∂φ. All other terms get controlled by the lower order
KS0(Y ψ) and KS0(ψ) terms. Analogously to before, this proves statement (147) of Lemma
(4.11).
To prove Proposition 4.10 for k = 1 we now use the divergence theorem for the currents
depending on ψ added to the divergence theorem for the currents depending on Y ψ. This
together with statement (146) then leads to the proof of Proposition 4.10 for k = 1. Similarly,
applying the divergence theorem again for currents depending on Y 2ψ and adding this to
the previous inequalities, then proves Proposition 4.10 for k = 2.
We could go on proving Lemma 4.11 and Proposition 4.10 for even higher orders, but in
order to prove pointwise boundedness for ψ the second order of derivatives is sufficient.
4.3.5. Weighted dyadic propagation to the hypersurface γ
Recall, that we eventually require a weighted energy estimate. We therefore state the
following.
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Corollary 4.12. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101)
and all k ∈ {0, 1, 2}. Then, for all v∗ > 2α, see Section 4.3.1,∫
{v∗≤v<∞}
vpJS0µ (Y
kψ)nµγdVolγ ≤ Cv−1−2δ+p∗ , (152)
on the hypersurface γ, with C depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition
3.2, where u is defined by r?red = r
?(u, 1), p as in (112).
Proof. Let v∗ > 2α, as before in Proposition 4.10. Then, the Corollary follows by weighting
(145) with vp∗ and summing dyadically. For more details see [31].
Further, we can state the following.
Corollary 4.13. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101) and
all k ∈ {0, 1, 2}. Further, γ as in (134) and r?blue sufficiently large. Then, for all v∗ > 2α
and for all u˜ ∈ [ublue(v∗), uγ(v∗))∫
{vblue(u˜)≤v≤vγ(u˜)}
vpJS0µ (Y
kψ)nµu=u˜dV olu=u˜ ≤ Cv−1−2δ+p∗ , (153)
with C depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition 3.2, where u is defined
by r?red = r
?(u, 1) and vγ(u˜), vblue(u˜) as in (107).
Proof. The proof is similar to the proof of Corollary 4.8 by considering the divergence theorem
for a triangular region J−(x) ∩ B with x = (u˜, vγ(u˜)), x ∈ J−(γ) and using the results of
the proof of Proposition 4.10.
4.4. Propagation through B from the hypersurface γ to CH+ in the neighbourhood
of i+
In the following section we want to close the proof of boundedness for weighted energies
up to CH+ inside the characteristic rectangle Ξ by considering the region J+(γ) ∩ B. We
will use the weighted vector field multiplier
S = |u|p∂u + vp∂v + vpbφ˜∂φ˜, (154)
for an arbitrary p satisfying (112). From this, using (154) in (A13) we obtain
KS = −
[
p
2
[|u|p−1 + vp−1]+ |u|p ∂uΩ
Ω
+ vp
∂vΩ
Ω
+ |u|p 1
4
∂u
(
L2 sin2 θ
)
L2 sin2 θ
+vp
1
4
∂v
(
L2 sin2 θ
)
L2 sin2 θ
]
|∇/ψ|2
+
1
4
[
|u|p ∂u
(
L2 sin2 θ
)
L2 sin2 θ
+ vp
∂v
(
L2 sin2 θ
)
L2 sin2 θ
]
1
Ω2
(∂uψ)(∂vψ + b
φ˜∂φ˜ψ)
+
[
− b
φ˜
2Ω2
pvp−1 − b
φ˜
2Ω2
p|u|p−1 − b
φ˜
Ω2
[
∂uΩ
Ω
|u|p + ∂vΩ
Ω
vp
]
+
∂ub
φ˜|u|p
2Ω2
]
(∂uψ∂φ˜ψ)
+
[
−v
p∂ub
φ˜
2Ω2
]
(∂vψ∂φ˜ψ)
+
[
− v
p
4Ω2
[
bθC∂ub
θD + bθD∂ub
θC
]
+
1
2
(g/
−1
)θCθA(g/
−1
)θDθB∂ηg/ θAθBS
η
]
(∂θCψ∂θDψ), (155)
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where we have used (93). Note that ∂ub
φ˜ decays as shown in Section 2.2.5 and consequently
we will be able to absorb these terms in the following analysis.
For the J-currents we obtain
JSµ n
µ
v=const =
1
2Ω2
[ |u|p(∂uψ)2 + Ω2vp|∇/ψ|2] (156)
JSµ n
µ
u=const =
1
2Ω2
[
vp(∂vψ + b
φ˜∂φ˜ψ)
2 + |u|pΩ2|∇/ψ|2
]
. (157)
4.4.1. Pointwise estimates on Ω2 in J+(γ)
Before we can bound the bulk term KS we will first need to derive pointwise estimates
on Ω2 in J+(γ). We note that together with the results of Section 2.2.5, this will imply that
the spacetime volume to the future of the hypersurface γ is finite, Vol(J+(γ)) < C. Let us
state
2
∂vΩ
Ω
=
∂vΩ
2
Ω2
(61)
=
[
∂v∆
∆
− ∂v(R
2)
R2
]
≤ −β, (158)
where β is a positive constant, introduced in (106), for r? ≤ r?blue. We can now derive a future
decay bound along a constant u hypersurface for the function Ω2(u, v, θ?) for (u, v) ∈ B. Let
x = (ufix, vfix), x ∈ B, then, from (158) it follows from integration in v, that
log
(
Ω2(ufix, v, θ
?)
)∣∣v¯
vfix
≤ −β [v¯ − vfix] , (159)
which leads to
Ω2(u¯, v¯, θ?)≤Ω2(u¯, vfix, θ?)e−β[v¯−vfix], for all (u¯, vfix) ∈ B and v¯ > vfix. (160)
Analogously, we obtain
Ω2(u¯, vfix, θ
?)≤Ω2(ufix, vfix, θ?)e−β[u¯−ufix], for all (u¯, vfix) ∈ J+(x), (161)
and plugging (160) into (161) it yields
Ω2(u¯, v¯, θ?)≤Ω2(ufix, vfix, θ?)e−β[u¯−ufix+v¯−vfix], for all (u¯, v¯) ∈ J+(x). (162)
Equation (160) together with (135) lead to the relation
Ω2(u¯, v¯, θ?) ≤ Ω2(u¯, vblue(u¯), θ?)e−βα log vγ(u¯) = Ω2(u¯, vblue(u¯), θ?)vγ(u¯)−βα,
for (u¯, v¯) ∈ γ, (163)
constituting poinwise decay for Ω2(u, v, θ?) on the hypersurface γ. For J+(γ), using (160)
and (163) we further get
Ω2(u¯, v¯, θ?) ≤ Cvγ(u¯)−βαe−β[v¯−vγ(u¯)], for (u¯, v¯) ∈ J+(γ), (164)
where we have used Ω2(u¯, vblue(u¯), θ
?) ≤ C. Moreover, we may think of a parameter v¯ which
determines the associated u value via intersection with γ. We denote this value by uγ(v¯)
which was introduced in (107), cf. Figure 6 b).
Further, by (61) we can also state
Ω2(u¯, v¯, θ?) ≤ C|uγ(v¯)|−βαeβ[uγ(v¯)−u¯] for (u¯, v¯) ∈ J+(γ). (165)
Recall the choice (130) of α.
From the fact that |uγ(v¯)| ∼ v¯ together with the extra exponential factor of (165), we see
that pointwise decay of Ω2 to the future of γ follows. This is an important result, since in
Section 2.2.5 we show that most of the quantities showing up in our bulk and error terms are
proportional to Ω2 and can therefore be controlled or absorbed, respectively. Note further,
that the above implies that the spacetime volume to the future of the hypersurface γ is
finite,
Vol(J+(γ)) < C. (166)
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4.4.2. Bounding the bulk terms KS and the error terms ES
First of all, recall the bulk term KS stated in (155) and let us rewrite it in the following
simplified way.
KS =
[
|u|p
∣∣∣∣∂uΩΩ
∣∣∣∣+ vp ∣∣∣∣∂vΩΩ
∣∣∣∣+N] |∇/ψ|2
+
1
4
[
|u|p ∂u
(
L2 sin2 θ
)
L2 sin2 θ
+ vp
∂v
(
L2 sin2 θ
)
L2 sin2 θ
]
1
Ω2
(∂uψ)(∂vψ + b
φ˜∂φ˜ψ)
+
[
S1 +
∂ub
φ˜|u|p
2Ω2
]
(∂uψ∂φ˜ψ) +
[
−v
p∂ub
φ˜
2Ω2
]
(∂vψ∂φ˜ψ).
+S2(∂θCψ∂θDψ). (167)
The term N is negative, but due to the weights |u|p and vp the first two terms are dominating
and the factor multiplying |∇/ψ|2 is positive. Further, the terms S1 and S2 are small close to
CH+. This is obtained by using expressions (62) to (68) in (155). Since these terms can be
absorbed by using the Cauchy–Schwarz inequality we conclude, that only |u|
p∂ub
φ˜
2Ω2 remains
as a relevant term multiplying (∂uψ∂φ˜ψ) together with an analog statement for (∂vψ∂φ˜ψ).
Further, by the Cauchy–Schwarz inequality we obtain
−v
p∂ub
φ˜
2Ω2
(∂vψ∂φ˜ψ) ≤
vp
√
∂ubφ˜
4Ω2
[
(∂vψ)
2 + ∂ub
φ˜(∂φ˜ψ)
2
]
≤ v
p
4Ω2
√
∂ubφ˜(∂vψ)
2 + C
vp
4
√
∂ubφ˜(∂φ˜ψ)
2, (168)
and the analog expression for the (∂uψ∂φ˜ψ) term in expression (155). Note, that we have
used (87) and (61) in the second step of (168). By using (62) again, we define
|K˜S(ψ)| = C
∣∣∣∣∂u(L2 sin2 θ)L2 sin2 θ + ∂v(L2 sin2 θ)L2 sin2 θ vp|u|p +
√
∂ubφ˜
∣∣∣∣ 12Ω2 |u|p(∂uψ)2
+C
∣∣∣∣∂v(L2 sin2 θ)L2 sin2 θ + ∂u(L2 sin2 θ)L2 sin2 θ |u|pvp +
√
∂ubφ˜
∣∣∣∣
× 1
2Ω2
vp(∂vψ + b
φ˜∂φ˜ψ)
2, (169)
where C is such that
−KS(ψ) ≤ |K˜S(ψ)| (170)
is satisfied. Now we can prove the following lemma.
Lemma 4.14. Let ψ be an arbitrary function. Then, for all v∗ > 2α and all vˆ > v∗, the
integral over region RIV = J+(γ) ∩ J−(x) with x = (uγ(v∗), vˆ), x ∈ B, cf. Figure 10, of the
current K˜S, defined by (169), can be estimated by∫
RIV
|K˜S(ψ)|dVol ≤ δ1 sup
uγ(vˆ)≤u¯≤uγ(v∗)
∫
{vγ(u¯)≤v≤vˆ}
JSµ (ψ)n
µ
u=u¯dVolu=u¯
+δ2 sup
v∗≤v¯≤vˆ
∫
{uγ(vˆ)≤u≤uγ(v¯)}
JSµ (ψ)n
µ
v=v¯dVolv=v¯,
where δ1 and δ2 are positive constants, with δ1 → 0 and δ2 → 0 as v∗ →∞.
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FIG. 10: Blueshift region of the (u, v)-plane of Kerr spacetime from the hypersurface γ onwards.
Proof. Taking the integral over the spacetime region, using expression (169) yields∫
RIV
|K˜S(ψ)|dVol
≤
uγ(v∗)∫
uγ(vˆ)
∫
{vγ(u¯)≤v≤vˆ}
C
∣∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ |u¯|pv¯p +
√
∂u¯bφ˜
∣∣∣∣ JSµ (ψ)nµu=u¯dVolu=u¯du¯
+
vˆ∫
v∗
∫
{uγ(v¯)≤u≤uγ(v∗)}
C
∣∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p|u¯|p +
√
∂u¯bφ˜
∣∣∣∣ JSµ (ψ)nµv=v¯dVolv=v¯dv¯,
(171)
with uγ(v) and vγ(u¯) in the integration limits as defined in (107).
Further it follows that∫
RIV
|K˜S(ψ)|dVol
≤ C
uγ(v∗)∫
uγ(vˆ)
sup
vγ(u¯)≤v¯≤vˆ
∣∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ |u¯|pv¯p +
√
∂u¯bφ˜
∣∣∣∣ du¯
× sup
uγ(vˆ)≤u¯≤uγ(v∗)
∫
{v∗≤v≤vˆ}
JSµ (ψ)n
µ
u=u¯dVolu=u¯
+C
vˆ∫
v∗
sup
uγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p|u¯|p +
√
∂u¯bφ˜
∣∣∣∣dv¯
× sup
v∗≤v¯≤vˆ
∫
{uγ(v¯)≤u≤uγ(v∗)}
JSµ (ψ)n
µ
v=v¯dVolv=v¯. (172)
It remains to show finiteness and smallness of the expres-
sions
uγ(v∗)∫
uγ(vˆ)
supvγ(u¯)≤v¯≤vˆ
∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ |u¯|pv¯p +√∂u¯bφ˜∣∣∣ du¯ and
vˆ∫
v∗
supuγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p|u¯|p +√∂u¯bφ˜∣∣∣dv¯. Note relation (165) of
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Section 4.4.1 for region RIV . Further, with relations (87) and (92) we can write
uγ(v∗)∫
uγ(vˆ)
sup
vγ(u¯)≤v¯≤vˆ
∣∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ |u¯|pv¯p +
√
∂u¯bφ˜
∣∣∣∣du¯
≤ C
uγ(v∗)∫
uγ(vˆ)
sup
vγ(u¯)≤v¯≤vˆ
[
|uγ(v¯)|−βαeβ[uγ(v¯)−u¯]
(
1 +
|u¯|p
v¯p
)
+ |uγ(v¯)|−
βα
2 e
β
2 [uγ(v¯)−u¯]
]
du¯
≤ C˜
uγ(v∗)∫
uγ(vˆ)
|u¯|− βα2 du¯ ≤ C˜| − βα+ p+ 1|
[
|u¯|− βα2 +1
]uγ(v∗)
uγ(vˆ)
≤ δ1, (173)
where δ1 → 0 for |uγ(v∗)| → −∞ and thus for v∗ →∞. Note that we have here used (130)
in the last step.
For finiteness of the second term in (172) we follow the same strategy and use (164) to
obtain
vˆ∫
v∗
sup
uγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p|u¯|p +
√
∂u¯bφ˜
∣∣∣∣dv¯
≤ C
vˆ∫
v∗
sup
uγ(v¯)≤u¯≤uγ(v∗)
[
v¯−βα +
v¯−βα+p
|u¯|p + v¯
− βα2
]
dv¯
≤ C˜
vˆ∫
v∗
[
v¯−βα +
v¯−βα+p
|uγ(v∗)|p + v¯
− βα2
]
dv¯
≤ ˜˜C
[
|v¯|−βα+p+1
| − βα+ p+ 1| +
|v¯|− βα2 +1
| − βα2 + 1|
]vˆ
v∗
≤ δ2, (174)
where δ2 → 0 for v∗ → ∞. We demanded (130) of Section 4.3.1 in order to obtain the last
step. Further, we use the argument explained after (114), where the bound (55) was used,
allowing us to pull the (L sin θ)-factor of the volume form inside the integral. From that the
statement of Lemma 4.14 follows.
We can now propagate the weighted energy further.
Proposition 4.15. Let ψ be as in Theorem 3.1 and p as in (112), and Y k as in (94) with
(96), (100), (101) and all k ∈ {0, 1, 2}. Then, for u" sufficiently big, for all v∗ ≥ vγ(u")
and vˆ > v∗∫
{uγ(vˆ)≤u≤uγ(v∗)}
JSµ (Y
kψ)nµv=vˆdVolv=vˆ +
∫
{v∗≤v≤vˆ}
JSµ (Y
kψ)nµu=uγ(v∗)dVolu=uγ(v∗)
≤ Cv∗−1−2δ+p, (175)
where C is a positive constant depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition
3.2, where u is defined by rred = r(u, 1).
Remark. Refer to (107) for the definition of uγ(v) and see Figure 6 b) and Figure 10 for
further clarification.
Proof. The statement for k = 0 follows, from using the divergence theorem, the result of
Proposition 4.10 and Lemma 4.14. We have also used that δ1 → 0, δ2 → 0 as v∗ → ∞.
Moreover, we need to choose u" sufficiently close to −∞, such that for v∗ > vγ(u"), say
δ1, δ2 ≤ 1
2
(176)
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holds. For more details see Porposition 4.11 of [30]. Further, we need to show boundedness
after commutation with Y . Let us now show, that we can keep definition (169) for K˜S(Y kψ),
which is to say
|K˜S(Y kψ)|
= C
∣∣∣∣∂u(L2 sin2 θ)L2 sin2 θ + ∂v(L2 sin2 θ)L2 sin2 θ vp|u|p +
√
∂ubφ˜
∣∣∣∣ 12Ω2 |u|p(∂uY kψ)2
+ C
∣∣∣∣∂v(L2 sin2 θ)L2 sin2 θ + ∂u(L2 sin2 θ)L2 sin2 θ |u|pvp +
√
∂ubφ˜
∣∣∣∣ 12Ω2 vp(∂vY kψ + bφ˜∂φ˜Y kψ)2, (177)
but with C such that
−[KS(Y ψ) + ES(Y ψ) +KS(ψ)] ≤ |K˜S(Y ψ)|+ |K˜S(ψ)|, (178)
and
−[KS(Y 2ψ) + ES(Y 2ψ) +KS(Y ψ) + ES(Y ψ) +KS(ψ)]
≤ |K˜S(Y 2ψ)|+ |K˜S(Y ψ)|+ |K˜S(ψ)|. (179)
Now we can state the following lemma.
Lemma 4.16. Let ψ be an arbitrary function. Then, for all v∗ > 2α and all vˆ > v∗,
and Y k as in (94) with (96), (100), (101) and all k ∈ {0, 1, 2}, the integral over region
RIV = J+(γ) ∩ J−(x) with x = (uγ(v∗), vˆ), x ∈ B, cf. Figure 10, of the current K˜S, defined
by (177), can be estimated by∫
RIV
|K˜S(Y kψ)| ≤ δ1 sup
uγ(vˆ)≤u¯≤uγ(v∗)
∫
{vγ(u¯)≤v≤vˆ}
JSµ (Y
kψ)nµu=u¯dVolu=u¯
+δ2 sup
v∗≤v¯≤vˆ
∫
{uγ(vˆ)≤u≤uγ(v¯)}
JSµ (Y
kψ)nµv=v¯dVolv=v¯,
(180)
where δ1 and δ2 are positive constants, with δ1 → 0 and δ2 → 0 as v∗ →∞.
Proof. We have already shown (180) for k = 0 in Lemma 4.14.
In order to see, that Lemma 4.16 is also true for k = 1, we first need to consider (E6)
to (E9) which define the second derivative terms as can be seen from (D2). Further, recall
that we need to apply (F5) for the (∂u∂vψ) term. With this and by recalling that ∂θ?b
φ˜ was
also bounded by Ω2, see Section 2.2.3, we can see that all terms involved are bounded. By
using the Cauchy–Schwarz inequality it is possible to distribute a weight of Ω as we have
already done in (168). Once we have done this, we see that we obtain (178) for big enough
C. The remaining part of the proof for k = 1 is then analogous to the proof of Lemma 4.14.
We now have to use this result to prove a k = 1 version of Proposition 4.15 analogously as
shown above for k = 0. This is done by using the divergence theorem for first and second
order terms and leads to control over all second order terms (as well as third order terms
containing φ˜). Looking at equation (D2) again, we now have to bring special attention to
the first and second term of the right hand side. Again we see, that we only obtain terms
which can be dominated by K˜S(Y 2ψ). This proves statement (180) for k = 2.
Hereafter, we again use the divergence theorem up to third order and the above lemma
to prove the k = 2 version of Proposition 4.15.
4.4.3. Higher order weighted energy boundedness up to CH+ close to i+
In the previous Sections 4.1 to 4.4.2 we have proven energy estimates for each region
with specific properties separately. Putting all results together we can state the following
proposition.
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Proposition 4.17. Let ψ be as in Theorem 3.1 and p as in (112), and Y k as in (94) with
(96), (100), (101) and all k ∈ {0, 1, 2}. Then, for u" sufficiently close to −∞, for all v∗ > 1,
vˆ > v∗ and u˜ ∈ (−∞, u").∫
{v∗≤v≤vˆ}
JSµ (Y
kψ)nµu=u˜dVolu=u˜ ≤ Cv∗−1−2δ+p, (181)
where C is a positive constant depending on C0 of Theorem 3.1 and D0(u, 1) of Proposition
3.2, where u is defined by rred = r(u, 1).
Proof. First of all, we partition the integral of the statement into a sum of integrals of the
different regions. That is to say∫
{v∗≤v≤vˆ}
JSµ (Y
kψ)nµu=u˜dVolu=u˜ =
∫
{v∗≤v≤vˆ}∩R
JSµ (Y
kψ)nµu=u˜dVolu=u˜
+
∫
{v∗≤v≤vˆ}∩N
JSµ (Y
kψ)nµu=u˜dVolu=u˜
+
∫
{v∗≤v≤vˆ}∩J−(γ)∩B
JSµ (Y
kψ)nµu=u˜dVolu=u˜
+
∫
{v∗≤v≤vˆ}∩J+(γ)∩B
JSµ (Y
kψ)nµu=u˜dVolu=u˜. (182)
For the integral in R and the integral in N we use Corollaries 4.4 and 4.8. (Note that the
former has to be summed and weighted resulting in the loss of 1 + p polynomial powers.)
Further, for the integral in region J−(γ) ∩ B we apply Corollary 4.13 and for the integral
in region J+(γ) ∩ B we use Proposition 4.15. Putting all this together, we arrive at the
conclusion of Proposition 4.17.
We can now state a version of Theorem 1.2 inside the characteristic rectangle Ξ.
Theorem 4.18. Let φ be as in Theorem 3.1 and p as in (112), and Y k as in (94) with (96),
(100), (101) and all k ∈ {0, 1, 2}. Then, for u" sufficiently close to −∞, for all vfix ≥ 1,
and u˜ ∈ (−∞, u"),
∞∫
vfix
∫
S2u,v
[
vp(∂v(Y
kψ) + bφ˜∂φ˜(Y
kψ))2(u˜, v, θ?, φ˜) + Ω2|∇/ (Y kψ)|2(u˜, v, θ?, φ˜)
]
LdσS2dv
≤ Ek, (183)
where C is a positive constant dependent on C0 of Theorem 3.1 and D0(u, 1) of Proposition
3.2, where u is defined by rred = r(u, 1).
Proof. The proof follows from comparing the weights in Proposition 4.17.
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4.5. Pointwise estimates from higher order energies
4.5.1. The Sobolev inequality on spheres
Recall that we had introduced the vector fields Yi, i = 1, 2, 3, in Section 2.2.6. Further,
note that from (96) it follows that
(
Y kψ
)2
=
3∑
i1=1
· · ·
3∑
ik=1
(Yi1 · · · (Yikψ))2 , (184)
(
∂v(Y
kψ)
)2
=
3∑
i1=1
· · ·
3∑
ik=1
(∂v(Yi1 · · · (Yikψ)))2 , (185)
∣∣∇/ (Y kψ)∣∣2 = 3∑
i1=1
· · ·
3∑
ik=1
|∇/ (Yi1 · · · (Yikψ))|2 , (186)
with ij = 1, 2 or 3. By Sobolev embedding on the standard spheres we have in this notation
sup
{θ?,φ˜}∈S2u,v
|ψ(u, v, θ?, φ˜)|2 ≤ C˜
2∑
k=0
∫
S2u,v
(
Y kψ
)2
(u, v, θ?, φ˜)L sin θdθ?dφ˜, (187)
which means that we can derive a pointwise estimate from an estimate of the integrals on
the spheres. In order to obtain these integrals we will need the previously derived higher
order weighted energy estimates.
4.5.2. Pointwise boundedness in the neighbourhood of i+
We will now discuss the derivation of pointwise boundedness from the weighted energy
estimates in the characteristic rectangle Ξ, stated in Theorem 3.3.
By the fundamental theorem of calculus it follows for all v∗ > 1, vˆ > v∗ and u ∈ (−∞, u")
that
ψ(u, vˆ, θ?, φ˜) =
vˆ∫
v∗
(∂vψ) (u, v, θ
?, φ˜)dv + ψ(u, v∗, θ, φ˜)
≤
vˆ∫
v∗
(∂vψ)(u, v, θ
?, φ˜)v
p
2 v−
p
2 dv + ψ(u, v∗, θ?, φ˜)
≤
 vˆ∫
v∗
vp(∂vψ)
2(u, v, θ?, φ˜)dv

1
2
 vˆ∫
v∗
v−pdv

1
2
+ ψ(u, v∗, θ?, φ˜), (188)
where we have used the Cauchy–Schwarz inequality in the last step.
Squaring the entire expression, using Cauchy–Schwarz again and integrating over S2u,v we
obtain
∫
S2u,v
ψ2(u, vˆ)LdσS2 ≤ C˜
 vˆ∫
v∗
∫
S2u,v
vp(∂vψ)
2(u, v)L(u, v)dσS2dv
vˆ∫
v∗
v−pdv
+
∫
S2u,v
ψ2(u, v∗)LdσS2
 , (189)
with p as in (112) and L sin θ pulled into the integral by boundedness (55), such that the
first term on the right hand side is controlled by the flux that we have derived in Theorem
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4.18 for k = 0. Further, in the notation of Section 4.5.1, we can state
∫
S2u,v
(Y kψ)2(u, vˆ)dσS2u,v ≤ C˜
Ek vˆ∫
v∗
∫
S2u,v
v−pdσS2u,vdv +
∫
S2u,v
(Y kψ)2(u, v∗)dσS2u,v

≤ C˜
 ˜˜CEk + ∫
S2u,v
(Y kψ)2(u, v∗)dσS2u,v
 , (190)
for all k ∈ {0, 1, 2}. As before, the right hand side of (190) with v∗ = 1 is estimated by
Theorem 4.18. Adding all equations up, we derive pointwise boundedness according to (187)
sup
{θ?,φ˜}∈S2u,v
|ψ(u, vˆ, θ?, φ˜)|2 ≤ C˜
 ∫
S2u,v
(ψ)2(u, vˆ)dσS2u,v +
∫
S2u,v
(Y ψ)2(u, vˆ)dσS2u,v
+
∫
S2u,v
(Y 2ψ)2(u, vˆ)dσS2u,v
 ,
≤ C˜
[
˜˜C (E0 + E1 + E2) +D0(u, 1) +D1(u, 1) +D2(u, 1)
]
≤ C, (191)
with C depending on the initial data on Σ. We therefore arrive at the statement given in
Theorem 3.3.
4.6. Energy along the future boundaries of RV
For the right side of the two-ended spacetime, it remains to show boundedness in
regions RV and RV I , see Figure 2 a). Let u > u" and v∗ ≥ vγ(u"). Define
RV = {u" ≤ u ≤ u} ∩ {v∗ ≤ v ≤ vˆ}, cf. Figure 11, and note that RV ⊂ B. We will apply
FIG. 11: (u, v)-diagram depicting region RV .
the vector field
W = vp(∂v + b
φ˜∂φ˜) + ∂u (192)
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as a multiplier. The bulk can be calculated as
KW (ψ) = −
[
p
2
vp−1 +
∂uΩ
Ω
+ vp
∂vΩ
Ω
+
1
4
∂u
(
L2 sin2 θ
)
L2 sin2 θ
+ vp
1
4
∂v
(
L2 sin2 θ
)
L2 sin2 θ
]
|∇/ψ|2
+
1
4
[
∂u
(
L2 sin2 θ
)
L2 sin2 θ
+ vp
∂v
(
L2 sin2 θ
)
L2 sin2 θ
]
1
Ω2
(∂uψ)(∂vψ + b
φ˜∂φ˜ψ)
+
[
−pv
p−1bφ˜
2Ω2
− b
φ˜
Ω2
[
∂uΩ
Ω
+
∂vΩ
Ω
vp
]
+
∂ub
φ˜
2Ω2
]
(∂uψ∂φ˜ψ)
+
[
−v
p∂ub
φ˜
2Ω2
]
(∂vψ∂φ˜ψ)
+
[
− v
p
4Ω2
[
bθA∂ub
θB + bθB∂ub
θA
]
+
1
2
(g/
−1
)θAθC (g/
−1
)θBθD∂ηg/CDX
η
]
×(∂θAψ∂θBψ), (193)
and for the J-currents we obtain
JWµ n
µ
v=const =
1
2Ω2
[
(∂uψ)
2 + Ω2vp|∇/ψ|2] (194)
JWµ n
µ
u=const =
1
2Ω2
[
vp(∂vψ + b
φ˜∂φ˜ψ)
2 + Ω2|∇/ψ|2
]
. (195)
Again, note that the terms in (193) multiplying |∇/ψ|2, are all positive. Moreover, the
dominating term vp ∂vΩΩ is big enough, so that factors of the last three rows of (193) can be
absorbed by using the Cauchy–Schwarz inequality. We define
|K˜W (ψ)| = C
∣∣∣∣∂u(L2 sin2 θ)L2 sin2 θ + ∂v(L2 sin2 θ)L2 sin2 θ vp +
√
∂ubφ˜
∣∣∣∣ 12Ω2 (∂uψ)2
+C
∣∣∣∣∂v(L2 sin2 θ)L2 sin2 θ + ∂u(L2 sin2 θ)L2 sin2 θ v−p +
√
∂ubφ˜
∣∣∣∣
× 1
2Ω2
vp(∂vψ + b
φ˜∂φ˜ψ)
2. (196)
Recall relation (168) to see that we obtain
−KW (ψ) ≤ |K˜W (ψ)|, (197)
for a suitable C. We can now prove the following lemma.
Lemma 4.19. Let ψ be an arbitrary function. Then, for all v∗ ≥ vγ(u"), vˆ > v∗, for
u ≥ u2 > u1 ≥ u" and  ≥ u2 − u1 > 0∫
RV1
|K˜W (ψ)|dVol ≤ δ1 sup
u1≤u¯≤u2
∫
{v∗≤v≤vˆ}
JWµ (ψ)n
µ
u=u¯dVolu=u¯
+δ2 sup
v∗≤v¯≤vˆ
∫
{u1≤u≤u2}
JWµ (ψ)n
µ
v=v¯dVolv=v¯, (198)
where RV1 = {u1 ≤ u ≤ u2} ∩ RV and δ1, δ2 are positive constants, depending only on v∗
and  such that δ1 → 0 for → 0 and δ2 → 0 as v∗ →∞.
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Proof. Taking the integral over the spacetime region, using expression (196), yields
∫
RV
|K˜W (ψ)|dVol ≤
uγ(v∗)∫
uγ(vˆ)
∫
{vγ(u¯)≤v≤vˆ}
C
∣∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ v¯−p +
√
∂u¯bφ˜
∣∣∣∣
×JWµ (ψ)nµu=u¯dVolu=u¯du¯
+
vˆ∫
v∗
∫
{uγ(v¯)≤u≤uγ(v∗)}
C
∣∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p +
√
∂u¯bφ˜
∣∣∣∣
×JWµ (ψ)nµv=v¯dVolv=v¯dv¯, (199)
with uγ(v) and vγ(u¯) in the integration limits as defined in (107).
Further, it follows that
∫
RV
|K˜W (ψ)|dVol ≤ C
uγ(v∗)∫
uγ(vˆ)
sup
vγ(u¯)≤v¯≤vˆ
∣∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ v¯−p +
√
∂u¯bφ˜
∣∣∣∣du¯
× sup
uγ(vˆ)≤u¯≤uγ(v∗)
∫
{v∗≤v≤vˆ}
JSµ (ψ)n
µ
u=u¯dVolu=u¯
+C
vˆ∫
v∗
sup
uγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p +
√
∂u¯bφ˜
∣∣∣∣dv¯
× sup
v∗≤v¯≤vˆ
∫
{uγ(v¯)≤u≤uγ(v∗)}
JSµ (ψ)n
µ
v=v¯dVolv=v¯.
(200)
It remains to show finiteness and smallness of the expres-
sions
uγ(v∗)∫
uγ(vˆ)
supvγ(u¯)≤v¯≤vˆ
∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ v¯−p +√∂u¯bφ˜∣∣∣ du¯ and
vˆ∫
v∗
supuγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p +√∂u¯bφ˜∣∣∣dv¯. We can now use the re-
lations (87) and (92) in region RV . As we have already explained in Section 4.4.2, the
term
√
∂ubφ˜ is the slower decaying term, which dictated the condition (130). Recall the
properties of the hypersurface γ shown in Section 4.3.1. Since v∗ > vγ(u"), (165) implies
that
Ω2(u¯, v¯, θ?) ≤ CΩ2(u", v∗, θ?), for any (u¯, v¯) ∈ J+(x), with x = (u", v∗), x ∈ B, (201)
so that we obtain
uγ(v∗)∫
uγ(vˆ)
sup
vγ(u¯)≤v¯≤vˆ
∣∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ v¯−p +
√
∂u¯bφ˜
∣∣∣∣du¯
(201)
≤ C
u2∫
u1
sup
v∗≤v¯≤vˆ
[
Ω(u", v∗, θ?)2(1 + v¯−p) + |Ω(u", v∗, θ?)|
]
du¯
≤ C˜
u2∫
u1
[
|u"|−βα + |u"|−βαv∗−p + |u"|−
βα
2
]
du¯
≤ ˜˜C |u2 − u1| ≤ δ1, (202)
and moreover δ1 → 0 for → 0.
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Further, in Section 4.4.1 we derived that similarly
Ω2(u¯, v¯, θ?) ≤ Cv¯−βα, for any (u¯, v¯) ∈ J+(x), with x = (u", v∗), x ∈ B, (203)
where v∗ > vγ(u").
vˆ∫
v∗
sup
uγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p +
√
∂u¯bφ˜
∣∣∣∣ dv¯
(203)
≤ C˜
vˆ∫
v∗
[
v¯−βα + v¯−βα+p + v¯−
βα
2
]
dv¯
≤ ˜˜C
[
|v¯|−βα+p+1
| − βα+ p+ 1| +
|v¯|− βα2 +1
| − βα2 + 1|
]vˆ
v∗
≤ δ2, (204)
where δ2 → 0 for v∗ →∞. Thus the conclusion of Lemma 4.19 is obtained.
With the above lemma we can prove the following proposition.
Proposition 4.20. Let ψ be as in Theorem 3.1 and p as in (112), and Y k as in (94) with
(96), (100), (101) and all k ∈ {0, 1, 2}. For all v∗ > vγ(u") sufficiently large, vˆ ∈ (v∗,∞),
for u ≥ u2 > u1 ≥ u" and  ≥ u2 − u1 > 0. Then for  sufficiently small, the following is
true. If ∫
{v∗≤v≤vˆ}
JWµ (Y
kψ)nµu=u1dVolu=u1 ≤ C˜1, (205)
then ∫
{v∗≤v≤vˆ}
JWµ (Y
kψ)nµu=u2dVolu +
∫
{u1≤u≤u2}
JWµ (Y
kψ)nµv=vˆdVolv=vˆ
≤ C˜2(C˜1, u, v∗), (206)
where C˜2 depends on C˜1, C0 of Theorem 3.1 and D0(u, v∗) of Proposition 3.2.
Remark. Note already, that the hypothesis (205) is implied by the conclusion of Proposi-
tion 4.17 for u1 = u".
Proof. The statement for k = 0 follows by the divergence theorem, Theorem 4.18, equation
(197) and Lemma 4.19. For more details see the proof of Proposition 4.16 in [30]. Further,
for higher order derivatives we require the following definition:
|K˜W (Y kψ)| = C
∣∣∣∣∂u(L2 sin2 θ)L2 sin2 θ + ∂v(L2 sin2 θ)L2 sin2 θ vp +
√
∂ubφ˜
∣∣∣∣ 12Ω2 (∂uY kψ)2
+C
∣∣∣∣∂v(L2 sin2 θ)L2 sin2 θ + ∂u(L2 sin2 θ)L2 sin2 θ v−p +
√
∂ubφ˜
∣∣∣∣
× 1
2Ω2
vp(∂vY
kψ + bφ˜∂φ˜Y
kψ)2, (207)
but with C such that
−[KW (Y ψ) + EW (Y ψ) +KW (ψ)] ≤ |K˜W (Y ψ)|+ |K˜W (ψ)|, (208)
and
−[KW (Y 2ψ) + EW (Y 2ψ) +KW (Y ψ) + EW (Y ψ) +KW (ψ)]
≤ |K˜W (Y 2ψ)|+ |K˜W (Y ψ)|+ |K˜W (ψ)|. (209)
Now we can state the following lemma.
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Lemma 4.21. Let ψ be an arbitrary function, and Y k as in (94) with (96), (100), (101)
and all k ∈ {0, 1, 2}. Then, for all v∗ ≥ vγ(u"), vˆ > v∗, for u ≥ u2 > u1 ≥ u" and
 ≥ u2 − u1 > 0∫
RV1
|K˜W (Y kψ)|dVol ≤ δ1 sup
u1≤u¯≤u2
∫
{v∗≤v≤vˆ}
JWµ (Y
kψ)nµu=u¯dVolu=u¯
+δ2 sup
v∗≤v¯≤vˆ
∫
{u1≤u≤u2}
JWµ (Y
kψ)nµv=v¯dVolv=v¯, (210)
where RV1 = {u1 ≤ u ≤ u2} ∩ RV and δ1, δ2 are positive constants, depending only on v∗
and  such that δ1 → 0 for → 0 and δ2 → 0 as v∗ →∞.
Proof. We have proven statement (210) for k = 0 in Lemma 4.19. Like in the proof of
Lemma 4.16, we can see, that by using the definition of K˜W (Y kψ), given in equation (207),
we can also compensate for all appearing error terms if C is chosen big enough. This is
done by considering (E6) to (E9) for the second derivative terms and applying (F5) for the
(∂u∂vψ)-term. By using the Cauchy–Schwarz inequality for all bounded terms, it is possible
to distribute a weight of Ω as we have already done in (168). By using this strategy and
by adding up the first and second order terms, we obtain exactly (208), and the remaining
part of the proof for k = 1 is analogous to the proof of Lemma 4.19. We have therefore
shown (210) for k = 1. We now use this result in the divergence theorem to prove a k = 1
version of Proposition 4.20 analogously as shown above for k = 0. This gives us control over
all second order terms, as well as third order terms containing φ˜. Looking at equation (D2)
again, we now have to bring special attention to the first and second term of the right hand
side. Again we see, that we only obtain terms which can be dominated by K˜W (Y 2ψ). This
proves statement (210) for k = 2.
Using the divergence theorem again as well as Lemma 4.21, finally proves Proposition
4.20 for k ∈ {0, 1, 2}.
We are now ready to make a statement for the entire region RV .
Proposition 4.22. Let ψ be as in Theorem 3.1 and p as in (112), and Y k as in (94) with
(96), (100), (101) and all k ∈ {0, 1, 2}. Then, for all v∗ > vγ(u") sufficiently large, vˆ > v∗,
and u > uˆ > u",∫
{u"≤u≤u}
JWµ (Y
kψ)nµv=vˆdVolv=vˆ +
∫
{v∗≤v≤vˆ}
JWµ (Y
kψ)nµu=uˆdVolu=uˆ
≤ C(u, v∗), (211)
where C depends on C0 of Theorem 3.1 and D0(u, v∗) of Proposition 3.2.
Proof. Let  be as in Proposition 4.20. We choose a sequence ui+1 − ui ≤  and i = {1, 2, .., n}
such that u1 = u" and un = uˆ. Denote RVi = {ui ≤ u ≤ ui+1} ∩ {v∗ ≤ v ≤ vˆ}, cf. Figure
12. Iterating the conclusion of Proposition 4.20 from u1 up to un then completes the proof.
Note that n depends only on the smallness condition on  from Proposition 4.20, since
n . u−u" .
FIG. 12: Penrose diagram depicting regions RVi .
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4.7. Propagating the energy estimate up to the bifurcation sphere
All results stated so far, correspond to the neighbourhood of i+ at u = −∞, which we call
the right side of the spacetime. Analogously, we can derive all statements for the left side,
in the neighbourhood of i+ at v = −∞. In order to do this, we substitute8 the parameters
u ↔ v, (212)
and the vector fields
∂u ↔ ∂v + bφ˜∂φ˜, (213)
and repeat all derivations, starting from left side analog statements of Theorem 3.1 and
Proposition 3.2. In this section we will use both results from the right and left side on CH+.
Fix u = v, such that moreover Proposition 4.22 holds with v = v∗, and such that its left
side analog holds with u = u∗. We will consider a region RV I = {u ≤ u ≤ uˆ, v ≤ v ≤ vˆ},
with uˆ ∈ (u,∞) and vˆ ∈ (v,∞), cf. Figure 13. Recall, that in Section 4.4 we have defined
FIG. 13: Representation of region RV I in the (u, v)-plane.
the weighted vector field9
S = vp(∂v + b
φ˜∂φ˜) + u
p∂u, (214)
which we are going to use again, to obtain an energy estimate up to the bifurcate two-
sphere. Recall KS given in (155), from which we see, that we have positive dominating
terms multiplying |∇/ψ|2, since RV I is located in the blueshift region. We further defined
K˜S in (169) and (170) which will be useful to state the following proposition.
Lemma 4.23. Let ψ be an arbitrary function. Then, for all (u, v) ∈ J+(γ) ∩ B and all
uˆ > u, all vˆ > v, the integral over RV I , cf. Figure 13 of the current K˜S, defined by (169),
can be estimated by∫
RV I
|K˜S(ψ)|dVol ≤ δ1 sup
u≤u¯≤uˆ
∫
{v≤v≤vˆ}
JSµ (ψ)n
µ
u=u¯dVolu=u¯
+δ2 sup
v≤v¯≤vˆ
∫
{u≤u≤uˆ}
JSµ (ψ)n
µ
v=v¯dVolv=v¯, (215)
where δ1 and δ2 are positive constants, with δ1 → 0 as u →∞ and δ2 → 0 as v →∞.
Proof. The proof is similar to the proof of Lemma 4.14 of Section 4.4.2
and Lemma 4.19 of Section 4.6. We still need to show finiteness and
smallness of
uγ(v∗)∫
uγ(vˆ)
supvγ(u¯)≤v¯≤vˆ
∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ |u¯|pv¯p +√∂u¯bφ˜∣∣∣du¯ and
8 Doing this substitution we keep the expression of the metric (58) the same.
9 Since u is always positive in the remaining region under consideration RV I , we have omitted the absolute
value in the u-weight.
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vˆ∫
v∗
supuγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p|u¯|p +√∂u¯bφ˜∣∣∣dv¯. In Section 4.4.1 we
derived (162) which we will now use for all u¯, v¯ ∈ J+(u, v) Therefore, we can write
uγ(v∗)∫
uγ(vˆ)
sup
vγ(u¯)≤v¯≤vˆ
∣∣∣∣∂v¯(L2 sin2 θ)L2 sin2 θ + ∂u¯(L2 sin2 θ)L2 sin2 θ |u¯|pv¯p +
√
∂u¯bφ˜
∣∣∣∣du¯
≤ C
uˆ∫
u
sup
v≤v¯≤vˆ
[
Ω2(u, v, θ?)e−β[v¯−v+u¯−u]
(
1 +
u¯p
v¯p
)
+ |Ω(u, v, θ?)|e−
β
2 [v¯−v+u¯−u]
]
du¯,
≤ C˜
uˆ∫
u
[
Ω2(u, v, θ?)e−β[u¯−u]
(
1 +
u¯p
vp
)
+ |Ω(u, v, θ?)|e−
β
2 [u¯−u]
]
du¯ ≤ δ1, (216)
where δ1 → 0 as u = v → ∞ (since Ω2(u, v, θ?) → 0, cf. (61)). Similarly, for finiteness
of the second term we obtain
vˆ∫
v∗
sup
uγ(v¯)≤u¯≤uγ(v∗)
∣∣∣∣∂u¯(L2 sin2 θ)L2 sin2 θ + ∂v¯(L2 sin2 θ)L2 sin2 θ v¯p|u¯|p +
√
∂u¯bφ˜
∣∣∣∣ dv¯
≤ C
vˆ∫
v
sup
u≤u¯≤uˆ
[
Ω2(u, v, θ?)e−β[v¯−v+u¯−u]
(
1 +
v¯p
u¯p
)
+ |Ω(u, v, θ?)|e−
β
2 [v¯−v+u¯−u]
]
dv¯,
≤
C˜ vˆ∫
v
Ω2(u, v, θ?)e−β[v¯−v]
(
1 +
v¯p
up
)
+ |Ω(u, v, θ?)|e−
β
2 [v¯−v]
dv¯ ≤ δ2, (217)
where δ2 → 0 as u = v → ∞. Thus we obtain the statement of Lemma 4.14 by fixing
u = v sufficiently large and by again using the bound (55) as we had done it in (114).
Proposition 4.24. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101)
and all k ∈ {0, 1, 2}. Then, for u = v sufficiently close to ∞ and uˆ > u, vˆ > v∫
{v≤v≤vˆ}
JSµ (Y
kψ)nµu=u˜dVolu=u˜ +
∫
{u≤u≤uˆ}
JSµ (Y
kψ)nµv=v˜dVolv=v˜ ≤ C(u, v), (218)
where C depends on C0 of Theorems 3.1 and D0(u, v) of Propositions 3.2 (and their left
side analogs, which we obtain from interchanging relations (212) and (213)).
Proof. The proof for k = 0 follows from applying the divergence theorem for the current
JSµ (ψ) in the region RV I . The past boundary terms are estimated by Proposition 4.22 and
its left side analog. Note that the weights of JSµ (ψ) are comparable to the weights of J
W
µ (ψ)
for fixed u, and similarly the weights of JSµ (ψ) are comparable to the weights of the left
analog of JWµ (ψ) for fixed v. The bulk term is absorbed by Lemma 4.23.
Recall (177) to (179) and note that analogously to Lemma 4.16, we can now state the
following lemma.
Lemma 4.25. Let ψ be an arbitrary function, and Y k as in (94) with (96), (100), (101)
and all k ∈ {0, 1, 2}. Then, for all v∗ > 2α and all vˆ > v∗, the integral over region
RIV = J+(γ) ∩ J−(x) with x = (uγ(v∗), vˆ), x ∈ B, cf. Figure 10, of the current K˜S, defined
by (177), can be estimated by∫
RV I
|K˜S(Y kψ)|dVol ≤ δ1 sup
uγ(vˆ)≤u¯≤uγ(v∗)
∫
{vγ(u¯)≤v≤vˆ}
JSµ (Y
kψ)nµu=u¯dVolu=u¯
+δ2 sup
v∗≤v¯≤vˆ
∫
{uγ(vˆ)≤u≤uγ(v¯)}
JSµ (Y
kψ)nµv=v¯dVolv=v¯,
(219)
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where δ1 and δ2 are positive constants, with δ1 → 0 and δ2 → 0 as v∗ →∞.
Proof. The proof follows from Lemma 4.23 and the arguments given in the proof of Lemma
4.16.
By using this result and the divergence theorem up to third order, we then have proven
Proposition 4.24 for k ∈ {0, 1, 2}.
Now that we have shown boundedness for the different subregions of the interior we can
state the following theorem for the entire interior region.
Theorem 4.26. Let ψ be as in Theorem 3.1, and Y k as in (94) with (96), (100), (101) and
all k ∈ {0, 1, 2}. Then
∫
S2u,v
∞∫
vfix
[
(|v|+ 1)p(∂v(Y kψ) + bφ˜∂φ˜(Y kψ))2(ufix, v, θ?, φ˜)
+Ω2|∇/ (Y kψ)|2(ufix, v, θ?, φ˜)
]
LdvdσS2 ≤ Ek, (220)
for vfix ≥ v", ufix > −∞ ,∫
S2u,v
∞∫
ufix
[
(|u|+ 1)p(∂u(Y kψ))2(u, vfix, θ?, φ˜)
+Ω2|∇/ (Y kψ)|2(u, vfix, θ?, φ˜)
]
LdudσS2 ≤ Ek, (221)
for ufix ≥ u", vfix > −∞,
where p is as in (112) and Ek depends on C0 of Theorem 3.1 and D0(u, v) of Proposition
3.2 (and their left side analogs) where u = v is as in Proposition 4.24.
Proof. This follows by examining the weights in Proposition 4.22 (and its left side analog)
and 4.24 together with Theorem 4.18 (and its left side analog).
5. POINTWISE BOUNDEDNESS AND CONTINUITY
In order to derive pointwise estimates up to and including CH+ we need weighted higher
order energy estimates up to CH+, as we have derived in Theorem 4.26. Recall that the crux
of our proof was to obtain estimates which actually reach up to v =∞, which we have shown
in our analysis of the characteristic rectangle Ξ. The proof of the pointwise boundedness is
now completely analogous to the proof in Section 4.5.2, just that we also have to integrate
in u direction as follows. We estimate
∫
S2u,v
(Y kψ)2(uˆ, v)LdσS2 ≤ C˜
 ∫
S2u,v
 uˆ∫
u∗
(|u|+ 1)p(∂uY kψ)2(u, v)du
uˆ∫
u∗
(|u|+ 1)−pdu
LdσS2
+
∫
S2u,v
(Y kψ)2(u∗, v)LdσS2
 ,
≤ C˜
 ˜˜CEk + ∫
S2u,v
ψ2(u∗, v)LdσS2
 , (222)
where u∗ ≥ u", uˆ ∈ (u∗,∞) and v ∈ (1,∞) and k ∈ N0.
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By using the result (191) in (222) we derive pointwise boundedness according to (187)
sup{θ?,φ˜}∈S2u,v |ψ(uˆ, v, θ
?, φ˜)|2
≤ C˜
 ∫
S2u,v
(ψ)2(uˆ, v)LdσS2 +
∫
S2u,v
(Y ψ)2(uˆ, v)LdσS2 +
∫
S2u,v
(Y 2ψ)2(uˆ, v)LdσS2
 ,
≤ C˜
[
˜˜C (E0 + E1 + E2) + C)
]
≤ C, (223)
with C depending on the initial data.
Inequalities (223) and (191) give the desired (2) for all v ≥ 1. Using the interchanges
(212) and (213), equation (2) follows likewise for all u ≥ 1. The remaining subset of the
interior has compact closure in spacetime for which (2) thus follows by Cauchy stability. We
have thus shown (2) globally in the interior.
The continuity statement of Theorem 1.1 follows easily by estimating
|ψ(u, v, θ?, φ˜)− ψ(u˜, v, θ?, φ˜)| via the fundamental theorem of calculus and Sobolev
embedding10, and similarly for v, θ? and φ˜ in the role of u. For a more detailed discussion
of the continuity argument, see [31].
6. OUTLOOK
In the following we would like to give an overview of recent related results, as well as open
problems. For further results see the outlook of [30] as well as the more detailed review
given in part I of [31].
6.1. Scalar wave equation without symmetry in black hole interiors
Apart from the “poor man’s” linear stability results obtained in this and the previous
paper [30], note the related decay results by Hintz [36] at the Cauchy horizon on Reissner–
Nordstro¨m and slowly rotating Kerr backgrounds. Similar results along the Cauchy horizon
on asymptotically de Sitter backgrounds by Hintz and Vasy are given in [37].
This suggested singular behavior was analyzed further in [44] by Luk and Oh. They were
able to prove certain “poor man’s” linear instability properties along CH+ for scalar waves
on fixed subextremal Reissner–Nordstro¨m backgrounds. In particular, they showed that
due to the blueshift effect generic smooth and compactly supported initial data on a Cauchy
hypersurface indeed give rise to solutions with infinite non-degenerate11 energy near the
Cauchy horizon in the interior of the black hole. They proved that the solution generically
does not belong to W 1,2loc . A recent result of Gleeson showed that the singularity is in fact
even stronger, so that we can state the following theorem.
Theorem 6.1. (“Poor man’s” linear Reissner–Nordstro¨m instability without symmetries,
Luk and Oh, [44] and Gleeson, [34].) Generic smooth and compactly supported initial data
to the wave equation on fixed subextremal Reissner–Nordstro¨m background on a two-ended
asymptotically flat Cauchy surface Σ give rise to solutions that are not in W 1,ploc , for all
1 < p < 2, for the subextremal range 0 < log r+r− < 1;
12 and not in W 1,2loc , for p ≥ 2 for
10 We estimate as in (222) and (223) but exploiting that
∫ u
u˜ (|u|+ 1)−p → 0 as u˜, u→∞.
11 By non-degeneracy we mean that the multiplier is constructed such that it does not become null on the
hypersurfaces of interest.
12 Although Reissner–Nordstro¨m spacetimes with subextremal range approaching the extremal range are
expected to show a more stable behavior on CH+ in comparison to black holes with a small charge and
mass ratio, it remains open to show that solutions are not in W 1,ploc , for all 1 < p < 2, for the subextremal
range 1 ≤ log r+
r−
.
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the entire subextremal range, in a neighborhood of any point on the future Cauchy horizon
CH+.13
A version of the Strong Cosmic Censorship Conjecture demanding that solutions should
be inextendible in W 1,ploc beyond CH+ could be interpreted as generically the Lorentzian
manifold cannot be extended even in a weak sense such that the Einstein equations are still
satisfied. This was already pointed out in [9] by Christodoulou. Note however, that adding
a cosmological constant can change the behavior, as stated below in a rough version of the
original theorem.
Theorem 6.2. (“Poor man’s” linear Reissner–Nordstro¨m-de Sitter stability without sym-
metries, Costa and A.F., [10].) For solutions of the wave equation on fixed subextremal
Reissner–Nordstro¨m–de Sitter spacetime, satisfying∫ v2
v1
∫
S2
[
(∂vψ)
2
+ |∇/ψ|2
]
dvdσS2 . e−2pv1 , (224)
for all 0 ≤ v1 ≤ v2. The energy flux can be shown to be bounded, even in the transverse
directions if
2 min{p, κ+} > κ− . (225)
Analogous to the Reissner–Nordstro¨m instability results, Luk and Sbierski could show the
following on fixed Kerr backgrounds.
Theorem 6.3. (“Poor man’s” linear Kerr instability without symmetries, Luk and Sbierski,
[47]). Let ψ be a solution of (1). If the energy of ψ along H+ obeys some polynomial upper
and lower bounds, then the non-degenerate energy on any spacelike hypersurface intersecting
the Cauchy horizon transversally is infinite.
Further, Dafermos and Shlapentokh-Rothmann, [24] obtained scattering maps for axisym-
metric scalar waves on fixed Kerr backgrounds in the exterior as well as the interior with
conclusion concordant with the above statements. For precise statements and further scat-
tering results see [24, 25, 50] and references therein. For results concerning extremal black
holes see [3–5] by Aretakis and [32, 33] by Gajic.
6.2. Linear perturbations without symmetry on exterior backgrounds
Going from “poor man’s” linear stability and instability results to full linear considerations
the following theorem was proven for Schwarzschild backgrounds.
Theorem 6.4. (Full linear stability of Schwarzschild, Dafermos et al., [26]). Solutions
for the linearisation of the Einstein equations around Schwarzschild arising from regular
admissible14 data remain bounded in the exterior and decay (with respect to a hyperboloidal
foliation) to a linearised Kerr solution.
A full linear stability result for slowly rotating Kerr-de Sitter spacetime was obtained by
Hintz and Vasy, see Theorem 1.2 in [38].
13 A function ψ belonging to the Sobolev space W 1,2loc would have the properties that locally ψ and all of its
first weak derivatives exist and are square integrable. Taking (1) seriously as a model for the full Einstein
field equations and therefore considering ψ as an agent for the metric two tensor g, the result of Luk and
Oh suggests that in the full theory the Christoffel symbols would fail to be square integrable. For an
introduction to Sobolev spaces refer for example to [28], [64].
14 For Schwarzschild spacetime this means that the Cauchy hypersurface does not intersect the white hole
of the solution.
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6.3. Non-linear perturbations without symmetry on exterior backgrounds
Considering the Einstein-Maxwell-scalar field system, Luk and Oh were able to show that
L2-averaged (inverse) polynomial lower bounds for the derivative of the scalar field hold
along each of the horizons, arising from a generic set of Cauchy initial data, see [46]. Using
this result as data for the analysis in the interior, they were able to prove Theorem 6.6,
stated in the next section, which is related to the Strong Cosmic Censorship Conjecture.
On the level of full non-linear Einstein field equations, Hintz and Vasy were recently able
to derive stability results in Kerr-de Sitter spacetime. The following informal version of
Theorem 1.4 of [38] was stated in their work.
Theorem 6.5. (Stability of the Kerr-de Sitter family for small a, Hintz and Vasy [38]).
Suppose (h, k) are smooth initial data on Σ0, satisfying the constraint equations, which are
close to the data (hb0 , kb0) of a Schwarzschild-de Sitter spacetime in a high regularity norm.
Then there exist a solution g of Rµν +λgµν = 0 attaining these initial data at Σ0, and black
hole parameters b which are close to b0, so that
g − gb = O(e−αt∗)
for a constant α > 0 independent of the initial data; that is, g decays exponentially fast to
the Kerr-de Sitter metric gb. Moreover, g and b are quantitatively controlled by (h, k).
6.4. Non-linear perturbations without symmetry on interior backgrounds
As mentioned in the last section, in combination with the exterior results [46], Luk and
Oh proved the following Theorem.
Theorem 6.6. (C2 stability result for Einstein-Maxwell-(real)-scalar field system, Luk and
Oh, [45]). The C2-formulation of the Strong Cosmic Censorship Conjecture for the Einstein-
Maxwell-(real)-scalar field system in spherical symmetry with 2-ended asymptotically at ini-
tial data on R× S2 is true.
A first non-linear step toward investigation of null singularities in vacuum spacetime was
achieved by Luk. In [43] he managed to construct examples of local patches of vacuum
spacetimes with weak null singular boundary. In subsequent work of Dafermos and Luk [19]
it was shown that fully non-linear perturbations of Kerr spacetime do not lead to formation
of a strong spacelike singularity. In fact C0 stability holds up to CH+. Putting together
insights from preceding investigations for the wave equation on fixed background as well
as coupled scalar field analyzes, see [15, 16, 20, 30], they were able to prove the following
Theorem as already stated in [18].
Theorem 6.7. (Global stability of the Kerr Cauchy horizon, Dafermos and Luk, [19]). Con-
sider characteristic initial data for (19) on a bifurcate null hypersurface H+ ∪ H+, where
H± have future-affine complete null generators and their induced geometry dynamically ap-
proaches that of the event horizon of Kerr with 0 < |a| < M at a sufficiently fast polynomial
rate. Then the maximal development can be extended beyond a bifurcate Cauchy horizon
CH+ as a Lorentzian manifold with C0 metric. All finitely-living observers pass into the
extension.
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Appendix A: The K-current
In order to compute all scalar currents according to (16) in (u, v) coordinates we first
derive the components of the deformation tensor which is given by
(piX)µν =
1
2
(gµλ∂λX
ν + gνσ∂σX
µ + gµλgνσgλσ,δX
δ), (A1)
where X is an arbitrary vector field, X = Xu∂u +X
v∂v +X
θC∂θC , with X
u, Xv and XθC
depending on u, v, θ?, φ˜. From this we obtain
(piX)vv = − 1
2Ω2
∂uX
v, (A2)
(piX)uu = − 1
2Ω2
∂vX
u, (A3)
(piX)uv = − 1
4Ω2
∂uX
θC − b
θC
4Ω2
∂uX
v +
1
2
(g/
−1
)θCθD∂θDX
v, (A4)
(piX)uθC = − b
θD
4Ω2
∂θDX
θC − 1
4Ω2
∂vX
θC − b
θC
4Ω2
∂uX
u +
1
2
(g/
−1
)θCθD∂θDX
u
− b
θC
2Ω2
∂ηΩ
Ω
Xη +
1
4Ω2
(g/
−1
)θCθD∂ηbθDX
η
− b
θD
4Ω2
(g/
−1
)θCθA∂ηg/ θDθAX
η, (A5)
(piX)θCθD = − b
θC
4Ω2
∂UX
θD +
1
2
(g/
−1
)θCθA∂θAX
θD
− b
θD
4Ω2
∂uX
θC +
1
2
(g/
−1
)θDθA∂θAX
θC
+
1
2
(g/
−1
)θCθA(g/
−1
)θDθB∂ηg/ θAθBX
η, (A6)
with A,B,C,D = 1, 2, θ1 = θ
?, θ2 = φ˜ ,ζ = u, v and η = u, v, θ
?, φ˜. From (10) we calculate
the components of the energy momentum tensor in (u, v) coordinates as
TKGvv = (∂vψ)
2 +
1
2
|b|2
(
1
Ω2
(∂uψ)(∂vψ + b
θC∂θCψ)− |∇/ψ|2
)
, (A7)
TKGuu = (∂uψ)
2, (A8)
TKGuv = T
KG
vu = Ω
2|∇/ψ|2 − bθC (∂uψ∂θCψ), (A9)
TKGvθC = (∂vψ∂θCψ)−
bθC
2
(
1
Ω2
(∂uψ)(∂vψ + b
θD∂θDψ)− |∇/ψ|2
)
, (A10)
TKGuθC = (∂uψ∂θCψ), (A11)
TKGθCθD = (∂θCψ∂θDψ) +
1
2
g/ θCθD
(
1
Ω2
(∂uψ)(∂vψ + b
θA∂θAψ)− |∇/ψ|2
)
, (A12)
with bθC bθC = |b|2 and g/ θCθDbθD = bθC .
Multiplying the components according to (16) in Eddington–Finkelstein-like coordinates
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we get
KX = −
[
1
2Ω2
∂uX
v
]
(∂vψ)
2
−
[
1
2Ω2
∂vX
u
]
(∂uψ)
2
+
[
−∂ηX
η
2
− ∂ηΩ
Ω
Xη − 1
4
(g/
−1
)θCθD∂ηg/ θCθDX
η + bφ˜∂φ˜X
v
]
|∇/ψ|2
+
[
∂θCX
θC
2
+
1
4
(g/
−1
)θCθD∂ηg/ θCθDX
η − bφ˜∂φ˜Xv
]
1
Ω2
(∂uψ)(∂vψ + b
φ˜∂φ˜ψ)
+
[
− b
φ˜
2Ω2
∂φ˜X
θC − 1
2Ω2
∂vX
θC − b
θC
2Ω2
∂uX
u + (g/
−1
)θCθD∂θDX
u
−b
θC
Ω2
∂ηΩ
Ω
Xη +
δθC
φ˜
2Ω2
∂ηb
φ˜Xη
 (∂uψ∂θCψ)
+
[
− 1
2Ω2
∂uX
θC − b
θC
2Ω2
∂uX
v + (g/
−1
)θCθD∂θDX
v
]
(∂vψ∂θCψ)
+
[
− b
θC
4Ω2
∂uX
θD − b
θD
4Ω2
∂uX
θC +
1
2
(g/
−1
)θCθA∂θAX
θD +
1
2
(g/
−1
)θDθA∂θAX
θC
+
1
2
(g/
−1
)θCθA(g/
−1
)θDθB∂ηg/ θAθBX
η
]
(∂θCψ∂θDψ), (A13)
also recall (93).
Appendix B: The J-currents and normal vectors
For the J-currents, according to equation (13), we obtain
JXµ n
µ
v=const =
1
2Ω2
[
Xu(∂uψ)
2 + [XθC −XvbθC ](∂uψ∂θCψ) + Ω2Xv|∇/ψ|2
]
, (B1)
JXµ n
µ
u=const =
1
2Ω2
[
Xv(∂vψ)
2 +
[
XθC +XvbθC
]
(∂vψ∂θCψ) + b
θCXθD (∂θCψ∂θDψ)
+XuΩ2|∇/ψ|2] , (B2)
JXµ n
µ
r?=const =
1√
2Ω2
[
Xv(∂vψ)
2 +Xu(∂uψ)
2 + [XθC −XvbθC ](∂uψ∂θCψ)
+
[
XθC +XvbθC
]
(∂vψ∂θCψ) + b
θCXθD (∂θCψ∂θDψ)
+ (Xu +Xv) Ω2|∇/ψ|2] . (B3)
The normal vectors nµu=const and n
µ
v=const where already stated in (76) and (75), respectively.
Further, we have
nµr?=const =
1√
2Ω2
(∂u + ∂v + b
θC∂θC ). (B4)
Moreover, note that for large v the current JXµ n
µ
γ approximates J
X
µ n
µ
r?=const and likewise
the normal vector nµγ approximates n
µ
r?=const, where γ is as defined in Section 4.3.1.
Appendix C: The redshift vector field
We construct the redshift vector field by defining
N = Nu∂u +N
v(∂v + b
φ˜∂φ˜), (C1)
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where Nu and Nv depend on (u, v, θ?). We further require that N is timelike so that we
have the condition
g(N,N) < 0. (C2)
From the above we obtain, that Nu and Nv have to have the same sign and should be
positive, so that the vector field is future directed. Moreover, we have already introduced
the vector field TH+ in the end of Section 2.2.1, see (32). Adjusting to our coordinates, the
vector field
TH+ =
∂v
2
− ∂u
2
+ ω+∂φ˜ (C3)
satisfies the condition of being null at H+, spacelike in the interior and timelike in the
exterior. The constant ω+ is defined by ωB , see equation (51), evaluated at r = r+. We can
now choose N such that
g(N,TH+)|H+ = −2. (C4)
Further, we use (A13) to calculate
KN = −
[
1
2Ω2
∂uN
v
]
(∂vψ)
2
−
[
1
2Ω2
∂vN
u
]
(∂uψ)
2
+
[
−∂uN
u
2
− ∂vN
v
2
− ∂uΩ
Ω
Nu − ∂vΩ
Ω
Nv
−1
4
(g/
−1
)θCθD
(
∂ug/ θCθDN
u + ∂vg/ θCθDN
v
)] |∇/ψ|2
+
[
1
4
(g/
−1
)θCθD
(
∂ug/ θCθDN
u + ∂vg/ θCθDN
v
)] 1
Ω2
(∂uψ)(∂vψ + b
φ˜∂φ˜ψ)
+
[
− b
φ˜
2Ω2
(∂vN
v + ∂uN
u) + (g/
−1
)φ˜θ
?
∂θ?N
u − b
φ˜
Ω2
[
∂uΩ
Ω
Nu +
∂vΩ
Ω
Nv
]
+
1
2Ω2
∂ub
φ˜Nu
]
(∂uψ∂φ˜ψ)
+
[
(g/
−1
)θ
?θ?∂θ?N
u
]
(∂uψ∂θ?ψ)
+
[
− 1
2Ω2
∂v(N
vbφ˜)− b
φ˜
2Ω2
∂uN
v + (g/
−1
)φ˜θ
?
∂θ?N
v
]
(∂vψ∂φ˜ψ)
+
[
(g/
−1
)θ
?θ?∂θ?N
v
]
(∂vψ∂θ?ψ)
+
[
− b
φ˜
2Ω2
∂u
(
Nvbφ˜
)
+ (g/
−1
)φ˜θ
?
∂θ?
(
Nvbφ˜
)
+
1
2
(g/
−1
)φ˜θC (g/
−1
)φ˜θD
(
∂ug/ θCθDN
u + ∂vg/ θCθDN
v
)]
(∂φ˜ψ)
2
+
[
1
2
(g/
−1
)θ
?θC (g/
−1
)θ
?θD
(
∂ug/ θCθDN
u + ∂vg/ θCθDN
v
)]
(∂θ?ψ)
2
+
[
(g/
−1
)θ
?θ?∂θ?
(
Nvbφ˜
)
+
1
2
(g/
−1
)θ
?θC (g/
−1
)φ˜θD
(
∂ug/ θCθDN
u + ∂vg/ θCθDN
v
)]
×(∂θ?ψ∂φ˜ψ). (C5)
Recall Paragraph 2.2.5 which showed that derivatives of the metric coefficients can be
bounded by ∆ which is zero at H+. The same holds for derivatives of bφ˜. With the choice
Nu, Nv positive, ∂uN
u negative and with large absolute value and ∂uN
v negative and with
big enough absolute value we can prove Proposition 4.1 and Lemma 4.3. This can be seen
from noticing that all dominating terms are rendered positive, remember (106) and applying
the Cauchy–Schwarz inequality.
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Appendix D: Commutators
The following proposition was already proven in [23] and can also be found in [1] Section
6.2. For the sake of completeness will briefly repeat it here.
Proposition D.1. Let ψ be a solution of the scalar wave equation
2gψ = f, (D1)
and Y be an arbitrary vector field. Then
2g(Y ψ) = Y (f) + 2(piY )αβ∇α∇βψ + 2∇α(piY )αµ∇µψ −∇µ(piY )αα∇µψ. (D2)
Proof. First we state
Y (2gψ) = LY (gαβ∇α∇βψ) = −2(piY )αβ∇α∇βψ + gαβLY (∇α∇βψ) = Y (f), (D3)
LY (∇α∇βψ)−∇αLY∇βψ =
[
(∇β(piY )αµ)− (∇µ(piY )βα) + (∇α(piY )µβ)
]∇µψ, (D4)
LY∇βψ = ∇Y∇βψ +∇βY µ∇µψ = ∇β(Y ψ). (D5)
Now we use equation (D5) in (D4) and the result of that in (D3). It then only remains to
solve the equation for 2g(Y ψ) to obtain (D2).
Appendix E: Error terms
1. The general structure of error terms
In order to prove pointwise boundedness we need to commute with all angular operators,
as explained in Section 2.2.6, which are unfortunately not all Killing. Therefore, we are
interested in the error term
EV (Y ψ) = 2g(Y ψ)V (Y ψ), (E1)
resulting from commutation with the vector field Y as defined in (94), according to (17).
Since the commutator [2g, Y ]ψ is the defining quantity for the first order error term it will
be useful to analyze it further. First of all, recall (D2) and notice, that for the given vector
field multiplier only (piY )uu, (piY )vv and (piY )vθC are zero and all other terms will contribute,
see (E6) of Section 2. We can easily deduce that (D2) of Section D will leave us with the
following terms
[2g, Y ]ψ = E˜1(∂uψ) + E˜2(∂vψ) + E˜3(∂φ˜ψ) + E˜4(∂θ?ψ)
+F˜1(∂u∂φ˜ψ) + F˜2(∂v∂φ˜ψ) + F˜3(∂θ?∂φ˜ψ) + F˜4(∂
2
φ˜
ψ)
+G˜1(∂u∂θ?ψ) + G˜2(∂v∂θ?ψ) + G˜3(∂
2
θ?ψ) + G˜4(∂u∂vψ). (E2)
For the last term we can use the wave equation itself. See Appendix F, equation (F5) and
notice that we can add all these terms to equation (E2), to obtain
[2g, Y ]ψ = E1(∂uψ) + E2(∂vψ) + E3(∂φ˜ψ) + E4(∂θ?ψ)
+F1(∂u∂φ˜ψ) + F2(∂v∂φ˜ψ) + F3(∂θ?∂φ˜ψ) + F4(∂
2
φ˜
ψ)
+G1(∂u∂θ?ψ) +G2(∂v∂θ?ψ) +G3(∂
2
θ?ψ). (E3)
with all coefficients changed. Further, we require
EV (Y 2ψ) = 2g(Y 2ψ)V (Y 2ψ), (E4)
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So we can express the second commutation via (D2) as
[2g, Y 2ψ] = [E1(∂vψ) + E2(∂uψ) + E3(∂φ˜ψ) + E4(∂θ?ψ)
+F1(∂u∂φ˜ψ) + F2(∂v∂φ˜ψ) + F3(∂θ?∂φ˜ψ) + F4(∂
2
φ˜
ψ)
+G1(∂u∂θ?ψ) +G2(∂v∂θ?ψ) +G3(∂
2
θ?ψ)
+H1(∂u∂θ?∂φ˜ψ) +H2(∂v∂θ?∂φ˜ψ) +H3(∂
2
θ?∂φ˜ψ)
+I1(∂u∂
2
φ˜
ψ) + I2(∂v∂
2
φ˜
ψ) + I3(∂θ?∂
2
φ˜
ψ) + I4(∂
3
φ˜
ψ)
+J1(∂u∂
2
θ?ψ) + J2(∂v∂
2
θ?ψ) + J3(∂
3
θ?ψ)
]
. (E5)
Please note, that the coefficients E1, E2, .. etc. are not the same as in (E3).
2. Relevant terms appearing in the error terms
Looking at (D2), it is evident, that the higher order terms of the error terms are defined
by the following:
(piY )vv = (piY )uu = (piY )vθC = 0, (E6)
(piY )uv = − 1
2Ω2
∂θ?Ω
Ω
Y θ
?
, (E7)
(piY )uθC = − b
φ˜
4Ω2
∂φ˜Y
θC − b
θC
2Ω2
∂θ?Ω
Ω
Y θ
?
+
1
4Ω2
(g/
−1
)θCθD∂θ?bθDY
θ? − b
θD
4Ω2
(g/
−1
)θCθA∂θ?g/ θDθAY
θ? , (E8)
(piY )θCθD =
1
2
(g/
−1
)θCθA∂θAY
θD +
1
2
(g/
−1
)θCθD∂θAY
θC
+
1
2
(g/
−1
)θCθA(g/
−1
)θDθB∂θ?g/ θAθBY
θ? , (E9)
where Y is as in Section 2.2.6.
Appendix F: The wave equation and higher derivatives
The wave on fixed background is given by
2gψ = 1√−g
∂
∂xµ
(
gµν
√−g ∂ψ
∂xν
)
, (F1)
where
√−g = 2Ω2L sin θ. Therefore, the wave equation in Eddington–Finkelstein-like coor-
dinates on fixed Kerr background yields
2gψ = 1
2Ω2
[
−∂u|L sin θ||L sin θ| ∂vψ −
∂v|L sin θ|
|L sin θ| ∂uψ −
∂u|bφ˜L sin θ|
|L sin θ| ∂φ˜ψ
]
− 1
Ω2
∂u∂vψ − b
φ˜
Ω2
∂u∂φ˜ψ + ∆/ψ
+
2∂θ?Ω
Ω
[
R2
L2
∂θ?ψ −
(
∂h
∂θ?
)
R2
L2
∂φ˜ψ
]
= 0, (F2)
where
∆/ψ =
1√−g/ ∂∂xθC
(
g/
θCθD
√
−g/ ∂ψ
∂xθD
)
, (F3)
52
with
√−g/ = L sin θ and C,D = 1, 2 and θ1 = θ?, θ2 = φ˜. So we get
∆/ψ =
∂θ? |L sin θ|
|L sin θ|
[
R2
L2
∂θ?ψ −
(
∂h
∂θ?
)
R2
L2
∂φ˜ψ
]
+∂θ?
(
R2
L2
)
∂θ?ψ − ∂θ?
[(
∂h
∂θ?
)
R2
L2
]
∂φ˜ψ
+
R2
L2
∂θ?∂θ?ψ − 2
(
∂h
∂θ?
)
R2
L2
∂θ?∂φ˜ψ
+
(
1
R2 sin θ
+
(
∂h
∂θ?
)
R2
L2
)
∂φ˜∂φ˜ψ. (F4)
Solving (F2) to
1
Ω2
∂u∂vψ +
bφ˜
Ω2
∂u∂φ˜ψ =
1
2Ω2
[
−∂u|L sin θ||L sin θ| ∂vψ −
∂v|L sin θ|
|L sin θ| ∂uψ −
∂u|bφ˜L sin θ|
|L sin θ| ∂φ˜ψ
]
+∆/ψ +
2∂θ?Ω
Ω
[
R2
L2
∂θ?ψ −
(
∂h
∂θ?
)
R2
L2
∂φ˜ψ
]
, (F5)
will enable us to control the mixed term ∂u∂vψ by using the right hand side of the equation,
once it is shown that all coefficients are bounded. This will be needed in order to estimate
error terms.
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