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ABSTRACT 
Second order difference equations with periodic coefficients are shown to have a 
theory associated with them that is completely analogous to that for second order 
differential equations. Furthermore, it is shown that from certain spectral data one 
can draw conclusions regarding the coefficients in the difference equation. 
The purpose of this article is to investigate the recurrence equations 
-b,_,x,_l+(X-a,)x,-b,x,+,=O, n=O,f1,+2 ,s.., (I) 
where all a, and b,, are real, and furthermore all b,, > 0. In addition it will be 
assumed that a,, and b, are periodic functions of n, so that 
b,, = b,,<, a,, = a,,, 
if n 3 n’ (modulo p). 
It will be shown that the theory associated with such equations is 
completely analogous to the theory of Hill’s equation. Tbe latter is a second 
order differential equation with periodic coefficients, and pertinent informa- 
tion regarding its properties can be found in Coddington and Levinson [l] 
and Magnus and Winkler [2]. 
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The theory associated with (1) and (2) will be shown to be intimately 
related to a study of the matrix 
b, 0 0 .a. 0 
b, a2 b, 0 . * * 0 0 
0 b, a, b, -a* 
L,= 
#O 0 
b b 6 b . . . . 
pbP 0 0 0 0.. b+ aP / 
For this reason we have chosen to call this matrix a Hill’s matrix. Finally it 
will be shown that from a knowledge of the spectrum of L, some properties 
of L, can be deduced. Problems of this type are often referred to as inverse 
spectral problems. 
An effective way to investigate (1) is to define two linearly independent 
solutions x,, and Y,, by the initial conditions 
xa=l, YO’O 
x,=0, r-1 (4 
and to define the 2 x 2 matrix 
%=i,*,, y- 
Y” 
Y n+l 
). (5) 
(1) can now be rewritten in the form 
@ “+l=*nQ”~ A,,= 
0 
(6) 
-Wh?I+r 
The general solution of (6) is seen to be 
Q,,=A,_rA,_a...Ao. (7) 
So far the periodicity of a,, and b,, has not yet been introduced. Evidently 
A, = A,,, if nr n’ (modulop). 03) 
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It follows that 
Qp = BP> 
where 
BP=Ar_iAp-2..*A0, (9) 
and more generally the periodicity leads to 
QV = BP”. 00) 
To study the growth properties of ip, we have to investigate the eigenvalues 
of BP. To find these we examine the characteristic polynomial 
IpZ- BP1 =p2- (traceBp)p+ IB,I=O. (11) 
Since A, is a linear function of A, BP will be a polynomial in A of precise 
degree p. We shall denote it by A@), and refer to it as tbe discriminant. To 
determine IB,I we note that 
IA,,l= & 
$-i 
n+l 
and IB,I=~x~x... ~~~1, 
1 2 P 
since b, = bp. Now (11) can be rewritten in the form 
p2-A(X)p+l=O. (12) 
If [A@)[ > 2, (12) has two real solutions, say p and p-l, and we assume 
that JpI > 1. Then if 
where S is a suitable matrix, we find that 
(13) 
It follows that (1) must have one solution u,, for which 
ur, = P %J, (15) 
which increases as n+ co. There must be a second solution o,, for which 
v,=p-%(), 06) 
which increases as n+ - cc. 
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If IA(h)1 <2, both solutions of (12) are complex of absolute value 1, and 
they are complex conjugates. In this case (14), (15), and (16) still hold, but all 
solutions of (1) are now bounded for all n. 
If A(A) = + 2, (12) h as one double root: p= 1 if A(X) = 2, or p= - 1 if 
A(h) = - 2. In this case (13) reduces to one of two cases: 
cPp=pZ or QP=S ’ 
1 
( 1 
S-l. 
0 P 
(14) now becomes 
(17) 
From (18) we can draw the following conclusion. If A(A) = 2, then p = 1, and 
(1) has at least one solution of period p. A second solution either is also of 
period p or else grows linearly with n as n-+cc. If A(A) = - 2, then p = - 1, 
and (1) has at least one solution of period 2p. A second solution either is also 
of period 2p or else grows linearly with n as n+co. We can summarize these 
results as follows. 
THEOREM 1. Consider the recurrence equations (1) combined with the 
periodicity conditions (2). The discrirninunt A(A) of the system is defined by 
1 
A(x) = tracePi A,, 
k=O 
where 
A,= 
0 1 
- bJb,+, (A-%+i)lb,+i 
Zf [A(h)1 22 and p,p-1 are solutions of 
p2-A(h)p+ l=O, 
then (1) has solutions u,, and v,, satisfying 
uk+,,,,=Pnuk, 
uk+,=P-nuk* 
For IA(A)l >2 neither of these is bounded for all n, and for IA( <2 both of 
these are bounded for all n. 
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Zf A(X) = 2, then p = 1, and at least one solution u,, has period p. A second 
solution may also have period p, or else grow linearly with n as n+co. Zf 
A(X) =- 2, then p = - 1, and at least one solution u, has period 2p. A second 
solution may also have period 2p or else grow linearly with n as n-+oo. 
We shall now return to (1) and seek the solutions guaranteed by the 
above theorem directly. The first p (or for that matter any consecutive p) 
equations lead to 
-b,uO+(X-a&,-b,u,=O, 
- b,u, + (h - az)uz - b2u3 = 0, 
(19) 
-bp-lup_l+(h-ap)up-bpup+l=O. 
If we let U, = (l/p) up, up+ 1 =pu,, and b,= $,, then (19) can be rewritten as 
Ul 
(A-L& “” =o, 0 
NJ 
where L, was defined in (3). We now let 
X-a, -b, 0 
- b, X-a, -b, 
p(x)= 0 -b, X-a, 
0 0 0 
and 
0 
0 
- h 
0 
X-a, -b, 0 ... 0 
- b, X-a, -b, ... 0 
Q(A)= 0 -b3 A-a, ... 0 , 
0 0 0 . . X- aP-l 
(20) 
. . . 
. . . 
. . . 
. . . 
0 
0 
0 
h-ap 
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where P(h) is of degree p in X and Q(h) of degree p -2. Then a direct 
calculation shows that 
h-L,=P(+b,pQ(h)( Fb,)(p+ ;)a 
In order for (20) to have solutions, p now has to satisfy 
P2- 
f’(A) - b;Q (A) 
iib, 
p+1=0, 
1 
and a comparison with (12) shows that 
A(A) = 
f’(h) - b;Q (A) 
fibi * 
(21) 
(22) 
(23) 
We thus have an explicit form for the discriminant. 
For p= eiB, L, is self-adjoint, and (22) is equivalent to 
A(A)-2cosB=O. (24 
(24) must have p real solutions for h, since these represent the eigenvalues of 
a self-adjoint matrix. We denote the zeros of A(A) - 2 by A, < X2 < . - . < $, 
and those of A(h)+2 by A; < AL< Aj < * - - <q. Since A(A)= (l/IIpb,) 
(XP + - * - ), we see that hp >s. It follows that the zeros of A(A) -2 and 
A(X) + 2 must interlace in the following manner: 
~>~>~_,>~_,>~_2>~-2> ***. (25) 
Evidently +, must be a simple zero of A(A) -2. h;, could be a simple or a 
double zero of A(h) + 2, but no & or h; could have multiplicity greater than 
2. We are thus led the following theorem. 
THEOREM 2. The discriminant A(h) of Hill’s matrix (3) is defined by 
(23). Let +,>+,_+** > A, denote the p real zeros of A(h) -2, and 
qq#_,>*** > A; and p real zeros of A(A)+2. These are at most of 
multiplicity 2 and interlace as indicated in (25). The interoals ($,,q), 
(h;,-,J@), (h,-,J&,)Y. are known as the stability interoals. For any A 
in the stability intervals the recurrence formulas (1) have only bounded 
solutions. 
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The last part of the theorem follows from the fact that for X in the 
stability intervals, [A(h)1 < 2. The intervals (a, co), (s_ i, s), (h, _ i, hp _s), . . . 
are known as the instability intervals. In general there are p - 1 finite and 
two infinite instability intervals. There may, however, be fewer than p - 1 
finite ones. The latter can happen if and only if some X is a double zero of 
A+2 or A-2. 
THEOREM 3. Suppose L, is of even order, say 2p, or equivalently 
an = a,., b,, = b,,, if n z n’ (modulo 2p) (26) 
in (1). In that case all zeros of A(A) + 2 are double zeros if and only if 
a, = a,,, b,, = b,,, if n E n’ (modulo p). (27) 
Theorem 3 provides necessary and sufficient conditions for a system (1) of 
even periodicity 2p to be in fact of period p. If in fact (27) holds, but we 
treat (1) as a system of period 2p, then it is easy to show that A(h) + 2 has 
only double zeros. Suppose we consider (1) as a system of periodicity p, and 
denote its discriminant by A,(h). Then if i is any zero of A,(X), we find 
p2-Ap(i)p+l=p2+1=0, 
and (1) has two linearly independent solutions such that 
It follows that 
u 
n+P 
= iu,, V 
n+P 
= - 20 n. 
U n+2p = i”u, = - u,, V n+2p =i’v”= -v,, 
and (l), when viewed as a system of periodicity 2p, has two indepe_ndent 
solutions corresponding to p = - 1. In that case $,(A) + 2 must have X as a 
double zero. One can easily show in this case that 
AZ,(X) +2 = A;(h). 
Both sides are polynomials of degree 2p, both have the same zeros (counting 
multiplicity), and both sides have the same leading term (l/@‘b,) h2p, if we 
recall that IIfpbi = (IIf’bJ’. This proves the necessity of the conditions of the 
theorem. 
To prove the sufficiency we proceed as follows. Using (21) we see that 
Jh-L_,I=zb,[A(h)+2]=hep- 
1 
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Since A(h) + 2 has only double zeros, we can rewrite the above as 
,,,_l,~[Ap_(~~ai)Ap-~+...]z. (28) 
Next we compute a few entries in (X- L-J-‘. We only require four of 
them, namely those in the ( p - 1, l), ( p, l), ( p + 1, l), ( p +2,1) positions. 
Denoting the general entry by Zii, we obtain by standard determinant 
methods 
blb2 *. . bp_2 XP+’ 
1 
-$aJP+...) 
p-l,1= 2 * (29) 
hP_&JP-I+... 
1 
Clearly Zp_ r, r is a rational function where the numerator is of degree p + 1 
and the denominator of degree 2p. Since all zeros of the denominator are 
double zeros, Zp _ r, r has poles of order 2. But L_ 1 is self-adjoint, so that its 
minimal polynomial has only linear factors. As a result (h - L _ J- ’ can have 
only simple poles, and therefore suitable cancellations have to occur in (29). 
Thus we find 
lp-1,1= L J 
jJP-- g SqhP-‘+. . . 
1 
It is precisely in these steps that the assumption on A(h) +2 is taken into 
account. Similarly 
$,I= 
b&2* . . bp-, 
hP_ g &P-I+ . . . 
3 (31) 
1 
1 
p+Ll 
=o, (32) 
1 
- b,+,b,+,. . . b, 
p+2,1= 
hP_&JP-‘+... 
P-v 
1 
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Next we take the inner product of the pth row of A - L _ 1 and the first 
column of (A- L-,)-l to obtain 
-b,_,z,_,,,+(x-u,)z~,~=o. (34) 
Insertion of (30) and (31) into (34) leads to 
_ f $q+ $ai-ap=o, 
or equivalently, 
By multiplying the 
L-J’, we obtain 
which leads to 
*ai=p$,aj. (35) 
p + lth row of A - L_, into the first column of (X- 
fibi= 8 bi. 
1 P+l 
(36) 
From (35) and (36) we can now reach our final conclusion. To do so we 
return to (19). There p consecutive equations of (l), corresponding to 
n=l,2 , . . . , p, were considered. Due to the periodicity of (l), any p consecu- 
tive equations could have been used. In other words, the spectral properties 
of (I), or equivalently the spectral properties of the Hill’s matrix L,, must be 
invariant under the shift operation k+ k + 1 applied to the indices of a, and 
b,. Under this operation (35) becomes 
P+l 2p+l 
T a,= x a,. 
P+2 
(37) 
Subtracting (37) from (35) (and recalling that asp+ r = a,), we obtain 
al-op+l=aP+l-al~ 
or equivalently 
Similarly, 
ai = ap+ 1. 
ak=ap+ke (38) 
50 HARRY HOCHSTADT 
Applying the shift operation k+ k + 1 to (36) yields 
P+l 2p+l 
IJ bi= II bi* 
P+2 
Dividing (36) by the above we find 
so that 
b, b,+, -=- 
b P+l bl ’ 
The latter implies that 
bl’bp+l* 
bk=bp+k’ (39) 
and (38), (39) are the final conclusions of Theorem 3. 
When the period p in (1) is odd, A(X) + 2 is a polynomial of odd degree, 
and since no zero can be of multiplicity greater than 2, at least one zero 
must be a simple zero. Accordingly, Theorem 3 can no longer hold in that 
case. One can, however, obtain some results. 
THEOREM 4. Suppose L, i.s of odd order, say 2p + 1, or equivalently 
a, = a,,, b,, = b,,, if n= n’ (modulo2p + l), 
in (1). lf all zeros of A(A) +2 are double zeros except the smallest one, 
namely A;, then 
5 
fI bi+k 
af+k+ 
i-0 
i=l 
“rr’ b*+k 
w 
f-p+1 
is independent of k. 
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The proof of Theorem 4 is similar to that of Theorem 3. As in (28), we 
note that 
2p+l 
p_q=pP+l- ( 1 2 a, ASP+ * * * 1 
+A;)[ h”+(q- 2yai)h2p-l+. . . ] 
-,,,:,i hP+ ;(A;- s$loi)hp-‘+. . .12. (41) 
(41) displays the fact that Xi is a simple eigenvalue of L _ I and all others are 
double eigenvalues. We now compute the entry in the ( p + 1,l) position of 
(X - L _ 1) - ‘, Denoting it by Zp+ r, I we find 
b,b,- -bp+lbp+2...b2p+1(XP-1+...) 
Ip +1.1= 
’ 
Since L_, is self-adjoin& (X- L_ 1)-1 may have only simple poles. An 
inspection of (42) shows that in order for suitable cancellations to take place 
we require that 
20+1 
2p+1 
x q+ i=p+l 
i=p+2 
r; ; =;(‘p+X;). 
i 
The spectral properties 
k+ k + 1. By applying this 
(40) is independent of k. 
i=l 
of L_ 1 are invariant under the shift operation 
shift operation repeatedly to (43) one sees that 
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COROLLARY 1. Suppose L, is of odd order, say 2p + 1, and all zeros of 
A(X) - 2 are double zoos except the largest one, namely A+,+ I, Then 
is independent of k. 
ii bi+k 
i$14+re iz=a) 
II bi+k 
i=p+l 
(44 
Th e proof is identical to the proof of Theorem 4, except that the role of 
L_, played in the proof of the latter is now played by L,. An inspection of 
(3) shows that L, is obtained from L_ 1 simply by changing the sign of bSp+ 1. 
If that sign change is made in (40), (44) is obtained. 
COROLLARY 2. lf all bi in L, are identical, if the hypotheses of Theorem 
4 or Corollary 1 are assumed regarding the structure of A(h), and if it is also 
assumed that L, is of odd degree, then all a, are identical. 
Under the assumed hypotheses, Xr= lai+k is independent of k. Then we 
find 
a,+a,+-- . +a,=a,+a,+... +ap+l=*.* 
=a,p+,+a,+*** +ap_1 
An inspection of the above now shows that 
%=a,+,, a2=ap+2, . . . . ap = a2p, ap+l=a2p+ly . . . . a2P =apwl, 
and it follows that all ai are identical. 
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