ABSTRACT: We consider a hypothetical series of cases in which the DNA profile of a crime-scene sample is found to match a known profile in a DNA database (i.e., a ''cold hit''), resulting in the identification of a suspect based only on genetic evidence. We show that the average probability that there is another person in the population whose profile matches the crime-scene sample but who is not in the database is approximately 2(N ) d)p A , where N is the number of individuals in the population, d is the number of profiles in the database, and p A is the average match probability (AMP) for the population. The AMP is estimated by computing the average of the probabilities that two individuals in the population have the same profile. We show further that if a priori each individual in the population is equally likely to have left the crime-scene sample, then the average probability that the database search attributes the crime-scene sample to a wrong person is (N ) d)p A .
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In just over 20 years, DNA typing has emerged as a powerful forensic tool in criminal cases (1) . Initially, DNA typing was used to bolster the case against a suspect identified through traditional means of investigation and evidence gathering, because the match of the DNA profile (i.e., the genotype at several genetic loci) of an incriminating crime-scene sample to a known suspect's profile provides strong corroborative evidence of the suspect's guilt. But the probative value of DNA evidence is no longer limited to this confirmatory role. In the United States, crime-scene profiles are routinely compared against profiles kept in state and federal databases, known as the Combined DNA Index System (CODIS) (2). Technically, CODIS refers to the software used to search the databases (2). At present, 13 tetranucleotide short tandem repeat (STR or microsatellite) CODIS loci on 12 chromosomes are customarily typed in the United States (2).
CODIS databases contain DNA profiles of two general kinds: known profiles and crime-scene profiles. The sources of the known profiles include voluntary submissions and mandatory contributions from certain convicted offenders and in some cases arrestees (3) . Crime-scene profiles are collected by crime-scene technicians and are evidentiary samples connected to unsolved offenses according to certain standards related both to the quality of the evidence and the clarity of its connection to the crime (3). Both categories have grown rapidly in the past 5 years. As of January 2008, the national database held over 5 million offender profiles and over 190,000 crime-scene profiles (2).
As the CODIS databases have expanded, law enforcement has increasingly turned to DNA typing as an investigatory tool. In a ''database search,'' the DNA profile from a crime-scene sample is compared to the profiles in databases to determine if a match exists. Such matches, whether offender-to-scene or scene-to-scene, are called ''cold hits'' (3) . The number and frequency of cold hits has grown rapidly. In November 2004, the FBI reported a total of 19,500 cold hits, including both scene-to-scene and offender-toscene matches (4) ; by March 2007 that number had risen to over 47,000 (5) . States have experienced similar growth. For example, it took the state of Virginia from 1993 to 2001 to reach its first 1000 cold hits, but the second thousand occurred within the following 18 months (6).
Cold hits raise several legal and scientific questions. Because it is possible to recover biological material from well-preserved evidence, many cold-hit cases have arisen from offenses that occurred years or even decades ago. In fact, the federal government has funded programs to encourage states to reopen unsolved cases to determine whether a conviction can now be secured (7) . Unfortunately, clear data on the number, frequency, and outcome of cold-hit cases are difficult to obtain. Law enforcement and prosecutorial functions are highly diffused in the American criminal justice system, and there is no centralized authority to track the outcome of cold hits. Some information exists, however. In Virginia, a survey of the outcome of the first 1000 cold hits revealed that 100 resulted in convictions through plea or trial, seven yielded not guilty verdicts, and 53 were never prosecuted; 752 were pending at the time of the survey (6).
Cold-hit cases have prompted courts to confront the question of whether a genetic match constitutes sufficient evidence to uphold a conviction. By comparison, the Supreme Court has previously ruled that a confession, standing alone, cannot serve as the sole basis for conviction (8). Although it has not yet been fully decided, most courts have resolved the cold-hit question in the affirmative. As one court observed, ''the perils of eyewitness identification testimony far exceed those presented by DNA expert testimony'' (9) . And another, while recognizing that DNA evidence is not ''infallible,'' explained that '' [v] irtually no evidence is absolutely conclusive'' (10) . Of course, cold-hit cases raise justice-related concerns, especially since mounting a defense to a crime that occurred in the past becomes increasingly difficult as time progresses.
Cold-hit cases can vary markedly in terms of the evidentiary value of the DNA match itself, particularly in light of the existence or quality of other corroborating evidence. Such evidence may be weak-for example, information that the defendant lived near the victim (11)-or strong, for example, that the defendant matches a detailed physical description given by the victim at the time of the offense. In People v. Johnson (10), a 15-year-old rape victim provided descriptions of the assailant's car and physical features, including distinctive tattoos, but no suspect was identified. Five years later, a cold hit identified the defendant, and subsequent investigation revealed that he had lived in the area at the time of the offense, had matching tattoos, and owned a vehicle that fit the description given by the victim.
Courts across the country have also upheld convictions based only upon cold-hit evidence. In cases of sexual assault, courts have reasoned that the intimate nature of the sample forecloses arguments that it might have been left accidentally or inadvertently (12) (13) (14) . For example, in State v. Hunter, an appellate court upheld a rape conviction based on a semen sample collected after a sexual assault in 1995, which was matched 8 years later to the defendant, although ''literally no other evidence'' linked him to the crime (15). In upholding a rape conviction based on DNA evidence alone, another court explained, ''we cannot conceive of an innocent reason for the defendant's DNA to be found on swabs taken from the victim's anal area.'' At the same time, however, the court specifically disclaimed ''an iron-clad principal [sic] that DNA evidence, without corroboration, is always sufficient,'' since ''[p]ractically infinite factual variations can arise'' (16) .
Some courts have upheld prosecutions based on cold hits not only in the absence of additional evidence but also in the face of contrary evidence. For instance, in Michigan, the government tested a biological sample collected from the hand of the victim in a 36-year-old murder case. The test revealed two profiles: one of the man ultimately prosecuted for the offense and another of an individual who was 4 years old at the time of the murder. Despite the unexplained presence of the second profile and the absence of any additional evidence, the jury convicted the defendant (17). Likewise, in United States v. Jenkins, the court sanctioned a murder and burglary prosecution based largely on genetic evidence, even though a day after the incident another man was found in possession of the decedent's credit cards and other items taken from the home (18) . Although the prosecution was allowed to proceed, the jury ultimately could not reach a unanimous verdict (19) .
DNA evidence carries such persuasive power in court because the random match probability (RMP), defined to be the probability that a person picked at random has the same DNA profile as the evidentiary sample, is very low if several unlinked loci are typed. For a 13-locus CODIS profile, typical RMPs are on the order of 10 )14 to 10 )15 (20) . Such a low RMP implies that a particular DNA profile has a high probability of being unique (21, 22) , although the lack of certainty makes claims of uniqueness improper to make in the presentation of DNA evidence in court.
To compute the RMP, the recommendation of the second National Research Council Report (NRC II) (23) is usually followed. Allele frequencies at each locus are estimated for the ethnic group of the suspect, whether identified by other evidence or by a database search. From the estimated allele frequencies at each locus, the probability that a randomly chosen individual from the same ethnic group has the same genotype at that locus is computed using the ''theta correction'': (1), A i represents the ith allele at the locus, p i is the estimated frequency of that allele in the same ethnic group, and h is a parameter that takes account of deviations from Hardy-Weinberg frequencies caused by population subdivision and other factors. NRC II recommended that h = 0.01 be used for most ethnic groups in the United States and that h = 0.03 be used for Native Americans. The probability that a randomly chosen individual from the same ethnic group has the same genotype at all loci, which is the RMP, is obtained by multiplying the per-locus probabilities.
Although there is a consensus about using the recommendation of NRC II for computing the RMP, there remains a controversy about how to present the RMP as evidence when a suspect has been identified by a database search. NRC II (24) recommended that the RMP be multiplied by the number of profiles in the database searched, resulting in a higher but still small probability of a match if the suspect were not the source of the crime-scene sample. This recommendation has been supported by some later commentators (25) but criticized by others who have argued that a single match in a database search provides stronger evidence that the suspect is the source than suggested by NRC II because everyone else in the database can be excluded (26) (27) (28) .
Regardless of what probability is attached to a cold hit, such evidence has sufficed to convict defendants in many cases. Our goal here is to determine the consequence of this practice by asking what happens if cold-hit evidence becomes a regular basis for conviction. We consider a hypothetical population containing N individuals. For the U.S. population, N is approximately 300 million, but it may be appropriate to consider subsets such as only males or only individuals within a specified age range. We assume there is a series of cases in which a crime is committed by one individual in the population, which makes our model equivalent to the model used in the ''island problem'' (23) . There is a database containing d DNA profiles of individuals randomly chosen from the population. The crime-scene profile matches only one profile in the database.
We can ask two different but closely related questions. The first is: what is the average probability that at least one individual not in the database but in the population also has the same profile as the crime-scene sample? The second is: what is the average probability of an erroneous attribution, meaning that the crime was actually committed by someone in the population whose profile is not in the database?
The answers to both questions are derived formally in the Appendix. The average probability that someone not in the database but in the population has the same profile is approximately 2(N ) d)p A , where p A is the average match probability (AMP), defined to be the probability that two randomly chosen individuals in the population have the same DNA profile. The AMP differs from the RMP. The RMP is the probability that the DNA profile of another individual matches a particular DNA profile. Therefore, the probability that a randomly chosen individual from the population has the same DNA profile as a crime-scene sample in a particular case is the RMP. It is the RMP that is the relevant statistic to present as evidence in a case involving DNA evidence. The AMP is the average of the RMPs of all profiles in the population. It is not a legally relevant statistic in any particular case, and therefore should not be presented as evidence. Rather, the AMP is a probability relevant to determining the reliability of a series of cases each involving DNA evidence, as we are doing here. It is the difference between asking whether a particular defendant was erroneously attributed to be the source of the crime-scene sample and assessing the average rate at which erroneous attribution is likely to occur in a series of cases.
To find the probability of an erroneous attribution, we need an additional assumption, namely that, a priori, each individual in the population is equally likely to have committed the crime. That assumption is obviously not true but is made in such calculations to make the results conservative (21, 23, 24, 29) .
The probability of an erroneous attribution also depends on the AMP as (N ) d)p A , which is half the probability that an individual not in the database has the same profile. The factor of one half reflects the assumption that, in the absence of other information, the two individuals with the same profile are equally likely to have been the source of the crime-scene sample. This assumption is particularly appropriate for a cold-hit case, in which there is little or no evidence beyond the genetic evidence to support the belief that a particular defendant is guilty.
To compute the AMP for an ethnically mixed population, it is necessary to take account of differences in allele frequency among subgroups and the numbers of individuals in each subgroup. In the Appendix, we estimate the AMP for 13-locus CODIS profiles of the U.S. population to be approximately 9.94 · 10
. We used Eq.
(1) for groups for which CODIS allele frequencies are available. If we assume N = 300 million and d = 5 million, we obtain the probability of an erroneous attribution of approximately 2.93 · 10 )7 or approximately 1 in 3.4 million. Assuming a smaller N will result in a smaller probability.
We conclude then that, if the recommendation of NRC II is used as the basis for computing the AMP, the chance of an erroneous attribution is very small even under the conservative assumptions we have made. The recommendation of NRC II has two parts, the match probabilities computed from Eq. (1) for each locus and multiplication of those probabilities across loci. It is relatively easy to test for the appropriateness of Eq. (1). Many methods have been developed and applied (23) , leading to a consensus that the theta correction using the recommended values of theta provides a conservative basis for computing the per-locus match probabilities. Testing for appropriateness of multiplying across loci is more difficult and has been done only with sample sizes much smaller than the current sizes of the offender databases (24, 30) . The largest such study is by Weir (31) , who examined an ethnically mixed data set of over 12,000 nine-locus profiles assembled by the Australian forensic agencies. He computed the numbers of individuals that matched at one or both alleles at one to nine loci, and compared the observations with predictions. The probability that both alleles at a locus were the same was computed from Eq. (1) with h = 0.01, and the probability that one of two alleles were the same was computed using an expression derived in the appendix of reference (31) . The probabilities of matches of one or two alleles were obtained from a multinomial distribution, which assumes independence across loci. Weir (31) found good agreement between observed and predicted numbers when h = 0.01 was used, even though significant deviations from Hardy-Weinberg proportions were detectable at each locus.
As has been pointed out (23, 32, 33) , failure to reject the hypothesis of independence across loci is not equivalent to verifying that the RMP computed from the product rule is accurate. Only by carrying out more studies of the type done by Weir (31) can we be sure that multiplying across loci produces accurate results in data sets of size comparable to those of the offender databases.
Furthermore, the theories accounting for the uncertainty that arises in interpreting DNA evidence have just begun to be developed (32, 34) .
Although our result appears to support existing practice, it also calls attention to the critical role of the assumption of independence across loci in justifying the use of cold hits to obtain convictions. Even though the AMP is small, the risk that the wrong individual is identified as a suspect depends on the product of the AMP and the number of individuals not in the offender databases, which is a very large number. Slight deviations from independence across loci could result in a higher AMP. For example, if the AMP were as large as 10
, our calculations show there is a considerable risk that someone not in the database has the same profile. Given the importance of the assumption of independence across loci in this context, continued testing of that hypothesis is recommended.
Derivation of Average Probabilities
Suppose that a population of size N is partitioned into two subsets D and R, where D corresponds to the set of individuals in a database and R the rest of the population. The sizes of D and R are denoted by d and r, respectively.
We assume that a crime is committed by exactly one individual in the population. In what follows, we use C to denote the actual criminal. Note that either C2D or C2R, but not both. Suppose that the DNA profile F(C) of C has been obtained from the crime scene, and let E X k denote the event that exactly k individuals in the set X have DNA profiles that match F(C). The notation E X (with no superscript) denotes the event that the DNA profile of at least one individual in X matches F(C).
Existence of Matching DNA Profiles Outside a Database
Let Q denote a probability distribution which takes the dependency of DNA profiles into account, and q a probability distribution which assumes that DNA profiles are independent. 
The probabilities P[C 2 D] and P[C 2 R] can be viewed as prior probabilities, and we assume
C2D)] as follows:
Now, we are concerned with the case in which dependency of DNA profiles increases the probability of observing matching DNA profiles, so we conclude
while independence implies
Using the above results, we obtain
. In what follows, we obtain an analytic expression for
Let p denote the RMP for F(C). Then, for k > 0, note that
Using Eq. (2) and the above formulas, Eq. (3) can be written as
from which it follows that SONG ET AL.
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For p; rp ( 1;
This expression is for a particular value of RMP p associated with a particular profile F(C). Averaging Eq. (5) over the probability distribution of F(C) gives 2(N ) d)p A , where p A denotes the AMP. The distribution of F(C) is likely to be quite complex; in Section Computation of the AMP, we provide an estimate of p A based on assumption (2).
Erroneous Attribution
Let G denote the event that the sole individual in D whose DNA profile matches F(C) is the actual criminal C. If n individuals in the population have DNA profiles that match F(C), then assume that each one of those n individuals is equally likely to be the actual criminal C. Under this assumption, the probability of
and the probability of an erroneous attribution is
Using Eq. (4) as an approximation of
, we obtain
Hence, for p; rp ( 1;
As in the previous section, averaging this expression over the probability distribution of F(C) gives (N ) d)p A .
Computation of the AMP
In Section Derivation of Average Probabilities, we obtained several analytic results under the assumption that DNA profiles are independent. In this section, we describe the computation of the AMP p A , taking the dependency between alleles into account.
Population Data
Estimates of population sizes for the groups considered by Budowle et al. (35) were obtained from the U.S. Census Bureau website. To avoid double-counting, only individuals reporting a single race or ethnicity were included in our analysis. In addition, only the atomic populations, as opposed to aggregated populations such as ''General Asian,'' were considered. Populations outside the United States were excluded from our analysis. Budowle et al. ''Japanese1'' and ''Japanese2'' populations were excluded because the meaning of these categories is unclear. The Minnesota AfricanAmerican, New York and Minnesota Caucasian, Minnesota Hispanic, and Minnesota Native American populations were excluded because the data for locus D16S539 were not available.
The estimated population sizes used in our analysis are summarized in Table A1 . The estimated African-American, Caucasian, and Hispanic population sizes were obtained from Summary File 1 (36) of the 2000 U.S. Census, and the estimated Michigan Native American population size was obtained from Summary File 3 (37) of the same census. The estimated Native American population sizes for Navajo and Apache were obtained from the U.S. Census 2000 Special Report (38) , while the estimated Asian population sizes were obtained from the U.S. Census 2000 Brief (39).
The ''universe'' of possible offenders was assumed to be the union of all populations listed in Table A1 . We assumed that individuals in the CODIS database were drawn at random from that universe, such that each population is represented in the database proportional to its size.
Method
Suppose that there are m populations and that K ' distinct alleles are observed at locus ' in the total population. Greek indices a, b 2 {1,…, m} denote population labels, while Roman indices i, j 2 {1,…, K ' } denote allele types at locus '.
Let p a,i ð'Þ denote the frequency of allele i at locus ' in population a. Then, the probability of sampling genotype A i A i at locus ' from population a and the analogous probability for sampling genotype A i A j are, respectively, given by
where h a denotes the probability that two alleles randomly sampled from population a are identical by descent (Ref. [23] ; bottom of page 119). Let G a,b (') (respectively, H a,b
) denote the probability that a random individual from population a and a random individual from population b both have homozygous (respectively, heterozygous) genotypes at locus ' that are the same. We compute G a,b (') and H a,b (') as follows. If a " b, we assume that the probability of alleles from different populations being identical by descent is negligibly small and use Eq. (6) separately for each individual. If a = b, on the other hand, we use Eqs (1) and (6) 
In our analysis, allele frequencies p a,i (') were taken from Budowle et al. (35) . As suggested there, h a was assumed to be 0.03 for Native American populations and 0.01 for all other populations.
Using the product rule, the probability M a,b that a random individual from population a and a random individual from population b have matching genotypes at all 13 CODIS loci is given by 
where q a denotes the proportion of population a relative to the total population. Our Python code for carrying out the above computation is available upon request.
