Abstract: This paper concerns with the estimation of population variance of study variable using tri-mean and third quartile of the auxiliary variable. In this study, the sampling properties, bias and mean squared error of the proposed estimator are demonstrated. The justification of the performance of the proposed estimator under SRSWOR has been made with reference to the competing estimators of population variance, the sample variance, Isaki (1983) estimator, the estimator due to Upadhyaya and Singh (1999) , Cingi (2006) estimators, Subramani and Kumarapandiyan (2012) estimators, Khan and Shabbir (2013) estimator and Maqbool and Javaid (2017) estimator of population variance. Based on data provided by Murthy (1967) , it has been demonstrated that the proposed estimator has shown a significant improvement over all competing estimators of population variance.
Introduction
Population variance is an indication measure of dispersion. It represents the aggregation of the random variable dispersed around its mean. Searching for efficient sampling technique from large target population is essential. The apparent estimator for any parameter is the corresponding statistics. Thus, to estimate the population variance, sample variance of the study variable is an intuitive estimator. The chosen auxiliary variable will be highly positively or negatively correlated with study variable. The auxiliary information can be used in different forms at various stages of sampling for improved estimation of population parameters (Yadav et al., 2018) and so is for population variance.
For improving estimation of population variance of the study variable using auxiliary variables, various authors, such as Das and Tripathi (1978) , Isaki (1983) , Prasad and Singh (1990) , Kadilar and Cingi (2006) and Singh et al. (2008) have suggested various estimators of population variance. Khan and Shabbir (2013) utilised information on the correlation coefficient between study variable and auxiliary variable and third quartile of the auxiliary variable to estimate population variance. Maqbool and Javaid (2017) proposed tri-mean and semi quartile average of auxiliary variable for the estimation of population variance of study variable. Further, for the improved estimation of the population variance, we search for even biased estimator, but having lesser MSE, which means that its sampling distribution should be very close to true the population variance of the study variable.
To achieve this goal, the adoption of the tri-mean and third quartile of the auxiliary variable has been used in this research. The auxiliary information has been introduced at estimation stage in the form of population tri-mean and third quartile. When it is highly positively correlated with study variable (Y), and the line of regression of Y on X passes through the origin, the ratio type estimators are proposed for improved estimation of population parameters while product type estimators are considered when X and Y are negatively correlated. Apart from the usage of the above situation, regression estimators are used when the line of regression does not pass through the origin.
Let the population under consideration consists of N distinct, independent and identifiable units. Let (x i , y i ), i = 1, 2, ..., n be a sample of size n drawn on the bivariate paradigm (X, Y) using a simple random sampling without replacement (SRSWOR) scheme. Let X be the population mean for auxiliary variable and Y the population mean of study variable respectively. Let x and y be the corresponding sample means of auxiliary and study variables respectively and are unbiased estimators of X and Y respectively. Let ρ be the correlation coefficient between X and Y and Q r = Q 3 -Q 1 be the inter-quartile range, semi-quartile range of the auxiliary variable X. We propose a ratio type estimator of Y using tri-mean TM = (Q 1 + 2Q 2 + Q 3 )/4 and Q r of auxiliary variable.
Further considering many estimators in literature, Singh et al. (2011) suggested estimators for estimating population variance using auxiliary attributes. Khan and Shabbir (2013) utilised information on the correlation coefficient between study and auxiliary variable and third quartile of the auxiliary variable to estimate population variance. Subramani and Kumarapandiyan (2015) suggested some modified estimators of population variance of study variable with the use of known parameters like coefficient of variation, kurtosis, median, quartiles and deciles of auxiliary variable. Maqbool et al. (2016) proposed a modified ratio estimator using non-conventional location parameters because these parameters take care of outliers in the data. Recently, Maqbool and Javaid (2017) using tri-mean and semi quartile average of auxiliary variable, estimated the population variance of study variable. Yasmeen et al. (2018) proposed the Exponential type estimators of finite population variance using transformed auxiliary variables and shown through numerical example that their proposed estimators are better than the competing estimators of population variance. Etebong (2018) suggested a modified ratio type estimator of population variance using auxiliary information and showed improvement over other estimators both theoretically and empirically. Adichwal et al. (2018) proposed a generalised exponential ratio type estimator of population variance using information on auxiliary variable and shown improvement over other estimator of population variance of study variable. Ismail et al. (2018) suggested an improved generalised ratio-product type estimator of population variance using known information on two auxiliary variables. They have presented various estimators of population variance as members of their family of estimators. Both theoretically and numerically they have shown improvement over other estimators. Singh and Pal (2018) suggested a new efficient class of population variance using auxiliary attributes. They have demonstrated many estimators as a special case of their family and shown improvement over other estimators both theoretically and empirically.
In this research, we propose an estimator of population variance of study variable using tri-mean and third quartile of the auxiliary variable. The proposed estimator is an adaptation of the estimators presented by Khan and Shabbir (2013) and Maqbool and Javaid (2017) . The bias and MSE of the proposed estimator are found correct up to an approximation of degree one. It is presented that the proposed estimator is more efficient than all competing estimators of population variance of study variable under simple random sampling scheme. A numerical example supports the theoretical findings.
The remainder of the paper is organised as follows: Section 2 gives a brief review of existing estimators of population variance of study variable. Section 3 proposes an improved estimator of the population variance using the known tri-mean and third quartile of the auxiliary variable. Section 4 presents the efficiency comparison with the suggested and the existing estimators. Section 5 demonstrates an empirical study under consideration. Section 6 presents the results of the study. Finally, the paper ends with conclusions in Section 7.
Variance estimators
The sample variance which is the most appropriate estimator of population variance is given by, It is well established that estimator in equation (1) is unbiased for population variance of study variable, and its variance up to the first order of approximation is given by, Isaki (1983) proposed the following usual ratio estimator of population variance of study variable, using positively correlated auxiliary variable as, 
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Upadhyaya and Singh (1999) suggested the following ratio type estimator of population variance utilising information on population coefficient of kurtosis of auxiliary variable (β 2(x) ) as,
The bias and MSE of above estimator correct up to approximations of degree one are respectively, 
The biases and MSEs of above estimators correct up to approximations of degree one are respectively,
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The biases and MSEs of above estimators correct up to approximations of degree one are respectively, 2  2  2  2  2   5  6  7  8  9  2  2  2  2  2  1  3 , , , , .
Khan and Shabbir (2013) utilised information on correlation coefficient between study and auxiliary variable and third quartile of the auxiliary variable and proposed the following estimator as, 2 3 2 10 2 3
Maqbool and Javaid (2017) using tri-mean and semi quartile average of auxiliary variable, proposed the following estimator as,
Various improved estimators of population variance using auxiliary information have been introduced. The recent references can be from Kumarapandiyan (2012, 2013) , Kadilar (2013a, 2013b) , Yadav and Mishra (2015) , Yadav et al. (2016) , Singh et al. (2016) and Abid et al. (2016) .
Proposed estimator
We propose a modified ratio type estimator of population variance, motivated by Khan and Shabbir (2013) and Maqbool and Javaid (2017) , using tri-mean and third quartile of the auxiliary variable as,
The sampling properties of the proposed estimator, t p are studied using following assumptions, (1 )
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Taking expectation on both sides of (28), we get the bias of proposed estimator t p as,
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Squaring both sides of equation (28), simplifying up to the first degree of approximation and taking expectation on both sides, we get the MSE of the proposed estimator as,
Efficiency comparison
The suggested estimator in equation (27) is better than the usual mean per unit estimator in equation (1) if,
The suggested estimator in equation (27) is better than the usual ratio estimator of Isaki (1983) 
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The suggested estimator in equation (27) is best among other competing estimators making use of auxiliary information in the form of various parameters of the auxiliary variable if,
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Numerical illustration
To justify the performance of the proposed estimator and the competing estimators of population variance of study variable under SRSWOR, we have used the data from Murthy (1967) on page 228. In the numerical example, the fixed capital is the auxiliary variable X and output of 80 factories is the study variable Y. The numerical values of the biases and the mean squared errors for the proposed and competing estimators have been computed for this data. The parameters for this data are given below, 20, 51.8264, 11.2646, 0.9413, 18.3549, 0.3542, 8.4563, 0.7507, 2.8664, 2.2667, 2.2209, 5.1500, 16.975, 11.825, 5.9125, 11.0625 .
The obtained results for proposed and competing estimators are represented in following Table 1 in the form of bias and mean squared error. 
Results
From Table 1 , it shows that the variance of mean per unit estimator is 5,393.89 which makes no use of auxiliary information. All the competing estimators of the population mean using auxiliary information have their MSE ranging from 2,820.06 to 3,925.16 showing that all are improved over mean per unit estimator. Among all competing estimators that make use of auxiliary information, the estimator of Maqbool and Javaid (2017) has least MSE of 2,820.06. As per our aim, it is further to be mentioned that the proposed estimator has MSE of 2,040.12, which is least among the class of all competing estimators using without and with auxiliary information of population variance of study variable under simple random sampling scheme.
Conclusions
In this paper, a ratio type estimator of population variance of study variable using information on tri-mean and the third quartile of the auxiliary variable has been suggested. The sampling properties that is bias and MSE of proposed estimator are derived correctly up to an approximation of degree one. The theoretical comparison of the proposed estimator is made with the competing estimators of population variance. The purpose of the estimation of the population parameter is to search for an estimator even biased, but its sampling distribution must be very close to the actual value of the parameter under study and so is for the population variance. The theoretical findings have been justified with the help of a dataset. Table 1 , shows that the proposed estimator is best among all competing estimators of population variance under simple random sampling scheme as it has least bias and MSE among the class of all mentioned competing estimator of population variance. Thus the scatteredness of the numerical values of the proposed estimator shows that its sampling distribution is very close to the real value of the population variance, since it has least mean squared error among all competing estimators of population variance. Therefore, it is expected to use the proposed estimator for improved estimation of population variance of study variable with auxiliary information.
