UNCOVERING BIOPHYSICAL PROPERTIES AND FUNCTIONS OF DISORDERED HISTONES USING COMPUTER SIMULATIONS by Wu, Hao
ABSTRACT





Doctor of Philosophy, 2020
Biophysics Program
Dissertation directed by: Professor Garegin Papoian
Institute of Physical Science and Technology
Department of Chemistry and Biochemistry
It is a crucial task for the continuation of every species to safely store genetic
information and precisely pass it on to the next generation. For all the eukaryotes
including humans, this mission is carried out by chromatin, a polymer chain con-
sisting of repeating structural units called the nucleosome, in which 146 bp of DNA
wraps around a histone protein octamer. In a typical eukaryotic cell, about two me-
ters of DNA is compacted into a micrometer-sized nucleus, where transcription and
replication activities are regulated in part via modulating chromatin’s condensation.
A comprehensive understanding of chromatin structure and dynamics provides the
necessary foundation for explaining the genome organization, which, for example,
will help better understand the mechanisms of diseases caused by epigenetic modi-
fications. As the building blocks of chromatin and nucleosome, the histone proteins
are the key players in chromatin structure regulation and epigenetic control. How-
ever, studying histones has been challenging in part because histone tails lack well-
defined structures, staying disordered when carrying out many functions. In this
dissertation, we focus on exploring the biophysical mechanisms related to these in-
trinsically disordered histones using computer simulations, carefully comparing our
results with related experiments. We present recent progress in the development and
applications of state-of-art molecular dynamics force fields for disordered histones
and histone-DNA interactions. We used these force fields to investigate the struc-
tural, dynamical, and thermodynamical properties of various disordered histones,
including histone tails, linker histones, and histone monomers, in the nucleosomal
environment. Our investigations have uncovered the structural preferences and bind-
ing/folding dynamics of these disordered histones, which provide novel insights into
how they aid chromatin condensation.
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Chapter 1: Introduction
Genetic inheritance is a fundamental process for all species enabling trans-
mission of their key characteristics to their offspring generation after generation.
Eukaryotes or more complex organisms, including human beings, store their genetic
material - deoxyribonucleic acid (DNA) - in the form of chromatin, a polymer chain
composed of histone proteins and DNA. In a typical eukaryotic cell, ∼ 2 meters of
DNA are packaged into the micrometer-sized nucleus via some hierarchy of chro-
matin structures. Understanding this complicated chromatin condensation process
is an important step for uncovering the biophysical mechanisms of the genome or-
ganization, including epigenetic diseases. Using extensive computer simulations,
compared with related experiments, this dissertation investigates histone proteins,
the essential building blocks of chromatin, to elucidate their role in regulating chro-
matin structure and also explores post-translational modifications from the biophys-
ical perspective.
In this introduction, I first present an overview of the biological significance of
chromatin and describe its hierarchy of structures. In the second part, I introduce
histones based on their subtype, sequence, structure, and function. In the third part,
I discuss the main methodology used in this dissertation, the AWSEM protein force
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field, and review its applications in chromatin and histone related studies. Lastly,
the contents of the subsequent chapters are outlined.
1.1 Overview of Chromatin Structure and Functions
Over a century ago, Walther Flemming observed some small fibers in cell
division and named them as “chromatin” based on their staining by certain dyes [1].
The behavior of the most condensed chromatin complex - chromosomes - were soon
found to be directly connected with rules of inheritance by a series of experiments
and theories by Theodor Boveri, Walter Sutton, and many other pioneer scientists
[2]. Since then, many biochemical studies discovered that chromatin consists of DNA
and histones, suggesting that their functions are related to genetic inheritance [3].
However, a closer look at the chromatin structure for a better understanding of its
biological significance was limited by experimental techniques for a long time. In
1973, 20 years after the milestone discovery of DNA’s double-helix structure [4], the
first microscopy-based visualization of chromatin revealed its repeating subunits
in a “beads on the string” manner [5–7]. The structural insights resulting from
the discovery of these subunits, called the nucleosome, established the fundamental
understanding of chromatin structure at an atomic length scale [8,9]. With the rapid
progress of modern microscopy techniques, especially cryogenic electron microscopy
(cryo-EM) [10] and stochastic optical reconstruction microscopy (STORM) [11], now
researchers can visualize three-dimensional chromatin structure in different phases
of the cell division cycle at very high spatial resolutions up to nanometer length
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scale [12–14], marking a new era of chromatin research.
Based on these extensive prior works, now we know that eukaryotic chromatin
is condensed in complex ways (Figure 1.1). At the smallest scale, about 146 DNA
base pairs (bp) wrap around a histone octamer, which consists of four types of hi-
stones H3, H4, H2A, and H2B, forming a nucleosome with a diameter of 11 nm.
The nucleosome particles are connected by linker DNA in a “beads-on-a-string”
manner. Another histone called H1 binds to the nucleosome to help fold the nu-
cleosomal arrays into a condensed chromatin fiber by regulating the short-range
inter-nucleosomal interactions. The diameter of this compacted chromatin fiber has
been assumed to be ∼ 30 nm [15]. However, whether this “30 nm fiber” really exists
in vivo has been highly doubted [16–18], with a new cryo-EM study finding that
most chromatin fibers are thinner in interphase and mitotic cells [13]. The thin
fibers are further compressed and folded as thicker fibers, which are tightly coiled
to create a chromatid of the chromosome [19].
These hierarchies of higher-order structure not only compact the long chro-
matin fibers so that they fit in the small cell nucleus, but also control genome
accessibility, the degree to which nuclear proteins can contact DNA, to regulate
gene expression and replication in different phases of the cell cycle. During inter-
phase, chromatin is generally less condensed, allowing DNA to be readily accessed
by transcription factors and translated into proteins. When cells start to divide in
metaphase, chromatin becomes the highly condensed chromosome, which ensures
genetic material is safely passed to the offspring cells. Even within a single phase,
chromatin accessibility can be extensively regulated by post-translational modifi-
3
Figure 1.1: Chromatin is folded via multiple condensation levels.
The different levels of chromatin structure are illustrated from smaller to
larger length scales (from bottom to up). Reprinted from [20], with per-
mission from Springer Nature, Nature Reviews Molecular Cell Biology,
Copyright (2017).
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cations (PTM) [21, 22]. A recently released database of chromatin accessibility in
human tumor cells paves the way for future cancer research on a large epigenetic
scale [23].
1.2 Histones: Chromatin Scaffold Proteins
Eukaryotic DNA cannot condense into chromatin without binding to the hi-
stone proteins. Histones proteins are highly alkaline and conserved across many
species. There are five major types of histones: H1, H2A, H2B, H3, and H4, where
H1 is the linker histone and the other four are core histones. In this section, we
introduce the structure and functions of different histone subtypes.
1.2.1 Core Histones
Eukaryotic core histones do not exist as stable monomers at physiological
conditions [24,25]. After translated into a polypeptide chain, one histone monomer
needs to interact with another monomer to fold into a well-defined structure, which
is assisted by multiple folding chaperones via intricate pathways [26]. The resulting
heterodimer has a unique structural motif called “histone fold” [27, 28], where a
disordered N-terminal tail is followed by three α-helices connected by two loops. In
particular, H3 binds to H4 and H2A binds to H2B in a head-to-tail fashion, called
“hand-shake” motif, to form the H3-H4 and H2A-H2B dimers. Two H3-H4 dimers
come together to form a tetramer, serving as a target for two H2A-H2B dimers to
bind and form a histone octamer. Approximately 146 bp of DNA wraps around this
5
histone core complex 1.65 times to produce the nucleosomal particle [29]. Figure 1.2
shows a graphical illustration of the structural hierarchy of nucleosome assembly.
Meanwhile, the actual nucleosome assembly process during DNA replication in vivo
is very complicated [30], involving many other chaperones and enzymes as revealed
by a series of experimental studies [31–38].
As the fundamental building blocks for chromatin condensation and organiza-
tion in the nucleus, the core histones have highly conserved sequences and structures
among most eukaryotic species [40]. Sequences of these four histone types are not
homologous, but their structures all adopt the histone fold motif [28]. Further ex-
periments and evolutionary studies reveal that the histone fold is not only restricted
to eukaryotic histones, but can also be found in some archaeal histones [41], tran-
scription factors [42], and other DNA-binding proteins [43]. It was proposed that all
these proteins share a common ancestor and belong to the same “histone fold super-
family”, with a similar dimerization pattern and DNA compaction functions [28].
Then during evolution, they differentiated into distinct types of proteins, serving
specific functions in more complex organisms, but their characteristic histone fold
structures were conserved.
1.2.2 Histone Tails
The core histones are not fully ordered: their terminal regions lack well-defined
secondary or tertiary structures. The amino-terminus (N-terminal domain) of H3,
H4, and H2B, and the carboxyl-terminus (C-terminal domain) of H2A and H2B are
6
H3 H4








Figure 1.2: Histone and nucleosome structure. Four types of core
histones form a complex and are wrapped around by DNA to form
a nucleosome. The figure only represents the structural hierarchy of
nucleosome based on the crystal structure at 1.9 Å resolution (PDB:
1KX5) [39]. It does not include detailed information on how the nucle-
osome is assembled.
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disordered at the physiological condition. These parts, therefore, are categorized
as “intrinsically disordered proteins/regions” (IDP/IDR), although they can form
partially folded structures at some specific conditions (temperature, pH, counte-
rions, presence of membrane, etc) [44]. These relatively short (∼ 10 - 40 amino
acids) regions are comprised of numerous positively charged residues, mainly lysines
and arginines. Histone tails contain also many glycines that tend to disrupt helical
structure formation. They tend to protrude outside the nucleosomal core and con-
tact negatively-charged DNA and also neighboring nucleosomes primarily through
electrostatically mediated interactions. These contacts regulate inter-nucleosomal
distances and higher-order chromatin structures [45].
Many major biological functions of histone tails are regulated through post-
translational modifications (PTM) [46]. Since the first histone acetylation was re-
ported by Allfrey et al. [47], more and more types of PTMs, including acetylation,
phosphorylation, methylation, and ubiquitination, among others, are mostly found
on histone tails [48] (see Figure 1.3 for histone tail sequences and possible PTM
sites). Post-translational modifications change the physical and chemical properties
of the side chains on the involved residues, such as their size, hydrophobicity, and
partial charge. These modifications will result in changes in affinity for chromatin
binders to the nucleosome, extending genetic information content and finely regu-
lating gene transcription and expression [49, 50]. For instance, the acetylation on
H4K16 inhibits the formation of compact chromatin fiber and activity of remodel-
ing enzyme ACF, thus modulating chromatin structure and transcription [51]. En-
hanced, reduced, or incorrect PTM on histone tails are commonly found in various
8
Figure 1.3: Histone tail sequences and possible PTM sites. Se-
quences of core histone tails (N-terminal tails for all four core histones,
C-terminal tails for H2A and H2B). Residues with possible PTM sites
are in red. Five different PTM are labeled with different colors as in
the legend. Adapted from [52], with permission from Springer Nature,
Nature Medicine, Copyright (2011).
tumor cells and can cause epigenetic diseases [52]. Hallmark PTMs, such as H4K20
trimethylation and H4K16 acetylation, lead to CpG island hypermethylation and
global genomic hypomethylation, imparting aberrant transcription patterns [53].
1.2.3 Linker Histone H1
Along with the other four histones mentioned above, the linker histone H1
is another essential type of histone in eukaryotic chromatin. Although falling into
the “histone” category, H1 markedly differs in structure, sequence, and function
from the core histones [54]. The H1 consists of ∼200 amino acids, including an
ordered globular domain and highly disordered N- and C-terminal domains (NTD
and CTD) [55]. H1 globular domain adopts a “winged helix” motif, where three α-
helices are connected by β-strands or turns [56] (see Figure 1.4), as opposed to the
well-known histone fold motif in the core histones. The sequences of H1 are much
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less conserved than the other four histones, especially in the terminal domains [57].
A handful of H1 subtypes with relatively low sequence similarity exist in different
sematic cells even within the same species, including one called H5 that is only found
in avian red blood cells [58].
The distinct features of H1 serve for its unique functions in the formation of
chromatin higher-order structure, gene expression, and DNA repair [54]. Instead
of being part of the nucleosome core particle, H1 binds with the nucleosome near
the entry/exit site of the linker DNA to form a fundamental complex in metazoan
chromatin called chromatosome [59] (Figure 1.4). This binding location may vary
for different histone variants and environmental conditions and has a strong regu-
latory effect for the chromatin condensation [60–62]. Moreover, the number of H1
molecules bound to one nucleosomal particle (H1-nucleosome stoichiometry) affects
nucleosome repeat length (NRL) and gene expression [63, 64] in distinct species
and cell types. Most H1 variants, especially the disordered NTD and CTD, are
also frequent targets of major types of post-translational modifications, which are
associated with many epigenetic cellular mechanisms [65].
1.3 Computationally Modeling Chromatin with AWSEM
The ubiquitous and important chromatin has been inspiring great research
interest in the last sixty years, during which the fundamental understanding of
its structure and function has greatly improved [3]. As reviewed above, many






Figure 1.4: Structure of H1 and chromatosome. The tripartite
structure of linker histone H1 is shown as a surface representation with
corresponding color labels. The zoomed-in secondary structure elements
of the globular domain are displayed in the upper-left box. H1 can bind
with a nucleosome particle to form a chromatosome (right panel). All the
molecular structures except for the H1 NTD/CTD are from the crystal
structure (PDB ID: 5NL0) [66], where the disordered NTD and CTD
are homology models generated with MODELLER [67].
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scales, benefiting from the rapid progress of instruments and technology. Various
experimental methods, such as X-ray crystallography [9], nuclear magnetic reso-
nance (NMR) [68], cryogenic electron microscopy (cryo-EM) [69], single-molecule
fluorescence resonance energy transfer (sm-FRET) [70], atomic force spectroscopy
(AFM) [71], stochastic optical reconstruction microscopy (STORM) [14], and Hi-
C map [72], have been successfully applied to study the structure, dynamics, and
functions of histones, nucleosome, and chromatin. However, it is still challenging
for the current experimental techniques to report on the dynamics of nucleosomal
arrays at near-atomic resolution, which could shed light on the mechanisms of chro-
matin condensation at different conditions. Moreover, although the disorder histone
regions have proven to be important for chromatin condensation and transcription
regulation, their structural preferences and dynamical behaviors are poorly char-
acterized, because it is difficult to track and identify them experimentally. It is
therefore desirable to develop novel methods to overcome these obstacles, enabling
new advances in chromatin biophysics.
While experimental studies remain the most direct and empirical approach for
chromatin research, computer simulations have risen as important complementary
and predictive tools to push the field boundaries [73]. As more accurate chro-
matin models emerge and with the revolution of computing power, theoretical and
computational scientists have made significant progress in solving a wide range of
chromatin-related problems at different time and length scales [74]. Recent im-
provements of parallel algorithms combined with powerful hardware even make it
possible to carry out short simulations of a chromatin system of a billion atoms,
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including around 427 nucleosomes (83 kilobases of DNA) [75]. However, the current
chromatin atomistic simulations are limited by huge computational expense, while
mesoscale models largely simplify the structure of chromatin and lack near-atomic
chemical accuracy. It is therefore desirable to develop a coarse-grained chromatin
model that is computationally efficient, enabling simulations of several nucleosomal
particles at sufficiently long timescales. Accurate modeling of disordered histone
regions is particularly important. Below, I will first focus on introducing one of the
most efficient and accurate computational models for this purpose - AWSEM - and
discuss its achievements and future challenges.
1.3.1 AWSEM: A Coarse-Grained Protein Model
The associative memory, water-mediated, structure and energy model (AWSEM)
[76] is a coarse-grained (CG) protein force field. As the latest successor of a series
of protein models [77–80] based on the funneled free energy landscape theory [81],
AWSEM represents one amino acid with three beads (Cα, Cβ, and O) and uses the
implicit solvent to accelerate simulations. The Hamiltonian of AWSEM is designed
to mimic the necessary intra- and inter-molecular interactions for a realistic protein
backbone and side chain geometry, which is elaborated below:
VAWSEM = Vbackbone + Vcontact + Vburial + VHbond + VFM, (1.1)
Vbackbone = Vcontact + Vchain + Vχ + Vrama + Vexcl, (1.2)
where the Vbackbone is responsible for peptide’s backbone potential, consisting of
Vcontact for backbone atoms connectivity, Vchain for the bond angle, Vχ for chirality,
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Vrama for desired dihedral angle distribution (i .e. Ramachandran plot [82]), and
Vexcl for excluded-volume effect. Vcontact dictates contact interactions between side
chains far away from each other and takes protein- and water-mediated effect into
consideration [80]. Vburial accounts for the effect of an amino acid being buried
inside the protein or exposed on the surface. VHbond is responsible for the formation
and stabilization of secondary structures. VFM introduces a bioinformatic structural
bias called “fragment memory” to help local structure formation. See the supporting
information of Davtyan et al. [76] for detailed formulae of each term above.
The original purpose of AWSEM and its predecessors was to study how an
amino acid sequence folds into a 3D protein structure, one of the most important
and enigmatic biological processes from the past century to today [83–85]. To predict
protein structure accurately, the parameters of AWSEM were optimized based on the
celebrated folding funnel energy landscape theory [81,86–88]. This theory states that
globular proteins have a single “native state”, located at a deeply “funneled” free
energy minimum, surrounded by a somewhat rugged energy landscape consisting
of non-native local minima. With this fundamental theory as the guideline, the
parameters in AWSEM are trained to maximize the ratio of folding temperature
over the glass transition temperature (Tf/Tg), so that the energy landscape of each
training protein becomes most deeply funneled and least frustrated [89]. The coarse-
grained (CG) representation of AWSEM, using three beads per residue, greatly
accelerates the simulation while still keeping a near-atomic structural resolution.
Compared with other CG protein models, a special feature of AWSEM is the water-
mediated interactions, which realistically mimic the behaviors of different side chains
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within an implicit solvent environment [80]. Another innovation was the fragment
memory term, which applies short structural bias on the target protein based on
prior knowledge of protein structures with similar sequences. This idea was inspired
by associative neural networks [90]. Combining all these features above, AWSEM
proves to be one of the most accurate and efficient force fields for protein 3D structure
prediction [91].
As an open-source package based on the widely-used molecular simulation
platform LAMMPS [92], AWSEM is highly extendable and allows for further mod-
ifications. To cope with different systems, many versions of AWSEM have been de-
veloped in combination with numerous advanced tools, such as direct coupling anal-
ysis [93], atomistic simulations [94], small-angle X-ray scattering experiments [95],
and structural refinements [96], to predict protein structure at high precision. In
addition to protein folding, AWSEM is also extensively used to study many other
protein-related problems, including membrane proteins with an implicit lipid bi-
layer [97], dimer interface association [98], multidomain protein misfolding [99],
amyloid aggregation [100], and protein-DNA interaction [101]. The major features
and applications of AWSEM are summarized in Figure 1.5.
1.3.2 Using AWSEM to Simulate Chromatin: Progress and Chal-
lenges
As an accurate and efficient protein model, AWSEM also has great potential


















Figure 1.5: The major features and applications of AWSEM. As
a protein force field with main features listed on the left panel, AWSEM
has been successfully used to study a wide range of protein-related sci-
entific questions listed on the right panel. Most of the subfigures, ex-
cept for the coarse-grained representation and fragment memory bias,
are reprinted or adapted from [76, 85, 97–101], with permission from
multiple publishers. Copyright (2012-2016), American Association for
the Advancement of Science, American Chemical Society, and National
Academy of Sciences.
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atomistic force fields, especially with the explicit solvent model, for time scales that
are of biological interest [102,103], because even the fundamental unit of chromatin
- the nucleosome - is a large system in atomistic representation (∼300,000 atoms
in total). On larger length scales, some mesoscale models are suitable to simulate
nucleosomal arrays and chromatin fibers [74, 104, 105], but detailed molecular in-
formation is ignored by extreme simplifications in these models. Benefiting from
its well-chosen coarse-grained representation, AWSEM can simulate nucleosomes at
affordable computational cost, at near-atomic resolution.
Among different parts of chromatin, histone assembly can be directly modeled
by the standard AWSEM since DNA is not involved. Zhao et al. performed a
series of computational studies on histone assemblies with AWSEM to investigate
the different dynamic and thermodynamic features of canonical and centromere
histone dimers and octamers [106, 107]. AWSEM can also be reasonably combined
with a CG DNA model [108, 109] to simulate a protein-DNA complex. Along with
other progress in developing AWSEM-DNA potential [101, 110, 111] that uses the
3SPN.2 CG DNA model [109], Zhang et al. simulated a single nucleosomal particle
and explored its unfolding and DNA unwrapping free energy landscape [111]. These
chromatin-related works shed light on various mechanisms of chromatin from unique
computational perspectives, meanwhile supported by or even predicting wet-lab
experimental results [112, 113]. The success of these studies indicates an intriguing
possibility of simulating larger scale nucleosomal arrays, possibly including other
chromatin related proteins such as transcription factors and chromatin remodelers
[114].
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As a continuation of previous successful AWSEM simulations of histones and
the nucleosome, we would like to move forward to investigate the structure and
dynamics of large-scale nucleosomal arrays. To comprehensively understand the
mechanism of chromatin condensation, we need to simulate an array of more than
one nucleosomal particles, including globular/disordered histones and DNA. With
these simulation trajectories of nucleosomal arrays with high-resolution structural
details, it will be promising to investigate the functions of each component of chro-
matin in regulating inter-nucleosomal conformations and the resulting changes of
the chromatin fiber structure. However, there have been still two major obstacles
to effectively simulating nucleosomal arrays with AWSEM.
The first bottleneck was the inability of AWSEM to model the disordered parts
of chromatin because AWSEM was initially designed to predict globular protein
structure and has some potentials that are incompatible with IDP. The histone tails
and linker histone NTD/CTD belong to intrinsically disordered proteins (IDP) [115],
having very different structural and dynamic features from globular proteins. For
instance, most IDPs are found in more extended global conformations and contain
less ordered secondary structure elements than globular proteins. Without addi-
tional modification and calibration, AWSEM will incorrectly treat IDP as globular
proteins, reducing the accuracy of IDP and chromatin simulations. Therefore, it
was desirable to develop a new version of AWSEM that could treat both globular
and disordered proteins.
The second challenge to overcome has been the lack of an accurate and efficient
protein-DNA potential in AWSEM. The current development of AWSEM-DNA is
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still in an early stage, with many practical limitations such as the lack of systematic
calibration for nucleosomes and lack of parallel computing efficiency. Previous re-
lated studies [101,110,111] of various protein-DNA systems used different strategies
to develop their own specially modified version of AWSEM. It is crucial to converge
on a universal and well-calibrated protein-DNA interaction potential in AWSEM
for simulating general protein-DNA complexes, including nucleosomal arrays. More
importantly, AWSEM-DNA has only been used to model relatively small molecular
complexes. To simulate nucleosomal arrays is a much more computationally ex-
pensive task, which requires additional parallel computing improvements such that
biologically meaningful timescales can be reached.
This dissertation research has striven to overcome the two obstacles mentioned
above by developing a new generation of the AWSEM force field and applying it
to study different chromatin related problems. We anticipate that the body of this
work will pave the way for more accurate and efficient simulations of large-scale
nucleosomal arrays.
1.4 Outline of Chapters
In this dissertation, we have developed and applied the AWSEM force field
to investigate the structure and dynamics of disordered histones and reveal their
relevant biological functions in chromatin folding. Chapter 2-4 are all independent,
yet logically connected research projects on different types of histones, from the H4
histone tail to the linker histone H1 and histone monomers/dimers.
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In Chapter 2, we report on a new generation of the AWSEM force field,
AWSEM-IDP, that can be used to study disordered proteins. This new model can
simulate IDPs with high accuracy and efficiency. It was validated by comparing with
various experimental and computational studies of H4 histone tail and other IDPs.
AWSEM-IDP serves as a basis for further IDP researches, especially the disordered
histone subdomains in the nucleosomal environment.
Chapter 3 is a comprehensive study on the dynamics and functions of the
disordered linker histone H1 when bound to the nucleosome. Using a state-of-art
hybrid protein-DNA model, including AWSEM-IDP, we simulated the full-length H1
in complex with a nucleosomal particle to investigate their binding conformational
preferences and dynamics. We found that the H1 disordered terminal domains par-
ticularly confine the conformation and dynamics of both the globular domain and
linker DNA arms, resulting in a more compact and rigid H1-nucleosome complex.
Our results uncover the dynamics of H1 disordered domains at a near-atomic reso-
lution for the first time.
In Chapter 4, we report on the fundamental mechanism of histones folding
from dynamical and thermodynamical perspectives. Using molecular dynamics
simulations and NMR/circular dichroism experiments, we found that the histone
monomers cannot fold independently. Instead, two histone monomers undergo a
“coupled-folding upon binding” process to fold as a dimer. Based on our further
simulations and analyses, we propose that this folding mechanism may be opera-
tional for other proteins with the histone fold structure, enhancing the complexity
of corresponding functions in higher organisms during evolution.
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Finally, Chapter 5 summarizes these studies and suggests future research di-
rections in computationally modeling chromatin condensation using AWSEM. Ap-
pendices A, B, and C elaborate on the supporting information of Chapters 2, 3, and
4.
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Chapter 2: Development and Application of AWSEM-IDP: A Force
Field for Intrinsically Disordered Proteins
This chapter is based on the published work of the authors: Hao Wu, Pe-
ter G. Wolynes and Garegin A. Papoian; AWSEM-IDP: A Coarse-Grained Force
Field for Intrinsically Disordered Proteins; The Journal of Physical Chemistry B,
122(49):11115-11125 (2018) [116]
2.1 Introduction
Intrinsically disordered proteins (IDPs) and structured proteins containing in-
trinsically disordered regions (IDRs) are ubiquitously found in the proteomes of
higher organisms. These elements carry out a variety of critical biological func-
tions despite their structurally disordered nature [115,117–121]. Extensive progress
in investigating IDPs in the last twenty years has highlighted the limits of the
classical fixed structure-function paradigm of molecular biology [122], suggesting
several new mechanisms, including “coupled folding and binding” along with oth-
ers [123–128]. While many studies treat IDPs as conformational ensembles hav-
ing no well-defined secondary and tertiary structures, it has more and more been
recognized that certain types of structural order are encoded in the overall disor-
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dered state [102, 106, 129–132]. Hence, numerous experimental studies, employing
solution-based techniques, such as nuclear magnetic resonance (NMR) [133] and
small-angle X-ray scattering (SAXS) [126], have investigated various classes of IDPs.
Generally, these methods provide only ensemble-averaged measurements, although
more recently complete distributions of structural variables have become available
through single-molecule observations based on Förster resonance energy transfer
(FRET) [133]. Nevertheless, it remains challenging to capture experimentally the
detailed structural dynamics of IDPs. To address this blind spot, and also help
guide further experiments, computational approaches have come to play an increas-
ingly important role, in illuminating the molecular nature of IDPs’ conformational
ensembles [130,131,134,135].
Different computational methodologies have been used to study IDPs, includ-
ing models that require specific experimental inputs as well as de novo molecu-
lar dynamics (MD) simulations at the all-atom level which do not use experimen-
tal data [136–138]. Methods such as the energy-minima mapping and weighting
method (EMW) [139], ASTEROIDS [133], and the ENSEMBLE program [140], usu-
ally take experimental constraints to generate a best-fitted IDP ensemble through
back-calculation from specific experiments on each system. These methods almost
exclusively rely on fitting the experimental data, using only relatively simple energy
functions to describe the chain. In contrast, traditional atomistic MD simulations at-
tempt to model IDPs at the same high structural resolution employed in developing
X-ray crystal structures. De novo approaches provide the possibility of discovering
new conformations of completely unexpected types. Yet, obtaining adequate sta-
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tistical sampling of the configuration space of IDPs utilizing purely atomistic MD
simulations is quite challenging, requiring very long runs at a high computational
expense. These studies have also already given the impression that atomistic force-
field inaccuracies are significant for modeling IDPs [141–144]. Coarse-grained (CG)
models, on the other hand, replace atomistic details with a coarser description that
can be more rapidly simulated. By having higher computational efficiency coarse-
grained models dramatically broaden the exploration of the conformational space
of IDPs and IDRs [98, 145–150]. Most of the earlier CG models used for IDP sim-
ulations have employed generic polymer physics approaches and have neither been
systematically benchmarked against experiments reporting on the properties of the
structural ensembles sampled by IDPs nor, alternatively, by being benchmarked
against comprehensive atomistic simulations. Therefore, it is desirable to develop
a transferable CG force field for IDPs that aims to reproduce the salient structural
features of IDPs, namely the extended geometry of the chain and the nature of their
conformational disorder, in particular, by taking into account sequence-specific ef-
fects.
We might ask: Why has it been so hard to model “intrinsically disordered
proteins”? Two fundamental reasons arising from their statistical physics:
First: “Intrinsic disorder” implies, by its definition, large fluctuations in struc-
ture. If one were to use thermodynamic perturbation theory to treat any errors in
individual terms in the force field as perturbations on the perfect model, one would
see that the sensitivity of any average structural feature to small errors in the po-
tential directly depends on the correlated fluctuations in the unperturbed ensemble
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of those structural features to be monitored and the energetic error terms (which
are themselves structural variables!). Thus, ipso facto, an intrinsic disorder with its
large structural fluctuations then implies there will be high sensitivity of the average
structure of an IDP to modeling errors.
Second: Sequence disordered polymers exhibit many phase transitions that
all meet near multiple points in the phase diagram: collapse, folding, liquid crystal
order, etc [151]. Making a small error in the force field that fails to locate properly
which part of the diagram the molecule is in thus has big consequences. This
difficulty is unlike what happens for simulations of well-ordered globular proteins
where it can be assumed, at the start, that the system is weakly fluctuating in the
fully ordered part of the phase diagram and thus in the most insensitive part of the
phase diagram! Simulations can be started from near-native conformations, biasing
the system to fluctuate less for example. Remember Pauling was led to the main
themes of secondary structure in well-ordered proteins without even considering
such important forces as hydrophobicity! His force field was poor, but his structures
were excellent.
At the same time that we see that the structure of an intrinsically disordered
protein must be sensitive to the details of the force field owing to the big fluctua-
tions of IDPs, likewise thermodynamic perturbation theory by the same token also
suggests that the thermodynamic consequences of making these structural errors
are small because the system is soft! In other words, there will be entropy/energy
compensation. In this way, we see that very often less than perfect structural sim-
ulations will still get global mechanism right due to compensating contributions.
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Biology and thermodynamic can forgive modest modeling errors.
The Associative-memory, Water-mediated, Structure and Energy Model (AWSEM)
[76], which has been successfully applied to study globular protein folding [76], pro-
tein recognition and binding [98,106], aggregation [152], membrane proteins [97,153],
protein-DNA association and functional transitions [101,110,111], provides a promis-
ing opportunity for predictive simulations of IDPs. It is a coarse-grained model that
has been developed using concepts from the energy funnel theory of folding of glob-
ular proteins and structural data on well-folded proteins. It contains both physics-
based potentials and bioinformatics-motivated local structural biasing terms [91].
The synergy among the biophysical and bioinformatic potentials provides the needed
flexibility for AWSEM’s further development to simulate IDPs. For instance, spe-
cific potential terms can be tuned to regulate the formation of protein secondary or
tertiary structures. The local structure biasing term can be drawn from diverse data
sources including experiments [76] or from in silico simulations of more elaborate
fully atomistic models [94,154].
In this article, we introduce “AWSEM-IDP”, a new coarse-grained model spe-
cialized for simulating IDPs. It is based on the standard AWSEM, but three major
changes have been made: (1) the weights of the hydrogen bonding potentials have
been modified to reflect the reduced propensities for secondary structure formation
characteristic of IDPs; (2) the local fragment library is derived from either IDP ex-
periments or structural ensembles obtained from atomistic simulations; (3) a novel
radius of gyration (Rg) term is added into the AWSEM Hamiltonian to regulate
finely the collapse of the chain, enabling delicate control of its size fluctuations.
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We tested the performance of AWSEM-IDP on two examples: the H4 histone tail
(H4 tail) and ParE2-associated antitoxin 2 (PaaA2). H4 tail is 26-residues long
and largely lacks any secondary structure. PaaA2 is 71-residues long but has clear
secondary structural elements in an extended chain geometry. Both sets of simu-
lations show significant agreement between the AWSEM-IDP generated ensembles
and the corresponding experimental measurements or atomistic simulations. We
also carried out energy-landscape analyses of these IDPs, comparing the energy dis-
tributions with those found for globular proteins. Finally, we used thermodynamic
perturbation theory to calculate how IDPs’ structural propensities depend on the
details of the potential, finding the responses of structural variables to force field
perturbations are at least an order of magnitude larger than the same responses for
globular proteins.
Altogether, this study introduces AWSEM-IDP as a transferable model for
simulating various types of IDPs, whose computational efficiency allows broad, well-
converged sampling of the disordered ensemble. It should be particularly useful for




AWSEM-IDP is a specialization of AWSEM [76], a coarse-grained protein
force field, where each amino acid is represented by the positions of Cα, Cβ (H for
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glycine) and O atoms. The coordinates of other heavy atoms are calculated following
the ideal peptide geometry. The total Hamiltonian of AWSEM-IDP, which largely
coincides with that of AWSEM, is given below,




FM + VRg , (2.1)
where Vbackbone ensures protein-like backbone connectivity and stereochemistry,
Vcontact and Vburial describe water- and protein-mediated tertiary interactions and
also the preferences for each amino acid to be buried or exposed. Detailed definitions
of the first five terms are provided in the references [76,91]. In this work, we report
on tuning the parameters for the V ′Hbond and V
′
FM terms for IDP simulations, hence
denoting these terms with a single prime notation. We also introduce here a new
VRg term, which allows for the control of the collapse and the size fluctuations of an
IDP chain. In the following subsections, these three terms are introduced in greater
detail.
2.2.1.1 Hydrogen Bonding Potential
V ′Hbond is a sum of three hydrogen bonding terms, as shown in eq 2.2,







where Vβ favors formation of well-structured hydrogen bonding networks in
β-sheets, VP−AP enables a protein chain to adopt approximate parallel or anti-
parallel β-sheet conformations before more detailed hydrogen bonds are fully formed,
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λ′helical indicate the corresponding weights of these potentials. These terms have
been described in detail elsewhere [76,91].
IDPs show a lesser propensity to form secondary structure elements than do
globular proteins. Collapsing itself tends to increase secondary structural content
[151]. Doubtless, the tendency to form secondary structure is also reinforced by a
minimally frustrated correlation between secondary and tertiary interactions [151,
155–157]. In our test simulations we found that with the default VHbond setup, IDPs
already tend to form more stable secondary structures than are seen in experiments.
Therefore, while for AWSEM-IDP we kept the functional forms of these hydrogen





helical, such that the resulting α-helix and β-sheet propensities are
more appropriate for IDPs and IDRs (see Appendix A for further details of this
calibration).
2.2.1.2 Fragment Memory Potential
V ′FM is a bioinformatic fragment memory (“FM”) potential that structurally
biases short fragments of the protein chain, typically 3 - 9 residues at a time, to-
wards conformations that are based on “memory” structures. In AWSEM the latter
memory terms have been selected by matching the fragment sequence to sequences
of proteins in the globular protein structural database, usually selected from the
PDB (see Figure 2.1),
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Figure 2.1: Schematic diagram of the fragment memory terms
in AWSEM and AWSEM-IDP. In both AWSEM and AWSEM-IDP,
the target sequence (green) is assigned into short local segments (red).
Then structural fragments called “memories” (blue) are chosen to bias
the local segment. The original forms of AWSEM search for fragment
memories from the PDB database, while AWSEM-IDP utilizes NMR
ensembles or atomistic simulation trajectories to construct the fragment
library. The example sequence shown here is the amino-terminal domain
of phage 434 repressor (PDB ID: 1R69).
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In eq 2.3, the outer summation is carried out over aligned fragment memories,
while the inner summations are carried out over all possible pairs of Cα and Cβ that
are separated by two or more residues. rij is the distance between ith Cα and jth Cβ
atom in the target sequence and rmij is the corresponding distance in the memories.
σij = |i− j|0.15 is the tolerance factor for gauging similarity between two distances.
λFM sets the overall weight of the FM term.
As shown in Figure 2.1, the fragment memory library in the standard form
of AWSEM is constructed from structures in the PDB database, with the specific
memory conformations selected based on the similarity between the target sequence
and the individual memory sequences. This approach is not optimally suited for
studying IDPs or the disordered regions in globular proteins [76], because most
structures in the PDB, which serve as templates for potential fragment memories,
belong to globular proteins having a significant amount of secondary structure that
has been partially induced by the supporting tertiary structure. This bias, in turn,
typically will result in an overestimation of secondary structure formation in IDPs
or IDRs. Therefore, in AWSEM-IDP we have decided to rely instead on taking
fragment memories either from the representative snapshots of the target protein
carried out using atomistic simulations, similar in spirit to the way it was done in
atomistic AWSEM [94, 158], or by taking them from the experimentally obtained
structural ensembles for these peptide fragments, since these ensembles are expected
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to describe more accurately the realistic conformational details [159].
2.2.1.3 Rg Potential
The standard AWSEM can accurately predict the size of globular proteins.
However, for some disordered proteins highly extended in physiological conditions,
the AWSEM Hamiltonian tends to over-collapse the IDP chain, especially for longer
ones. To remedy this deficiency, we propose a new VRg term in AWSEM-IDP in the
following expression,
VRg =
DN + α(Rg − γR0g)2
1 + β(Rg −R0g)4
, (2.4)
where N is the number of residues in the target sequence, R0g is the desired
value for the average of the radius of gyration, which typically can be determined
by the average Rg values from FRET or SAXS experiments. α and β modulate the
width of the VRg curve, thus modulating the degree of allowed fluctuation in degree
of collapse. The intensity of the potential is controlled by D. The values of α, β,
and D should be carefully selected to reasonably modulate the Rg distribution of
simulated molecules. In this paper, these parameters were determined by fitting
the experimental or atomistic simulation data empirically (see more in the following
part on force field parametrization).
The major advantage of this potential over the more commonly used alterna-
tives, such as harmonic or Morse potentials for the radius of gyration, is the ability
of this term to sculpt more flexibly the potential profile (Figure 2.2). In particu-
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Figure 2.2: The VRg potential introduced in this work allows
for more powerful control of chain fluctuations of IDPs than
the harmonic and Morse Rg potentials. The harmonic potential
(orange) and Morse potential (green) tend to restrain Rg in a narrow
potential well with a steep energy barrier away from the ideal Rg value.
In comparison, VRg (blue) shows a shallow bottom and allows the chain
to escape the restraint.
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lar, this potential allows the simulated chain to overcome the unrealistically large
energy barriers for expansion of the chain that arise from the harmonic well much
in the way the Morse potential does. The chain collapse potential therefore allows
accessing extended chain conformations characteristic of IDPs, while separately con-
trolling the extent of the fluctuations at the bottom of the potential profile. In this
way, eq 2.4 goes beyond what can be done with the Morse potential. The width,
depth, and slope of the VRg can all be carefully adjusted to regulate both the general
collapse and the distribution of accessible conformations of the IDP chain. Hence,
this potential could be useful not only in IDP simulations but also in computational
studies of various other biological and artificial polymer chains, where more precise
control of collapse dynamics is needed.
2.2.1.4 Force Field Parametrization
We used a two-step protocol to calibrate the modified and new parameters
in AWSEM-IDP. Since V ′Hbond and V
′
FM both account for local structure, these two
terms were parameterized first. After local secondary structures were reproduced
sufficiently and faithfully close to the targets from atomistic simulations or experi-
mentally determined structural ensembles, the parameters in VRg were subsequently
optimized. The parameters obtained for the V ′Hbond, V
′
FM , and VRg terms in the
current model are listed in Table 2.1. A detailed description of the parametrization
procedure is provided in Appendix A.
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Table 2.1: Typical IDP parameters used in AWSEM-IDP








λ′FM 0.001 - 0.002 kcal/mol
VRg
D -0.2 ∼ -0.8 kcal/mol
α 0.001 kcal/mol·Å−2
β 0.0005 ∼ 0.003 Å−4
γ 1.0 ∼ 1.3
2.2.2 Testing Models
The wild-type N-terminal H4 histone tail (H4 tail) and ParE2-associated an-
titoxin 2 (PaaA2) are both well-studied IDPs with important biological functions
in regulating eukaryotic chromatin folding [160, 161] and prokaryotic cell growth
and death [162, 163], respectively (Figure 2.3). These two IDPs were chosen as the
test systems to evaluate the performance of AWSEM-IDP because they have quite
distinct chain lengths, with rather different characteristics of their respective con-





Figure 2.3: The experimental structures and sequences of H4
tail and PaaA2. (A) X-ray crystallography structure of the H4 tail in
the context of the encompassing nucleosomal particle (PDB ID: 1KX5).
(B) NMR ensemble structure of PaaA2 (PDB ID: 3ZBE). Amino acid
sequences are shown under the corresponding structures.
structure elements, while PaaA2, on the other hand, is a longer IDP and is more
extended with two preformed α-helices. The specific parameters for these targets
are listed in Appendix A.
2.2.3 Simulation Details
We performed all molecular dynamics simulations using the open-source sim-
ulation package LAMMPS (Feb 2016 version), in which both the original AWSEM
and AWSEM-IDP codes have been implemented [76]. We used non-periodic shrink-
wrapped boundary conditions and the Nose-Hoover thermostat. The simulation
timestep was set at 2 fs. We unfolded the initial structure at 800 K to generate a
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random peptide chain as the initial conformation and then slowly cooled down the
system from 800 to 300 K over 5× 105 timesteps. Then we ran 10 production simu-
lations at 300 K for 1.5× 107 timesteps, recording snapshots every 1000 timesteps.
The clock time to perform one production run on a single CPU core is around 1 hour
(for H4 tail) and 4 hours (for PaaA2), ∼100 times faster than a standard atomistic
MD simulation of the same molecule with explicit solvent. The first 5×106 timesteps
of trajectories were discarded as the equilibration phase. All the analyses reported
below are based on the final 1 × 107 timesteps. The convergence of all simulations
was confirmed by the root mean square inner product analysis [164] (see Appendix
A and Figure A.1 for details).
2.2.4 Analyses
Since AWSEM is based on a coarse-grained (CG) representation of amino
acids, we converted the CG beads into more elaborate atomistic representation
based on ideal peptide backbone geometry [76]. We determined secondary structure
assignments in simulations by STRIDE [165] implemented in VMD (version 1.9.2).
We also calculated the radius of gyration (Rg) and end-to-end distance (De2e) of
structures in the ensembles as global structural metrics using Cα atoms coordinates.
Particularly for PaaA2, we compared our simulations with the NMR and SAXS
experimental results that are available online [166]. We determined the secondary
structure of PaaA2 from NMR chemical shifts data on the BioMagResBank database
[167] (BMRB entry: 18841) with the δ2D method [168], which translates a set of
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chemical shifts into probabilities of secondary structure elements. We also computed
theoretical SAXS intensities from simulations with CRYSOL (version 2.8.2) [169]
and compared with experimental results.
To measure the heterogeneity of ensembles, we employed the distribution of
pairwise structural overlap values: q. This pairwise q quantifies the structural sim-
ilarity between any two conformations and the formula for the pairwise q between

















where riab represents the Cα distance between residue a and b for structure i,
σab = (1 + |a − b|)0.15 is the resolution of this metric, and Npairs is the number of
a and b pairs summed for all possible choices. The range of pairwise q is from 0
to 1, the higher values indicating stronger structural similarity between conforma-
tions. Hence, the shape of the pairwise q distribution reflects the heterogeneity of
the corresponding structural ensemble. Pairwise q distributions have been used to
elucidate the intrinsic conformational preferences and the structural heterogeneities
of histone tail conformation ensembles in previous simulation studies [130,131].
2.3 Results and Discussion
We first describe the results of AWSEM-IDP calculations for the two test sys-
tems, H4 tail (Section 2.3.1) and PaaA2 (Section 2.3.2), comparing our results with
either atomistic simulations or experimental data. In the third subsection, we then
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characterize the secondary and tertiary structural properties of H4 tail and PaaA2
and some well-folded globular proteins from the energy landscapes perspective (Sec-
tion 2.3.3).
2.3.1 Coarse-Grained Simulations of H4 Tail
We first applied AWSEM-IDP to the H4 histone tail, which is 26-residues long
and has no prominent secondary structure elements (Figure 2.3). Winogradoff et al.
[132] previously performed atomistic replica-exchange molecular dynamic (REMD)
[170] simulations of the H4 tail at 300 K for 6 µs in total, using the amber99SB* [171]
and ions94 [172] force fields with TIP3P water model. We randomly selected 100
conformational snapshots from those atomistic simulation trajectories to construct
the fragment memory database for AWSEM-IDP.
We characterized the distribution of the chain sizes as measured by the ra-
dius of gyration, Rg of the H4 tail, calculated from both the atomistic [132] and
the AWSEM-IDP simulations (Figure 2.4A). The average Rg value from AWSEM-
IDP (8.2 ± 0.8 Å) reproduces well its atomistic simulation counterpart (8.6 ± 1.4
Å). Furthermore, the Rg probability distributions from atomistic and AWSEM-IDP
simulations significantly overlap. Both distributions exhibit long tails stretching
towards larger Rg values that correspond to extended chain conformations. Note
that the Rg biasing potential, introduced in this work, provides enough flexibility
to control the complete Rg distribution, not only the average value of the radius
of gyration, enabling more accurate modeling of the H4 tail in more extended con-
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formations. Interestingly, previous in silico studies revealed that histone tails can
change their degree of chain condensation with different post-translational modifica-
tions and salt concentrations [131,132,173]. By tuning the Rg potential, we can thus
nudge histone tails to explore specific regions of chain extension (Figure A.2), pro-
viding a basis for more accurate coarse-grained modeling of polynucleosomal arrays
in future studies.
We examined the heterogeneity of the structures sampled in AWSEM-IDP and
all-atom MD simulations by measuring the distributions of the pairwise q (Figure
2.4B). A similar level of structural heterogeneity was found in both the atomistic
and the AWSEM-IDP simulations. The average pairwise q obtained from AWSEM-
IDP (0.33 ± 0.07) however is slightly larger than that found from atomistic MD
(0.27 ± 0.07), possibly resulting from AWSEM’s tendency to over-structure protein
chains. [174]
In addition to comparing the global characteristics of chain conformations,
we also analyzed the local propensities for the secondary structure formation. Be-
cause the H4 tail is intrinsically disordered, lacking a well-defined secondary struc-
ture [130–132], we used the combination of coil and turn probabilities as a metric
of local structural disorder and heterogeneity (Figure 2.4C). This comparison in-
dicates that AWSEM-IDP replicates the amount of flickering secondary structures
observed in atomistic simulations with relatively high fidelity. In both atomistic and
AWSEM-IDP simulations, the coil + turn probabilities fluctuate around 90%. This
particularly high level of disorder is not surprising because of the high proportion of




Figure 2.4: AWSEM-IDP captures reasonably well the structural
features of the H4 tail obtained from atomistic simulations. (A)
The probability distributions of Rg indicate similar global overall prop-
erties of AWSEM-IDP (red) and atomistic (blue) simulated ensembles.
Representative snapshots at the average Rg values of the corresponding
distributions are displayed for the atomistic (blue) and AWSEM-IDP
(red) simulations. (B) The probability distributions of pairwise q demon-
strate a somewhat shifted, but roughly similar structural heterogeneity in
AWSEM-IDP and atomistic MD. (C) Local disordered secondary struc-
tural propensities (coil + turn) from atomistic and AWSEM-IDP results
are close.
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amino acid sequence (Figure 2.3A). Overall, these comparisons reveal robust agree-
ment between the conformational ensembles sampled by atomistic simulations and
those sampled by AWSEM-IDP simulations. In particular, the results obtained from
AWSEM-IDP simulations of the H4 histone tail more faithfully reflect the atomistic
results than do those found using the standard AWSEM force field (Figure A.3).
2.3.2 Coarse-Grained Simulations of PaaA2
We also tested the performance of AWSEM-IDP on another disordered protein,
PaaA2. PaaA2 is relatively longer (71 residues) than H4 histone tails and has more
stable secondary structural elements, namely two α-helices (Figure 2.3B). Sterckx
et al. [166] calculated a PaaA2 ensemble based on NMR and SAXS experimental
results. We used all 50 structures from their ensemble as the fragment memory
library in our subsequent simulations.
We first analyze the AWSEM-IDP sampled ensemble by projecting the con-
formational space onto two collective variables, Rg and end-to-end distance (De2e),
(Figure 2.5A). The resulting two-dimensional landscape topography reveals three
well-connected conformational basins (labeled as i, ii, and iii in Figure 2.5A), with
moderate energy barriers of ∼ 2 kBT , suggesting high conformational lability.
To quantify further the simulation results, we compare the locations of the
free energy basins to those inferred from the experimentally guided structural en-
semble [166]. All three free energy basins are located near the average Rg (20.8 ±







Figure 2.5: AWSEM-IDP simulations agree well with experi-
ments in the global and local structures of PaaA2. (A) The
free energy landscape of PaaA2 is projected on the coordinates of Rg
and De2e. The vertical and horizontal lines in the figure are the aver-
age Rg and De2e from the experimental ensemble calculated based on
NMR and SAXS data in Sterckx et al. [166] Representative structures
are shown for the experimental ensemble (green) and different basins in
AWSEM-IDP simulations (red). (B) The two helical structures in both
experimental ensemble (green) and δ2D calculation from NMR chemical
shifts data (blue) are well replicated by AWSEM-IDP simulations (red),
with similar positions and probabilities. (C) The AWSEM predicted
SAXS curves and the related Guinier plot (inset figure). Experimental
errors are labeled by the gray shade.
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ing consistency between the chain dimensions of the simulated and experimental
ensembles. The experimentally guided structural ensemble gives a range of 30 ∼ 62
Å for the end-to-end distance De2e, covering the largest free energy basin explored
by AWSEM-IDP. The average value 46.0 Å is marked with a horizontal green dotted
line in Figure 2.5A. Notice that the two other free energy basins have lower De2e
values than the experimental reference. This again could arise from the tendency
of AWSEM to over-collapse or represents subpopulations that are too small for ex-
periments to see or absent under a particular experimental condition. As shown in
the most probable simulated ensembles, the Rg potential mitigates the over-collapse
tendency of the standard AWSEM. It still cannot entirely avoid molecular artificial
collapse, but significantly improves model performance.
Beyond global analyses of the chain conformations, we also looked into the lo-
cal structural details of ensemble members. The PaaA2 experimental ensemble [166]
indicates two prominent α-helices, connected by a highly flexible loop (Figure 2.3B).
This topology is important for carrying out some of the significant biological func-
tions of PaaA2, such as the molecular recognition driving toxin inhibition [166,175].
To analyze this structural feature, we calculated the average α-helical tendency of
all the PaaA2 residues along the simulation trajectory. As seen in Figure 2.5B,
PaaA2 has two well-defined α-helices in AWSEM-IDP simulations (shown in red).
Moreover, both the positions and structural probabilities of these helices are quanti-
tatively consistent with those in the experimental ensemble (green), as well as with
the helical probabilities calculated directly from the NMR chemical shifts data [166]
by the δ2D method [168] (blue). This agreement suggests that AWSEM-IDP can
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reproduce reasonably well the local structural details obtained from experimental
measurements. By contrast, in the standard AWSEM simulations, the first helix
comes out as too long in comparison to the NMR determination (Figure A.5B). Re-
ducing the weight of the helical structure formation term (λ′helical) in AWSEM-IDP
is necessary to improve the modeling of secondary structures of disordered proteins.
Besides the experiment-guided ensemble and NMR chemical shifts signal, we also
compared the simulation results to the SAXS experimental data [166] (Figure 2.5C).
The experimental and simulated curve overlap with high precision for s < 0.10 Å−1.
For greater s, the small deviations indicate less extended structures in simulations
than found in experiments. The slopes of the Guinier plot (log(I(s)) versus s2)
show similar global structures in experimental and simulated ensembles with close
Rg values. This comparison indicates both ensembles have similar global size.
2.3.3 Analyzing IDPs from the AWSEM-Specific Energy Landscapes
Perspective
We discuss and quantify in this section the role of those AWSEM-IDP energy
terms that provide the most important contributions to the formation of secondary
and tertiary structure. In the AWSEM-IDP Hamiltonian, the formation of protein
secondary structures primarily results from the effects of two potential terms, VHbond
and Vrama. VFM also commonly contributes to local structure formation, but we
must remember the fragment memories for IDPs do not necessarily carry directly
the signals for conventionally well-defined helical or extended secondary structure.
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Residual tertiary interactions in IDPs, on the other hand, arise largely from the
terms Vcontact and Vburial, where Vcontact indicates water-mediated or protein-mediated
interactions between pairs of amino acids distant in sequence, and Vburial governs the
burial preference a particular residue. We define the secondary and tertiary average








〈Vcontact + Vburial〉 (2.7)
Following these definitions, we calculated 〈Esecondary〉 and 〈Etertiary〉 for H4
histone tail and PaaA2, along with these analyses for two globular proteins (PDB:
1R69, 1UBQ) and one mostly globular protein with a disordered tail (PDB: 1UZC).
These data are plotted in Figure 2.6. As one could have anticipated, both the
H4 histone tail and PaaA2 have higher 〈Esecondary〉 and 〈Etertiary〉 than the three
ordered proteins. Between the two IDPs, PaaA2 has lower average secondary struc-
ture energy compared with the H4 tail. The average tertiary energy of the H4 tail
is approximately equal to PaaA2, however, with a similar level of fluctuations. This
comparison suggests that PaaA2 and H4 tail may potentially belong to two differ-
ent classes of IDPs: PaaA2 has stable secondary structural elements but is lacking
tertiary organization, while H4 tail may be relatively collapsed but lacks stable sec-
ondary structures. 1R69 and 1UBQ, which are well-folded globular proteins, are
characterized by lower secondary and tertiary structure energies than IDPs have, as




Figure 2.6: Means and variances of AWSEM-specific energies
corresponding to secondary and tertiary structures can effi-
ciently demarcate protein disorder. The average energies and cor-
responding standard deviations for secondary and tertiary structures are
shown for all simulated proteins (H4 tail: blue; PaaA2: green; 1UZC:
red; 1R69: cyan; 1UBQ: purple). Initial conformations of each protein
are illustrated accordingly. The dashed line serves as a qualitative bor-
der between the ordered and disordered proteins. All energies are in the
units of kcal/mol.
mediate behavior: low secondary structure energy but destabilized tertiary structure
energy. Table A.1 and Figure A.6 elaborate on additional term-by-term contribu-
tions from other terms of the AWSEM Hamiltonian and also temporal evolution of
Esecondary and Etertiary during MD runs.
We see that the analyses more or less correspond to our intuitions about the
differences between IDPs and well-structured globular proteins. Still more telling
differences can be seen in the fluctuations and corresponding modeling sensitivities
as monitored by susceptibilities or response functions. We calculate the sensitivities
of the radius of gyration and the helical occupation probabilities. Both of these, as
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we have seen, can be monitored experimentally. The susceptibility of Rg to potential





while the sensitivity of helical occupations along the sequence,
χhi,Vk = −β〈(Ph,i − P )δVk〉 (2.9)
can be computed on an individual residue basis (where Ph,i is an indicator function,
being 1 if the residue i is found in helical conformation, and 0 otherwise). Here, the





where the Vk terms represent various types of interactions, and γk parameters in-
dicate the corresponding weights. We see in Figure 2.7A that the Rg modeling
sensitivities for the IDPs studied are more than an order of magnitude larger than
those are for globular proteins. This seems to trace back to considerable sensitiv-
ity of secondary structure occupation to the model terms as shown in Figure 2.7B.
We see that the fraying ends of helices in PaaA2 are especially sensitive to energy
modeling errors. This is where the structure of this IDP fluctuates most strongly.
2.4 Conclusions
In this paper, we introduce AWSEM-IDP, a coarse-grained model tailored for




Figure 2.7: Structural features of IDPs are highly sensitive to
the force field potential variation compared with globular pro-
teins. (A) The susceptibilities of Rg to variation of the potential for
IDPs and globular proteins are shown. (B) The susceptibilities of helical
occupations along the PaaA2 sequence are primarily determined by the
covariance with Esecondary (green squares), whose peaks coincide with the
locations where the helical probability fluctuation (red circles) reaches
maximum. A similar plot with the raw value of helical probability as a
reference is given in Appendix A (Figure A.7).
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Hamiltonian, VHbond and VFM , were modified and one new term, VRg , was added.
Lowering the weight of VHbond diminishes secondary structure formation, thereby
better representing the amount of secondary structure observed in IDPs. The VFM
term can be constructed and tuned using the structural ensembles obtained from
either experiments or long-timescale atomistic simulations, allowing AWSEM-IDP
accurately to replicate the known structural features of any given IDP. Finally,
the new VRg term provides fine control over the chain’s global fluctuations, being
important for reproducing the average chain radius as well as variance and tails
of the Rg distribution that may be known either from experiments or atomistic
simulations.
The quality of predictions from AWSEM-IDP will depend on the quality of the
available experimental input data or the accuracy of atomistically generated ensem-
bles. Experimental databases for IDPs, such as pE-DB [176], are rapidly evolving
and will become more useful. We must bear in mind however that obtaining accu-
rate descriptions of IDPs by atomistic MD simulations alone will remain a challenge,
both due to the intrinsic sensitivity of IDP structure to force field error and the in-
complete samplings of fully atomistic landscapes. In particular, our calculations of
such sensitivities indicate an-order-of-magnitude amplification of errors compared to
globular proteins, which has profound implications in the context of recent attempts
to improve atomistic force fields to better model IDPs and unfolded protein chains.
In summary, AWSEM-IDP enables the exploration of large conformational
spaces of IDPs while still maintaining sufficient chemical accuracy. The present
work should provide the foundation for simulating large protein complexes that
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include both ordered and disordered protein segments, such as nucleosomes.
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Chapter 3: Binding Dynamics of Disordered Linker Histone H1 with
a Nucleosomal Particle
This chapter is based on the unpublished work of the authors: Hao Wu,
Yamini Dalal, and Garegin A. Papoian; Binding Dynamics of Disordered Linker
Histone H1 with a Nucleosomal Particle; In Preparation; (2020)
3.1 Introduction
Eukaryotic chromatin consists of histone proteins and DNA [177]. Four types
of histone proteins, namely H2A, H2B, H3, and H4, are assembled as an octamer
(two H2A-H2B dimers and one H3-H4 tetramer) and wrapped around by ∼147
base pairs (bp) of DNA [9]. These elementary repeating units, called nucleosomes,
are connected by short linker DNA and the linker histone protein H1, forming a
“zigzagging ladder” architecture. These nucleosomal arrays are folded in several
hierarchical levels to form chromatin in the nucleus [19].
The fundamental mechanisms of this intricate folding process, however, remain
poorly understood. How does chromatin change its condensation levels rapidly and
accurately, so that gene can be precisely transcribed while being well protected from
DNA damage [178]? The linker histone H1 is believed to play an important role in
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the fast dynamics of chromatin folding [179–182]. As a developmentally regulated
protein, H1 has a family of variants that are specific to distinct species or tissue [183].
All these H1 variants consist of three parts: a short (20 - 40 amino acids (AA))
disordered amino-terminal domain (NTD), a highly-conserved globular domain (∼80
AA) with rigid structure, and a long (100-125 AA) highly disorganized carboxyl-
terminal domain (CTD) with varying lysine and arginine contents, making various
binding affinities possible amongst the variants. [54, 55, 184]. The high mobility
of H1 when binding to nucleosome is directly related to many biological processes
[185–189]. Meanwhile, H1 depletion levels are found to alter global nucleosome
spacing and local chromatin compaction [63, 190]. H1 variants are modified and
regulated by various post-translational modifications (PTMs), which in turn are
thought to confer distinct chromatin structures [20].
The first crystal structure of the linker histone globular domain at high-
resolution (2.6 Å) discovered its “winged-helix” folding motif over two decades
ago [56]. However, the high-resolution structural insights of the linker histone-
nucleosome complex, referred as to chromatosome, remained elusive until five years
ago. Consequently, compared with the four core histone proteins, the structure
and dynamics of linker histones are less studied and understood. Interestingly,
various H1 subtypes are found to bind on different locations of nucleosome under
different experimental conditions [62]. Drosophila H1 [68] and human H1.4 [12]
bind to nucleosome near dyad – the center bp defining pseudo-two-fold symmetry
axis of the nucleosome – in an asymmetric manner, while chicken linker histone
H5 [61,191], Xenopus Laevis H1.0b and human H1.5 [66] bind right on the center of
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dyad symmetrically. Zhou et al. proposed these “on-dyad” and “off-dyad” binding
modes will lead to distinct chromatin condensation levels [61]. A series of atomistic
computational studies revealed conformational selection mechanisms of these H1-
nucleosome binding modes, as well as the effects of sequence and PTMs [192–194].
Further cryo-EM studies [12,69] and large-scale simulations with ∼1 nm spatial res-
olution [195, 196] (i.e. mesoscale simulations) of nucleosomal arrays explored how
the linker histone’s subtype and concentration determine inter-nucleosome relative
positions and resulting distinct chromatin geometries. More experimental studies
also discovered other important biological functions of H1 variants besides altering
chromatin structure, such as regulating gene expression [63], generating epigenetic
heterogeneity within tumor cells [197], and directly inhibiting transcriptions [198].
Nevertheless, most of the previous studies on linker histones have focused on
the globular domain, while the structure and dynamics of the N- and C-terminus
remain poorly understood, in part because of their intrinsically disordered nature.
Recent studies reveal that H1 NTD and CTD are extremely disordered, even when
bound with other proteins [199] or DNA [200]. Their disordered nature, in turn,
imparts unique functions of liquid-like glue to promote chromatin folding [201]. In
particular, the long and highly basic H1 C-terminal domain (CTD) was found to be
more essential for the linker histone to bind onto nucleosome with high affinity com-
pared to the NTD [182,202]. Similar to the core histone tails, which have been exten-
sively studied by computer simulations [130–132], H1 CTD is also highly disordered
and bound to DNA, but much longer than the ∼15-40 AA-long core histone tails. A
recent cryo-EM experimental study validated the function of CTD in stabilizing the
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H1-nucleosome complex by primarily binding to one of the linker DNA arms [66].
FRET experiments [70,203] and mesoscale simulations [195] demonstrated more H1
CTD conformations depending on the environment of nucleosome arrays and linker
DNA length. Most recently, a series of computational studies [204, 205] used both
atomistic molecular dynamics simulations and mesoscale Monte Carlo simulations to
investigate the H1 disordered domains’ conformation and dynamics in one and mul-
tiple chromatosome particles, as well as the regulatory roles of H1 phosphorylation
and disorder-to-order transition on the nucleosome asymmetry and chromatin large-
scale organization. However, it is challenging for experimental studies to investigate
H1 disordered domains at the near-atomic spatial resolution, while computational
results are limited by the accuracy of force fields and sampling rates. As a result,
the detailed binding dynamics and mechanism of H1 disordered domains onto the
chromatosome remain elusive.
In this work, we studied the structure and dynamics of an H1 variant, Xenopus
Laevis H1.0b, in complex with a nucleosome particle, via molecular dynamics simula-
tions (we use “H1” below to refer to the Xenopus Laevis H1.0b in all the subsequent
parts of this study, unless otherwise specified). We used our coarse-grained protein
model called AWSEM [76], in combination with our recently developed AWSEM-
IDP [116] for dissecting disordered domains, and a DNA model 3SPN.2 [109], to
simulate this large protein-DNA complex, including the disordered domains. To
analyze potentially independent functions of H1 globular and disordered domains
on chromatosome structure and dynamics, we simulated three combinations of H1-









unbound with globular H1 with full H1
A B C
Figure 3.1: The molecular systems simulated in this study.
From left to right: unbound nucleosome without H1 (A), globular H1-
nucleosome (B), and full-length H1-nucleosome (C). All the models are
based on a recent X-ray crystal structure (PDB: 5NL0) of the Xenopus
Laevis H1.0b-nucleosome.
with linker DNA arms and the H1 globular domain (GH1); (3) nucleosome with
linker DNA arms and the full-length H1 (see Figure 3.1 for graphic illustration). By
comparative analyses of these three molecular systems, our study directly uncovers
H1 disordered domains’ restrictive functions on GH1 and linker DNA, shedding light
on their functions in chromatosome compaction and chromatin condensation.
3.2 Methods
3.2.1 Hybrid Coarse-Grained Model for H1-Nucleosome
To investigate binding dynamics of the H1-nucleosome more efficiently and
accurately, we model this large molecular complex (∼950 protein AA + 193 DNA
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bp) with a coarse-grained protein force field AWSEM [76] and a DNA force field
3SPN.2 [109]. Inspired by the funneled energy landscape theory [81], AWSEM uses
three beads (Cα, Cβ, and O) to represent one residue and adopts both physical and
bioinformatic potentials to account for amino acid interactions. AWSEM has been
applied to study many different types of proteins [97–99,116], including histones [106,
107] successfully. Similarly, 3SPN.2 uses three sites - phosphate, deoxyribose sugar,
and nitrogenous base - to represent a nucleotide and was carefully calibrated by
structural and thermodynamic properties of single- and double-strand DNA. With
comparable length scale and implicit solvent assumption, these two models have
been combined to study several protein-DNA systems [101, 110, 206, 207], including
the nucleosome [111].
Here, we elaborate on the detailed Hamiltonian of this protein-DNA force field.
For protein-protein interactions, we used a strategy similar to Zhang et al. [111],
which is mostly consistent with the original AWSEM but also introduces two modi-
fications: an explicit Debye-Hückel (DH) electrostatic interactions between charged
Cβ atoms (+1 for arginine and lysine, -1 for aspartic acid and glutamic acid), and
a weak Gō potential with fine-tuned parameters for the entire histone octamer to
bias towards the crystal structure. Additionally, we applied the newly developed
AWSEM-IDP force field [116] for the disordered H1 CTD and NTD. We reduced
the helical potential weights specifically for these disordered domains to avoid arti-
ficial helices. We also performed extensive atomistic simulations for the structural
segments of these disordered domains and used the resulting trajectories to bias
local structure in AWSEM simulations, similar to Lin et al. [208] (see Appendix B
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and Figures B.1, B.2, and B.3 for detailed atomistic simulation, sanity check, and
related structure bias setup). All the DNA-DNA interactions are unchanged from
the 3SPN.2 model.
For protein-DNA interactions, we first tested the simplified treatment as in
Potoyan et al. [101] and Zhang et al. [111], which consists of non-residue-specific
Lennard-Jones (LJ) potential and Debye-Hückel electrostatic interactions. We found
these two forces are still too weak to keep a stable nucleosome structure within rea-
sonable simulation time, where DNA tends to unwrap from the histone octamer
(Figure B.4). In the nucleosome crystal structure, 14 arginine side chains from hi-
stone octamer insert deeply into the DNA minor grooves to further stabilize the
nucleosome [9]. This important effect was not included in the previous simplified
protein-DNA interactions. To mimic this special interaction, we added additional
site-specific Lennard-Jones forces between these pairs of arginine Cβ and DNA phos-
phate beads. With this new force, nucleosomal DNA stays wrapping around the
histone core during the entire simulation (Figure B.4). Detailed formulas and pa-
rameters of this nucleosome-specific force are elaborated in Appendix B and Figure
B.4.
As a summary, the formulae of AWSEM-DNA force field are listed below,
where V stands for the potential energy of each term:
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VAWSEM−DNA = Vprotein−protein + VDNA−DNA + Vprotein−DNA (3.1)
Vprotein−protein = VAWSEM−original + VDH + VGō + V
H1NTD/CTD
AWSEM−IDP (3.2)
VDNA−DNA = V3SPN.2 (3.3)




All the coarse-grained simulations were performed with the open-source sim-
ulation package LAMMPS [92] (version 31Mar17), in which AWSEM-DNA was im-
plemented. The initial conformation of the H1-nucleosome is a recent X-ray crystal
structure [66] (Xenopus Laevis H1.0b, PDB: 5NL0). Three different molecular com-
binations were constructed to test the function of H1, including the nucleosome with
linker DNA and (1) without H1 (unbound); (2) with the H1 globular domain; (3)
with the full-length H1 (Figure 3.1). Note that the disordered H1 NTD and CTD
are missing in the crystal structure. Hence we used MODELLER [67] (version 9.19)
to generate their structure models as the initial conformation. Tails of core histones
are not included in this study, because most of them are located far away from H1 or
nucleosome dyad – the main region of interest in this study, and unlikely to interact
with H1 or linker DNA. Moreover, including these disordered tails will significantly
slow down the convergence of the simulations.
We set the simulation time step to 5 fs and used non-periodic shrink-wrapped
boundary conditions. The thermostat is Langevin, with the damping parameter =
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500 fs. We used a parameter set to mimic electrostatic interactions in 150 mM NaCl
solution, which is close to a physiological cellular environment (see Appendix B for
detailed parameters). With five different random initial velocity distributions, we
heated up and annealed the system shortly (500 ps heating from 300 K to 330 K, 500
ps annealing from 330 K to 300 K) to generate five different initial configurations.
Then for each initial configuration, we ran 10 independent simulations for 60 ns at
300 K and constant volume, each with different initial velocity distributions. In
effect, for each molecular system, we obtained simulation trajectories summing up
to 3 µs, a very long timescale considering the significantly faster sampling rate in
our coarse-grained simulations than in atomistic ones.
3.2.3 Analysis
3.2.3.1 Linker DNA Geometry
We used several different metrics to quantify the conformation and dynamics
of linker DNA arms. We computed α and β angles between the linker DNA arms
and the vertical dyad axis to quantify the compaction of the chromatosome particle
(see Figure 3.5A-B for graphical illustrations), following similar definitions from
Bednar et al. [66] and Woods et al. [209]. Vectors representing linker DNA are
defined as the center of mass (COM) of the beginning bp pointing to COM of the
terminal bp. The vector representing the vertical dyad axis is defined as COM of bp
at the center of nucleosome bottom pointing to the dyad. The “front” and “side”
plane for angle α and β are defined as parallel and perpendicular to the nucleosome
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core disk. Positive α indicates linker DNA arms bend “inward” while positive β
means bending “outward”. Similarly, we also defined and calculated angle θ and
end-to-end distance between the linker DNA to quantify their relative geometry
(see Figure 3.5C-D for graphical illustrations). We used VMD to conduct all the
analyzes mentioned above.
3.2.3.2 Protein-DNA Regional Contact Map
We computed regional contact maps between H1 and DNA near the entry-exit
site to describe their binding sites. We first divided H1 and DNA into small regions
based on their secondary structure elements or location (see Table B.1 for detailed
region definitions). A pair of protein-DNA beads in coarse-grained representation
will be determined as “contact” if their inter-bead distance is smaller than a pre-
determined threshold ( = 8 Å, around 1.5 times of protein + DNA site radius for
excluded volume effects). Based on this definition, we computed the contact proba-
bility by counting contact number within a certain H1/DNA region and normalizing
it with the total number of protein-DNA bead pairs:







3.3.1 H1 Disordered Domains Confine GH1 Dynamics
To quantify how the presence of H1 disordered domains affects the dynamics
of GH1, we tracked the trajectories of GH1’s COM in our simulations (Figure 3.2).
The trajectories in the absence of H1 disordered domains demonstrate that GH1 is
very dynamic (Figure 3.2A). Starting from the initial position on the dyad, GH1 not
only swings near the dyad but also drifts far away from the nucleosome. By contrast,
the presence of H1 NTD/CTD significantly restricts GH1’s range of activity (Figure
3.2B). As a part of the highly basic and disordered full-length H1, the globular
domain still explores multiple conformations but all adjacent to the nucleosome.
We also computed the radius of gyration (Rg) of GH1 COM trajectories to measure
their average range of motion. The Rg without H1 NTD/CTD (23.5 Å) is larger
than that with H1 NTD/CTD (20.9 Å), further validating H1 disordered domains’
inhibitory role on GH1 dynamics.
The scatter plots of trajectories serve as an overview of GH1 conformations
and dynamics, but the preferred GH1-nucleosome binding locations are not clearly
shown. Therefore, we set up a three-dimensional reference coordinate system (x, y, z),
and define the location of GH1 COM relative to the nucleosome core particle’s COM
as spherical coordinates (r, θ, φ) (see Figure 3.3A for detailed definition). Then we
computed 2D histograms of all three spherical coordinates to identify the most
probable GH1 binding modes. Here we found the effects brought by H1 disordered
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Rg = 23.5ÅGH1 COM trajectory
A B
GH1 COM trajectory Rg = 20.9Å
Figure 3.2: GH1 dynamics are constrained by H1 NTD/CTD.
The trajectories of GH1 COM in the H1-nucleosome system without
H1 NTD/CTD (A) and with H1 NTD/CTD (B) are plotted as purple
dots. The DNA beads are represented as cyan circles. The core histone
octamer and H1 NTD/CTD are not shown for clarity.
domains are best represented by the (φ, r) histogram (Figure 3.3B-C, the other two
histograms of (θ, φ) and (θ, r) are shown in Figure B.5). For GH1 without the dis-
ordered domains, the (φ, r) distribution, especially φ values, is very dispersed. This
means GH1 can almost freely rotate around the vertical y-axis across the dyad,
whereas in the full-length H1-nucleosome simulations, we found the 2D distribution
is more concentrated (Figure 3.3C). Almost all the GH1 conformations with H1 dis-
ordered domains have positive φ values, meaning GH1 is only allowed to be located
on one side of the nucleosome disk. This comparison further indicates that the

























Figure 3.3: GH1-nucleosome relative conformations. (A) Defi-
nition of the 3D reference coordinate system and GH1 COM spherical
coordinates (r, θ, φ). The 2D histogram of (φ, r) for GH1-nucleosome (B)
and full-length H1-nucleosome (C) are shown as heat maps. The color
bar from blue to red indicates a probability from low to high. The φ
and r values at the beginning of simulations are labeled as black dashed
lines. The representative snapshots of all the major basins labeled in
(B-C) are shown in (D) and (E). The color code for different parts of
molecules is the same as Figure 3.1, except for the gray region for the
histone acidic patch.
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3.3.2 H1 Disordered Domains Restrict GH1-Nucleosome Interaction
Sites
Besides describing GH1 dynamics, the 2D histograms in Figure 3.3 also identify
the preferred GH1-nucleosome binding modes. Here we found five major basins
(g1, g2, g3, g4, g5) for GH1-nucleosome and three (f1, f2, f3) for full-length H1-
nucleosome. The representative snapshots of each basin are shown in Figure 3.3D-E
(see Table B.2 and Appendix B for definitions and population percentages of each
basin, and the detailed procedure to select representative snapshots). In two major
conformations g1 and g3 of H1-nucleosome without disordered domains, GH1 is still
located near the dyad DNA minor groove (labeled as yellow). In basins g2 and g4,
however, GH1 tends to slip off the dyad region and move towards the histone octamer
(see Supplemental Movie 1 to demonstrate this behavior). With a small probability
(∼0.9%), GH1 even moves to the tip of one linker DNA arm to escape away from
the dyad in basin g5. Meanwhile, four out of these five major basins (25.4%) have
very different φ and r values from the on-dyad initial binding mode (black dashed
lines). For full-length H1-nucleosome, two out of three basins (f1 and f3) are located
more proximal to the initial binding mode. This contrast clearly shows that the
presence of H1 NTD/CTD shifts the preferable GH1 binding positions closer to
the dyad. Similar to g2, there is also an unignorable basin f2 representing a far-
away-from-dyad binding conformation even with NTD/CTD. One possible reason
might be the competitive electrostatic attraction from the acidic patch region on the
histone core (shown as gray in Figure 3.3D-E, also see Figure B.6 for snapshots with
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a zoomed-in view). Overall, this result demonstrates that H1 disordered domains
tend to stabilize the GH1’s position near the DNA entry-exit site.
Previous experiments have found that various types of linker histones recognize
nucleosomal DNA via different parts of their “winged-helix” folding motif [61,66]. To
further probe the DNA-binding preferences of these secondary structure elements, we
divided GH1 and DNA into several regions and computed the contact probability of
two arbitrary beads belonging to a certain pair of regions (Figure 3.4). For the GH1-
nucleosome without NTD/CTD, the main regions of H1 in contact with dyad DNA
are L1/β1 and β2 (Figure 3.4B, 2nd row). By contrast, when NTD/CTD are present,
α2 and α3 helical regions form stronger contacts to the dyad DNA (Figure 3.4C,
2nd row). These two helices also have more residues proximal to the dyad DNA in
the X-ray crystal structure [66] (labeled with purple stars), meaning our results with
NTD/CTD have a similar near-dyad binding pattern to the experimental results. On
the other hand, GH1’s binding probabilities with the α3- and L1- linker DNA (Figure
3.4B-C, 1st, 3rd row) are mostly low with or without the disordered domains. But
when NTD/CTD are present (Figure 3.4C, 1st row), the α3 helix forms significantly
more contacts with the α3 DNA, consistent with the crystal structure as well. Our
contact map analyses provide a detailed description of the GH1-DNA interface in
the presence of H1 NTD/CTD: GH1 recognizes nucleosome mainly through dyad
DNA by α2/α3 helix. But instead of being located in the exact dyad center, GH1
is tilted towards α3 DNA. The absence of H1 disordered domains, on the contrary,
changes this stable interaction network and makes GH1 more flexible.
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Figure 3.4: H1 disordered domains regulate and stabilize GH1-
DNA binding interface. GH1 and nearby DNA structures are repre-
sented in (A), where colors represent different protein or DNA regions.
(B) GH1-DNA contact maps without and with H1 NTD/CTD. Hori-
zontal and vertical axes represent GH1 and DNA regions respectively.
Color code from blue to red indicates contact probability of a protein-
DNA beads pair in this region from low to high. Purple stars represent
the experimental “native contact regions”, where more than two residues
in this GH1 region are close to a DNA region.
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3.3.3 H1 Globular and Disordered Domains Converge Linker DNA
The geometry of linker DNA arms is another important feature to evaluate
chromatosome structural compaction. Previous cryo-EM experiments [66] show that
H1 induces a more compact and rigid nucleosome conformation by keeping the
linker DNA arms convergent or “closed”. Here we computed angles α and β to
quantify the linker DNA’s geometry parallel and perpendicular to the nucleosomal
disk. We found the α angle distribution of full-length H1-nucleosome (29.3◦ ± 14.8◦)
shifts toward higher values compared to the unbound results (15.6◦ ± 17.7◦) (Figure
3.5A), while β angle (0.9◦ ± 16.7◦) moves to lower values than the unbound (9.6◦
± 16.3◦) (Figure 3.5B). Both trends show that full-length H1 keeps the linker DNA
collapsed in our simulations, consistent with previous experimental measurements
[66]. In particular, we found that both α (20.0◦ ± 16.7◦) and β (5.2◦ ± 16.3◦)
distributions in GH1-nucleosome simulations are in between unbound and full-length
H1 results. This demonstrates that while globular H1 by itself can bring the linker
DNA together, the disordered domains will significantly reinforce this converging
effect.
Analyses of individual linker DNA arms allow us to measure their relative con-
formations and distances to describe the compaction of chromatosome with further
accuracy. Here we define an angle θ = α1 + α2 between the two linker DNA arms
and plot its distribution (Figure 3.5C). Its histogram demonstrates that the θ of
GH1-nucleosome (40.1◦ ± 23.5◦) only increases by a small amount compared with
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Figure 3.5: Linker DNA arms are more converged with full-
length H1 than globular H1 or unbound. The definition and his-
togram of α, β, and θ angles are shown in (A, B, C). (D) The time
evolution of DNA end-to-end distance, where solid lines with shaded re-
gions represent average values with standard deviations. The same set
of legends is used in all the subset figures above (gray: unbound nu-
cleosome; yellow: GH1-nucleosome; purple: full-length H1-nucleosome).
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H1 increases θ significantly (58.6◦ ± 21.4◦). This comparison reveals the disordered
domains are more crucial than the GH1 to compact chromatosome structure.
We also calculated the end-to-end distance between the tips of linker DNA,
and plot its average and standard deviation over all runs along the simulation time
(Figure 3.5D). We found in absence of H1, the linker DNA arms start to separate
from each other after 20 ns. The end-to-end distance reaches ∼ 100 Å at the end of
simulations. Globular H1 slows down the linker DNA’s separation but cannot fully
prevent it. The end-to-end distance still rises to ∼ 80 Å by the end of simulations.
On the other hand, the binding of full-length H1 remarkably inhibits this separa-
tion, as found in previous experiments [66]. The end-to-end distance does not show
any apparent increasing trend beyond standard deviation. These results demon-
strate that globular H1 alone is not sufficient to fully compact the chromatosome
as found in previous experiments, while disordered domains act as a key player for
this function.
As a more comprehensive comparison between our simulation results and cryo-
EM experiments, we also ran simulations of the H1.5∆C50 system, another chro-
matosome with H1.5 linker histone with the removal of the last 50 residues on CTD,
as defined in Bednar et al. [66] (see Figure B.7 for its sequence and structure, the
simulation details are elaborated in Appendix B). The statistics of all the DNA
metrics used above (α, β, θ angles, and end-to-end distances) of H1.5∆C50 are very
similar to the full-length H1.0 results (Figure B.8). This similarity of DNA dynam-
ics reveals that H1.5∆C50, even though belonging to a different H1 subtype and
having a shorter CTD, also leads to relatively compact linker DNA geometry and
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dynamics. This result further consolidates the function of H1 disordered domains
to restrict linker DNA.
3.3.4 H1 NTD and CTD are Tethered to Both Linker DNA Arms
The above analyses uncover restrictive functions of H1 disordered domains on
the conformation and dynamics of both globular H1 and linker DNA. To further
investigate the mechanism behind these functions, we computed a regional contact
map for H1 NTD/CTD and DNA (Figure 3.6), using the same definitions as in
Figure 3.4 and Table B.1. For H1 CTD, the GH1-proximal C1, C2, and C3 regions
have higher contact probabilities (Figure 3.6B, 3rd-5th column), while the GH1-
distal regions form very minimal contacts with DNA (Figure 3.6B, 6th-10th column).
A similar trend is found for NTD, where the GH1-proximal N2 region is much more
tightly bound than the distal N1 region (Figure 3.6B, 1st-2nd column). Both CTD
and NTD have closely bound regions with the dyad DNA on N2, C1, and C2 (Figure
3.6B, 2nd-4th column, 2nd row). On the other hand, CTD prefers binding with
L1-DNA via its C1 and C3 regions (Figure 3.6B, 3rd and 5th column, 1st row),
while NTD is particularly bound with α3-DNA via the N2 region (Figure 3.6B, 2nd
column, 3rd row). This contact map elucidates how the full-length H1 is steadily
bound with DNA near the entry-exit site: the two disordered domains, especially
the GH1-proximal parts, act as “hands” of GH1 to grasp the dyad and linker DNA.
This entanglement between H1 disordered domains and DNA precludes GH1 from







Figure 3.6: H1 NTD and CTD are tightly bound with DNA
mainly via the residues proximal to the globular domain. (A)
H1 NTD (blue) is divided into two regions (N1-N2, from GH1-distal to
GH1-proximal). H1 CTD (orange) is divided into eight regions (C1-C8,
from GH1-proximal to GH1-distal). (B) shows the contact map of DNA
with NTD and CTD. The horizontal axis represents NTD (N1-N2) and
CTD (C1-C8) regions. The vertical axis and color bar are the same as
in Figure 3.4B.
We also observed that the contact probability of the GH1-distal region of
the CTD (especially C4-C8) is much weaker, meaning it is only transiently bound
to DNA. Interestingly, the entire NTD and CTD remain highly disordered in the
simulation (see Figure B.9). This result agrees with previous NMR experimental
results [200] and further verifies that even the tightly bound parts of NTD/CTD
are too disordered, which may explain their absence in almost all the X-ray crystal
structures of chromatosome.
3.4 Discussion
In this paper, we investigate the binding dynamics of the H1-nucleosome com-
plex using extensive computer simulations using a state-of-art protein-DNA model.
Our focus is on the regulatory function of H1 disordered domains on chromatosome
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structure. By quantitative comparisons among different molecular combinations,
we found H1 disordered domains, especially GH1-proximal regions, compact chro-
matosome structure by constraining the conformation and dynamics of linker DNA
arms and GH1. By contrast, without the disordered domains, the binding affin-
ity between the H1 globular domain and DNA is reduced notably. In this case,
linker DNA arms become more separated, and GH1 may even escape away from the
nucleosome, resulting in a more “open” chromatosome conformation.
As the first computational study of H1 disordered domains at this high reso-
lution and extensive timescale, our results extend previous atomistic [193, 209] and
mesoscale [195] simulations. Using our AWSEM-DNA force field, we can examine
atomic details such as protein-DNA binding sites, while discovering the dynamics of
the entire chromatosome particle for a long timescale. Moreover, the application of
AWSEM-IDP [116] allows us to simulate H1 disordered domains with sufficient accu-
racy and efficiency. Many structural and dynamic insights of this highly disordered
molecule are thereby discovered to explain their biological functions in chromato-
some compaction. Meanwhile, our results are in general comparable to the most
recent cryo-EM experiments [66], validating the sanity of this computational model
for current and future protein-DNA simulations.
Previous studies suggest H1 can bind with nucleosome on- or off-dyad to reg-
ulate distinct chromatin higher-order structure [61]. As a recent review [62] points
out, H1-nucleosome binding modes depend on H1 species and experimental condi-
tions, and the resulting chromatosome structures should be viewed as an ensemble.
Interestingly, our simulations not only replicate H1-nucleosome on/off-dyad binding
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modes found in previous experiments and all-atom simulations, but also discover
new H1 binding modes far from the dyad. One commonly observed new binding
mode in our simulation is that GH1 totally escapes from dyad and reaches close to
the acidic patch on histone core. In this case, the absence of GH1 near the dyad
will weaken the interaction between nucleosomes directly connected by linker DNA.
Meanwhile, the nucleosome disk packing might become more condensed because of
GH1’s electrostatic mediation. This finding indicates that within the same species,
H1 can also bind to different locations and its modes should be treated as an en-
semble as well. Here, the disordered domains play a balancing role to prevent the
chromatosome from being too rigid or too flexible. The resulting suitable structural
plasticity of chromatosome allows for H1’s rapid transition among different modes,
including binding/unbinding to the nucleosome, to alter chromatin compaction level
within a desirable timescale.
In particular, our results uncover the significant roles of H1 disordered NTD
and CTD in alternating GH1 binding modes and restricting linker DNA dynamics.
These functions are highly relevant to the “zigzagging ladder” model of chromatin
folding, where H1 acts as the “rung” between nucleosome particles. Based on our
findings, we propose that H1 NTD/CTD will affect the location and strength of
the connection between H1 and neighboring nucleosomes, thus regulating nucle-
osome array organization and chromatin higher-order structure. Compared with
the globular domain, H1 disordered domains are more prone to various PTMs [20].
These PTMs would enable many important biological functions, including not only
chromatin folding [210] but also apoptosis [211] and DNA transcription [212]. In
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particular, the phosphorylations on H1 CTD have been proved to change the sec-
ondary structure of CTD and regulate chromatin condensation level [213, 214]. We
expect that the phosphorylation will drive the dynamics of H1 to a moderate level
between the two systems in this study (globular H1 and full-length H1) because its
binding affinity to the linker DNA is weaker than the former but stronger than the
latter. It would be thereby very meaningful to directly study the structural effects
from PTMs on H1 disordered domains, by computer simulations with feasible ac-
curacy and efficiency and compare them with high-speed atomic force microscopy
data analyzing dynamics in real-time.
We also observed that GH1 can even totally escape from the dyad region and
move towards the histone core acidic patch (Figure 3.3), with less probable but
unignorable occurrence. The reason this behavior is both novel and potentially
biologically meaningful is that it might explain the mechanistic basis for decades-
old observations that in vitro, H1 can reposition nucleosomes without the use of
ATP or remodelers [215,216]. The spacing function of H1s remains mysterious, but
our observation of H1 breaking symmetry at the center of the nucleosome might
subtly lower the energetic barrier at the pseudo-dyad, allowing nucleosomal looping
in advance of sliding and repositioning along the DNA fiber. Our contact analyses in
Figure 3.4 reveal that α2 and α3 helices are the major GH1-dyad binding regions, no
matter whether H1 disordered domains are present or not. Thus, it will be promising
for further experiments to mutate some key residues in these regions, such as S49,
K53, K69, and K74, to test how they affect this H1 escaping-dyad motion.
Shortly after the observation of nucleosome ladders by Hewish and Burgoyne
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[217], coupled with classic EM experiments visualizing regularly spaced beads on a
string by Woodcock [6] and the Olinses [5], early workers in the chromatin field [218]
discovered the still inexplicable phenomenon of species-specific nucleosome repeat
lengths. There NRLs were thought to derive from species-specific H1 variants. Our
work here provides a testable theoretical framework to explore how species-specific
H1 residue changes over evolutionary time [219], in the NTD, the CTD and the GD
might subtly alter the motions of H1 we observed in this study, thereby potentially
contributing to the global spacing of nucleosomes. We note with excitement that the
advent of high-speed AFM [220–223] provides precisely the kinetic handle needed to
complement H1 fast dynamics observed in FRAP studies [179, 224] and H1 off/on
dyad classic steady-state biochemistry experiments [225, 226] glean insights into
linker histone biology as it relates to chromatin spacing and folding.
One limitation of our study is the lack of individual H1 NTD/CTD’s functions.
Previous FRAP experiments found deletion of the longer and less conserved CTD
reduces H1-nucleosome binding affinity to a much greater extent than the removal
of NTD [202]. It is thus promising to computationally model an H1-nucleosome
system with only NTD or CTD and investigate their independent effect in regulating
chromatosome structure and dynamics. Meanwhile, for different variants, H1 NTD
and CTD have much less conserved sequences and distinct lengths. Our study
already shows H1.0 and H1.5∆C50 have similar structural properties, but it would
be more interesting to conduct a systematic investigation on how the sequence and
length of H1 disordered domains regulate chromatosome structure and dynamics.
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3.5 Conclusions
In conclusion, our study supports the indispensable role of disordered linker
histone to compact a single chromatosome particle. This work sheds light on the
direction of further researches, such as H1’s regulatory function on nucleosomal array
structure, to better understand the mechanism of chromatin folding.
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Chapter 4: Folding-Upon-Binding Mechanism Widely Exists in His-
tone Fold Structures
This chapter is based on the unpublished work of the authors: Haiqing Zhao,
Hao Wu, Dulith Abeykoon, Alex Guseman, Christina M. Camara, Yamini Dalal,
David Fushman and Garegin A. Papoian; Folding-Upon-Binding Mechanism Widely
Exists in Histone Fold Structures; In Preparation; (2020)
Author contributions: H.Z., Y.D., D.F., and G.A.P. designed research. H.Z.
performed computer simulations and analyses for histone dimer dynamics, thermo-
dynamics, and histone polymer scaling law (Sections 4.3.2, 4.3.3, 4.3.5, Figures 4.2,
4.3, 4.4, and 4.6). H.W. performed computer simulations and analyses to predict
structures for histone monomer and histone fold proteins monomer and dimer (Sec-
tions 4.3.1, 4.3.7, Figures 4.1 and 4.7). D.A., A.G., and C.M.C. performed NMR
and CD experiments and related analyses (Section 4.3.4 and Figure 4.5). All the
authors wrote the manuscript.
4.1 Introduction
In eukaryotic cells, histone proteins package the genomic DNA into chromatin
in the form of the basic subunit called the nucleosome. The histone proteins in
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the nucleosomal core are assembled by four pairs of heterodimers among which
two H3/H4 dimers form a tetramer while H2A/H2B participates as two dimers [9].
Hence, the histone dimer, or more precisely the histone heterodimer, is found to be
the smallest protein unit in eukaryotic chromatin. Besides these canonical histones
that compose the majority of nucleosomes, variant histones also evolved for diverse
functions in the nucleus [227]. Interestingly, despite these functional and sequence
diversities, all histones possess the same structural motif, known as a histone fold
[228], where two histone monomers, each consisting of a helix-loop-helix frame, fold
into a “handshake” motif to form a dimer in an intertwined, head-to-tail manner [28].
Extensive studies in biochemistry and cell biology have focused on the struc-
ture and function of canonical and variant histone nucleosomes, interrogating the
relationships among sequence, structure, and function of histones in different types of
nucleosomal environments [229–232]. Previously, the thermal stability of H2A/H2B
and (H3/H4)2 tetramer were studied by a series of denaturation experiments [25,
233–235]. Karantza et al. reported that during the unfolding processes of either
H2A/H2B or (H3/H4)2, individually folded monomers are not detectable indicating
the direct transition from a folded histone dimer to unfolded monomers. However,
whether or not this unfolding or folding principle widely applies to other histone-fold
structures [42, 236], especially the histone variants, remains a critical question. A
comprehensive understanding of the folding dynamics of these proteins may shed
light on understanding their functions and their higher-level structural organization
such as tetramer or octamer formation.
In this work, we used molecular dynamics (MD) simulations together with
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nuclear magnetic resonance (NMR) spectroscopy and circular dichroism (CD) ex-
periments to further explore the enigmatic mechanism of histone folding from a
biophysical perspective. With annealing simulations, we predicted the structure of
both canonical and variant histone monomers and reported that all of them tend to
fold into collapsed states that are far from the native conformations. However, in
the presence of their appropriate binding partner, two histones fold into a native-like
dimer, revealing a folding-upon-binding dynamics. We tested these computational
predictions using NMR measurements, which demonstrate close-zero signal for sin-
gle types of histone monomers, while new signals appear and increase in intensity
when hetero histones are paired as 1:1. We also performed CD experiments and the
results demonstrate a significant increase in the helical content of these proteins.
Finally, we extended these observations by simulating two histone-like transcrip-
tion factors and found similar folding dynamics. Overall, these comprehensive data




MD simulations here were carried out using the LAMMPS package, with
AWSEM [76] model, under a non-periodic shrink-wrapped boundary condition and
Nose-Hoover thermostat control. AWSEM is a coarse-grained protein force field
inspired by the free energy landscape theory [81]. The Hamiltonian includes both
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physical terms and bioinformatics-inspired term (Eq. 4.1). Details of every term
are covered in Davtyan et al. [76] and Papoian et al. [91]. AWSEM has been suc-
cessfully applied to predict protein monomer structures [76], protein-protein binding
interfaces [98], and, in particular, histone proteins [106,107,111,116].
VAWSEM = Vbackbone + Vcontact + Vburial + VHbond + VFM (4.1)
Annealing simulations were conducted to predict the monomeric and dimer
structures. By decreasing the simulation temperature from 600 K to 200 K, the
annealing procedure would be able to help proteins search for the global minima
of the energy landscape. The final minimum energy conformation is typically the
prediction outcome after this optimization. Replica exchange [170] coupled with
umbrella sampling [237] simulations around Q value (Eq. 4.2) were used for the
dimeric proteins to estimate their binding free energy. All technical details and







(rij − rNij )2
2σij
] (4.2)
4.2.2 NMR and CD Experiments
Unlabeled and 15N labeled histones H2A and H2B were expressed in E. coli and
purified from inclusion bodies using cation exchange chromatography. Their correct
mass was confirmed by mass spectrometry. All NMR experiments were performed
at 23◦C on Bruker Avance-III NMR spectrometer equipped with TCI cryoprobe.
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Proteins were dissolved at 100-200 uM in 20 mM sodium phosphate buffer (pH 6.8)
containing 7% D2O and 0.02% NaN3. NMR data were processed using TopSpin
(Bruker Inc.)
Circular dichroism (CD) spectra of histone proteins (20 mM sodium phosphate
buffer pH 6.8, 0.40 mg/mL concentration) were acquired on a Jasco J810 Spectro-
Polarimeter using a Peltier-based temperature-controlled chamber, at 25◦C and a
scanning speed of 50 nm/min. A quartz cell (1.0 mm path length) was used. All
measurements were performed in triplicate. To determine the secondary structure
content, the CD data were analyzed using the DichroWeb server [238]. Two meth-
ods were used in parallel: (i) CDSSTR, a singular value decomposition (SVD)-based
approach employing two datasets (7 and SMP180) from the DichroWeb server, and
(ii) K2D, a neural network-based algorithm trained using reference CD data [239].
All the NMR and CD experiments were performed in Prof. David Fushman’s labo-
ratory.
4.3 Results and Discussion
4.3.1 Monomers Fail to Fold on Their Own
A previous denaturation experiment reported individual folded histone monomers
were not detectable during the unfolding process of H2A/H2B dimer or (H3/H4)2
tetramer. Therefore, we first wanted to examine if histone monomers can fold on
their own. To address this question, we performed AWSEM annealing simulations
from the random coil state, for nine types of histone-fold proteins (HFP) including
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canonical histone monomers H2A, H2B, H3, H4, variant histone type CENP-A, and
four types of transcription factor protein dTAFII42, dTAFII62, NY-FB, and NY-
FC. Each type was studied by ten separate simulations from 600 K to 200 K. We
measured the structural similarity between simulated and native structures by Q
value. Unlike the direct atomic position comparison metrics, such as root-mean-
square deviation (RMSD), the Q quantifies residue-residue contacts so it is widely
used in protein folding studies. As defined in Eq. 4.2, the Q ranges from 0 to 1. A
higher Q value indicates similar contacts to native ones are formed in the simulated
conformations.
We plotted the mean value and standard deviation of Q as a function of the
decreasing temperature in all the annealing simulations (Figure 4.1A). None of the
histone monomers’ Q values increase significantly as the temperature is decreased.
At simulation ends, the final Q values are only 0.28 - 0.36, indicating that corre-
sponding structures are at best partially folded, but most remarkably different from
the native conformations. In contrast, at almost identical setup, more than ten glob-
ular protein structures could be folded using AWSEM simulations at much higher
accuracy (Q ∼ 0.60 - 0.65) in Davtyan et al. [76]. This comparison reveals that
folding patterns of histone monomers are distinct from regular monomeric globular
proteins. A further look into the representative snapshots of the predicted structures
for each histone monomer (Figure 4.1B) shows that they do not form the stereo-
typical “hand-shake” motif as in dimer or tetramer states in the crystal structures.
Although the α-helices are formed in the sequential regions roughly similar to the
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Figure 4.1: Histone monomers cannot fold by themselves. (A)
shows the Q values as a function of the decreasing temperature in all
the histone monomer annealing simulations. The average and standard
deviation of all the Q values within each temperature window are repre-
sented as circles and error bars. (B) displays representative snapshots of
each histone near the end of simulation with the final mean Q value (or-
ange), superimposed with their corresponding X-ray crystal structures
(cyan). Conformational differences in short α-helices are highlighted by
dashed line circles.
icantly deviate from the histone fold (circled by dashed lines), which, in turn, may
block the binding interface with its dimerization partner and disrupt the formation
of histone dimer/tetramer assembly. All these computational results suggest that
histone monomers are not globular proteins and cannot adopt the histone fold motif
without help from their binding partner. These findings are consistent with previous
experiments [25,233].
4.3.2 Dynamics of the Histone Dimer Folding
After finding that histone monomers cannot fold by themselves, we next exam-
ine if monomers can fold in the presence of their binding partner. This part of the
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work was performed by Haiqing Zhao. Following a similar strategy, we performed
annealing simulations for the mixed monomer pairs for H3 and H4, H2A and H2B,
CENP-A and H4, dTAFII42 and dTAFII42, NY-FB and NY-FC. We would like to
note that the bioinformatic term in AWSEM only uses local fragment memories that
are less than nine residues long. No structural biasing potential towards the dimeric
structure is included.
To evaluate our simulations’ prediction accuracy, we first analyzed the contact
map of the predicted dimer conformation compared to those of the native structure.
Overall, 98% of H2A/H2B’s (Figure 4.2A) and 96% of H3/H4’s (Figure 4.2B) native
contacts were correctly predicted. The contacts within each monomer as well as
those between two monomeric partners have been reproduced with high accuracy,
indicating that our simulations can successfully predict intrachain and interchain
structural information when histones are near their dimerization partners.
To further investigate the folding and binding mechanisms of the histone
dimers, we also calculated the Q values of the entire dimer (Qdimer) and the com-
ponent monomers (Qmonomer) relative to their corresponding crystal structure and
plotted them as a function of the annealing temperature (Figure 4.3). These plots
show that around 410 - 380 K, there is a clear transition, wherein the Qdimer value
rapidly rises from 0.25 to 0.45 for H2A/H2B (Figure 4.3A), and from 0.25 to 0.4
for H3/H4 (Figure 4.3B). The transition of Qdimer occurs roughly at the same time
and temperature as that of Qmonomer, indicating that the two composing monomers
in both H2A/H2B and H3/H4 dimer fold and bind simultaneously. Contrary to
expectation, the two composing monomers’ contributions to their binding are not
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Figure 4.2: Contact maps are precisely predicted in histone
dimer simulations. Predicted contacts (orange) versus native ones
(blue) are plotted for H2A/H2B (A) and H3/H4 (B). Each colored dot
in the figure represents a pair of residues in contact. The sequential
regions of each monomer in the dimer are indicated by the horizontal
and vertical axes text (separated by the dashed lines). Adapted from
Haiqing Zhao’s original figure with permission.
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BA
Figure 4.3: Histone monomers help each other to fold in dimer
annealing simulations. (A) Q value analysis for H2A/H2B shows
that the monomer H2A (orange), H2B (blue), and the histone dimer
(green) fold simultaneously as the annealing temperature is cooled. (B)
H3/H4 annealing simulations also displays a simultaneous folding and
binding process between H3 (orange) and H4 (blue) monomer, resulting
in the dimer H3/H4 (green). The final folded dimeric conformations of
H2A/H2B and H3/H4 (orange) are aligned to the corresponding crystal
structures (cyan). Adapted from Haiqing Zhao’s original figure with
permission.
the same. For instance, as shown in Figure 4.3A, H2B is on average slightly bet-
ter folded than H2A during the annealing simulations. On the contrary, in the
above monomer simulations, QH2A is generally higher than QH2B. This compar-
ison suggests the folding behavior of H2A and H2B depends on the presence of
their dimerization partner. On the other hand, in the H3/H4 dimer simulations,
H4 maintains relatively more native-like conformation than H3 (Figure 4.3B). This
observation is consistent with our previous finding that H4 preferentially maintains
native-like stability in the presence of various binding partners [106].
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4.3.3 Thermodynamics of Histone Dimer Folding
To further characterize the thermodynamical features of histone folding, we
carried out coupled replica-exchange and umbrella sampling simulations for the
H2A/H2B dimer. This part of the work was performed by Haiqing Zhao. The
calculated free energies were projected onto Qmonomer and Qdimer. In Figure 4.4,
the free energies of H2A/H2B are plotted as a function of Qdimer (1D green curve
in both Figure 4.4A and 4.4B), and as a function of QH2A and Qdimer (2D contour
map in Figure 4.4A), and QH2B and Qdimer (2D contour map in Figure 4.4B). From
the 1D free energy curve, it is clear that the simulated H2A/H2B dimer has two
states: an unfolded state at Qdimer ∼ 0.23 and a folded state at Qdimer ∼ 0.5. The
energy barrier between these two states is about 4 kcal/mol, located at Qdimer∼ 0.3.
This result is consistent with our simulated annealing simulations, where the folding
transition of H2A/H2B also occurs at Qdimer ∼ 0.3 (Figure 4.3A).
Furthermore, on the 2D free energy surfaces, we observe two basins (reddish
regions), with a saddle region near Qmonomer ∼ 0.5 (orange region), representing the
most favorable transition zone between the two minima. However, if the individual
monomers were well folded as Qmonomer ∼ 0.6 − 0.7, they would have to overcome
a large energy barrier to form the native dimer. This result shows that to form
the native histone dimer with “histone fold”, the two monomers need to assemble
cooperatively.
Meanwhile, the two histone monomers also make different thermodynamical
contributions to the dimer formation. As seen in the 2D free energy surface, both
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Figure 4.4: Free energy profiles of H2A/H2B histone dimer fold-
ing and binding. The 1D potential of mean force (PMF) along Qdimer
is plotted as the green curve in both (A) and (B), whose value is indi-
cated by the rightmost vertical axis. 2D free energies along QH2A versus
Qdimer (A) and QH2B versus Qdimer (B) are displayed as contour maps.
The blue-to-red color legend represents free energy values from high to
low. Adapted from Haiqing Zhao’s original figure with permission.
of the two energy minima of H2B are deeper than those of H2A. On the other
hand, the free energy landscape of H2A is relatively more rugged and frustrated.
This finding suggests that H2B provides more drive for the transition between the
unfolded and folded state, compared with H2A. In other words, our thermodynam-
ical analyses indicate that during the binding/folding process of H2A/H2B, H2A’s
folding dynamics is more glass-like than H2B, which has a more funneled folding
landscape [240].
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4.3.4 Experimental Confirmation by NMR and Circular Dichroism
We then tested our computational predictions using NMR and circular dichro-
ism (CD) measurements on H2A and H2B. 1H-15N NMR spectra of H2A alone (Fig-
ure 4.5A) shows a narrow spread of NMR signals resulting in signal crowding in
the region typical for amide signals of unstructured/unfolded proteins. This exper-
imental work was performed by Dulith Abeykoon and Christina Camara, graduate
students in Prof. David Fushman’s laboratory. The negative or close to zero signal
intensities observed in the heteronuclear NOE spectrum of 15N-labeled H2A recorded
upon pre-saturation of amide protons (Figure 4.5C) are a clear indication that the
protein is unstructured and highly flexible. Upon addition of unlabeled H2B we ob-
served a dramatic change in the 1H-15N NMR spectra of 15N-labeled H2A, wherein
new signals (corresponding to the bound state) appear and increase in intensity
until they saturate at ca. 1:1 H2B:H2A molar ratio (Figure 4.5B). Concomitantly,
the unbound signals reduce in intensity and practically disappear at the saturation
point. This behavior of the NMR signals, which exhibit essentially no shifts, indi-
cates that the binding is in slow exchange regime on the NMR chemical shift time
scale. In contrast to the unbound state, the signals of 15N-labeled H2A in complex
with H2B (Figure 4.5D) show a significant spread, indicating that the bound state
of H2A is well structured. Also, many H2A signals in the heteronuclear steady-state
NOE spectra recorded at these conditions have positive intensities, characteristic of
a well-folded state of the protein (see Fushman et al. [241]). Similar behavior was
observed for 15N-labeled H2B, which is unstructured in the unbound state and folds
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upon complex formation with H2A (data not shown).
The NMR data above suggested that only with each other can H2A and H2B
fold into a dimer with well-defined structures. To extend this analysis further,
we performed CD, which allows one to assess the folded helical content of a protein
experimentally. Here, the CD results demonstrate a significant increase in the helical
content of these proteins upon the formation of the H2A/H2B heterodimer (Figure
4.5E). Together, these experimental results indicate that in isolation H2A and H2B
are intrinsically disordered but adopt a well-defined tertiary structure upon binding
to each other, which is consistent with a previous experimental study on H2A/H2B’s
thermodynamical stability [25]. Overall, these experiments serve as strong support
of the previous computational hypotheses.
4.3.5 Polymer Scaling Law
Our results indicate that histone dimers H2A/H2B and H3/H4 have similar
“binding coupled to folding” mechanisms, which indicate that monomers cannot
be well folded on its own but can be folded with the other histone partner. This
suggests that histone dimers should be considered as an independent folding unit,
similar to standard globular protein monomers. In the following, we further discuss
this point of view from the perspective of polymer biophysics.
For many classes of polymer, the radius of gyration for a polymer chain (Rg)
approximately follows the scaling relation: Rg ∼ αN ν , where is the radius of gyra-
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Figure 4.5: NMR and CD studies of H2A and H2B upon com-
plex formation. (A-B) 1H-15N SOFAST-HMQC spectra of 15N-labeled
H2A alone (A) and in the presence of unlabeled H2B at a 1:1 molar ratio
(B). (C-D) Heteronuclear steady-state 15N{1H} NOE spectra recorded
with amide proton presaturation [241] for 15N-labeled H2A alone (C)
and in the presence of unlabeled H2B at a 1:1 molar ratio (D). In these
spectra, contours with positive intensities are colored black while neg-
ative intensities are blue. (E) CD spectra of H2A and H2B alone and
in a 1:1 mixture. The concentrations of the proteins are the same in
all three cases. The table on the right shows the percentage of the sec-
ondary structure obtained from these data. Panels (A-D) were provided
by Dulith Abeykoon, panel (E) by Christina Camara.
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ization) of the chain α is the linear slope, and ν is the scaling exponent [242]. After
analyzing a large structural dataset of monomeric proteins, Dima et al. [243] verified
this scaling relation and concluded the empirical parameters α ' 3 and µ ' 1/3
achieving a correlation coefficient of 0.90 for globular proteins.
With this in mind, we calculated the Rg of the crystal structures of histone
monomers and dimers and fitted them to the empirical relation from Dima et al.
(Figure 4.6A) [243]. This part of the work was performed by Haiqing Zhao. We
found that all the histone monomers have a higher Rg than the expected value of a
globular protein with the same residue length, while the Rg and N of both histone
dimers fit closely with the empirical relation (the black line). Together with the
geometry of histone fold structural motif, where three helices of one histone cross
and bind with another three helices from the partner histone, this analysis supports
the point that structurally, histone dimers represent a single folding unit.
4.3.6 Evolution of the Histone Fold
After confirming that histone heterodimers are a single folding unit, we next
discuss from an evolutionary perspective one possible reason why they are split
into two monomers in eukaryotes, instead of remaining a single-chain protein. In-
deed, it is found that an ancient archaeon, Methanopyrus kandleri, produces a 154-
residue single-chain histone (HMk) which is homologous to the eukaryotic histone
heterodimers and shares the similar histone-fold structural motif [244] (Figure 4.6B).
It is possible that during evolution, the eukaryotic histone dimers inherited the main
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archaea histone eukaryotic histone
Figure 4.6: Dimeric histones may originate from a single unit.
(A) Rg versus the residue number N is plotted for monomeric and
dimeric histones H3, H4, H2A, H2B, and H3/H4, H2A/H2B. The
black line is the empirical correlation between Rg and N for globular
monomeric proteins [243]. (B) The archaeon Methanopyrus kandleri hi-
stone (left) folds as a monomeric chain (PDB ID: 1F1E [244]), while the
eukaryotic histone (right) displays a dimeric structure (blue: H3, orange:
H4, PDB ID: 1AOI [9]). Adapted from Haiqing Zhao’s original figure
with permission.
94
structural motif and folding mechanism from their ancestor proteins, but diversified
into two different components to allow for more diverse biological functions needed
for higher organisms [41,43]. Possible functions may include but not limited to dis-
tinctive post-translational modifications on each monomer [48,131,132] and different
structural and functional roles of the two composing partners as revealed here and
in our previous works [106, 107]. On the other hand, this structural diversity may
affect the folding rate of each monomer in a dimeric unit, which requires chaper-
ones to interact with the dominant monomer and assist its folding, such as HJURP
for CENP-A [106,245]. Moreover, the disassembly kinetics of histone dimeric pairs
may play an important role in the inherently asymmetric chromatin remodeling
process. [246,247]
4.3.7 Histone Fold Proteins Share a Similar Folding Mechanism
Despite the diverse evolution, the histone fold structural motif is surprisingly
well conserved, not only among eukaryotic histones, but also in many other DNA-
binding proteins that participate in a wide variety of biological processes, such as
transcription, translation, and DNA metabolism [28, 42]. A better understanding
of the folding mechanisms of these histone fold proteins (HFP), which has been
enigmatic, may help elucidate their detailed functions. To address this question, we
simulated two representative HFP systems, namely the TFIID TATA box-binding
protein associated factors dTAFII42/dTAFII62 [248], and the transcription factor
NF-YB/NF-YC [249], using the same protocol as in the previous histone annealing
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simulations. The histone fold motif can be recognized from the native structures of
these two HFP, where dTAFII42/dTAFII62 resembles H3/H4 and NF-YB/NF-YC
is similar to H2A/H2B. As shown in Figure 4.7AB, these HFP monomers alone can
only fold into an intermediate state, with a Q ∼ 0.32 − 0.39, but not the native
state, which is similar to the eukaryotic histones’ behavior. In the presence of
the binding partner, dTAFII42/dTAFII62 can fold and bind into the nearly perfect
native dimer, with very high Qmonomer ∼ 0.75 and Qdimer ∼ 0.56 (Figure 4.7C).
In the NF-YB/NF-YC dimer binding simulations, each monomer folds into a near-
native state (Qmonomer ∼ 0.68), while the entire dimer conformation is roughly
correct (Qdimer ∼ 0.48) with small discrepancies (Figure 4.7D). The reason for this
behavior might be that the sequence length of NF-YB/NF-YC (165 AA) is longer
than that of dTAFII42/dTAFII62 (138 AA), making the former’s structure more
difficult to predict. But overall, these results demonstrate that these two HFP fold
and bind similarly to the eukaryotic histones, despite their relatively low sequence
similarity (see Figure C.1 for their sequence alignments). We also measured the Rg
versus N relation of these two HFP and found the dimers, but not the monomers,
agree with the monomeric protein trend line and should be treated as a single
folding unit (Figure C.2). Altogether, these data point to the fascinating possibility
that HFP and histones share similar folding/binding mechanisms, which further
suggests their common evolutionary origins and may help explain their universal
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Figure 4.7: Histone fold proteins have similar folding mechanism
as the eukaryotic histones. (A) Q analyses on annealing simulations
of the four HFP monomers (dTAFII42, dTAFII62, NY-FC, NF-YB), with
the representative snapshots of the predicted conformation (orange) su-
perimposed with the crystal structure (cyan) in (B). (C-D) shows the
Qmonomer and Qdimer analyses in the dimer annealing simulations on
dTAFII42/dTAFII62 (C) and NF-YB/NF-YC (D). Subsets are the rep-




In this report, we studied the structure formation mechanisms of histones.
Using computer simulations, NMR, and CD measurements, we showed that histones
only fold upon binding. Furthermore, we extended our computational study to other
proteins with the histone fold motif and found that the same folding upon binding
principle widely applies to this structural motif. Besides, our work shows that two
histone monomeric components contribute to their binding process asymmetrically,
which may shed light on understanding the evolutionary origins of histone variants.
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Chapter 5: Summary and Future Prospects
In this thesis, we have reported on the structure and dynamics of disordered
histones to understand their important biological functions. The major approach we
have used is an advanced computational model called AWSEM, guided by physical
principles and verified by experimental results. A series of theoretical and compu-
tational studies included in this thesis have revealed essential biophysical mecha-
nisms of various disordered histones, such as histone tail dynamics, H1-nucleosome
binding conformations, and histone monomer/dimer folding thermodynamics. As a
comprehensive complement and extension to a series of histone and chromatin stud-
ies performed at the Papoian lab in the past decade [250–253], this thesis provides
new insights on disordered histone’s unique functions in chromatin condensation
and gene regulation.
All the research projects in this thesis would not be successfully performed
without the development and modifications of AWSEM to model IDP and protein-
DNA interactions. As an open-source simulation package, AWSEM-IDP (described
in Chapter 2) has been widely used by many research groups to study not only
disordered histones but also other IDPs in general. Even researchers with less ex-
perience in MD simulations can easily benefit from AWSEM-IDP’s clear source
99
code, documentation, and example files, all available for free on GitHub (https:
//github.com/adavtyan/awsemmd/wiki/AWSEM_IDP). The release of AWSEM-IDP
has also inspired further development and application of coarse-grained models
for IDP [95, 254–258]. The improved AWSEM-DNA branch (to be released af-
ter the publication of Chapter 3) is a more systematic and robust approach to
model protein-DNA complexes such as nucleosome [111], transcription factors [101],
and other DNA-binding proteins [110]. The successful models of these protein-
DNA complexes will enable large scale simulations to investigate many crucial bi-
ological processes related to gene transcription and regulation, such as molecular
stripping [259] and breakpoint resection [260]. We expect these simulations to im-
prove our understanding of related biological mechanisms by providing substantial
dynamic information at near-atomic molecular details for a long timescale, which
is beyond the reach of many current computational and experimental approaches.
Meanwhile, there have been consistent efforts to simulate very large biomolecular
complexes with AWSEM using parallel computing strategies [261]. In particular, a
new efficient AWSEM branch implemented in OpenMM [262] with GPU accelera-
tion, are under active development and tests. When these upgrades are successfully
combined with IDP and DNA branches, it would be very promising in near future to
computationally model the large-scale dynamics of massive biomolecular complexes,
such as chromosome organization proteins and nucleosomal arrays, for a sufficient
timescale without sacrificing near-atomic structural details.
One of the most exciting scientific outlook extended from this thesis is to
simulate the nucleosomal array with disordered tails and the linker histone H1.
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Based on our past comprehensive study on the dynamics of H1 bound with a single
nucleosomal particle in Chapter 3, it is desirable to add more nucleosomes and H1 so
that the inter-nucleosomal conformation and dynamics can be directly modeled. The
X-ray crystal and cryo-EM structures of di-nucleosome [263], tetra-nucleosome [264],
hexa-nucleosome [69], and chromatin fiber of tetra-nucleosomal units [12] can all
serve as useful initial conformations for the future simulations. Thereby, we will
be able to precisely measure how the disordered histone tails and linker histones
affect the distance and orientation among nucleosomes for the first time. This
proposed research will explore the configuration landscape of nucleosome arrays and
reveal how the histone tail deletion [265] and H1 depletion [63] regulate chromatin
condensation level, from a high-resolution computational perspective.
There are still some key biophysical questions in the chromatin research field
that are beyond the current capability of the AWSEM model. Post-translational
modifications (PTM) on histone are among one of these topics. As described in
Chapter 1, histone modifications have been proved to play important roles in many
fundamental epigenetic functions such as chromatin condensation [266] and gene
expression [267]. However, most PTM modify a small functional group on amino
acid side chains, which are only represented by one single bead in the coarse-grained
AWSEM. Limited by its resolution, the current version of AWSEM cannot precisely
mimic PTM in general. Some progress has been made to implement phosphory-
lation, one of the key PTM in many biological processes, in AWSEM and its pre-
decessors by replacing the phosphorylated residues with “super-charged” glutamic
acids [208, 268, 269]. Similar or more advanced approaches are expected to realisti-
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cally mimic other PTM on histones, especially the most ones such as acetylation,
methylation, and ubiquitylation.
Another challenging topic for AWSEM to study is how the DNA sequence
affects nucleosome compaction and chromatin structure. As the essential genetic
information, different DNA sequences also require distinct free energy cost to wrap
around nucleosomes, thus affecting their positioning and stability [270]. Although
the new AWSEM-DNA introduced in this thesis can model the nucleosome with com-
parable kinetics to experiments, its protein-DNA interactions are still simplified as
sequence-independent Leonard-Jones potential and electrostatics. Therefore, a well-
calibrated sequence-dependent protein-DNA interaction is essential for AWSEM to
investigate related key properties such as nucleosome repeating length (NRL) [271]
and breathing [272] more accurately. Continuous efforts have been made to develop
more realistic protein-DNA interactions in AWSEM, which is dependent not only
on DNA’s nucleic acid sequence but also on protein’s amino acid sequence. This
new AWSEM-DNA branch under development and testing relies on another CG
DNA model developed by our lab [108, 273] that is possibly more compatible with
AWSEM than the currently used 3SPN.2 DNA model. The successful release of
this next-generation AWSEM-DNA will enable more accurate simulations of nucle-
osome and chromatin to realistically investigate their sequence-related kinetic and
thermodynamic properties.
Overall, these future upgrades and improvements on the AWSEM model will
allow us to accurately simulate nucleosomal arrays with disordered histones and dif-
ferent DNA sequences and PTM types to probe their regulatory roles on chromatin
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condensation. The future prospects based on the existing results in this thesis will
push the boundary of chromatin research by shedding light on the mechanisms of
gene expression regulation and epigenetic diseases.
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Appendix A: Supporting Information for Chapter 2
This appendix is based on the supporting information of the published work of
the authors: Hao Wu, Peter G. Wolynes, and Garegin A. Papoian; AWSEM-IDP:
A Coarse-Grained Force Field for Intrinsically Disordered Proteins; The Journal of
Physical Chemistry B, 122(49):11115-11125 (2018) [116]
A.1 Parametrization Procedure
In Chapter 2 we discussed the general steps to calibrate the parameters in
AWSEM-IDP. Here we elaborate on the detailed procedure and take H4 tail and
PaaA2 as examples. VRg is system-dependent because the residue number (N) and
the target radius of gyration (R0g) can be very different among various systems.
Hence we performed parameter calibration for VHbond and VFM first. In VHbond the
scaling factors of Vβ, VP−AP , and Vhelical (λβ, λP−AP , and λhelical) were modified to
control the overall secondary structure propensity. It turned out that the default
values of λβ and λP−AP (both 1.0) matches the benchmark β structure level well.
λhelical was reduced to 1.2 to fit the benchmark α-helical structure level. In VFM , we
tuned the scaling factor (λFM) and cutoff range of ij separation along the sequence
(|i− j|min and |i− j|max), which set the relative intensity of VFM and the range that
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i and j go over in the calculation of rij and r
m
ij . In terms of memory selection, we
chose 100 snapshots from the ∼85000-frame replica-exchange atomistic simulation
trajectory [132] for H4 tail and all the 50 structures generated with SAXS and
NMR ensemble restrictions [166] for PaaA2. Noticing that λFM also depends on the
number of fragment memories, we used 0.001 for H4tail and 0.002 for PaaA2 to keep
their relative weights the same. As for VRg , the parameters generally vary among
different systems. The range of parameters D, α, and β used in this study are
described in Chapter 2 (Table 2.1). γ is tuned to compensate for the over-compact
effect from other terms in AWSEM-IDP and normally ranges from 1.1 to 1.2. The
rest two parameters N and R0g depend on the residue number and target Rg value.
For the two IDPs we studied in this report, D = −0.2, α = 0.001, β = 0.003,
γ = 1.16, N = 26, R0g = 8.6 for H4tail, and D = −0.8, α = 0.001, β = 0.0005,
γ = 1.11, N = 71, R0g = 20.8 for PaaA2. We tested multiple sets of parameters
on both systems and compared results with atomistic simulation or experiments
concerning various structural properties. With the current set of parameters, we
can obtain results comparable with atomistic simulation and experiments.
A.2 RMSIP Analysis
The convergence of all the simulations is confirmed by the root mean square
inner product (RMSIP) analysis [164], which quantifies the overlap between essential













To calculate RMSIP, we selected subparts with increasing time length from
the whole trajectory, divided each subpart into two halves, and calculated RMSIP
of these pairs. Figure A.1 shows that an early convergence appears even in the
beginning of the simulation, with RMSIP around 0.7. Then the RMSIP curves
gradually increase and become saturated at around 0.8. These results are strong
proof of convergence of both H4tail and PaaA2 simulations.
A.3 Energy Analysis
In the Results and Discussion section, we analyzed different energy terms
in AWSEM-IDP Hamiltonian responsible for the protein secondary and tertiary
structures. Here we provide more data on the detailed contribution from each energy
term (Table A.1), as well as the time-evolution of Esecondary and Etertiary as defined
in A.2 (Figure A.6). For each protein, ten separate simulation runs were performed.




〈VRama + VHbond〉 , 〈Etertiary〉 =
1
N
〈Vcontact + Vburial〉 (A.2)
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Table A.1: Detailed AWSEM Hamiltonian for all the simulated proteins
H4 tail PaaA2 1UZC 1R69 1UBQ
Residue # 26 71 69 63 76
Econ 30.91 ± 4.32 84.33 ± 7.1 81.88 ± 7.02 74.76 ± 6.68 90.26 ± 7.37
Echain 15.19 ± 2.96 48.64 ± 5.11 44.93 ± 4.81 39.87 ± 4.56 49.28 ± 5.03
Eχ 2.63 ± 1.09 10.96 ± 2.18 10.86 ± 2.19 9.13 ± 2.01 12.42 ± 2.42
Eexcl 1.34 ± 1.10 4.10 ± 1.80 4.32 ± 1.82 4.24 ± 1.82 6.3 ± 2.25
Erama -32.47 ± 3.13 -159.74 ± 5.19 -157.65 ± 4.29 -129.87 ± 4.07 -161.04 ± 3.95
Econtact -5.31 ± 2.00 -17.02 ± 4.76 -18.78 ± 4.36 -35.34 ± 3.95 -64.29 ± 4.62
Eburial -22.86 ± 0.62 -61.43 ± 0.98 -58.12 ± 1.24 -53.21 ± 1.28 -67.03 ± 1.00
Eβ -3.34 ± 4.27 -0.82 ± 1.51 -0.73 ± 1.82 -0.03 ± 0.36 -22.17 ± 4.00
EP−AP -12.32 ± 6.20 -5.9 ± 3.49 -6.31 ± 3.71 -12.76 ± 3.18 -18.73 ± 1.89
Ehelix -0.41 ± 1.08 -41.84 ± 5.81 -66.9 ± 6.63 -49.9 ± 5.62 -14.33 ± 2.26
EFM -13.93 ± 0.84 -118.41 ± 3.21 -171.34 ± 3.36 -136.1 ± 2.89 -295.8 ± 3.61
ERg -20.54 ± 0.27 -55.93 ± 0.78 -54.63 ± 0.61 -50.38 ± 0.04 -60.8 ± 0.00
a Energies in kcal/mol.
b All simulations performed at 300 K.
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A B
Figure A.1: RMSIP analysis demonstrates the convergence of
AWSEM-IDP simulations. RMSIP curves of both H4tail (A) and
PaaA2 (B) rises steadily with increasing time length and all the RMSIP
values above 0.6, showing all the simulations are converged. The results











Figure A.2: A wide range of conformations can be sampled via
parameter tuning of VRg . We simulated H4 tail with AWSEM-IDP
with different R0g = 10, 11, 12, 13 in the Rg potential and calculated the
corresponding Rg (A-D) and pairwise q (E-H) distributions. When R
0
g
increases, we can observe a higher average value and wider distribution
of Rg, accompanied by a smaller average value of pairwise q. All the
rest parameters in VRg are the same. The corresponding VRg curves are




Figure A.3: Simulations with the standard AWSEM are less ac-
curate in describing the structure of the H4 tail. The structural




Figure A.4: VRg efficiently prevents artificially collapsed confor-
mations of PaaA2. The effect of VRg is highlighted by the comparison
between free energy landscape with Rg and De2e as reaction coordinates
simulated with (A) and without (B) VRg . After VRg with proper param-
eters is applied, the locations of the major energy minimums shift closer
to the NMR average values [166] (green dotted lines).
A B
Figure A.5: Standard AWSEM simulations are less accurate in
describing the structure of PaaA2. (A) Two of the three free en-
ergy minima in simulations are distant from NMR average values (green
dotted lines). (B) The helical probabilities near the N-terminal region





Figure A.6: The secondary and tertiary structure energy vs time
in the simulations of the two IDPs and three ordered proteins.
(A, B) As IDPs, H4tail and PaaA2 have either higher secondary or ter-
tiary structural energy. (C) As a comparison, the overall ordered 1UZC,
with a disordered tail, has a similar level of tertiary structure, but much
lower secondary structure energy. (D, E) The two entirely ordered pro-
teins (1R69 and 1UBQ) have both lower secondary and tertiary struc-
tural energy.
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Figure A.7: Sensitivities versus helical propensities for PaaA2
The sensitivities of helical probability on Esecondary (green squares),
Etertiary (purple squares), and EFM (cyan squares) are not highly corre-
lated with helical occupations (red circles), but their fluctuations (shown
in Figure 2.7B).
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Appendix B: Supporting Information for Chapter 3
This appendix is based on the supporting information of the unpublished work
of the authors: Hao Wu, Yamini Dalal, and Garegin A. Papoian; Binding Dynam-
ics of Disordered Linker Histone H1 with a Nucleosomal Particle; In Preparation;
(2020)
B.1 H1 NTD/CTD Atomistic Simulations
Particularly for the full-length H1-nucleosome system, we performed atomistic
simulations of the disordered NTD and CTD and used them as bioinformatic local
structural bias in the subsequent coarse-grained (CG) simulations. To simulate the
relatively large CTD (99 residues) efficiently and obtain local structural information,
we separated its sequence into six short overlapping segments and ran individual
atomistic simulations for each segment, as done in Lin et al. [208]. The 24-residue
NTD is much shorter so we simulate its entire structure. See Figure B.1 for their
sequences and detailed segmentation.
We used replica-exchange molecular dynamics to enhance sampling when sim-
ulating these two intrinsically disordered regions. As for the force field, we used
the recently developed a99SB-disp [138] for protein and the modified TIP4P-D [274]
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for water. These two force fields are specially optimized for simulating IDPs and
prove more accurate than many other atomistic force fields. The temperatures of all
replicas were determined by the T-REMD server [275]. The temperature range is
300 - 400 K and the target exchange probability is 0.25, generating 30 - 60 replicas
at different temperatures for each simulated system. All the atomistic simulations
were performed with GROMACS [276] (version 2018.2) package, with a timestep of
2 fs, periodic boundary conditions, and particle mesh Ewald method for long-range
electrostatics. The initial structures (same as the CG simulation) were solvated in
a dodecahedral box. Then sodium and chloride ions were added into the solvent to
neutralize the system and create a 150 mM physiological salt concentration.
The systems first underwent a short energy minimization of 100 ps using the
steepest descent algorithm at 300 K. The NVT equilibration for 500 ps and NPT
equilibration for 1 ns were performed subsequently at the unique temperatures of
each replica, both with position constraints and Berendsen temperature or pressure
coupling methods. Then we performed the production runs (100 ns for NTD and
30 ns for CTD segments), adding up to 1.8 - 3 µs total simulation time of all
the replicas for each system. The trajectories at 300 K were used for following
analyses and structural bias for CG simulations, excluding the first 20 ns of NTD
simulation and 5 ns of CTD simulations for equilibration. The resulting NTD/CTD
structures have very low ordered secondary structure propensity (Figure B.2) and
extended global size (Figure B.3). These disordered features agree with previous
studies in general, proving the sanity of using these structures to bias subsequent
CG simulations.
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B.2 AWSEM-IDP Potential for H1 Disordered Domains
As mentioned in Chapter 3, we used AWSEM-IDP [116] to model H1 disor-
dered domains, with some recent modifications. Here we elaborate on the details.
B.2.1 Fragment Memory
We used the atomistic simulation trajectories mentioned above to bias the
local structure of H1 NTD and CTD in CG simulations. This structural bias is








(rij − rmij )2
2σ2
] (B.1)
where ωm represents the weight for each memory m. Detailed definitions of
other parameters and significance of this potential can be found in previous AWSEM
literature [76,116].
The atomistic simulation trajectories were clustered by the simple linkage al-
gorithm in GROMACS with RMSD = 2.5 Å as the threshold. The representative
structures of all the clusters are then used as fragment memory. The weights for
each memory are calculated based on the logarithm of cluster size based on the
Boltzmann equation, and normalized to be on the same scale with weights (ω = 1)
of other globular proteins with single structure as memory in the system, i.e. for






B.2.2 Sequence-Specific Helical Propensity
Vhelical is a term in responsible for the formation of α-helices in AWSEM. In
the original version of AWSEM-IDP, we reduced its weight to 1.2 for the entire IDP
chain. The disordered H1 NTD and CTD, however, are connected with the globular
domain in the same protein chain. To solve this inconsistency, we implemented a
modification for Vhelical so that AWSEM user can assign weights for each amino acid
in a chain. Here, we reduced Vhelical weight to 1.0 for H1 NTD and CTD and kept
using 1.5 for all the other ordered proteins, including the H1 globular domain.
B.2.3 Rg Potential
We did not use the newly introduced Rg potential from AWSEM-IDP in this
study. Because there is no experimentally or computationally measured Rg available
for the H1 disordered domains, especially when bound with nucleosomal DNA.
B.3 Electrostatic interactions
All the AWSEM-DNA simulations use two types of electrostatic interactions:
DNA-DNA and protein-DNA. There is no protein-protein electrostatics because the
contact term in the original AWSEM for protein has already incorporated the short-
range electrostatic interactions.
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rij < rc (B.3)
where qi and qj are the charges on site i and j, rij the distance between these
two sites, λD is the Debye length, εo is the dielectric permittivity of vacuum, ε(T,C)
is the dielectric permittivity of solution. λD and ε(T,C) are both dependent on
ionic concentration and temperature. In this study, we set ionic concentration =
150 mM, temperature = 300 K and rc = 50 Å to mimic DNA-DNA electrostatics
in the physiological cellular environment. The detailed formulae of λD and ε(T,C)
and values of other parameters in DNA-DNA interactions can be found in Hinckley
et al. [109]
Similarly, the protein-DNA electrostatics are also modeled in Debye-Hückel







rij < rc (B.4)
where all the parameters have the same definition as in Eq. B.3. Here we set
λD = 10 Å, ε = 78, rc = 40 Å, which results in proper electrostatics in a 150 mM
NaCl solution.
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B.4 Nucleosome Specific Arginine-Phosphate Potential
To prevent nucleosomal DNA unwrapping from the histone octamer core, we
applied an additional Lennard-Jones (LJ) potential between certain Cβ beads from
arginine residues on histones and phosphate beads from DNA (both in CG repre-
sentation). Note that this force is only applied to 14 protein-DNA pairs to mimic
the effect that some arginines are deeply inserted into DNA minor grooves [9]. See
Figure B.4A for the residues and base pairs involved in this force. Its formula is the







)12 − ( σ
rpair
)6] r < rc (B.5)
where rpair is the Cβ-phosphate inter-bead distance for a certain pair of arginine-
DNA, ε is the strength of the potential, σ is the finite distance at which the potential
is zero, and rc is the cutoff distance. After fine-tuning the parameters, we eventu-
ally set ε = 5 kcal/mol, σ = 5 Å and rc = 15.5 Å. With this parameter set, this
nucleosome-specific LJ potential provides stronger protein-DNA attraction (see Fig-
ure B.4B for its energy compared with other protein-DNA interaction terms) so that
nucleosomal DNA can keep wrapping around the histone core. This potential is im-
plemented as a new fix style in LAMMPS as “fix/lj/cut”, inspired by the pair style
“lj/cut”.
To test the effect of this new potential, we run some short simulations (5 ns)
for the canonical nucleosome without H1 (PDB: 1KX5) before and after applying
the arginine-phosphate potential. All the other setup and parameters are the same
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as the H1-nucleosome simulations in Chapter 3. We found without this arginine-
phosphate potential, the DNA is highly dynamic and starts to unwrap from the
histone core at the end of simulations in two out of five runs (Figure B.4C). By
contrast, with the V Arg−PhosphateLJ , the nucleosomal DNA keeps wrapping around in
all the five simulation runs (Figure B.4D).
B.5 Representative Snapshots from 3D Spherical Coordinates
We established a set of spherical coordinates (r, θ, φ) of the H1 globular
domain’s center of mass, as shown in Chapter 3, to quantify their dynamics. We
identified all the major basins from their 2D (φ, r) histogram and selected the
representative snapshots as follows. We first estimated φ and r values at the center
of each basin. Then we computed the most probable θ value with similar φ and r
and searched for the corresponding snapshot with this (r, θ, φ) as representative
ones.
B.6 H1.5∆C50 Simulations and Analyses
To further comprehensively compare our computational results with the cryo-
EM data [66], we also performed simulations for H1.5, another subtype of linker
histones, binding with the nucleosome. The C-terminal 50 amino acids of H1.5 in our
study were deleted to be consistent with the molecule in the cryo-EM experiment.
Therefore this system is called “H1.5∆C50” (see Figure B.7 for its sequence aligned
with H1.0 and structure).
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Similar to H1.0, H1.5 also has disordered NTD and CTD. Therefore, we first
ran atomistic simulations for H1.5∆C50 NTD/CTD structural segments. Then we
simulated the H1.5∆C50-nucleosome complex by the AWSEM-DNA force field, with
previous atomistic simulations as a structural bias for disordered domains. All the
simulation details are the same as in the H1.0 case, except that we only performed 8
independent runs (total 480 ns in CG time scale), limited by computational resource
and speed. Then we performed the same linker DNA analyses and compared them
with the cryo-EM experiments (Figure B.8). We found our results are in general
quantitatively consistent with Bednar et al. [66]
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H1.0 C-terminal Domain:
. . . . . . . . . . 


























Figure B.1: H1 NTD (residue 1-24) and CTD (residue 98-196)
sequences used in the simulations. Residues with positively and
negatively charged side chains are labeled in green and red respectively.
The SPKK repeating motifs in CTD are underlined. Segments for atom-
istic simulations are represented by ∼.
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Table B.1: H1 region definitions for contact analysis
Domain Regions AA/BPstart AA/BPend Length (AA/BP)
H1NTD
N1 1 12 12
N2 13 24 12
GH1
α1 28 38 11
L1/β1 39 46 7
α2 47 57 11
L2 58 62 5
α3 63 78 16
β2 81 87 7
β3 90 95 6
H1CTD
C1 98 109 12
C2 110 121 12
C3 122 133 12
C4 134 145 12
C5 146 157 12
C6 158 169 12
C7 170 181 12
C8 182 196 15
DNA
L1 1 23 23
dyad 87 107 21
α3 171 193 23
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Table B.2: φ-r basin definitions and population percentages
Basin ID rmin (Å) rmax (Å) φmin (
◦) φmax (
◦) Population %
g1 60 75 0 150 33.1
g2 30 45 60 140 8.5
g3 55 75 -100 -140 7.9
g4 40 60 -80 -20 8.0
g5 100 120 -60 -30 0.9
f1 60 75 0 150 53.3
f2 30 45 60 140 11.7
f3 55 75 -100 -50 4.0
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Figure B.2: H1 NTD and CTD have disordered secondary struc-
tures in atomistic simulations. Secondary structure elements for
each residue (vertical axis) along the simulations (horizontal axis) are
plotted for H1 NTD (A) and CTD (B-G) segments. Color code repre-
sents different types of secondary structure. Analyses were performed




Figure B.3: H1 NTD and CTD are extended in atomistic sim-
ulations. The radius of gyration (Rg) was computed for all the H1
NTD/CTD segments. The average and standard deviation of Rg are
shown as a bar plot with error bars. The theoretical Rg for globular
protein [278] and unfolded random coil [279] with the same number of




Figure B.4: A special Lennard-Jones potential is applied between
protein-DNA to avoid nucleosomal DNA unwrapping. (A) shows
the locations of all 14 pairs of arginine Cβ (yellow) and DNA phosphate
beads (red). Nucleosomal DNA is shown in gray, while the histone core
and H1 are not shown for clarity. (B) Different protein-DNA energy
terms V as a function of inter-bead distance r with the parameter set
used in this study. The new potential (V Arg−PhosphateLJ ) creates a signifi-
cant energy barrier (∼ 3 - 4 kcal/mol) from r = 5 Å to r = 10 Å, stronger
than the standard LJ (VLJ) and Debye-Hückel (VDH) terms. The repre-
sentative final snapshots of the test canonical nucleosome simulations
without (C) and with V Arg−PhosphateLJ (D) illustrate the effect of this new




Figure B.5: Additional 2D histograms of the 3D coordinates for
GH1 COM (A-B): (φ, θ) without (A) and with disordered domains
(B). (C-D): (θ, r) without (C) and with disordered domains (D). The
corresponding values of the chromatosome crystal structure [66] (with
GH1 bound on dyad) are labeled with dashed lines.
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A Bwithout NTD/CTD with NTD/CTD 
Figure B.6: Zoomed-in snapshots in which the GH1 is proximal
to the histone core acidic patch GH1 (purple) moves close to the
acidic patch (brown) on the histone core in both systems without (A)
or with (B) the H1 disordered domains. These two figures as examples
are taken from the g2 and f2 representative snapshots in the main text.
All the “sticks” representation only show a small part of the amino acid
side chains because of the coarse-grained nature of our AWSEM-DNA
model.
A
H1.0               1 MAENS---AATPA------AKPKRSK------ALKKSTDHPKYSDMILAA 35
|:|.:   .||||      ||.|.:|      |.|:....|..|::|..|
H1.5DC50           1 MSETAPAETATPAPVEKSPAKKKATKKAAGAGAAKRKATGPPVSELITKA 50
H1.0              36 VQAEKSRSGSSRQSIQKYI-KNHYKVGENADSQIKLSIKRLVTSGALKQT 84
|.|.|.|:|.|..:::|.: ...|.|.:| :|:|||.:|.||:.|.|.||
H1.5DC50          51 VAASKERNGLSLAALKKALAAGGYDVEKN-NSRIKLGLKSLVSKGTLVQT 99
H1.0              85 KGVGASGSFRLAK---------------ADEGKKPAKKPKKEIKKAVSPK 119
||.||||||:|.|               |.:.||||....|:.|||...|
H1.5DC50         100 KGTGASGSFKLNKKAASGEAKPKAKKAGAAKAKKPAGATPKKAKKAAGAK 149
H1.0             120 KVAKPKKAAKSPAKAKKPKVAEKKVKKVAKKKPAPSPKKAKKTKTVKAKP 169
|..|     |:|.|||||..|  .||||||     ||||           
H1.5DC50         150 KAVK-----KTPKKAKKPAAA--GVKKVAK-----SPKK----------- 176
H1.0             170 VRASKVKKAKPSKPKAKASPKKSGRKK 196
H1.5DC50         177 --------------------------- 176
N-Terminal Domain; Globular Domain; C-Terminal Domain
B
Figure B.7: H1.5∆C50 sequence and structure (A) Sequence align-
ment of H1.0 (196 AA) and H1.5∆C50 (176 AA) analyzed with EMBOSS
NEEDLE web server [280]. The color code indicates different domains.
The identical, similar, and different amino acids are labeled by “|”, “.”,
and “:”. (B) H1.5∆C50-nucleosome complex structure. The color code






Figure B.8: H1.5∆C50 DNA conformation and dynamics are
consistent with the previous cryo-EM study. The DNA related
metrics α, β, θ and end-to-end distance for unbound nucleosome, full-
length H1.0-nucleosome and H1.5∆C50-nucleosome are plotted using the
same definition as in Chapter 3. (A-B) qualitatively agree with the same
measurements in Figure 1E of Bednar et al. [66]
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NTD GH1 CTD
Figure B.9: H1 remains disordered in the nucleosomal context.
The disordered probability at each residue is defined as the percentage
that “turn” or “coil” occurs. Secondary structure elements in this anal-
ysis were determined by STRIDE [165] in VMD.
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Appendix C: Supporting Information for Chapter 4
This appendix is based on the supporting information of the unpublished work
of the authors: Haiqing Zhao, Hao Wu, Dulith Abeykoon, Alex Guseman, Christina
M. Camara, Yamini Dalal, David Fushman, and Garegin A. Papoian; Folding-
Upon-Binding Mechanism Widely Exists in Histone Fold Structures; In Preparation;
(2020)
C.1 AWSEM Simulation Details
We used the AWSEM [76] model to simulate all the histone and histone fold
protein (HFP) systems in this study. In this study, the parameters in the AWSEM
model were tuned such that the simulated melting temperature of histone dimers is
around 350 K, as observed in experiments. We also employed an AWSEM-featured
bioinformatic term called “fragment memory”, using available protein segments as
the local structural bias. In histone/HFP monomer annealing simulations, the bias-
ing segments were selected from proteins in the PDB which share similar local amino
acid sequences to the histone monomers, equivalent to the “homolog allowed” struc-
tural library used in Davtyan et al. [76]. In the dimer simulations, the local memory
fragments were selected from the X-ray crystal structures, which still only provide
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local structure information but not tertiary contacts within each monomer and be-
tween monomers (as used in previous protein binding studies with AWSEM [98]).
The length of a fragment is typically from 3 to 9 residues.
We ran AWSEM simulations using the open-source molecular dynamics soft-
ware, LAMMPS [92] (version 9Oct12), with a non-periodic shrink-wrapped bound-
ary condition and the Nose-Hoover thermostat. The simulation time step was set
as 5 femtoseconds. The native conformations were taken from the corresponding
X-ray crystal structures (PDB: 1AOI [9] for histone proteins; PDB: 1TAF [248] for
dTAFII; PDB: 1N1J [249] for NF-Y). All annealing simulations started from the
completely unfolded state, and then were slowly cooled down from 600 K to 200 K.
The simulation time of a production run is 1 × 107 steps. Ten independent runs
with different initial states and velocities were performed for each system.
For histone dimers, we also performed coupled replica-exchange and umbrella
sampling simulations to collect sufficient conformational statistics for estimating
folding free energies. We first set 10 umbrella windows linearly distributed along
the chosen collective variable Qdimer. At every umbrella window of Qdimer, 10 differ-
ent temperature replicas were run in parallel. The replica that is close to the fold-
ing temperature was then collected from every umbrella window, following which
WHAM [237] was used to compute the unbiased free energies.
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C.2 Q Value Definition
To quantitatively describe the similarity between simulated and native struc-







(rij − rNij )2
2σij
] (C.1)
where Npairs is the number of pairs in the summation, rij is the instantaneous
distance between Cα atoms of residues i and j, r
N
ij is the same distance in the native
structure, and σij = (1 + |i− j|)0.15 represents the resolution of distance difference.
The range of Q is from 0 to 1. A higher Q value means that the simulated
conformation is more similar to the native structure. Note that the group of atoms
included for computing Q can be customized. In Chapter 4, we computed Qmonomer




dTAFII42           1 ----------------------------PKDAQVIMSILKELNVQ-EYEP     21
|.. :::..|.::.... .::.
H3                 1 PHRYRPGTVALREIRRYQKSTELLIRKLPFQ-RLVREIAQDFKTDLRFQS     49
dTAFII42          22 RVVNQLLEFTFRYVTSILDDAKVYANHARKKTIDLDDVRLATEVTLD-- 68
..|..|.|.:..|:.::.:|..:.|.||::.||...|::||..:..:  
H3                50 SAVMALQEASEAYLVALFEDTNLCAIHAKRVTIMPKDIQLARRIRGERA     98
=========================================================================================
dTAFII62           1 MLYGSSISAESMKVIAESI---------------GVGSLSDDAAKELAED     35
||:.::|               ||..:|....:|....
H4                 1 ------------KVLRDNIQGITKPAIRRLARRGGVKRISGLIYEETRGV     38
dTAFII62          36 VSIKLKRIVQDAAKFMNHAKRQKLSVRDIDMSLKV---------- 70
:.:.|:.:::||..:..||||:.::..|:..:||.          
H4                39 LKVFLENVIRDAVTYTEHAKRKTVTAMDVVYALKRQGRTLYGFGG     83
=========================================================================================
NF-YC              1 LPLARIKKIMKLDEDVKMISAEAPVLFAKAAQIFITELTLRAWIHTEDNK     50
|:.|:.::::.....:.:.|.|||..|...:....|:...|.....|||
H2A                1 -PVGRVHRLLRKGNYAERVGAGAPVYLAAVLEYLTAEILELAGNAARDNK     49
NF-YC             51 R-----RTLQ---RNDIAMAITKFDQFDFLIDIVPR     78
:     |.||   |||                    
H2A               50 KTRIIPRHLQLAVRND-------------------- 65
=========================================================================================
NF-YB              1 ---IYLPIANVARIMKNAIPQTGKIAKDAKECVQECVSEFISFITSEASE     47
||     |.:::|...|.|| |:..|...:...|::....|..|||.
H2B                1 SYAIY-----VYKVLKQVHPDTG-ISSKAMSIMNSFVNDVFERIAGEASR     44
NF-YB             48 RCHQEKRKTINGEDILFAMSTLGFDSYVEPLKLYLQKFRE---------- 87
..|..||.||...:|..|:..|      .|.:|......|          
H2B               45 LAHYNKRSTITSREIQTAVRLL------LPGELAKHAVSEGTKAVTKYTS     88
NF-YB             88 -- 87
H2B               89 AK     90
=========================================================================================
Similarity:    
34/99 (34.3%)
Similarity:    
34/95 (35.8%)
Similarity:    
29/86 (33.7%)
Similarity:    
35/102 (34.3%)
Figure C.1: Sequence alignments between two HFP systems
studied in this work and the similar eukaryotic histones. All
the four HFP monomer sequences are aligned with the most similar eu-
karyotic histone. Similarities of the aligned sequences are calculated on
the right panel. All the alignments are performed via the EMBOSS
Needle online server [280].
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Figure C.2: Polymer scaling fit of HFP monomers and dimers.
Rg versus the residue number N is plotted for the HFP monomers
dTAFII42, dTAFII62, NY-FC, NF-YB, and dimers dTAFII42/dTAFII62,
NF-YB/NF-YC with different colors respectively. The black line is the
empirical relation of Rg and N for globular monomeric proteins (same
as in Figure 4.6A in Chapter 4).
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[13] Horng D Ou, Sébastien Phan, Thomas J Deerinck, Andrea Thor, Mark H Ellis-
man, and Clodagh C O’Shea. ChromEMT: Visualizing 3D chromatin structure
and compaction in interphase and mitotic cells. Science, 357(6349):eaag0025,
2017.
[14] Bogdan Bintu, Leslie J Mateo, Jun-Han Su, Nicholas A Sinnott-Armstrong,
Mirae Parker, Seon Kinrot, Kei Yamaya, Alistair N Boettiger, and Xiaowei
Zhuang. Super-resolution chromatin tracing reveals domains and cooperative
interactions in single cells. Science, 362(6413):eaau1783, 2018.
[15] JT Finch and A Klug. Solenoidal model for superstructure in chromatin.
Proceedings of the National Academy of Sciences, 73(6):1897–1901, 1976.
[16] Rachel A Horowitz, David A Agard, John W Sedat, and Christopher L Wood-
cock. The three-dimensional architecture of chromatin in situ: electron tomog-
raphy reveals fibers composed of a continuously variable zig-zag nucleosomal
ribbon. The Journal of Cell Biology, 125(1):1–10, 1994.
[17] Jan Bednar, Rachel A Horowitz, Sergei A Grigoryev, Lenny M Carruthers,
Jeffrey C Hansen, Abraham J Koster, and Christopher L Woodcock. Nucle-
osomes, linker DNA, and linker histone form a unique structural motif that
directs the higher-order folding and compaction of chromatin. Proceedings of
the National Academy of Sciences, 95(24):14173–14178, 1998.
[18] Kazuhiro Maeshima, Saera Hihara, and Mikhail Eltsov. Chromatin structure:
does the 30-nm fibre exist in vivo? Current Opinion in Cell Biology, 22(3):291–
297, 2010.
[19] Christopher L Woodcock and Rajarshi P Ghosh. Chromatin higher-order
structure and dynamics. Cold Spring Harbor Perspectives in Biology, page
a000596, 2010.
[20] Dmitry V Fyodorov, Bing-Rui Zhou, Arthur I Skoultchi, and Yawen Bai.
Emerging roles of linker histones in regulating chromatin structure and func-
tion. Nature Reviews Molecular Cell Biology, 19(3):192, 2018.
[21] Tony Kouzarides. Chromatin modifications and their function. Cell,
128(4):693–705, 2007.
138
[22] Sandy L Klemm, Zohar Shipony, and William J Greenleaf. Chromatin accessi-
bility and the regulatory epigenome. Nature Reviews Genetics, 20(4):207–220,
2019.
[23] M Ryan Corces, Jeffrey M Granja, Shadi Shams, Bryan H Louie, Jose A
Seoane, Wanding Zhou, Tiago C Silva, Clarice Groeneveld, Christopher K
Wong, Seung Woo Cho, et al. The chromatin accessibility landscape of primary
human cancers. Science, 362(6413):eaav1898, 2018.
[24] Thomas H Eickbush and Evangelos N Moudrianakis. The histone core com-
plex: an octamer assembled by two sets of protein-protein interactions. Bio-
chemistry, 17(23):4955–4964, 1978.
[25] Vassiliki Karantza, Andreas D Baxevanis, Ernesto Freire, and Evangelos N
Moudrianakis. Thermodynamic studies of the core histones: ionic strength
and pH dependence of H2A-H2B dimer stability. Biochemistry, 34(17):5988–
5996, 1995.
[26] Alonso J Pardal, Filipe Fernandes-Duarte, and Andrew J Bowman. The his-
tone chaperoning pathway: from ribosome to nucleosome. Essays in Biochem-
istry, 63(1):29–43, 2019.
[27] Gina Arents, Rufus W Burlingame, Bi-Cheng Wang, Warner E Love, and
Evangelos N Moudrianakis. The nucleosomal core histone octamer at 3.1 Å
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cleosome core particle at 1.9 Å resolution. Journal of Molecular Biology,
319(5):1097–1113, 2002.
[40] Andreas D Baxevanis and David Landsman. Histone Sequence Database: a
compilation of highly-conserved nucleoprotein sequences. Nucleic Acids Re-
search, 24(1):245–247, 1996.
[41] Kathleen Sandman and John N Reeve. Archaeal histones and the origin of
the histone fold. Current Opinion in Microbiology, 9(5):520–525, 2006.
[42] Andreas D Baxevanis, Gina Arents, Evangelos N Moudrianakis, and David
Landsman. A variety of DNA-binding and multimeric proteins contain the
histone fold motif. Nucleic Acids Research, 23(14):2685–2691, 1995.
[43] Vikram Alva, Moritz Ammelburg, Johannes Söding, and Andrei N Lupas. On
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[193] Mehmet Ali Öztürk, Georgi V Pachov, Rebecca C Wade, and Vlad Cojocaru.
Conformational selection and dynamic adaptation upon linker histone binding
to the nucleosome. Nucleic Acids Research, 44(14):6599–6613, 2016.
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Keiko Ozato, David T Brown, Gordon Hager, Michael Bustin, and Tom Mis-
teli. Global nature of dynamic protein-chromatin interactions in vivo: three-
dimensional genome scanning and dynamic interaction networks of chromatin
proteins. Molecular and Cellular Biology, 24(14):6393–6402, 2004.
156
[225] Danielle Vermaak, Oliver C Steinbach, Stephan Dimitrov, Ralph AW Rupp,
and Alan P Wolffe. The globular domain of histone H1 is sufficient to direct
specific gene repression in early Xenopus embryos. Current Biology, 8(9):533–
S2, 1998.
[226] Danielle Vermaak and Alan P Wolffe. Chromatin and chromosomal controls
in development. Developmental Genetics, 22(1):1–6, 1998.
[227] Steven Henikoff, Takehito Furuyama, and Kami Ahmad. Histone variants, nu-
cleosome assembly and epigenetic inheritance. Trends in Genetics, 20(7):320–
326, 2004.
[228] V Ramakrishnan. The histone fold: evolutionary questions. Proceedings of
the National Academy of Sciences, 92(25):11328, 1995.
[229] Steven Henikoff and M Mitchell Smith. Histone variants and epigenetics. Cold
Spring Harbor perspectives in biology, 7(1):a019364, 2015.
[230] Yamini Dalal, Takehito Furuyama, Danielle Vermaak, and Steven Henikoff.
Structure, dynamics, and evolution of centromeric nucleosomes. Proceedings
of the National Academy of Sciences, 104(41):15974–15981, 2007.
[231] Natalia Conde e Silva, Ben E Black, Andrei Sivolob, Jan Filipski, Don W
Cleveland, and Ariel Prunell. CENP-A-containing nucleosomes: easier disas-
sembly versus exclusive centromeric localization. Journal of Molecular Biology,
370(3):555–573, 2007.
[232] Minh Bui, Emilios K Dimitriadis, Christian Hoischen, Eunkyung An, Delphine
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José N Onuchic. Braiding topology and the energy landscape of chromo-
some organization proteins. Proceedings of the National Academy of Sciences,
117(3):1468–1477, 2020.
[262] Peter Eastman, Jason Swails, John D Chodera, Robert T McGibbon, Yutong
Zhao, Kyle A Beauchamp, Lee-Ping Wang, Andrew C Simmonett, Matthew P
Harrigan, Chaya D Stern, Rafal P Wiewiora, Bernard R Brooks, and Vijay S
Pande. OpenMM 7: Rapid development of high performance algorithms for
molecular dynamics. PLoS Computational Biology, 13(7):e1005659, 2017.
[263] Daiki Kato, Akihisa Osakabe, Yasuhiro Arimura, Yuka Mizukami, Naoki
Horikoshi, Kazumi Saikusa, Satoko Akashi, Yoshifumi Nishimura, Sam-Yong
Park, Jumpei Nogami, Kazumitsu Maehara, Yasuyuki Ohkawa, Atsushi Mat-
sumoto, Hidetoshi Kono, Rintaro Inoue, Masaaki Sugiyama, and Hitoshi Ku-
rumizaka. Crystal structure of the overlapping dinucleosome composed of
hexasome and octasome. Science, 356(6334):205–208, 2017.
[264] Thomas Schalch, Sylwia Duda, David F Sargent, and Timothy J Richmond.
X-ray structure of a tetranucleosome and its implications for the chromatin
fibre. Nature, 436(7047):138, 2005.
[265] Benedetta Dorigo, Thomas Schalch, Kerstin Bystricky, and Timothy J Rich-
mond. Chromatin fiber folding: requirement for the histone H4 N-terminal
tail. Journal of Molecular Biology, 327(1):85–96, 2003.
[266] Bryan J Wilkins, Nils A Rall, Yogesh Ostwal, Tom Kruitwagen, Kyoko
Hiragami-Hamada, Marco Winkler, Yves Barral, Wolfgang Fischle, and Heinz
Neumann. A cascade of histone modifications induces chromatin condensation
in mitosis. Science, 343(6166):77–80, 2014.
[267] Howard Cedar and Yehudit Bergman. Linking DNA methylation and histone
modification: patterns and paradigms. Nature Reviews Genetics, 10(5):295,
2009.
160
[268] Tongye Shen, Chenghang Zong, Donald Hamelberg, J Andrew McCammon,
and Peter G Wolynes. The folding energy landscape and phosphorylation:
modeling the conformational switch of the NFAT regulatory domain. The
FASEB Journal, 19(11):1389–1395, 2005.
[269] Joachim Lätzer, Tongye Shen, and Peter G Wolynes. Conformational switch-
ing upon phosphorylation: a predictive framework based on energy landscape
principles. Biochemistry, 47(7):2110–2122, 2008.
[270] Jonathan Widom. Role of DNA sequence in nucleosome stability and dynam-
ics. Quarterly Reviews of Biophysics, 34(3):269–324, 2001.
[271] Daria A Beshnova, Andrey G Cherstvy, Yevhen Vainshtein, and Vladimir B
Teif. Regulation of the nucleosome repeat length in vivo by the DNA sequence,
protein concentrations and long-range interactions. PLoS Computational Bi-
ology, 10(7):e1003698, 2014.
[272] Jamie Culkin, Lennart De Bruin, Marco Tompitak, Rob Phillips, and Helmut
Schiessel. The role of DNA sequence in nucleosome breathing. The European
Physical Journal E, 40(11):106, 2017.
[273] Alexey Savelyev and Garegin A Papoian. Molecular renormalization group
coarse-graining of polymer chains: application to double-stranded DNA. Bio-
physical Journal, 96(10):4044–4052, 2009.
[274] Stefano Piana, Alexander G Donchev, Paul Robustelli, and David E Shaw.
Water dispersion interactions strongly influence simulated structural prop-
erties of disordered protein states. The Journal of Physical Chemistry B,
119(16):5113–5123, 2015.
[275] Alexandra Patriksson and David van der Spoel. A temperature predictor
for parallel tempering simulations. Physical Chemistry Chemical Physics,
10(15):2073–2077, 2008.
[276] Herman JC Berendsen, David van der Spoel, and Rudi van Drunen. GRO-
MACS: A message-passing parallel molecular dynamics implementation. Com-
puter Physics Communications, 91(1-3):43–56, 1995.
[277] Wolfgang Kabsch and Christian Sander. Dictionary of protein secondary
structure: Pattern recognition of hydrogen-bonded and geometrical features.
Biopolymers: Original Research on Biomolecules, 22(12):2577–2637, 1983.
[278] Jeffrey Skolnick, Andrzej Kolinski, and Angel R Ortiz. MONSSTER: A
method for folding globular proteins with a small number of distance re-
straints. Journal of Molecular Biology, 265(2):217–241, 1997.
[279] Feng Ding, Ramesh K Jha, and Nikolay V Dokholyan. Scaling behavior and
structure of denatured proteins. Structure, 13(7):1047–1054, 2005.
161
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