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Let BHy(V) be the space of analytic functions f in the region V for which
u f(z)u # 1, z [ V, and let K be a compact subset of V. How can we compute the
values of any function f [ BH y(V) at an arbitrary point z [ K? One of the
approaches to this problem applies the results concerning the n-widths and «-
entropy of class BH y(V) in the metric C(K). In the case when K has a simply
connected complement in C and V is a canonical neighbourhood of K, the classical
tools for approximation of f [ BH y(V) in C(K) give the Faber series. This work
is concerned with the following: the exact values of Kolmogorov and other n-widths
of Hardy spaces H p, the n-widths and «-entropy of class BH y(V), the optimality
of Faber approximations, and computing values of analytic functions with the help
of Faber series.  1996 Academic Press, Inc.
1. INTRODUCTION
Let D be the open unit disk in C, T :5 ­D, Dr :5 rD, Tr :5 rT (r . 0),
and let ds(eiu) 5 du/2f be the normalized Lebesgue measure on T,
dn(x 1 iy) 5 dxdy/f be the normalized area Lebesgue measure. The Hardy
spaces H p(DR), 0 , p # y, R . 0, consist of those analytic functions f in
DR for which
i f iHp(DR) :5 sup0,r,R SET u f (rz)up ds(z)D
1/p
, p , y,
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i f iHy(DR) :5 suphu f (z)u : z [ DRj
is finite. The closed unit ball in H p(DR) is denoted by BH p(DR).
A Blaschke product of degree m in DR is a function of the form
B(z) 5 eiu p
m
j51
z 2 zj
R 2 R21zjz
, zj [ DR, u [ [2f, f]. (1.1)
The set of all Blaschke products (1.1) with m # n will be denoted by
Bn(DR). Given a compact subset E of DR and a (nontrivial) positive measure
e on E let
bn(DR, Lq(e)) :5 inf hiBiLq(e) : B [ Bn(DR)j. (1.2)
When q 5 y the space Lq(e) is replaced by C(E), the space of continuous
functions on E. Fisher and Micchelli (1980) proved that for all 1 # q # y,
R . 0,
dn(BH y(DR), Lq(e)) 5 d n(· · ·) 5 ln(· · ·) 5 bn(DR, Lq(e)), (1.3)
where dn, d n, and ln are the Kolmogorov, Gel’fand, and linear n-widths
respectively (for the definitions, see Section 2). Below sn stands for any of
the n-widths dn, d n, ln . Recently, in (Farkov, 1994), for the linear n-cowidth
ln it was shown that
ln(BH y(DR), Lq(e)) 5 2bn(DR, Lq(e)). (1.4)
In the case when R . 1, E 5 D , the extreme product for bn(DR, C(E)),
is Bˆ(z) 5 (z/R)n and (1.3) gives
sn(BH y(DR), C(D)) 5 bn(DR, C(D)) 5 R2n (1.5)
(cf Pinkus, 1985, p. 268). The multidimensional analogues of (1.5) were
studied in (Farkov, 1990, 1993). Using (1.3) the equalities
sn(BHp(DR), Lq(s)) 5 R2n, sn(BH p(DR), Lq(n)) 5 R2n Sqn2 1 1D21/q (1.6)
can be proved for 1 # q # p # y. Formulae (1.6) were briefly mentioned
in (Farkov, 1990), the first out of (1.6) for sn 5 dn was obtained in (Parfenov,
1985; see also Fisher and Stessin, 1994). In Section 3 we give the following
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extension of (1.6) for the case when e in (1.3) and (1.4) is a radial-symme-
try measure:
THEOREM 1.1. Let de(reiu) 5 dm(r) ds(eiu) where m is a positive Borel
measure on [0, r], 0 , r , R, and let 1 # q # p # y, q , y. Then
ln(BH y(DR), Lq(e)) 5 2sn(· · ·) 5 2R2n SEr
0
r nq dm(r)D1/q. (1.7)
We denote by BH y(V) the space of analytic functions f in the region
V , C for which
i f iHy(V) :5 sup hu f (z)u : z [ Vj # 1.
Let E be a compact subset of V and cap(E, V) be the Green capacity of
E respect to V. It is known that in the general case
lim
nRy
[dn(BH y(V), C(E))]1/n 5 exp(21/cap(E, V)), (1.8)
and there exists a positive constant c1, independent of n, for which
dn(BH y(V), C(E)) $ c1 exp(2n/cap(E, V)) (1.9)
(see, e.g., Pinkus, 1985, p. 276, and Tikhomirov, 1990). The examples of V
and E for which
dn(BH y(V), C(E)) # c2 exp(2n/cap(E, V))
have been given in (Fisher and Micchelli, 1980; Ganelius, 1976). In the
classical Faber situation, estimates for c2 follow from the results of Section
4. In this section some connections between the Faber approximates and
the best polynomial approximants are also touched upon. Let us dwell on
these results at length.
Let K be a compact set in C containing more than one point and having
a simply connected complement in C. Denote by Pn the collection of
polynomials of degree at most n. For f [ C(K) the distance from f to Pn
in the metric C(K), i.e.,
d( f, Pn, C(K)) :5 inf hi f 2 pni : pn [ Pnj, (1.10)
is called the best uniform approximation of f by polynomials of degree n
on K. It is well known that under our assumption the infimum in (1.10)
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will be attained for a unique polynomial pˆn [ Pn. If A(K) :5 h f [ C(K ) :
f analytic in K \­K j then by the Mergelyan theorem
lim
nRy
d( f, Pn, C(K)) 5 0
for all f [ A(K).
Let F : C \K ° C \D be the conformal maping normalized by
limzRy(uF(z)/zu) . 0, and let C be its inverse. For R . 1, the interior of
GR :5 hz : uF(z)u 5 Rj is denoted by GR. Note that cap(K, GR) 5 1/log R
and for E 5 K we have c1 5 1 in (1.9) (e.g., Fisher and Micchelli, 1980).
According to the well-known Bernstein–Walsh theorem a function f [
C(K) is a restriction to K of some analytic on GR function if and only if
lim sup
nRy
[d( f, Pn, C(K))]1/n # R21. (1.11)
The Faber polynomial Fn(z) of degree n for K can be defined to be the
polynomial part of the Laurent Expansion of [F(z)]n at infinity (see, e.g.,
Gaier, 1980; Suetin, 1984). If f is an analytic on GR, then
f(z) 5 Oy
n50
anFn(z), z [ GR, (1.12)
where the convergence is absolute and uniform on any compact subset of
GR. The Faber coefficients an of f are given by the formula
an 5
1
2fi
E
Tr
f [C(t)] t2n21 dt, 1 , r , R. (1.13)
The Faber projection Fn associates the nth partial sum of series (1.12) with
a function f, i.e.,
Fn f(z) :5 On
k50
akFk(z).
In the case when K is a closed disk (a real segment) Fn coincides with the
Taylor (resp. Chebyshev) projection. If R 5 sup hr : f analytic on Grj, then
lim sup
nRy
(i f 2 Fn f iC(K))1/n 5 R21. (1.14)
i.e., the Faber series (1.12) converges to f on K maximally in the Walsh
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sense (see, e.g., Gaier, 1980). The relations (1.9), (1.11), and (1.14) show
that Fn f are the natural polynomial approximants for f [ H y(GR) in C(K).
If ­K is a Jordan curve then C can be extended to T as a continuous
function, and the Faber coefficients for f [ A(K) can be defined by (1.13)
with r 5 1. When K is a convex set with a piecewise analytic boundary,
then for n , 1682
i f 2 Fn f iC(K) # 10d( f, Pn, C(K)), (1.15)
where f is an arbitrary function from A(K); it is seen that at most 1 decimal
digit is lost when the polynomial pˆn of best approximation is replaced by
the nth Faber approximant (see Henrici, 1986, p. 527). This result is im-
portant for applications because for some f and K a computation of Fn is
more simple than pˆn (see Ellacott, 1983; Johnston, 1987; He and Saff, 1994;
He, 1994; Coleman and Myers, 1995, and references therein).
For R . 1, let
J(R) :5
1
f
E2f
0
dt
uReit 2 1u
.
It is not difficult to show (see Suetin, 1984, p. 219) that
J(R) , 2 log SR 1 1R 2 1D . (1.16)
In Section 4 when ­K is a convex Jordan curve we prove (cf. Suetin, 1984,
Chap. 10) that
(a) If f [ H y(GR) then
i f 2 Fn f iC(K) # J(R)R2ni f iHy(GR). (1.17)
(b) If f [ A(GR) then
i f 2 Fn f iC(K) # J(R)R2n d( f, Pn, C(GR)). (1.18)
It follows from (1.17) that
dn(BH y(GR), C(K)) # J(R)R2n11.
Comparing (1.18) with (1.15) and (1.16) we note that J(1 1 1025) , 10.65.
Our further results are related to the following
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Problem. Let for some function f [ BH y(GR) the Faber coefficients
hanj be computable and be given « . 0. This is required to compute the
value of f at an arbitrary point z [ K to within «.
According to the general scheme (Babenko, 1986, p. 18) this problem
can be solved with the following ‘‘Faber Polynomial Computing Method’’
(FPCM) consisting of three steps:
(I) (the approximation of f by Fn f ) Find n 5 n(«, f, K) so that
i f 2 Fn f iC(K) # «/2.
(II) (the discretization of Fn) Compute and memorize the number
a˜k P ak (k 5 0, 1, . . . , n) such that
iFn f 2 F˜n f iC(K) # «/2,
where F˜n f :5 o
n
n50 a˜kFk.
(III) (the computation of f ) For z [ K, compute F˜n f(z) and put
f(z) P F˜n f(z).
If K 5 [21, 1] then hFn(z)j are proportional to the Chebyshev polynomi-
als: Fn(z) 5 2Tn(z), n [ N, where Tn(x) :5 cos(n arccos(x)) for x [ [21,
1]. In this case FPCM is used to compute values of special functions with
the help of Chebyshev series, and its optimality was researched in detail
by Vitushkin (see, e.g., Traub and Woz´niakowski, 1980, p. 161). Babenko
(1986, p. 253) noted that appearance of the Chebyshev polynomials in the
computing methods is not accidental but it has a profound foundation which
is the fact that the polynomials hTn(z)j are a special case of the Faber
polynomials. In Section 5 for the case when ­K is a curve with bounded
rotation we prove the asymptotical optimality of FPCM as related to the
choice of operator Fn and to the used data capacity as well. Furthermore,
in connection with the proof of Theorem 1.1 we give some modifications
of FPCM (see Remark 3 in Section 5).
It should be noted also that values of some analytic functions can be
effectively computed by Faber rational approximants of Pade´ and Carathe´o-
dory–Feje´r type (see, e.g., Ellacott and Gutknecht, 1983; Istace and Thiran,
1993). Besides the Faber polynomials have some interesting applications
in numerical linear algebra (e.g., Eiermann and Starke, 1990; Farkova,
1992; Starke and Varga, 1993).
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2. PRELIMINARY
Let X be a normed linear space and A be a convex, closed, centrally
symmetric subset of X. Then
dn(A, X) :5 inf
Xn
sup
x[A
inf
y[Xn
ix 2 yi,
d n(A, X) :5 inf
Xn
sup
x[A>Xn
ixi,
ln(A, X) :5 inf
An
sup
x[A
ix 2 Lnxi,
where Xn (resp. X n) runs over all n-dimensional (resp. n-codimensional)
subspaces of X and Ln varies over all bounded linear operators of rank n
which map X into itself. One can read about the main properties of the
Kolmogorov dn, Gel’fand d n, and linear ln n-widths in (Pinkus, 1985; Tik-
homirov, 1990). In particular, it is always
dn(A, X) # ln(A, X) and d n(A, X) # ln(A, X). (2.1)
Let operators S and N be given by
S : A R Y, N : DN R Z, (2.2)
where DN is the domain of definition of N , A , DN , X, and Y, Z are
normed spaces. The element N (x) is named by the information about x,
and N is called the informational operator. For given « . 0, the information
N(x) is used in order to find «-approximation y 5 y(x), y [ Y, to the element
S(x) : iy 2 S(x)i , «. According to Traub and Woz´niakowski (1980, 1988)
an algorithm (in broad sense) is any operator
w : N (A) ° Y. (2.3)
The algorithm’s error is
e(w) :5 sup
x[A
iS(x) 2 w(N (x))i. (2.4)
This scheme covers many problems of optimal interpolations, approxima-
tions, and quadrature on these or other classes of functions. There naturally
arises a problem of finding an optimal algorithm w under the given informa-
tion N and problems of optimal information N for given A and S (for the
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details and bibliography, see Tikhomirov, 1990; Traub and Woz´niakowski,
1980, 1988).
THEOREM 2.1 (Traub and Woz´niakowski, 1980, p. 158). Let Wn(N ) be
a class of algorithms w using an information operator N and having a range
of dimension at most n, i.e.,
Wn(N ) :5 hw : dim(span w(N (A)) # nj,
and Wn :5 <N Wn(N ) is the union of such classes algorithms by all possible
information operators. Then
infhe(w) : w [ Wnj 5 dn(S(A), Y). (2.5)
Thus the error of any n-dimensional algorithm at least equal to the
Kolmogorov n-width of a set S(A) in Y.
Within the framework of the general scheme induced by operators (2.2)
two elements x, x9 [ A with N (x) 5 N (x9) are indistinguishable. Let
V(x) :5 A > N 21(N (x)), U(x) :5 hS(x9) : x9 [ V(x)j,
where N 21(x) is the inverse image of the element z 5 N (x). The diameter
and the radius of an arbitrary set C , X are defined as
diam(C) :5 suphic1 2 c2i : c1 , c2 [ C j and rad(C) :5 inf
x[X
sup
c[C
ix 2 ci
respectively. The values
d(N , S) :5 sup
s[ A
diam(U(x)), r(N , S) :5 sup
x[A
rad(U(x))
are called the diameter and the radius of the information N for S (see
Traub and Woz´niakoski 1980, p. 11). By the definitions one can see that
the inequalities
e(w) $ r(N , S) and r(N , S) $ d(N , S) $ 2r(N , S) (2.6)
are always true. These inequalities are connected with the well known
Adversary Principle: if N (x) 5 N (x9) then the inherent error of any
algorithm is the half of the distance between S(x) and S(x9) (e.g., Traub
and Woz´niakowski, 1980, p. 17).
Let J be a certain class of informational operators and let A , DN , X
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for all N [ J. Then cowidths of a set S(A) in the space Y corresponding
to the class J are defined (Tikhomirov, 1990, p. 113) by the formula
d J(S(A), Y) :5 inf
N [J
d(N , S) 5 inf
N [J
sup
x[A
diam(U(x)). (2.7)
If L (X, C n) is a class of all bounded linear operators mapping X in C n
then for X 5 Y, Z 5 C n, J 5 L (X, C n) formula (2.7) defines the linear n-
cowidths ln(S(A); X). These and other n-cowidths (Fourier, Aleksandrov,
pretable, etc.) are used in the theory of optimal coding (see, e.g., Babenko,
1986; Tikhomirov, 1990). It is not difficult to prove that
ln(S(A), X) # 2ln(S(A), X). (2.8)
Let us recall the definition of «-entropy of a precompact set A in the
metric space X. For any « . 0 there exists a finite «-net of A, i.e., a set
C , X such that any point x [ A is situated in the distance #« from a
certain point of C. A family C1 , . . . , CN of subsets of X is an «-cover of
A if
A , <
N
k51
Ck and diam(Ck) # « (k 5 1, . . . , N).
Let N«(A; X) be the minimal number of points in the «-nets of A, and
N«(A) be the smallest number of sets in the «-cover of A. Then
H«(A, X) :5 log2(N«(A, X)) and H«(A) :5 log2(N«(A))
are called the «-entropy of A respect to X and the absolute «-entropy of
A respectively.
THEOREM 2.2 (Vitushkin; see, e.g., Babenko, 1986, p. 247). Let A be a
precompact set. Then
H«(A) 5 inf
X
H«(A, X), (2.9)
where X runs over all metric spaces containing A.
Let in the normed space X it is given a set C. If there exists x0 [ X such that
sup
c[C
ix0 2 ci # (diam(C))/2,
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than x0 is called the centre of C. If X is a centered space (that is, any set
C , X with diam(C) , y has the center in X) then rad(C) 5 (diam(C))/
2 and for every «-cover hCkj of A correspond to the «-net of A consisting
of the centers of hCkj. In this case from Theorem 2.2 follows the equality
H«(A) 5 H«(A; X). (2.10)
PROPOSITION 2.3. For any compact K the space C(K) is centered.
This statement is usually called the ‘‘Erokhin Lemma’’; see (Babenko,
1986, p. 75).
Now, let S(A) be a compact set in Y. For each x [ A, let an information
operator NN compare some word Tx of length #N in the binary alphabet
h0; 1j. Then the table of words, i.e., the set NN(A), contains not more than
2N elements and for any algorithm w : NN(A) ° Y the arrow e(w) points
to the precision of recovery of an element S(x) for any x [ A by means
of the table data (cf. Babenko, p. 245). The number N is called the length
of NN(A), and the word’s length Tx is denoted by l(Tx). From the definition
of the «-entropy it follows that for given « . 0 the algorithm with the error
e(w) , « exists only in the case when the table’s length satisfies the inequality
N $ H«(S(A), Y). (2.11)
For any a [ R, we set a :5 minhk [ Z : k $ aj. From (2.9)–(2.11) it
follows that for the centered space Y the length of optimal table allowing
recovery of elements of S(A) to within « is equal to H«(A).
3. ON n-WIDTHS OF BH p IN Lq
As mentioned above, in this section we compute the value (1.2) in the
case when
de(reiu) 5 dm(r)ds(eiu), (3.1)
where m is a positive Borel measure on [0, r], 0 , r , R. By Fubiny’s
Theorem, from (3.1) we have
E
Dr
f(z) de(z) 5 Er
0
dm(r) E
T
f(rz) ds(z) (3.2)
for any e-integrable function f. In particular, here r 5 1 and dm(r) 5 2r dr
when e 5 n.
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PROPOSITION 3.1 (cf. Parfenov, 1992, Theorem 6). Let e be a measure
of the form (3.1). Then for all 1 # q , y, n [ N, the infimum in (1.2) is
attained on Bˆ(z) 5 (z/R)n.
Proof. Let e be as above. It is known (e.g., Pinkus, 1985, p. 268) that
if B [ Bn(DR) satisfies iBiLq(e) 5 bn(DR , Lq(e)) with 1 # q , y, R . 1,
then the zeros of B all lie on D. We set
B0n(DR) :5 hB [ Bn(DR) : B(0) ? 0 and B(z) ? 0 for all z [ DR \Dj.
It is sufficient to show that
iBiLq(e) $ iBˆiLq(e) (3.3)
for all B [ B0n(DR).
Let B [ B0R(DR) with zeros z1 , . . . , zn , repeated according to multiplic-
ity and arranged such that uz1u # uz2u # ? ? ? # uznu. An application of
Jensen’s formula gives
E
T
log uB(reiu)u ds(eiu)) 5 log R2n 1 log rk 1 On
j5k11
log uzju
for uzku # r , uzk11u(k 5 1, . . . , n 2 1). Thus,
E
T
log uB(reiu)u ds(eiu) $ log(r/R)n
for all 0 , r , R. Hence
E
T
uB(rz)uq ds(z) 5 exp log SE
T
uB(rz)uq ds(z)D
(3.4)
$ exp SE
T
log uB(rz)uq ds(z)D$ S rRDnq 5 ET uBˆ(rz)uq ds(z)
for all 1 # q , y, 0 , r , R. Now, from (3.3) and (3.4) we obtain (3.3),
which completes the proof.
COROLLARY 3.2. For all 1 # q , y, R . 1,
bn(DR , Lq(s)) 5 R 2n (3.5)
and
n-WIDTHS, FABER EXPANSION, AND ANALYTIC FUNCTIONS 69
bn(DR , Lq(n)) 5 R2n Snq2 1 1D21/q. (3.6)
Proof of Theorem 1.1. It is well known that
K(r, t) :5 1 1 2 Oy
k51
rk cos kt $ 0 (3.7)
for all 0 , r , 1, t [ [2f, f]. Let f [ H p(DR), 1 # p # y, 0 , r , R.
Then by using the notation
(GN f )(z) :5 On21
k50
S1 2 SuzuRD2(N2k)D f (k)(0)k! zk
we may write
f (reiw) 2 (GN f )(reiw) 5
1
2f S rRDn Ef2f ein(w2u)K(r/R, u 2 w) f (Reiw) du
(cf. Pinkus, 1985, p. 254). Hence, in view of (3.7),
i f (r?) 2 (GN f )(r?)iLp(s) # S rRDnp ET S 12f Ef2f K(r/R, u
2 w)u f (Reiw)u duDp ds(z).
Since iK(r/R, ?)iL1[2f,f] 5 1, the well known property of convolution
ih p giLp[2f,f] # ihiLp[2f,f] ? igiL1[2f,f] (h [ Lp, g [ L1)
gives
i f (r?) 2 (GN f )(r?)iLp(s) # S rRDn i f iHp(DR) . (3.8)
For f [ BH p(DR), 1 # p , y, from (3.2) and (3.8) it follows that
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i f 2 GN f iLp(e) # R2n SEr
0
rnp dm(r)D1/p.
From this and (2.1) we get
sn(BH p(DR), Lp(e)) # R2n SEr
0
rnp dm(r)D1/p 5 iBˆiLp(e) , (3.9)
where Bˆ(z) 5 (z/R)n. Now, let us assume that 1 # q # p # y, q , y.
Then using Proposition 3.1, (3.9), and the monotonicity of sn , we have
iBˆiLq(e) 5 sn(BHy(DR), Lq(e)) # sn(BH p(DR), Lq(e))
# sn(BH q(DR), Lq(e)) # iBˆiLq(e) .
Thus, the equalities (1.7) are established for sn (i.e., for dn , dn and ln).
In particular,
ln(BH p(DR), Lq(e)) 5 iBˆiLq(e) . (3.10)
Now, by applying Proposition 3.1 and (1.4), we obtain
ln(BH p(DR), Lq(e)) $ ln(BH y(DR), Lq(e)) 5 2iBˆiLq(e) . (3.11)
Hence, it follows from (2.8), (3.10), and (3.11) that
ln(BH p(DR), Lq(e)) 5 2iBˆiLq(e) .
The proof is finished.
COROLLARY 3.3. For all 1 # q # p # y, R . 1, the equalities (1.6)
are true.
4. CONVERGENCE OF FABER SERIES
From the definition of Faber’s coefficients hanj (see (1.13)) for any
f [ H y(GR) we have
uanu # R2ni f iHy(GR) , n [ Z1 . (4.1)
Suppose that
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F (K) :5 sup
n
iFniC(K) , y. (4.2)
There exist compacts K for which (4.2) is not valid (e.g., Suetin, 1984, p.
224). Since
i f 2 Fn f iC(K) # Oy
j5n11
uaji iFjiC(K) ,
an immediate consequence of (4.1) and (4.2) is the following inequality:
i f 2 Fn f iC(K) #
F (K)
Rn(R 2 1)
i f iHy(GR) , n [ N. (4.3)
In particular, if K is convex, then F(K) # 2 (e.g., Suetin, 1984, p. 224). In
this section it is shown that for some K the estimate (4.3) assumes essential
improvement when R close to 1.
For fixed R . 1, let s be the arc length parameter on GR , and let u(s)
denote the angle between the positive real axis and the tangent of GR . Then
V(GR) :5 E
GR
udu(s)u
is the total rotation of GR .
We set G :5 ­K and suppose that G is a rectifiable Jordan curve. If V(GR)
is bounded as a function R, G is said to be bounded rotation (or G [ BR), and
V(G) :5 sup
R.1
V(GR) 5 lim
RR110
V(GR)
is called the total rotation of G (e.g., Gaier, 1980; Suetin, 1984). If G is a
convex curve then V(G) 5 2f.
Let G be a bounded domain in C. If ­G [ BR then G is called a Radon
domain. In the case when K 5 G is a closed Radon domain, for t,
u [ [0, 2f] the function
v(t, u) :5 arg[C(eit) 2 C(eiu)]
is correctly defined. When z 5 C(eiu) is an angle point of G then the jump
of v(t, u) with respect to t is considered equal to the external angle between
the onesided tangents of G at z. For this function the Radon inequality
takes place:
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E2f
0
udtv(t, u)u # V(G) (4.4)
(e.g., Suetin, 1984, p. 225). Besides, it is known that
Fn[C(eiu)] 5
1
f
E2f
0
eint dtv(t, u), n [ N (4.5)
(see e.g., Gaier, 1980).
Under the condition G [ BR from (4.4) and (4.5) we have
F (K) #
V(G)
f
(4.6)
(cf. (4.3) and Ellacott, 1983, Theorem 1). For any R . 1, n [ N, let us set
An(R, K) :5
V(G)
2f
J(R)R 2n (4.7)
where J(R) is estimated according to (1.16).
THEOREM 4.1. Let K 5 G be a closed Radon domain.
(a) If f [ H y(GR) then
i f 2 Fn f iC(K) # An(R, K)i f iHy(GR) . (4.8)
(b) If f [ A(GR) then
i f 2 Fn f iC(K) # An(R, K)d( f, Pn , C(GR). (4.9)
In particular, if G 5 ­K is a convex Jordan curve when inequalities (1.17)
and (1.18) are true.
Proof. It is well known that for any f [ H y(GR) there is a function f *
such that i f *iLy(GR) 5 i f iH y(GR) and f *(z) for a.e. z [ GR coincides with
angle limited values f (z), z [ GR , z R z. Hence from (1.13) we get the
formula
f (z) 2 Fn f (z) 5
1
2fi
E
TR
f *[C(w)] S Oy
k5n11
Fk(z)/wk11D dw. (4.10)
By applying (4.4) and (4.5), for z 5 C(eiu), w 5 Reit, we have
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1
2f
E
TR
U Oy
k5n11
Fk(z)
wk U Udww U5 12f ETR U O
n
k5n11
Fk(z)
RkeiktU dt
#
1
2f2
E2f
0
E2f
0
U Oy
k5n11
eik(t2t)
R k U udtv(t, u)u dt (4.11)
#
V(G)
2f2
E2f
0
U Oy
k5n11
e2ikt
R k U dt 5 An(R, K).
These estimates together with (4.10) give (4.8). Now, let f [ A(GR). It is
clear that
f (z) 2 Fn f (z) 5
1
2fi
E
TR
( f [C(w)] 2 pn[C(w)]) S Oy
k5n11
Fk(z)/wk11D dw
for all pn [ Pn , z [ GR . Hence, in view of (1.10) and (4.11), the inequality
(4.9) is established.
This completes the proof of Theorem 4.1.
Remark. It is well known that
lim
nRy
d( f, Pn , C(GR)) 5 0 (4.12)
for all f [ A(GR). Moreover, the speed tending to 0 in (4.11) rises together
with the increasing smoothness of f on GR (e.g., Suetin, 1984). Hence, it
follows from (4.9) that under the condition G [ BR described in Section
1 the Faber Polynomial Computing Method is unsaturated (cf. Babenko,
1986; Tikhomirov, 1990, Chap. 2, Sect. 4).
5. THE OPTIMALITY OF FPCM
In this section we consider the case when A 5 BH y(GR), X 5 Y 5 C(K),
Z 5 C n, S 5 I is an identical operator, N ( f ) 5 ha0 , a1 , . . . , an21j is a set
of the n leading Faber coefficients of f, and w(N ( f )) 5 Fn21 f. In connection
with (2.5) we compare the value of dn(BH y(GR), C(K)) with the quantity
en(BH y(GR), C(K)) :5 suphi f 2 Fn21 f iC(K) : f [ BH y(GR)j.
We recall that for xn . 0, yn . 0, n [ N, the notation xn } yn means that
there exist constants c1 . 0 and c2 . 0 such that c1 yn # xn # c2 yn for all
n [ N.
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PROPOSITION 5.1. Let compact K satisfies the condition (4.2). Then
(a) For any R . 1,
dn(BH y(GR), C(K)) } en(BH y(GR), C(K)) } R 2n. (5.1)
(b) The method f P Fn21 f does not concede to any other n-dimensional
algorithms with respect to the order of approximation of class BH y(GR) in
the space C(K).
Proof. As noted in Section 1, it is known that
dn(BH y(GR), C(K)) $ R 2n. (5.2)
Also, by the definition of dn and en , we have
dn(BH y(GR), C(K)) # en(BH y(GR), C(K)). (5.3)
Now, the relations (5.1) follow from (4.3), (5.2), and (5.3). Furthermore,
by Theorem 2.1, part (b) is consequence of part (a).
The proposition is proved.
Remarks. 1. If V is a simply connected domain and g : V ° D is the
Riemann mapping, then dn(BH y(V), C(E)) 5 dn(BH y(D), C g(E))) for
any compact E , V. Therefore it follows from Theorem 1.1 that
dn(BH y(GR), C(K)) 5 dn(? ? ?) 5 ln(? ? ?). (5.4)
Interpretation of relations of type (5.1) for dn and ln in terms of information-
based complexity can be given by means of the corresponding results from
(Traub and Woz´niakowski, 1980, Chap. 2, Sect. 6 and Chap. 3, Section. 5;
1988, Chap. 4).
2. When K is a closed Radon domain the relations (5.1) are made
more precise in the following way:
R 2n # dn(BH y(GR), C(K)) # en(BH y(GR), C(K)) # An21(R, K), (5.5)
where An21(R, K) defined in (4.7). Indeed, the inequalities (5.5) are derived
from Theorem 4.1a, (5.2), and (5.3). In particular, for convex K the estimates
R 2n # dn(BH y(GR), C(K)) # J(R)R 2n11
are true. Moreover, if G 5 ­K is a smooth enough curve then
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lim
nRy
R 2n dn(BH y(GR), C(K)) 5 1
(see Wilderotter, 1994).
3. The method f P GN f used while proving Theorem 1.1 is optimal
in the recovery problem of the value of the function f [ BH y(DR) at a
given point z [ DR \h0j by the Taylor information h f (0), f (0), . . . , f n21(0)j
(see Osipenko, 1972; Traub and Woz´niakowski, 1980, p. 161). Respectively,
for the linear n-widths ln(BH y(DR), C(D)) the method
f (z) P On21
k50
(1 2 R 22(n2k))
f (k)(0)
k!
zk
is optimal. When f [ BH y(GR) with regard to (5.4) one can afford the
method
f (z) P 5O
n21
k50
(1 2 R22(n2k))akFk(z), z [ K,
On21
k50
(1 2 (uF(z)u/R)2(n2k))akFk(z), z [ GR .
Some other modifications of the method f P Fn f in FPCM can be obtained
with the help of classical methods of summation Faber series of de La
Vallee Poussin, Feje´r, etc., type (e.g., Brui, 1990; Gaier, 1980, Chap. 1, Sect.
6; Go¨rlich, 1981). When f is analytically continuable from K into a region
V . GR , instead of the Faber series the Faber–Erokhin series may be used
(see Farkov, 1984, and references therein).
In order to estimate the optimality of the FPCM in relation to «-entropy
we use the following well known (e.g., Tikhomirov, 1990, Chap. 3) formula:
lim
«R0
H«(BH y(GR), C(K))
(log2 1/«)2
5
1
log2 R
. (5.6)
Let « . 0 be arbitrarily given, and let f [ BH y(GR). Under the condition
G [ BR, by setting
n 5 n(«, R, K) :5 log2(J(R)V(G)/log2R , (5.7)
we have, from (4.7) and (4.8), that
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i f 2 Fn f iC(K) # «/2. (5.8)
Thus, step (I) of FPCM is realized.
Further, since
i Fn f 2 F˜n f i # On
k50
uak 2 a˜ku iFkiC(K) ,
we see from (4.6) that step (II) of FPCM will be made if a˜k satisfies
the estimates
uak 2 a˜ku , «k :5
3«
fV(G)(k 1 1)2
, k 5 0, 1, . . . , n. (5.9)
To compute such a˜k one can offer the following algorithm (cf. Babenko,
1986, p. 254; Gashkov, 1984, Theorem 6). First, for each k, 0 # k # m, we
will find j 5 j(k), m 5 m(k), for which
22j # R , 22j11 and 22j2m # « , 22j2m11. (5.10)
Then by the inequality (4.1), the Faber coefficients ak of f satisfy the estimate
uaku , 22j11. Hence, the binary expansions of the modules of the real and
imaginary parts of ak have the form:
uRe aku 5 a022j 1 a122j21 1 ? ? ? , uIm aku 5 b022j 1 b122j21 1 ? ? ? .
Now, let us define the numbers a˜k by means of the equalities
uRe a˜ku 5 a022j 1 a122j21 1 ? ? ? 1 am22j2m,
sign(Re a˜k) 5 sign(Re ak),
uIm a˜ku 5 b022j 1 b122j21 1 ? ? ? 1 bm22j2m,
sign(Im a˜k) 5 sign(Im ak),
It follows from (5.10) that for these a˜k the conditions (5.9) are carried out.
We set
a21 :5H1, if Re ak $ 0,
0, if Re ak , 0,
b21 :5H1, if Im ak $ 0,
0, if Im ak , 0,
and take as Tf 5 NN( f ) the following ascribed one after another words
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a21 , a0 , . . . , am , b21 , b0 , . . . , bm ,
corresponding to all k, 0 # k # n. Here the index N shows the length of
the obtained table.
THEOREM 5.2. Let G [ BR and let the informational operator
NN : f ° Tf for f [ BH y(GR) be defined as above. Then:
(a) For any R . 1, the asymptotic formula
N 5
1
log2 R
Slog2 1
«
D2 1 O Slog2 1
«
log2 log2
1
«
D (« R 0) (5.11)
is true.
(b) The optimal table for each function f [ BH y(DR) made up from
the approximate value of its Faber coefficients is obtained according to the
rule T 5 NN( f ).
Proof. Under the assumption (5.9) and (5.10), it is easy to see that
m 5 log2 22j«21k  5 log2 fV(G)(k 1 1)
2
3«
2 k log2 R.
Hence, for N 5 l(Tf) the following formulae take place:
N 5 2(n 1 1) 1 2 On
k50
Slog2 fV(G)(k 1 1)23« 2 k log2 R 1 1D
and
N 5 2(n 1 1) log2
fV(G)
3«
1 4 On11
k51
log2 k 2 n(n 2 1) log2 R 1 O(n).
Then, in view of (5.7) and the Stirling formula
On11
k51
log2 k 5 (n 1 1) log2(n 1 1) 2 (n 1 1) log2 e 1 O(log2 n),
we get (5.11). The statement (b) comes out from (a) on the strength of
(5.6) and (2.9)–(2.11).
Theorem 5.2 is proved.
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