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Zusammenfassung
Die Klassifikation erkennbarer ω-Wortsprachen in Stufen der Borel-Hierarchie ist
die Basis zahlreicher angepasster Lösungen in den Bereichen der formalen Ve-
rifikation und der algorithmischen Controller-Synthese. Jede dieser Stufen wird
durch eine Klasse deterministischer ω-Automaten charakterisiert, nämlich durch
deterministische schwache Automaten (Erreichbarkeits- und Sicherheitsbedingun-
gen), deterministische Büchi-Automaten und deterministische Muller-Automaten.
Die vorliegende Arbeit analysiert das allgemeinere Rahmenwerk der unendlichen
Mazurkiewicz-Spuren, die als Modelle für nicht terminierende, nebenläufige Läufe
verteilter Systeme dienen. Das Studium der Sprachen endlicher Spuren verallgemei-
nert das der Wortsprachen, und zahlreiche Ergebnisse haben auch eine Erweiterung
auf Sprachen unendlicher Spuren erreicht (Gastin, Petit, Diekert, Muscholl und
andere). Doch liefern die verfügbaren Definitionen von asynchronen ω-Automaten
keine Klassifizierung der ω-Spursprachen, die mit der Borel-Hierarchie verträg-
lich ist. Wir schließen diese seit den 1990’er Jahren bestehende Lücke durch die
Einführung der Familie der „synchronisationsbewussten“ Automaten.
Wir zeigen auch die Semi-Entscheidbarkeit des Problems, ob eine gegebene er-
kennbare ω-Spursprache durch einen deterministischen synchronisationsbewussten
Büchi-Automaten erkannt werden kann.
Obwohl asynchrone Automaten in der Implementierung verteilter Monitore und
verteilter Controller ihren Nutzen haben, ist ihre Konstruktion extrem aufwändig,
sogar im Vergleich zu bekannten komplexen Verfahren für ω-Automaten. Dagegen
finden „Linearisierungen“ infinitärer Spursprachen, die auf Spur-abgeschlossenen
ω-Wortsprachen beruhen, unmittelbare Anwendungen im Model-Checking und
der formalen Verifikation verteilter Systeme. Dies hat seinen Grund darin, dass
Wortautomaten, die Spur-abgeschlossene Sprachen erkennen, effizientere Analy-
sen der für verteilte Systeme wesentlichen Eigenschaften ermöglichen. In diesem
Rahmen präsentieren wir eine weitere Klassifikation von ω-Spursprachen in einer
Borel-ähnlichen Hierarchie von Spur-abgeschlossenen ω-Wortsprachen.
Abschließend führen wir eine Version des Church’schen Synthese-Problems für
verteilte Systeme ein und vergleichen es mit zwei bekannten Varianten der verteil-
ten Controller-Synthese, nämlich der aktionsbasierten Kontrolle (Gastin, Lerman,
Zeitoun) und der prozessbasierten Kontrolle (Madhusudan, Thiagarajan, Yang).
Die algorithmische Lösung dieser Probleme bleibt zwar eine offene Frage, doch
erweitern wir Ergebnisse von Muscholl, Walukiewicz und Zeitoun und vergleichen
Ihre Problemklassen mit Varianten des Church’schen Syntheseproblems durch dem
Nachweis von Reduktionen in dem Sinne, dass eine Lösung eines Problems in die
Lösung eines anderen überführt werden kann.
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Abstract
The classification of recognizable ω-word languages into Borel levels is the basis
of many specialized solutions in the fields of formal verification and algorithmic
controller synthesis. Each of these levels is characterized by a class of deterministic
ω-automata, namely deterministic weak (reachability and safety), deterministic
Büchi, and deterministic Muller automata. This thesis analyses the more general
setting of infinitary Mazurkiewicz traces, which model nonterminating, concur-
rent computation of distributed systems. The study of finitary trace-languages
generalizes that of word-languages, and numerous results have been extended to
infinitary trace-languages (due to Gastin, Petit, Diekert, Muscholl, and others).
However, the current definitions of asynchronous ω-automata fail to yield a clas-
sification of ω-trace languages that is compatible with the Borel hierarchy. We
close this gap, which had been open since the 1990’s, by introducing the family of
“synchronization aware” automata.
We also demonstrate the semi-decidability of the problem to determine whether
a given recognizable ω-trace language is also recognized by a deterministic syn-
chronization aware Büchi automaton.
Although asynchronous automata are useful in implementing distributed mon-
itors and distributed controllers, their constructions are prohibitively expensive
even by automata-theoretic standards. On the other hand, “linearizations” of in-
finitary trace languages, which invoke the framework of “trace-closed” ω-word lan-
guages, can find immediate applications in model checking and formal verification
of distributed systems. This is because word automata recognizing trace-closed
languages support more efficient analyses of most of the interesting properties
pertaining to distributed computations. In this setting, we present another clas-
sification of ω-trace languages in terms of a Borel-like hierarchy of trace-closed
ω-word languages.
Finally, we introduce a distributed version of Church’s synthesis problem and
compare it with two well known variants of distributed controller synthesis, viz.
action-based control (due to Gastin, Lerman, and Zeitoun) and process-based
control (due to Madhusudan, Thiagarajan, and Yang). While the algorithmic
solution of these problems remains an open area of investigation, we build upon
the work of Muscholl, Walukiewicz, and Zeitoun, and compare their problem classes
with variants of distributed Church’s synthesis problem by demonstrating suitable
reductions in the sense that a solution of any one problem can be converted into
a solution of the other.
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Introduction
Since the 1950’s, mathematicians and computer scientists have studied and devel-
oped models of abstract machines with finite memory, the so called finite-state
automata. A finite-state automaton derives its name from the finite number of
internal “states” that it is comprised of. The concept of a state in a finite-state
automaton corresponds directly to the concept of the abstract state that machine
acquires during its computations. There are two different contexts in which the
computations of a finite-state machine are considered. In the first setting, the
computations are assumed to be finite. An automaton begins in one of the few
states that are earmarked as initial. The notion of a “good” or an acceptable
computation is defined in terms of whether or not the automaton reaches one of
the accepting states at the end of the computation.
However, in many practical scenarios, it is important to consider nonterminat-
ing computations, for example, to analyze whether the system remains “always
safe”(safety condition) or does “something good repeatedly” (liveness condition).
In this setting, infinite computations are considered. A finite-state automaton
evaluates such properties of infinite computations by observing whether or not
the automaton always remains in the set of safe states or visits accepting states
repeatedly.
Nonterminating Systems
The study of nonterminating systems is one of the central tasks of computer science,
motivated by the ubiquitous use of such systems in all branches of information
technology. In theoretical computer science, nonterminating state-based systems
are both an established field and a very active research area. This theory has found
applications in the two important fields of formal verification and algorithmic
synthesis of computer systems. A large body of research exists on these topics
which also extends the utility of this theory to the industrial setting.
This has been made possible owing to fundamental results on finite-state systems
with nonterminating behavior, which were established already in the 1960s by J.R.
Büchi, L. Landweber, R. McNaughton, M.O. Rabin, and others. They studied
the close relationships between behaviors recognized by finite-state automata and
behaviors that can be described in terms of various logical formalisms. They
developed the theory of regular and recognizable sets of infinite words and infinite
trees; and that of finite-state automata for the domains of infinite words and infinite
trees [BE58, McN66, Rab69] (we refer the reader also to [Tho90a, Tho97, PP04]
for surveys on these results).
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These results offer a number of automata models to capture specific families of ω-
languages – a convenient term for sets of nonterminating behaviors of computation
systems. The families of ω-languages that can be described in monadic second
order logic can be characterized in terms of deterministic Muller or, equivalently,
in terms of nondeterministic Büchi automata. There exist characterizations of
some important subclasses of languages by specific classes of automata, namely
deterministic Büchi automata for ω-languages that capture “liveness” of finite
properties. There also exists the family of weak automata that typifies ω-languages
that describe Boolean combinations of “reachability” and “safety” languages.
det. Muller recognizable
(ω-regular)
det. Büchi
recognizable
det. co-Büchi
recognizable
weakly recognizable
re
ac
ha
bi
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y
safety
Illustration 1: Borel classification of recognizable ω-languages.
Primarily due to Landweber (cf. [PP04]), explorations into the classes of recog-
nizable ω-languages, as shown in Illustration 1, have enriched the field by allowing
for development of specialized and efficient techniques for solving verification and
synthesis problems when restricted to the corresponding classes of languages.
Since the late 1980’s, these concepts have also been studied in the broader set-
ting of distributed systems. These systems represent situations where a number of
independently functioning computation agents, called processes, achieve a common
goal through repeated synchronizations and exchanges of information. This gener-
alizes the above mentioned theory, because a sequential system is a special kind of
distributed system which comprises of just one computation agent. In this thesis
we study languages and automata for distributed systems, for which a number of
the above-mentioned concepts are still missing.
A definition of finite behavior of distributed systems was first developed by
A.W. Mazurkiewicz in 1984 and later formally presented in the form of the theory
of Mazurkiewicz traces [Maz87], or simply finite traces. A finite trace can be
viewed as a finite acyclic graph whose vertices are labeled by the actions of the
system and where dependence between two occurrences of actions is detectable by
the existence of a path between them. As indicated above, this is a generalization
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of the model of behaviors of sequential systems which can be viewed as a finite
path graph, and where every pair of actions is ordered.
Through the late 1980’s and the early 1990’s, the theory of traces saw tremen-
dous progress, spurred by a deep theorem by W. Zielonka [Zie87] that led to the
development of the first model of automata for languages of finite traces, namely
deterministic asynchronous automata. An asynchronous automaton captures the
concurrent computations of a discrete, distributed system. It consists of a number
of agents, each of which possesses a set of local states, and is responsible for pro-
cessing a specific set of events. While processing certain events, a set of agents may
come together, and jointly perform transitions to new local states. The concurrent
nature of the computation is captured by the fact that certain events are declared
to be independent of certain others. Two independent events are necessarily pro-
cessed by disjoint sets of agents, and agents responsible for processing dependent
events must necessarily perform the state transitions in cooperation with each
other. Whether or not a finite trace is acceptable is decided by referring to the
final local states of the agents at the end of processing the trace.
Zielonka also showed, using an intricate construction, that recognizable lan-
guages of finite traces have a nice correspondence with recognizable languages of
finite words (cf. [Mad12] for a gentle introduction). This is captured by the twin
notions of trace-closed languages of words and I-diamond automata over words.
His results showed that a language of finite traces is recognized by an asynchronous
automaton if and only if the corresponding trace-closed language is recognized by
an I-diamond finite-state automaton.
Subsequently1, Mazurkiewicz also provided a first definition of infinite traces,
and Gastin, Petit, Diekert, Muscholl, and others, contributed to important results
regarding recognizable ω-trace languages and models of deterministic asynchronous
Muller automata and deterministic asynchronous Büchi automata [GP92a, DM94,
Mus94]. Diekert and Muscholl also established the correspondence between recog-
nizable ω-trace languages and trace-closed ω-word languages that are recognized
by a specific subclass of I-diamond Muller automata [DM94, Mus94].
However, this theory has not yielded to a characterization of any specific subclass
of recognizable ω-trace languages in the manner that the theory of automata for
sequential languages has. The characterizations that we refer to are as shown in
Illustration 1 above. For example, it is unknown what class of recognizable ω-trace
languages is characterized deterministic asynchronous Büchi automata. Although
Muscholl introduced the family of deterministic trace languages [DM94], which
generalizes the deterministically Büchi recognizable word languages, there does
not yet exist any matching family of deterministic asynchronous ω-automata.
A well-rounded theory of recognizable ω-trace languages– inasmuch as it is seen
as a generalization of the theory of recognizable ω-languages– is the primary focus
of the present thesis.
1A comprehensive survey of early results regarding languages of finite and infinite traces, and
the corresponding asynchronous automata models can be found in [DR95].
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Contributions of this Thesis
Some fundamental facts about recognizable ω-languages, as illustrated in the above
figure, can be summarized as follows. This family is structured into a hierarchy
where each level is characterized by a class of deterministic ω-automata. The
lowest levels in this hierarchy are occupied by reachability and safety languages,
whose finite Boolean combinations are exactly the languages that are recognized
by deterministic weak automata. For this reason, these Boolean combinations are
referred to as weakly recognizable languages. These languages can also be identified
as those that are recognized by both, deterministic Büchi and deterministic co-
Büchi automata.
Deterministically Büchi and deterministically co-Büchi recognizable languages
occupy the next level in the hierarchy of recognizable ω-languages; and Boolean
combinations of these languages yield the entire class of recognizable ω-languages.
This latter class is ultimately characterized by deterministic Muller automata.
Furthermore, an important result due to L. Landweber states that given any
deterministic Muller automaton, it is decidable whether or not the language that
it recognizes is also recognized by a deterministic Büchi automaton [PP04].
Through the main results of this thesis, we initiate a generalization of this
classification to the case of recognizable infinitary trace languages.
Classification by Asynchronous Automata
When agents of an asynchronous automaton synchronize in order to process an
event, it is possible for them to summarize and exchange their causal histories
with one another. In this manner, one agent can obtain others’ information and
“learn” about the events that had been absent from its own causal view. Events
in which the agents participate can be ordered according to their importance. For
example, events where agents learn about other agents are more important that
events where agents perform the processing in isolation. The more information
that is exchanged at an event, the more important the event becomes.
In this thesis, we pursue the principle that during an infinite run of an asyn-
chronous automaton, each agent must only concentrate on the most important
events that it participates in, and ignore all events that are of lesser importance.
Whether an infinite trace is acceptable must then be decided by only consulting the
local states that appear at the most important events. In this vein, we introduce
a new class of asynchronous automata called synchronization aware automata.
By equipping these automata with a Büchi acceptance condition, we obtain
the definition of deterministic synchronization aware Büchi automata, in short
D-SABA, which are able to characterize the class of deterministic trace languages
due to Muscholl. The corresponding class of deterministic synchronization aware
Muller automata, or D-SAMA, captures all the recognizable ω-trace languages. Not
only is every recognizable ω-trace language expressible as a Boolean combination
of D-SABA recognizable languages, but we also obtain a result which makes it
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Illustration 2: A classification of recognizable ω-trace languages.
semi-decidable whether or not such a language is also D-SABA recognizable.
Consequently, as shown in Illustration 2, we are able to settle the question
of describing the second level of the structure hierarchy of recognizable ω-trace
languages in automata theoretic terms. We conjecture that the first level of reacha-
bility and safety trace languages cannot be characterized in terms of asynchronous
automata. This is because the acceptance condition in an asynchronous “reachabil-
ity” automaton must refer to local states reached by the processes, but recognition
of an infinite trace would require checking for reachability of a global state.
On the other hand, synchronization aware automata generalize the definition of
all finite-state automata. This is because an automaton over words can be viewed
as a single-agent distributed system, where all events are equally important in
terms of the above-mentioned criterion of information-exchange.
The results pertaining to this part of the thesis were first announced at the 41st
International Colloquium on Automata, Languages, and Programming [Cha14b],
and the algorithms were presented in detail in a technical report [Cha14a].
Classification by Word Automata
As mentioned previously, Zielonka demonstrated an intricate relationship between
recognizable languages of finite traces and those of finite words. It must be
noted that this relationship extends to the infinitary case as well [GP92b, DM94].
Zielonka showed that is possible to study a trace language by referring to the set
of words that comprises of “linearizations” of the partially ordered events of the
traces contained in the language. Two words are said to be trace-equivalent if they
are the linearizations of the same trace.
Such a set of trace-equivalent words, containing linearizations of all traces of a
trace language, is called a trace-closed language. The finite-state automata that
recognize trace-closed languages have a basic structural property known as the
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I-diamond property, which implies that if a, b are two independent letters, then
starting at any state x, the automaton reaches the same state y upon processing the
words ab and ba. Thus, the I-diamond property ensures that all trace-equivalent
(finite) words induce equivalent finitary behaviors on the automaton.
In this sense, classes of I-diamond weak automata, I-diamond Büchi automata,
and I-diamond Muller automata ensure that all trace-equivalent infinite words
induce equivalent infinitary behaviors on the ω-automata. Subsequently, these
automata offer an opportunity to explore the corresponding classes of trace-closed
recognizable ω-languages.
In this setting, we characterize recognizable trace-closed ω-word languages at
all Borel levels, which is nicely analogous to the case of word languages. At the
lowest level, we have trace-closed reachability and safety languages whose Boolean
combinations are recognized by I-diamond weak automata. At the next level we
have trace-closed languages that are characterized by the class of the so called
F, I-cycle closed Büchi automata. Boolean combinations of these languages are
recognized by F , I-cycle closed Muller automata, which also characterize all trace-
closed recognizable ω-languages– the class of trace-closed recognizable ω-languages
being in one-to-one correspondence with the class of recognizable ω-trace languages.
This is as shown in Illustration 3.
F , I-cycle closed
DMA recognizable
F, I-cycle
closed DBA
recognizable
F, I-cycle
closed DcBA
recognizable
I-diamond DWA
recognizable
R
ea
ch
ab
ili
ty Safety
Illustration 3: A classification of trace-closed recognizable ω-languages.
Observe that the level two in the above figure looks very similar to the level
two in Illustration 2. However, it must be noted here that the latter strictly
subsumes the former. That is, each language recognized by an F, I-cycle closed
DBA is a linearization of a D-SABA recognizable trace language; but there exist
D-SABA recognizable trace languages whose linearizations are not recognizable
by any F, I-cycle closed DBA. It is still remarkable that any recognizable ω-trace
language can be expressed as a finite Boolean combination of languages in either of
these classes. In other words, as far as describing recognizable ω-trace languages
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is concerned, D-SABA recognizable trace languages are no more expressive than
F, I-cycle closed DBA recognizable languages.
Most of the results regarding recognizable trace-closed ω-word languages were
first announced in [CG14b]. They were further developed in a paper that appears
in the 39th International Symposium on Mathematical Foundations of Computer
Science [CG14a].
On the Distributed Synthesis Problem
One of the primary motivations for the investigations undertaken in this thesis was
the problem of distributed synthesis. As mentioned in the beginning, a hierarchical
characterization of recognizable ω-languages in terms of ω-automata has greatly
helped in developing specialized algorithms for verification and synthesis. It still
remains a challenge to develop similar algorithmic solutions for synthesis problems
specified in terms of classes of recognizable ω-trace languages.
The synthesis problem for recognizable ω-languages is studied in two equiva-
lent variants, namely, the Church’s synthesis problem [Chu57] (see also [Tho08]
for a modern exposition) and the Ramadge-Wonham controller synthesis prob-
lem [RW89]. Underlying both variants is a system with a well defined behavior.
The controller synthesis problem asks whether it is possible to algorithmically con-
struct a controller for the system that satisfies a given specification in the presence
of an adversarial environment. A fundamental result by Büchi and Landweber
states that for systems defined as finite-state machines and specifications pro-
vided in terms of recognizable ω-languages, the controller synthesis problem is
decidable, and if there exists a controller then there exists one with finite mem-
ory [BL69, Tho08].
The Ramadge-Wonham setting has been naturally extended by considering sys-
tems defined as asynchronous automata and specifications provided as recognizable
ω-trace languages. The concept of a controller, however, has been extended into
two distributed variants, namely, process-based controllers[MTY05] and action-
based controllers[GLZ04]. It is generally believed that action-based controllers
are stronger than the process-based controllers in the sense that for certain prob-
lem instances it seems possible to construct the former but not the latter. the
problem of deciding whether or not there exists a distributed controller remains
open (cf. [MWZ09] and references therein). Under suitably restricting either the
system or the specification or both, a number of decidability results exist in the
literature [MT01, GLZ04, MTY05, GLZ05] (see [MWZ09] for further pointers).
Apart from the distributed Ramadge-Wonham setting, there exists an addi-
tional body of literature regarding distributed controller synthesis that lays special
emphasis on “distributed architectures” of systems. In these investigations, commu-
nication channels between various components of the system often do not correlate
with the mutual independence of events that constitute the specifications. This is
a primary reason why the synthesis problem for a large class of such architectures
remains undecidable [PR90, FS13, FP14, Sch14].
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Distributed Church’s
synthesis problem
(zero-avoiding strategies
over 0/1 actions)
Distributed Church’s
synthesis problem
(unrestricted strategies)
Action-based controller
synthesis problem
Process-based
controller synthesis
problem
[MWZ09]
1 2
Illustration 4: Reductions between different variants of the distributed controller
synthesis problem.
In this thesis, we concentrate on the variants where system architectures and
trace specifications agree on independent events. First, we introduce a definition
of “distributed Church’s synthesis problem”, a variant that has as yes not received
attention in the literature. Second, while we are presently unable to provide
any solutions for the general or restricted version, we do demonstrate that the
distributed Church’s synthesis problem is the weakest of them all. Moreover, if
we restrict the distributed Church’s problem to finding “zero-avoiding” strategies
over 0/1 actions, then this variant subsumes all other problems.
These relationships are proved by demonstrating the reductions as shown in
Illustration 4. Here we say that a problem Φ can be reduced to a problem Ψ if
for every instance ϕ of Φ one can construct an instance ψ of Ψ, such that there
exists a solution for ϕ if and only if there exists a solution for ψ. In this manner, a
reduction implies that the task of developing solution techniques for Φ is at most
as hard as the task of developing solution techniques for Ψ.
One of these reductions was already established in [MWZ09], and we complete
the picture by providing reductions 1 and 2. This immediately lays a groundwork
for collating all the existing results under a single context. Additionally, this
equivalence opens up the question of comparing these variants at the more refined
Borel levels, for example, by considering only specifications that can be described
as deterministic trace languages.
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Chapter 1
Word Languages and Recognizability
In this chapter we provide an overview of the main results pertaining to recognizable
ω-languages of words, their connections with recognizable languages of (finite)
words, and their characterization in terms of families of deterministic automata. We
restrict ourselves to language and automata theoretic concepts, and we particularly
avoid a discussion of the corresponding results in terms of logic. We refer the reader
to [Tho97, Tho90a] for a detailed exposition on the relationship between languages,
automata, and logic.
We expect the reader to be familiar with the basic definitions and concepts
regarding recognizable languages of finite words. Here, we first fix a notation and
then present the important results on languages of infinite words. While we cover
certain algebraic aspects, our emphasis remains in the theory of deterministic
automata for these languages – an aspect that we generalize later to the case of
languages of infinite traces.
1.1 Words, Operators, and Languages
Given a finite alphabet Σ, a finite word is a sequence w = a1a2 · · · an of letters
n ∈ N, ai ∈ Σ. The number n is referred to as the length of the word w, commonly
denoted |w| = n. A word with length 0 is called the empty word, denoted ε. It
is the empty sequence which contains no letters. We denote the set of all finite
words (including the empty word) as Σ∗.
On the other hand, an infinite sequence α = a1a2 · · · of letters ai ∈ N is called
an infinite word or equivalently an ω-word. An ω-word is denoted with lower case
Greek letters α and β; and the set of all infinite words is denoted Σω.
Finite words may be alternatively looked upon as mappings w : |w| → Σ, and at
infinite words as mappings α : N→ Σ, which map each position of the word to a
letter from Σ. In this sense, it is possible to refer to the ith letter w[i] of the word
w ∈ Σ∗, assuming 1 ≤ i ≤ |w|; and similarly we can refer to the ith letter α[i] of
the infinite word α ∈ Σω. For simplicity, whenever we refer to the letters w[i], we
assume that 1 ≤ i ≤ |w|.
There also exist notions of subsequences appearing within a word. A word
v ∈ Σ∗ is a prefix of w ∈ Σ∗, denoted v v w or w w v, if v = w[1, `], that is v is
the sequence of the first ` letters of w. Similarly, v is a suffix of w if v = w[`, |w|],
that is v is the sequence of the last letters – position ` onwards – of w. Finally,
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a word v is an infix of w if v = w[i, j] for some 1 ≤ i, j ≤ |w|. Analogously, for
ω-words α ∈ Σω, we define prefixes v ∈ Σ∗, infixes v ∈ Σ∗, and suffixes β ∈ Σω.
The concatenation of two words v and w is a word u constructed by appending
the sequence of letters comprising v with the sequence of letters comprising w, and
is denoted as u = v · w. We analogously define the concatenation v · α of a finite
word v and an infinite α. However, a concatenation α · β of two ω-words α and
β is not an ω-word. In favor of convenience, we usually denote the concatenation
u · v simply as uv.
A set K ⊆ Σ∗ is called a language over Σ, and a set L ⊆ Σω is referred to
as an ω-language over Σ. We can now generalize the concatenation operator to
languages. That is, given languages K1,K2 ⊆ Σ∗ and an ω-language L ⊆ Σω, the
language concatenation K1 ·K2 := {w1w2 ∈ Σ∗ | w1 ∈ K1, w2 ∈ K2} is a language,
and the concatenation K1 · L := {wα ∈ Σω|w ∈ K1, α ∈ L} is an ω-language.
Starting with with individual letters, the concatenation operator is one way
of inductively describing languages and ω-languages. However, there exist more
operators to make this task easier and intuitive. These operators are as follows:
• Kleene star This operator may be applied to sets A ⊆ Σ or languagesK ⊆ Σ∗
to define
– A∗ := {w ∈ Σ∗ | w = ε or w consists only of letters from A}, and
– K∗ := {w1w2 . . . wn ∈ Σ∗ | n ∈ N, wi ∈ K or wi = ε}.
• Kleene plus: Like the Kleene star, this operator may be applied to sets A ⊆ Σ
or languages K ⊆ Σ∗, only that languages A+ and K+ exclude the empty
word ε.
• Bounded iteration: In contrast to the above operators that consider un-
bounded sequences of concatenations, we define, for a fixed ` ∈ N,
– A` := {a1a2 . . . a` ∈ Σ∗ | for 1 ≤ i ≤ `, ai ∈ A}, and
– K` := {w1w2 . . . w` ∈ Σ∗ | for 1 ≤ i ≤ `, wi ∈ K}.
• ω-iteration: Finally, we consider the operator that induces infinitely many
iterations and, for A ⊆ Σ and K ⊆ Σ∗, define
– Aω := {a1a2 . . . ∈ Σω | for i ∈ N, ai ∈ A}, and
– Kω := {w1w2 . . . ∈ Σω | for i ∈ N, wi ∈ K}.
• Union: For languages K1,K2 ⊆ Σ∗, define the union K1 ∪K2 := {w ∈ Σ∗ |
w ∈ K1 or w ∈ K2}. Similarly, we define the union L1 ∪ L2 for L1, L2 ⊆ Σω.
• Complement: For a language K ⊆ Σ∗, define K := {w ∈ Σ∗ | w /∈ K}. For a
language L ⊆ Σω, define L := {α ∈ Σω | α /∈ L}.
Apart from the operators defined above, we introduce two more. And although
these may be obtained by combining the ones above, we often use them for the
sake of succinctness.
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• Intersection: For languages K1,K2 ⊆ Σ∗, define the intersection K1 ∩K2 :=
{w ∈ Σ∗ | w ∈ K1 and w ∈ K2}. Similarly, we define the intersection L1∩L2
for L1, L2 ⊆ Σω.
• Difference: For languages K1,K2 ⊆ Σ∗, define the difference K1 \ K2 :=
{w ∈ Σ∗ | w ∈ K1 and w /∈ K2}. Similarly, we define the intersection L1 \L2
for L1, L2 ⊆ Σω.
Example 1.1 Let Σ = {a, b, c} be a finite alphabet.
1. K1 :=
⋃
`∈N{a}`{b}` \ {ε} is a language containing non-empty words that
comprise of equal number of letters a and b appearing in that order.
2. L1 := K1 · {b, c}ω is an ω-language containing words α such that α has a
prefix w ∈ K1, followed by infinitely many b’s or c’s.
3. K2 :=
({b, c}∗ ·{a}·{b, c}∗ ·{a}·{b, c}∗)+∩({a, c}∗ ·{b}·{a, c}∗ ·{b}·{a, c}∗)+
is a language containing all the words that have an even (non-zero) number
of a’s and an even (non-zero) number of b’s.
4. K3 = K2 is the languages whose non-empty words either contain an odd
number of a’s or an odd number of b’s or both.
5. L2 := Kω2 is the ω-language containing infinitely many infixes (or, as it turns
out in this particular case, infinitely many prefixes) with even number of a’s
and even number of b’s.
In this thesis, we will only concentrate on languages that can be obtained as a
result of a finite combination of operators defined above. For example, languageK1,
and consequently the language L1, requires a union of infinitely many languages.
In fact, these languages cannot be described otherwise. Such languages are beyond
the scope of this thesis.
Only languages of the former kind, those which can be expressed with the help
of finitely many operators, can be characterized in terms of abstract machines that
have finitely many states. We formalize this notion in the following section.
1.2 Languages and Automata
For both, the class of languages and the class of ω-languages, there exist notions
of abstract machines, or finite state automata, which can acquire a fixed number
of states, and can move from one state to another upon witnessing different letters
from the alphabet. A finite state automaton consists of a labeled transition system
and an acceptance condition. We present these separately.
A deterministic, transition system (a DTS in short), is a tuple T = (Q,Σ, δ, q0)
comprising of a set Q of states, a finite alphabet Σ, a transition function δ : Q×
Σ → Q, and an initial state q0. A DTS T “processes” a word w = a1a2 . . . an
11
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Figure 1.1: The deterministic transition system T underlying the automata that
accept languages K2,K3, and L2 described in Example 1.1
by starting in its initial state q0 and performing subsequent state transitions at
letters ai by referring to the transition function δ. This gives us a view of a run
ρ := q0
a1−→ q1 a2−→ · · · an−→ qn of A on the word w. The state qn acquired by the
DTS at the end of a finite run ρ is called the final state. The notion of an infinite
run of a DTS on an ω-word α = a1a2 . . . is exactly the same, except that there
does not exist any final state.
A deterministic, finite state automaton, referred to as a DFA in short, is a pair
A = (T, F ) where T is a DTS and the set F ⊆ Q is referred to as the set of
accepting states. By the run of a DFA, we mean the run of the underlying DTS.
The acceptance of a word w ∈ Σ∗ is defined by referring to the run ρ of A on w.
The word w is accepted by A if qn ∈ F . The language L(A) recognized by a DFA
A is defined as L(A) := {w ∈ Σ∗ | w is accepted by A}.
Definition 1.2 A language K ⊆ Σ∗ is called a recognizable language if there
exists a DFA A such that L(A) = K.
Example 1.3 Over the alphabet Σ = {a, b, c}, let T = (Q,Σ, δ, 0) be the DTS
shown in Figure 1.1. With respect to the languages K2 and K3 described in
Example 1.1, we have that:
1. the DFA A2 = (T, F2), with F2 = {8}, recognizes the language K2; and
2. the DFA A3 = (T, F2), with F3 = Q \ F2, recognizes the language K3.
In the context of ω-languages, we again refer to an automaton by referring to its
underlying transition systems and an associated acceptance condition. However,
since infinite words induce infinite runs, the acceptance of ω-words is defined in
terms of the (sets of) states that are visited infinitely often during the runs. Given
a word α = a1a2 . . . ∈ Σω and a DTS T, consider the infinite run ρ = q0 a1−→ q1 a2−→
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· · · ai−→ qi ai+1−−−→ · · · of T over α. We define the infinitary set Inf(ρ) := {q ∈ Q |
there exist infinitely many i : δ(qi−1, ai) = q}.
A deterministic Muller automaton, referred to as a DMA in short, is a pair
M = (T,F) comprising of a DTS T, and the acceptance component F ⊆ 2Q of
sets of accepting states. An ω-word α is accepted by a DMA M if there exists a
set F ∈ F such that, for the run ρ of M over α, Inf(ρ) = F . The language L(M)
recognized by a DMA M is defined as L(M) := {α ∈ Σω | α is accepted by M}.
Definition 1.4 A language L ⊆ Σω is called a recognizable ω-language if there
exists a DMA M such that L(A) = K.
Example 1.5 Over the alphabet Σ = {a, b, c}, let T = (Q,Σ, δ, 0) be the DTS
shown in Figure 1.1. With respect to the language L2 described in Example 1.1, the
DMA M2 = (T,F2), with F2 = {{4, 6, 8}, {4, 7, 8}, {6, 7, 8}, {4, 6, 7, 8}}, recognizes
the language L2.
Note that the acceptance component F2 in the example above may have also
included more sets, for example {3, 4, 6, 8} or {1, 2, 6, 7, 8}. However, here we
consider only those acceptance sets F ∈ F2 that are realizable, i.e. there exists an
infinite run ρ of M such that Inf(ρ) = F . Henceforth, unless stated explicitly, we
assume that the acceptance component of a Muller automaton is defined only in
terms of realizable sets of states.
1.3 From Finitary to Infinitary Languages
The ω-iteration, as defined in Section 1.1, is an operator that allows us to define
ω-languages solely in terms of languages of finite words. A fundamental charac-
terization of recognizable ω-languages states that every such language L ⊆ Σω
can be expressed as a finite union ⋃ni=1 Ui · V ωi where n ∈ N, and the languages
Ui, Vi ⊆ Σ∗ are recognizable languages.
This characterization however do not always lends itself to intuitive descriptions
of recognizable ω-languages. Here, we present two more operators that help us in
defining recognizable ω-languages with the help of recognizable languages, although
these definitions can in general be applied to all languages of finite words. Given
languages K ⊆ Σ∗, we can define ω-languages:
• ext(K) := K · Σω = {α ∈ Σω | α has a prefix v, such that v ∈ K}; and
• lim(K) := {α ∈ Σω | α has infinitely many prefixes in K}.
The language ext(K) is called the infinitary extension of K and the language
lim(K) is called the infinitary limit of K. Let K ⊆ 2Σ∗ be a family of languages,
we often refer to families ext(K) := {ext(K) | K ∈ K} and lim(K) := {lim(K) |
K ∈ K} of ω-languages. For the class REG ⊆ 2Σ∗ of all recognizable languages of
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finite words, we introduce two classes of ω-automata which recognize the families
ext(REG) and lim(REG) of recognizable ω-languages.
A deterministic Büchi automaton, or a DBA in short, is a tuple B = (T, F )
where T is a DTS and the acceptance component F ⊆ Q is a set of accepting states.
An ω-word α is accepted by a DBA B if for the run ρ of B over α, Inf(ρ) ∩ F 6= ∅.
A language L ⊆ Σω is said to be deterministically Büchi recognizable if there exists
a DBA B such that L(B) = L.
Example 1.6 Referring to the language K2 defined in Example 1.1, consider the
language L3 := lim(K2). Now L3 is recognized by the DBA B3 = (T, F ), where T
is the DTS shown in Figure 1.1 and F = {8}.
Indeed, the words aabbcω, (abc)ω, acbc(ab)ω ∈ lim(K2) since they all contain
infinitely many prefixes with (non-zero) even numbers of a’s and b’s.
Looking at the DBA B3 defined above and the DFA A2 defined in Example 1.3,
it is not a coincidence that their signatures (T, F ) are identical. This is in fact a
well known result in the theory of recognizable ω-languages.
Theorem 1.7 A language L ⊆ Σω is recognized by a DBA A if and only if it
can be expressed as lim(K) for some K ⊆ Σ∗. Moreover, if a DFA B = (T, F )
recognizes K, then the DBA A = (T, F ) recognizes L.
Remark 1.8 The class lim(REG) of deterministically Büchi recognizable languages
is closed under finite unions and finite intersections, but not under complements.
The class of DBA recognizable languages is important for a number of reasons.
Not only are these languages intuitive to define but, as the above theorem states,
the deterministic automata recognizing these languages can also be obtained in a
straightforward manner. Moreover, as the following theorems state respectively,
the class of DBA recognizable languages is expressive enough to generate the entire
class of recognizable ω-languages, and at the same time it is a decidable subclass of
recognizable ω-languages. The following theorem is due to Büchi & McNaughton.
Theorem 1.9 (see [PP04]) Each recognizable ω-language can be expressed as a
finite Boolean combination of DBA recognizable languages.
The decidability of DBA recognizable languages comes from their character-
ization in terms of a special class of DMAs. Given a DMA M = (T,F), we
say that the acceptance component F is closed under supersets if any two sets
F, F ′ ⊆ Q : F ∈ F ∧F ⊆ F ′ ⇒ F ′ ∈ F . Recall the assumption that the acceptance
component F contains only realizable sets of states. Due to Landweber, we have
the following result.
Theorem 1.10 (see [PP04]) A language L ⊆ Σω is recognized by a DBA if and
only if for any DMA M recognizing L, the acceptance component of M is closed
under supersets.
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Example 1.11 Referring back to Example 1.1, we can claim that the language
L2 is DBA recognizable, since the acceptance component of the DMA M2 shown
in Example 1.5 is closed under supersets.
We leave it as an exercise to the reader to construct a DBA recognizing L2.
The lim operator therefore not only provides us a way of describing recognizable
ω-languages, but also provides an intuitive correspondence between the DFA and
the ω-automaton recognizing the ω-language so generated. This same essence
is captured by the ext operator. As we will see, the class ext(REG) of infinitary
extensions of recognizable languages is a strict subclass of lim(REG).
A deterministic Weak automaton, or a DWA, B = (T, F ) is essentially a DBA
where every strongly connected component of the transition system T has only ac-
cepting states or only rejecting states. Given the minimal DFA A = (Q,Σ, q0, δ, F )
recognizing K, a DWA B := (Q′,Σ, q0, δ′, F ′) recognizing ext(K), respectively
ext(K), can be constructed as follows:
1. For a symbol ⊥ /∈ Q, define Q′ := (Q \ F ) ∪ {⊥}.
2. For each q ∈ Q′, a ∈ Σ, define δ′(q, a) :=
{
δ(q, a) if q 6= ⊥ and δ(q, a) /∈ F,
⊥ otherwise.
3. Define F ′ := {⊥}, respectively F ′ := Q′ \ {⊥}
We say that an ω-language is weakly recognizable if it is recognized by a DWA.
It is not difficult to demonstrate that the family of DWA recognizable languages
is closed under finite Boolean operations. That is, the set BC(ext(REG)) of fi-
nite Boolean combinations of languages in ext(REG) is exactly the set of weakly
recognizable languages [Sta83].
Moreover, for an ω-language L, define a congruence ∼L⊆ Σ∗ × Σ∗ where u ∼L
v ⇔ ∀α ∈ Σω, uα ∈ L iff vα ∈ L. If L is recognized by a DWA then this congruence
has a finite index. This observation is crucial in obtaining a unique minimal DWA
for a weakly recognizable language.
Theorem 1.12 (The Minimal DWA [Löd01]) For a weakly recognizable lan-
guage L, if M is the index of the congruence defined above, then L is recognized
by a DWA A = (Q,Σ, q0, δ, F ) with |Q| = M . Also, for every q ∈ Q there exists a
word uq ∈ Σ∗ such that for each u ∈ Σ∗, δ(q0, u) = q iff u ∈ [uq]∼L.
Similar to the decidability of languages in lim(REG), we can refer to structural
properties of Muller automata and of subsequently obtained Büchi automata to
decide whether or not a recognizable ω-language is weakly recognizable. But it is
possible to go still finer and decide whether or not a recognizable ω-language can
be expressed as an infinitary extension of some recognizable language.
For a Muller automaton M = (T,F), we say that the acceptance component
F is closed under reachable sets if for two realizable infinitary sets F, F ′ ⊆ Q, if
F ∈ F and F ′ is reachable from F then F ′ ∈ F . The following characterization is
again due to Landweber.
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Figure 1.2: A classification of recognizable ω-languages in terms of logic and au-
tomata.
Theorem 1.13 (see [PP04]) A language L ⊆ Σω can be expressed in the form
L = ext(K),K ⊆ Σ∗ recognizable if and only if for any DMA M recognizing L, the
acceptance component of M is closed under reachable sets.
At this point, it is important to note that each of these language classes, viz. rec-
ognizable ω-languages, lim(REG), co-lim(REG) := {L ⊆ Σω | ∃L′ ∈ lim(REG) : L =
L′}, ext(REG), and co-ext(REG) := {L ⊆ Σω | ∃L′ ∈ ext(REG) : L = L′}, can
also be characterized in terms of appropriate fragments of monadic second order
logic. We do not study these logics in more detail here but do mention the im-
portant consequence, the Borel hierarchy of recognizable ω-languages, which this
logical characterization yields. Figure 1.2 exhibits a graphical representation of
this hierarchy, and captures the recurring theme of this thesis.
The top-most level of this hierarchy for recognizable ω-languages is occupied
by the class of all recognizable ω-languages. Every language in this class can be
expressed as a finite combination of lim and co-lim languages, which occupy the
next lower (incomparable) classes. In the intersection of these language classes
lies the family of weakly recognizable languages, which itself can be constructed
in terms of finite combinations of ext and co-ext languages.
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Trace Languages and Recognizability
In this chapter we look at the main results that attempt to generalize the study
of words to that of Mazurkiewicz traces. We present the classical result due to
Zielonka, which closely relates languages of traces to languages of words, and then
move on to ω-regular trace languages and the corresponding automata models. We
then highlight the research opportunities offered by the current set of results in
this field. Once again, we only concentrate on languages and automata and refer
the reader to [Tho90b, EM93] for connections between logic and trace languages.
2.1 Traces, Operators, and Languages
Over a finite alphabet Σ, let I ⊆ Σ2 be a symmetric, irreflexive1 independence
relation. We also refer to the corresponding reflexive, symmetric dependence
relation D := Σ2 \ I, and we denote the pair (Σ, I) as the independence alphabet.
Given an independence alphabet, a finite trace is an isomorphism class of directed
acyclic graphs t = [V,l, λ], where V is a finite set of events; λ : V → Σ is a labeling
function; and for events e, e′ ∈ V : λ(e)Dλ(e′) ⇔ (e l e′ or e′ l e or e = e′). We
denote the set of all finite traces over an alphabet (Σ, I) with M(Σ, I).
For convenience, we work with “simplified” traces t = [V,l, λ] where we remove
all edges that may be inferred from others, i.e. by l we mean l \ l2. We also
refer to the partial order < obtained from the transitive closure of this simplified
edge relation; and define relations ≤, m, ≥, and > in the natural manner. We use
the abbreviation e ∈ t to convey t = [V,l, λ] and e ∈ V , and if a ∈ Σ then we also
use the abbreviation a ∈ t to convey that there exists e ∈ t such that λ(e) = a.
This simplified notation is shown in the example trace of Figure 2.1. Although
a and b are mutually independent letters of the alphabet, e1 < e4 since they are
both ordered with respect to e2, i.e. e1 l e2 l e4.
An infinite trace is a directed acyclic graph θ = [V,l, λ] where V is a countable
set of events, and λ and l are like above except l satisfies an additional require-
ment, namely, for each e ∈ θ, the set {e′ ∈ θ | e′ ≤ e} is finite. Denote the set
of all infinite traces with R(Σ, I). For traces t ∈M(Σ, I), θ ∈ R(Σ, I), we refer to
sets alph(t), alph(θ) of letters occurring in them, and to the set alphinf(θ) of letters
occurring infinitely often in θ.
1A relation R ⊆ X ×X is called irreflexive only if for each x ∈ X, (x, x) /∈ R.
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Figure 2.1: A finite trace t = [V,l, λ] with simplified edge relation l.
The concatenation of two finite traces t1 = [V1,l1, λ1] and t2 = [V2,l2, λ2] is
given by t1  t2 = [V1 unionmulti V2,l′, λ1 unionmulti λ2], where l′ = l1 unionmultil2 unionmulti {(e1, e2) ∈ V1 × V2 |
λ1(e1)Dλ2(e2)}. The concatenation t  θ, with t ∈ M(Σ, I) and θ ∈ R(Σ, I), is
defined similarly. Unlike the case of words, the concatenation θ1θ2 of two infinite
traces is defined, but only if alphinf(θ1)Ialph(θ2).
The concatenation operation helps us define the notion of trace prefixes. We
say that t1 is a prefix of t2, denoted t1 v t2 or t2 w t1, if there exists t′ ∈M(Σ, I)
such that t2 = t1  t′. A prefix t1 is a strict prefix of t2, denoted t1 @ t2, if t1 v t2
and t1 6= t2. Similarly, we can define finite prefixes t if infinite traces θ ∈ R(Σ, I).
If E ⊆ t is a set of events, then t[E] = [V ′,l′, λ′] is a prefix of t with the set
V ′ := {f ∈ t | f ≤ e for some e ∈ E} and l′ and λ′ are obtained by restricting the
corresponding entities in t to V ′. For finite sets E ( θ, we define θ[E] in exactly
the same manner.
As mentioned previously, traces are generalizations of words. In order to for-
malize this notion, the trace morphism Γ: Σ∗ →M(Σ, I) is defined inductively as
follows:
• For each a ∈ Σ, define Γ(a) = [V,l, λ] as a trace comprising of a singleton
set V , the empty edge relation l, and the mapping λ which maps the only
element in V to a.
• For u ∈ Σ+, a ∈ Σ, define Γ(ua) := Γ(u) Γ(a).
Similarly, we also refer to the inverse morphism Γ−1 : M(Σ, I) → 2Σ∗ as the
linearization of traces. This inverse morphism yields an equivalence class of words
that “correspond” to the same trace. Consequently, we say that two words u, v ∈ Σ∗
are trace-equivalent, denoted u ∼I v, if Γ(u) = Γ(v). For a languageK ⊆ Σ∗, define
Γ(K) = {Γ(u) ∈M(Σ, I) | u ∈ K}. We note that for finite traces, the relation ∼I
coincides with the reflexive, transitive closure of the relation {(uabv, ubav) | u, v ∈
Σ∗ ∧ aIb}. For a word w, define the set [w]∼I := Γ−1(Γ(w)). Finally, we say that
a word language K is trace-closed iff K = [K]∼I , where [K]∼I :=
⋃
u∈K [u]∼I .
Example 2.1 Let (Σ, I) be an independence alphabet with Σ = {a, b, c} and the
independence relation2 I = {(a, b)}. For the trace t shown in Figure 2.1:
1. t = Γ(v), where v = acaabc; and
2Since I is symmetric, it suffices to define I with the help of only the representative pairs of
independent letters.
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(b) Operations t1 t2, t1 unionsq t2, and t1 u t2.
Figure 2.2: Σ = {a, b, c, d}, with aIb, cIb.
2. Γ−1(t) = {acaabc, acabac, acbaac}.
The trace morphism can be naturally extended to infinite structures, namely the
morphism Γ: Σω → R(Σ, I). And similarly, we obtain the notion of linearizations
of infinite traces Γ−1 : R(Σ, I)→ 2Σω , and the notion of trace equivalence of infinite
words where two infinite words α and β are trace equivalent, also denoted α ∼I β,
if Γ(α) = Γ(β). For L ⊆ Σω, we define the ω-trace language Γ(L) and trace-closed
ω-language [L]∼I in the natural manner.
The least upper bound of two traces t1, t2, whenever it exists, denoted t1 unionsq t2
is the smallest trace s such that t1 v s ∧ t2 v s. Similarly, if it exists, the
greatest lower bound of t1 and t2, denoted t1 u t2, is the largest trace s such that
s v t1 ∧ s v t2. Figure 2.2 considers three pairs of traces, t1 and t2, and considers
the three operations on these.
Over an independence alphabet (Σ, I), a set T ⊆ M(Σ, I) of finite traces is
called a trace language, and a set Θ ⊆ R(Σ, I) of infinite traces is called an ω-trace
language. Similar to the case of word languages, the concatenation operator can
be extended to languages of traces in natural ways, viz. T1T2 and T Θ. Unlike
word languages however, we can also define the concatenation Θ1 Θ2 of ω-trace
languages, but3 only if alphinf(Θ1)Ialph(Θ2).
For trace languages T ⊆ M(Σ, I) and Θ ⊆ R(Σ, I), we also refer to the corre-
sponding trace-closed languages K = Γ−1(T ) and L = Γ−1(Θ) respectively.
Similar to the case of language operators for word languages (cf. Section1.1),
we have the usual operators for trace languages, viz. Kleene star, Kleene plus,
bounded iteration, ω-iteration, union, complement, intersection, and difference.
To avoid repetition, we do not present these definitions, but illustrate them with
the help of an example.
3We overload the definitions and define alph(Θ) :=
⋃
θ∈Θ alph(θ); similarly alphinf(Θ).
19
Chapter 2 Trace Languages and Recognizability
Example 2.2 Consider a simple alphabet (Σ, I), with Σ = {a, b} and I = {(a, b)}.
1. T1 = {Γ(ab)}, is a language containing a single trace which comprises of two
independent letters a and b.
2. K1 = Γ−1(T1) = {ab, ba}.
3. T2 = T ∗1 is a language containing all traces t ∈ M(Σ, I) with c /∈ t and an
equal number of occurrences of a and b in t.
4. K3 = [{aa}+{bb}+]∼I is a trace-closed language containing an even (non-
zero) number of occurrences of both a and b.
5. T3 = Γ(K3) is the trace language corresponding to K3.
In Section 1.1 and subsequently in Section 1.2 we mention the equivalence be-
tween languages that can be expressed with the help of finitely many operators
and languages that are recognized by deterministic finite automata, or by deter-
ministic Muller automata in case of ω-languages. In the case of traces however,
this equivalence does not hold immediately.
In particular, observe that in Example 2.2 above, although the language T2 can
be defined in terms of finitely many operators, it consists of traces with equal
number of occurrences of a and b. This implies that the language Γ−1(T2) is not
a recognizable word language (cf. language K1 in Example 1.1), although T2 can
be expressed in terms of finitely many operators. We formalize these ideas in the
next sections.
2.2 Trace Languages and Asynchronous Automata
In order to generalize the word model to distributed computations, we have a model
of “distributed,” finite state automata. Such automata consist of a number of
“processes” which capture the independent nature of letters by ensuring concurrent
transitions across multiple processes. Since there is no restriction on the number
of events that may be concurrently executed, this automaton model is also referred
to as asynchronous automata [Zie87].
A deterministic asynchronous automaton is a pair A = (T,F), where T is a
deterministic asynchronous transition system and F is an appropriate acceptance
condition. We discuss these components separately.
Over an alphabet (Σ, I), an asynchronous transition system consists of a set P
of processes, a mapping dom : Σ → 2P assigning the domain of each letter such
that ⋃a∈Σ dom(a) = P and a I b⇔ dom(a) ∩ dom(b) = ∅. Naturally, for Σ′ ⊆ Σ,
we also refer to dom(Σ′) := ⋃a∈Σ′ dom(a). Moreover for an event e ∈ t, we refer to
dom(e) instead of referring to dom(λ(e)); and to dom(E) for E ⊆ t.
Processes p have sets Xp of local p-states. Introducing a symbol $ /∈ ⋃p∈P Xp,
for P ⊆ P, the set XP of P -states is a defined as XP := {(xp)p∈P | xi ∈ Xpi if pi ∈
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P, otherwise xi = $}. We find it convenient to assume an order over P and view
a P -state as a tuple. So we refer to a state, or a partial state, as a tuple pi ∈ XP
for some P ⊆ P. A state is a global state if P = P. We always distinguish
between a {p}-state pi and a local p-state x; and for a state pi = (xp)p∈P , define
the q-state in pi as pi|q := xq ∈ Xq ∪ {$}, and similarly the P -state pi|P in pi. Also,
dom(pi) := {p ∈ P | pi|p 6= $}. Finally, we denote the set of all the states of the
transitions system as X2P :=
⋃
P⊆P XP .
Over a fixed independence alphabet (Σ, I), a set P of processes, and a mapping
dom, we now define a deterministic asynchronous transition system (an ATS) as
a tuple T = ((Xp)p∈P , (δa)a∈Σ, pi0), where Xp are sets of local p-states; transition
functions δa : Xdom(a) → Xdom(a) define how processes in dom(a) jointly perform
state transitions letters a; and pi0 ∈ XP is the global initial state of T.
Over a trace t = [V,l, λ] ∈M(Σ, I), we define run ρ = [V ′,l′, λ′,Λ] of T on the
trace where V ′ := V ∪ {e⊥} contains a fictional, minimum event e⊥. The relation
l′ is identical to the edge relation l, except that e⊥ is the unique minimum event.
The labeling λ′ is defined similarly except λ′(e⊥) := ε. Analogously, we define the
infinite run ρ = [V ′,l′, λ′,Λ] over an infinite trace θ = [V,l, λ] ∈ R(Σ, I).
In order to help us formally define the labeling Λ, we make the following obser-
vations. During the run ρ of an ATS T over a trace, each process p makes state
transitions on events e ∈ dom−1(p). Each such event may be called a p-event as
well as a P -event where P = dom(e). All p-events in the run are totally ordered,
and this order <′p can be defined with the help of the order < of the trace and
the mapping dom. The maximum p-event in ρ according to the ordering <′p is
denoted as maxp(ρ) ≥ e⊥. If it exists, the p-predecessor f of an event e is denoted
by f l′p e. Now, Λ: V ′ → X2P is defined inductively as:
• Λ(e⊥) := (pi0),
• for any e > e⊥, if
1. a = λ(e), and
2. for the p-predecessors eplpe, if xp = Λ(ep)|p are the most recent p-states
just before e,
then Λ(e) := δa((yp)p∈P), where yp = xp if p ∈ dom(e), yp = $ otherwise.
a a a
b
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e1 e2 e3 e4 e5 e6
(a) Trace prefix t = [V,l, λ].
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(b) Run ρ = [V ∪ {e⊥},l′, λ′,Λ].
Figure 2.3: For Σ = {a, b, c}, a I b, a finite trace (prefix) t ∈ M(Σ, I) and the run
ρ of an ATS, with dom(a) = {q}, dom(b) = {p}, and dom(c) = {p, q}.
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Figure 2.3a shows the labeled events of a trace t and Figure 2.3b shows the
corresponding run ρ; but λ′ is omitted in ρ for readability. The processes are
assumed to be ordered, hence the representation of states as tuples. Note that,
in Figure 2.3b, the edges are shown as per the relations l′p, p ∈ P. Importantly,
although e⊥ <′ e2 and e⊥ l′p e2, it is not the case that e⊥ l′ e2. Moreover, while
e2 l′p e3, e5 does not have any p-predecessor; i.e., there does not exist any e ∈ ρ
such that el′p e5.
Analogous to trace prefixes, we refer to run prefixes, and to prefixes ρ[e], ρ[E]
for e ∈ ρ and E ⊆ ρ respectively. For a finite run ρ, and a process p, we refer to
the causal view of p in ρ, respectively in ρ, as the prefix ρ[maxp(ρ)] comprising of
all the events of ρ that are below the maximum p-event in ρ. We can generalize
this for sets P ⊆ P to define collective causal view of P in ρ as ⊔p∈P ρ[maxp(ρ)].
Clearly, ⊔p∈P ρ[maxp(ρ)] = ρ. With a slight abuse of notation, in the context of
an SATS, we also define the causal view of p in a finite trace t as t[maxp(t)]; and
hence the collective causal view of P in t.
For e ∈ ρ, we also refer to the label Λ(e) as the state of T at e. Similarly,
if ρ is a finite run, then the state of T at ρ is given by Λ(ρ) = (xp)p∈P where
xp = Λ(maxp(ρ))|p is the p-state of T at maxp(ρ); xp = pi0|p if maxp(ρ) = e⊥.
Obviously, Λ(ρ) is always a global state.
Finally, a deterministic, finite asynchronous automaton (in short, a DFAA) over
finite traces is a pair A = (T,F), where T is an ATS and F ⊆ XP is a set of global
states of T. A finite trace t ∈M(Σ, I) is said to be accepted by A if Λ(t) ∈ F . The
set L(A) ⊆M(Σ, I) denotes the set of all finite traces accepted by the asynchronous
automaton A.
p
q
r
s
s′
Figure 2.4: Acceptance by referring to the final local states acquired by the DFAA.
Although the acceptance component F of a DFAA consists of global states, it
must be noted that this is just a convenient abstraction to collectively refer to all
the local p-states that the DFAA acquires at the end of a finite run. As shown in
Figure 2.4, the acceptance decision is therefore made in a “distributed” manner
by referring to individual final states of the processes.
Definition 2.3 A language T ⊆M(Σ, I) is called recognizable trace language if
there exists a DFAA A such that L(A) = T .
As we mentioned previously, trace languages are closely related to languages of
words. A deep theorem by Wiesław Zielonka establishes the connection between
recognizable trace languages T and their linearizations Γ−1(T ) (cf. Section 2.1
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(a) I-diamond DTS T for languages K3 and L3.
p
a0 a1 a2
q
b0 b1 b2
a
a
a
b
b
b
(b) ATS T′ for languages T3 and Θ3.
Figure 2.5: Transition systems for languages in Example 2.5 and Example 2.9.
for a definition of Γ). Referring to the independence relation I over the alphabet,
a DFA A = (T, F ) with T = (Q,Σ, δ, q0), is called an I-diamond DFA if for
each pair a, b ∈ Σ of independent letters and each state q ∈ Q, it holds that
δ(q, ab) = δ(q, ba). Zielonka provided the following seminal result [Zie87].
Theorem 2.4 (see also [DR95]) Given any T ⊆ M(Σ, I) and its linearization
K = Γ−1(T ) ⊆ Σ∗, T is recognizable if and only if K is recognizable. Moreover, if
K is recognizable then the minimal DFA recognizing it is I-diamond closed.
Example 2.5 Consider the languages K3 and T3 mentioned in Example 2.2.
With the DTS T shown in Figure 2.5a and F = {8}, we obtain the minimal
DFA A = (T, F ) recognizing K3.
For the trace language T3, the DFAA A′ = (T′,F ′) can be constructed where ATS
T′ is shown in Figure 2.5b, with processes p and q, dom(a) = {p} and dom(b) = {q},
and F ′ = {(a2, b2)}.
The definition of recognizable languages of infinite traces was first provided by
Gastin-Petit [GP92a] in terms of recognition by partially commutative monoids.
However, we use as definition the characterization of the same family of languages
in terms of deterministic (cellular) Muller automata [DM94, Mus94]. Although
this definition was in terms of asynchronous cellular transition systems, they are
equivalent to the ATS’s that we have defined [DR95, Chapter 7].
The notion of acceptance of an infinite trace θ ∈ R(Σ, I) by an ATS T is defined
by referring to the sets of local states that occur infinitely often during the run ρ
of T over θ. For each process p ∈ P, the set Infp(ρ) of local states visited infinitely
often is constructed as follows:
Infp(ρ) :=

{
x ∈ Xp | ∃∞e ∈ ρ : Λ(e)|p = x
}
if p ∈ dom(alphinf(θ)),{
x ∈ Xp ∃e ∈ ρ : e = maxp(ρ)
and Λ(e)|p = x
}
otherwise.
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Let F = {F1, F2, . . . Fn} be a table with Fi = (F pi )p∈P being a tuple of subsets
of local states of the processes. A deterministic asynchronous Muller automaton
(a DAMA) is a pair A = (T,F), and is said to accept a trace θ if there exists a
tuple Fi ∈ F such that for each process p, F pi = Infp(ρ) [DM94].
p
q
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s
s′
Figure 2.6: Acceptance by referring to the local infinity sets of the DAMA.
Figure 2.6 contrasts the finitary acceptance condition for DFAA. For a DAMA,
the local infinitary sets are collectively compared against the tuples in the accep-
tance component F .
Definition 2.6 A language Θ ⊆ R(Σ, I) is said to be an recognizable ω-trace
language if it is recognized by a deterministic asynchronous Muller automaton.
Similar to the statement of Theorem 2.4, in the case of ω-trace languages as
well, we have a correspondence between recognizable trace languages Θ and word
languages Γ−1(Θ), which are recognized by I-diamond Muller automata with an
additional restriction.
Definition 2.7 ([Mus94]) Let M = (T,F) be a deterministic Muller automaton
(over words) with T = (Q,Σ, δ, q0).
1. For a state x ∈ Q and a word u ∈ Σ∗, if δ(x, u) = y ∈ Q, then denote the
set of states visited during the run from x to y, incl. x, y, as Occ(x u−→ y).
2. The acceptance table F is called closed, if for each F ∈ F , each x ∈ F and
each v ∈ Σ∗ with δ(x, v) = x and Occ(x v−→ x) = F , it holds that
∀w ∈ Σ∗ : v ∼I w ⇒ Occ(x w−→ x) ∈ F .
Theorem 2.8 (Muscholl [Mus94]) Let Θ ⊆ R(Σ, I) be an ω-trace language
and L = Γ−1(Θ) the corresponding trace-closed word language. Θ is recognized by
a DAMA if and only if L is recognized by an I-diamond DMA whose acceptance
table is closed as per Definition 2.7.
Intuitively, the closure property of Definition 2.7 generalizes the I-diamond
structure to arbitrarily long equivalent words u, v ∈ Σ∗ – the I-diamond structure
refers only to words of length 2. The above definition goes further and includes all
the states visited, since the final states at the end of u and v are identical owing
to the I-diamond property.
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Example 2.9 Recall the language K3 described in Example 2.2. The infinitary
language L3 = [lim(K3)]∼I consists of all words u ∈ Σω where either (1) the number
|u|a of a’s appearing in u is even (non-zero) and the number |u|b of b’s appearing
in u is infinite; or (2) or the number |u|a of a’s appearing in u is infinite and the
number |u|b of b’s appearing in u is even (non-zero); or (3) both |u|a = |u|b =∞.
Referring to the DTS in Figure 2.5a, we can define an I-diamond Muller au-
tomaton M = (T,F) with F = {6, 8}, {7, 8}, {4, 6, 7}, {4, 6, 8}, {4, 7, 8}, {6, 7, 8},
{4, 6, 7, 8}}. One can verify that M recognizes L3 and the acceptance table F is
closed as per Definition 2.7.
To describe a DAMA recognizing Θ3 = Γ(L3), we refer to the ATS T′ shown
in Figure 2.5b. Define the DAMA M′ = (T′,F ′), where F ′ contains the following
collections.
1. F1 = ({a2}, {b1, b2})
2. F2 = ({a1, a2}, {b2})
3. F3 = ({a1, a2}, {b2, b2}).
We would like to emphasize, as we did at the end of of Section 1.2, that within
the acceptance tables F of DAMAs, we only consider those collections F ∈ F that
are realizable. That is, F ∈ F only if there exists an infinite run ρ of the DAMA
such that for each p ∈ P : Infp(ρ) = F p.
2.3 From Finitary to Infinitary Trace Languages
In Chapter 1, we recalled the close relationships between recognizable languages
and recognizable ω-languages. We saw various operators that help us describe
ω-languages and the straight-forward correspondences between the DFAs and the
various classes of ω-automata. In particular, recall that the family of recognizable
languages of infinite words is structured into a hierarchy where each level is char-
acterized by a class of deterministic ω-automata – the class of deterministic Büchi
automata being the most prominent among them.
In this section, we will mention the main results in the theory of ω-automata for
ω-trace languages, and we will see that the corresponding classifications are still
missing. In particular, the simple examples that we saw in the previous sections –
the straight-forward connection between the DFAA of Example 2.5 and the DAMA
of Example 2.9 – do not generalize for the case of trace languages.
We begin with the case where a result for recognizable ω-languages does gener-
alize to ω-regular trace languages, viz. every recognizable language L ⊆ Σω can
be expressed as a finite union ⋃ni=1 Ui ·Vi with n ∈ N and Ui, Vi ⊆ Σ∗ recognizable.
However, before we present the analogous result for trace languages, there is an
additional case of the so called connected trace languages to be considered.
Definition 2.10 Given an independence alphabet (Σ, I), a set X ⊆ Σ is called a
connected alphabet if the undirected dependence graph (X,D) is connected.
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• A trace t ∈M(Σ, I) is called a connected trace if the set alph(t) is a connected
alphabet.
• A language T ⊆M(Σ, I) is called a connected trace language if every trace
t ∈ T is a connected trace.
Example 2.11 The languages T3 and Θ3 considered in Examples 2.5 and 2.9
are not connected languages since the dependence graph (Σ, D) obtained from the
independence alphabet (Σ, I) has no edges.
The trace t shown in Figure 2.3a is connected, since alph(t) = {a, b, c}, and aDc
and bDc.
Theorem 2.12 (Gastin & Petit [GP92a]) An ω-trace language Θ ⊆ R(Σ, I)
is recognizable if and only if Θ can be expressed as a finite union ⋃ni=1 Si  Tωi,1 
· · ·  Tωi,mi, where
• n ∈ N, and for all i, 1 ≤ i ≤ n : mi ∈ N;
• languages Si, Ti,j ⊆M(Σ, I) are recognizable languages of finite traces; and
• for all 1 ≤ i ≤ n : languages Ti,j are connected languages and alph(Ti,j1)×
alph(Ti,j2) ⊆ I whenever j1 6= j2.
However, once again we seek more intuitive mechanisms of describing ω-regular
trace languages with the help of recognizable trace languages. We see that these
definitions generalize the case of word languages.
Definition 2.13 Given a language T ⊆M(Σ, I), the infinitary extension of T is
the ω-language ext(T ) := T  R(Σ, I).
Definition 2.14 ([DM94]) Let T ⊆M(Σ, I) be a language of finite traces. The
infinitary limit of T , denoted lim(T ), is the language containing traces θ ∈ R(Σ, I)
such that there exists a sequence (ti)i∈N, ti ∈ T satisfying ti @ ti+1 and ⊔i∈N ti = θ.
Figure 2.7 illustrates the definition of lim(T ) with the help of a run of an
asynchronous automaton recognizing T . Shaded prefixes end in global accepting
states. Figure 2.7a illustrates an induced run if the trace θ /∈ lim(T ), whereas
Figure 2.7b illustrates the contrary.
A deterministic asynchronous Büchi automaton[GP92a, DM94] (a DABA) is
a pair A = (T,F), where F = {F1, F2, . . . Fn} is a table with Fi = (F pi )p∈P . A
DABA is said to accept a trace θ ∈ R(Σ, I) if, on the run ρ of A on θ, there exists
a tuple Fi ∈ F such that for each process p, F pi ⊆ Infp(ρ).
Note that the Büchi acceptance condition defined above does not correspond to
the classical condition that checks for non-empty intersection of the infinity sets
with the acceptance sets. For a justification for the above-mentioned condition we
direct the reader to Gastin & Petit’s original definition of asynchronous cellular
(non-deterministic) Büchi automata [GP92a].
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(a) θ /∈ lim(T ) since ⊔
i∈N ti 6= θ. (b) θ ∈ lim(T ) if each event is eventually
covered by one of the accepting runs
over the sequence of strict prefixes.
Figure 2.7: Shaded regions constitute a sequence of accepting runs of an automaton
recognizing T .
In the theory of ω-regular word languages, the family of deterministically Büchi
recognizable languages can be characterized in terms of infinitary limit languages
lim(K) for K ⊆ Σ∗ recognizable. However, with the current definitions, it is still
open whether the family of deterministic asynchronous Büchi automata character-
ize any class of recognizable ω-trace languages. In fact, there exist deterministic
trace languages that are not accepted by any DABA [Mus94]. In particular, a
DFAA A = (T, F ) recognizing a language T does not directly yield a DABA
B = (T,F) recognizing lim(T ). We consider a simple illustration of the reason
behind this fact.
Example 2.15 Consider a DFAA A = (T, F ) comprising of two processes, where
F = {(x1, y1)} is a singleton. Let L(A) = T . Suppose, analogously to the case
of word automata, that we define a DABA A′ = (T,F) where F = {({x1}, {y1})}
contains a single collection of singleton local acceptance sets.
The DABA A′ accepts a trace θ ∈ R(Σ, I) if for the run ρ of θ : {x1} ⊆ Infp(ρ)
and {y1} ⊆ Infq(ρ). Now consider two such infinite runs ρ1 and ρ2 as shown in
Figure 2.8.
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(a) Infinite run ρ1: for no prefix ρ @ ρ1,
Λ(ρ) = (x1, y1).
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(b) Infinite run ρ2: for prefixes ρ demar-
cated by dotted lines, Λ(ρ) = (x1, y1).
Figure 2.8: Both the runs induce the same local infinity sets, Infp(ρ1) = Infp(ρ2) =
{x1, x2}, and Infq(ρ1) = Infq(ρ2) = {y1, y2}.
By referring only to the local infinity sets, the DABA A′ cannot distinguish
between the runs. Although the same local states appear infinitely often, only in
run ρ2 does the global state (x1, y1) appear at all.
On the other hand, it is known that if we impose the classical Büchi acceptance
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condition on an ATS – namely, (T,F) accepts θ if for its run ρ over θ there exists
of Fi ∈ F with F pi ∩ Infp(ρ) 6= ∅ for each p ∈ P – then there exist recognizable
languages T ⊆M(Σ, I) such that lim(T ) is not recognized by any (T,F) (see e.g.
[Mus94]).
Muscholl also studies infinitary limits that are parameterized by a set of letters.
This set governs which letters from the alphabet must occur infinitely often in the
traces, and which letters may not.
Definition 2.16 ([Mus94]) For T ⊆M(Σ, I) and some A ⊆ Σ, the A-infinitary
limit of T is defined4 as limA(T ) := {θ ∈ lim(T ) | D(alphinf(θ)) = D(A)}.
Definition 2.17 ([Mus94]) An ω-regular trace language is called a deterministic
trace language if it can be expressed as a finite union ⋃ni=1 limAi(Ti) of A-infinitary
limits of recognizable trace languages Ti.
Clearly, for T ⊆M(Σ, I), the language lim(T ) is a deterministic trace language
since lim(T ) = ⋃A⊆Σ limA(T ). However, every finite union of restricted infinitary
limit languages may not be expressible in the form lim(T ) for any T . Muscholl
provides a natural extension to the definition of DABA wherein the acceptance
component F consists of pairs (F,A). A trace θ ∈ R(Σ, I) is said to be accepted
by this variant of DABA if there exists such a pair (F,A) ∈ F where for each
p ∈ P, F p ⊆ Infp(ρ), and A ⊆ alphinf(θ).
Although these variants of automata fail to yield a characterization of deter-
ministic trace languages or of infinitary limit trace languages, the definition of the
class of deterministic trace languages is well motivated.
Theorem 2.18 (Diekert & Muscholl [DM94]) A language Θ ⊆ R(Σ, I) is
recognizable, that is it is recognized by a DAMA, if and only if Θ can be expressed
as a finite Boolean combination of deterministic trace languages.
The definition of deterministic trace languages generalizes that of infinitary
limits of word languages, i.e. DBA recognizable languages, since in the case of
words the dependence graph over the alphabet is complete and therefore it is
always the case that D(alphinf(α)) = Σ. Finally, we observe one more property
that is also a hallmark of DBA recognizable languages.
Remark 2.19 ([DM94]) The class of deterministic trace languages is closed
under finite unions and intersections.
2.4 Unanswered Questions
As we have stressed previously, the study of languages of Mazurkiewicz traces aims
to generalize the study of languages of words. However, it has so far not been
4Referring to the dependence relationD ⊆ Σ2, for A ⊆ Σ, defineD(A) := {a ∈ Σ | ∃b ∈ A : bDa}.
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possible to generalize a number of well known results from the theory of ω-regular
word languages. We believe that a well rounded theory of traces necessitates that
these results extend to ω-regular traces languages as well.
In particular, it is known that a language of infinite words over the alphabet Σ
is deterministically Büchi recognizable if and only if it can be written in the form
lim(K) := {α ∈ Σω | α has infinitely many prefixes in K} for some recognizable
language K ⊆ Σ∗ (see Theorem 1.7). In Definition 2.14, Diekert-Muscholl general-
ize the definition of the operator lim for the case of trace languages. Muscholl also
provides a definition of the A-infinitary limit limA, where the parameter A reveals
information about the set of letters that are allowed to appear infinitely often (see
Definition 2.16). Every infinitary limit language can be expressed as a finite union
of A-infinitary limit languages, whereas the reverse in not necessarily true (cf.
Theorem 2.18 and [Mus94]). The languages accepted by the class of deterministic,
asynchronous Büchi automata introduced by Muscholl can be expressed as finite
unions of A-infinitary limit languages. But some fundamental questions are still
unanswered:
For languages of infinite traces, does there exist a model of Büchi au-
tomata accepting precisely the class of finite unions of limA languages?
In particular, is every lim language accepted by such an automaton?
Is the class of deterministic trace languages a decidable subclass of
recognizable ω-trace languages?
We suspect that these questions remain open owing to the current definitions of
models of asynchronous (cellular) automata. As illustrated in Example 2.15, these
models are oblivious to the fact that every run of an asynchronous automaton over
an infinite trace reveals a maximal partitioning of the set of processes in a manner
that each part is minimal and, after a finite prefix, processes belonging to one part
never interact directly or indirectly with a process belonging to another part. The
processes ought to account for this partition while accepting or rejecting a run.
One possible reason why current models lack this power is that, similar to
the case of word languages, they are straightforward adaptations of automata
models recognizing languages of finite traces, which are not required to perform
any infinitary inferencing. Additionally, different traces in a given language may
induce infinite runs where different sets of processes remain live for infinitely many
transitions. We observe that once we parameterize each acceptance tuple with a
set of live processes, reasonable results emerge; for example, the characterization
of linearizations of deterministic, real trace languages in terms of I-diamond Büchi
(word) automata with “extended” acceptance conditions [Mus94]. This concern is
redundant for the case of word automata since there is only one “process”.
Exploiting this intuition, we present a new class of asynchronous automata that
enables us to answer the above-mentioned question in the affirmative.
Another aspect of generalization of language theory may apply to the investiga-
tion of a hierarchy of ω-trace languages vis-á-vis the Borel hierarchy of recognizable
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ω-languages as illustrated in Figure 1.2. In this direction, we provide a solution in
the framework of ω-automata over infinite words – which is invoked via the sets
of linearizations of infinitary trace languages. We identify trace languages whose
linearizations are recognized by deterministic I-diamond weak or deterministic
I-diamond Büchi (word) automata. We present a characterization of the class
of linearizations of all ω-regular trace languages in terms of I-diamond Muller
(word) automata. Finally, we show that the language classes characterized by
these automata arrange themselves into a Borel-like hierarchy.
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Synchronization Aware Automata
In the theory of ω-regular word languages, a natural classification is induced by var-
ious forms of deterministic ω-automata. The three fundamental cases are given by
(a) deterministic Muller automata, capturing the class of ω-regular word languages;
(b) deterministic Büchi automata, capturing infinite recurrences of finitary proper-
ties; and (c) weak automata, capturing reachability of finitary properties. In this
chapter, we concentrate on the first two automata models, on which fundamental
facts can be summarized as follows1 (see e.g. [PP04]):
1. A language is deterministically Büchi recognizable if and only if it can be
expressed as lim(K) := {α ∈ Σω | α has infinitely many prefixes in K} for
some regular language K ⊆ Σ∗.
2. An ω-regular language is deterministically Büchi recognizable if and only
if this language is recognized by a Muller automaton whose acceptance
component is closed under supersets.
3. The class of Boolean combinations of deterministically Büchi recognizable
languages coincides with the class of Muller recognizable languages.
We consider the problem of defining automata and language classes in the frame-
work of Mazurkiewicz traces [Maz87] – modeling infinite, concurrent behaviors of
a finite set of interacting processes – vis-à-vis the above mentioned facts.
The concept of recognizable ω-trace languages has been studied in close cor-
respondence to the case of recognizable ω-languages, for example2, in terms of
finite partially-commutative monoids, asynchronous automata, concurrent regular
expressions, or monadic second order logic. However, it is remarkable that there
does not yet exist a definition of Büchi automaton over traces that allows for
results analogous to any of the items 1–3 above. Our objective is to fill this gap,
while making sure at all times that the corresponding definitions and results for
word languages emerge from our study as special cases.
Muscholl [Mus94] took a major step toward establishing such structural results by
introducing a parameterized lim operator for trace languages (see Definition 2.16).
1Recall the assumption from Section 1.2 that any Muller acceptance component contains only
realizable state sets.
2We refer the reader to [DR95] for a comprehensive survey of early results.
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She showed that the class of Boolean combinations of parameterized lim-languages
is precisely the class of ω-regular trace languages [DM94, Mus94], and also char-
acterized the class of linearizations of these parameterized languages in terms of
“I-diamond” Büchi (word) automata with “extended” acceptance condition. How-
ever, I-diamond word automata do not offer a proper modeling of concurrency as
realized over traces.
We introduce a new concept of asynchronous automata, viz. synchroniza-
tion aware automata (over traces rather than their linearizations). These, when
equipped with Büchi and Muller acceptance conditions, establish not only item 1,
but also items 2 and 3 above. At the same time, the synchronization aware Muller
automata are equivalent in expressive power to the standard deterministic asyn-
chronous Muller automata for infinitary trace languages. Thus we provide a new
framework that prepares – at least in important parts – a structure theory for
ω-regular trace languages that is compatible with that of deterministic ω-automata
over words.
Synchronization aware automata are “aware” of the fact that during a run over an
infinite trace, the set of processes may be partitioned in a manner that after a finite
prefix, a process belonging to one part repeatedly interacts only with processes in
the same part and never with a process outside of this part. The processes infer
this partition by observing their infinitely recurring interactions. Although infinite
traces induce such partitions in all asynchronous automata, current models cannot
perform such inferencing. At the same time, synchronization aware automata
generalize the definition of ω-automata over words since word automata consist of
only one process.
Another aspect of infinite runs is that while some processes may remain live
ad infinitum, others may halt after finitely many steps. However, the set of live
processes can be explicitly coded in the Büchi acceptance condition since this
directly corresponds to the parameters A ⊆ Σ in Muscholl’s parameterized lim
operation mentioned above.
By combining both these aspects, we obtain the family of synchronization aware
Büchi automata corresponding to item 1 above (see Theorem 3.27). We also
introduce synchronization aware Muller automata recognizing precisely the class
of ω-regular trace languages (see Theorem 3.32). Finally, Theorems 3.36 and 3.37
respectively demonstrate a characterization à la item 2 and the equivalence result
of item 3. We conclude with a discussion of a number of open problems.
3.1 Secondaries and Frontiers
During a run ρ of an ATS, the processes can be thought of as “possessing and
updating information” regarding other processes. If ρ is finite and p, q ∈ P,
the first-hand information that p has about q at ρ, denoted by latestp→q(ρ), is
the maximal q-event in the prefix ρ[maxp(ρ)]. Trivially, latestp→p(ρ) = maxp(ρ).
Similarly, for p, q, r ∈ P, the second-hand information that p has about r via q at
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ρ, denoted by latestp→q→r(ρ), is the maximal r-event in the prefix ρ[latestp→q(ρ)].
Trivially, latestp→q(ρ) = latestp→p→q(ρ).
The primary information of p at ρ is defined as the partially ordered set
Prip(ρ) := {latestp→q(ρ) | q ∈ P}. The secondary information of p at ρ is given
by the partially ordered set Secp(ρ) := {latestp→q→r(ρ) | q, r ∈ P}. It is easy to
see that on the one hand Prip(ρ) ⊆ Secp(ρ), and on the other hand the partial
orders of these sets may both be defined in terms of the partial order < of ρ. This
gives us a view of the secondary graph of p at ρ, which we identify with secondary
information itself. Clearly, maxp(ρ) = latestp→p→p(ρ) is the unique maximal event
in Secp(ρ); and also |Secp(ρ)| ≤ |P|2.
Throughout our discussions, we are mainly interested in secondary information
of the form Secp(ρ[e]) for p ∈ dom(e). Since, Secp(ρ[e]) = Secq(ρ[e]) for all
p, q ∈ dom(e), for convenience we denote this information simply as Sec(e).
p
q
r
s
s′
e⊥ e1 e2 e3 e4 e5 e6
(a) latests′→r(e4).
p
q
r
s
s′
e⊥ e1 e2 e3 e4 e5 e6
(b) latests′→r(e5).
p
q
r
s
s′
e⊥ e1 e2 e3 e4 e5 e6
(c) latestr→s′→s(e6).
p
q
r
s
s′
e⊥ e1 e2 e3 e4 e5 e6
(d) latestr→s→s′(e6).
p
q
r
s
e⊥ e1 e2 e3 e4 e5 e6 e7 e8
(e) Secondary information Sec(e8) as a graph.
Figure 3.1: Illustration of first hand and second hand information.
Example 3.1 Figure 3.1 illustrates these definitions.
It also illustrates that first hand information may be updated as a result of
indirect interaction. From Figure 3.1a and Figure 3.1b we see that the first hand
information that process s′ has about r changes in subsequent s′-events e4 and e5
although s′ never synchronizes with r.
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p
q
r
s
e⊥ e1 e2 e3 e4 e5 e6 e7 e8 e9
Partial frontiers for ρ: {e5}, {e9}, {e5, e9}, {e8, e9}, and {e5, e8, e9}.
At e4, ρu = ρ[e1]; and at e9, ρu = ρ[e6]. Note that e5 /∈ ρ[e9].
Figure 3.2: Partial frontiers of a finite run prefix (see Section 3.1); illustration of
Lemma 3.7 (see Exercise 3.8).
Furthermore, the information may be asymmetric. As shown in Figure 3.1c
and Figure 3.1d, in the trace prefix ρ[e6], s′ is aware of the latest s-event, but s
possesses “older” information regarding s′.
Figure 3.1e illustrates secondary information that processes p, q possess at the
end of the run ρ[e8].
There exists a distributed algorithm, implemented by way of the so-called gossip
algorithm [Mad12], which enables processes to update their secondary graphs at
the points of synchronization with the help of |P|3 system labels. When pro-
cesses synchronize at an event e, the gossip algorithm takes the secondary sets
Sec(fp), fplp e for each p ∈ dom(e), and outputs the updated secondary set Sec(e)
reflecting the consistent, most recent information available collectively among
processes in dom(e). We use this algorithm as a black-box for our constructions.
While referring to finite runs ρ over finite traces (or over finite prefixes of infinite
traces) it is useful to refer to their maximum p-events as a set. Define frontier of ρ
as Hρ := {e ∈ ρ | ∃p ∈ P, e = maxp(ρ)}. Any subset H ⊆ Hρ that is closed under
the ≥ relation is called a partial frontier. We also refer to such a set as upward
closed. E.g., the set {e5, e8} in Figure 3.2 is not a partial frontier of ρ since it is
not an upward closed subset of the frontier {e5, e8, e9}.
Finally, for event e ∈ ρ, define the top of e in ρ as >ρ(e) := {f ∈ ρ | e ≤
f ∧ ∃p ∈ P : f = maxp(ρ)}. Note that for any e1, . . . , en ∈ ρ, ⋃ni=1>ρ(ei) is a
partial frontier of ρ.
Partial frontiers are significant because they consist of precisely the events that
help describe the partial state of the automaton. If Λ(ρ) is the global state of an
automaton after the run ρ, and if H is a (partial) frontier of ρ, then we define the
(partial) state Λ(H) := Λ(ρ)|dom(H). Roughly speaking, identifying a reasonable
set of partial frontiers is necessary and sufficient for computing the global state
that an automaton acquires at the end of a finite run.
3.2 Synchronization Aware Transition Systems
Any infinite run ρ of an ATS T over a trace θ ∈ R(Σ, I) yields a partition Ψ =
(P1, . . . , Pn) of set P of processes such that each part Pi ⊆ P is minimal, and
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after a finite prefix ρi @ ρ, the processes p ∈ Pi no longer interact directly or
indirectly with another process p′ ∈ Pj , i 6= j. We informally refer to the parts
Pi as “maximally interacting sets” induced by a run ρ over a θ. A process p may
infer that it belongs to part Pi by observing that it infinitely often updates its
first-hand or second-hand information w.r.t each q ∈ Pi. Our primary aim is
to obtain a family of deterministic asynchronous transition systems where such
infinitary inferencing can be performed by each process.
One way to enable the processes in computing their maximally interacting sets
in the limit is to equip them with the ability to make relevant “local computations”
at each event e that they participate in. Of course, each process q ∈ dom(e)
contributes to the computation at e. The outcome of such a computation is a set
P of processes, which indicates the “sum total of individual interactions” that are
witnessed by the participants q ∈ dom(e) at e. Clearly, some events e can result
in cumulative interaction P which is strictly more than cumulative interaction
Q at other events f , i.e., P ) Q. In this manner, “maximal interactions” may
be inferred by performing local computations. Now, if these local computations
can be implicitly captured in the local states of the processes, then the task of
inferring maximally interacting sets reduces to the task of observing which infinitely
recurring local states correspond to “maximal local computations”.
In order to enable this, for an ATS T and a run ρ of T over any trace, we
associate with each event e ∈ ρ a measure cumulative interaction witnessed by
the processes in dom(e); and as explained above, sets P ⊆ P act as the unit of
this measure. To define such a measure for events e of a run ρ, we first define the
secondary update Ue comprising of the events in the secondary information that
have been “reassigned” or “removed”.
Definition 3.2 For a run ρ of an ATS and an event e ∈ ρ, the secondary update
at e is the set Ue := {g ∈ ρ[e] | ∃p, q, r ∈ P,∃fp lp e : g = latestp→q→r(fp) 6=
latestp→q→r(e)}.
For each displaced/updated secondary event g ∈ Ue, we look in the future>ρ[e](g)
of g and extract the processes that appear in this future. This set of processes is
the contribution of g (and hence the contribution of the process q ∈ dom(e) from
whose secondary information g comes) in the local computation at e. We result of
this local computation, the “cumulative interaction” mentioned above, is referred
to as the degree of synchronization at e.
Definition 3.3 In a run ρ of an ATS, the degree of synchronization at an event
e ∈ ρ is defined as ds(e) := ⋃g∈Ue dom(>ρ[e](g)). By default, ds(e⊥) := P.
The subset relation over P provides a natural order for comparing various degrees
of synchronizations. The following lemma demonstrates that Definition 3.3 is well
behaved over infinite runs in the sense that it helps each process p in identifying
the maximally interacting set P of processes for p in the run ρ. In turn, this means
that q ∈ P makes the same inference. For an infinite run ρ of an ATS, we denote
with alphinf(ρ) the set alphinf(θ) where θ is the trace inducing the run.
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Lemma 3.4 For an infinite run ρ and p ∈ P, if p ∈ dom(alphinf(ρ)) then there
exists a unique maximal P ⊆ P such that ∃∞e ∈ ρ : p ∈ dom(e) ∧ ds(e) = P .
Proof For the given process p, we claim that P is the maximally interacting set
of p and is defined as P := {q ∈ P | ∀e ∈ ρ, ∃e′ ∈ ρ : e < e′ ∧ latestp→p→q(e) 6=
latestp→p→q(e′)}. That is, P \ P is precisely the set of processes with whom p
ceases to “interact” after a finite prefix.
Now let us assume that the statement of the lemma does not hold. This implies
that there must exist at least two maximal sets P1, P2 ⊆ P such that:
1. for infinitely many events e ∈ ρ : p ∈ dom(e) ∧ ds(e) = P1,
2. for infinitely many events e ∈ ρ : p ∈ dom(e) ∧ ds(e) = P2, and
3. there exists e′ ∈ ρ such that ∀e ∈ ρ : e′ < e ∧ p ∈ dom(e) ⇒ ¬(P1 (
ds(e) ∨ P2 ( ds(e)
)
, and consequently
4. there exists a process r ∈ P2 \P1 but no p-event e > e′ with P1∪{r} ⊆ ds(e).
For event e′ as in item 3 and 4 above, consider a p-event e1 > e′ with ds(e1) = P1,
and let Ue1 be the secondary update per Definition 3.2. Since r /∈ ds(e1), it follows
from Definition 3.3 that for each q ∈ P1 there exists gq,r ∈ ρ[e1] such that
5. for each p′ ∈ dom(e1) and each f ∈ ρ[e1] : flp′ e1 ⇒ gq,r = latestp′→q→r(f) =
latestp′→q→r(e1).
Inference 5 formally states the fact that all the synchronizing processes p′ in
dom(e1) already agree on the second-hand information they have for process r via
all processes q ∈ P in general, and via all processes q ∈ P1 in particular. Moreover,
since for all q ∈ P1 the events gq,r are all r-events, they are all totally ordered in
ρ. Let q1 ∈ P1 be such that gq1,r ≤ gq,r for each q ∈ P1. Therefore:
6. P1 ⊆ dom(>ρ[e1](gq1,r)).
Now, if p updates information about r infinitely often and p updates information
about q1 infinitely often and the set P of processes is finite, then r and q1 must both
update their information about each other infinitely often. From our choice of P , it
follows that there exists an event g′q1,r where q1 will update its primary w.r.t. r, i.e.,
gq1,r < latestq1→q1→r(g′q1,r). Naturally, g′q1,r /∈ ρ[e1]. It further follows that there
must exist a minimum p-event e2 > g′q1,r where p will update its secondary for r via
q1, i.e., gq1,r 6= latestp→q1→r(e2). This implies that gq1,r ∈ Ue2 . From inference 6
it follows that P1 ∪ {r} ⊆ dom(>ρ[e1](gq1,r)) ⊆ dom(>ρ[e2](gq1,r)) ⊆ ds(e2), which
contradicts inference 4. This contradiction is illustrated in Figure 3.3. 
We call the set P from Lemma 3.4 the max-degree of p-synchronizations in
ρ, denoted by ddsp(ρ)e. For processes p /∈ dom(alphinf(ρ)) that eventually halt,
ddsp(ρ)e := {p}. The following corollary, that follows easily from Lemma 3.4,
demonstrates the “symmetric” nature of max-degree of synchronizations.
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gq1,r g′q1,r
e1 e2
Figure 3.3: The contradiction of Lemma 3.4: gq1,r <r g′q1,r, e1 <p e2, gq1,r < e1, and
g′q1,r < e2. The darker region comprises of event set E1 = >ρ[e1](gq1,r),
and dom(E1) ⊇ P1. The lighter region, subsuming the darker region,
comprises of event set E2 = >ρ[e2](gq1,r), and dom(E2) ⊇ P1 ∪ {r}.
Corollary 3.5 For an infinite run ρ and p, q ∈ P, either ddsp(ρ)e = ddsq(ρ)e or
ddsp(ρ)e ∩ ddsq(ρ)e = ∅.
In particular, for each part Pi ∈ Ψ: q ∈ Pi ⇔ ddsq(ρ)e = Pi. This concretizes
our observation about a run ρ inducing a partition Ψ of the set of states, where
each part is minimal and after a finite prefix, a process belonging to one part never
interacts with a process belonging to another.
Now we are ready to define the family of ATS where for any run ρ and any event
e ∈ ρ, each process p ∈ dom(e) is capable of computing ds(e) simply by looking at
the local state pi|p that p acquires after processing the event e.
Definition 3.6 A synchronization aware transition system (an SATS) is a pair
(T,D) where T = ((Xp)p∈P , (δa)a∈Σ, pi0) is an ATS and D = (Dp)p∈P is a collection
of mappings Dp : Xp → 2P such that 1. Dp(pi0|p) = P, and 2. for every run ρ of T
and every event e ∈ ρ, if Λ(e) = pi and p ∈ dom(e) then Dp(pi|p) = ds(e).
The definition implies that, over any event, the processes of a synchronization
aware system always make transitions to local states that directly correspond to
the degree of synchronization of the event in question. In this manner, a process p
can “compute” the degree of synchronization of any p-event by observing the local
p-state it acquires at that event. It is easy to see that condition 2 in Definition 3.6
is in fact decidable, whence the definition is “syntactic”.
In the following section, we present a procedure to construct a SATS that is
equivalent to a given ATS. We do this by equipping the local states of each process
p of the input ATS with finite memory so that it can compute ds(e) at each event
e it participates in. The reader may skip to Section 3.4 for ω-automata classes.
3.3 From ATS to SATS
For every ATS, the events of its runs have degrees of synchronization associated
with them. However, not every ATS is capable of computing these via its local
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states. In this section, we present an algorithm that takes an arbitrary asyn-
chronous transition system T and constructs a synchronization aware transition
system T that mimics the T while being capable of computing the degrees of
synchronization of events in the local states.
The natural idea in this construction is that the local states of T hold additional
information regarding partial states acquired by T in its run. Now the key question
is, “what partial states are stored by the processes of T, and how do the degrees
of synchronization of various events help?”
We claim that at any event e in the run ρ of T, the set P = ds(e) indicates that
there exist prefixes ρ′ v ρ[e] with partial frontiers H, dom(H) = P , such that for
some process p ∈ dom(e) with a predecessor fp lp e, H * ρ[fp]. That is to say
that the frontier H is one of the largest frontiers that had been missing from the
causal view of process p until p synchronized at event e. The following lemma
illustrates this point, and demonstrates the importance of the set Ue.
Lemma 3.7 For e ∈ ρ, e > e⊥, let ρu :=
d
fplpe ρ[fp] be the greatest lower bound
of all its p-prefixes, p ∈ dom(e). For every prefix ρ′ v ρ[e] with ρ′ 6v ρu, there exist
H ⊆ ρ′ and U ⊆ Ue such that 1. H is a partial frontier in ρ′ with dom(H) = ds(e);
and 2. ⋃g∈U >ρ′(g) = H.
Before we prove this lemma, we consider an example that demonstrates the
claims of its statement. For this, we refer back to Figure 3.2.
Example 3.8 Referring to Figure 3.2, at e4, we have e2lq e4 and e3lr e4. Then,
ds(e4) = P because Ue4 = {e⊥, e1, e2, e3}. For instance e⊥ = latestq→r→s(e2) 6=
latestq→r→s(e4). Since ρu = ρ[e1], we have four possibilities of ρ′, viz. ρ′1 = ρ[e4],
ρ′2 = ρ[e2, e3], ρ′3 = ρ[e3], and ρ′4 = ρ[e2]. For ρ′4, H = {e⊥, e1, e2} and we can
choose U = {e⊥} ⊆ Ue4. Symmetrically for ρ′3. Also verify that, for ρ′2, H = U =
{e2, e3}; and for ρ′1, H = {e2, e3, e4} and U = {e⊥}.
Considering e9 next, we have e8 lq e9, e6 lr e9, and Ue9 = {e2, e4, e6, e8}. For
instance, e2 = latestr→q→p(e6) 6= latestr→q→p(e9) = e8. Clearly, ds(e9) = {p, q, r}.
And since ρu = ρ[e6], we have three possibilities of ρ′ v ρ[e9] s.t. ρ′ 6v ρu, the
most interesting one being ρ′ = ρ[e7]. Now H = {e4, e6, e7} is the partial frontier
of ρ[e7] with dom(H) = ds(e9), so we choose U = {e2} ⊆ Ue9.
Proof (Lemma 3.7) We first prove a modified version of the lemma with a
weaker claim, which corresponds to proving, “if the first condition holds then the
second condition holds too.”
Claim: For every prefix ρ′ v ρ[e] such that ρ′ 6v ρu, if there exists a partial
frontier H in ρ′ with dom(H) = ds(e) then there exists a subset U ⊆ Ue such that⋃
g∈U dom(>ρ′(g)) = H.
Proof: Let ρ′ be as in this claim, and let H be the partial frontier of ρ′ with
dom(H) = ds(e).
If |H| = 1 then it must be the case that H = {e} – because otherwise either
ρ′ v ρu which is prohibited, or for some pair p, q ∈ dom(e), H ⊆ ρ[fp] and
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H ∩ ρ[fq] = ∅ which implies that dom(H) ( ds(e) – and we can assign U := {fp}
for any p ∈ dom(e).
Now, for the case where |H| ≥ 2, the following condition must hold.
∀f ∈ H, ∃p ∈ dom(e), ∃q, r ∈ ds(e) :
latestp→q→r(fp) ≤ f ∧ latestp→q→r(fp) 6= latestp→q→r(e) (3.1)
Condition (3.1) is simply a restatement of the claim above, because if it is true
then for each f ∈ H we obtain gf = latestp→q→r(fp) such that gf ∈ Ue and gf ≤ f .
Now let ⋃f∈H >ρ′(gf ) = H ′. Then it must be the case that H ′ = H, and this can
be demonstrated by the following argument.
• gf ≤ f ⇒ f ∈ >ρ′(gf ), therefore H ⊆ H ′, implying that dom(H) ⊆ dom(H ′);
• ⋃f∈H{gf} ⊆ Ue, and therefore by definition ds(e) ⊇ ⋃f∈H dom(>ρ[e](gf )) ⊇⋃
f∈H dom(>ρ′(gf ));
• by assumption ds(e) = dom(H) and ⋃f∈H dom(>ρ′(gf )) = dom(H ′), imply-
ing that dom(H) ⊇ dom(H ′), and hence dom(H) = dom(H ′);
• and finally, since H and H ′ are partial frontiers of the same trace ρ′, and
since dom(H) = dom(H ′), it must necessarily hold that H = H ′.
This will give us the desired set U := ⋃f∈H{gf}. Towards a contradiction,
assume that condition (3.1) is false. Then its negation must be true, which is:
∃f ∈ H, ∀p ∈ dom(e), ∀q, r ∈ ds(e) :
latestp→q→r(fp) ≤ f ⇒ latestp→q→r(fp) = latestp→q→r(e) (3.2)
In particular, ∀h ∈ ρ[e] : h ≤ f ⇒ h /∈ Ue. Since H * ρu, there must exist an event
g ∈ H, g /∈ ρu. Moreover since H is a partial frontier and f ∈ H, there exists
r ∈ P : f = maxr(ρ′). And because f and g belong to the same partial frontier,
there must exist no r-event in the path from f to g (if such a path exists). This
implies that ∀q′ ∈ dom(g), latestq′→q′→r(g) ≤ f . Without loss of generality, we
treat it as an equality.
Note the following. (A.) ds(e) = dom(H)⇒ r ∈ ds(e), and therefore there must
exist a smallest r-event f ′ ∈ ρ[e], f ′ > f and hence f ′ ∈ ρu, because otherwise for
some p ∈ dom(e) the primary latestp→p→r(fp) = h ≤ f and then p will update
its primary information about r upon synchronizing at e resulting in h ∈ Ue;
(B.) from condition (3.2) above, ∀p ∈ dom(e), ∀q′ ∈ dom(g) : latestp→q′→r(e) = f ,
because otherwise for the same reason, h = latestp→q′→r(fp) < latestp→q′→r(e) = f
implying h ∈ Ue; and consequently (C.) q′ /∈ dom(e), because otherwise q′ will
witness f ′ as a later r-event and update its primary from f to f ′ resulting in
f ∈ Ue. Recall that g /∈ ρu, so it is possible to consider two events: one fp lp e s.t.
g /∈ ρ[fp] and another fq lq e s.t. g ∈ ρ[fq]. Further, let e1 = latestp→p→q′(fp) and
f1 = latestp→p→q(fp). The situation is shown in Figure 3.4.
39
Chapter 3 Synchronization Aware Automata
f
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f ′
g
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fp e
Figure 3.4: From the proof of Lemma 3.7: the shaded region lies outside of ρ[fp];
e1, f1 ∈ Pri(fp); there exist no r-events along any (dotted or dashed)
paths from f to g.
Since g ∈ ρ[fq], without loss of generality, let fq be the event where q′ and q syn-
chronize. Otherwise there must exist a finite sequence of synchronizations among
processes q′, q′′, . . . /∈ dom(e) before the last process in this sequence synchronizes
with q. However, upon this last synchronization, because latestq→q→r(fq) ≥ f ′
it must be the case that latestq′→q′→r(fq) = latestq→q′→r(fq) ≥ f ′. Finally at e,
process p updates its information as f = latestp→q′→r(fp) 6= latestp→q′→r(e) ≥ f ′,
implying that f ∈ Ue and contradicting the assumption that f /∈ Ue.
This concludes the proof of our modified claim. Now we prove that the first
condition of the lemma holds as well, which will conclude our proof.
Claim: If ρ′ v ρ[e] and ρ′ 6v ρu, then there exists a partial frontier H in ρ′ with
dom(H) = ds(e).
Proof: Now let us assume that there does not exist any such frontier. Then for
each partial frontier H ⊆ Hρ′ with ds(e) ⊆ dom(H) it holds that ds(e) ( dom(H).
Consider one such H.
For some q /∈ ds(e), there must exist a q-event f = maxq(ρ′) ∈ H such that for
some r ∈ ds(e) there is a r-event h = maxr(ρ′) ∈ H with h ≤ f ; otherwise we will
find the frontier we are looking for. Without loss of generality, let h = f .
Since ρ′ 6v ρu, there exists at least one event g ∈ ρ′, g /∈ ρu. Therefore, there ex-
ists p ∈ dom(e) s.t. g /∈ ρ[fp], and it follows from the definitions dom(g) ⊆ ds(e) and
thus g ∈ H. Since f = maxr(ρ′) there cannot be another r-event in any path from f
to g (if any such path exists). Therefore for each q′ ∈ dom(g), latestq′→q′→r(g) ≤ f .
Once more, without loss of generality, we assume latestq′→q′→r(g) = f . Also, since
r ∈ ds(e) and q /∈ ds(e) there must exist a minimum r-event f ′ ∈ ρ[e], f ′ > f
and hence f ′ ∈ ρu. Moreover, ∀p ∈ dom(e), ∀q′ ∈ dom(g) : latestp→q′→q(fp) = f
implying q′ /∈ dom(e).
So once more we arrive at the situation depicted in Figure 3.4, and proceed
similarly to conclude that f = latestp→q′→r(fp) 6= latestp→q′→r(e) ≥ f ′, which in
turn implies that f ∈ Ue, and hence q ∈ dom(f)∩ ds(e) which is a contradiction.
Remark 3.9 The claim of Lemma 3.7 would not hold if Ue were defined as the
set of “primary updates”, i.e., if we define Ue := {g ∈ ρ[e] | ∃p, q ∈ P,∃f lp e : g =
latestp→p→q(fp) 6= latestp→p→q(e)}.
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p
q
r
s
s′
e⊥ e1 e2 e3 e4 e5 e6 e7
Figure 3.5: Considering only primary updates is insufficient.
Proof Consider the run ρ := ρ[e7] as shown in the Figure 3.5, and note that for
event e7, e5 lp e7, and e6 lq e7. The set of primary updates Ue7 = {e1, e5, e6}
since e1 = latestp→p→r(e5) 6= latestp→p→r(e7) = e6, e5 = latestp→p→q(e5) 6=
latestp→p→q(e7) = e7, and e6 = latestq→q→q(e6) 6= latestq→q→q(e7) = e7. Further,
inserting Ue in Definition 3.3, we get ds(e7) = {p, q, r, s′}.
Now let E = {e2, e3, e4} and consider ρ′ = ρ[E]. Clearly, ρ′ v ρ and e3 /∈
ρ[e5] ⇒ ρ′ 6v ρ[e5] ⇒ ρ′ 6v ρu. However, there exists no partial frontier H of ρ′
with dom(H) = ds(e7) because dom(e4) = {s, s′} * ds(e7). Therefore, Lemma 3.7
breaks if we consider only the set of primary updates. 
Corollary 3.10 If Me is the set of the minimal events of Ue, then it suffices to
always consider U =Me in Lemma 3.7.
Lemma 3.7 illustrates that the degree of synchronization at event e corresponds
precisely to the largest frontiers that had been missing from the view of some of
the processes until they participated in e. Why we are interested in precisely these
frontiers becomes clear by juxtaposing Lemma 3.7 alongside with Lemma 3.4 and
Corollary 3.5. We illustrate this with the help of Figure 3.6.
p
q
r
s
s′
f
g1 g2
h e1
e2
h′
e3
e4
Figure 3.6: Different shades demarcate the different “maximally interacting sets”.
After the infinite run partitions itself into maximally interacting sets, Lemma 3.4
guarantees that for processes that make infinitely many transitions, there will be
infinitely many events where degrees of synchronization will correspond to these
maximal sets. Events ei and gj are such events. At each of the events ei, for
example, the degrees of synchronization ds(ei) = {p, q, r}; although there can exist
events, for example, h′ where ds(h′) ( {p, q, r}. In the shaded regions, since the
processes (except s) compute partial frontiers that correspond strictly to their
maximally interacting sets, in the limit, the global frontiers of ρ can be obtained
by straightforward “products” of these partial frontiers. These partial frontiers
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are precisely the ones that are revealed by Lemma 3.7. In Figure 3.6 above,
s′ computes partial frontiers G1 = {g1}, G2 = {g2},. . . ; p, q, r compute3 partial
frontiers H1 = {h}, H ′1 = {h, e1}, H2 = {h, e2}, H3 = {e1, e2}, H4 = {h, e1, h′},
and so on. The contribution of s remains fixed at {f}. Now it is clear that for
each i, j,Hi ∪Gj ∪ {f} and H ′i ∪Gj ∪ {f} are global frontiers in ρ.
Presently, since we can compute global frontiers in the above manner, it should
also be possible to compute global states4 Λ(Hi ∪ Gj ∪ {f}), by referring to the
partial states Λ(Hi) and Λ(Gj), and smartly “combining” them with Λ(f).
We introduce a new term with respect to the partial frontiers H that are revealed
by Lemma 3.7 at an event e. We refer to the set Ye of all partial states Λ(H) as the
yield at e. For example, in Figure 3.6, Ye3 = {Λ({h, e1}), Λ({h, e2}), Λ({e1, e2}),
Λ({e1, e3})}. Notice that this is because {h, e1} is a partial frontier that r observes
for the first time at e3 (although q had already observed it at e1); {h, e2} is one
that q observes for the first time at e3 (although r had already observed it at e2);
{e1, e2} and {e1, e3} are observed by both q, r for the first time at e3. Clearly, for
all partial states pi, pi′ ∈ Ye : dom(pi) = dom(pi′) = ds(e). We say that a yield Ye is
bigger than yield Yf if ds(f) ( ds(e).
Intuitively, we construct T in such a manner that on one hand, it mimics the
run of T on every trace, and on the other hand its local states collect enough
information about T’s run such that at each event e in its own run, T can compute
the yield Ye for the corresponding event e in T’s run. Now, fix the meanings of
A,T,A and T, and let |P| = N .
Definition 3.11 Let pi1 = (x1, x2, . . . xN ) and pi2 = (y1, y2, . . . yN ) be two ele-
ments of X2P . The projection of pi2 on pi1 is defined as pi1 C pi2 = (z1, z2, . . . zN )
where the local pi-states zi are defined as zi :=
{
yi if yi 6= $
xi otherwise.
By extension, define ΠC Π′ := {pi C pi′ | pi ∈ Π, pi′ ∈ Π′}, and similarly pi C Π.
We say that two states pi1 = (x1, . . . , xN ) and pi2 = (y1, . . . , yN ) are compatible if
for each process pi, xi = $ or yi = $ or xi = yi. If pi1 and pi2 are compatible, then
pi1 C pi2 = pi2 C pi1; and sometimes this will have special utility.
Definition 3.12 If pi1 and pi2 are two compatible states, then their join is defined
as pi1 ⊗ pi2 := pi1 C pi2. The join of two incompatible states is not defined.
Again, we extend the join operation to sets as Π1⊗Π2 = {pi1⊗pi2 | pi1 ∈ Π1, pi2 ∈
Π2, pi1 and pi2 compatible}. Note that each partial state pi that T acquires during a
run can be extracted by referring to the labels of the events in partial frontiers, i.e.,
if H1 and H2 are two partial frontiers of a trace then Λ(H1∪H2) = Λ(H1)⊗Λ(H2).
To see these operations at work, we look at a new example.
3The partial frontiers Hi or H ′i are revealed by Lemma 3.7 at events ei.
4Recall from near the end of Sec. 3.1, the definition of partial states Λ(H) for partial frontiers H.
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p
q
r
s
e⊥ e1 e2 e3 e4 e5 e6 e7 e8 e9
Figure 3.7: Partial frontiers for ρ: {e5}, {e9}, {e5, e9}, {e8, e9}, and {e5, e8, e9}.
Example 3.13 Refer to Figure 3.7, and observe that the global state of the ATS
after the finite run prefix ρ may be computed as Λ(ρ) = Λ(e5)⊗
(
Λ(e8)C Λ(e9)
)
.
For the partial frontier {e8, e9}, the projection
(
Λ(e8) C Λ(e9)
)
computes the
partial state Λ({e8, e9}) as indicated by the gray boxes. This partial state is then
joined with the partial {s}-state obtained from Λ(e5) to obtain the global state.
According to Lemma 3.4 it suffices that during an infinite run, processes p
repeatedly compute only the partial frontiers that correspond to maximal degrees
of p-synchronizations.
Lemma 3.7 indicates that it is possible that at any event e ∈ ρ, the processes
in dom(e) can compute the partial states for all partial frontiers H of prefixes
ρ′ v ρ[e], ρ′ 6v ρu, dom(H) = ds(e). For that purpose, we define the projection
operation w.r.t partial frontiers and events in ρ.
Definition 3.14 Let ρ be a finite run of an ATS T, let H be a partial frontier
of ρ, and let e ∈ ρ be an event such that H ∩ >ρ(e) 6= ∅. If one exists, then let
ep = maxp(ρ[H]) be the maximal p-event with e < ep. Now, the projection of
H on e in ρ is defined as a state ρ[e C H] := (xp)p∈P , where the local p-states
xp :=
{
Λ(ep)|p if there exists ep = maxp(ρ[H]), e  ep,
$ otherwise.
Note that if H = >ρ(e) then Λ(H) = Λ(e)C ρ[eCH]. Let us see the situation
from Example 3.13 again in terms of projections of (partial) frontiers.
Example 3.15 Referring once again to Figure 3.7, let the partial frontier H1 :=
{e8, e9}. Note that ρ[e9 CH1] = ($, $, $, $).
Now for H1, consider events e4 and e8 for which we have H1 ∩ >ρ(e4) 6= ∅
and H1 ∩ >ρ(e8) 6= ∅. Note that since >ρ(e4) = H1 and e4 /∈ H1, we have that
Λ(H1) = ρ[e4 CH1] = Λ(e4)C ρ[e4 CH1].
So also it holds that >ρ(e8) = H1. But since e8 ∈ H1, we have that ρ[e8CH1] =
Λ(e9) 6= Λ(H1) = Λ(e8)C ρ[e8 CH1].
The following proposition formalizes the intuition presented above, and tightly
couples Lemma 3.7 with Definition 3.14.
Proposition 3.16 Let H be a partial frontier of ρ, and let e1, . . . , en be pairwise
concurrent events such that, for each i, 1 ≤ i ≤ n : H ∩ >ρ(ei) 6= ∅, and for each
i, 1 ≤ i ≤ n : there exist partial frontiers G,G′ ⊆ H such that either >ρ(ei) = G
or ei is a maximal event in ρ[G] u ρ[G′].
43
Chapter 3 Synchronization Aware Automata
1. The states Λ(ei) C ρ[ei C H], 1 ≤ i ≤ n, are all pairwise compatible; and
therefore,
2. if the frontier H = ⋃ni=1>ρ(ei), then the partial dom(H)-state in ρ can be
computed as Λ(H) = ⊗ni=1(Λ(ei)C ρ[ei CH]).
Proposition 3.16 follows immediately from the definitions, and it shows that
events ei ∈ Sec(H) can be used to compute Λ(H) inductively. Figure 3.8 illustrates
this idea, where e.g. pi1 = pie5 ⊗ pie6 , pi2 = pie4 ⊗ (pie1 C pi1), etc.
H
H4
H5
H6
H7
H1
H2
H3
pie2 Cpi2⊗
pie3 Cpi3⊗
pie1 Cpi1⊗
pie5
pie6
pie4
pie7
Figure 3.8: Using states piei := Λ(ei) and projections pii := ρ[ei CHi] to inductively
reconstruct the partial states Λ(Hi) = piei C pii of partial frontiers Hi.
For i ∈ {4, 5, 6, 7}, pii = ($, . . . $). Finally, Λ(H) = (pie2Cpi2)⊗(pie3Cpi3).
In Figure 3.8, the sets {e2, e3}, {e1, e4, e7}, and {e4, e5, e6, e7}, satisfy both the
conditions of Proposition 3.16. The state Λ(H) may therefore be computed using
any of these sets, using the inductive operations described in the figure.
Although Proposition 3.16 and Corollary 3.10 together demonstrate how the
cumulative secondary information ⋃p∈P Secp(ρ) can help in computing Λ(H), all of
these secondary events may not be immediately available with any single process to
perform this computation. The local states of T therefore need a way to “remember”
certain partial states long enough so as to enable this computation at a later
synchronization as per Lemma 3.7. Clearly, we require secondary information
capable of storing partial states.
Definition 3.17 Let ρ be a run of T. At any event e ∈ ρ, with reference to
Sec(e), the augmented secondary information is defined as Sec(e) := {(f,Π, pi) |
f ∈ Sec(e),Π ⊆ X2P , pi = Λ(f)}. Moreover, for each event f ∈ Sec(e) there exists
exactly one augmented event f = (f,Π, pi) ∈ Sec(e).
The motivation behind the above definition, and the invariant property that we
wish to maintain in the augmented secondary set Sec(e) at every event e ∈ ρ, is a
certain modularity of the augmentations Π within each f ∈ Sec(e). This property
is formalized as follows.
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For each event f = (f,Π, pi) ∈ Sec(e), there exists a partial state
pi′ ∈ Π iff there exists a prefix ρ′ v ρ[e] and a partial frontier H in ρ′
such that 1. H = >ρ′(f); 2. pi′ = ρ′[f CH] or pi′ = ($, . . . , $); and 3. if
g ∈ Sec(e) is an event such that g > f then H ∩ >ρ′(g) = ∅. (∗)
Example 3.18 Consider a run prefix ρ shown in Figure 3.9 below.
p
q
r
x
0
y 0
z 0
y 1
z 1
x
1
y 2
z 2 z 3
y 3
z 4
e⊥ e1 e2 e3 e4 e5
Figure 3.9: A run ρ where events are labeled with local states. Sec(e5) = {e1, e2, e5}.
Event e1 ∈ Sec(e5) since e1 = latestr→q→r(e5). As per property (∗), we have e1 =
(e1,Π1, pi1) ∈ Sec(e5) with pi1 = ($, y1, z1) and the set Π1 = {Λ(e3),Λ(e4)}. This is
because for ρ′ = ρ[e3] whose frontier is H = {e1, e3}, we have Λ(e3) = ρ′[e1 CH];
and for ρ′ = ρ[e4] whose frontier is H = {e1, e4}, we have Λ(e4) = ρ′[e1CH]. For
both these frontiers H, the states Λ(H) = Λ(e1)C ρ[e1 CH] can now be computed
locally as pi1 CΠ1, with the help of pi1 and Π1.
On the other hand, for ρ′ = ρ[e2] we have >ρ′(e1) = {e1, e2} = H, which is the
frontier of ρ′, and ρ′[e1 CH] = (x1, y2, $). But since H ∩ >ρ′(e2) 6= ∅ and e2 > e1
is such that e2 ∈ Sec(e5), we have that (x1, y2, $) /∈ Π1.
We show later how this invariant is maintained in successive synchronizations.
At present, assuming it holds, we show how we can exploit it to formalize the
intuition presented in Figure 3.8. Algorithm 3.1 takes as an event e as input, and
using the information Sec(fp), fplp e for each p ∈ dom(e), returns an intermediate
graph ι-Sec(e). We would like to clarify that the set of events in graph Sec(e) is not
in one-to-one correspondence with the set of events in graph ι-Sec(e). The former
graph directly resembles the secondary graph Sec(e) at event e ∈ ρ. The latter
graph, however, resembles the “union” of all secondary graphs Sec(fp), fp lp e;
therefore possibly contains more events than Sec(e).
The significance of ι-Sec(e) is that it is a temporary data structure which will
assist in computation of yields Ye at e by allowing the computations of partial states
for all partial frontiers H à la Lemma 3.7. Its nodes ι-f contain augmentations ι-Π,
which in turn contain the “sum total” of all the information of all the secondary
events greater than f . Formally, assuming that each Sec(fp) satisfies (∗), the
following property holds for ι-Sec(e).
For each event ι-f = (f, ι-Π, pi) ∈ ι-Sec(e), there exists a partial
state pi′ ∈ ι-Π if and only if there exists a prefix ρ′ v ρ[e] and a partial
frontier H in ρ′ such that 1. H = >ρ′(f); and 2. pi′ = ρ′[f C H] or
pi′ = ($, . . . $). (†)
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Algorithm 3.1: secInterim – computes intermediate secondary information
input : the latest event e and secondary graphs Sec(fp), fp lp e
output : intermediate secondary graph ι-Sec(e) at e
/* This procedure reads secondary graphs Sec(fp), each of which
satisfies the property (∗), and constructs an intermediate
secondary graph ι-Sec(e) which satisfies the property (†).
*/
1 Create a working replica r-Sec(fp) of each set Sec(fp);
/* That is, for each g = (g,Π, pi) ∈ Sec(fp), the replica r-Sec(fp)
contains r-g = (g, r-Π, pi). These working copies simply
prevent the values of state sets Π from being modified,
which might result in violating property (∗). */
2 Initialize the graph ι-Sec(e) = ∅;
3 To each set r-Sec(fp), append r-e =
(
e, {($, . . . $)},Λ(e)) as the greatest
event;
4 Consider {e1, . . . , en} := {e} ∪⋃p∈dom(e) Sec(fp), the topologically ordered
set of all secondary events, with en = e;
5 for i = n down to 1 do
6 Initialize event ι-ei := (ei, ι-Πi, pii), where ι-Πi = ∅ and pii = Λ(ei);
7 Consider the maximal set Qi ⊆ dom(e), such that for each q ∈ Qi there
exists an ei-copy r-eqi = (ei, r-Π
q
i , pii) in r-Sec(fq);
8 foreach q ∈ Qi do
9 Initialize Π = ∅;
10 Locally in q, let {r-g1, . . . r-g`} ⊆ r-Sec(fq) be the set of all events
r-gk m r-e
q
i , with r-gk = (gk, r-Πk, pik);
11 foreach k, 1 ≤ k ≤ ` do
12 Update Π := Π ∪ (Π⊗ r-Πk), assuming ∅ ⊗ r-Π1 = r-Π1;
13 end
14 Update r-eqi by reassigning r-Π
q
i := r-Π
q
i ∪ (r-Πqi CΠ);
15 Update ι-Πi := ι-Πi ∪ r-Πqi ∪ (ι-Πi⊗ r-Πqi ), assuming ∅⊗ r-Πqi = r-Πqi ;
16 end
17 Insert ι-ei := (ei, ι-Πi, pii) in ι-Sec(e) as per the partial order;
18 end
19 return ι-Sec(e);
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Proposition 3.19 For an event e ∈ ρ, if for each process p ∈ dom(e) the set
Sec(fp), fp lp e satisfies property (∗) then ι-Sec(e) satisfies property (†).
Proof Since the events ι-ei are added one by one to the set ι-Sec(e), we argue by
induction over the set {e1, . . . , en} of events as mentioned in step 4 of secInterim
procedure. The induction proceeds in the same order as the loop, i.e., from n
down to 1. As the base case, it is trivial to see that for index n, ι-en = ι-e =
(e, {($, . . . $)},Λ(e)), and there exists only one choice of prefix ρ′ v ρ[e], which
is ρ[e] itself. Then we have H = >ρ′(e) = {e} and ρ[e C H] = ($, . . . $) (cf.
Definition 3.14).
Now, assuming that all events down to index `+1 satisfy (†), we consider the `th
iteration starting at Step 6. Let pi′ be a partial state in ι-Π`. If pi′ ∈ Πq` already for
some eq` ∈ Sec(fq), q ∈ Q` then we have nothing to show since condition (∗) already
holds, implying that condition (†) holds. Otherwise, the induction hypothesis holds
and we know that events ι-e`+1, ι-e`+2, etc. satisfy the claim. Now, since the
successor events gk chosen in Step 10 are all pairwise concurrent, there must exist
some prefixes ρ1, . . . , ρm v ρ[e] and partial frontiers H1, . . . ,Hm therein such that
pi′ = ρ1[e` C H1] ⊗ . . . ⊗ ρm[e` C Hm]. Firstly, we can set ρ′ :=
⊔m
k=1 ρk v ρ[e].
Secondly, if Q = dom(pi′) then the set H ′ ⊆ ⋃mk=1Hk consisting of the maximal
q-events from Hk’s, q ∈ Q, is a partial frontier in ρ′. Hence, it immediately follows
that pi′ = ρ′[e` CH ′].
For the reverse direction, for e` consider a prefix ρ′ v ρ[e], with e` ∈ ρ′ and a
partial frontier H ′ such that H ′ = >ρ′(e`). Consider the smallest set G containing
the maximal events g ∈ {e} ∪ ⋃p∈dom(e) Sec(fp) such that H ′ = ⋃g∈G>ρ′(g).
Clearly, the events contained in G have been processed before e`. Now there are
two possibilities.
If G = {e`} then either H ′ = {e`} in which case, by definition, ρ′[e` C H ′] =
($, . . . $) and is already a member of ι-Π` by the initialization Step 3. Otherwise,
it must be the case that ρ′ v ⊔q∈Q` ρ[fq]. And then, H ′ may be expressed as H ′ =⋃
q∈Q` Hq where Hq = H
′ ∩ ρ[fq] is a partial frontier in ρq = ρ′[fq]. And therefore,
from the induction hypothesis we have that ρ′[e` CH ′] =
⊗
q∈Q` ρq[e` CHq] is an
element of ι-Π` as a consequence of condition (∗) holding over Sec(fq) and the join
operation in Step 15.
If |G| > 1, then denote the elements of G as e` = g0, g1, . . . , gm. For k > 1,
let Hk = >ρ′(gk). Since these events gk are are pairwise concurrent, by Proposi-
tion 3.16, the states Λ(Hk) = Λ(gk) C ρ′[gk CHk] are mutually compatible, and
by induction hypotheses ρ′[gk CHk] ∈ ι-Πk. From the compatibility of states, it
is clear that the order in which events gk are joined in the local updates on r-eq`
in step 10 is immaterial. Finally, if ⋃kHk = H ′ then nothing more remains to be
shown, since the local updates already ensure that Λ(H ′) ∈ ι-Π`. Otherwise, since
(∗) holds on all sets Sec(fq), using an argument similar to the case of G = {e`} we
conclude that there must exist states piq ∈ Sec(fq) for q ∈ Q`, such that at the end
of step 10 for event e`, we have ρ′[e` CH ′] =
⊗
q(piq C Λ(H ′)), thereby implying
that (†) holds for index ` as well. 
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Remark 3.20 Property (†) and Corollary 3.10 imply that corresponding to the
set Me ⊆ Ue of the minimal updated secondary events at e, if we take the set
Me = {ι-e1, . . . , ι-e`} ⊆ ι-Sec(e) of the minimal iota-events, then processes p ∈
dom(e) can compute the yield Ye := {pi ∈⊗`i=1(piiC ι-Πi) | dom(pi) = ds(e)} which
contains the partial states for all the partial frontiers H as in Lemma 3.7.
Finally, during the update of secondary information at e, some events from Ue
may be deleted by the gossip algorithm. The processes must appropriately update
the augmentations to ensure that the property (∗) is maintained. Referring to the
partially ordered sets Sec(fp), fp lp e for each p ∈ dom(e), and the set ∂e ⊆ Ue of
events to be deleted, we describe this update using Algorithm 3.2.
Algorithm 3.2: secUpdate – updates secondary information
input : the latest event e and secondaries Sec(fp), fp lp e
output : secondary information Sec(e) at e
/* This procedure reads secondary graphs Sec(fp), each of which
satisfies the property (∗), and constructs the new secondary
graph Sec(e) which again satisfies the property (∗). */
1 Initialize Sec(e) = ∅; append e = (e, {($, . . . $)},Λ(e)) as its greatest event;
2 Consider {e1, . . . , en} := {e} ∪⋃p∈dom(e) Sec(fp), the topologically ordered
set of all secondary events, with en = e;
3 for i = n down to 1 do
4 Initialize event ei := (ei,Πi, pii), where Πi = ∅ and pii = Λ(ei);
5 Consider the maximal set Qi ⊆ dom(e), such that for each q ∈ Qi there
exists an ei-copy eqi = (ei,Π
q
i , pii) in Sec(fq);
6 foreach q ∈ Qi do
7 Locally in Sec(fq), let {g1, g2 . . .} be the set of all events gk m eqi with
gk ∈ ∂e, and let gk = (gk,Πk, pik);
8 Initialize a temporary variable Π = ∅;
9 foreach k, 1 ≤ k ≤ ` do
10 Update Π := Π ∪ (Π⊗Πk), assuming ∅ ⊗Π1 = Π1;
11 end
12 Update eqi by assigning Π
q
i := Π
q
i ∪ (Πqi CΠ);
13 Update Πi := Πi ∪Πqi ∪ (Πi ⊗Πqi ), assuming ∅ ⊗Πqi = Πqi ;
14 end
15 If ei /∈ ∂e then add ei := (ei,Πi, pii) in Sec(e) as per the partial order;
16 end
17 return Sec(e);
Proposition 3.21 For an event e ∈ ρ, if for each process p ∈ dom(e) the set
Sec(fp), fp lp e, satisfies condition (∗) then, after the SecUpdate procedure,
Sec(e) satisfies condition (∗).
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Proof As the basis, observe that Sec(e⊥) = (e⊥, {pi0}, pi0) satisfies (∗). Hereafter,
applying the induction hypothesis, the proof of this proposition is very similar
to that of Proposition 3.19. The only difference between this procedure and
secInterim procedure is that, while in the latter the newly computed augmen-
tations ι-Πi from step 10 are always projected down to immediate predecessors,
in secUpdate procedure the newly computed augmentations Πi from step 7 are
projected down to immediate predecessors only if the events ei /∈ Sec(e). There-
fore, the modularity of the augmentations via the additional condition (3) of (∗)
is preserved. 
For processes p ∈ P, let SECp be the family of all augmented secondary
sets whose unique maximal events are p-events. Starting from an ATS T =
((Xp)p∈P , (δa)a∈Σ, pi0), we construct an SATS T =
((
(Xp)p∈P , (δa)a∈Σ, pi0
)
,D
)
where:
• Xp ⊆ ⋃Q⊆P Xp × SECp × 2XQ , where sets Q are such that p ∈ Q;
• pi0|p = (x0, {(e⊥, {pi0}, pi0)}, {pi0}) where x0 = pi0|p is the initial p-state of T;
• for letters a ∈ Σ, dom(a)-states pi = (xp, Secp, Yp)p∈dom(a) ∈ Xdom(a), and
q ∈ dom(a), define the transition δa(pi)|q := (yq,Sece, Ye), where
– yq = δa((xp)p∈dom(a))|q is obtained from T;
– Sece is obtained from secUpdate(e), assuming e is the current event
in the run with λ(e) = a, and for fp lp e, Sec(fp) := Secp; and
– Ye is the yield at e obtained from the secInterim(e) procedure.
• For each local p-state x = (x,Sec, Y ) ∈ Xp, if for any pi ∈ Y , dom(pi) = Q,
then assign Dp(x) = Q.
To summarize, at any event e, the yield Ye consists of precisely the partial states
pi ∈ Xds(e) of T that correspond to the partial frontiers which had been missing
from the view of one or the other process until they synchronized at e. In this
manner, a processes p in SATS T arrives at the local state (x, Sec, Y ) only if process
p in ATS T arrives at the local state x and the yield is Y at the event in question.
The augmented secondary information Sec helps T in correctly computing yields.
In the next sections, we study automata models defined using synchronization
aware transition systems; and we see how SATS constructed in this manner pre-
sented here can be exploited to show the characterization results for deterministic
Büchi recognizable trace languages and recognizable ω-trace languages.
3.4 Synchronization Aware Büchi Automata
A set X ⊆ Xp of local p-states is called homosynchronous if for all local p-states
x, y ∈ X : Dp(x) = Dp(y). For an infinite run ρ of an SATS, we define the
homosynchronous maximal local infinity sets dInfp(ρ)e as follows.
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dInfp(ρ)e =

{
x ∈ Xp Dp(x) = ddsp(ρ)e and
∃∞e ∈ ρ : Λ(e)|p = x
}
if p ∈ dom(alphinf(θ)),{
x ∈ Xp ∃e ∈ ρ : e = maxp(ρ)
and Λ(e)|p = x
}
otherwise.
Clearly, dInfp(ρ)e ⊆ Infp(ρ), and can be understood as a “ceiling” of the local
infinity set Infp(ρ) in the sense that it retains only those local states that correspond
to the max-degree of p-synchronizations5 in ρ.
Definition 3.22 A deterministic, synchronization aware Büchi automaton (a D-
SABA) is a tuple A = (T,D,F), where (T,D) is an SATS, and the acceptance
table F = {(Q1, F1), . . . (Qk, Fk)} is such that each Qi ⊆ P and Fi = (F pi )p∈P is a
tuple of homosynchronous sets F pi . A D-SABA A accepts a trace θ ∈ R(Σ, I) if,
for the run ρ of A on θ, there exists a pair (Qi, Fi) ∈ F s.t. dom(alphinf(θ)) = Qi
and for each process p ∈ P : F pi ∩ dInfp(ρ)e 6= ∅.
The above definition essentially requires that processes p ignore all of their
infinitely occurring local p-states except those whose image under Dp matches the
the max-degree of p-synchronizations. A high level intuition behind this – and a
reason why acceptance of traces via classical asynchronous Büchi automata6 is not
as straightforward as acceptance of words via Büchi automata – is as follows (also
refer to Example 2.15).
Example 3.23 Consider an asynchronous automaton over finite traces, which
has two processes and whose global acceptance state set F = {(x1, y1)} is a single-
ton. Analogous to the word case, over the same ATS, one could define a Büchi
automaton with acceptance condition F ′ = {({x1}, {y1})}. Suppose a trace induces
as shown in Figure 3.10 below.
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Figure 3.10: The run segment corresponding to e1e2e3e4 repeats ad infinitum. Local
states x1 and y1 occur infinitely often, but the global state (x1, y1) never
occurs.
Standard asynchronous automata suffer from the shortcoming that they cannot
deduce that the global state (x1, y1) never occurs in the above run. This is in spite
5Recall the definition from Section 3.1
6See definition of DABA in Section 2.3.
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of the fact that the maximal degree of process synchronizations is P. Ideally, at
events ei ∈ {e2, e4, e6} with ds(ei) = P, each process should have been able to
summarize in hindsight the global states witnessed up to ei; and only such repeated
global summaries should govern whether or not to accept a trace.
The main result of this section is Theorem 3.27, and we proceed piecemeal
towards it, via Lemma 3.24, Lemma 3.25, and Proposition 3.26.
Lemma 3.24 If T ⊆ M(Σ, I) is a regular trace language, then there exists a
D-SABA accepting Θ = lim(T ).
We start with an asynchronous automaton A = (T,F) recognizing a language
L(A) = T ⊆ M(Σ, I) and first construct an SATS T from the ATS T as demon-
strated in the previous section. The definition of a D-SABA A = (T,D,F) recog-
nizing lim(T ) now relies on suitably describing the Büchi acceptance condition.
Fix a global accepting state pi ∈ F of A, a set Q ⊆ P of processes that make
infinitely many transitions, and a partition Ψ = {P1, . . . Pn} of P compatible with
Q, i.e., Pk ∩Q 6= ∅ ⇒ Pk ⊆ Q and Pk ∩Q = ∅ ⇒ |Pk| = 1.
Firstly, for each p ∈ Q, the acceptance condition looks out for local p-states
x = (x,Sec, Y ) ∈ Xp where the yield Y contains the partial state pi|Pk , where
Pk ∈ Ψ is the part containing p. This is necessary and sufficient because, we know
from our discussion above that, if one process in the part Pk witnesses the partial
state pi|Pk at some frontier, then sooner or later every other process in Pk witnesses
the same same partial frontier and hence the same state.
Secondly, let S = P \ Q ( P be the set of processes that eventually stop.
Clearly, for a fixed partition Ψ, S ranges over possible unions of singletons in
it. For each such S, we consider a set S = (Sp)p∈S , Sp ⊆ P. S ranges over the
possible sets of degrees of synchronizations corresponding to the last transition
of processes p ∈ S during a run, and necessarily p ∈ Sp. That is, for p ∈ S, the
acceptance tuples looks out for local p-states x = (x,Sec, Y ) where x = pi|p and
Dp(x) = dom(Y ) = Sp. We have the former requirement because process p stops
at the state x, and we have the latter requirement because each local acceptance
set F p can only contain states that have the same image under the mapping Dp,
which in this case is the same as dom(Y ). Note that S ranges over the possibilities
that correspond to the choice of Q, and the range of Q itself depends upon Ψ.
That is, P \Q can be non-empty only if Ψ contains singletons. And in particular,
if Q = P then S becomes redundant.
Given pi ∈ F , a non-empty set Q ⊆ P, a partition Ψ compatible with Q, and S
as above, we construct a local acceptance set for each process p ∈ P assuming p ∈
Pk: F
p
pi,Q,Ψ,S =
{
{(x, Sec, Y ) ∈ Xp | p ∈ Pk ∧ pi|Pk ∈ Y } if p ∈ Q
{(x, Sec, Y ) ∈ Xp | x = pi|p ∧ dom(Y ) = Sp} if p /∈ Q
, which
results in an acceptance pair
(
Q,F pi,Q,Ψ,S
)
with F pi,Q,Ψ,S = (F
p
pi,Q,Ψ,S)p∈P .
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Proof (Lemma 3.24) Let A = (T,F) be a deterministic asynchronous automa-
ton recognizing a language T ⊆M(Σ, I). We use the above construction to obtain
from T the corresponding SATS (T,D) with T = ((Xp)p∈P , (δ)a, pi0).
Defining the Büchi acceptance condition F := ⋃pi ⋃Q⋃Ψ⋃S{(Q,F pi,Q,Ψ,S)},
we claim that A := (T,D,F) is a deterministic, synchronization aware Büchi
automaton that recognizes the language Θ = lim(T ).
Clearly, a trace θ ∈ R(Σ, I) is accepted by A
iff there exists a pair
(
Q, (F p)p∈P
) ∈ F such that dom(alphinf(θ)) = Q and in
the run ρ of A over θ, for each p ∈ P, F p ∩ dInfp(ρ)e 6= ∅; and this holds
iff for the partition Ψ = {P1, . . . Pn} of P induced by ρ and all 1 ≤ k ≤ n, either
1. Pk ⊆ Q, and in this case processes p ∈ Pk participate in infinitely many
events in ρ, ddsp(ρ)e = Pk, and p witnesses some p-state (xp,Secp, Yp) ∈
F
p infinitely often; or
2. Pk * Q, and in this case process q ∈ Pk participates in only finitely
many events, and there exists some state (xq,Secq, Yq) ∈ F q that is the
last q-state;
and this holds
iff in the run ρ of A over θ, there exists an infinite sequence of run prefixes
(ρi)i∈N, with ρi @ ρi+1 and
⊔
i∈N ρi = ρ, where each ρi ends in a global state
accepting state pi ∈ F for A such that pi|Q ∈
⊗
p∈Q Yp and pi|P\Q = (xq)q /∈Q;
and this holds
iff there exists and infinite sequence of trace prefixes (ti)i∈N such that ti ∈
T, ti @ ti+1 and
⊔
i∈N ti = θ; and this holds
iff θ ∈ lim(T ).
Note that the big join operation above is valid because for some 1 ≤ k ≤ n if
p1, p2 ∈ Q ∩ Pk then pi|Pk ∈ Yp1 ∩ Yp2 ; and since pi|Pk is compatible with itself, we
have pi|Pk ∈ Yp1 ⊗ Yp2 . On the other hand, if p1 ∈ Pk1 and p2 ∈ Pk2 , k1 6= k2, then
Yp1 is by construction compatible with Yp2 . 
Lemma 3.25 If A = (T,D,F) is a D-SABA with |F| = 1, recognizing language
Θ ⊆ R(Σ, I), then there exists a set A ⊆ Σ and a regular language T ⊆ M(Σ, I)
such that7 Θ = limA(T ).
Once again, before we begin the proof, we first present the necessary construc-
tions. Given A = (T,D,F) recognizing language Θ ⊆ R(Σ, I), let F = {(Q,F )}.
Then we need to present a (non-deterministic) asynchronous automatonB recogniz-
ing T ⊆M(Σ, I) s.t. for some A ⊆ Σ, Θ = limA(T ). Without loss of generality, we
7Recall Definition 2.16: limA(T ) := {θ ∈ lim(T ) | D(alphinf(θ)) = D(A)}.
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assume that (Q,F ) is realizable. That is, for all p, q ∈ Q : q ∈ Dp(F p)⇔ Dp(F p) =
Dq(F q). Recall that by the definition of D-SABA, if (Q,F ) is realizable then for
each p, the component F already determines the max-degree of p-synchronizations
of any accepting run of A. Further, note that although the acceptance tuple im-
poses that Q is precisely the set of processes that make infinitely many transitions,
this does not imply that for some θ ∈ L(A) : alphinf(θ) = dom−1(Q).
The set A of letters that can occur infinitely often in any θ ∈ L(A) is precisely
the set we fix as parameter, and is given by A := dom−1(Q) \ dom−1(P \Q). Note
that this does not imply that each letter in A must occur infinitely often in θ, since
in general, for A1, A2 ⊆ Σ, if D(A1) = D(A1) then limA1(T ) = limA2(T ). In this
sense, A is the largest possible set that is “compatible” with (Q,F ).
Next, we exploit non-determinism in asynchronous automata for languages of
finite traces as well as a simple memory structure that processes p use to remember
local q-states of other processes. The acceptance pair (Q,F ) already indicates that
if p ∈ Q then, then p needs to look out only for infinitely occurring local q-states
where q ∈ Dp(F p), i.e., p, q have identical maximally interacting sets. If p /∈ Q
then p need not remember anything.
A local p-state of B is of the form
(
x, (Xp→q)q∈P , i
)
where i ∈ {0, 1} is referred
to as a context, x is a local p-state from A and the memory-set Xp→q is a set
of local q-states from A. Intuitively, the processes of B begin in initial states
where sets Xp→q are empty and the context i = 0. At first B simply mimics
A – making transitions within context 0 and keeping sets Xp→q empty – until it
non-deterministically decides that processes p ∈ P \ Q have all halted. At this
point, processes p ∈ Q make “cross-over” transitions to states with context i = 1.
It is now that these processes start populating their memory-sets; and only those
memory-sets that are relevant to the sole Büchi acceptance pair (Q,F ) ∈ F . At
appropriate times, processes “reset” their memories and start accumulating again.
The global final states of B are defined around these points of reset.
Given a D-SABA A = (T,D,F) with T = ((Xp)p∈P , (δa)a∈Σ, pi0) and F =
{(Q,F )}, we construct a nondeterministic asynchronous automaton B = (T,F)
by first constructing its underlying ATS T =
(
(Xp)p∈P , (∆a)a∈Σ, pi0
)
, and then
describing F as follows:
• if p ∈ Q, then Xp ⊆ Xp × (2Xq)q∈P × {0, 1},
• otherwise, if p /∈ Q, then Xp ⊆ Xp × (2Xq)q∈P × {0};
• pi0|p = (x0, (∅, . . . ∅), 0) where x0 = pi0|p is the initial p-state of T;
• for a ∈ A the transition relation ∆a := δa,× ∪⋃i∈{0,1} δa,i, where
– for dom(a)-states pi =
(
(xp, (Xp→q)q∈P , i)
)
p∈dom(a), define the mapping
δa,i(pi)|p :=
(
yp, (Yp→q)q∈P , i
)
such that
∗ yp = δa
(
(xq)q∈dom(a)
)
|p is obtained from A; and
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∗ Yp→q is computed8 as follows:
1. First define Zp→q as
a) if q ∈ Dp(F p)∩ dom(a), then Zp→q := {yq}∪⋃r∈dom(a)Xr→q;
b) else if q ∈ Dp(F p) \ dom(a), then Zp→q := ⋃r∈dom(a)Xr→q.
2. If for each q ∈ Dp(F p) : Zp→q∩F q 6= ∅ then ∀p ∈ dom(a), q ∈ P
define Yp→q := ∅; else define Yp→q := Zp→q.
– for dom(a)-states pi =
(
(xp, (Xp→q)q∈P , 0)
)
p∈dom(a), define the mapping
δa,×(pi)|p :=
(
yp, (Yp→q)q∈P , 1
)
such that
∗ yp = δa
(
(xq)q∈dom(a)
)
|p is obtained from A; and
∗ for q ∈ dom(a), Yp→q := {yq}.
• for a ∈ Σ \ A the transition relation ∆a := δa,0 is defined similarly to the
case i = 0 above.
• F ⊆ XP is a set containing all global states pi =
(
(xp, (Xp→q)q∈P , ip)
)
p∈P
of T where
[
for each p /∈ Q, xp ∈ F p ∧ ip = 0
]
and
[
for each p ∈ Q, ip = 1
]
and
[
for each set F p, p ∈ Q, there exists r ∈ Dp(F p) whose local r-state
pi|r =
(
xr, (Yr→q)q∈P , 1
)
is such that for each q ∈ P : Yr→q = ∅
]
.
The acceptance set F of B can be understood in the light of the transition
function δa,1 as it resets the memory-sets Yp→q to empty, and the fact that the
partition Ψ induced by every θ ∈ L(A) can be inferred from (Q,F ). The reset
takes place if, during synchronization on an event, the collective memory-sets
of the processes (along with the currently acquired local states) have non-empty
intersections with respective sets in the Büchi acceptance condition. For each part
P ∈ Ψ, P ⊆ Q, it is necessary and sufficient that at least one processes p ∈ P
repeatedly arrives at a local-state where the memory-sets are all empty. Then this
local-state may constitute a global accepting state irrespective of local-state of
other processes q in the same part P . On the other hand, processes p /∈ Q must
come to a halt in one of their respective Büchi states, while making transitions
solely within context i = 0.
Proof (Lemma 3.25) Let A = (T,D,F) be a D-SABA recognizing a language
Θ ⊆ R(Σ, I). We claim that, if F = {(Q,F )} and A = dom−1(Q) \ dom−1(P \Q)
is computed as shown previously, then the NAA B = ((Xp)p∈P , (∆a)a∈Σ, pi0, F )
as constructed above recognizes T ⊆M(Σ, I) such that Θ = limA(T ).
To show that Θ ⊆ limA(T ), let θ ∈ Θ be an infinite trace accepted by A, and let
Ψ be the partition of processes from Q as induced by the run on θ (i.e., we ignore
the processes that halt). We show that θ can be broken down into a sequence of
strictly increasing prefixes, each of which produce an accepting run in B.
8For the case when i = 0, this computation is redundant since all the memory-sets Yp→q are
empty to begin with.
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First, we identify a prefix tθ @ θ such that ∀q ∈ P \ Q : maxq(θ) ∈ tθ and
∀e ∈ θ \ tθ,∃P ∈ Ψ: ds(e) ⊆ P . The first condition says that all processes q that
make only finitely many transition in the run over θ already process their maximal
events in tθ. The second condition says that while processing events e in any suffix
of tθ, the secondary information update of processes is restricted exclusively to the
maximally interacting parts to which the processes belong.
Next, we consider a sequence (ti)i∈N s.t. t0 := tθ, ti @ ti+1, and
⊔
i ti = θ. In
order to describe this sequence, we make use of intermediate variables tp→q where
p, q belong to the same part P ∈ Ψ. Initially, we set tp→q := t0. Then, for each
i ≥ 0, ti+1 is a smallest trace satisfying:
1. there exists at least one part P ∈ Ψ: P ∩ dom(ti+1 \ ti) 6= ∅;
2. for each part P ∈ Ψ as in 1 above, there exists a maximal event eP of ti+1
such that if fplp eP , p ∈ dom(eP ) are immediate predecessors of eP then for
each q ∈ P,∃p ∈ dom(eP ), ∃eq ∈ {eP } ∪ t[fp] \ tp→q : Λ(eq)|q ∈ F q;
3. for each P ∈ Ψ as in 1 above, for each p ∈ dom(eP ) and each q ∈ P , reassign
tp→q := t[eP ].
4. As a special case, for t1, the three conditions above must be fulfilled by each
part P ∈ Ψ.
Given a prefix ti, i > 0, the NAA B first guesses t0 = tθ, and starting in its
initial state pi0, it processes all the events of t0 using the transition functions within
context 0, i.e., transition functions of the form δa,0, a ∈ Σ. So for all the processes
p /∈ Q that halt, the final local p-states (xp, (∅, . . . ∅), 0) in the run of B are such
that xp ∈ F p, because so far B had been blindly mimicking A.
The remaining processes that are still active then move to local states with
context 1, by virtue of ∆a nondeterministically selecting the cross-over transition
using the function δa,×, and start populating their memory-sets corresponding to
their maximally interacting sets from Ψ.
The acceptance of t1 by B can be understood by looking at any one part P ∈ Ψ
individually and then repeating the analysis for every other part. Firstly, we
argue why t1 must exist. Since P is a maximally interacting set of θ, and since
the processes p ∈ P all visit their Büchi sets F p infinitely often, it follows from
Lemma 3.4 that there must exist at least one event eP such that θ[eP ]\ tθ contains
favorable events ep, Λ(ep)|p ∈ F p for each p ∈ P .
Next, since t1 is a minimal such prefix, eP ∈ θ \ tθ is a minimal such event.
Since B switches to the transition function δa,1 after tθ, as described in step 1a
in the construction of δa,i above, individual processes q ∈ dom(eP ) maintain and
update the r-states in their memory-sets Yq→r much like the primary information
update of the gossip algorithm. Only in this case, the retention of local states
is not dependent upon the longevity of the primary event in the primary graph.
Since there exist favorable events er ∈ θ[eP ] \ tθ for each r ∈ P , construction
step 1a implies that Λ(er)|r ∈ Zq→r. By construction step 1b, we have it that
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upon processing eP , all processes q ∈ dom(eP ) arrive in local q-states with empty
memory-sets. Therefore, we have that Λ(t1) =
⊗
P∈Ψ Λ(t1)|P ∈ F since for each
part P ∈ Ψ, and each q ∈ dom(eP ),Λ(t1)|q is a reset state.
Now, assuming ti exists, the existence of ti+1 can again be established using
the same arguments as for t1. However, it must be pointed out that if for some
part P ∈ Ψ, P ∩ dom(ti+1 \ ti), then it does not imply that for all processes p ∈ P
there exist states xp ∈ F p in run over the factor ti+1 \ ti. It only implies that some
processes q ∈ P witness these states xp (although they may appear in ti′ , i′ ≤ i)
for the first time. And clearly, D(alphinf(θ)) = D(A) because θ must realize the
acceptance pair (Q,F ). Hence, we have established that θ can be decomposed in
a sequence (ti)i≥1 of strictly increasing prefixes belonging to L(B).
Now for the reverse direction, consider an infinite trace θ ∈ R(Σ, I) with
D(alphinf(θ)) = D(A), which can be broken into a sequence (ti)i∈N of strictly
increasing prefixes, where each ti induces an accepting run in B. By construction
of the transition relation of B, it is evident that alph(ti+1 \ ti) ⊆ A for all i ∈ N.
So we can claim that Q = dom(A) is precisely the set of processes that witness
infinitely many transitions, and we can choose as the first element in the sequence
a prefix tn for large enough n such that the processes P \ Q have stopped. We
can also infer that the final local states of processes p ∈ P \ Q are of the form(
xp, (∅, . . . ∅), 0
)
for xp ∈ F p.
Further, since D(alphinf(θ)) = D(A) it must be the case that the run ρ of A on
θ induces precisely the partition Ψ as one deduces from the Büchi acceptance pair
(Q,F ). Therefore we obtain a sequence (t′j)j∈N, with t′j := tn+j , which satisfies
the four conditions mentioned above. And using a similar analysis as above, we
conclude that each process p ∈ Q visits its Büchi set F p infinitely often during the
run of θ over A. Hence, θ ∈ L(A). 
Proposition 3.26 The family of D-SABA-recognizable languages is closed under
finite unions.
Proof Without loss of generality, we assume that the D-SABAs in question have
all the same set P of processes and the same mapping dom.
Given two D-SABAs A = (T,D,F) and B = (T′,D′,F ′) we construct a syn-
chronization aware product automaton C, i.e., one where the sets Yp of local
p-states are constructed as Yp := {(x, x′) ∈ Xp × X ′p | Dp(x) = D′p(x′)}. Over
this product, for each acceptance pair (Q,F ) ∈ F the new Büchi table F∪ con-
tains a pair (Q,F∪) where F p∪ := {(x, x′) ∈ Yp | x ∈ F p}. Similarly for each
acceptance pair (Q′, F ′) ∈ F ′ the new Büchi table F∪ contains a pair (Q′, F ′∪)
where F ′p∪ := {(x, x′) ∈ Yp | x′ ∈ F ′p}. Now it is straightforward to show that
L(C) = L(A) ∪ L(B). 
From Lemma 3.24, Lemma 3.25, and Proposition 3.26, we conclude the following.
Theorem 3.27 A language Θ ⊆ R(Σ, I) is recognized by a D-SABA iff Θ is a
deterministic trace language, i.e., Θ can be expressed as a finite union of languages
of the form limA(T ) for regular languages T ⊆M(Σ, I) and sets A ⊆ Σ.
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Lastly, the following result has been established for the class of deterministic
trace languages in [Mus94]. We can now state the same result in terms of the
family of D-SABA recognizable languages.
Proposition 3.28 The family of D-SABA-recognizable languages is closed under
finite intersections.
To conclude the discussion the deterministic trace languages, we define co-Büchi
automata that characterize the class of recognizable ω-trace languages that can
be described as complements of D-SABA recognizable languages.
Definition 3.29 A deterministic, synchronization aware co-Büchi automaton (a
D-SAcBA) is a tuple A = (T,D,F), where (T,D) is an SATS, and the acceptance
table F = {(Q1, F1), . . . (Qk, Fk)} is such that each Qi ⊆ P and Fi = (F pi )p∈P is a
tuple of homosynchronous sets F pi . A D-SAcBA A accepts a trace θ ∈ R(Σ, I) if,
for the run ρ of A on θ, for any pair (Qi, Fi) ∈ F , if dom(alphinf(θ)) = Qi then
there exists p ∈ P such that p ∈ P : dInfp(ρ)e ⊆ F pi .
The following corollary follows from the definitions and previous results.
Corollary 3.30 A language Θ ⊆ R(Σ, I) is recognized by a D-SABA A if and
only if the complement language R(Σ, I) \Θ is recognized by a D-SAcBA B.
3.5 Synchronization Aware Muller Automata
Over synchronization aware transition systems, we define the variant of determin-
istic Muller automata for languages of infinite traces. Then we show that this
family of automata accept precisely the family of ω-regular trace languages by
comparing them with DAMAs.
Definition 3.31 A deterministic synchronization aware Muller automaton (a D-
SAMA) is a tuple A = (T,D,F), where (T,D) is an SATS and the acceptance
table F = {F1, . . . Fk} is s.t. Fi = (F pi )p∈P are tuples of homosynchronous sets
F pi . A D-SAMA A accepts a trace θ ∈ R(Σ, I) if, for the run ρ of A on θ, there
exists a tuple Fi ∈ F s.t. for each process p ∈ P : dInfp(ρ)e = F pi .
Theorem 3.32 Any language Θ ⊆ R(Σ, I) of infinite traces is recognized by a
D-SAMA if and only if Θ is recognized by a DAMA.
Proof (Theorem 3.32(⇒)) Starting with a D-SAMA A = (T,D,F) construct
a DAMA A′ = (T,F ′) over the same asynchronous transition system but a bigger
acceptance condition defined as follows. For each Fi = (F pi )p∈P ∈ F , construct
F ′i,j = (F
p
i ∪Xpj )p∈P where the setXpj ⊆ Xp is such that ∀x ∈ Xpj : Dp(x) ( Dp(F pi ).
The index j refers to the different ways of choosing the suitable subsets of Xp.
This construction additionally ensures that in the DAMA, a local infinity set
contains all of the original local p-states as well as those that correspond to strictly
lesser degrees of synchronization. The required equivalence of automata is now
straightforward. 
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For the reverse direction, Given a DAMA A = (T,F), using the same augmented
secondary information data structure as we introduced in Section 3.4, we first
construct an SATS (T,D) corresponding to T. In order to proceed with the proof,
we need to handle the case where some processes may halt. Unlike the case of
D-SABA however, owing to the nature of Muller acceptance conditions, we cannot
explicitly mark an acceptance set with the set of processes that halt. This situation
must be handled implicitly within the acceptance condition.
We choose a symbol I to denote the index over a suitable range, which we will
use to define the Muller condition F = ⋃I(F pI )p∈P . Clearly, I must at least be of
the form (i, Q,Ψ,S) where
• i ranges over the Muller sets Fi ∈ F of the input DAMA A;
• Q ⊆ P is the set of processes consistent with Fi that may make infinitely
many transitions, that is ∀p ∈ P : (p /∈ Q⇒ |F pi | = 1)∧ (|F pi | > 1⇒ p ∈ Q);
• partitions Ψ are consistent with the choice of Q, that is ∀Pk ∈ Ψ:
(
Pk ∩Q 6=
∅ ⇒ Pk ⊆ Q
) ∧ (Pk ∩Q = ∅ ⇒ |Pk| = 1);
• For the set S = P \Q that, as a consequence of Q, must participate in only
finitely many transitions, S = (Sp)p∈S ,Sp ⊆ P is a collection of the possible
degrees of synchronization of the final states of processes p.
Now if a process p ∈ S then, from our choice of Q above, it must be the case that
|F pi | = 1. Let F pi = {x}. Then indeed, the contribution F pI of p to the Muller set
F I must be a singleton, which can be chosen to contain any x = (x, Sec, Y ) ∈ Xp
for some Sec, and Y such that D(x) = dom(Y ) = Sp. But, for the fixed x ∈ F pi ,
there may be many such states x ∈ Xp for varying values of Sec and Y ; and so on
for all q ∈ S. Therefore, given S,
• we must additionally have an index ` = (`p)p∈S that ranges over the possible
collections of singletons w.r.t. i, Q, Ψ, and S.
So I must at least be of the form (i, Q,Ψ,S, `), where S = (Sp)p/∈Q and ` =
(`p)p/∈Q. Now we move on to the processes p ∈ Q that never halt. It is clear that
if the run of processes p from a part Pk is confined to precisely the states F pi ,
then during the run of the corresponding SATS T, processes yields Y of processes
p ∈ Pk must be confined to a suitable subset of
⊗
p∈Pk F
p
i which covers each local
q-state in F qi , q ∈ Pj,k. Formally, given i, Q, and Ψ
• we consider a collection Y = (Yp)p∈Q where each set Yp ⊆ 2XPk of partial
Pk-states of A satisfies the conditions:
1. For each Y ∈ Yp, Y ⊆⊗q∈Pk F qi ; and
2. For each q ∈ Pk and each x ∈ F qi , there exists a set Y ∈ Yp such that
for some pi ∈ Y, pi|q = x.
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This means that Imust at least be of the form (i, Q,Ψ,S, `,Y) with Y = (Yp)p∈Q.
Now for the processes p ∈ Q, the Muller set F pI must be such that for each local
p-state (x,Sec, Y ) ∈ F pI the set Y ∈ Yp and for each Y ∈ Yp there exists a p-state
(x,Sec, Y ) ∈ F pI . The idea here is that the set Yp as a possible set of yields so that
if any process p ∈ Pj,k of T were to visit every local state in F pI as mentioned here,
then this would imply that in the corresponding run of T all processes q ∈ Pk visit
every state from the local state sets F qi .
Now, similar to the case of halting processes above, upon fixing a choice tuple
(Yp)p∈P , there may be many possible ways in which choices of local Muller sets
can be combined together. For example, for a fixed Yp and the same yield Y , we
may have (x,Sec, Y ) ∈ F pI and (x′, Sec′, Y ) ∈ F pI′ . So lastly, given i, Q, Ψ and Y,
• we must have an index m = (mp)p∈Q that ranges over the possible ways of
choosing local sets F pI such that
1. for each local p-state (x,Sec, Y ) ∈ F pI it holds that Y ∈ Yp;
2. for each Y ∈ Yp there exists a p-state (x, Sec, Y ) ∈ F pI ; and
3. for each pi ∈ ⋃Y ∈Yp Y if pi|p = x, then for some Sec and Y ′ ∈ Yp there
exists a p-state (x,Sec, Y ′) ∈ F pI .
The three conditions automatically imply that for each p ∈ Q : there exists x ∈
F pi if and only if there exists a state (x,Sec, Y ) ∈ F pI for some Sec, Y . Specifically,
the last condition above ensures that if during an infinite run a process p witnesses
all the yields from Yp infinitely often, then the p-states themselves are consistent
with these yields. Clearly, a local p-state y of A appears in the yields infinitely iff
A infinitely often witnesses p-state y iff A infinitely often visits witnesses p-states
of the form (y,Sec′, Y ′).
Therefore, we set the index I to be of the form (i, Q,Ψ,S, `,Y,m), and define
F = ⋃I(F pI )p∈P . We believe that computation of exact size of the range of I is
superfluous to the present discussion.
Before we proceed to the proof, we make an observation. It is possible that
F I = F I′ even if the corresponding sets Q and Q′ are unequal. For example,
consider I = (i, Q,Ψ,S, `,Y,m) and I′ = (i, Q′,Ψ,S ′, `′,Y ′,m′). Let’s say there
exists a process p ∈ Q but p /∈ Q′. In particular, F pI = F pI′ = {x}. The partition
Ψj in both the cases is the same, and this implies that I′ assumes that p eventually
halts at x, and I assumes that p makes infinitely many transitions from x to itself
and hence its maximally interacting set of processes is {p}. The automaton cannot
distinguish between these assumptions underlying F I and F I′ . In fact, it treats
these sets as one, and may likewise accept traces with different sets of halting
processes by referring to either of them; and this creates no problems.
There is however, an important property of the new Muller sets F I that will be
useful in handling the case of accepted traces where some processes may halt.
Proposition 3.33 For any index I = (i, Q,Ψ,S, `,Y,m) and any process p ∈ P,
if F pI = {(x,Sec, Y )} then it must be the case that F pi = {x}.
59
Chapter 3 Synchronization Aware Automata
Proof From our construction, F pI may be assigned a singleton in two scenarios.
First is the assumption that p /∈ Q and therefore p is considered to be one of the
processes that may halt. Referring to the discussion of indices i, Q,Ψ,S above,
this can happen only if, p belongs to a singleton part in the partition Ψ, which
itself is chosen in consistence with Q. And Q in turn could be chosen to exclude p
only if |F pi | = 1. And by construction, F pI = {(x,Sec, Y )} only if F pi = {x}.
Second scenario is the case when p ∈ Q. In this case, the conditions governing
the choice of F pI are described in the discussion of index m. If F
p
I = {(x,Sec, Y )}
then the three conditions together mandate that Yp = {Y }; that Pk-states in Y
cover all the q-states occurring in F qi , q ∈ Pk; and condition 3 especially mandates
that for any pi ∈ Y there exists a state (x,Sec, Y ) ∈ F pI with pi|p = x. And since
F
p
I is a singleton, we can claim that ∀pi ∈ Y : pi|p = x. And since Y is the only
set in Yp, it alone covers all sets F qi , q ∈ Pk. In particular, Y covers F pi . Hence
F pi = {x}. 
Proof (Theorem 3.32(⇐)) We claim that, given a DAMA A = (T,F), the
D-SAMA A = (T,D,F) as constructed here recognizes precisely the language
L(A).
A trace θ ∈ R(Σ, I) is accepted by A
iff there exists a component (F p)p∈P ∈ F such that in the run ρ of A, for each
p ∈ P, F p = dInfp(ρ)e; and such a component (F p)p∈P exists
iff there exists a Muller component (Gp)p∈P ∈ F of A such that
– for processes p that make infinitely many transitions in ρ, sets F p
contain states whose yields collectively cover the sets Gq, q ∈ ddsp(ρ)e.
And this can only happen if in the run ρ of A over θ, Infp(ρ) = Gp.
– for processes p that make only finitely many transition in ρ, it must be
the case that F p = {(x,Sec, Y )}. And, as per Proposition 3.33, this
can only happen if the Muller component (F q)q∈P is constructed from
such a component (Gq)q∈P of A where Gp = {x}.
Therefore, by construction of the SATS T, we can claim that dInfp(ρ)e =
F
p ⇔ Infp(ρ) = Gp. And this holds
iff θ is accepted by A.
This demonstrates that the family of deterministic, synchronization aware Muller
automata recognizes precisely the family of ω-regular trace languages. 
We can now provide a constructive proof to show that the family of D-SAMAs
enjoy the same closure properties under finite Boolean operations as the family of
Muller automata over infinite words.
Proposition 3.34 If A = (T,D,F) and A′ = (T′,D′,F ′) are two D-SAMAs
recognizing languages Θ,Θ′ ⊆ R(Σ, I) respectively, then
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1. the language R(Σ, I) \Θ is recognized by a D-SAMA; and
2. the language Θ ∪Θ′ is recognized by a D-SAMA.
Proof For each possible partition Ψi of P, let Qpi = Pi,j ∈ Ψi, p ∈ Pi,j . Now, for
each process p ∈ P, consider the set of local states Xpi := {x ∈ Xp | Dp(x) = Qpi }.
Define F¬ := ⋃i((∏p∈P 2Xpi ) \ {Fj ∈ F | ∀p ∈ P : Dp(F pj ) = Qpi }). Now it is
routine to show that the D-SAMA B = (T,D,F¬) recognizes exactly the language
R(Σ, I) \Θ.
The other part of the proposition follows by referring to new acceptance compo-
nent F∪ constructed similarly in a synchronization aware product automaton, i.e.,
one where the sets Yp of local p-states are constructed as Yp := {(x, x′) ∈ Xp×X ′p |
Dp(x) = D′p(x′)}. 
3.6 Characterization of Deterministic Büchi
Recognizability
A prominent result on ω-regular word languages, due to Landweber [PP04], states
that a language L ⊆ Σω is deterministically Büchi recognizable iff for some (in
fact, for each) deterministic Muller automaton recognizing L the acceptance com-
ponent – assuming it contains only realizable sets – is closed under supersets (see
Theorem 1.10). The stronger (bracketed) version supplies a decision procedure for
Büchi recognizability of ω-regular languages. Here we present a weaker existential
characterization over infinite traces. We define supersets in a manner that retains
the essence of acceptance tables. Consider F1 = (F p1 )p∈P and F2 = (F
p
2 )p∈P from
F where both F1 and F2 are tuples of homosynchronous sets F p1 and F p2 , p ∈ P.
We say that F1 is a superset of F2 denoted F1 ⊇ F2 if for each p ∈ P, F p1 ⊇ F p2 . A
table F is said to be closed under supersets if ((F ∈ F) ∧ (F ′ ⊇ F ))⇒ (F ′ ∈ F).
While discussing the closure under supersets, we must exempt the acceptance
tuples that guarantee the halting of some processes. Let F ∈ F be a realizable
acceptance tuple with F p = {x} ⊆ Xp for some p ∈ P. If a run ρ is accepted
by referring to F , then it must be the case that process p makes finitely many
transitions in ρ only if it is the case that during two successive visits to x, p must
visit another state y ∈ Xp such that Dp(y) 6( Dp(x). Then p must halt because
otherwise, either ddsp(ρ)e ) Dp(x) or dInfp(ρ)e ) {x}. Such a singleton F p is
referred to as a finitary acceptance set.
Definition 3.35 A Muller acceptance table F is said to be closed under supersets
modulo finitary acceptance sets if
(a) whenever F ∈ F does not contain any finitary acceptance sets and F ′ ⊇ F ,
then F ′ ∈ F ; and
(b) whenever F ∈ F contains finitary acceptance sets F p and F ′ ⊇ F with
F ′p = F p for all such p, then F ′ ∈ F .
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Theorem 3.36 A language Θ is recognized by a D-SABA B = (T′,D′,F ′) if and
only if Θ is recognized by a D-SAMA A = (T,D,F) whose acceptance table F is
closed under supersets modulo finitary acceptance sets.
For the proof of this theorem, we would like to recall the data structure called latest
appearance record. For a finite set X = {x1, . . . xN}, denote with X! the set of all
permutations ofX. We define the latest appearance record LAR := X!×[1, N ]. Any
M =
(
(xi1xi2 . . . xiN ),m
) ∈ LAR is a pair containing a permutation (xi1xi2 . . . xiN )
of X and 1 ≤ m ≤ N . The number m is usually called the hit value, and the set
{xi1 , . . . xim} of the first m elements in the permutation is referred to as the hit
set of M . We also refer to an update function υ : LAR × X → LAR is given by
υ :
(
(xi1 , . . . xiN ),m
)
, x 7→ ((xi` , xi1 , . . . xi`−1 , xi`+1 , . . . xiN ), `) where x = xi` .
Now, for the set Xp of local p-states of T, let Xp,Q1 , Xp,Q2 , . . . Xp,Qnp be the
maximal homosynchronous subsets of Xp. That is, ∀x ∈ Xp : x ∈ Xp,Qi ⇔
Dp(x) = Qi. For each i, 1 ≤ i ≤ np, we now define the latest appearance record
LARp,Qi := (Xp,Qi)! × [1, Ni] where Ni := |Xp,Qi |. Note that it may be the case
that np 6= nq for p, q ∈ P.
Proof (Theorem 3.36) For one direction of the theorem, let A = (T,D,F) be
a D-SAMA such that F is closed under supersets modulo finitary acceptance sets.
Construct a D-SABA B = (T′,D′,F ′) where the local p-state sets X ′p of T′
are given by X ′p := Xp × LARp,Q1 × LARp,Q2 × . . . × LARp,Qnp . The initial local
p-state in T′ is (pi0|p,Mp,1, . . . ,Mp,np) where pi0 is the global initial state of T and
Mp,i are arbitrarily chosen initial records. The transition functions are given by
δ′a :
(
(xp,Mp,1, . . . ,Mp,np)
)
p∈dom(a) 7→
(
(yp, Lp,1, . . . , Lp,np)
)
p∈dom(a) where:
• (yp)p∈dom(a) = δa
(
(xp)p∈dom(a)
)
, and
• if Dp(yp) = Qip then Lp,j :=
{
υ(Mp,j , yp) if j = ip
Mp,j otherwise.
The mapping D′p for T′ is defined as D′p
(
(xp, . . . ,Mp,i, . . .)
)
:= Dp(xp).
In order to define the Büchi acceptance table, consider any Muller acceptance
tuple F ∈ F and a set R ( P such that if r ∈ R then |F r| = 1, and if F r is a
finitary acceptance set then r ∈ R. Intuitively, the processes in R are earmarked
as precisely the ones that will halt. Create a Büchi acceptance tuple (P \R,F ′R)
where for each p ∈ P, assuming Dp(F p) = Qk,:
• if p /∈ R then F ′pR := {(x,Mp,1, . . . ,Mp,k, . . . ,Mp,np) ∈ X ′p | Dp(x) = Qk and
the hit set Hp,k of Mp,k is a superset of F p}; otherwise
• if p ∈ R then F ′pR := {(x,Mp,1, . . .Mp,np) ∈ X ′p | Dp(x) = Qk and x ∈ F p}.
Note that for a given Muller acceptance tuple F ∈ F , we may obtain multiple
Büchi acceptance tuples (P \ R1, F ′R1), (P \ R2, F ′R2), . . . where each Ri contains
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(some of) the processes r for which the corresponding Muller set F r is singleton.
Ri may be empty only if there are no finitary acceptance sets in F .
Now, a trace θ ∈ R(Σ, I) is accepted by the D-SABA B:
iff for the run ρ′ of A′ on θ there exists (Q,F ′) ∈ F ′ such that for each p ∈
P, F ′p ∩ dInfp(ρ′)e 6= ∅; and this holds
iff for each processes p ∈ P
– if p ∈ Q, then p witnesses a state (x,Xp1 , . . . , Xpip , . . .) ∈ F ′p infinitely
often, where ddsp(ρ′)e = D′p
(
(x,Xp1 , . . . , X
p
ip
, . . .)
)
= Dp(Xpip ∪{x}); and
– if p /∈ Q, then p halts at a state (x,Xp1 , . . . ) ∈ F ′p – and in this case,
let Xpip := {x};
and, by construction, this holds
iff (Xpip)p∈P ⊇ F for some Muller tuple F ∈ F , satisfying ∀p /∈ Q : F p = Xpip ;
and this holds
iff (Xpip)p∈P = G for some G ∈ F satisfying ∀p /∈ Q : Gp = F p (since F is closed
under supersets modulo finitary acceptance sets); and this holds
iff θ induces a run ρ on the D-SAMA A such that for each process p ∈ P, Gp =
dInfp(ρ)e; and this holds
iff the D-SAMA A accepts θ.
For the other direction of the theorem, let us assume that Θ is recognized by a
D-SABA B = (T′,D′,F ′). We define a D-SAMA A = (T,D,F) whose acceptance
table F is closed under supersets modulo finitary acceptance sets as follows:
• for each p ∈ P, define Xp := X ′p × {0, 1}(2
|P|−1);
• for each (x,B) ∈ Xp, Dp((x,B)) := D′p(x);
• for a ∈ Σ and pi ∈ X ′dom(a), if δ′a(pi) = pi′ then define the new mapping
δa
((
(pi|p,Bp)
)
p∈dom(a)
)
:=
(
(pi′|p,B′p)
)
p∈dom(a), where the new bit-vector is as-
signed9 as B′p[Q] :=
{
1− Bp[Q] if Q = D′p(pi|p)
Bp[Q] otherwise
;
• if pi0 is the initial state of B, then the initial state of A is ((pi0|p,B0))p∈P ,
where B0 = (0, . . . 0).
Every time a process p moves out of a local p-state (x,B) with D′p(x) = Q
and arrives in a new local state (y,B′), it ensures that B[Q] 6= B′[Q]. By this
construction, during a run ρ of A, a process p halts after finitely many transitions
9Since the number of bits in a bit-vector B is equal to the number of non-empty subsets of P,
we refer to the bit corresponding to a subset Q as B[Q].
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if and only if dInfp(ρ)e is a singleton. In particular, if a processes p loops infinitely
often on the same state x in B, then in A it will alternate between (x,B) and
(x,B′) ad infinitum where B and B′ must differ at index D′p(x). This immediately
provides a mechanism for defining the Muller acceptance table F of A.
For each acceptance pair (Q,F ′) ∈ F ′ of B, we define a number of Muller
acceptance tuples F ∈ F for A such that
• for each p /∈ Q, F p = {(x,B)} for some x ∈ F ′p and B ∈ {0, 1}(2|P|−1); and
• for each p ∈ Q, |F p| ≥ 2 and there exists a state (x,B) ∈ F p such that
x ∈ F ′p, and there exists at least one pair of states (y,B1), (z,B2) ∈ F p such
that B1 and B2 differ (at the least) at index D′p(x).
Clearly, the acceptance table F is closed under supersets modulo singletons,
that is, it is closed under supersets modulo finitary acceptance sets.
Now it is trivial to show that L(A) = L(B). 
As mentioned previously, every ω-regular trace language can be written as a
finite Boolean combination of A-infinitary limit languages [DM94]. Our results
allow us to state an equivalent claim by referring to classes of automata.
Theorem 3.37 For any language Θ ⊆ R(Σ, I) of infinite traces, Θ is D-SAMA
recognizable if and only if Θ can be expressed as a finite Boolean combination of
D-SABA recognizable languages.
Proof One direction of this theorem follows trivially from the facts that for each
D-SABA there exists a D-SAMA (cf. Theorem 3.36) and that the family of D-
SAMAs is closed under finite Boolean operations (cf. Proposition 3.34).
We only need to show how a language recognized by a D-SAMA A = (T,D,F)
can be expressed as a finite Boolean combination of D-SABA recognizable lan-
guages. For any Fi ∈ F , with Fi = (F pi )p∈P ,
• let Y pi ⊆ Xp consist of all the p-states y such that for x ∈ F pi , Dp(x) = Dp(y);
• let Πi ⊆ XP be a set of global states satisfying ∀p ∈ P : ⋃pi∈Πi pi|p = F pi ;
• let Qi ⊆ P consist of all processes p such that |F pi | = 1.
For each pi ∈ Πi define a D-SABA Ai,pi := (T,D,Fi,pi) whose acceptance table
Fi,pi := ⋃R⊆Qi{(P \ R, ({pi|p})p∈P)}. If a trace θ is accepted by Ai,pi then there
exists some R ⊆ Qi that processes q /∈ R visit local q-states pi|q infinitely often
process q ∈ R eventually stall at states pi|q. It is nowhere required that the global
state pi ever occurs. We only use pi as an easy reference to local states that are
drawn from the Muller acceptance tuple Fi.
Referring to languages L(Ai,pi), we define the language L+i :=
⋂
pi∈Πi L(Ai,pi) of
traces inducing runs that, for some R ⊆ Qi, result in processes p ∈ R halting in
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p-states x ∈ F pi , and processes p /∈ R visiting all the states (and maybe more) from
sets F pi .
Next, we define languages that will prevent the processes from visiting any
more than their respective acceptance sets F pi . For each p ∈ P, we define a
D-SABA Ai,p := (T,D,Fi,p) with Fi,p := ⋃Q⊆P{(Q, (F qi,p)q∈P)} where the sets
F qi,p :=
{
Y qi \ F qi if q = p
Y qi otherwise
. The language L(Ai,p) consists of traces which,
irrespective of the set Q of live processes, ensure that either p halts in a state
outside of F pi (i.e., if p /∈ Q) or p infinitely often visits states outside of F pi (i.e., if
p ∈ Q). In this sense, L(Ai,p) consists of all traces on whose runs at least process
p “misbehaves”. Thus, the language L−i :=
⋃
p∈P L(Ai,p), comprises of traces on
whose runs at least one process misbehaves.
Finally, we can express L(A) = ⋃Fi∈F(L+i ∩ L−i ). 
3.7 Discussion
We introduced synchronization aware transition systems (SATS), that allow us to
define for the first time asynchronous Büchi automata that recognize precisely the
family of finite unions of A-infinitary limit languages, where A ⊆ Σ governs the
letters with infinite occurrences. In this sense, we provide an automata-theoretic
justification to the term deterministic trace languages which was introduced in
[Mus94]. Henceforth, these may equivalently be referred to as the set of deter-
ministically Büchi recognizable trace languages. This is because not only can their
definition be viewed as a generalization of that for the word case but, more im-
portantly, they are closed under finite unions and intersections – analogous to the
deterministically Büchi recognizable languages of infinite words.
At the same time, if the independence relation is empty then every transition
system over words is a special case of a synchronization aware transition system
over traces. This is because the transition systems over words consist of only one
process, which belongs to the domain of every letter. Therefore we can associate
a trivial mapping D with such a transition system which maps every local state
to this unique process.
The procedure that we present in Section 3.3 to construct an SATS T from an
arbitrary ATS T essentially refines the state space of T, and from that point of
view it may also find utility in exploring properties of languages of finite traces.
Moreover, we can modify the algorithm to work in combination with Zielonka’s
original construction, and apply it to “I-diamond” finite state automata to directly
obtain an SATS without an intermediate ATS.
We also consider it important to explore a definition of synchronization aware
cellular automata, where, although a set of processes synchronize on a letter,
exactly one of them changes its state. With the hitherto existing definitions, it
is known that asynchronous cellular automata are equivalent to asynchronous
automata for the case of languages of finite traces. But it is not clear whether a
65
Chapter 3 Synchronization Aware Automata
family of suitably defined “synchronization aware cellular transition systems” can
also be shown to be equivalent to the family of SATS.
Analogous to the study of families of word automata and the corresponding
families of ω-regular languages, our interest lies in contributing to the theory
of asynchronous automata for ω-regular trace languages. Therefore, beyond ad-
dressing the classical theorems, our results also suggest definitions of classes of
synchronization aware weak automata; but it remains to be seen if they character-
ize the family of finite Boolean combinations of reachability and safety languages.
Although the formal definitions of reachability and safety languages are straight-
forward, we conjecture that it is not possible to characterize these languages in
terms of any family of asynchronous automata. One reason lies in the distributed
nature of acceptance conditions of asynchronous automata. Any definition of
safety, reachability, or weak asynchronous automata must refer to the states that
are locally acquired by the processes and infer the global states acquired by the
automaton.
This is quite different from the results shown in this chapter (see Section 3.4),
where we infer the global states acquired infinitely often by an ATS by referring to
the maximal yields witnessed infinitely often by individual processes. It is possible
to answer whether or not a global state occurs infinitely often even after ignoring
arbitrarily long run prefixes. On the other hand, it is much more difficult to answer
whether or not a global state occurs at least once.
However, we would still like to settle the open question whether finite Boolean
combinations of reachability and safety trace languages are exactly those that lie
in the intersection of D-SABA and D-SAcBA recognizable trace languages. This
is quite different from answering whether or not there exists a single automaton
model characterizing these languages.
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Trace-closed Languages and I-diamond
Automata
In this chapter, we look once again at the problem of obtaining a Borel-like
classification of recognizable ω-trace languages. Here, we provide a solution in
the domain of trace-closed languages of infinite words, which is invoked via the
morphism Γ−1 (see definition in Section 2.1) yielding sets of linearizations of
infinitary trace languages.
Recall from Chapter 1 that recognizable ω-languages can be obtained by various
operations from recognizable languages of finite words. In general, any recogniz-
able ω-language L can be represented as a finite union ⋃iKi ·K ′ωi , with Ki,K ′i
recognizable. There are also notions of subclasses of recognizable ω-languages that
are obtained from given recognizable languages K in the following ways:
• ext(K) = {α ∈ Σω | α has a prefix in K}
• lim(K) = {α ∈ Σω | α has infinitely many prefixes in K}
For recognizable languages K, languages lim(K) can be characterized in a
straightforward manner as languages recognized by deterministic Büchi automata,
and a result due to Landweber states that it is decidable whether a given recog-
nizable ω-language is deterministically Büchi recognizable [PP04, Chapter 1]. The
same is true for languages ext(K), which are recognized by E-automata1 (reachabil-
ity automata). Finite Boolean combinations of languages ext(K) yield the family
of weakly recognizable languages, and this class can be characterized in terms of
deterministic weak automata (DWAs) [Sta83]. Finite Boolean combinations of
languages lim(K) result in all recognizable ω-languages [PP04].
However, analogous results for deterministic Büchi recognizable ω-trace lan-
guages have only recently been established in terms of “synchronization-aware”
automata in the previous chapter. Automata theoretic exploration of languages
ext(T ), for recognizable trace languages T , is still open. And while asynchronous
automata are useful in implementing distributed monitors and distributed con-
trollers, their constructions are prohibitively expensive even by automata-theoretic
standards. On the other hand, for applications like model-checking and formal
1An E-automaton A = (T, F ) accepts a word α ∈ Σω if for the run ρ of A on α : Occ(ρ)∩F 6= ∅.
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verification, word automata recognizing trace-closed languages would already al-
low for analysis of most of the interesting properties pertaining to distributed
computations.
Therefore, in this chapter, we build upon the theory of trace-closed languages of
words (see Chapter 2 for quick recall) and study classes of recognizable ω-languages
of words which allow us to “transfer” interesting results to the corresponding classes
of recognizable ω-trace languages. In particular, motivated by the Borel hierarchy
for regular languages of infinite words, our main contribution is a new setup for
a classification theory for recognizable ω-trace languages in terms of trace-closed,
recognizable ω-languages of words.
As illustrated in Figure 4.1a, for a trace-closed word language K = Γ−1(T ), we
firstly show that K can be modified to KI such that ext(KI) is also trace-closed
and corresponds to the linearization of ext(T ) (here I denotes the independence
relation over the alphabet Σ). Building on this, we are able to characterize the class
of Boolean combinations of languages ext(T ) as precisely those whose linearizations
are recognized by the class of “I-diamond” deterministic weak automata (DWAs).
Next, we consider infinitary limits. Here, the situation is different, in that there
exist regular trace languages T such that although the trace-closed word language
L corresponding to lim(T ) is recognizable, it is not recognized by any I-diamond
deterministic Büchi automaton (DBA). We therefore introduce the class of limit-
stable word languages K – and by extension limit-stable trace languages T – such
that the correspondence of Figure 4.1b holds, and lim(K) can be characterized in
terms of I-diamond DBA.
T
K
ext(T )
KI ext(K)
(a) The correspondence of infinitary exten-
sions for all rec. trace languages T .
T
K
lim(T )
lim(K)
(b) The correspondence of infinitary limits
for all limit-stable trace languages T .
Figure 4.1: From rec. trace-closed languages to rec., trace-closed ω-languages.
Departing from our previous discussions using only asynchronous transition
automata, we analyze languages in terms of asynchronous cellular transition au-
tomata. Contributing to previously known algebraic results for recognizable ω-
trace languages [GP92a, DM94, Mus94, DR95], we also make a short digression
into algebra for results pertaining to the limits of limit-stable languages. We
present our results after briefly revisiting these definitions in the next section.
4.1 Cellular Automata and Elementary Algebra
We denote the classes of recognizable languages of finite and infinite traces with
Rec(M(Σ, I)) and Rec(R(Σ, I)) respectively. And for classes K of recognizable lan-
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guages of finite words, we refer naturally to classes ext(K) and lim(K) of infinitary
extensions and infinitary limits of all languages K ∈ K. Once again highlight-
ing the close relationship between trace languages and trace-closed languages, we
present an alternative definition of recognizable trace languages.
Definition 4.1 A trace language T ⊆M(Σ, I) (respectively Θ ⊆ R(Σ, I)) is called
a recognizable trace language iff Γ−1(T ) (respectively Γ−1(Θ)) is a recognizable
language of words.
Asynchronous cellular automata have been introduced [DM94, GP92a] as ac-
ceptors of recognizable ω-trace languages. However, a global view of their (local)
transition relations yields a notion of automata that recognize trace-closed word
languages. Throughout this section, we take this global view of asynchronous
automata. Formally, a deterministic asynchronous cellular automaton (DACA)
over (Σ, I) is a 4-tuple A = (∏a∈ΣQa, (δa)a∈Σ, q0, F ), consisting of sets Qa of
local states for each letter a ∈ Σ, and where q0 ∈ ∏a∈ΣQa, δa : ∏b∈Da Qb → Qa
and F ⊆ ∏a∈ΣQa. Given a state q ∈ ∏a∈ΣQa and a letter b ∈ Σ, the unique
b-successor δ(q, b) = q′ = (q′a)a∈Σ ∈
∏
a∈ΣQa is given by q′b = δb((qa)a∈Db) and
q′a = qa for all a 6= b. That is, the only component that changes its state is the
component corresponding to b. Given a word u ∈ Σ∗ the run ρu of A on u is a
sequence of states given as usual by ρu(0) = q0 and ρu(i+ 1) = δ(ρu(i), u[i]). This
definition extends naturally to infinite runs ρα on infinite α ∈ Σω. Define Occa(ρ)
of (a finite or an infinite) run ρ to be the set {ρ(0)a, ρ(1)a, . . .} ⊆ Qa. Likewise,
Infa(ρ) = {q ∈ Qa | ∃∞n : ρ(n)a = q}.
A deterministic asynchronous cellular Muller automaton [DM94] (a DACMA)
is an asynchronous automaton A = (∏a∈ΣQa, (δa)a∈Σ, q0,F) with F ⊆ ∏a∈Σ 2Qa .
A DACMA accepts α ∈ Σω if for some F = (Fa)a∈Σ ∈ F and all a ∈ Σ we
have Infa(ρα) = Fa. A deterministic asynchronous cellular Büchi automaton (a
DACBA) is a tuple A = (∏a∈ΣQa, (δa)a∈Σ, q0,F), F ⊆ ∏a∈Σ 2Qa . A DACBA
accepts α ∈ Σω if for some F = (Fa)a∈Σ ∈ F and all a ∈ Σ we have Fa ⊆ infa(ρα).
As was the case with the class of DAMA and DABA, while it is known that the
class of DACMAs characterize precisely the class of recognizable ω-trace languages
[DM94], no such correspondence is known for the class of languages recognized by
DACBAs [Mus94].
Every T ∈ Rec(M(Σ, I)) (respectively Θ ∈ Rec(R(Σ, I))) is recognized by a
DACA [DR95] (respectively a DACMA). Via their global behaviors, asynchronous
automata accept the corresponding trace-closed languages, and in particular, every
recognizable trace-closed language (resp. trace-closed recognizable ω-language) is
recognized by an I-diamond DFA (resp. I-diamond Muller automaton). In fact
for every trace-closed K ∈ REG, the minimal DFA AK accepting K is I-diamond.
Recall that a word automaton A = (Q,Σ, q0, δ) is called I-diamond if for every
(a, b) ∈ I and every state q ∈ Q, δ(q, ab) = δ(q, ba).
Finally, we present some basic algebraic definitions (cf. [CPP08] for a detailed
exposition). Given a language T of finite traces, a semigroup S, and a morphism
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ϕ : M(Σ, I)→ S, ϕ is said to recognize T if there exists P ⊆ S with T = ϕ−1(P ).
By extension, S is said to recognize T if such a morphism exists. A linked pair
of a semigroup is a tuple (s, e) ∈ S2 with s · e = s and e · e = e. We state
a well known consequence of Ramsey’s theorem: Let A be a (possibly infinite)
alphabet, S be any finite semigroup and f : A+ → S any mapping. Given an
infinite sequence α ∈ Aω and an arbitrary factorization α = (ui)i of α into words
ui ∈ A+, there exists a linked pair (s, e) and a strictly monotone sequence (ni)i of
natural numbers with the property that f(u0 · · ·un0) = s and f(uni · · ·uni+1−1) = e
for all i ∈ N. Let (u′i)i be given by u′0 = u0 · · ·un0 and u′i = uni · · ·uni+1−1 for
i ≥ 1. We say this superfactorization is associated with (s, e). We will often use
Ramsey’s theorem implicitly. Given a semigroup S, a morphism ϕ : M(Σ, I)→ S
is said to saturate Θ ⊆ R(Σ, I) if for every linked pair (s, e) of S we have either
ϕ−1(s)  (ϕ−1(e))ω ∩ Θ = ∅ or ϕ−1(s)  (ϕ−1(e))ω ⊆ Θ. Let Θ be a language
of infinite traces, S be a finite semigroup, and ϕ : M(Σ, I) → S a saturating
morphism. Then, ϕ recognizes Θ if for some set P of linked pairs of S we have
Θ = ⋃(s,e)∈P ϕ−1(s)(ϕ−1(e))ω. Again, we say S recognizes Θ if such a morphism
exists. These notions of recognizability coincide with the corresponding notions
from Definition 4.1.
4.2 Infinitary Extensions of Trace-Closed Languages
We wish to extend the well-studied relations between recognizable and recognizable
ω-languages to trace languages. We first look at reachability languages and their
Boolean combinations, i.e. the weakly recognizable languages, and study how they
can be obtained as a result of infinitary operations on recognizable trace languages.
In the classification hierarchy of recognizable ω-languages, reachability and safety
languages occupy the lowest levels. For trace languages, recalling Definition 2.13,
we have that the infinitary extension of T ⊆M(Σ, I) is the ω-trace language given
by ext(T ) := T  R(Σ, I).
Extrapolating the definition of E-automata for word languages, we define E-
automata for trace languages where a run is accepting if for each a ∈ Σ some
predefined local states from Qa are reached. Formally, a deterministic asyn-
chronous E-automaton (a DAEA) is a tuple A = (∏a∈ΣQa, (δa)a∈Σ, q0,F) with
F ⊆ ∏a∈Σ 2Qa . The DAEA A accepts α ∈ Σω if for some F = (Fa)a∈Σ ∈ F we
have that Occa(ρα)∩Fa 6= ∅. Note that given a DACA B with L(B) = T , in order
to accept ext(T ), any DAEA A must infer the “global-state reachability” of B by
referring only to “local-state reachability” in A. A simple counterexample suffices
to show that this is a difficult task.
Proposition 4.2 There exist languages T ⊆ Rec(M(Σ, I)) such that ext(T ) is not
recognized by any DAEA.
Proof Let (Σ, I) be a independence alphabet with Σ = {a, b, c} and bIc. Con-
sider the trace language T := {t ∈ M(Σ, I) | there exist at least two con-
70
4.2 Infinitary Extensions of Trace-Closed Languages
current events e1, e2 ∈ t : λ(e1) = b ∧ λ(e2) = c}, containing all finite traces
where b and c appear concurrently. Let us assume that there exists a DAEA
A = (∏a∈ΣQa, (δa)a∈Σ, q0,F) recognizing ext(T ).
Clearly, Γ(abωcω) ∈ ext(T ) must be accepted by A, and let us say by referring
to F 1 = (F 1a )a∈Σ. Then there must exist a finite prefix u1 = abn1 @ abωcω such
that the run ρ1 of A over Γ(u1) ends in local states q1a ∈ F 1a and q1b ∈ F 1b . Then
again Γ(u1 · abωcω) ∈ ext(T ) must be accepted by A be referring to some tuple
F 2 = (F 2a )a∈Σ. Now there must exist a prefix u2 = u1 · abn2 such that the run ρ2
of A over Γ(u2) ends in some local states q2b ∈ F 2b and q2b ∈ F 2a . In this manner
we can construct a number of prefixes ui, such that ui = ui−1 · abni forces A to
arrive at local states qia ∈ F ia and qib ∈ F ib , and at the same time Γ(ui−1 · abωcω) is
accepted by A by referring to Fi.
Since F is finite, there must exist a smallest j ∈ N such that the trace Γ(uj−1 ·
abωcω) is accepted by referring to F j and for some j′  j, F j = F j′ . In particular,
the run on Γ(uj−1) has already witnessed local states qja ∈ F ja and qjb ∈ F jb . By
independence of letters b and c, it follows that over the trace Γ(uj−1 · acω), A will
visit the local c-state qjc ∈ F jc as well. Therefore, Γ(uj−1 ·acω) /∈ ext(T ) is accepted
by A, which contradicts our assumption that A recognizes ext(T ). 
A similar argument can be drawn against a possible definition of deterministic
asynchronous weak cellular automata, defined in terms of SCCs that occur locally
withinQa for each a ∈ Σ. This means that the class of reachability languages resists
characterization in terms of deterministic asynchronous automata. We therefore
concentrate on the classes of I-diamond automata and trace-closed reachability
languages in the hope of finding reasonable characterizations.
First, we note that the definition of infinitary extensions of a trace-closed lan-
guages is not sound with respect to trace equivalence of ω-words; that is, if
T ∈ Rec(M(Σ, I)) and K = Γ−1(T ), then, in general, ext(K) 6= Γ−1(ext(T )).
Example 4.3 Let Σ = {a, b, c}, and bIc. Define K := [ab]∼I . Clearly K is trace-
closed and, moreover, acb /∈ K. Let T = Γ(K). Clearly abcω, acbcω, accbcω, . . . are
equivalent words since they induce the same infinite trace which belongs to ext(T ).
However, while abcω ∈ ext(K), ac+bcω * ext(K).
Definition 4.4 Let K ⊆ Σ∗ be trace-closed. Define the I-suffix extended trace-
closed language (or I-suffix extension) of K as KI := K ∪⋃a∈Σ[Ka−1aI∗a ]∼I .
Due to the closure of Rec(M(Σ, I)) under concatenation and finite union [DR95],
we know that KI is recognizable whenever K is recognizable.
Proposition 4.5 For a language T ∈ Rec(M(Σ, I)), let K = Γ−1(T ), and let KI
be the I-suffix extension of K. Then it holds that Γ−1(ext(T )) = ext(KI).
Proof From the definitions of KI and T , we trivially observe that for every
α ∈ ext(KI) it holds that Γ(α) ∈ ext(T ). Therefore, ext(KI) ⊆ Γ−1(ext(T )).
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To show Γ−1(ext(T )) ⊆ ext(KI), it is sufficient to show that: (1) for every
infinite trace in θ ∈ ext(T ), there exists a linearization in α ∈ ext(KI) such that
θ = Γ(α); (2) the language ext(KI) is trace-closed.
(1) Consider θ ∈ ext(T ). Hence, there exist t ∈ T and θ′ ∈ R(Σ, I) such that
θ = t  θ′. From the definitions, it follows that for any w ∈ Γ−1(t) and β ∈
Γ−1(θ′), w · β ∈ ext(K) and therefore in ext(KI).
(2) Let α ∈ ext(KI), and t ∈ T be a trace such that t @ Γ(α). Consider any β ∈ Σω
such that β ∼I α. Trace equivalence implies that t @ Γ(β). Moreover, there exists
a minimal natural number i ∈ N, t v Γ(β[1, i]). Observe that β[i] is a maximal
symbol appearing in t because otherwise we can contradict the minimality of i and
find i′ < i such that t v Γ(β[1, i′]).
Now, let s ∈ M(Σ, I) be the finite trace such that t  s = Γ(β[1, i]). It must
hold that either s is the empty trace or β[i] × alph(s) ⊆ I, because otherwise
t s 6= Γ(β[1, i]). This implies β[1, i] ∈ KI , and hence β ∈ ext(KI). 
Remark 4.6 In general KI 6= (KI)I . However, iterated I-suffix extensions pre-
serve the infinitary extension languages, i.e. ext(K) ⊆ ext(KI) = ext((KI)I) =
ext(((KI)I)I) . . . and so on.
Proposition 4.5 provides us the basis for generating the class BC(ext(M(Σ, I)))
of weakly recognizable trace-closed languages. Henceforth, whenever we speak of
the language Γ−1(ext(T )) we refer to ext(Γ−1(T )I). Similarly, for a trace-closed
language K we always mean ext(KI) whenever we say ext(K).
Theorem 4.7 A trace-closed language L ⊆ Σω is recognized by an I-diamond
DWA iff L ∈ BC(ext(K)) for a set K ⊆ 2Σ∗ of trace-closed recognizable languages.
Proof Given trace-closed recognizable languages K ∈ K, we construct I-diamond
DWA AK accepting ext(K) as mentioned previously. Let L :=
⋃
i(
⋂
j Li,j) be the
language expressed in disjunctive normal form over ext(K) (for each i, j, Li,j
is either of the form ext(K) or ext(K)). We define the product DWA A :=
(∏K∈KQK ,Σ, (qK0 )K∈K, δ, F ) where:
• δ((pK)K∈K, a) = (qK)K∈K if and only if δK(pK , a) = qK for all K ∈ K.
• The tuple (qK)K∈K ∈ F if and only if it satisfies some conjunct. That is, for
some i it holds that whenever Li,j = ext(K) then qK = ⊥K , and whenever
Li,j = ext(K) then qK 6= ⊥K for all K ∈ K.
The above product retains the structural I-diamond property; and since the family
of DWAs is closed under finite Boolean combinations, it is easily verified that A is
an I-diamond DWA accepting L.
For the other direction, consider the minimal DWA A = (Q,Σ, q0, δ, F ) that
accepts L. Since trace equivalence ∼I over finite words is a finer congruence than
the language congruence ∼L (i.e. u ∼I v ⇒ u ∼L v for all u, v ∈ Σ∗), it follows
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that for any pair of finite trace equivalent words u, v ∈ Σ∗, δ(q0, u) = δ(q0, v).
Thus, A is I-diamond.
For each SCC S ⊆ Q of A, let KS ∈ REG be the trace-closed language accepted
by the I-diamond DFA AS := (Q,Σ, q0, δ, S). Recall that each SCC of a DWA
contains either only accepting states or rejecting states. Then, the language L
accepted by A is given by the following disjunction over all accepting SCC’s
L := ⋃S LS , where LS := ext(KS) ∩⋂S′ 6=S ext(KS′). 
4.3 Infinitary Limits of Trace-closed Languages
We now consider the infinitary limit operator. In the case of word languages, this
operator extends recognizable languages to the family of recognizable ω-languages
that are DBA recognizable. This is not straight forward for traces, and here
we seek an effective characterization of languages T ∈ Rec(M(Σ, I)), such that
Γ−1(lim(T )) is recognized by an I-diamond DBA. Recall Definition 2.14 describing
infinitary limits lim(T ), T ⊆M(Σ, I).
It is open whether there exists any characterization for the class of languages
recognized by the family of DACBAs, however there do exist recognizable languages
T ⊆M(Σ, I) such that lim(T ) is not recognized by any DACBA [Mus94]. In fact,
even when relying on trace-closed word languages and I-diamond automata, we
cannot hope to characterize these languages in the manner of infinitary extensions
as demonstrated previously in Section 4.2.
Example 4.8 Let Σ = {a, b}, and aIb. Define K := [(aa)+(bb)+]∼I as the trace-
closed language with even number of occurrences of a’s and b’s. The minimal DFA
accepting this language is shown in Figure 4.2. If T = Γ(K), then
lim(T ) = Θ :=
{
θ ∈ R(Σ, I)
∣∣∣∣∣∣∣
|θ|a even, |θ|b =∞, or
|θ|a =∞, |θ|b even, or
|θ|a = |θ|b =∞

The trace-closed language L = Γ−1(Θ) consists of all infinite words α ∈ Σω that
satisfy the same conditions as θ ∈ Θ above.
It is easy to verify that the DFA of Figure 4.2 does not accept L when equipped
with a Büchi acceptance condition. For instance, over the word α = ab(aabb)ω,
the automaton can loop forever in states 4, 6, and 7, thereby witnessing infinitely
many a’s and b’s, without ever visiting state 8.
Proposition 4.9 There exists no I-diamond deterministic parity automaton, and
therefore no I-diamond deterministic Büchi automaton, recognizing the trace-closed
language L ⊆ Σω as described in Example 4.8.
Proof Firstly, verify that L is an trace-closed recognizable ω-language. The
transition graph of Figure 4.2 can be equipped with Muller accepting conditions
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Figure 4.2: The minimal DFA recognizing language K of Example 4.8.
to recognize L, namely F := {{6, 8}, {7, 8}, {4, 6, 7}, {4, 6, 8}, {4, 7, 8}, {6, 7, 8},
{4, 6, 7, 8}}. Also note that since the Muller sets are closed under supersets, L is
in fact recognized by some DBA.
We present the proof for the claim with respect to DBAs. The proof with respect
to deterministic parity automata can be obtained by an identical argument, by
simply replacing the terms “Büchi accepting state” with terms “states with high
even color” (assuming parity acceptance condition refers to highest even parity).
Now, let us assume that L is also recognized by some I-diamond DBA AL. Let
q0 be the initial state and δ be the transition function of this automaton. Let
k1 > 0, k2 > 0 be the smallest integers such that for any n ∈ N, δ(q0, ak1) =
δ(q0, ak1+n·k2) = q1. Also, let `1 > 0, `2 > 0 be smallest integers such that for any
n ∈ N, δ(q1, b`1) = δ(q1, b`1+n·`2) = q2. Owing to the I-diamond property of AL,
as shown in Figure 4.3a, δ(q0, ak1+k2b`1) = δ(q0, ak1b`1ak2) = p2.
We claim that k1 +k2 must be even. On the contrary, let us assume that k1 +k2
is odd. Then there are two possibilities. If k1 is even, then the word ak1b`1bω ∈ L.
Therefore, the `2-loop at state p2 must contain at least one Büchi accepting state.
But then, the word ak1+k2b`1bω is also accepted, which is a contradiction.
On the other hand, if k1 is odd, then since k1 + k2 is odd it follows that k2 must
be a non-zero even. Moreover, the `2-loop at state p2 cannot contain any Büchi
accepting states, because otherwise ak1bω will be accepted by the automaton. Now,
`1 can be either odd or even. In the former case (`1 odd), it must hold that the k2-
loop at state p2 must also not contain any Büchi accepting state since ak1b`1aω /∈ L
for `1 odd. But then ak1b`1(ak1b`1)ω is also rejected by the automaton, which is
a contradiction. In the latter case (`1 even), the k2-loop at p2 must have a Büchi
accepting state since ak1b`1aω ∈ L. But then, `2 must be even as well because
ak1b`1+`2aω is accepted by the automaton (and `2 odd makes `1 + `2 odd as well).
So `2 > 0 even implies that `2 − 1 > 0 odd.
Now we look closely at the `2-loop at p2, and refer to the state qa = δ(p2, b`2−1)
as shown in Figure 4.3b. Note that δ(p2, ak2b`2−1) = qa, so by the I-diamond
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q0 p1 p2
ak1 b`1
ak2 b`2
ak2
(a) Assumption: k1 > 0, k2 > 0, `1 > 0, `2 > 0
p2
qa
b`2−1
ak2
b
ak2
(b) Unfolding b`2 -loop at state p2
p2
qa
qb
b`2−1
ak2−1
b
ak2
a
b`2
(c) Unfolding both loops at p2
p2
qa
q
qb
b`2−1
ak2−1
b
ak2−1
a
b`2−1
a
b
(d) The loops must intersect
Figure 4.3: Behavior of any I-diamond DBA AL.
property, qa must have a loop on ak2 . Also, the k2-loop on qa cannot have any
Büchi accepting states because ak1b`1+`2−1aω /∈ L. But then, ak1b`1(b`2−1ak2b)ω is
rejected by the automaton as well. This final contradiction establishes our claim
that k1 + k2 must be even.
By symmetry of letters a and b, we also obtain that `1 +`2 must be even. Finally,
starting from these necessities, we derive a contradiction toward proving that our
original assumption of existence of AL is false.
Recalling the earlier arguments of this proof, we can immediately establish that
both k1 and `1 must be even. This implies that k2 and `2 must also be even.
Now, just as above, we also expand the k2-loop at state p2, and observe that there
must exist an `2-loop at such a state qb as shown in Figure 4.3c. And finally, we
add one more level of detail, and observe that owing to the I-diamond structure
δ(p2, ak2−1b`2−1) = δ(p2, b`2−1ak2−1) = q. Therefore, the k2- and `2-loops at p2
necessarily have a state q in common as shown in Figure 4.3d.
Since k2 and `2 are even, k2 − 1 and `2 − 1 are odd. Hence, the loop qb b
`2−1−−−→
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q
b−→ qb cannot contain any Büchi accepting state, because otherwise ak1b`1ak2−1bω
will be accepted, but k1 + k2 − 1 is odd. By a symmetric argument, the loop
qa
ak2−1−−−−→ q a−→ qa cannot contain any Büchi accepting state. But then, if we restrict
an infinite run to the loop qb → q → qa → q → qb · · · then it contains infinitely
many a’s and infinitely many b’s and is still rejected by the automaton. 
The above result can be easily generalized as follows.
Corollary 4.10 There exists a family K of recognizable trace-closed languages,
namely K := {[(am)+(bn)+]∼I | m,n ≥ 2} over Σ = {a, b}, such that given
T = Γ(K) for any K ∈ K, there exists no I-diamond DBA recognizing Γ−1(lim(T )).
We conclude that, in general, there is no hope of characterizing the class
Γ−1(lim(Rec(M(Σ, I)))) trace-closed recognizable ω-languages in terms of determin-
istic I-diamond Büchi automata. Therefore, we explore subclasses of trace-closed
recognizable ω-languages in our attempt to obtain a reasonable characterization.
Definition 4.11 A trace-closed language K ⊆ Σ∗ is I-limit-stable (or simply
limit-stable) if lim(K) is also trace-closed. By extension, T ⊆ M(Σ, I) is limit-
stable if Γ−1(T ) is.
Toward characterizing limit-stable languages, we introduce some new definitions.
Let T ⊆ M(Σ, I) be a language of traces and let t @ t′ be two traces. The
prefix graph of the pair (t, t′) is the directed, acyclic graph Gt,t′ = (V,E) with
V = {x ∈M(Σ, I) | t v x v t′} and (x, y) ∈ E if y = x a for some a ∈ Σ. A cut
of Gt,t′ is a set C ⊆ V \ {t, t′} such that each path from t to t′ in Gt,t′ visits at
least one vertex from C. Note that if t′ = t  a for some a ∈ Σ, then Gt,t′ does
not admit a cut. A pair (t, t′) is T -separable if Gt,t′ admits a cut C ⊆ T .
Let θ ∈ lim(T ). Define an infinite transition-graph G = Gθ = (V,∆) with
V = {t ∈ M(Σ, I) | t v θ} and (t, a, t′) ∈ ∆ if t′ = t  a for some a ∈ Σ. Then
there is a one to one correspondence between the paths starting from ε through
G and the linearizations of θ. More precisely, for any finite word u ∈ Σ∗, there
exists a path ρu from ε on u in Gθ iff u is the linearization of some prefix t of θ.
An infinite word α is a linearization of θ iff α[1, n] is a linearization of some prefix
tn of θ for all n ∈ N. Hence, an ω-word α is a linearization of θ iff it induces a run
ρα in Gθ.
Let S be a finite semigroup, let P ⊆ S, and let (s, e) be a linked pair of S. Let
ϕ be a morphism from M(Σ, I) onto S. The pair (s, e) has the P -cut property if
• either for every factorization ϕ(a1) · · ·ϕ(ak) = e with ai ∈ Σ, we have
eϕ(a1  · · ·  aj) ∈ s−1P for some j ∈ [1, k];
• or for every factorization ϕ(a1) · · ·ϕ(ak) = e with ai ∈ Σ, we have eϕ(a1 
· · ·  aj) /∈ s−1P for all j ∈ [1, k].
Lemma 4.12 Let T ∈ Rec(M(Σ, I)). Then there exists a finite semigroup S and
a saturating morphism α : M(Σ, I)→ S which recognizes both lim(T ) and T .
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Proof There exists a finite semigroup S′ and a morphism ϕ′ which recognizes
lim(T ). Furthermore, there exists a finite semigroup S′′ and a morphism ϕ′′ which
recognizes T , say T = ϕ′′−1(P ′′). Let S := S′ × S′′ and ϕ := ϕ′ × ϕ′′. Clearly, α
recognizes T , taking P ⊆ S as S′ × P ′′. Moreover, it saturates lim(T ).
To see this, observe that every linked pair ((s′, e′), (s′′, e′′)) of S induces a linked
pair (s′, e′) of S′. Now ϕ−1((x, y)) = ϕ′−1(x) ∩ ϕ′′−1(y) ⊆ ϕ′−1(x). Letting
(s, e) = ((s′, s′′), (e′, e′′)) ∈ S, this shows that ϕ−1(s) ϕ−1(e)ω ⊆ Θ or ϕ−1(s)
ϕ−1(e)ω ∩Θ = ∅.
It remains to show that there still exists a set of linked pairs (s, e) of S recognizing
lim(T ). To see this, pick any linked pair of S′, say (s′, e′). Then any trace θ
associated with this pair admits a factorization xy1y2 · · · with ϕ(x) = s and
ϕ(yi) = e.
Now this factorization admits a superfactorization which is associated with a
linked pair of S′′. The claim now follows. 
Such a morphism is said to simultaneously recognize T and lim(T ). Given an
automaton, we write p u−→ q if some u ∈ Σ∗ leads from p to q, and p u=⇒ q if a final
state is also visited.
Definition 4.13 Given (Σ, I), let A = (Q,Σ, q0, δ, F ) be an I-diamond automaton.
A is F, I-cycle closed, if for all u ∼I v and all q we have q u=⇒ q iff q v=⇒ q.
We can now give an effective characterization of limit-stable languages. Note
that Lemma 4.12 ensures that the property (e) below is not trivially satisfied.
Theorem 4.14 For any T ∈ Rec(M(Σ, I)) and K = Γ−1(T ), the following are
equivalent:
(a) K, and therefore T , is limit-stable.
(b) For all sequences (ti)i∈N = t0 @ t1 @ t2 · · · ⊆ T and all sequences (ui)i∈N
with ui ∈ Γ−1(ti), there exists a subsequence (uji)i and a sequence (vji)i of
proper prefixes vji @ uji with |vji | < |vji+1 | and vji ∈ K for all i ∈ N.
(c) For any θ ∈ lim(T ) there exists a strictly monotone sequence (ni)i such that
any infinite path ρ in Gθ visits T in each segment ρ(ni, ni+1 − 1).
(d) Let (ti)i be a sequence of traces in T . Then there exists a subsequence (tmi)i,
such that (tmi , tmi+1) is T -separable for all i.
(e) If the languages T and lim(T ) are simultaneously recognized by a morphism
ϕ : M(Σ, I) → S for some finite semigroup S, then every linked pair (s, e)
has the ϕ(T )-cut property.
(f) Any DFA A recognizing K is F, I-cycle closed.
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Proof (a) =⇒ (b): If (b) is false, then we may choose a sequence (ti)i of traces
in T with the property that for some sequence (ui)i of linearizations of (ti)i, every
subsequence (uni)i, and every sequence (vni)i of proper prefixes vni @ uni , vni ∈ K,
we have supi |vni | <∞. Since |Σ| <∞, we have that Σ∞ is a compact space. Hence
(ui)i has a converging subsequence (umi)i. Because every subsequence of (ui)i has
the properties given in the previous sentence, so does (umi)i. Let α = limi→∞ umi .
Then α ∼I β for some β = x · y1 · y2 · · · with x · y1 · · · yi ∈ Γ−1(tmi). Hence,
β ∈ lim(L). But, by construction, α /∈ lim(K) because for some n ∈ N no prefix of
length > n of alpha is in K.
(b) =⇒ (a): Let θ = ⊔i ti for traces ti ∈ T . We may assume that ti @ t @ ti+1
implies t /∈ T . Let α ∈ Γ−1(θ). Then we pick prefixes (wi)i of α, such that wi is
of minimal length with ti v Γ(wi). Consider the subsequence (t2i)i of (ti)i. Each
w2i+1 is a prefix of some linearization of t2(i+1), say u2(i+1). We apply (b) to the
sequence (t2i)i and get a sequence (v2i)i of proper prefixes of the u2i, such that
supi |v2i| = ∞ and v2i ∈ K. We now have to show that v2i is already a prefix of
w2i−1. Suppose not, i.e. w2i−1 @ v2i @ u2i. Then this would give a trace t ∈ T
with t2i−1 @ t @ t2i.
(a) =⇒ (f): Suppose A is not I-cycle closed. Then there exists q ∈ Q and u ∼I v
with q u=⇒ q but not q v=⇒ q. Since A is I-diamond, this means that the run q v−→ q
exists, but does not visit a final state. Now pick x ∈ Σ∗ with q0 x−→ q. Then
α = x · uω ∈ lim(K) and β = x · vω /∈ lim(L). But clearly α ∼I β implies that
lim(K) is not trace-closed.
(f) =⇒ (a): Let α ∼I β and let α ∈ lim(K). Take A = AK and consider extended
transition profiles τw ⊆ Q×{0, 1}×Q for w ∈ Σ∗ defined by (p, 1, q) ∈ τw iff p w=⇒ q
and (p, 0, q) ∈ τw iff p w−→ q but not p w=⇒ q. Then we can factorize α = uv0v1v2 · · ·
for finite words u, v0, v1, . . . with τu · τvi = τu and τvi · τvi = τvi . Likewise, we can
factorize β = u′v′0v′1 · · · .
Next, find r ∈ N with Γ(u′v′0) v Γ(uv0 · · · vr). This gives x ∈ Σ∗ with u′v′0 ·x ∼I
uv0 · · · vr. Conversely, there exists m ∈ N with Γ(uv0 · · · vr+1) v Γ(u′v′0 · · · v′m)
and therefore there exists y ∈ Σ∗ with u′v′0 · · · v′m ∼I uv0 · · · vrvr+1y ∼I u′v′0xvr+1y,
which implies xvr+1y ∼I v′1 · · · v′m.
Notice that if q0 u−→ q and q0 u
′−→ q′, then (by trace equivalence and the fact
that A is I-diamond) we have q′ x−→ q. Likewise, we have q y−→ q′ and q′ xvr+1y−−−−→ q′.
Now we can apply (f) to see that q′ xvr+1y====⇒ q′ iff q′ v
′
1···v′m====⇒ q′. However, since
α ∈ lim(K), since τvr+1 = τvi for all i, and since q
vr+1==⇒ q, we have q′ xvr+1y====⇒ q′.
Hence, q′
v′1···v′m====⇒ q′. Since furthermore τv′1···v′m = τv′i , we have for all i, q′
v′i=⇒
F
q′
whence β ∈ lim(K).
(a) =⇒ (c): Let θ ∈ lim(T ). If for every n ∈ N there exists a run ρn through
Gθ that visits a trace t ∈ T only after n positions, then there exists a run through
Gθ which never visits a trace in T . This is because (ρn)n admits a converging
subsequence (the space is compact) and because the set [Gθ] of all paths is closed
and so this limit must itself be a path through Gθ. This contradicts (a). Hence
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there exists n0, such that every path through Gθ visits T after at most n0 steps.
We now consider all finite segments of length n0 and extend them. Let U be the
set of all those segments. Let u ∈ U . By a similar argument as before, there
exists a number nu, such that every extension v = ux of length n1 has visited T
at least once after u. Since there are finitely many segments in U , we can take the
maximum n1 = maxu∈U nu. In this way, we construct (ni)i.
(c) =⇒ (d): Given (ti)i ⊆ T we let θ = ⊔i ti and pick (ni)i as in (c). Now pickm0
arbitrarily; and, given mi, pick mi+1, such that |tmi+1 | > min{nj+1 | |tmi | < nj}.
Now consider (tmi , tmi+1). Because there exists nj with |tmi | < nj < nj+1 < |tmi+1 |,
we have that every path from tmi to tmi+1 visits T at least once. Hence, (tmi , tmi+1)
is T -separable.
(d) =⇒ (e): Let ϕ and S be as in the statement. Let (s, e) be a linked pair. If
lim(T ) ∩ ϕ−1(s) (ϕ−1(e))ω = ∅, then for every factorization ϕ(a1  · · ·  ak) =
e with ai ∈ Σ and every i we have eϕ(a1  · · ·  ai) /∈ s−1P . Indeed, if for
some ϕ(a1  · · ·  ak) = e we have eϕ(a1  · · ·  ai) ∈ s−1P , then the trace
x(a1  · · ·  ak)n(a1  · · ·  ai) ∈ T for every x ∈ ϕ−1(s) and n ∈ N. This
contradicts the premise.
Now if lim(T ) ⊇ ϕ−1(s) (ϕ−1(e))ω we pick an arbitrary factorization ϕ(a1 
· · ·  ak) = e and consider the sequence (ti)i of traces given by t0 = x ∈ ϕ−1(s)
and ti+1 = ti  a1  · · ·  ak. Then by (d), there exists a subsequence (tai)i, such
that the pair (tai , tai+1) is stable. Since ϕ(tai) = s = se for all i, this implies that
x(a1 · · · ak)(a1 · · · ak)r a1 · · · aj ∈ T for some 1 ≤ j ≤ k and 0 ≤ r <
ai+1− ai. Hence, ϕ((a1 · · ·  ak)r+1 a1 · · ·  aj) = eϕ(a1 · · ·  aj) ∈ s−1P .
(e) =⇒ (a): By lemma 4.12, we may pick a finite semigroup S, a subset P
of S and a morphism ϕ from M(Σ, I) onto S which recognizes T and saturates
lim(T ). By (e), every linked pair has the P -cut property. Let α ∈ Γ−1(θ) for
some θ ∈ lim(T ). We may factorize θ = α(0)  α(1)  · · · . Let (s, e) be a
linked pair associated with a superfactorzation of this factorization and denote
the corresponding factorization of α by α = uv0v1v2 · · · . Let vi = vi1 · · · viki with
vij ∈ Σ. Then, because ϕ(Γ(vi)) = e and because (s, e) has the P -cut property, the
factorization e = ϕ(vi1 · · ·  viki) satisfies eϕ((vi1 · · ·  vij) ∈ s−1P for some j.
Hence ϕ( Gamma(u)Γ(v0)· · ·Γ(vr−1)vr1· · ·vrj) = s·e·ϕ(vr1· · ·vrj) ∈
P . Hence α has infinitely many prefixes in T , so α ∈ lim(L). 
Corollary 4.15 Let K = Γ−1(T ) for some T ∈ Rec(M(Σ, I)). Given the automa-
ton AK , it is decidable in time O(|Q|2 · |Σ|(|Σ| + log |Q|)) whether or not K is
limit-stable.
Proof Let AK = (Q,Σ, q0, δ, F ) be any DFA recognizing a language K. Write
Aq,q′ = (Q,Σ, q, δ, {q′}) and Aq = (Q,Σ, q, δ, F ). Denote by K · Σ∗ the language
containing a finite prefix from K. Note that F, I-cycle closure is equivalent to the
following property: For every state q ∈ Q the language Kq = L(Aq,q) ∩ L(Aq) · Σ∗
is trace-closed.
Since Kq is recognizable and a DFA for Kq can be constructed from AK in
O(|Q| · |Σ|) (take Q × {0, 1} as states and memorize reaching F in the second
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component), we can obtain the minimal DFA for Kq from AK in time O(|Q| · |Σ|+
|Q| · |Σ| · log |Q|) = O(|Q| · |Σ| · log |Q|) using Hopcroft’s algorithm. We then have
to check if this automaton is I-diamond. This requires time O(|Q| · |Σ|2). So we
have time O(|Q| · |Σ|(|Σ|+ log |Q|)) for every q ∈ Q. 
Any I-diamond DWA recognizing a trace-closed language is trivially F, I-cycle
closed since for any word u ∈ Σ∗ and any q ∈ Q, it holds that q u=⇒ q if and if all
states in the path taken by u are accepting. This is because a path from q back to
itself also implies an SCC, and therefore any v ∼I u will also remain in the same
SCC which comprises solely of accepting states.
It is also straightforward that for a limit-stable language K, the complement
language lim(K) of K’s infinitary extension is also recognized by an F, I-cycle
closed deterministic co-Büchi automaton (DcBA). The following result is then a
consequence of Theorem 4.7, Theorem 4.14, and the definitions.
Theorem 4.16 A trace-closed language L ⊆ Σω is recognized by an I-diamond
DWA if and only if it is recognized by both an F, I-cycle closed DBA and an
F, I-cycle closed DcBA.
This result is in nice correspondence with the classical Borel level where weakly
recognizable languages are precisely those that lie in the intersection of deter-
ministic Büchi and deterministic co-Büchi recognizable languages. Finally, we
now demonstrate that the class of limit-stable languages is expressive enough to
generate all trace-closed recognizable ω-language.
4.4 Recognizable Trace-Closed Languages
In [DM94], it was shown that for every recognizable ω-trace language Θ ⊆ R(Σ, I),
the corresponding trace-closed recognizable ω-language L = Γ−1(Θ) is recognized
by an I-diamond deterministic Muller automaton (DMA). On the other hand, and
quite similar to the problem we saw in the case of the general class of I-diamond
DBA, it is not true that every I-diamond DMA recognizes a trace-closed language.
Similar to the property of F, I-cycle closure for DBAs, we present a condition over
the acceptance component F of I-diamond DMAs to enable a characterization.
Given an automaton, two of its states p, q, and a word u ∈ Σ∗, we denote with
Occ(p u−→ q) the set of states occurring in the run from p to q over u.
Definition 4.17 Given (Σ, I), an I-diamond DMA A = (Q,Σ, q0, δ,F) is said to
be F , I-cycle closed if for all u, v ∈ Σ∗ such that u ∼I v, and all q ∈ Q, we have
Occ(q u−→ q) ∈ F iff Occ(q v−→ q) ∈ F .
F , I-cycle closure was mentioned in [Mus94, Chapter 7] under the simple term
closure (see Definition 2.7). We obtain an independent proof of the following
result by using an approach very similar to that we used to show the equivalence
Theorem 4.14:((a)) ⇔ ((f)).
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Theorem 4.18 (also cf. Theorem 2.8) For any language Θ ⊆ R(Σ, I) of infi-
nite traces, Θ is recognized by a DACMA if and only if the trace-closed language
L = Γ−1(Θ) is recognized by an F , I-cycle closed DMA.
The F , I-cycle closure property of I-diamond DMAs is easily understood as an
extension of the F, I-closure property of I-diamond DBAs. As a final justification
of considering the class of infinitary limits of limit-stable languages, we see that this
class is indeed suitable for describing all trace-closed, recognizable ω-languages.
Theorem 4.19 Let L be a trace-closed ω-language. L is a recognizable ω-language
iff L is a finite Boolean combination of infinitary limits of limit-stable languages,
i.e., a finite Boolean combination of F, I-cycle closed DBA recognizable languages.
Proof Let L ⊆ Σω be recognizable, trace-closed. Pick a DACMA (c.f. Sec. 4.1)M
recognizing L. Recall that the global transition behavior ofM gives an I-diamond
DFA, and we denote this DFA by A = (∏a∈ΣQa,Σ, q0, δ). Given q ∈ Qa, we define
the DBA Aq = (
∏
a∈ΣQa,Σ, q0, δ, Fq), where Fq = {q}×
∏
b 6=aQb. Note that Aq is
Fq, I-cycle closed, because for any q′ ∈ ∏a∈ΣQa and all u ∼I v with q′ u−→ q′ and
q′ v−→ q′ we have2 Occa(q′ u−→ q′) = Occa(q′ v−→ q′). Now:
L =
⋃
(Fa)a∈Σ∈F
⋂
a∈Σ
⋂
q∈Fa
L(Aq) ∩
⋂
q /∈Fa
L(Aq) 
We therefore obtain a Borel-like classification for recognizable ω-trace languages
where the lowest level is occupied by reachability and safety languages. Finite
Boolean combinations of these languages are characterized by I-diamond DWA.
At the next level, we have infinitary limits of limit-stable languages and their
complements. And the Boolean combinations of these languages generate the class
of all recognizable ω-trace languages.
4.5 Discussion
Motivated by the Borel hierarchy for recognizable ω-languages, the main contribu-
tion of this chapter is a new setup for a classification theory of languages of infinite
traces in terms of trace-closed word languages. The recourse to word languages
is necessitated by a basic observation that there does not exist any equivalent
definition of deterministic asynchronous automata recognizing reachability (trace)
languages and their complements, the safety languages. Although deterministic
trace languages may be characterized in terms of D-SABA, the complexity of the
current algorithm to obtain these automata is quite high.
Once in the realm of words, for any trace language T ∈ Rec(M(Σ, I)), we inves-
tigated the relationship between its infinitary extension ext(T ) and the infinitary
2This can be proven by an induction on the number of swapping operations needed to obtain v
from u.
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extension ext(K), where K = Γ−1(T ). We showed that any such K can be mod-
ified to KI such that ext(KI) is also trace-closed and thus corresponds to the
linearizations of ext(T ). Building on this correspondence, we characterized the
class of I-diamond DWA recognizable trace-closed languages in terms of Boolean
combinations of trace-closed extensions of languages from REG. In a similar vein,
we characterized the class of languages T ∈ Rec(M(Σ, I)) for which the lineariza-
tion language of lim(T ) is recognizable by an I-diamond DBA obtained from the
minimal DFA for Γ−1(T ), called limit-stable languages. Moreover, we showed that
this class of languages is a decidable, proper subclass of finite recognizable trace
languages.
These characterizations are further justified because they lead to two interesting
results. First, that every recognizable language of infinite traces is a Boolean
combination of languages lim(T ) for limit-stable languages T . Second, that I-
diamond DWA recognizable languages are precisely those that are both I-diamond
deterministic Büchi and I-diamond deterministic co-Büchi recognizable.
Looking back at the language classes studied in Chapter 3, we see that the class
of deterministic trace languages strictly subsumes the class of limits of limit-stable
languages. However, the class of recognizable ω-trace languages may be described
in terms of Boolean combinations of languages from either of these two classes.
Therefore, an important open question remains whether these classes of lan-
guages can also be characterized in terms of logic. Such a characterization will
allow for a direct comparison with Borel levels.
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On the Distributed Controller Synthesis
Problem
An important application of the theory of recognizable ω-languages is in the area
of “controller synthesis”. In one setting, the controller synthesis problem is viewed
as a turn-based game between an adversarial environment, called Player 0, and
a system, called Player 1. Disjoint alphabets Σ0 and Σ1 describe the moves
that are available to Player 0 and Player 1 respectively. A play is an infinite
word α = (a1, x1)(a2, x2) . . . ∈ Σω where Σω = (Σ0 × Σ1). The play α can be
understood as comprising of infinite number of rounds, where each round i consists
of a Player 0 move ai ∈ Σ0 followed by a Player 1 move xi ∈ Σ1. In general, if
after a play prefix w ∈ Σ∗ the players play a round with respective moves a and x,
then the prefix w is extended into a new prefix v = w · (a, x).
Assigning Σ := Σ0 × Σ1, the winner of this game is decided by referring to a
winning condition L ⊆ Σω. Player 0 wins the play α if α /∈ L, and Player 1 wins if
α ∈ L. In order to make their moves in each round, players may access strategies
that guide their next moves. A Player 0 strategy τ0 : Σ∗ → Σ0 is a mapping that
indicates what should be the move of Player 0 given the finite play prefix so far.
A Player 1 strategy τ1 : Σ∗ → ΣΣ01 is mapping that advices how, given the finite
play prefix, Player 1 can respond to any move of Player 0. That is, for a play
prefix w ∈ Σ∗, the Player 1 strategy yields a mapping τ1(w) = Ω: Σ0 → Σ1, which
prepares Player 1 for any Player 0 move. We interchangeably use the shorthands
[τ1(w)](a) = x and τ1(w) : a 7→ x to denote τ1(w) = Ω and Ω(a) = x.
A play α = (ai, xi)i∈N ∈ Σω is said to be consistent with Player 1 strategy if for
each i ∈ N, τ1(α[1, i− 1]) : ai 7→ xi, assuming α[1, 0] := ε. A strategy τ1 is called
a winning strategy for Player 1 if for each play α ∈ Σω that is consistent with
τ1, α ∈ L. A winning strategy thus ensures that Player 1 always moves in such a
manner that, no matter how Player 0 moves in its turns, the play always satisfies
the winning condition.
Solving a game L is equivalent to answering the question, “Given a winning
condition L ⊆ (Σ0 × Σ1)ω, does there exist a winning strategy for Player 1?”
In the context of controller synthesis problem, the winning condition is called a
specification, and a winning strategy for Player 1 is called a controller for the system.
The controller thus ensures that the system always satisfies the specifications,
irrespective of environment’s actions. The controller synthesis problem now asks,
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“Given a specification L ⊆ (Σ0×Σ1)ω, does there exist a controller for the system?”
Stated in this manner, this problem is also known as the Church’s synthesis problem
(see [Tho08] for a survey).
Theorem 5.1 (Büchi & Landweber [BL69]) For any recognizable game L ⊆
(Σ0 × Σ1)ω, it is decidable whether or not Player 1 has a winning strategy; and if
yes, then such a winning strategy can be represented using finite memory.
We focus only on the first part of the theorem, namely the decidability question.
5.1 Distributed Church’s Synthesis Problem
We now generalize the classical Church’s synthesis problem to the case of dis-
tributed synthesis. The task at hand is to device a winning strategy or a controller
for a distributed system, which consists of a set P of processes. The game in
this setting is also turn based, where each turn comprises of a move from the
environment and a move from the system. In a single move, the environment can
play multiple, mutually independent letters a1, . . . an ∈ Σ0, n ≤ |Σ0|. Each letter
ai ∈ Σ0 then requires the processes dom(ai) ⊆ P to play a collective response
xi ∈ Σ1. The system’s distributed move is complete only when all the letters ai of
the environment’s move have been responded to.
In this manner, the environment is “omniscient” since it can witness the state of
the entire system, whereas the processes of the system can only synchronize if the
environment plays a letter allowing/inviting them to do so. In order to keep the
setting simple, we assume that the system (i.e. the set of synchronizing processes)
always responds deterministically. Formally, this setting is described as follows.
Given an alphabet Σ ⊆ Σ0 × Σ1, we allow the independence relation I ⊆ Σ× Σ
to be controlled by the environment. That is, we only refer to an independence
relation I0 ⊆ Σ0 × Σ0, and define (a, x) I (b, y) :⇔ aI0b. In this sense, we say
that I is induced by I0. The independence alphabet (Σ, I) governs the possible
architectures of the system. A language Θ ⊆ R(Σ, I) defines a distributed game,
which we simply refer to as “game Θ”.
An environment move is a tuple 〈a1, . . . an〉, n ≤ |Σ0|, such that for all i, j ≤ n,
if i 6= j then aiIaj . Since environment moves consist only of mutually independent
letters, they are equivalent up to permutations. For example, if a, b ∈ Σ0 are
independent letters, then the environment moves 〈a, b〉 and 〈b, a〉 are semantically
equivalent. For convenience, we refer to a letter from a move as a ∈ 〈a, b〉. De-
fine the set CI comprising of different ways the environment can “challenge” the
controller in a single move as CI := {〈a1, . . . an〉 ∈ Σ+0 | aiIaj , i 6= j}. Now, let V
denote the set comprising of all tuples V = 〈x1, . . . xm〉 of elements of Σ1, where
for any tuple m ≤ |Σ0|.
A play θ ∈ R(Σ, I) of a game consists of an infinite sequence of rounds. In each
round, first Player 0 chooses to play a move C = 〈a1, a2, . . . , an〉 ∈ CI , and then
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Player 1 responds with its choice of a tuple V = 〈x1, x2, . . . , xn〉 ∈ V such that for
each i ∈ [1, n], (ai, xi) ∈ Σ. The play θ is won by Player 1 iff θ ∈ Θ.
A strategy of Player 0 is a mapping τ0 : M(Σ, I) → CI , and that of Player 1 is
a mapping τ1 : M(Σ, I) →MI , whereMI := VCI is set of all mappings from CI
to V. Moreover, if for some t ∈M(Σ, I), [τ1(t)] : C 7→ V then it must be the case
that |C| = |V | and the ordered pairs (ai, xi) of elements from C and V belong
to Σ. Given a play prefix t and a round (C, V ) involving the players’ moves, we
use the shorthand notation t (C, V ) to denote the extension of the play t with
all the letters (ai, xi). Since we are only interested in Player 1 strategies, we will
henceforth ignore τ0 and use the notation τ in place of τ1.
Recall the definition of collective causal views from Section 2.2. A strategy τ of
Player 1 is a distributed strategy if the following condition is satisfied:
for a trace t ∈M(Σ, I), a Player 0 move C = 〈a1, . . . an〉, and each i ∈ [1, n],
if ti =
⊔
p∈dom(ai) t[maxp(t)] is the collective causal view of processes p in
dom(ai), then τ(t) : C 7→ 〈x1, . . . xn〉 iff ∀i ∈ [1, n], τ(ti) : 〈ai〉 7→ 〈xi〉.
The above condition merely states that in order for τ to be a distributed strategy,
owing to the mutual independence of all letters ai in a Player 1 move C, it should be
possible to define τ component-wise by referring independently to each ai. In other
words, the processes’ responses depend only upon the causal view of the processes
synchronizing at ai. Now a play θ is said to be consistent with the strategy τ if
every play prefix t @ θ is extended by referring to τ . That is, if t @ t′ @ θ such that
infix t′ \ t comprises solely of mutually independent letters (ai, xi), · · · (an, xn) ∈ Σ,
then it must be the case that τ(t) : 〈a1, . . . an〉 7→ 〈x1, . . . xn〉.
Furthermore, a single round C, V of any play which is consistent with a dis-
tributed strategy is equivalent to a sequence of rounds where each round involves
a pair ai, xi, but not necessarily in the same order. This observation greatly sim-
plifies the analyses of our claims in the subsequent sections. It goes without saying
that we are only interested in distributed strategies.
A strategy for Player 1 is a winning strategy if all plays consistent with it belong
to Θ. Now, the distributed Church’s synthesis problem asks:
Let (Σ, I) be an independence alphabet where Σ ⊆ Σ0 × Σ1 and
I ⊆ Σ × Σ is induced by I0 ⊆ Σ0 × Σ0. Given a game Θ ⊆ R(Σ, I),
with Θ recognizable, does Player 1 have a winning, distributed strategy?
While we are unable to provide mechanisms to decide the distributed Church’s
synthesis problem in general, we do demonstrate that it compares favorably with
the two currently studied versions of distributed synthesis problems assuming
recognizable specifications. In other words, we justify the utility of this variant
of synthesis problem by showing reductions (under appropriate restrictions) to
and from the two established distributed controller synthesis problems – namely,
action-based and process-based controller synthesis [MWZ09].
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5.2 Distributed Ramadge-Wonham Controller Synthesis
Ramadge and Wonham studied the problem of controller synthesis in another
setting [RW89], which can be shown to be equivalent to the Church’s setting in
the case of word languages. In this setting, we are given a plant, which is usually
represented by a deterministic, finite state transition system T whose transitions are
defined over two disjoint sets of actions – called the set Σenv of environment actions
and the set Σsys of system actions. A specification is a language L ⊆ (Σevn ·∪Σsys)ω,
comprising of behaviors that are deemed acceptable for the plant.
A controller in this setting is a mapping σ : (Σenv ·∪Σsys)∗ → Σsys, which de-
scribes a mechanism of extending finite play prefixes by enabling system actions.
The intuition is that the controller cannot control any environment actions; and
the synthesis problem asks, “Given a plant T and a specification L, is there is a
controller σ that chooses system actions so that the behavior of the plant satisfies
the specification?”
We formalize these ideas by presenting two variants of Ramadge-Wonham con-
troller synthesis problem for the distributed setting. It will be clear that if the
independence relation over the letters is empty, then both these variants reduce
to the Ramadge-Wonham synthesis problem as outlined above. The first variant
is called the process-based controller synthesis problem [MTY05, MWZ09].
Over an independence alphabet (Σ, I), where Σ := Σenv ·∪Σsys, a plant is an
asynchronous transition system T =
(
(Xp)p∈P ,Σ, (δa)a∈Σ, pi0
)
. With each plant,
we associate an ω-trace language Playsω(T) = {θ ∈ R(Σ, I) | θ induces a valid run
of T}. In other words, Playsω(T) consists of all traces θ that would be accepted by
T if it were a safety automaton with all states in X2P assumed to be safe. Similarly,
define the set Plays(T) := {t ∈ M(Σ, I) | ∃θ ∈ Playsω(T) : t @ θ} of finite traces
that induce a valid finite run of T.
For p ∈ P, define Playsp(T) := {t ∈ M(Σ, I) | ∃s ∈ Plays(T) : t = s[maxp(s)]}.
Note that Playsp(T) ⊆ Plays(T), and that each trace t ∈ Playsp(T) represents a
causal view of p and contains a unique maximal event which is a p-event.
A process-based strategy σ = (fp)p∈P is a collection of functions fp : Playsp(T)→
2Σp , where Σp := dom−1(p). Furthermore, the functions fp satisfy the constraint:
if fp(t) = A for some t ∈ Playsp(T) and if t a ∈ Plays(T) for any a ∈ Σenv, then
it must hold that a ∈ A. The set fp(t) is referred to as the set of actions enabled
by the process p; and the constraint mentioned here formalizes the intuition that
environment actions are uncontrollable and therefore must always be enabled.
The set Plays(T, σ) of finite play prefixes consistent with a process-based strategy
σ is defined inductively as follows:
• ε ∈ Plays(T, σ);
• for a ∈ Σenv and t ∈ Plays(T, σ), if t a ∈ Plays(T) then it must hold that
t a ∈ Plays(T, σ); and
• for a ∈ Σsys and t ∈ Plays(T, σ), it holds that t  a ∈ Plays(T, σ) only
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if t  a ∈ Plays(T) and a is enabled by all processes in dom(a), that is
a ∈ ⋂p∈dom(a) fp(t[maxp(t)]).
In the presence of the above-mentioned constraints on functions fp, the definition
of Plays(T, σ) subsumes the assumption that environment actions are uncontrol-
lable; in addition to that, a system action a ∈ Σsys is possible only if all the
processes in dom(a) agree to it. Note that this agreement must already be present
before these processes actually synchronize on a.
Using these definitions, we define the set of infinite plays consistent with σ as
Playsω(T, σ) = {a1  a2 . . . ∈ R(Σ, I) | ∀i ∈ N : a1  . . . ai ∈ Plays(T, σ)}.
For a recognizable specification Θ ⊆ R(Σ, I), a process-based strategy σ is called
a controller if Playsω(T, σ) ⊆ Θ. As a guard against constructing trivial controllers,
the controllers are expected to be non-blocking. A non-blocking controller guaran-
tees that each play in Plays(T, σ) that can be extended in Plays(T) can also be
extended in Plays(T, σ). That is, for any t ∈ Plays(T, σ), if there exists t′ A t such
that t′ ∈ Plays(T) then there must exist t′′ ∈ Plays(T, σ) such that t′′ A t.
For an ATS T and recognizable ω-trace language Θ, the pair (T,Θ) is referred
to as an instance of a distributed Ramadge-Wonham controller synthesis problem,
and the process-based controller synthesis problems asks,
Given an instance (T,Θ), where T is an ATS and Θ is a recogniz-
able ω-trace language, does there exist a non-blocking, process-based
controller for this instance?
While this problem is open in general, it has been solved for specific restricted
classes of plants T [MTY05, MS13, MWZ09].
The action-based controller synthesis problem [GLZ04, MWZ09] is another vari-
ant of distributed Ramadge-Wonham synthesis problem, where a different kind of
controllers are considered. Over an alphabet Σ = Σenv ·∪Σsys, a plant T is again
an ATS, and Playsω(T) and Plays(T) are also defined as before. For a ∈ Σ, we
introduce Playsa(T) := {t ∈ M(Σ, I) | ∃t′ ∈ Plays(T) : t =
⊔
p∈dom(a) t′[maxp(t′)]}.
Observe once again that Playsa(T) ⊆ Plays(T), and that each trace t ∈ Playsa(T)
is a collective causal view of dom(a).
An action-based strategy σ = (fa)a∈Σ is a collection of functions fa : Playsa(T)→
{tt, ff}. Once again, the functions fa satisfy a constraint to ensure that environ-
ment actions are uncontrollable, viz. for all a ∈ Σenv and all t ∈ Playsa(T), if
t a ∈ Plays(T) then it must hold that fa(t) = tt. This implies that environment
actions are always enabled, and if a play can be extended with an environment
action, then the function fa always allows it. Therefore, it is often preferred to
denote an action-based strategy σ simply as the collection (fa)a∈Σsys .
The set Plays(T, σ) of finite play prefixes that are consistent with an action-
based strategy σ is defined inductively as follows:
• ε ∈ Plays(T, σ);
87
Chapter 5 Distributed Controller Synthesis
• for a ∈ Σ and t ∈ Plays(T, σ), it holds that t  a ∈ Plays(T, σ) only if
fa(ta) = tt, where ta =
⊔
p∈dom(a) t[maxp(t)].
The definitions of set Playsω(T, σ) and specification Θ, and the notion of non-
blocking controllers are the same as those defined previously. The action-based
controller synthesis problem now asks,
Given an instance (T,Θ), where T is an ATS and Θ is a recogniz-
able ω-trace language, does there exist a non-blocking, action-based
controller for this instance?
Once again, the decidability of this question remains open for arbitrary instances.
With specific restrictions on T and Θ, this problem has been solved in [GLZ04,
GLZ05]. Moreover, it has been shown that the process-based synthesis problem
can be reduced to the action-based synthesis problem.
Theorem 5.2 (Muscholl & Walukiewicz & Zeitoun [MWZ09]) Given an
instance (T,Θ) over an alphabet (Σ, I), one can construct an instance (T′,Θ′) over
some alphabet (Σ′, I ′) such that there exists a process-based controller for (T,Θ) if
and only if there exists an action-based controller for (T′,Θ′).
5.3 Distributed Synthesis Problems in Perspective
An intuition behind the reduction mentioned in Theorem 5.2 is that an action-
based strategy has more information regarding the play prefix than a process-based
strategy. The functions fa can access the collective causal view
⊔
p∈dom(a) t[maxp(t)]
for any prefix t, and then decide on whether or not to enable a. On the other
hand, in a process-based strategy, the functions fp, p ∈ dom(a), cannot access
t[maxq(t)], q 6= p, before determining whether or not to enable a. In this section,
we investigate how process-based and action-based controller synthesis problems
relate to the distributed Church’s synthesis problem.
Distributed Church’s
synthesis problem
(zero-avoiding strategies
over 0/1 actions)
Distributed Church’s
synthesis problem
(unrestricted strategies)
Action-based controller
synthesis problem
Process-based
controller synthesis
problem
[MWZ09]
1. (see Thm. 5.6) 2. (see Thm. 5.9)
Figure 5.1: We complete this picture by demonstrating reductions 1 and 2.
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We first introduce the concept of “zero-avoiding strategies” for distributed
Church’s synthesis problem. The definition introduced in Section 5.1 will be
referred to as the distributed Church’s synthesis problem with “unrestricted strate-
gies”. Although the former appears to be a subclass of the latter, we would like
to indicate this without a formal argument, that imposing a restriction over the
nature of strategies (e.g. by requiring the strategies to be non-blocking or zero-
avoiding) makes the synthesis problem harder than the one where there is no
restriction on distributed strategies.
The notion that one problem is harder than, or is at least as hard as, another
problem is built upon the standard notion of “reduction” of one problem class to
another. A problem Φ can be reduced to a problem Ψ if for every instance ϕ of
Φ one can construct an instance ψ of Ψ, such that there exists a solution for ϕ if
and only if there exists a solution for ψ. In this manner, a reduction implies that
the task of developing solution techniques for Φ is at most as hard as the task of
developing solution techniques for Ψ.
Zero-avoiding Strategies and 0/1 Games
We consider Church’s controller synthesis problem where a special system action
0 ∈ Σ1 is identified as the “zero”. A strategy τ is said to be zero avoiding if for
each t ∈ M(Σ, I), there exists at least one environment action a ∈ Σ0 such that
it is not the case that τ(t) : 〈a〉 7→ 〈0〉. Note that a zero-avoiding strategy does
not imply that the system will never play 0, it only means that there will always
be some non-zero system event on offer. A zero-avoiding strategy thus avoids the
constant “zero-mapping” which assigns each environment event a ∈ Σ0 to 0.
Furthermore, Church’s controller synthesis problem over 0/1 actions is one
where the set Σ1 of system actions consists of exactly two actions, one of which
is the zero element 0. We refer to such a problem as simply a 0/1 game Θ. After
restricting system actions to either 0 or 1 and the strategies to be zero-avoiding,
the Church’s controller synthesis problem begins to resemble the action-based
synthesis problem very closely. We now formalize this notion.
Problem Reductions
We begin with reducing action-based controller synthesis problem to distributed
Church’s synthesis problem over 0/1 actions with zero-avoiding strategies. Consider
an alphabet Σ = Σsys ·∪Σenv, an independence relation I ⊆ Σ×Σ, a plant T, and a
specification Θ ⊆ R(Σ, I). Clearly, any play that is winning for the system belongs
to the language Playsω(T) ∩Θ.
To describe the game specification Θ′ ⊆ R(Σ′, I ′) for the Church’s synthesis
problem, we first define:
• Σ′0 := Σ = Σenv ·∪Σsys; Σ′1 := {tt, ff}, with ff denoting the 0 of Σ′1.
• Σ′ := (Σsys × {tt, ff}) ∪ (Σenv × {tt}); and
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• I ′ := {((a, x), (b, y)) ∈ Σ′ × Σ′ | (a, b) ∈ I}.
For a trace θ ∈ R(Σ′, I ′), we define its Σ-projection θ|Σ ∈ R(Σ, I) as the
projection over the first component of events in θ; define the tt-Σ-projection
θ|{Σ,tt} ∈ M(Σ, I) ∪ R(Σ, I) as the projection over the first component of θ, but
only at those events where the second component is tt. See Figure 5.2 for example.
For a trace t = a1  a2  · · · ∈ M(Σ, I), we define the trace t× tt ∈ M(Σ′, I ′) as
t× tt := (a1, tt) (a2, tt) · · · , and ε× tt := ε.
ε
(a, tt) (a, ff) (a, tt)
(b, ff)
(c, ff) (c, tt)
e⊥ e1 e2 e3 e4 e5 e6
(a) A trace θ ∈ R(Σ′, I ′).
ε
a a a
b
c c
e⊥ e1 e2 e3 e4 e5 e6
(b) The Σ-projection θ|Σ ∈ R(Σ, I).
ε
a a
c
e⊥ e1 e5 e6
(c) For θ, the tt-Σ-projection θ|{tt,Σ}
may even be a finite trace.
Figure 5.2: Illustrating Σ-projection and tt-Σ-projection.
The reduction to the distributed Church’s synthesis problem is understood thus.
The environment challenges the controller with a move C where C consists of
mutually independent letters from Σenv ·∪Σsys. To each a ∈ C∩Σenv, the processes
in dom(a) can only respond with tt; whereas for a ∈ C ∩ Σsys, the processes in
dom(a) can choose between tt and ff. Note that in action-based control, the play
only proceeds if the controller enables an event. In Church’s setting however, the
play progresses irrespective of whether the strategy says tt or ff. This implies
that, for any play θ ∈ R(Σ′, I ′), the corresponding play in the action-based setting
is obtain from the tt-Σ-projection θ|{Σ,tt}. Therefore, the winning condition Θ′ for
the Church’s synthesis problem contains infinite plays that belong to the language
Θ1 := {θ ∈ R(Σ′, I ′) | θ|{Σ,tt} ∈ Playsω(T) ∩Θ}.
However, unlike the action-based setting where the systems can control system
actions, it is the environment in the Chruch’s setting that schedules all the ac-
tions. Therefore the environment has a possibility to cheat by withholding certain
system actions that are enabled in the action-based setting and are crucial for the
system to win. Consider, for example, that in the action-based setting, enabling
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a certain controllable action a ∈ Σsys is crucial for the distributed controller. In
the Church’s setting however, the environment has no obligation to play a move
C ∈ CI containing a, in spite of the fact that 〈a〉 7→ 〈tt〉. Therefore, even though
there may exist an action-based controller in the former setting, the zero-avoiding
distributed strategy may not be a winning strategy in the latter. To counter this,
we ensure that each such unfair plays are also winning for Player 1 by adding the
language Θ2 := {θ ∈ M(Σ′, I ′) | θ|{Σ,tt} ∈ M(Σ, I)} in the winning condition. By
doing so, we guarantee that the environment either plays fairly, by allowing the
system to make good use of its zero-avoiding strategy, or loses. One may view Θ2
as an “insurance” for the system against an unfair environment.
We now define the distributed game Θ′ := Θ1 ∪Θ2.
Remark 5.3 If the ω-trace language Θ ⊆ R(Σ, I) is recognizable then so is the
ω-trace language Θ′ ⊆ R(Σ′, I ′).
Lemma 5.4 If (T,Θ) has a non-blocking, action-based controller then there exists
a winning, zero-avoiding distributed strategy for Player 1 in the 0/1 game Θ′.
Proof Given a non-blocking, action-based controller σ = {fa}a∈Σsys , we construct
a strategy τ for Player 1 as follows:
for a ∈ Σ′0, for t ∈M(Σ′, I ′), assign τ(t) : 〈a〉 def7→ 〈tt〉 iff fa(t|{Σ,tt}) = tt.
Since the action-based controller σ is a distributed controller, the strategy τ
defined above can be generalized in a straightforward manner to a distributed
strategy τ : M(Σ′, I ′)→ VCI′ . Also, since σ is non-blocking, τ is zero-avoiding.
Now we need to show that the zero-avoiding distributed strategy τ is indeed
a winning strategy for Player 1. For that, it suffices to show that any play θ
that is consistent with τ is a winning play for Player 1. Since τ is a distributed
strategy, without loss of generality, we assume that the play θ ∈ Σω consists of
infinitely many rounds (Ci, Vi) where each of the environment and system moves
are singleton tuples, i.e. for all i ∈ N, Ci = 〈ai〉, ai ∈ Σ′0 and Vi = 〈xi〉, xi ∈ Σ′1.
We can assume that the environment plays fairly, and for a play θ ∈ R(Σ′, I ′),
θ|{Σ,tt} ∈ R(Σ, I). Now we need1 to show that θ|{Σ,tt} ∈ Playsω(T, σ). In order to
show this, it suffices to show that for any prefix t @ θ, there exists an extension
s w t such that s @ θ and s|{Σ,tt} ∈ Plays(T, σ). This can be done by induction
over the size of the prefixes s|{Σ,tt}.
By Definition (cf. [MWZ09]), the empty prefix ε belongs to Plays(T, σ). There-
fore, at the base of the induction, we have all prefixes t ∈M(Σ′, I ′) with t|{Σ,tt} = ε.
As the induction hypothesis, we have a trace ti ∈ M(Σ′, I ′) such that ti|{Σ,tt} =
si ∈ Plays(T, σ). Since σ is a non-blocking, action-based controller, we know that
for each a ∈ Σenv, fa(si) = tt, and that there exists b ∈ Σsys, fb(si) = tt; which
implies that si  a ∈ Plays(T, σ) and si  b ∈ Plays(T, σ). Therefore, consider a
1By the definition of an action-based controller, Playsω(T, σ) ⊆ Playsω(T) ∩ Θ, and therefore
we can follow the implications θ|{Σ,tt} ∈ Playsω(T, σ)⇒ θ|{Σ,tt} ∈ Playsω(T) ∩Θ⇒ θ ∈ Θ1.
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shortest prefix t′i w ti after which Player 0 either challenges the system with an
environment action 〈a〉, a ∈ Σenv or (by the assumption of this case) plays 〈b〉,
where b ∈ Σsys is an action enabled by σ.
Since ti|{Σ,tt} = t′i|{Σ,tt}, by the definition of the strategy τ , we have that
[τ(ti)](〈a〉) = [τ(t′i)](〈a〉) = 〈tt〉 and [τ(ti)](〈b〉) = [τ(t′i)](〈b〉) = 〈tt〉. This implies
that the play t′i is extended either as tai := t′i (a, tt) or as tbi := t′i (b, tt). Hence
we have either tai|{Σ,tt} = si  a ∈ Plays(T, σ) or otherwise, tbi|{Σ,tt} = si  b ∈
Plays(T, σ). This completes the induction. 
Lemma 5.5 If in the 0/1 game Θ′ there exists a winning, zero-avoiding distributed
strategy for Player 1 then there exists a non-blocking, action-based controller for
the instance (T,Θ).
Proof Similar to the proof of Lemma 5.4, we assume a winning, distributed
strategy τ for Player 1 and construct a strategy σ = {fa}a∈Σsys for the action-
based game as follows:
for t ∈ M(Σ, I) and a ∈ Σenv ·∪Σsys, consider t′ = t× tt and set fa(t) := tt
if and only if [τ(t′)] : 〈a〉 7→ 〈tt〉.
In the action-based strategy σ = {fa}a∈Σsys , the mappings fa depend only on the
causal views of processes in dom(a) because τ is a distributed strategy. Moreover,
the fact that τ is zero-avoiding immediately implies that σ is a non-blocking,
distributed strategy.
It remains to be shown that Playsω(T, σ) ⊆ Θ. Intuitively, we have defined
the strategy σ under the assumption that in the Church’s synthesis game with
a zero-avoiding strategy, the Player 0 only plays actions 〈a〉 which are mapped
to 〈tt〉 by τ . In this manner, the Player 0 prevents Player 1 from “waiting” and
“gathering” arbitrary amount of information. But since τ is a winning strategy,
the resulting play is still winning for Player 1.
Formally, we have that
1. for any trace κ ∈ Playsω(T), if s @ κ then s ∈ Plays(T);
2. since τ is a winning strategy, if θ′ is consistent with τ and θ′ can be expressed
as θ × tt for some θ ∈ R(Σ, I) then θ ∈ Playsω(T) ∩Θ;
3. from items 1 and 2 above, any prefix t′ @ θ′ can be expressed as t× tt for
some t ∈ Plays(T);
4. since σ is obtained from τ , ∀a ∈ Σsys : fa(ε) = tt ⇔ [τ(ε)] : 〈a〉 7→ 〈tt〉 ⇒
a ∈ Plays(T); and therefore inductively, if t ∈ Plays(T) and fa(t) = tt then
t a ∈ Plays(T);
5. then, for any infinite extension θ of prefixes t in the manner of item 4, it
holds that θ ∈ Playsω(T);
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6. and finally, since σ is obtained from a winning strategy τ , it follows from
item 2 that for any such θ from item 5, θ ∈ Playsω(T) ∩Θ.
Item 5 in particular ensures that any play θ ∈ R(Σ, I) that is consistent with the
strategy σ belongs to Playsω(T). Therefore, the set Playsω(T, σ) is well defined.
From item 6 it follows that Playsω(T, σ) ⊆ Playsω(T) ∩Θ ⊆ Θ.
Hence, we conclude that σ is an action-based controller for (T,Θ). 
From Lemmas 5.4 and 5.5, we obtain the following result.
Theorem 5.6 For any instance (T,Θ) over an independence alphabet (Σ, I), one
can construct a 0/1 game Θ′ over a suitably defined independence alphabet (Σ0 ×
Σ1, I ′) such that there exists an action-based controller for (T,Θ) if and only if
there exists a winning, zero-avoiding distributed strategy for Player 1 in game Θ′.
With Theorem 5.6, we have reached mid-way into proving the reductions de-
picted in Figure 5.1. Now we leave behind the case of zero-avoiding strategies over
0/1 actions, and start afresh to demonstrate that solving the distributed Church’s
synthesis problem in its generality no more difficult than solving the process-based
controller synthesis problem.
We begin with the alphabet Σ′ = Σ0 × Σ1, an independence relation I0 ⊆ Σ20,
and derive the relation I ′ ⊆ Σ′ × Σ′ from I0 (cf. Section 5.1). Let Θ′ ⊆ R(Σ′, I ′)
be a recognizable game specification for distributed Church’s synthesis, and let T′
be a deterministic, asynchronous Muller automaton recognizing Θ′ (see [DM94]).
Note that in T′, for each (a, x) ∈ Σ′, the domain dom((a, x)) is set by referring to
dom(a) since the independence of letters in Σ′ depends solely on the independence
of letters in Σ0.
To describe the process-based synthesis problem, we first define:
• Σenv := Σ0; Σsys := Σ′ = Σ0 × Σ1; and
• I := I0 ∪ I ′ ∪ {
(
a, (b, x)
) ∈ Σenv × Σsys | (a, b) ∈ I0}.
• The domain mappings for Σenv and Σsys are defined in a natural manner by
referring to the corresponding mappings for Σ0.
Now extend the Muller automaton T′ to construct a plant T, which has the
following property. Each process in the plant has two types of states. Type-1 states
have outgoing transitions on only Σenv events, and Type-2 states have outgoing
transitions on only Σsys. From a Type-1 state, upon making a transition on
a ∈ Σenv, the processes in dom(a) arrive at a Type-2 (partial) state from which the
only outgoing transitions are on events of the form (a, x) ∈ Σsys, for some x ∈ Σ1.
After the second move, the processes arrive back in a Type-1 (partial) state. In
this manner, the plant uses two transition to mimic the turn-based setting of the
Church’s synthesis game. The tight coupling of successive transitions on letters
a and (a, x) avoids the possibility of transitions of over consecutive letters a and
(b, y), where a 6= b but dom(a) ∩ dom(b) 6= ∅.
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In other words, each round of play (a, x) in the synthesis game is mimicked by
the the pair of events a ∈ Σenv, (a, x) ∈ Σsys in the process-based setting; and
each process in the process-based setting can make consecutive moves on letter
a followed by letter (b, x) only if a = b and (a, x) is a transition in the original
automaton T′.
Formally, let T′ = ((S′p)p∈P ,Σ′, {δ′(a,x)}(a,x)∈Σ′ , pi′0,F), with the sets S′p of local
states of process p, set {δ′(a,x)}(a,x)∈Σ′ of transition functions, a global initial state
pi′0, and the Muller acceptance component F . To define the plant T:
• define Sp := S′p ∪ (Σ0 × S′p) for p ∈ P
• (Type-1 transition) for a ∈ Σenv and (s′p)p∈dom(a) ∈
∏
p∈dom(a) Sp, define a
transition δa : (s′p)p∈dom(a) 7→
(
(a, s′p)
)
p∈dom(a)
• (Type-2 transition) for (a, x) ∈ Σsys and
(
(a, s′p)
)
p∈dom(a) ∈
∏
p∈dom(a) Sp,
define a transition δ(a,x) :
(
(a, s′p)
)
p∈dom(a) 7→ (r′p)p∈dom(a) only if there exists
a transition δ′(a,x)
(
(s′p)p∈dom(a)
)
= (r′p)p∈dom(a) in the Muller automaton T′
• pi0 = pi′0.
For a trace θ = (ai  (ai, xi))i∈N, define θ|Σ′ := ((ai, xi))i∈N. Similarly, define
t|Σ′ = (ai, xi)ni=1 for t ∈ M(Σ, I) by removing any trailing letters aj ∈ t that are
not followed by (aj , xj). Also, for θ′ = ((ai, xi))i∈N define θ′↑Σ := (ai (ai, xi))i∈N;
similarly define t′↑Σ.
Finally, we define Θ := {θ ∈ (Σenv ·∪Σsys)ω | ∃θ′ ∈ Θ′ such that θ = θ′↑Σ}.
Clearly, Θ is regular whenever Θ′ is. Now we obtain an instance of the process-
based synthesis problem (T,Θ).
Lemma 5.7 If there exists a winning, distributed strategy for Player 1 for speci-
fication Θ′ then there exists a non-blocking, process-based controller for (T,Θ).
Proof Assuming that τ is a winning, distributed strategy for Player 1 in the
Church’s synthesis game, define a strategy σ = {fp}p∈P for the process-based
game as follows:
1. fp(t) := {a ∈ Σenv | a ∈ dom−1(p)} iff maxp(t) is of the form (b, x) ∈ Σsys;
2. fp(t) := {(a, x)} iff maxp(t) = a and τ(t|Σ′) : 〈a〉 7→ 〈x〉.
The the first item sets the process-based strategy to allow for any environment
action if the processes p are in Type-1 states; second item sets the process-based
strategy to mimic the strategy τ if processes p are in Type-2 states. Recall that
environment actions and system actions are enabled only from Type-1 states and
Type-2 states respectively.
Since τ is a distributed strategy, for any t ∈M(Σ, I) if fp(t) = {(a, x)} then for
all q ∈ dom(a), fq(t) = {(a, x)}. Therefore Playsω(T, σ) is well defined. Moreover,
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θ ∈ Playsω(T, σ) if and only if θ|Σ′ is a play that is consistent with the winning
strategy τ . This implies that Playsω(T, σ) ⊆ Θ.
Hence we conclude that σ is a process-based controller for (T,Θ). 
Lemma 5.8 If (T,Θ) has a non-blocking process-based controller then there exists
a winning, distributed strategy for Player 1 over the specification Θ′.
Proof Starting from a process-based controller σ for (T,Θ), we define a strategy
τ as follows:
for t′ ∈M(Σ′, I ′) assign τ(t′) : 〈a〉 def7→ 〈x〉 iff (a, x) ∈ ⋂p∈dom(a) fp(t′↑Σ  a).
Since σ is a process-based controller, for every play θ′ ∈ R(Σ′, I ′) that is consistent
with τ , the trace θ′↑Σ ∈ Playsω(T,Θ). From the definitions, this implies that τ is
a winning, distributed strategy for the game specification Θ′. 
With the help of Lemmas 5.7 and 5.8, we can assert the following.
Theorem 5.9 For any game Θ′ over an independence alphabet (Σ0×Σ1, I ′), one
can construct an instance (T,Θ) over a suitable independence alphabet (Σ, I) such
that there exists a winning, distributed strategy for Player 1 in Θ′ if and only if
there exists an process-based controller for (T,Θ).
Finally, we complete the picture from Figure 5.1, with the help of Theorems 5.2,
5.6 and 5.9. We demonstrate that the distributed Church’s synthesis problem in
its unrestricted and restricted variants makes for the weakest and the strongest of
classes of the distributed controller synthesis problem.
5.4 Discussion
The problem of distributed controller synthesis has been studied in various flavors,
but in most of these flavors it is undecidable even for simple classes of instances
whether there exists a distributed controller (see eg. [PR90, MT01]). In most of
these cases, the discouraging undecidability arrives as a consequence of choosing
plants and specifications in such a manner that a certain ordering of events is
required by the specifications, but the processes of the plant are unable to syn-
chronize to ensure this ordering. In other words, while the specification is over an
independence alphabet (Σ, I), the plants are agnostic of the relation I.
A number of results have also appeared that restrict the plants or the specifica-
tions in a manner that makes the problem decidable. For example, very recently
Finkbeiner-Schewe [FS13] and Fridman-Puchala [FP14] have characterized certain
structural properties of the plants that are necessary for the distributed controller
synthesis problem to be decidable. However, it boils down to near-trivial plant
architectures for the reason cited above.
Most recently, Schewe [Sch14] has presented results regarding the undecidabil-
ity of controller synthesis even for very simple recognizable ω-trace specifications,
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namely reachability and safety specifications described in simple temporal logics.
Once again this appears discouraging, but it is not surprising. This is because
plant architectures considered here are agnostic of the independence relation over
the alphabet. Even if this dissociation were to be bridged, we still observe that
it is hardly possible to construct weak asynchronous automata recognizing reach-
ability and safety languages (see Proposition 4.2); and therefore, the outlook on
synthesizing distributed safety controllers is unlikely to be any brighter.
In contrast to this, we are motivated by the observation that upon closely
coupling the specifications and the plants with respect to the independence relation
I, this problem becomes decidable for a number of interesting plant architectures.
We find a specific solutions in [MT01, GLZ04, GLZ05, MTY05, MS13] (also see
the references provided in [MWZ09]).
We therefore prefer the latter setting of considering recognizable ω-trace specifi-
cations because this is the closest to the classical settings for controller synthesis for
sequential plants with specifications given as recognizable ω-languages. To advance
this setting further, we have introduced here the definition of distributed Church’s
synthesis problem that is a generalization of that in the word case. Although
we are no closer to deciding this problem for recognizable specifications, we have
taken an important step in providing a perspective on the interrelationships of the
various flavors – viz. process-based control, action-based control, and distributed
Church’s synthesis – that are pertinent to our preferred setting.
It remains a matter of further investigation whether one can demonstrate an
equivalence between any of these problems, or obtain more refined reductions
for each level of the Borel-like hierarchy that we have presented in the previous
chapters. In the distributed Ramadge-Wonham setting, one can refine both at the
level of the asynchronous transition systems and the specifications.
Turning to the subject of solution approaches for these problems, we believe that
constructing distributed safety and reachability controllers will remain difficult for
the very reason that makes the definition of reachability and safety asynchronous
automata untenable – it is hard to decide global reachability by referring to
local reachability. However, it might still be productive to consider synthesis
problems for stronger specifications, like deterministic trace languages, which can
be characterized in terms of deterministic asynchronous automata such as those
presented in this thesis. It remains an area of future work to solve these problems
by developing algorithms that are appropriate generalizations of the standard ones,
for example, the ones for solving Büchi games over word languages.
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Concluding Remarks
The main contribution of this thesis is a two-pronged approach toward classifying
recognizable ω-trace languages in a manner that closely resembles the Borel hier-
archy of recognizable languages of ω-words. In the first approach, we introduce
and build upon the definition of synchronization aware transition systems (SATS),
which generalizes the notion of sequential transition systems. The SATS model
provides a new insight into the behaviors of asynchronous automata by explicitly
computing the amount of information exchanged at each synchronization. In the
second approach, we investigate classes of ω-trace languages by means of classes of
trace-closed ω-languages. We identify properties of ω-word languages that allow
for efficient constructions of the matching deterministic ω-automata starting from
automata over trace-closed finitary languages.
With respect to asynchronous automata, we present an algorithm to construct
an SATS equivalent to any given asynchronous transition system. From the SATS
model, we obtain a definition of deterministic, synchronization aware Büchi au-
tomata which generalizes the definition of deterministic Büchi automata over words:
(a) it characterizes the class of deterministic trace languages; (b) this language
class is closed under finite unions and intersections; and finally (c) this automaton
model gives way to semi-decidability of deterministic trace languages in the manner
of Landweber’s celebrated result on deciding the levels of recognizable ω-languages.
Furthermore, finite Boolean combinations of deterministic trace languages gener-
ates all recognizable ω-trace languages, which, as expected, are characterized by
deterministic, synchronization aware Muller automata.
Once in the domain of trace-closed languages, we introduce the notions of I-
suffix extension and I-limit-stability for finitary languages. These concepts are
vital for obtaining trace-closed recognizable ω-languages that are recognized by
specific classes of I-diamond deterministic weak and I-diamond deterministic Büchi
automata respectively. In this setting, we obtain a full Borel-like hierarchy that
classifies recognizable ω-trace languages by classifying trace-closed recognizable
ω-languages. On the other hand, we do not yet know if it is decidable whether
a given trace-closed recognizable ω-language is also recognized by an I-diamond
deterministic Büchi automaton.
It must be duly noted that the classes of deterministic Büchi recognizable
languages in the above two settings are strictly different – the former subsuming
the latter. However, just like the former class, the class of I-diamond deterministic
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Büchi recognizable trace-closed languages is expressive enough to describe all
recognizable ω-trace languages.
At the end, we make an excursion into the field of the distributed controller syn-
thesis problem. Here we recall the two distributed variants of Ramadge-Wonham
controller synthesis problem that are well known in the literature. We then in-
troduce the distributed Church’s synthesis problem and compare these varieties.
In the process, we enrich the results pertaining to the relative inclusions of the
different variants of this problem.
Open Issues
The distributed controller synthesis problem, as considered in this thesis, has
long resisted any attempts toward establishing its decidability. Progress in this
direction was the main motivation for developing the ideas regarding classifications
of recognizable ω-trace languages. It is now an endeavor to follow this trail, and
to explore whether or not a structured approach for deterministic ω-automata
can offer any insights into proving decidability or undecidability of distributed
controller synthesis problem for Ramadge-Wonham and Church variants.
Independently of the synthesis problem, it has been left open in this thesis
whether or not deterministic trace languages are a decidable subclass of recog-
nizable ω-trace languages; although we have a weaker result confirming semi-
decidability. Also, in the case of trace-closed languages, it is open whether or not
I-diamond deterministic Büchi recognizable languages are a decidable subclass
of trace-closed recognizable ω-languages. Clarifications of these questions will go
a long way toward establishing the study of recognizable ω-trace languages as a
generalization of the study of recognizable ω-languages.
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recognizable ω-language, see Recogniz-
able, ω-Language, Word
recognizable ω-trace language, see Rec-
ognizable, ω-Language, Trace
ω-Language, see also ω-Language, Trace,
see also ω-Language, Word
ω-word, see Infinite, Word
secUpdate procedure, 48
ATS, 21
dom, see Domain, ATS
Domain, 20
Infinite run, 21
Process, 20
Augmented secondary graph, 44
Causal view, 22
First-hand information, 32
Max-degree of p-synchronizations,
36
Primary information, 33
Second-hand information, 32
Secondary information, 33
Run, 21
Degree of synchronization, 35
Frontier (also, Partial frontier), 34
Secondary update (also, Ue), 35
Top (denoted >ρ), 34
Yield, 42
State, 21
Λ(H), 34
Λ(ρ), 22
Λ(e), 22
Compatible, 42
Global (denoted pi), 21
Join (denoted ⊗), 42
Local (denoted x), 20
Local infinity set, 23
Partial (denoted pi), 21
Projection (denoted C), 42
Concatenation, see also Concatenation,
Word, see Concatenation, Trace
Controller synthesis problem, 83
Action-based, 88
Church’s, 84
Distributed Church’s, 85
Process-based, 87
D-SABA, 50
Acceptance, 50
Acceptance table, 50
D-SAcBA, 57
Acceptance, 57
Acceptance table, 57
D-SAMA, 57
Acceptance, 57
Acceptance table, 57
Closed under supersets, 61
DABA, 26
Acceptance table, 26
DACA, 69
Run, 69
DACBA, 69
Acceptance, 69
DACMA, 69
Acceptance, 69
DAMA, 24
Acceptance table, 24
Closed, 24
Realizable, 25
DBA, 14
F, I-cycle closed, 76
Acceptance, 14
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Acceptance component, 14
Run, see Infinite run, DTS
Det. Asynchronous Cellular Automaton,
see DACA
Det. Asynchronous Cellular Büchi Au-
tomaton, see DACBA
Det. Asynchronous Cellular Muller Au-
tomaton, see DACMA
Det. Synchronization Aware Büchi Au-
tomaton, see D-SABA
Det. Synchronization Aware co-Büchi
Automaton, see D-SAcBA
Det. Synchronization Aware Muller Au-
tomaton, see D-SAMA
Deterministic Asynchronous Büchi Au-
tomaton, see DABA
Deterministic Asynchronous Muller Au-
tomaton, see DAMA
Deterministic Asynchronous Transition
System, see ATS
Deterministic Büchi (word) Automaton,
see DBA
Deterministic Finite Asynchronous Au-
tomaton, see DFAA
Deterministic Finite-State Automaton,
see DFA
Deterministic Muller (word) Automaton,
see DMA
Deterministic trace language, see Deter-
ministic language, Trace
Deterministic Transition System (over
words), see DTS
Deterministic Weak (word) Automaton,
see DWA
DFA, 12
I-diamond, 23
Acceptance, 12
Accepting states, 12
Language recognition, 12
Run, see Run, DTS
DFAA, 22
Acceptance, 22
DMA, 13
F , I-cycle closed, 80
Acceptance, 13
Acceptance component, 13
Closed under reachable sets, 15
Closed under supersets, 14
Language recognition, 13
Realizable state-set, 13
Run, see Infinite run, DTS
DTS, 11
Final state, 12
Infinitary set, 13
Infinite run, 12
Run, 12
DWA, 15
I-diamond, 72
Run, see Infinite run, DTS
Finite Word, see Finite, Word
Independence alphabet, 17
Infinitary set, see Infinitary set, DTS
Infinite Word, see Infinite, Word
Infix, see Infix, Word
Language, see also Language, Trace, see
also Language, Word
Prefix, see also Prefix, Word, see Prefix,
Trace
Process, see Process, ATS
SATS, 37
D mapping, 37
State
Homosynchronous set, 49
Maximal local infinity set, 49
Suffix, see Suffix, Word
Synchronization Aware Transition Sys-
tem, see SATS
Trace, 17
alph, 17
ω-Language, 19
Linearization, 19
Recognizable, 24
Concatenation, 18
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Connected, 26
Deterministic language, 28
Infinite, 17
alph, 17
alphinf, 17
Language, 19
A-infinitary limit, 28
Connected, 26
Infinitary extension, 26
Infinitary limit, 26
Linearization, 19
Operators, 19
Recognizable, 22
Linearization, 18
Morphism, 18
Prefix, 18
Strict, 18
Word
ω-Language, 10
DBA recognizable, 14
Recognizable, 13
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Concatenation, 10
Finite, 9
Infinite, 9
Infix, 10
Language, 10
I-limit-stable, 75
I-suffix extension, 71
Infinitary extension, 13
Infinitary limit, 13
Operators, 10
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Trace-closed, 18
Length, 9
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Suffix, 9
Trace equivalent, 18
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