Abstract. In this paper, using exclusively homotopy theoretical methods, we study degrees of maps between (n−2)-connected (2n−1)-dimensional Poincaré complexes which have torsion free integral homology. Necessary and sufficient algebraic conditions for the existence of map degrees between such Poincaré complexes are established.
Introduction
One of the earliest homotopy invariants for a map f : M −→ N between two closed oriented manifolds of the same dimension is its degree. The notion of degree originated from the main idea in Gauss's proofs for the fundamental theorem of algebra and was first formally formulated by Brouwer [3] for a map between spheres. Brouwer showed that the degree is a homotopy invariant, and used it to prove the Brouwer fixed point theorem. Brouwer's notion of degree in the years 1910-1912 preceded the rigorous development of homology, and used the technique of simplicial approximation. In analysis, the degree was at first defined for smooth maps f between manifolds of the same dimension as an algebraic account of the number of preimages of a regular point of f , then extended to continuous ones by using homotopy approximation by Milnor [12] .
In modern mathematics, the degree of a map plays an important role in topology and geometry, and it serves as one of main tools in establishing existence for highly nonlinear problems [15] . In physics, the degree of a continuous map is one example of a topological quantum number.
The definition of degree in terms of homology is probably the most elegant one. Consider a map f : M −→ N between closed oriented n-dimensional manifolds and the induced map in homology f * : H * (M ) −→ H * (N ). Denote by [M ] and [N ] the fundamental classes of M and N , respectively, specified by the orientation. Then the degree deg(f ) of the map f is defined to be a unique integer such that f * [M ] = deg(f ) [N ] .
Our approach in studying the degree of a map is homotopy theoretical in nature and provides a further generalisation to continuous maps between a wider class of topological spaces. For a CW -complex X, let sk n (X) denote the nth skeleton of Our approach in studying the degree of maps is novel in two senses: first, we study the degree of maps not only between manifolds but more generally between Poincaré complexes and second, we consider maps between certain family of odd dimensional (manifolds) Poincaré complexes. The methods used are predominantly homotopy theoretical and are centred around the Hilton-Milnor theorem and detailed analysis of how right multiplication distributes through addition (recall that the right distributivity law does not hold amongst continuous maps). Geometric information appearing in terms of intersection forms and linking numbers of manifolds, which are commonly used in the study of map degrees, we interpret in an analogous information about Whitehead products.
The main result gives necessary and sufficient algebraic conditions for the existence of a map degree between (n − 2)-connected Poincaré (2n − 1)-complexes. The family of all (n − 2)-connected Poincaré (2n − 1)-complexes X with the finitely generated, torsion free homology group H n−1 (X; Z) will be denoted by J n . Other notations, needed to state the theorem, are explained in Sections 2 and 3.
Theorem A. Let X, Y ∈ J n and ≥ 3. Then there is a map f : X −→ Y of degree d if and only if the system of equations
(a is a jt +a it a js )m
(a is a i+kt +a it a i+ks ) ≡ dm β st (mod 2)
a is a i+kt = dδ s,t−m for 1 ≤ s ≤ m, m + 1 ≤ t ≤ 2m
has an integral solution {a is | 1 ≤ i ≤ 2k, 1 ≤ s ≤ 2m}.
Although we are illustrating our method on maps for determining degrees of maps between (n − 2)-connected Poincaré (2n − 1)-complexes, that is not its limitation. Namely, if applied to (n − 1)-connected 2n-dimensional manifolds, it fully recovers the results of Duan and Wang [5, 6] .
In Section 6 we apply our criterium to explicitly calculate the set D(X, Y ) for certain choices of X, Y ∈ J n .
Many research has been done in attempt to classify manifolds of any type. In Section 7, we concentrate on classifying, up to homotopy equivalences, torsion free (n − 2)-connected 2n-dimensional Poincaré complexes for n ≤ 7. To do so, we use the knowledge of possible degrees of self maps. A curtail technical result is a characterisation of a homotopy equivalence as a map of degree ±1.
Poincaré complexes
2.1. Poincaré complexes: definitions and main properties. In this paper we shall consider only simply-connected CW -complexes and thus adapt the definition of Poincaré complexes to the spaces at hand. Therefore, we say that a simplyconnected CW -complex X is called a Poincaré complex of formal dimension n (Poincaré n-complex for short) if the Poincaré duality condition is satisfied, that is, if there is a class [X] ∈ H n (X; Z) such that the cap product with it induces an isomorphism
Wall [18] proved that a simply-connected CW -complex X is a Poincaré ncomplex if and only if the cap product map
is an isomorphism for all Z-modules M . The Poincaré duality condition imposes certain restrictions to a possible cup product structure on H * (X). Let R be a field. The cup product pairing
is non-singular for each k. Equivalently, the maps
induced by the cup pairing are isomorphisms. Over Z, the induced paring
is non-singular for each k, where Tors denotes the torsion part of the appropriate abelian group.
2.2.
Torsion free (n − 2)-connected Poincaré (2n − 1)-complexes. Let J n denote the family of (n − 2)-connected Poincaré (2n − 1)-complexes X with the finitely generated, torsion free homology group H n−1 (X; Z). If rank H n−1 (X; Z) = k, we shall say that the Poincaré complex X is of rank k. For X ∈ J n , letX denote the (2n − 2)-skeleton of X, that is,X = sk 2n−2 (X). Let k = rank H n−1 (X; Z). Considering the space ; Z) and H n (S n i+k ), and by e 2n−1 a generator of H 2n−1 (X; Z).
Lemma 2.1.
(1) For X ∈ J n of rank k, there is a homotopy equivalence
(2) The equivalence h can be chosen so that
that is, so that the cup product matrix of X is the identity matrix I k .
Proof.
(1) Since X ∈ J n , the first non-trivial homology group is H n−1 (X; Z) ∼ = H n (X; Z) ∼ = Z k . Using the Hurewicz isomorphism h : π n−1 (X) −→ H n−1 (X; Z), we see that the (n − 1)-skeleton sk n−1 (X) is a wedge of k spheres S n−1 . To form the n-skeleton sk n (X), some n-dimensional cells need to be attached by f :
. The homotopy type of f is determined by its degree deg(f ) ∈ Z. Any non-trivial attaching map f would produce a deg(f )-torsion class in homology. Therefore all the attaching maps are nullhomotopic, by Poincaré duality k n-dimensional cells need to be attached, and thusX
(2) We shall start by fixing homology and cohomology generators of X. First, choose (n − 1)-dimensional generators e n−1 1 , . . . , e n−1 k in the cohomology group H n−1 (X) to be dual to the homology basis {x t | t = 1, . . . , k} of H n−1 (X; Z) obtained under the inclusions ι i : S n−1 i −→ X. Using Poincaré duality, choose a basis {e n t | t = 1, . . . , k} of H n (X; Z) such that x t = e n t ∩e, where e is a fixed generator of H 2n−1 (X; Z). Dualise the basis of H n (X) to obtain the dual basis {y t | t = 1, . . . , k} of H n (X; Z), that is,
Denote by (a ij ) the cup product matrix of X, that is, e n−1 i ∪ e n j = a ij e 2n−1 for 1 ≤ i, j ≤ k. The way the cohomology generators are chosen simplifies the cup product matrix. Namely,
In other words, since x i and y i are spherical classes, there are maps ι i : S n−1 −→X and j i : S n −→X such that h = i (ι i ∨ j i ) is a homotopy equivalence. In this way we choose a cohomology basis of X for which the cup product matrix is the identity matrix I k .
Homotopy invariants of attaching maps
For torsion free (n − 2)-connected Poincaré (2n − 1)-complexes X and Y , denote by α : S 2n−2 −→X and β : S 2n−2 −→Ȳ the corresponding attaching maps of the top cell. Definition 1.1 applied to X, Y ∈ J n gives the following homotopy theoretical condition for a map f : X −→ Y to have degree d. 
where f | is the restriction of f onX.
The lemma suggests that in order to detect the degree of the map f a better understanding of the homotopy invariants of the attaching maps α and β is needed. Our main tool for describing these homotopy invariants is the Hilton-Milnor theorem (see, for example, [21, Chapter XI, pg 511]). 
, where E : Z −→ ΩΣZ is the suspension map, which is adjoint of the identity ΣZ −→ ΣZ.
The Samelson product of ι X and ι Y is the map
and add them up to get a map of the infinite wedge
Now using the universal property of the James construction [10] , form the multiplicative extensions
Finally use the multiplication of ΩΣ(X ∨ Y ) to multiply these maps and to get the Hilton-Milnor theorem which asserts the following. If X and Y are connected, then there is a weak homotopy equivalence
Of course, if X and Y are both CW-complexes then the above map is a homotopy equivalence. By induction, the Hilton-Milnor theorem naturally generalises to a decomposition of the loop space on the wedge sum of n suspension spaces
where B is a Hall basis generated by the set L = {ι X1 , . . . , ι Xn } (see for example [21, Chapter XI]).
For future reference, let us recall that the ω-Hopf-Hilton invariant (see for example [21, Chapter XI])
where q ω : ω∈B ΩΣ(ω(X 1 , . . . , X n )) −→ ΩΣ(ω(X 1 , . . . , X n )) is the projection onto the ω factor.
3.2.
Decomposing maps using the Hilton-Milnor theorem. As a corollary of the Hilton-Milnor theorem, we have the following result. [I] If n ≤ 2r, then
where
It is easy to see that
Prompted by the decomposition of the map f in the previous proposition, we shall introduce some notions which will be used throughout the paper.
For a map f :
will be called the first order homotopy invariants of f , while we shall refer to Proposition 3.3. Let X ∈ J n with a top cell attaching map
If n > 3, then α decomposes in the following way
where m α ij takes values 0 or 1 and η : S 2n−2 −→ S 2n−3 is the Hopf map.
Proof. Using Proposition 3.2, the attaching map α :
The second sum can be further decomposed in the following way.
is the cup product a ij . By Lemma 2.1, the cup product a ij is identified by δ ij . To see this, consider the mapping conẽ
n−1 (X; Z) denote the generators corresponding to S n−1 and e n j ∈ H n (X; Z) denote the generators corresponding to S n , then the cup product e n−1 i ∪ e n j represents the generator of H 2n−1 (X; Z). This shows that the coefficients m α ij are determined by the cup product matrix A = (a ij ) which is the identity matrix.
iii
Putting all these three cases together, one proves the proposition.
In this way, Proposition 3.3 shows that the complete set of homotopy invariants of α is given by
where m α ij may take values 0 or 1. Note that these invariants of α are independent and for a different choice of invariants the resulting attaching maps α are not homotopic.
Decomposing maps between Poincaré complexes
Our next aim is to study maps between the (2n − 2)-skeletons of Poincaré complexes X, Y ∈ J n . We start with a more general statement which is a direct consequence of the Hilton-Milnor theorem.
where P is = q s P ι i : ΣX i −→ ΣY s , ι i and j s are the corresponding inclusions, while p i and q s are corresponding pinch maps.
Proof. A proof is obtained as a direct application of Proposition 3.2, noting that the map P is of type [I]. (
(5) For β : ΣW −→ ΣZ and k ∈ Z, it holds
(6) Considered as a map
H is a homomorphism.
(1) For dimensional reasons, since dim ΣU is less or equal to the connectivity of ΣW ∧ W , we have that
, then H(α) is of type [I] and the statement follows by property (1).
, where ∇ is the fold map. (4) The proof is by induction on the number of summands. Property (3) establishes the base of mathematical induction. Noting that H(α) distributes from the right, as a consequence of properties (2) and (3), we have
(5) For positive k, the statement is a direct corollary of property (4). Applying properties (2) and (3) to H(α), we have
and therefore
For k ≥ 2, we get
(7) Since α[k] = kα, the property follows readily as H is a homomorphism.
. Now using the uniqueness of the Hilton-Milnor decompo-
Note that for α : S 2r−1 −→ S r , we have H(α) = H 0 (α)Id S 2r−1 where H 0 (α) ∈ Z is the Hopf invariant of α.
4.2.
The Hopf-Hilton invariant of a map with a wedge sum codomain. For the remaining of the section, let us assume that α :
is of type [I] . Therefore, Proposition 4.1 implies that
(2) Let X i and X j be spheres. Then
(1) Being of type [II], the map α :
When this decomposition is compared with the Hilton-Milnor decomposition of α, the statement follows.
The statement follows by comparing these identities, using the graded commutativity of the Whitehead products and the uniqueness of the HiltonMilnor decomposition. (3) For any topological space Z and maps f, g : ΣX i −→ ΣZ, it holds that
On the other hand,
and using the uniqueness of the Hilton-Milnor theorem, the statement follows.
We now specialise to the case when all X i 's are spheres.
i+k ) and n > 3, the following holds.
(
(1) The statement follows readily from Proposition 4.3 (1) and (2). Although the sign (−1) dim(ΣXi) dim(ΣXj ) might in general appear for some n when dim(ΣX i ) = dim(ΣX j ) that does not happen for the following reasons. On the one hand, if dim(ΣX i ) = dim(ΣX j ) = n − 1, then H ij (α) ∈ Z/2, so the sign does not matter. On the other hand, if dim(
4.3. The set of homotopy invariants of P • α. In this section we denote bȳ
s+m ) and a map between them by P :X −→Ȳ . As before, the attaching map of the top cell in X is α : S 2n−2 −→X. By Proposition 4.1, we can decomposed P as
where P is = q s P ι i : 
If we denote the generator of [ΣX i , ΣY s ] by ξ is , then P is = a is ξ is for some a is ∈ Z. Note that P is : ΣX i −→ ΣY s can be desuspended, that is, there isP is : X i −→ Y s such that P is = ΣP is . Denote byξ is the desuspension of ξ is . Using this notation, the map P can be rewritten as
We shall calculate the set of invariants of P • α consisting of
(1) the first order homotopy invariants of P • α, that is, q t P α : S 2n−2 −→ ΣY t for 1 ≤ t ≤ 2m and (2) the second order homotopy invariants of P • α, that is, M st (P • α) for 1 ≤ s < t ≤ 2m. We start by identifying the first order homotopy invariants of P • α. Fix t ∈ {1, . . . , 2m}. Then
To calculate Σ(ξ it ∧ξ jt ), we consider two cases.
(a) Let 1 ≤ t ≤ m and therefore ΣY t = S n−1 t . There are three cases.
(1) For 1 ≤ i < j ≤ k, ΣX i = ΣX j = S n−1 and therefore ξ it = ξ jt = Id S n−1 and
n−1 , ΣX j = S n and therefore ξ it = Id S n−1 and ξ jt = η. Thus we have Σ(ξ it ∧ξ jt ) = η.
(b) For m + 1 ≤ t ≤ 2m, ΣY t = S n . There are two cases:
n−1 and therefore ξ it = 0, that is,
(2) For k + 1 ≤ i < j ≤ 2k, ΣX i = ΣX j = S n and therefore ξ it = ξ jt = Id S n and Σ(ξ it ∧ξ jt ) = Id S 2n−1 . Using the fact that H ij (α) = M ij (α) for i < j and the calculation of M ij (α) in the proof of Proposition 3.3 implies that
This analsys proves the following proposition.
Proposition 4.5. The first order homotopy invariants of P • α are given by
for 1 ≤ t ≤ m and
We proceed by determining the second order homotopy invariants of P •α. Using decomposition (8) for P , we have ij = ν(i, j, s, t, n)η st for some ν(i, j, s, t, n) ∈ Z. Using this notation, we have
By a straightforward calculations, one sees that ν(i, j, s, t, n) is trivial except in the following four type of cases when ν(i, j, s, t, n) = 1.
By Proposition 4.5 and the calculated values of ν(i, j, s, t, n), the sum of the first two sums in (10) equals to 2m s=1 j s q s P α.
Using the facts that
and that
together with the uniqueness of the decomposition in Proposition 3.2, we determine the second order homotopy invariants of P • α.
Recall that P is = q s P ι i : ΣX i −→ ΣY s belongs to the cyclic group [ΣX i , ΣY s ] generated by ξ is and that P is = a is ξ is for some a is ∈ Z. Analogously,H ij (α) : S 2n−2 −→ ΣX i ∧ X j for i ≤ j belongs to a cyclic group and h α ii , m α ij denote the multiplicity of the generator which gives H ij (α). Proposition 4.6. The second order homotopy invariants of P • α are given by
for m + 1 ≤ s < t ≤ 2m.
Degrees of maps
In this section, we prove our main result which establishes necessary and sufficient algebraic conditions for existence of map degrees between torsion free (n − 2)-connected (2n − 1)-dimensional Poincaré complexes. To do so, we make a use of our definition of the degree of a map between spaces of the same dimension and with only one top dimensional cell, that is, between T n -spaces. Notice that (n − 2)-connected (2n − 1)-dimensional Poincaré complexes are examples of T 2n−1 -spaces.
Proof. The proof follows from the fact that β[d] = dβ and that all invariants are homomorphisms.
Theorem 5.2. Let X, Y ∈ J n for n > 3. Then there is a map f : X −→ Y of degree d if and only if the system of equations
Proof. By Lemma 3.1, if there is a map f :
Writing down the homotopy invariants of F • α and β[d] as described in Propositions 4.5, 4.6 and Lemma 5.1, respectively and comparing the appropriate terms, gives the required equations.
For the converse statement, recall that by (9) , the map F is determined uniquely by coefficients a ij . Therefore if the system has a solution, then that solution defines a map F such that diagram (15) commutes. Now the diagram of cofibrations
defines a map f of degree d.
Note that we may in equations (11) Moreover, if we could find all solutions of the system for a fixed d that will decide the set of homotopy classes of all functions f : X −→ Y of degree d.
Note that it was shown in [13] that [Id S n−1 , Id S n−1 ]η = 0 for n = 7 or 4 | n, so in that case equations (11) simplify.
A simple algebraic observation determines all possible degrees between certain Poincaré complexes.
Let X, Y ∈ J n such that X is of rank k and Y of rank m. For a map P :X −→Ȳ , using identity (9) define P * to be the matrix (a ij ) 2k×2m . We state some properties of P * that we will need later.
Lemma 5.3. Let X,Y and Z be from J n , P :X −→Ȳ and
Proof. By equation (8), there is
which proves (a). The rest of the proof follows by simple linear algebra arguments.
Define four corner matrices of P * of order k × m by Then equations (14) can be rewritten as the matrix equation
Proof. Recall that equations (14) of Theorem 5.2 can be written as
As rank A(P ) ≤ k < m and rank D(P ) ≤ k < m, the matrix equation does not have a solution for d = 0.
Examples
In this section we explicitly calculate D(X, Y ) for maps between particular torsion free Poincaré complexes X and Y . Start by requesting X to be of rank 1. Let α : S 2n−2 −→ S n−1 ∨ S n be the top cell attaching map of X and let β : 
The system of equations from Theorem 5.2 becomes (17)
In general it is impossible to solve this system of equations, however for particular fixed values of n, p 1 α, p 2 α, q 1 β, q 2 β one might be able to explicitly state a solution and therefore to determine precisely the set D(X, Y ) = {d ∈ Z | system (17) has a solution}.
Case 1: Let n = 4, and α, β : S 6 −→ S 3 ∨ S 4 be arbitrary attaching maps. The first order homotopy invariants of α :
7 is a Poincaré complex, then α can be written as
∪ β e 7 be another Poincaré complex where
As S 3 is an H-space, the Whitehead product [Id S 3 , Id S 3 ] is trivial. The system of equations given by Theorem 5.2 becomes (18)
Notice that η 3 has order 2. Therefore
We get the system (19)
Therefore D(X, Y ) = {d | system (19) has integral solutions (a ij )}. Let us consider some special cases.
The solution of the system implies that
Case 2:
In what follows, we should allow for the rank of X to be arbitrary, but restrict a choice of the attaching map and keep the rank of Y to be 1.
(a) If n = 7 or 4|n or if n = 7 and 4 ∤ n and there is no t ∈ N such that
(b) If n = 7, 4 ∤ n and there is t ∈ N such that tq 1 
Proof. (a) If n = 7 or 4|n then [Id S n−1 , Id S n−1 ]η = 0 (see [13] ), so the equations of Theorem 5.2 become dq 1 β = 0
Hence, necessary conditions for the existence of a map f : X −→ Y of degree d are order(q 1 β)|d and order(q 2 β)|d. Note that the order of the trivial map is 1. These conditions are sufficient as well, since for such d we may choose a 11 = d, a k+12 = 1 and a ij = 0 in other cases. This proves (a) for n = 7 or 4|n. If n = 7 and 4 ∤ n and there is no t ∈ N such that tq 1 β = [Id S n−1 , Id S n−1 ]η, then both sides of equation (11) (b) Assume that n = 7 and 4 ∤ n, so that [Id S n−1 , Id S n−1 ]η = 0. Let t 0 be a minimal t ∈ N such that t(q 1 β) = [Id S n−1 , Id S n−1 ]η. Note that order(q 1 β) = 2t 0 .
The equations of Theorem 5.2 become
Then, for the above system to have a solution, necessary conditions are
Choose such d. If d is an odd multiple of t 0 . Let 2 s be a maximal power of 2 which divides d and choose a 11 = d/2 s , a k+12 = 2 s , a k+11 = 1 and a ij = 0, otherwise, and it proves that there exists a map f : X −→ Y of degree d.
If d is an even multiple of t 0 , choose a 11 = d, a k+11 = a k+12 = 1 and a ij = 0 otherwise. All equations are satisfied, so there is a map f of degree d, which completes the proof.
Proof. (a) follows from Proposition 5.5.
(b) Let k ≥ m. In this case the equations of Theorem 5.2 become
For each d ∈ Z, the system have a solution. For example,
and a ij = 0 otherwise.
Homotopy classification of Poincaré complexes
The methods that we have developed might be used to determine the number of different homotopy types of Poincaré complexes belonging to J n with a fixed rank k. We state preliminary results. 
In the previous step, we proved that f |X being a homotopy equivalence implies that deg(f ) = ±1. Therefore,
By Lemma 3.1, there is a map h : Y −→ X of degree d extending Q and it is a homotopy inverse of f . 
It follows readily that Q is an inverse of f |X. Hence f |X is a homotopy equivalence.
In particular, for k = 1 situation simplifies and we get the following.
Corollary 7.2. Let X, Y ∈ J n be of rank 1, and let f : X −→ Y be a map between them. Then (a) A map f is a homotopy equivalence if and only if
where a 11 = ±1, a 22 = ±1 and a 21 ∈ {0, 1}. If b = h = 0, system (19) reduces to a ≡ a 22 g (mod 12). If a 22 = 1, we get X = Y . If a 22 = −1, we get a ≡ −g (mod 12). Therefore, we have 7 different homotopy types of Poincaré complexes in J 4 of rank 1 with b = 0, which are specified by a = 0, a ∈ {1, 11}, a ∈ {2, 10}, a ∈ {3, 9}, a ∈ {4, 8}, a ∈ {5, 7} and a = 6.
If b = h = 1, system (19) reduces to a 11 a + 6a 21 ≡ a 11 a 22 g (mod 12). If a 21 = 0, then a ≡ ±g (mod 12). If a 21 = 1, then a + 6 ≡ ±g (mod 12). Therefore, we have 4 different homotopy types of Poincaré complexes in J 4 of rank 1 with b = 1, determined by a ∈ {0, 6}, a ∈ {1, 5, 7, 11}, a ∈ {2, 4, 8, 10} and a ∈ {3, 9}.
To summarise, there are 11 different homotopy types of Poincaré complexes in J 4 of rank 1. Proof. For the case n = 5, the following holds (see [17] or [13] ). The homotopy groups we need are π 8 (S 4 ) = Z/2 ⊕ Z/2 with generators ν 4 η 7 and Eν ′ η 7 , which we denote by ǫ 1 , ǫ 2 , respectively, and π 8 (S 5 ) = Z/24 with a generator ν 5 + α 1 (5), which we denote by w, where ν 5 is of order 8 and α 1 (5) is of order 3.
The following relations hold.
For k = m = 1 and n = 5, let
be the attaching maps of X and Y , respectively. The equations of Theorem 5.2 become a 11 a ≡ dA (mod 2)
a 22 c ≡ dC (mod 24)
Since we are looking for a homotopy equivalence between X and Y , by Theorem 7.1 the degree d = ±1. Therefore, the last equation implies that a 11 = ±1 and a 22 = ±1. The first equation implies that a = A.
The system reduced to the following two equations
If c is even, then a 21 can be whatever it has to be to satisfy the first equation and we are left with c ≡ ±C (mod 24).
There are 7 various values for c even, which are not mutually equivalent, with 2 possible values for a in each case. This gives that for c even, there are 14 different homotopy types of Poincaré complexes in J 5 of rank 1.
For c odd and a 11 = 1, the system of equations become b = B and c = C. Therefore, α = β giving a homotopy type which has been already counted.
For c odd and a 11 = −1, the system of equations become
Note that the equations uniquely determine β and since c is odd, c = −C guarantees that α = β.
Therefore, for c odd, there is exactly one other value for β, so that α and β give homotopy equivalent Poincaré complexes.
Hence, for c odd, there are exactly 24 different homotopy types of Poincaré complexes in J 5 of rank 1.
Theorem 7.5. Every Poincaré complex in J 6 of rank k is homotopy equivalent to
Proof. In this case we have π 10 (S 5 ) = Z/2 generated by ν 5 η 2 8 , π 10 (S 6 ) = 0, and
is the top cell attaching map of X = (S 5 × S 6 ) #k . Let
be a top cell attaching map of some other Poincaré complex Y from J 6 of rank k. Theorem 7.1 implies that there is a homotopy equivalence h : X −→ Y since system (17) has a solution (a ij ) when assume that the degree d = 1. The homotopy equivalence h is determined by
Therefore, there is only one homotopy type of Poincaré complexes in J 6 of rank k, namely (
as for each d ∈ Z we have a map of degree d defined by
Now, consider the case n = 7. In this case, π 12 (S 6 ) = Z/2 generated by ν Note that this definition is a natural homotopy theoretical generalisation of the classical connected sum operation between manifolds.
Define W k and Z k as Poincaré complexes in J 7 of rank k by Proof. Part (a) follows directly from the previous lemma when |{i|p i α = 0}| = 0. For part (b), assume X = Z k and r = |{s|q s β = 0}| > 1. Therefore
and assume, using the previous lemma, that all m Regarding maps between Z k and W k , equations (12) give that for a map P :Z k −→ W k coefficients a 11 , a 12 , ..., a 1k have to be even. Then det A(P ) is even and because It satisfies all equations of Theorem 5.2 and extends to a map between Z k and W k of degree d.
Proof of Theorem 7.7. The above analysis determines all different homotopy types of Poincaré complexes in J 7 of rank k.
