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Abstract
We investigate the initial-boundary problem{
ut = u + f (u) in Ω × (0,∞),
u = 0 on ∂Ω × (0,∞),
u(x,0) = ρϕ(x) in Ω,
where Ω is a bounded domain in RN with a smooth boundary ∂Ω , ρ > 0, ϕ(x) is a nonnegative continuous function on Ω ,
f (u) is a nonnegative superlinear continuous function on [0,∞). We show that the life span (or blow-up time) of the solution of
this problem, denoted by T (ρ), satisfies T (ρ) = ∫∞ρ‖ϕ‖∞ duf (u) + h.o.t. as ρ → ∞. Moreover, when the maximum of ϕ is attained
at a finite number of points in Ω , we can determine the higher-order term of T (ρ) which depends on the minimal value of |ϕ| at
the maximal points of ϕ. The proof is based on a careful construction of a supersolution and a subsolution.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the initial-boundary value problem⎧⎨
⎩
ut = u + f (u) in Ω × (0,∞),
u = 0 on ∂Ω × (0,∞),
u(x,0) = ρϕ(x) in Ω,
(1)
where Ω is a bounded domain in RN with a smooth boundary ∂Ω , ρ > 0 is a parameter, and ϕ(x) is a nonnegative
continuous function on Ω . Throughout this paper, we assume that the nonlinearity f (u) satisfies the assumptions
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⎪⎪⎪⎪⎪⎩
(i) f (u) ∈ C2((0,∞))∩ C([0,∞)),
(ii) f (u), f ′(u), f ′′(u) > 0 for all u > 0,
(iii)
∞∫
1
du
f (u)
< ∞.
(2)
Under the assumptions (2), it is well known that the solution of the problem (1) may blow up at finite time. Typical
examples of such nonlinearity f are up, eu and (u + 1){log(u + 1)}p . It is easy to see that the assumptions (2) imply
that
lim
u→∞
f (u)
u
= ∞, (3)
and an invertible function F(u) is defined by F(u) := ∫∞
u
dz
f (z)
. Let M be the maximum of ϕ on Ω and B(ϕ) be the
set of maximal points of ϕ.
We denote by T (ρ) the maximal existence time of a classical solution of the problem (1), and we call T (ρ) the life
span of u. If T (ρ) is finite, then T (ρ) is equal to the blow-up time. In this paper, we consider the behavior of T (ρ) as
ρ → ∞.
Since the pioneering work of Fujita [2], the blow-up of solutions of the problem (1) has been studied extensively
for the nonlinearity f (u) = up . Among others, Friedman and Lacey [1] gave a result on the life span of solutions
of (1) in the case of small diffusion. Subsequently, Gui and Wang [3], Lee and Ni [4] obtained a leading term of the
expansion of T (ρ) as ρ  ∞. They proved that T (ρ) is expanded as
T (ρ) = 1
p − 1M
1−pρ1−p + o(ρ1−p)
as ρ → ∞. Later, Mizoguchi and Yanagida [5] extended the result and determined the second term of the expansion
of T (ρ) as ρ  ∞. They proved that when ϕ attains the maximum at only one point a ∈ Ω , T (ρ) is expanded as
T (ρ) = 1
p − 1M
1−pρ1−p + 2
p − 1M
2(1−p)−1∣∣ϕ(a)∣∣ρ2(1−p) + o(ρ2(1−p))
as ρ → ∞. Moreover, Mizoguchi and Yanagida [6] extended the result on the life span of solutions of (1) in the case
of small diffusion. Recently, Payne and Schaefer [7] obtained a lower bound for the life span of solutions of (1) with
general initial data and nonlinearity f (u).
The aim of this paper is to extend the results on the life span to more general nonlinearity f satisfying (2). Our first
result is concerning the leading term of T (ρ) as ρ → ∞.
Theorem 1. Suppose that ϕ satisfies ϕ ∈ C2(Ω) ∩ C(Ω), ϕ > 0, ϕ 	≡ 0 and ϕ(x)|∂Ω = 0. Then for any  > 0, there
exists a constant ρ0 such that if ρ  ρ0, then the life span T (ρ) of the solution of (1) satisfies
F(ρM) T (ρ) (1 + )F (ρM).
We note that the leading term of T (ρ) as ρ → ∞ is exactly equal to the life span of the solution of the initial value
problem
zt (t) = f
(
z(t)
)
, t > 0, z(0) = ρM.
This implies that the diffusion term has an effect only on higher-order terms of T (ρ) as ρ → ∞.
In order to determine the second term, we need more detailed behavior of f, f ′ and F for large u > 0. In order to
state a result on the second-order term, we introduce the following additional conditions on the nonlinearity f :⎧⎪⎪⎨
⎪⎪⎩
(i) lim
u→∞
u1+βf ′(u)
f (u)1+β
= 0 for all β > 0,
(ii)
d
du
(
f (u)
u loguα
)
 0 for some α > 2 and all sufficiently large u.
(4)
We see from those assumptions that
S. Sato / J. Math. Anal. Appl. 343 (2008) 1061–1074 1063F(u) 1
α − 1
u logu
f (u)
for large u, lim
u→∞
uF(u)γ f ′(u)
f (u)
= 0 for all γ > 0,
lim
u→∞
u
F(u)γ f (u)
= 0 for all 0 < γ < 1.
We note that the functions up, eu and (u + 1){log(u + 1)}p satisfy (2), and the functions up (p > 1), eu satisfy (4),
but the function (u + 1){log(u + 1)}p satisfies (4) if and only if p > 2.
Under the assumptions (4), we can determine the second-order term of T (ρ) as ρ → ∞.
Theorem 2. Assume that the assumptions (4) hold. Assume that ϕ satisfies the same conditions as in Theorem 1, and
in addition, B(ϕ) consists of a finite number of points and (D2ϕ(a)x, x) < 0 for all x ∈RN \ {0} and a ∈ B(ϕ), where
D2ϕ(a) = ( ∂2ϕ
∂xi∂xj
(a))i,j=N . Then the life span of the solution of (1) satisfies
T (ρ) = F(ρM) + min
a∈B(ϕ)
∣∣ϕ(a)∣∣ρf (ρM)−1F(ρM) + o(ρf (ρM)−1F(ρM))
as ρ → ∞.
As in [5], we also consider the case where a peak of ϕ is flat. In this case the higher-order term becomes exponen-
tially small as follows.
Theorem 3. Assume the same conditions as in Theorem 1. Furthermore assume that there is a point a ∈ Ω and a
constant d > 0 such that {x ∈RN ; |x − a| d} ⊂ B(ϕ). Then the life span of the solution of (1) satisfies
T (ρ) = F(ρM) + o(exp(−CF(ρM)−1))
as ρ → ∞ with some constant C > 0.
Since the function up satisfies (2) and (4), Theorems 1–3 generalize the results in [5,6]. We note that our method
works also for the Cauchy problem on the whole space. In fact, we can show exactly the same results.
In order to prove Theorems 1–3, we employ the scaling
v(x, s) = ρ−1u(x, t), s = F(ρM)−1t. (5)
By using this scaling, we see that v satisfies⎧⎪⎨
⎪⎩
vs = F(ρM)v + ρ−1F(ρM)f (ρv) in Ω × (0,∞),
v = 0 on ∂Ω × (0,∞),
v(x,0) = ϕ(x) in Ω.
(6)
We consider this problem as the case of small diffusion and employ the idea of [6]. However, due to the lack of scaling
invariance, the arguments of [6] do not apply directly to general f . Moreover, in [6], to construct the subsolution, they
use the fact that the solution of ut = up with the initial data u(0) = 0 is identically equal 0. However, since we do
not assume f (0) = 0, the solution of ut = f (u) with the initial data u(0) = 0 may be positive for t > 0. In order to
overcome these difficulties, we derive a positive lower estimate of solutions and modify arguments of [6] considerably
to obtain the estimate of T (ρ).
This paper is organized as follows: In Section 2 we give some preliminary estimates of solutions and use those
estimates to obtain upper estimates of the life span. In Section 3 we complete the proofs of Theorems 1 and 3. In
Section 4 we derive upper and lower estimates of the life span which give the proof of Theorem 2.
2. Preliminaries
In this section we give some preliminary results which will be used to obtain upper estimates of the life span.
By using the scaling (5), v satisfies the problem (6). We denote by S(ρ) the life span of the solution v of (6). Let
q(s;α) be the solution of the initial value problem
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qs(s;α) = ρ−1F(ρM)f
(
ρq(s;α)), s > 0,
q(0;α) = α, (7)
and Q(α) be the life span of the solution q(s;α). Then we have
q(s;α) = ρ−1F−1(F(ρα) − F(ρM)s), 0 s Q(α) = F(ρM)−1F(ρα),
Let Gρ,Ω(x, y; s) be the Green function of the Dirichlet problem{
Vs = F(ρM)V in Ω × (0,∞),
V = 0 on ∂Ω × (0,∞). (8)
Comparing Gρ,Ω(x, y; s) with the fundamental solution Gρ,RN (x; s) of Vs = F(ρM)V in RN , we have
0 < Gρ,Ω(x, y; s) < Gρ,RN (x − y; s) :=
1
(4πF(ρM)s)N/2
exp
(
− |x − y|
2
4F(ρM)s
)
(9)
for all (x, y, s) ∈ Ω × Ω × (0,∞). Now for large ρ, we obtain a lower estimate of Gρ,Ω(x, y; s) by using
[7, Lemma 2.1].
Lemma 4. For any a ∈ Ω,τ > 0, there exist constants C, α, ρ0 > 0 such that if ρ0  ρ, then the Green function
Gρ,Ω(x, y; s) of (8) satisfies
Gρ,Ω(x, y; s)
{
1 − exp(−CF(ρM)−1)}Gρ,RN (x − y; s) (10)
for all (x, y, s) ∈ Ba,α × Bx,α × (0, τ ), where Ba,α := {x ∈RN ; |x − a| < α}.
By using Lemma 4, we obtain a lower estimate of the solution of (6) near the maximal point of ϕ.
Lemma 5. Assume the same conditions as in Theorem 1 and ϕ(a) = M . Then for any τ > 0, there exist constants α,
β , ρ1 > 0 such that if ρ  ρ1, the solution v of (6) satisfies v(x, s) > β in Ba,α ⊂ Ω for 0 < s < min(τ, S(ρ)).
Proof. We take δ > 0 such that Ba,δ ⊂ Ω and ϕ(x) M/2 in Ba,δ . By using the representation formula and the
nonnegativity of ϕ and Gρ,Ω , we have
v(x, s)
∫
Ω
ϕ(y)Gρ,Ω(x, y; s) dy 
∫
Ba,δ
ϕ(y)Gρ,Ω(x, y; s) dy.
By Lemma 4, there exist constants C0, α, ρ0 > 0 with α < δ/2 such that if ρ > ρ0, then (10) holds for (x, y, s) ∈
Ba,α × Bx,α × (0, τ ). Hence we obtain∫
Ba,δ
ϕ(y)Gρ,Ω(x, y; s) dy  M2
{
1 − exp(−C0F(ρM)−1)}
∫
Bx,α
Gρ,RN (x − y; s) dy
for (x, s) ∈ Ba,α × (0, τ ). On the other hand, we have
0 <
∫
RN\Bx,α
Gρ,RN (x − y; s) dy < 2N/2 exp
(
− α
2
8F(ρM)s
) ∫
RN
Gρ,RN (x − y;2s) dy
= 2N/2 exp
(
− α
2
8F(ρM)s
)
. (11)
Thus we obtain
v(x, s) M
2
{
1 − exp(−C0F(ρM)−1)} ·
{
1 − 2N/2 exp
(
− α
2
8F(ρM)τ
)}
.
Consequently, if ρ > 0 is sufficiently large, then there is constant β > 0 such that v(x, s) > β . This completes the
proof. 
S. Sato / J. Math. Anal. Appl. 343 (2008) 1061–1074 10653. Proofs of Theorems 1 and 3
In this section we first prove Theorem 1.
Proof of Theorem 1. Since the life span S(ρ) of the solution v of (6) satisfies S(ρ) = F(ρM)−1T (ρ), and S(ρ)
Q(M) = 1 by comparing with q(s;M), it suffices to show lim supρ→∞ S(ρ) 1.
We may assume without loss of generality 0 ∈ B(ϕ). We take any τ > 1 and fix it. By Lemma 5, there exist a ball
D ⊂ Ω centered at the origin and β , ρ1 > 0 such that if ρ > ρ1, then v(x, s) > β in D for 0 < s < min(τ, S(ρ)). By
the assumptions for ϕ of Theorem 1, there are constants C > 0 and δ > 0 such that Bδ := {x ∈ RN ; |x|  δ} ⊂ D
and β  M − C|x|2  ϕ(x)  M for x ∈ Bδ . Let ϕ(r) be a continuous decreasing function on [0,∞) satisfying
0 ϕ(|x|) ϕ(x) in D and ϕ(r) ≡ M − Cr2 in [0, δ).
Let v be a solution of⎧⎪⎨
⎪⎩
vs = F(ρM)v + ρ−1F(ρM)f (ρv) in D × (0,∞),
v = β on ∂D × (0,∞),
v(x,0) = ϕ(|x|) in D.
(12)
We have v(x, s)  β on ∂D, and hence v(x, s)  v(x, s) holds in D for 0 < s < min(τ, S(ρ)) by the comparison
principle.
Let V˜ be a solution of⎧⎪⎨
⎪⎩
V˜s = F(ρM)V˜ in D × (0,∞),
V˜ (x, s) = 0 on ∂D × (0,∞),
V˜ (x,0) = ϕ(|x|) in D,
(13)
and put
v˜(x, s) := q(s; V˜ (x, s)).
We denote by S˜(ρ) the life span of v˜. The function v˜(x, s) is bounded at (x0, s0) if and only if F(ρV˜ (x0, s0)) >
F(ρM)s0. This implies
S˜(ρ) = sup{s > 0; F(ρM)−1F (ρ∥∥V˜ (·, σ )∥∥
L∞(D)
)
> σ for σ ∈ (0, s)}. (14)
Since we have
qα(s;α) := ∂q
∂α
(s;α) = f (F−1(F(ρα) − F(ρM)s))f (ρα)−1 > 0
and
qαα(s;α) = ρf
(
F−1
(
F(ρα) − F(ρM)s))f (ρα)−2 · (f ′(F−1(F(ρα) − F(ρM)s))− f ′(ρα)) 0,
we see
v˜s(x, s) − F(ρM)v˜(x, s) − ρ−1F(ρM)f
(
ρv˜(x, s)
)
= qs
(
s; V˜ (x, s))+ qα(s; V˜ (x, s))V˜s(x, s) − F(ρM)qαα(s; V˜ (x, s))∣∣∇V˜ (x, s)∣∣2
− F(ρM)qα
(
s; V˜ (x, s))V˜ (x, s) − ρ−1F(ρM)f (ρq(s; V˜ (x, s))) 0.
Moreover, we have v˜(x, s) → 0 as ρ → ∞ uniformly in (x, s) ∈ ∂D × (0, τ ). Thus, if ρ > 0 is sufficiently large, we
derive v˜(x, s) β on ∂D × (0, τ ). Hence, if ρ > 0 is sufficiently large, v˜ is a subsolution of (12). Since 0 v˜(x, s)
v(x, s) v(x, s) in D, for 0 < s < min(τ, S(ρ)) by the comparison principle, we obtain S(ρ) S˜(ρ). Thus it suffices
to show that lim supρ→∞ S˜(ρ) 1.
Let us estimate ‖V˜ (·, σ )‖L∞(D), which must be attained at the origin by the choice of ϕ. Let ρ1 > 0 be a sufficiently
large number. Then, by applying Lemma 4, there is a constant C˜ such that if ρ  ρ1 and δ > 0 is sufficiently small,
then (10) with Ω = D and x = 0 holds for (y, s) ∈ B × (0, τ ). Hence, by (13), we obtain
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L∞(D) = V˜ (0, s) =
∫
Bδ
ϕ(y)Gρ,D(0, y; s) dy +
∫
D\Bδ
ϕ(y)Gρ,D(0, y; s) dy

{
1 − exp(−C˜F (ρM)−1)}∫
Bδ
(
M − C|y|2)Gρ,RN (y; s) dy
for s ∈ (0, τ ). Here we have∫
Bδ
Gρ,RN (y; s) dy = 1 − O
(
exp
(
− δ
2
8F(ρM)s
))
as ρ → ∞ in the same manner as (11) and∫
Bδ
|y|2Gρ,RN (y; s) dy =
(
4F(ρM)s
)
π−N/2
∫
B
(4F(ρM)s)−1/2δ
|y|2 exp(−|y|2)dy

(
4F(ρM)s
)
π−N/2
∫
RN
|y|2 exp(−|y|2)dy  2NF(ρM)s.
Thus, if ρ1 > 0 is sufficiently large, there exists a constant C > 0 such that if ρ  ρ1, then ‖V˜ (·, s)‖L∞(D) M −
CF(ρM) for s ∈ (0, τ ).
By this estimate, if ρ > 0 is sufficiently large, then
F(ρM)−1F
(
ρ
∥∥V˜ (·, s)∥∥
L∞(D)
)
 F(ρM)−1F
(
ρ
(
M − CF(ρM))) 1 + Cρf (ρ(M − CF(ρM)))−1
for s ∈ (0, τ ). By (3),
ρf
(
ρ
(
M − CF(ρM)))−1 = (M − CF(ρM))−1ρ(M − CF(ρM)) · f (ρ(M − CF(ρM)))−1 → 0
as ρ → ∞. Thus, we have 1 + Cρf (ρ(M − CF(ρM)))−1 < τ if ρ > 0 is sufficiently large. Therefore, if ρ > 0 is
sufficiently large, we obtain
F(ρM)−1F
(
ρ
∥∥V˜ (·,1 + Cρf (ρ(M − CF(ρM))))∥∥
L∞(D)
)
 1 + Cρf (ρ(M − CF(ρM)))−1.
By (14), this implies S˜(ρ)  1 + Cρf (ρ(M − CF(ρM)))−1. This inequality together with (3) implies
lim supρ→∞ S˜(ρ) 1. This completes the proof of Theorem 1. 
In order to prove Theorem 3, we adopt the same approach as the proof of Theorem 1, so we will state the outline
of proof of Theorem 3 by using the same notation.
Outline of proof of Theorem 3. Since the life span S(ρ) of the solution v of (6) satisfies S(ρ) = F(ρM)−1T (ρ), it
suffices to prove
S˜(ρ) 1 + o(exp(−CF(ρM)−1)) (15)
as ρ → ∞ with some constant C > 0. By the assumptions of Theorem 3, there is a constant d > 0 with Bd := {x ∈R;
|x| d} ⊂ Ω such that ϕ(r) ≡ M in [0, d). Then, for each fixed τ > 0, there exist constants ρ0 > 0 and C˜ > 0 such
that if ρ  ρ0, then
∥∥V˜ (·, s)∥∥
L∞(D) M
{
1 − exp(−C˜F (ρM)−1)} · {1 − 2N/2 exp(− d2
8F(ρM)−1s
)}
for s ∈ (0, τ ). This implies that ‖V˜ (·, s)‖L∞(D) M − C˜1 exp(−C˜2F(ρM)−1) for s ∈ (0, τ ) with some constants
C˜1, C˜2 > 0.
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F(ρM)−1F
(
ρ
∥∥V˜ (·, s)∥∥
L∞(D)
)
 1 + C˜1ρF(ρM)−1 exp
(−C˜2F(ρM)−1)f (ρM)−1
for s ∈ (0, τ ). Since 1 + C˜1ρF(ρM)−1 exp(−C˜2F(ρM)−1)f (ρM)−1 < τ for large ρ, we obtain
F(ρM)−1F
(
ρ
∥∥V˜ (·, s0)∥∥L∞(D))< s0
at
s0 = 1 + C˜1ρF(ρM)−1 exp
(−C˜2F(ρM)−1)f (ρM)−1.
By (14), this implies
S˜(ρ) 1 + C˜1ρF(ρM)−1 exp
(−C˜2F(ρM)−1)f (ρM)−1.
Since we have ρf (ρM)−1 = M−1ρMf (ρM)−1 → 0 as ρ → ∞, we obtain (15) as ρ → ∞ with some constant
C > 0. This completes the proof. 
4. Proof of Theorem 2
In this section we prove Theorem 2 by deriving upper and lower estimates of T (ρ). We first give an upper estimate.
Proposition 6. Assume the same conditions as in Theorem 2. Then
T (ρ) F(ρM) + min
a∈B(ϕ)
∣∣ϕ(a)∣∣ρf (ρM)−1F(ρM) + o(ρf (ρM)−1F(ρM))
as ρ → ∞.
Proof. We assume without loss of generality that 0 ∈ B(ϕ) and |ϕ(0)| = mina∈B(ϕ)|ϕ(a)|. The proof proceeds in
a similar manner to that for Theorem 1, so we will use the same notation in the following. Since the life span of S(ρ)
of the solution v of (6) satisfies S(ρ) = F(ρM)−1T (ρ), it suffices to prove
S(ρ) 1 + min
a∈B(ϕ)
∣∣ϕ(a)∣∣ρf (ρM)−1 + o(ρf (ρM)−1)
as ρ → ∞.
We take any τ > 1 and fix it. By Lemma 5, there exist a ball D ⊂ Ω centered at the origin and constants β , ρ1 > 0
such that if ρ  ρ1, then v(x, s) > β in D for 0 < s < min(τ, S(ρ)). For each μ > 0, there is a sufficiently small δμ > 0
such that Bμ := {x ∈RN ; |x| δμ} ⊂ Ω and β M+ 12 (Hx,x)−μ|x|2  ϕ(x) in Bμ, where H = ( ∂
2ϕ
∂xi∂xj
(0))i,j=N .
Take a smooth function ϕ˜(x) on D that is continuous, symmetric with respect to the origin, decreasing in xi for all
i = 1, . . . ,N , and satisfies β  ϕ˜(x) ϕ(x) in D and ϕ˜(x) = M + 12 (Hx,x) − μ|x|2 in Bμ.
Let v and V˜ be solutions of (12) and (13), respectively, and define
v˜(x, s) := q(s; V˜ (x, s))= ρ−1F−1(F (ρV˜ (x, s))− F(ρM)s).
Then, as in the proof of Theorem 1, we have v˜(x, s) v(x, s) v(x, s) in D for 0 < s < min(τ, S(ρ)). Hence the life
span S˜(ρ) of v˜ satisfies S(ρ) S˜(ρ). Therefore it suffices to prove
S˜(ρ) 1 + ∣∣ϕ(0)∣∣ρf (ρM)−1 + o(ρf (ρM)−1) (16)
as ρ → ∞.
By (14), S˜(ρ) satisfies
S˜(ρ) = F(ρM)−1F (ρ∥∥V˜ (·, S˜(ρ))∥∥
L∞(D)
)
. (17)
Let us estimate ‖V˜ (·, S˜(ρ))‖L∞(D), which must be attained at the origin by the choice of ϕ˜. Take ρ1 > 0 sufficiently
large and δμ > 0 sufficiently small. Then, by Lemma 4, there is a constant C0 > 0 such that if ρ > ρ1, then (10) with
Ω = D, x = 0 and s = S˜(ρ) holds in Bμ. Hence we have
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L∞(D) = V˜
(
0, S˜(ρ)
)= ∫
Bμ
ϕ(y)Gρ,D
(
0, y; S˜(ρ))dy + ∫
D\Bμ
ϕ(y)Gρ,D
(
0, y; S˜(ρ))dy

{
1 − exp(−C0F(ρM)−1)}
∫
Bμ
{
M + 1
2
(Hy,y) − μ|y|2
}
Gρ,RN
(
y; S˜(ρ))dy.
Thus we obtain
∥∥V˜ (·, S˜(ρ))∥∥
L∞(D) 
{
1 − exp(−C0F(ρM)−1)} ·
{
MI1(ρ) + 12I2(ρ) − μI3(ρ)
}
, (18)
where
I1(ρ) =
∫
Bμ
Gρ,RN
(
y; S˜(ρ))dy, I2(ρ) =
∫
Bμ
(Hy,y)Gρ,RN
(
y; S˜(ρ))dy,
I3(ρ) =
∫
Bμ
|y|2Gρ,RN
(
y; S˜(ρ))dy.
Let us estimate I1, I2, I3. We have∫
RN
Gρ,RN
(
y; S˜(ρ))dy = 1,
∫
RN
(Hy,y)Gρ,RN
(
y; S˜(ρ))dy = F(ρM)S˜(ρ) trH 1
(4π)N/2
∫
RN
y21 exp
(
−|y|
2
4
)
dy = −2∣∣ϕ(0)∣∣F(ρM)S˜(ρ),
∫
RN
|y|2Gρ,RN
(
y; S˜(ρ))dy = 2NF(ρM)S˜(ρ).
On the other hand, we have∫
RN\Bμ
Gρ,RN
(
y; S˜(ρ))dy = O(exp(− δμ
8F(ρM)S0
))
,
∫
RN\Bμ
(Hy,y)Gρ,RN
(
y; S˜(ρ))dy = O(exp(− δμ
8F(ρM)S0
))
,
∫
RN\Bμ
|y|2Gρ,RN
(
y; S˜(ρ))dy = O(exp(− δμ
8F(ρM)S0
))
as ρ → ∞ in a similar manner to (11), where the constant S0 satisfies S˜(ρ) S0 < ∞ (ρ  ρ1). Thus, from the above
computation, we see that
I1(ρ) = 1 − O
(
exp
(
− δμ
8F(ρM)S0
))
,
I2(ρ) = −2
∣∣ϕ(0)∣∣F(ρM)S˜(ρ) − O(exp(− δμ
8F(ρM)S0
))
,
I3(ρ) = 2NF(ρM)S˜(ρ) − O
(
exp
(
− δμ
8F(ρM)S0
))
as ρ → ∞.
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∥∥V˜ (·, S˜(ρ))∥∥
L∞(D) M −
(∣∣ϕ(0)∣∣+ 2Nμ)F(ρM)S˜(ρ) − O(exp(− δμ
8F(ρM)S0
))
as ρ → ∞. This implies that if ρ > 0 is sufficiently large, then∥∥V˜ (·, S˜(ρ))∥∥
L∞(D) M −
(∣∣ϕ(0)∣∣+ C1μ)F(ρM)S˜(ρ)
with some C1 > 0 independent of large ρ and small μ. Since S˜(ρ) → 1 as ρ → ∞, we see that if ρ > 0 is sufficiently
large, then∥∥V˜ (·, S˜(ρ))∥∥
L∞(D) M −
(∣∣ϕ(0)∣∣+ C2μ)F(ρM)
with some C2 > 0 independent of large ρ and small μ. By (17), we have
S˜(ρ) F(ρM)−1F
(
ρ
{
M − (∣∣ϕ(0)∣∣+ C2μ)F(ρM)}).
Since
F
(
ρ
{
M − (∣∣ϕ(0)∣∣+ C2μ)F(ρM)}) F(ρM) + (∣∣ϕ(0)∣∣+ C2μ)
· ρf (ρ{M − (∣∣ϕ(0)∣∣+ C2μ)F(ρM)})−1F(ρM),
we obtain
S˜(ρ) 1 + (∣∣ϕ(0)∣∣+ C2μ)ρf (ρ{M − (∣∣ϕ(0)∣∣+ C2μ)F(ρM)})−1.
Let us consider the behavior of f (ρ{M − (|ϕ(0)| + C2μ)F(ρM)})−1 as ρ → ∞. Since
F(u) =
∞∫
u
dz
f (z)
=
∞∫
u
z log zα
f (z)
dz
z log zα
 u logu
α
f (u)
∞∫
u
dz
z log zα
= 1
α − 1
u logu
f (u)
for sufficiently large u > 0 by the assumption (4)(ii), we have
lim
u→∞
uF(u)γ f ′(u)
f (u)
 Cα,γ lim
u→∞
u1+γ loguγ f ′(u)
f (u)1+γ
= Cα,γ lim
u→∞
(
u loguα
f (u)
) γ
α u1+(1− 1α )γ f ′(u)
f (u)1+(1− 1α )γ
= 0
for all γ > 0. Hence, it follows that
0 1 − f (ρ{M − (|ϕ(0)| + C2μ)F(ρM)})
f (ρM)
 ρ(|ϕ(0)| + C2μ)F(ρM)f
′(ρM)
f (ρM)
→ 0
as ρ → ∞. Consequently, this implies that
S˜(ρ) 1 + (∣∣ϕ(0)∣∣+ C3μ)ρf (ρM)−1
with some C3 > 0. Since μ > 0 is arbitrary, we obtain (16). This completes the proof of Proposition 6. 
We next give a lower estimate of the life span.
Proposition 7. Assume the same conditions as in Theorem 2. Then
T (ρ) F(ρM) + min
a∈B(ϕ)
∣∣ϕ(a)∣∣ρf (ρM)−1F(ρM) + o(ρf (ρM)−1F(ρM))
as ρ → ∞.
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Let ψ(x) be a function on RN given by
ψ(x) = ϕ(x) in Ω, ψ(x) = 0 in RN \ Ω,
and consider the Cauchy problem{
ut = u + f (u) in RN × (0,∞),
u(x,0) = ρψ(x) in RN. (19)
We denote by T (ρ) the life span of the solution u(x, t). Since u(x, t) u(x, t) in Ω × (0, T (ρ)) by the comparison
principle, we have T (ρ) T (ρ) for each ρ > 0.
For a solution u of (19), we put
v(y, s) = ρ−1u(x, t), y = F(ρM)−1/2x, s = F(ρM)−1t.
Then v satisfies{
vs = v + ρ−1F(ρM)f (ρv) in RN × (0,∞),
v(y,0) = ψ(F(ρM)1/2y) in RN. (20)
We denote by S(ρ) the life span of the solution v for (20). Since S(ρ) = F(ρM)−1T (ρ), we have S(ρ) 
F(ρM)−1T (ρ).
We fix μ > 0 small enough. Then, by the assumptions of Theorem 2, there are constants δ = δ(μ), d = d(μ) > 0
such that
ψ(x)M + 1
2
(1 − μ)(H(a)(x − a), (x − a)) for |x − a| δ,
for all a ∈ B(ϕ), where H(a) = ( ∂2ϕ
∂xi∂xj
(a))i,j=N , and
ψ(x)M − d for x ∈RN \
⋃
a∈B(ϕ)
{
x ∈RN ; |x − a| δ/2}.
These inequalities are equivalent to
ψ
(
F(ρM)1/2y
)
M + 1
2
(1 − μ)F(ρM)(H(a)(y − F(ρM)−1/2a), y − F(ρM)−1/2a)
for
∣∣y − F(ρM)−1/2a∣∣ F(ρM)−1/2δ
for all B(ϕ), and
ψ
(
F(ρM)1/2y
)
M − d for y ∈RN \
⋃
a∈B(ϕ)
{
y ∈RN ; ∣∣y − F(ρM)−1/2a∣∣ F(ρM)−1/2δ/2},
respectively. Let ψ˜(y) be any positive continuous function on RN satisfying
ψ˜(y) ≡ M + 1
2
(1 − μ)F(ρM)(H(a)(y − F(ρM)−1/2a), y − F(ρM)−1/2a) for y ∈ B(a,3/2, ρ)
and
M − C0F(ρM)
α
2(α−1)  ψ˜(y)M − C1F(ρM)
α
2(α−1) for y ∈RN \
⋃
a∈B(ϕ)
B(a,1/2, ρ)
with some C0,C1 > 0. Here
B(a, r, ρ) := {y ∈RN ; ∣∣y − F(ρM)−1/2a∣∣ rF (ρM)− α−24(α−1) }.
Then we have ψ(F(ρM)1/2y) ψ˜(y) in RN if ρ > 0 is sufficiently large.
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data ψ˜(y). We denote by S˜(ρ) the life span of v˜. Since 0  v(y, s)  v˜(y, s) in RN × (0, S˜(ρ)) by the comparison
principle, we have S(ρ) S˜(ρ). This implies F(ρM)−1T (ρ) S˜(ρ).
Putting m = M − C0F(ρM)
α
2(α−1) , we obtain q(s;m)  v˜(y, s)  q(s;M) in RN for 0 < s < Q(M) = 1 by the
comparison principle, where Q(M) is the life span of the solution q(s;M). We have
ρ−1F(ρM)
{
f
(
ρq(s;M))− f (ρv˜(y, s))} F(ρM)f ′(ρv˜(y, s))(q(s;M) − v˜(y, s))
 F(ρM)f ′
(
ρq(s;m))(q(s;M) − v˜(y, s)).
Hence V˜ (y, s) := q(s;M) − v˜(y, s) satisfies{
V˜ V˜ + F(ρM)f ′(ρq(s;m))V˜ in RN × (0,1),
V˜ (y,0) = M − ψ˜(y) in RN.
Here, by putting
r(s) =
s∫
0
F(ρM)f ′
(
ρq(σ ;m))dσ, W(y, s) = e−r(s)V˜ (y, s),
W satisfies{
Ws W in RN × (0,1),
W(y,0) = V (y,0) = M − ψ˜(y) in RN. (21)
We need a lower estimate of W .
Lemma 8. Suppose that W satisfies (21). Then
min
y∈RN
W(y, s)
∣∣ϕ(0)∣∣(1 − μ)2sF (ρM)
for sufficiently large ρ > 0.
Proof. We have
W(y, s) 1
(4πs)N/2
∫
RN
{
M − ψ˜(z + y)} exp(−|z|2
4s
)
dz.
Let us estimate W near B(ϕ) and outside it. For y ∈RN \⋃a∈B(ϕ) B(a,1, ρ) we have
W(y, s) 1
(4πs)N/2
∫
B(0,1/2,ρ)
{
M − ψ˜(z + y)} exp(−|z|2
4s
)
dz
 1
(4πs)N/2
∫
B(0,1/2,ρ)
C1F(ρM)
α
2(α−1) exp
(
−|z|
2
4s
)
dz.
Hence we obtain W(y, s) C2F(ρM)
α
2(α−1) with some C2 > 0 for y ∈ RN \⋃a∈B(ϕ) B(a,1, ρ). On the other hand,
for a ∈ B(ϕ) and y ∈ B(a,1, ρ) we have
W(y, s) 1
(4πs)N/2
∫
B(0,1/2,ρ)
{
M − ψ˜(z + y)} exp(−|z|2
4s
)
dz
= − 1
(4πs)N/2
∫ 1
2
(1 − μ)F(ρM)B(0,1/2,ρ)
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4s
)
dz
= − 1
(4πs)N/2
∫
B(0,1/2,ρ)
1
2
(1 − μ)F(ρM){(H(a)z, z)
+ (H(a)(y − F(ρM)−1/2a), y − F(ρM)−1/2a)} exp(−|z|2
4s
)
dz
−1
2
(1 − μ)F(ρM) 1
(4πs)N/2
∫
B(0,1/2,ρ)
(
H(a)z, z
)
exp
(
−|z|
2
4s
)
dz.
Since
1
(4πs)N/2
∫
RN
(
H(a)z, z
)
exp
(
−|z|
2
4s
)
dz = s 1
(4π)N/2
∫
RN
(
H(a)z, z
)
exp
(
−|z|
2
4
)
dz = −2∣∣ϕ(a)∣∣s
and
1
(4πs)N/2
∫
|z| 12 F(ρM)−1/4
(
H(a)z, z
)
exp
(
−|z|
2
4s
)
dz = O
(
exp
(
− 1
8F(ρM)1/2s
))
as ρ → ∞, we obtain
1
(4πs)N/2
∫
|z| 12 F(ρM)−1/4
(
H(a)z, z
)
exp
(
−|z|
2
4s
)
dz−2∣∣ϕ(a)∣∣(1 − μ)s
for sufficiently large ρ > 0. Thus, if ρ > 0 is sufficiently large, then
min
y∈B(a,1,ρ)W(y, s)
∣∣ϕ(a)∣∣(1 − μ)2sF (ρM).
Consequently, we obtain
min
y∈RN
W(y, s)
∣∣ϕ(0)∣∣(1 − μ)2sF (ρM)
for sufficiently large ρ > 0. This completes the proof. 
Now we are in position to prove Proposition 7.
Proof of Proposition 7. By Lemma 8, we have
max
y∈RN
v˜(y, s) = q(s;M) − min
y∈RN
V (y, s) = q(s;M) − er(s) min
y∈RN
W(y, s)
 q(s;M) − ∣∣ϕ(0)∣∣(1 − μ)2ser(s)F (ρM).
For arbitrary s0 with 0 < s0 < 1, let S0(ρ) be the life span of
q
(
s;q(s0;M) −
∣∣ϕ(0)∣∣(1 − μ)2s0er(s0)F (ρM)).
Then it holds
S0(ρ) = F(ρM)−1F
(
ρ
{
q(s0;M) −
∣∣ϕ(0)∣∣(1 − μ)2s0er(s)F (ρM)}).
Since we have S˜(ρ) s0 + S0(ρ) by the comparison principle, we obtain
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= F(ρM){F(ρM)−1F (ρ{q(s0;M) − ∣∣ϕ(0)∣∣(1 − μ)2s0er(s0)F (ρM)})− (1 − s0)}
= F (ρ{q(s0;M) − ∣∣ϕ(0)∣∣(1 − μ)2s0er(s0)F (ρM)})− F (ρq(s0;M))

∣∣ϕ(0)∣∣(1 − μ)2s0er(s0)ρF (ρM)f (ρq(s0;M))−1.
Since
r(s) = log f (ρq(s;m))
f (ρm)
,
we obtain
ρ−1F(ρM)f (ρM)−1
(
T (ρ) − F(ρM)) ∣∣ϕ(0)∣∣(1 − μ)2s0 f (ρM)f (ρq(s0;m))
f (ρm)f (ρq(s0;M)) .
By the proof of Proposition 6, we have
0 1 − f (ρm)
f (ρM)
 ρ(M − m)f
′(ρM)
f (ρM)
= C0ρF(ρM)
α
2(α−1) f ′(ρM)
f (ρM)
→ 0
as ρ → ∞. Since we have
0 1 − f (ρq(s0;m))
f (ρq(s0;M))  ρ
(
q(s0;M) − q(s0;m)
)f ′(ρq(s0;M))
f (ρq(s0;M))
= {F−1(F(ρM) − F(ρM)s0)− F−1(F(ρm) − F(ρM)s0)} · f ′(F−1(F (ρM) − F(ρM)s0))
f (F−1(F (ρM) − F(ρM)s0))

(
F(ρm) − F(ρM))f ′(F−1(F(ρM) − F(ρM)s0))
 ρ(M − m)
f (ρm)
f ′
(
F−1
(
F(ρM) − F(ρM)s0
))
,
we consider the behavior of the last term as ρ → ∞. If
ρ(M − m)
f (ρm)
f ′
(
F−1
(
F(ρM) − F(ρM)s0
))→ 0 (22)
as ρ → ∞, then we obtain
∣∣ϕ(0)∣∣(1 − μ)2s0 f (ρM)f (ρq(s0;m))
f (ρm)f (ρq(s0;M)) →
∣∣ϕ(0)∣∣(1 − μ)2s0
as ρ → ∞. Here 0 < s0 < 1 and μ > 0 are arbitrary. Thus we obtain
T (ρ) F(ρM) + ∣∣ϕ(a)∣∣ρf (ρM)−1F(ρM) + o(ρf (ρM)−1F(ρM))
as ρ → ∞. Hence, it suffices to prove that (22) holds.
Let us prove (22). This is rewritten as
ρ(M − m)
f (ρm)
f ′
(
F−1
(
F(ρM) − F(ρM)s0
))= ρC0F(ρM)
α
2(α−1)
f (ρM)
· f (ρM)
f (ρm)
· F
−1((1 − s0)F (ρM))1+βf ′(F−1((1 − s0)F (ρM))
f (F−1((1 − s0)F (ρM)))1+β
· f (F
−1((1 − s0)F (ρM)))1+β
F−1((1 − s0)F (ρM))1+β .
Since we have
f (ρM) → 1, F
−1((1 − s0)F (ρM))1+βf ′(F−1((1 − s0)F (ρM))
−1 1+β → 0 (23)f (ρm) f (F ((1 − s0)F (ρM)))
1074 S. Sato / J. Math. Anal. Appl. 343 (2008) 1061–1074as ρ → ∞, we consider
ρC0F(ρM)
α
2(α−1)
f (ρM)
· f (F
−1((1 − s0)F (ρM)))1+β
F−1((1 − s0)F (ρM))1+β .
By the assumption (4)(ii), we obtain
F(u) 1
α − 1
u logu
f (u)
= 1
α − 1
(
u loguα
f (u)
)1/α(
u
f (u)
)1−1/α
 Cα
(
u
f (u)
)1−1/α
for sufficiently large u > 0 with some Cα > 0 depending on α. Since we have
f (F−1(v))
F−1(v)

(
C−1α v
)− α
α−1 ,
we see
f (F−1((1 − s0)F (ρM)))1+β
F−1((1 − s0)F (ρM))1+β 
{
C−1α (1 − s0)F (ρM)
}− α(1+β)
α−1 .
By using l’Hospital’s rule and the assumption (4)(i), it holds that for any 0 < γ < 1,
lim
u→∞
u
F(u)γ f (u)
=
(
lim
u→∞
u1/γ
F (u)f (u)1/γ
)γ
=
(
lim
u→∞
( u
f (u)
)1/γ
F (u)
)γ
=
(
lim
u→∞
1
γ
u1/γ−1f (u)− 1
γ
u1/γ f ′(u)
f (u)1/γ+1
−1/f (u)
)γ
=
(
1
γ
lim
u→∞
(
u1/γ f ′(u)
f (u)1/γ
− u
1/γ
f (u)1/γ
))γ
= 0.
This implies that if β > 0 is sufficiently small, then
ρC0F(ρM)
α
2(α−1)
f (ρM)
·f (F
−1((1 − s0)F (ρM)))1+β
F−1((1 − s0)F (ρM))1+β 
C0ρ
{C−1α (1 − s0)}
α(1+β)
α−1 F(ρM)
α(1+2β)
2(α−1) f (ρM)
→ 0
as ρ → ∞. This behavior and (23) show that (22) holds. This completes the proof of Proposition 7. 
Now Theorem 2 is an immediate consequence of Propositions 6 and 7.
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