Accurate and reliable simulation models are crucial for the operation and management of systems. Developing a simulation model to forecast future states of a system is generally followed by errors in prediction. Frequently, data-based models such as support vector machines (SVM) are used as forecasting techniques. This paper introduces a modular method which couples the machine learning technique of support vector regression (SVR) as a prediction model and a modified data assimilation (MDA) technique to partially correct the predicted values based on the observation data.
INTRODUCTION
One of the main challenges in simulation models is reliability of their performance. Concerns about performance and accuracy of simulation models receive attention for reducing errors and ambiguities about models that produce uncertainty. Presenting approaches or methods to reduce errors and improve accuracy of models is the main concern of any data assimilation (DA) modeling to increase certainty and reliability of the systems. For example, uncertainty about the inflow discharge to a reservoir is the key factor in optimization of reservoir operation. The inflow usually consists of the runoff from upstream which is related to different parameters such as precipitation, temperature and water transfer from other basins. The accurate estimation of these parameters, which can be distributed spatially and temporally, has a significant effect on prediction of inflow. Deterministic optimization models which directly use historical data usually suffer from obtaining reliable results for future planning and management. To balance the uncertainty in the data, a simulation model is developed to predict future estimation while incorporating the information inherited into the observation data by using techniques such as DA. and controlling groundwater levels in aquifers by Asefa et al. () are examples of these studies using SVM in water resources fields. Often, the results of these data-based modeling techniques require improvement due to confounded noise from both known and unknown sources.
DA has been used in many engineering applications to improve modeling accuracy. One of the most efficient and current sequential DA methods is the Kalman filter (KF) which was developed by Kalman () . This filtering process reads the variables of previous state or time step methods in sequential order and analyzes the forcing terms and observations of the current state to update the variables for the subsequent state. techniques, the predicted residuals or errors of models can be used to correct prediction of simulation models. Within the same framework for error correction, a modified approach is proposed in the updating process by an optimization procedure. This optimization model makes sure that the error in the next step is less than or equal to the previous time error. In the following sections the theory of SVM and EnKF is briefly described and further sections explain the implementations, results and discussions of the case study.
METHODOLOGY
Using physical simulation models as prediction tools involves a variety of parameters which usually require calibration. An alternative approach would be a robust datadriven model based on analyzing the data about a system, and finding connections between the system state variables (input, internal and output variables) without explicit knowledge of the physical behavior of the system. In order to simulate the outlet streamflow of a sub-basin (reservoir inflow), historical data including rainfall, temperature and inflow discharge are required to develop a data-based model such as SVM. All data-based models need to be trained with collected data and then be tested for simulation. In the following study, EnKF as a data assimilation technique is implemented to improve the efficiency of an SVR model in each simulation step. The proposed approach is presented to improve the performance of integration of SVR and EnKF. The methodology of SVR, EnKF, the embedding approach and evaluation criteria are briefly described in the next sections.
Support vector machine
SVM is a mathematical model trained to determine the correlation between xєR d as d-dimensional input vector and the output vector yєR. SVM is divided into two classification and regression (SVR) methods in which SVR is more commonly used in water-related applications. Let vector (x j , y j ), jє{1, 2, 3, … , N} be the set of input and output observed data. The aim of a data-based model such as SVR generally is searching for a function f(x) as an approximation of the value y i with minimum risk, and is only based on the available independent and identically distributed data. In the SVR algorithm, the estimation function is determined by a small subset of training samples, namely support vectors.
Also in this algorithm, a specific loss function called ε-insensitive loss is developed to create a sparseness property for SVR. It means instead of minimizing the empirical error over the training data, SVR minimizes a regulated risk function which states that for achieving the minimum risk, simultaneous control of the complexity of the model and the error owing to training data is essential (principle of the structural risk minimization theory). In a linear SVR shown in Equation (1), the input vector is mapped into the N-dimensional feature space by non-linear kernel transformation function k j (x), where j ¼ 1, 2, … , N. α and b denote the weighted vector and bias term, respectively. The transformation of input x vector into the N-dimensional feature is shown in Figure 1 .
The regularization is carried out by developing an optimization model as in Equation (2). The model is devel- (3) which is also called ε-insensitive function:
subject to:
Figure 1 | SVR structure (Vapnik 1998) . 
Kalman filter
The KF technique is one of the data assimilation methods which is shown by x b t . Similarly, the observation vector is shown by Y t :
EnKF uses an ensemble data that contains m datum in Equation (5) as an update step. In Equation (5), each ensemble member (i ¼ 1, 2, … , m) is updated to the ith member of the X t a vector based on the observation vector and observation operator that is shown by H(x). The H operator is briefly explained in Appendix A (available with the online version of this paper). This operator is determined by the type of problem and can be equal to the identity matrix:
where K is the Kalman gain matrix, P b is background-error covariance, and R is observation-error covariance. P b is created from ensemble data that are made from nonlinear forecasts and is determined by Equation (7). Backgrounderror covariance is a function of deviation matrix X t
'b
where its members are computed by x
Similarly, the perturbed observation members are determined by y i,t t ∼ N(0, R) which is normally distributed with an average equal to zero with covariance R:
The components of Kalman gain matrix, which are the variance of perturbation observation operator matrix HP b H T and covariance of perturbation observation operator and background matrixes P b H T , are computed by the following equations:
In the forecasting step, the model prediction transmits analysis or updated vector X a from time t to t þ 1 by model operator M (x t a ) which the prediction step follows by
Model development
For developing the SVR model to predict or simulate streamflow, EnKF is implemented to update and optimize SVR predictions. Figure 2 shows the combined use of SVR and EnKF. In time step t, SVR predicts the background vector X t b by reading input data for three regions including rainfall ground data are updated to analyze the vector X t a by an assimilation procedure and then the updated data will be used as input for time step t þ 1 (Figure 2) .
A modified method is implemented to enhance the X t-1 a estimation. To improve the performance of SVR simulation, an error function is defined for each time step which must be minimized during each time step. To reach this goal, an optimization procedure for the forecast step is defined as follows:
Subject to:
Er t Er tÀ1 (14)
where M is the SVR operator, X t-1 a is updated data from a previous time, X t b is the resulted decision variable from simulation by SVR, y t is the observation data and ε is the noise variable. Since the input and output data of SVR are normalized, the ε domain is limited to À1 and 1. By employing the optimization procedure, the best ε will be found to correct the input state variable of SVR. It must be noted that ε and X t b are the only variables of the optimization procedure. Er t is an objective function of the optimization procedure within the DA process for time step t which defines the process of minimizing the error ratio as a function of model output and Figure 2 .
Evaluation criteria
To evaluate the operation of proposed models, methods such as root mean square error (RMSE), correlation coefficient (R) and R-squared are implemented to compute the errors or differences between observations and calculated data by model. In the following equations, n is the number of data points, and y i and y i o indicate the model measurements and observational values, respectively:
Study area and data
Zayanderoud reservoir, located in central Iran (Figure 3) , was selected to assess the proposed models and to measure their performances. The catchment area is 3694 km 2 which is divided into three sub-basins. More than 23 rainfall and climate stations are located in the catchment area. The results are the background data (streamflow) which is the output of SVR simulation corrected based on observation data. There is no guarantee that the error will not propagate for the next simulation time step. If X tÀ1 a is the updated data, X t b will be predicted by SVR operator M, for the next step time. By implementing the optimization pro- the error ratio is generally reducing in 24 months of the simulation period. It is clear that in any non-physical modeling there is always a contingency of error variation in time series of predicted values, which is no exception in MDA techniques. To quantify the performance of the optimization procedure, Table 2 illustrates the variation of X t b , y t , and Er t for the first 12 months corresponding to data in Figure 6 . To quantify the modeling performance, two error criteria were implemented to measure the significance of improvement resulting from the DA and MDA modeling techniques. In Table 3, 
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cedure, X t b ¼ M(XtÀ1
CONCLUSIONS
In this study, the combined use of a regression support vector machine (SVR) and modified ensemble Kalman 
