ABSTRACT Online video streaming service, such as Youtube and Netflix, is emerging as a killer application that constitutes most IP traffic. Users want high-quality video streaming service; however, network bandwidth cannot keep up user's demand. In the HTTP-based video streaming technology, the video provider divides the video into multiple chunks, encodes it at various bitrates, and stores it in the media server. The client requests a video chunk using an adaptive bitrate (ABR) algorithm, considering the network conditions. While there are many works to maximize user satisfaction, the state-of-the-art ABR algorithms are still vulnerable to rebuffering due to inaccurate estimates and decisions. To address this problem, we first analyze the real-world traces and find several design inferences for an efficient ABR algorithm. Then, we introduce SATE, an ABR algorithm that provides a stable and agile adaptation even in bandwidth constraint and dramatically changing network conditions. We evaluate the performance of SATE in various network settings and demonstrate its efficacy in practice. SATE provides a stable adaptation and dramatically reduced rebuffering while delivering a similar average bitrate compared to the state-of-the-art ABR algorithms.
I. INTRODUCTION
Mobile video streaming has become one of the killer applications in recent year. The video traffic destined to mobile devices exponentially grows as the number of mobile devices increases. In particular, IP video streaming constitutes the majority (75%) of the IP traffic and is expected to increase [1] . Mobile users still want high-quality video streaming services that require high network bandwidth, even though the bandwidth of wireless medium is limited and shared with others. To meet the consequent demand for higher capacity and better streaming quality, several video streaming technologies have emerged. HTTP-based adaptive bitrate streaming technologies, Dynamic Adaptive Streaming over HTTP (DASH) [2] , Microsoft Smooth Streaming [3] , and Apple HLS [4] have been widely adopted in Internet video applications. In ABR technologies, the media server maintains multiple copies of the same video, which are encoded in different bitrates and qualities. The clients request video segments according to their network conditions, such
The associate editor coordinating the review of this manuscript and approving it for publication was Nan Zhao.
as bandwidth, delay, channel condition and etc. The goal of adaptive bitrate algorithm (ABR) is to provide satisfactory quality of service while coping with network changes.
The keys to the success of internet video streaming are delivering high quality, providing interruption/distortion-free and continuous playout with immediate start. In spite of the increasing demand for mobile video streaming, current wireless networks can not keep up and provide satisfactory quality of video streaming service to the mobile users due to several reasons. First, the wireless link is dynamic and continuously changes. Even worse, user mobility makes the wireless channel prone to unstable and unpredictable. Therefore, ABR solutions tend to make conservative decision (i.e., low bitrate) to handle the dynamic characteristics of wireless channels. A conservative decision tries to keep the client's buffer enough to avoid video stalls, however it could lead to low user satisfaction. Second, wireless network shares the medium in nature, therefore it provides limited capacity to each user. Such limited bandwidth can not meet the requirements for high-definition video streaming services. Third, Quality of Experience (QoE) is subjective to the users, therefore it is hard to meet the various users' expectations. There are several factors that affect QoE, however none of them have objective standards. For instance, some users may be satisfied with watching high-quality video (e.g., high bitrate) even if rebuffering occurs, whereas some users want seamless streaming service with low bitrates. Above-mentioned challenges make the ABR algorithm difficult to improve the user QoE, and thus sometimes fail to guarantee user satisfaction.
Recently, several ABR algorithms have been proposed in order to improve the quality of video streaming. They mainly focus on either enhancing bitrate adaptation algorithm or maximizing QoE metrics. For instance, Huang et al. [5] (BBA) show the drawbacks of throughput estimation and propose a buffer-based bitrate adaptation algorithm. Miller et al. [6] (MPC) define the QoE maximization problem and present a solution accordingly. These works certainly adapt video bitrate well in most circumstances, however their performances (adaptations) are unclear under poor network environments. We need to take a closer look at the network conditions and design the ABR algorithm that is robust enough under poor networks.
In general, people might think rebuffering occurs when ABR algorithm makes wrong decisions (e.g., select too high bitrate compared to the bandwidth) or the network bandwidth is insufficient to support the lowest video bitrate. To find the root cause of rebuffering we analyze the fluctuation of network bandwidth and observe the characteristics of the network and found that rebuffering could occur irrespective to the conventional belief (we will discuss the details in Section III). We design robust ABR algorithm based on our inferences and observations. We introduce SATE, an ABR algorithm that is robust to rebuffering by maintaining minimum buffer occupancy when network fluctuation is severe. SATE provides stable adaptation by calculating the expected QoE value and avoids unnecessary rebuffering through agile adaptation. Throughout various experiments, we demonstrate the SATE's capabilities (i.e., stable and agile adaptation) and show its efficacy. Experiment results show SATE is able to avoid unnecessary quality changes and rebuffering compared to state-of-the-art ABR algorithms.
The rest of this paper is organized as follows. In Section II, we provide background on HTTP-based video streaming system. We introduce several challenges of network observations and guidelines in Section III, then we propose SATE in Section IV. Section V evaluates the performance of SATE in detail. We discuss the related work in Section VI and conclude the paper in Section VII.
II. BACKGROUND
In this section we describe the background of HTTP-based video streaming. We then explain the impact of the ABR algorithm on user QoE and examine in detail the network observations that the ABR can use.
A. HTTP-BASED ADAPTIVE VIDEO STREAMING
Traditionally, the video streaming system utilizes either UDP-based (RTP/RTSP [7] , [8] ) or TCP-based (RTMP [9] ) approach while optimizing video data to promote high efficiency. HTTP-based video streaming over TCP is widely used and account for huge amount of network traffic due to the advantages of its profound infrastructures, servers and caching. HTTP-based video streaming server partitions the video into multiple chunks (duration of 1 to 15 seconds [10] ) that are encoded in various bitrates. While the server maintains various versions of the source video at different bitrates, the client continuously requests the chunk (i.e., bitrate) based on their adaptation algorithm. ABR algorithm observes the network conditions and determines the bitrate of the chunk accordingly. Figure 1 depicts the HTTP-based adaptive streaming system. HTTP-based streaming has several advantages over the traditional solutions, such as Progressive download [11] or RTMP [9] as follows; (i) adaptive bitrate can provide a better QoE to users while avoiding rebuffering, (ii) video partitioning reduces unnecessarily wasted traffic and speeds up the client behaviors (e.g., seeking). 
B. QUALITY OF EXPERIENCE
The video streaming quality is inherently subjective quantity. The Quality of Service (QoS) is expressed by several network parameters (bandwidth, jitter, packet loss, delay and etc.), however a good QoS does not always guarantee a good user experience. The Quality of Experience (QoE) has emerged to express the user satisfaction of a service. Using the best ABR algorithm does not guarantee good QoE for all users, therefore it is very important to identify the factors that affect QoE. There are several (and contradictory) considerations in ABR algorithm design; (i) sufficient playback buffer prevents rebuffering and video stall, (ii) dramatic quality/bitrate changes interrupt user, therefore bitrate changes should be minimal, (iii) startup and fast-forward delay should be minimized in order to increase user engagement, VOLUME 7, 2019 (iv) provide the best quality video even if the network bandwidth is limited.
We can see the above-mentioned considerations have a trade-off relationship. In particular, there is a trade-off between buffer occupancy and video bitrate. When the ABR algorithm aggressively selects high bitrate to deliver high-quality video, the buffer is quickly depleted, and hence it triggers rebuffering or video stall. This eventually leads to early termination of playback (user engagement). In contrast, when the ABR algorithm conservatively chooses low bitrate, rebuffering does not occur, however delivering low-quality video does not satisfy high QoE. It is difficult to find the appropriate midpoint and configure the ABR algorithm because several elements of the ABR algorithm conflict with each other. To address this challenge, we design the ABR algorithm focusing on three elements related to QoE;
• Quality: Unlike conventional belief (the higher the bitrate, the higher the video quality), video quality is not absolutely proportional to the bitrate.
• Stability: Stable algorithm should not trigger unnecessary bitrate changes even when network bandwidth oscillates. That is, the network bandwidth varies over time, but bitrate switch occurs only when necessary.
• Agility: ABR algorithm quickly detects sudden network changes and adapts bitrate accordingly to provide users with continuous and high-quality streams.
III. CHALLENGES AND INFERENCES
As described in the previous section, it is important to observe network characteristics in order to design the ABR algorithm that provides users with high QoE. Toward this, we first identify the characteristics of the network and use them to configure the ABR algorithm which takes into account the network conditions.
A. NETWORK OBSERVATIONS
There are two typical network observations that are widely used in the ABR algorithm. Estimated throughput is one of the most used observation to determine video bitrate because it directly represents network bandwidth. However, network bandwidth significantly varies over time, and this incurs frequent bitrate changes. For this reason, the estimated throughput-based ABR algorithms [6] , [12] use a moving average or a harmonic mean (exponentially weighted moving average, EWMA for past 20 seconds, is used in DASH) [13] . This can alleviate the fluctuations in estimated throughput, however it has the side effect of being insensitive to changes in network bandwidth. Thus, we must carefully consider the number of video chunks used to estimate throughput, taking into account the balance between smoothness and immediate response. Unfortunately, it is difficult to pinpoint the value for the number of chunks because several variables, such as current video chunk, network conditions and etc., are tightly coupled. Using estimated throughput to determine video bitrate seems a good approach, but it is very likely to make the wrong decision (e.g., bitrate is too high for network bandwidth).
Playback buffer occupancy is relatively insensitive to changes in network bandwidth as opposed to estimated throughput. Because of this, it may not be able to respond quickly to rapid network changes, but it can be a good network observation for determining stable bitrates (i.e., quality does not change frequently and bitrate gap is small). The client player utilizes the buffer for storing video chunks/frames ahead of time in order to prevent stalls due to unexpected network changes and dynamics. Besides the network capacity, the playback buffer occupancy is one of the factors for adaptive determining the bitrates of video segments when downloading. For instance, when the playback buffer level is above the threshold, then the client chooses higher bitrates to provide a better video quality, whereas when the buffer is low, the client selects lower bitrates to fill the buffer up again. In this sense, if bitrate decisions are not carefully managed based on buffer occupancy, then it could lead to unpleasant results such as frequent stalls and long rebuffering times. Using playback buffer occupancy is insensitive to changes in network capacity as described above, making it difficult to determine good bitrate adaptation.
In summary, in order for the ABR algorithm to select the most appropriate bitrate, we need to combine the two observations (complementing each other's strengths and weaknesses) to determine the network conditions.
B. HOW TO COPE WITH NETWORK FLUCTUATIONS
In HTTP-based streaming system, the client continuously (periodically) requests video chunks. Once the client's ABR algorithm determines the bitrate for the next video chunk, bitrate can not be canceled or changed during the download. This makes it difficult for the ABR algorithm to determine the most appropriate bitrate especially when the network bandwidth fluctuates. Next, we carefully analyze the network fluctuation problem and provide guidelines.
Assume that the length of video chunk is 2 seconds, the available bitrates for the chunk are 0.5, 1, 2, 5, 10, and 15 Mbps, and the current network bandwidth is 10 Mbps. ABR algorithm starts to request a 10 Mbps bitrate chunk because the current bandwidth can support up to 10 Mbps. As soon as the request was sent, network bandwidth suddenly dropped from 10 Mbps to 1 Mbps. Since the ABR can not cancel or change the requested bitrate in the interim, ABR must continue to download a chunk of 10 Mbps bitrate at 1 Mbps network capacity. If the bandwidth is at 10 Mbps, it takes only 2 seconds to download the requested chunk of 10 Mbps (buffer occupancy is maintained and no rebuffering occurs), however, it takes 20 seconds to finish downloading at 1 Mbps. To avoid rebuffering, the buffer occupancy at the time of the request must be at least 20 seconds. Although this is an extreme case, it shows the possibility for rebuffering, even if the ABR performs well in throughput estimation. People may think that rebuffering does not occur unless the network bandwidth is lower than the lowest video bitrate, but this is not always true. To address such issue, the ABR maintains a certain buffer level to avoid rebuffering when the network bandwidth oscillates significantly. We present guidelines for buffer occupancy that the ABR must maintain by generalizing the above example. Assume that the length of each video chunk is L, the bitrate of the requested chunk is R, and the network bandwidth is changed from C to nC, where 0 < n < 1, as shown in Figure 2 . If the network bandwidth does not change, the time it takes to download the chunk is L R C seconds. It takes L R nC seconds to download the chunk because the network bandwidth has dropped to nC. In other words, buffer occupancy should be at least L R nC seconds to avoid rebuffering if the network bandwidth drops from C to nC. Say B is the buffer occupancy when a new chunk is requested. To avoid rebuffering, the following condition is required;
We use publicly available traces, 4G LTE dataset (UCC) [14] and FCC broadband dataset [15] to obtain the specific buffer occupancy for the ABR algorithm. Followings are the details of the two datasets.
• UCC dataset has traces of 4G LTE collected from the US, Germany and Netherlands. It contains various mobility traces such as car, train and pedestrian.
• FCC dataset contains raw data that are periodically measured by ISPs in the United States. Traces gathered from Youtube access in the ''Web browsing'' category were used for our validation. We have analyzed each dataset and found cases that the network bandwidth dropped and did not satisfy the Eq. (1). We have also collected all the buffer occupancy required to avoid rebuffering. Figure 3 presents the CDF of minimum buffer occupancy to avoid rebuffering for UCC and FCC. We can see that buffer level should be at least 5 seconds in case of the FCC traces and 10 seconds for the UCC. Based on the real-world traces, ABR requires about 15 seconds of buffer level to avoid rebuffering due to sudden network fluctuations even in the worst case. In a nutshell, we keep the buffer level of SATE to 12 seconds (details in Section IV), and this results in SATE's average buffer occupancy to be 17 seconds (details in Section V).
IV. SYSTEM DESIGN
We have identified the the importance of the ABR algorithm and the effect of network observations on the ABR algorithm in the previous section. In addition, we have discussed the importance of dealing with network fluctuation when designing ABR algorithm. Several studies [16] , [17] revealed the in-efficient performance problems of ABR algorithm. They show that none of these ABR is good enough; they are either too conservative or too aggressive, and hence they are not efficiently adapt to the network variations. Next, we introduce our ABR algorithm, SATE that provides stable bitrate selection and agile adaptation by considering the network fluctuation. To enhance user's satisfaction in SATE, we design a QoE model leveraging the two network observations, estimated throughput and buffer occupancy. We explain how to take advantage of them and apply them to SATE in detail. The notation used in our model is summarized in Table 1 . 
A. QoE METRIC
The QoE metric plays a key role in SATE since it directly affects the user satisfaction. Miller et al. [6] (MPC) analyze and well-define the QoE elements. We design QoE metric based on MPC's QoE elements. In addition, we include the playback buffer occupancy. The reason for this is that the higher buffer occupancy performs better than the one with the lower buffer occupancy when both select the same bitrate. We define the QoE value when playing k-th chunk as follows:
where, δ, γ , µ, and µ s are non-negative weighting parameters, and each value is summarized in Table 2 . SATE periodically computes the QoE and determines the bitrate to maximize the user satisfaction while providing stable bitrate selection (the details will be explained later). In QoE value, we define the quality function q(·) as follows:
Note that the quality function is represented by the log function because both bitrate and user experience are not proportional to the display resolution or human perceivable ability.
B. ALGORITHM 1) OVERVIEW SATE uses both estimated throughput and playback buffer occupancy for bitrate adaptation. Our adaptation model makes decisions mainly based on playback buffer occupancy and uses estimated throughput when it detects specific network conditions. For bitrate adaptation, SATE employs a multi-phase approach (consisting of phase 1 and phase 2) according to the playback buffer occupancy as depicted in Figure 4 . The reason for this approach is that the buffer-based ABR maintains the minimum buffer occupancy mentioned in Section III-B and enables stable bitrate selection. Moreover, rate-based ABR is essential to adapt to rapid network changes. The goals of phase 1 are to (i) minimize the start-up delay and (ii) select a conservative bitrate in order to quickly increase the playback buffer occupancy. Both goals can be achieved by filling the buffer while having low bitrate. Once the playback buffer reaches the threshold, SATE switches to phase 2 which is the core part of our algorithm. During phase 2, SATE provides stable bitrate selections and agile adaptation to sudden network changes. Stable bitrate selection can be obtained by minimizing nonsensical changes in bitrate. For instance, switching to the previous bitrate immediately after the ABR switches the high bitrate does not increase QoE. SATE can quickly detect bandwidth changes and adjust the bitrate accordingly, therefore it is able to provide agile adaptation.
The buffer will increase rapidly by selecting a low bitrate in phase 1. When the playback buffer occupancy reaches the midpoint of phase 2, it switches to phase 2 (i.e., the playback buffer occupancy is greater than 0.5 · ( β − α )). In phase 2, if the network bandwidth decreases and the playback buffer occupancy becomes close to α (i.e., the playback buffer occupancy B k < α +w( β − α )), it immediately switches back to phase 1. As a result, SATE attempts to maintain the playback buffer occupancy between α and β while adjusting the bitrate in phase 2. SATE remains in phase 2 most of time during video playback, but if there is a sudden change in network, SATE switches to phase 1 and increases the playback buffer occupancy in order to switch back to phase 2 when possible. We can consider phase 1 (or α ) as a cushion to avoid rebuffering. Note that SATE tries to switch to phase 2 quickly as possible.
The parameters α , β , and w are closely related to the minimum buffer occupancy that SATE maintains to avoid rebuffering. We set α , β , and w to 8, 32, and 0.2, respectively, to satisfy the design guidelines in Section III-B (we empirically obtained these values through multiple runs of experiments). This means that when the playback buffer occupancy is smaller than 12.8 (8+0.2×(32-8)) seconds, it switches to phase 1, therefore SATE tries to keep the buffer occupancy above 12.8 seconds.
In summary, in phase 1, SATE attempts to increase the buffer occupancy quickly as possible in order to switch to phase 2. Then, it maintains the buffer occupancy in phase 2 for stable bitrate selection. Throughout phase 1 and 2, SATE maintains a minimum buffer occupancy to avoid rebuffering which can greatly prevent buffer stall.
2) PHASE 1
In phase 1, SATE performs throughput-based bitrate selection to achieve the two goals described above. To minimize the startup delay, SATE selects the lowest bitrate R min at the beginning. Having R min is a natural consequence especially when there is no download history and hence throughput estimation is not possible. SATE begins to determine the bitrate to increase buffer occupancy (the second goal) when download history is sufficient and throughput can be measured (after the first chunk). Toward this, bitrate R k is determined by multiplying the estimated throughputĈ k by the conservative correction factor γ :
3) PHASE 2
Buffer occupancy can be classified into three states; increasing, steady, and decreasing. Each state is highly related with an instantaneous network bandwidth and a selected bitrate. When the playback buffer occupancy is in a steady state, SATE does not change the bitrate because steady state indicates that SATE selects the appropriate bitrate for the current network bandwidth. When the buffer occupancy increases to reach the threshold, it means that the selected bitrate is lower than the current network bandwidth, therefore bitrate for the next chunk can be higher than the current one. In contrast, when the buffer occupancy decreases to reach the threshold, it means that the selected bitrate is higher than the network bandwidth, therefore we must lower the bitrate to increase the buffer occupancy. SATE determines the appropriate bitrate for the network bandwidth while repeating the above-mentioned states. Since changes in buffer occupancy are less sensitive than changes in network throughput, SATE eventually achieves a stable bitrate selection.
The buffer-based adaptation is a double-edged sword in the sense that it provides a stable bitrate however can not adapt quickly to rapid network changes (buffer fill and depletion take a long time). For instance, in the event of throughput drop (e.g., 10 to 1 Mbps), SATE's buffer-based adaptation may not be able to adjust bitrate to network bandwidth and be forced to the phase 1 due to reduction the buffer occupancy. Video rebuffering and stall negatively affect user satisfaction. To address such problem, SATE continuously monitors the network bandwidth and detects dynamic changes in throughput. When a sudden drop in bandwidth is detected, SATE determines the bitrate based on the estimated throughput rather than buffer-based approach. In this manner, SATE provides an agile adaptation to sudden network dynamics (especially when throughput dramatically drops) while performing a stable bitrate selection in a stable condition.
Algorithm 1 Bitrate Adaptation in Phase 2
Input : Estimated throughputsĈ k−1 andĈ k , previous bitrate R k−1 Output: The bitrate R k to request
The Algorithm 1 describes the detailed operations in phase 2. First, it takes a history of estimated throughput C k−1 and compares it with the current estimated throughputĈ k . SATE detects the throughput drop if the ratio of estimated throughput is less than the throughput threshold T drop (line 1). When a sudden drop in network bandwidth is detected, SATE adjusts the bitrate several steps using estimated throughput (line 2). This enables the agile adaptation of SATE. Otherwise, SATE performs buffer-based bitrate adaptation as described above (line 3). Specifically, when the playback buffer occupancy B k decreases and lower than α + w( β − α ), bitrate R k should be lowered to fill up the buffer again (line 6). Similarly, if the buffer occupancy increases and exceeds β − w( β − α ), there is a chance to increase bitrate. The reason for not switching the bitrate immediately is to prevent unnecessary bitrate increase. An unnecessary bitrate increase means that bitrate will drop again soon, and hence it results in QoE reduction due to the penalty in quality change (details will be explained later). As a result, this enables the stable adaptation of SATE. The parameters T drop and w determine the sensitivity of stable and agile adaptation, respectively. As these values increase, SATE becomes more sensitive to stable and agile adaptation. Increasing the sensitivity of stable adaptation leads to frequent quality changes in response to small changes in buffer occupancy. Similarly, the sensitivity of agile adaptation indicates how much bandwidth is considered a rapid decrease. If it is large, SATE may unnecessarily detect bandwidth degradation and frequently make quality changes. We empirically set these values to 0.2 and 0.9, respectively, to maintain a balance between agile adaptation and quality change.
For instance, suppose the current bitrate is 5 Mbps and the next bitrate is 10 Mbps. If the current network bandwidth is greater than 5 Mbps and less than 10 Mbps, the buffer occupancy gradually increases. At this point, SATE must decide whether to increase or keep the bitrate. If the current network bandwidth is close to 5 Mbps, the increased bitrate will soon drop again, causing frequent quality changes. In contrary, if the network bandwidth is close to 10 Mbps, SATE can maintain the increased bitrate for a long time, therefore we can expect an increase in QoE. To deal with the above-mentioned senario, SATE computes the expected QoE value using the QoE(·) function described in Algorithm 2.
QoE(·) computes the expected QoE value when the bitrate is switched to R k according to the adaptation algorithm. SATE increases the bitrate only when the return value of this function exceeds the threshold. In other words, SATE does not increase the bitrate which would drop again soon.
Input : Bitrate of k-th chunk R k and estimated throughputĈ k Output: Expected QoE value QoE
In detail, the variation of the playback buffer occupancyĈ k R k is calculated using estimated throughputĈ k and bitrate R k . If this value is greater than 1, it means that the network bandwidth can support the next level of bitrate, therefore QoE(·) function returns infinity. Otherwise, Time T k (the amount of time bitrate R k can sustain in phase 2) can be calculated as shown in line 5 in Algorithm 2 (we assume that estimated throughputĈ k lasts for T k seconds). Then, using the QoE metric in Section IV-A, subtracting the QoE value when the bitrate is higher and maintained in the same period T k , the difference becomes the expected QoE value. If the expected QoE value is greater than QoE , that is, if a higher QoE can be expected than when the bitrate is maintained, SATE higher the bitrate. Here, the parameter QoE prevents a meaningless quality change as previously described. This value strikes a good balance between the conservative and aggressive bitrate selection in SATE. We empirically set it to 250. Our algorithm does not incur any overhead to the system and its complexity is linear, thus it can run in real-time.
V. EVALUATION
We evaluate the performance of SATE focusing on the followings; (i) we demonstrate SATE performs stable and agile adaptation under various network configurations,
(ii) we evaluate SATE using real-world network traces to show its efficacy in practice.
A. EXPERIMENTAL SETUP
The details of evaluation settings are as follows.
1) IMPLEMENTATION
Our testbed consists of two components, a media server and a client which are connected through wireless AP. There are various choices for implementing the ABR algorithm in a client player (e.g, DASH [2], HLS [4] , Smooth Streaming [3] ), we use MPEG-DASH (version 2.6.7) as a client player since it has been widely used in recent years.
2) VIDEO SOURCE
MPEG-DASH provides various video streams such as ''bbb'' and ''Envivo'', however the formats are targeted for mobile devices and encoded for MPEG-DASH format. Such configurations may inadequate for general purpose, therefore we encode it with10 levels of bitrate similar to the ''bbb'' of MPEG-DASH, and keep the length of each chunk to 2 seconds. The video is 180 seconds in length and consists of 90 chunks in total. There are two reasons for not simply using the provided MPEG-DASH video. First, the bitrates are relatively low, which is inadequate for the recent network bandwidth. Secondly, the latency is about 300 msec (too high), and hence we host our own media server. The video bitrates are shown in Table 3 . 
3) THROTTLING NETWORK BANDWIDTH
The performance of wireless network is highly variable due to the changing bandwidth, latency, interference and etc. To evaluate the performance of bitrate adaptation algorithm, we throttle the network bandwidth. First, in order to show the stable and agile adaptation under network dynamics, we use two series of bandwidth configurations (denoted BW 1 and BW 2) as shown in BW 1 is relatively small. Since BW 2 has a sudden drop in bandwidth (e.g., from 10 to 2 Mbps), we use it to show whether SATE performs agile adaptation to avoid rebuffering.
4) TRACE-DRIVEN
Given that bandwidth configurations, BW 1 and BW 2 are controlled and do not represent the real-world scenarios, we use network traces that collected using 4G LTE and broadband network in practice. We also evaluate the performance of ABR algorithms using two datasets described in Section III, UCC and FCC datasets.
5) ABR ALGORITHM
We compare the performance of SATE with the stateof-the-art ABR algorithm, BBA and DASH-Dynamic. We implemented the buffer-based algorithms BBA on dash.js as described in [5] and set both the lower reservoir and the upper reservoir to 5 seconds and the cushion to 20 seconds. There are various adaptation algorithms for MPEG-DASH and the following three algorithms are the most recent and widely used: (i) DASH-BOLA determines the bitrate according to the client's buffer level, (ii) DASH-throughput selects the bitrate based on the latest throughput measurements, and (iii) DASH-dynamic is a hybrid model that utilizes both client's buffer occupancy and throughput estimation. We follow the details of the DynamicRule in [18] .
6) QoE METRIC
Since video streaming quality is inherently subjective, there is no standard QoE metric. To evaluate and compare the performance of ABR algorithm with various QoE metrics, we use the following three metrics.
• We define QoE SATE as shown in Section IV-A.
In QoE SATE , the most prominent feature is consideration of the buffer occupancy and the rebuffering penalty.
• We use QoE MPC as defined in [6] . They considered four factors: video quality, quality change, rebuffering time and start delay. In QoE MPC , quality is represented as a linear function (i.e., q(R n ) = R n ).
• We use QoE Pensieve as defined in [19] . It considers three factors: video quality, quality change, and rebuffering time. The rebuffering penalty in QoE Pensieve is relatively smaller than others, therefore aggressive ABR algorithm has higher QoE Pensieve than others.
B. PERFORMANCE COMPARISON
We have three approaches to evaluate the performance of SATE while comparing with BBA and Dynamic. First, we focus on the key components of SATE, stable and agile adaptation. Second, we control the network configurations using the datasets obtained from the real-world network. Third, we evaluate the fairness of SATE where multiple users share bandwidth.
1) CONTROLLED EXPERIMENT
To evaluate the stable and agile adaptation in SATE, we throttle the network bandwidth as shown in Table 4 . We compare the bitrate selection with the three ABR algorithms and their buffer occupancy after adjust the network bandwidth to BW 1. As a result, Figure 5 represents the selected video bitrate and instantaneous buffer occupancy for three algorithms (gray areas represent the network bandwidth). We can easily see that SATE provides stable adaptation compared to the others, whereas BBA has frequent and abrupt bitrate changes. The bitrate variation for SATE is very small and the bitrate changes are rare. In particular, the quality change occurs four times in SATE, seven times in Dynamic and dozens of times in BBA. During 20 to 80 seconds, SATE maintains the same bitrate even though the bandwidth continues to decrease because of the cushion (buffer occupancy). Note that SATE keeps the buffer occupancy between 12 and 25 seconds due to the phase 2 in algorithm (this is related to agile adaptation and will be discussed later). We can see that Dynamic seems to cope the bitrate to the network bandwidth at first glance, but it does not detect the bandwidth change and makes too aggressive bitrate decision (e.g., selected bitrate is higher than bandwidth during 40 to 45 seconds and 60 to 67 seconds). The buffer occupancy is near zero around 70 seconds due to aggressive decision, and hence Dynamic switches to the lowest bitrate R min . BBA keeps buffer occupancy to from 10 and 15 seconds, but it has very frequent quality changes along with the buffer occupancy. In summary, SATE performs stable adaptation with very little bitrate change and has sufficient buffer occupancy. In contrast, Dynamic and BBA have frequent quality changes compared to SATE.
To evaluate agile adaptation we throttle the network bandwidth to BW 2 which contains sharp bandwidth drop such as from 10 Mbps to 2 Mbps. Using BW 2 configuration, we evaluate the performance of three algorithms and present the results in Figure 6 . Note that there is a sharp bandwidth drop at 40 seconds in BW 2. From Figure 6 , we can see that SATE detects the sudden drop in network bandwidth and adapts bitrate immediately, therefore it is able to avoid the rebuffering. However, Dynamic does not detect a rapid decrease in bandwidth and makes aggressive bitrate decisions (compared to the network bandwidth) at around 50 seconds. We can see that the Dynamic's buffer is completely depleted at 60 seconds, and it eventually stalls the video. The BBA adjusts the bitrate to the network bandwidth slowly, it lowers the bitrate at around 50 seconds (10 seconds later). This is because the BBA is the buffer-based algorithm and is insensitive to bandwidth changes compared to rate-based algorithm. In addition, SATE keeps the buffer occupancy between 12 and 25 seconds, whereas Dynamic and BBA have the buffer occupancy of less than 5 seconds when network bandwidth drops suddenly. In summary, SATE can provide the agile bitrate adaptation by detecting a sudden drop in network bandwidth and avoids rebuffering. Both the Dynamic and BBA, however, are unstable with buffer occupancy of less than 5 seconds.
2) TRACE-DRIVEN EXPERIMENT
The throttled bandwidth configurations in the previous subsections are useful for evaluating several characteristics of SATE, however they can not represent a real-world scenario.
We configure the network using both FCC and UCC datasets collected from the real-world (details are given in Section III-B). Since the duration of each dataset is too long for evaluation, we randomly select multiple intervals from each dataset and perform dozens of experiments using three algorithms. We evaluate the QoE for each algorithm using three QoE metrics and present the results in Figure 7 . Each QoE metric has a different range, therefore we normalize them for fair comparison. In Figure 7a , SATE shows excellent performance in QoE SATE metric that imposes a high penalty on rebuffering. However, SATE has a relatively low performance compared to Dynamic in QoE Pensieve , which favors aggressive bitrate adaptation. Racall that SATE provides a stable adaptation and hence aggressiveness is not our goal. From Figure 7b , we can see that the performance of Dynamic is somewhat degraded when evaluated with UCC. The reason is that throughput variation of UCC dataset is larger than FCC, therefore the aggressiveness in Dynamic algorithm results in frequent rebuffering. On the other hand, SATE always maintains the minimum buffer occupancy at all time even though throughput variation is large and hence it performs better than other algorithms. SATE provides the best performance in QoE SATE and QoE MPC metrics when UCC dataset is used. Table 5 summarizes the average results obtained from multiple runs of experiment using FCC and UCC traces. We measure the average bitrate, buffer occupancy, number of video stall and rebuffering time. The average bitrate for Dynamic is higher than that of SATE, because Dynamic aggressively selected the higher bitrate than the network bandwidth. In consequence, Dynamic experienced multiple stalls, resulting in rebuffering, while SATE did not stop or rebuffer. The average buffer occupancy of SATE is approximately 17 and 18 seconds for the FCC and UCC, respectively, which is sufficient to avoid rebuffering and it leads to only a slight rebuffering. Dynamic, on the other hand, has the lowest buffer occupancy and shows the longest and most rebuffering occurrences. Figure 8 shows the CDF of buffer occupancy for each algorithm. We can see that SATE has the highest buffer occupancy. Specifically, SATE maintains its buffer occupancy for more than 12 seconds in most cases (80% of cases). In contrary, Dynamic's buffer occupancy is evenly distributed from 0 to 20 seconds, this could cause frequent rebuffering. These results clearly corroborate our findings in controlled setting, thereby demonstrate SATE's superiority in realistic scenarios as well. In summary, as we mentioned in Section III-B, SATE avoids rebuffering by considering the minimum buffer occupancy taking into account fluctuations in network bandwidth.
3) MULTI-USER EXPERIMENT
Significant unfairness between clients has been observed for bitrate adaptive streaming solutions when multiple clients share the network bandwidth [12] . Providing bandwidth fairness is important to guarantee the QoS in multi-client environment. To evaluate the fairness of SATE under a competing scenario, we have three SATE clients connected to the AP and have streaming video simultaneously. The AP's bandwidth (i.e., 1 Gbps) is much higher that the maximum bitrate of video chunks (i.e., 20 Mbps), thus we limit the bandwidth of the AP to 30 Mbps constantly. We conducted the experiments several times and obtained the average bitrate and throughput that are summarized in Table 6 . We can clearly see that the video bitrates for each client remain similar and three clients fairly share the available bandwidth.
We used a fairness metric defined in [12] that is based on Jain's Fairness Index. The lower the value of unfair measures, the higher the fairness. The unfairness metric for SATE is 0.14 which is lower than that of Festive [12] (0.2). The fairness is not the goal of SATE, however it has achieved higher fairness among users. 
VI. RELATED WORK AND DISCUSSION
In HTTP-based video streaming technology, ABR algorithms can be classified into two categories: rate-based and buffer-based algorithms.
A. RATE-BASED APPROACH
The rate-based algorithm uses download time of past video chunks to estimate the network bandwidth and then requests the highest bitrate that the estimated bandwidth can support. For example, Festive [12] predicts the bandwidth using the harmonic mean of the last five chunks. The ThroughputRule [18] in MPEG-DASH uses Exponentially Weighted Moving Average (EWMA) [13] of the throughput history of recent 20 chunks to predict future throughput. However, these methods have poor performance in severe network fluctuations (i.e., high prediction error) [5] . Recently, smoothing heuristic and data aggregation scheme have been proposed in [20] to address this problem, but it is still difficult to predict network bandwidth accurately.
B. BUFFER-BASED APPROACH
Buffer-based algorithm uses buffer occupancy only to determine the bitrate without using network bandwidth information. Huang et al. [5] mentioned vulnerabilities in throughput estimation when network fluctuations are severe and proposed an algorithm that determines the bitrate based on buffer occupancy. As a result, their approach reduced the rebuffering rate by 10-20% compared to Netflix's ABR algorithm. BOLA [21] uses the buffer occupancy to optimize the QoE metric (Lyapunov optimization formulation).
C. HYBRID APPROACH
Above-mentioned approaches have both advantages and disadvantages depending on network conditions. Specifically, the rate-based approach performs well when the network is stable and can quickly detect changes in network bandwidth. The buffer-based approach has the advantage of avoiding rebuffering because it continuously monitors and responds to buffer occupancy. Taking the advantages of both approaches, recent works suggest a hybrid to determine the appropriate bitrate. For instance, MPC [6] selects the bitrate by solving the optimization problem using the throughput prediction and the buffer occupancy. Robust MPC uses discount factor 1 + d to compensate for throughput prediction error, where d is the maximum error in the throughput prediction obtained from the last 5 chunk downloads. Similarly, SATE leverages both the buffer occupancy and throughput estimation for determining bitrate and hence it improves QoE.
D. IMPACT ON VBR
Recently, many videos are encoded with variable bit rate (VBR) considering their size efficiency. This means the size of each video chunk may vary over time, even though encoded at the same bitrate. For this reason, most ABR algorithms are designed in a conservative manner taking into account VBR. Unlike VBR approach, we propose an ABR algorithm SATE assuming all video chunks are at a constant bit rate (CBR). However, we used VBR sources to evaluate the performance of SATE and the experimental results show that SATE works well regardless of VBR. There are two reasons for this. i) SATE is a hybrid approach that uses both estimated throughput and buffer occupancy, but is basically a buffer-based algorithm. ii) Since the size difference between any two consecutive chunks is very small, the effect of VBR is negligible. The difference in chunk sizes causes slight oscillations in buffer occupancy, however SATE is able to cope well with this. For the reasons mentioned above, even though SATE design does not consider VBR, however it performs well on VBR.
VII. CONCLUSION
The motivation of this paper is to provide satisfactory streaming service. We first analyze the datasets obtained in the real-world, and notice rebuffering can occur due to the fluctuation of the network bandwidth despite satisfying the following two conditions: (i) perform the good adaptation (e.g., maximize the QoE metric), and (ii) network bandwidth is greater than R min . Therefore, we designed SATE, a robust ABR algorithm for rebuffering, and provides stable and agile adaptation considering this network fluctuation. We implement SATE on the standard reference video player MPEG-DASH and evaluate its performance. SATE provides stable and agile adaptation and dramatically avoid rebuffering compared to the state-of-the-art ABR algorithms. 
