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ABSTRACT 
Householder reflections applied from the left are generally used to zero a 
contiguous sequence of entries in a column of a matrix A. Our purpose in this paper 
is to introduce new rm Householder and TOW hyperbolic Householder reflections 
which are also applied from the left, but now zero a contiguous sequence of entries in 
a row of A. We then show how these row Householder reflections can be used to 
design efficient sliding-data-window recursive least-squares (RLS) covariance algo- 
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rithms, which are based upon rank-k modifications to the inverse Cholesky factor R-r 
of the covariance matrix. The algorithms are rich in matrix-matrix BLAS-3 computa- 
tions, making them efficient on vector and parallel architectures. Preliminary nu- 
merical experiments are reported, comparing these row Householder-based rank-k 
modification schemes with k applications of the classical updating and downdating 
covariance schemes which use Givens and hyperbolic rotations. 
1. INTRODUCTION 
In this paper we introduce new row Householder and row hyperbolic 
Householder reflections, which zero one row of a matrix at a time when 
applied from the left. These reflections are a generalization of an idea first 
proposed by Bartels and Kaufman [3] and, as in classical Householder 
reflections, are rank-l modifications to the identity matrix. We will discuss 
their use in developing efficient algorithms for recursive least-squares (RLS) 
problems of the sliding-window type (see also [I31 and [Ig]). 
In [3], Bartels and Kaufman consider schemes for modifying R, where 
X = QR and X is the given data matrix, subject to rank-2 updates of X. To 
solve these problems efficiently, they introduce a modified Householder 
reflection which, when applied from the left, can zero entries simultaneously 
in two column vectors. Here we suggest a generalization to this reflection 
which, when applied from the left, can eliminate all elements in a row of a 
matrix. We then illustrate how these reflections can be very useful in 
developing efficient algorithms for modifying R-l (rather than R) subject to 
rank-k charges in X. (Algorithms for modifying R subject to rank-k changes 
in X were considered in [18] and analyzed in [6].) We show, in terms of 
operation counts, that our algorithms are more efficient for modifying R-’ 
than k applications of the classical algorithms based on Givens and hyper- 
bolic rotations (see, for example, Pan and Plemmons [15].) Moreover, as 
Bartels and Kaufman show for rank-2 modifications, our algorithms are rich 
in matrix-matrix BLAS-3 computations, making them even more economical 
on high performance architectures than k applications of the rank-l modifi- 
cation schemes. 
The outline of this paper is as follows. In Section 2 we introduce the new 
row Householder reflections. In Section 3 we show how these reflections can 
be used to efficiently modify 1 east-squares solutions when observations are 
added to and/or deleted from the linear system. In Section 4 we discuss 
compact WY representation of products of row Householder reflections for 
level-3 BLAS operations, and in Section 5 we provide some numerical 
experiments and some concluding remarks. 
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2. ROW HOUSEHOLDER REFLECTIONS 
In this section we introduce a row Householder transformation, which is a 
rank-I modification to the identity matrix that, when applied from the left, 
will eliminate k elements in a row of a matrix at once. These row House- 
holder transformations are still reflections. As pointed out to the authors by 
R. Funderlic upon reading a preliminary version of the manuscript, row 
Householder reflections can be interpreted geometrically in the following 
way. Given two three-dimensional vectors in three space, what one is doing is 
finding a reflection that takes the plane determined by the two vectors into 
the y-z plane. Moreover, it appears that Householder reflections of the type 
described in this paper can be used to eliminate contiguous sequences of 
elements in different rows by applying a single reflection from the left. That 
possibility is not considered in this paper, but may be a topic of future 
investigation [7]. 
We will split our discussion into two subsections. The first will consider 
row Householder reflections which are orthogonal, and the second will 
consider reflections which are pseudo-orthogonal with respect to a signature 
matrix Cp. 
2.1. Orthogonal Row Householder Rejlections 
The row Householder reflection we introduce in this section is a general- 
ization of an idea first proposed by Bartels and Kaufman [3]. Let B be a 
(k + 1) X k matrix of the form 
B= bT 
[ 1 D ’ 
where D is nonsingular. 
Suppose we wish to eliminate the first row of B (i.e., bT) by premultiply- 
ing by an orthogonal matrix. (Note that this discussion applies, in general, to 
the case where we want to eliminate the jth row of B. In this case we simply 
permute the jth row to the top of B.) In order to accomplish this we 
construct a Householder reflection 
P = z - $y3’, (2) 
where p E sZk+’ and h = pTp/2, such that 
PB = 
OT 
[ 1 L5 . (3) 
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In order to illustrate how this can be done, let 
P= [ I 9” 
where 7r is the first component of p, and q is the vector consisting of the last 
k components of p. 
If P has the form (2) and satisfies (3), then we obtain the relation 
bT 
[ 1 D - $p(TbT + qTD) = ; . [ 1 (4 
From the first row of the relation (4) we obtain 
DTq = pb, 
where 
p=h 
lr- 9rTT’ 
The relation (6) together with A = pTp/2 gives 
(5) 
(6) 
== -cL+@+qTq. (7) 
In order to avoid loss of accuracy in computer finite-precision arithmetic, we 
pick the sign so as to maximize the magnitude of 7~. Then r can be 
expressed as follows: 
7r= -/_L(1+ Gx), (8) 
where z = DdTb. 
We note that we have one degree of freedom here. Since p is a free 
variable, we suggest choosing /_L = l/llbll~. If llbllz = 0, we simply set 
P = 1. 
In general, we have the following algorithm. 
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ALGORITHM ROWHR 
Input: Br = [ B DT], where D E 8 k x k is nonsingular. 
output: p E W+i, where P = I - (l/A)ppT, h = pTp/2, has the prop- 
erty that the first row of PB is all zeros. 
if llblls = 0 
els[rP = 0, p = 1 
i 
P = l/llbll2 
solve DTq = pb 
A Householder reflection (computed by Algorithm ROWHR) which zeros 
elements in a row vector will be called a mow. Householder reflection to 
differentiate it from the classical column Householder reflection which zeros 
elements in a column vector. 
Algorithm ROWHR will have good numerical properties as long as (5) is 
solved by a numerically stable method. This is made precise by the following 
lemma. 
LEMMA 1. Let E be the machine relative precision, and suppose 4 
satisfies 
( DT + 8fiT)g = pb (9) 
with l16DTll = O(.ellDTII>. Further, let 5 = -CL - 4~’ + qTq, p’ = 
[Z qT], h = qT7/2, and 
Then there exists a perturbation 6B of the matrix B, given in (11, such that 
P(B+iSB)= ; 
1 I 
and IISBII = O(4BII). 
Proof. The proof is straightforward and hence omitted. 
(10) 
n 
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REMARK. It is important to note that P does not have to be close to P 
defined by (2) and (3). Similarly, D does not have to be close to 6 in (3). 
The situation here is analogous to that of the QR decomposition of a 
perturbed matrix X + 6X where the factors of the perturbed matrix can 
differ from the factors of the original matrix X by as much as 
O(cond(X)llGXll); see Stewart [21]. However, what is essential from the 
numerical-analysis point of view is that F is orthogonal and zeros the first 
row of a nearby matrix B + 623 to B in (1). 
Note that finding p requires solving a k X k system of linear equations, 
which in general amounts to O(k3) operations. However, if the QR decom- 
position of D is available, the cost of finding p is decreased to O(k’) 
operations. 
In the sequel we will encounter the problem of annihilating T rows, 
t- > 1, of a (k + r) X k matrix by finding an orthogonal P such that 
Such a P can be constructed as a product of r row Householder reflections 
Pi, P = P,P,_, a** P,, with Pi annihilating row i of the matrix. As the major 
cost of determining such reflections is in solving systems of linear equations, 
it is worthwhile to attempt to decrease this cost. This can be done by 
maintaining and updating the QR decomposition of the bottom k X k 
submatrix. For the sake of illustration we show the first step of this process. 
Let 
by 
BE : ) II b,T D 
and let 
D, = D = Q. R, 
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be the QR decomposition of D, which is assumed to be given. Let P, = Z - 
p, pr/h, be a modified H ouseholder reflection such that 
bT 0 
b; b,T 
P, : = f 
bi b,T 
D D, 
Then the form of P, implies that 
D, = D, - ;plb: = QOR, - fp,b:. 
1 1 
(11) 
Thus the QR factorization of D, can be obtained at the cost of 13k2 
multiplications (and 13k2 additions) by updating the QR factorization of D, 
after a rank-l change of D, [ll]. This has to be repeated r - 1 times, 
resulting in the total of 0(rZc2) operations for the overall process of comput- 
ing all reflections Pi, i = 1, . . . , r. 
2.2. Row Hyperbolic Householder Reflections 
Let Cp = diag( f 1) be a (k + 1) X (k + 1) diagonal matrix, and suppose 
p is a vector of length k + 1 with pT@p > 0. Then a hyperbolic House- 
holder reflection is a matrix of the form 
P = 4) - ippT. (12) 
where A = $pT@p. The matrix P is a pseudo-orthogonal matrix with respect 
to Cp, i.e., 
Hyperbolic Householder reflections are typically used to introduce zeros 
into a column of a matrix, and were studied in detail by Rader and Steinhardt 
[18]. Here we introduce a row hyperbolic Householder reflection which 
eliminates entries in a row of a matrix. The discussion in this subsection is 
similar to that given in Section 2.1 for the (orthogonal) row Householder 
reflections. 
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LetBbea(k+l)Xkmatrixoftheform 
where D is nonsingular. Suppose we wish to eliminate the first row of B 
using a reflection of the form (12). As in Section 2.1, this can be illustrated as 
follows. Let 
where r is the first component of p, and q is a vector consisting of the last k 
components of p. Now suppose 
Then, assuming P has the form (12), where 
we have 
Thus, we obtain 
][:I -%I (,rrb* + qTD) = OT [ I l5 . 
D*q = PI) (13) 
where p = (k#+/r- r). 
Now, if we fur CL, then we can solve (13) for q. Once q is known, then, 
using p = k&/m - m, we have 
?r2 + 7q.L - qf+h = 0. 
Thus, since 
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and since c$,,” = 1, we obtain the relation 
m2 + 2lTp - tp1q%‘4 = 0. 
Thus, if 
39 
we have 
We point out that the requirement p2 + +19T69 > 0 is satisfied for our 
problem of inverse matrix modifications. This will be discussed in further 
detail in Section 4. 
As for the (orthogonal) row Householder reflections, we suggest choosing 
p = 1/llb112, and P = @ if llbll2 = 0. The following algorithm summarizes 
the above discussion. 
ALGORITHM ROWHHR 
Input:’ Br = [b DT], where D E tRkxk is nonsingular. 
output: p E zV++‘, where P = CD - (l/A>ppT, A = pTQp/2, has the 
property that the first row of PB is all zeros. 
if l/b/l2 = 0 
.l,L,” = 0, p = * 
I 
P = 1/lWl2 
solve DT9 = pb 
7T= -/h-4= 
PT = iv 9Tl 
Similarly to the orthogonal case, a hyperbolic Householder reflection 
(computed by Algorithm ROWHHR) which zeros elements in a row vector will 
be called a row hyperbolic Householder reflection. If the QR decomposition 
of D is available, the cost of finding p is of the order of 0(k2) operations. 
For the problem of annihilating r rows, r > 1, of a (k + r) X k matrix B, 
that cost is of the order of 0(rk2) operations (see the discussion at the end of 
Section 2.1). 
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3. MODIFYING THE INVERSE CHOLESKY FACTOR 
Let X be a real m X n matrix with full column rank, and let s be a real 
vector of length m. Consider the least-squares problem 
min IIs - Xwlls. (15) 
It is well known (see, for instance, [I2]) that this problem can be solved by 
finding the QR factorization of X. Specifically, let X = QR, where Q is an 
m X n matrix with orthonormal columns,.and R is an 12 X n upper triangular 
matrix. Then the solution to (15) is given by 
w = R-‘QTs. 
In many applications, such as signal processing, it is often required to 
recalculate w when successive observations (i.e., equations) are added to 
and/or deleted from (IS). In this section we consider updating the solution 
w to & when k new observations are added to the system, and downdating 
w to ri, when k observations are removed from the system. This method is 
called recursive least squares (RLS), and can be reformulated as a k-step 
process of k successive modifications of w after addition/deletion of a single 
observation. Such rank-l modifications are most often realized by plane 
rotations and have been studied by many authors. In this paper we treat 
multiple addition/deletion of observation as a block process in a manner 
analogous to that presented in [18]. However, unlike in [18] where the upper 
triangular factor in the QR decomposition of X was modified, this paper 
proposes algorithms for direct modification of the inverse of the triangular 
factor. This procedure is called the covariance method in RLS computations. 
We will show how the row Householder reflections described in Section 2 
can be used to design effkient sliding-data-window RLS covariance algo- 
rithms. 
3.1. 1NVERSE UPDATlNG 
Let X = QR be the QR factorization of X. Suppose k new observations 
YT 
[ 1 u ’ 
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where Y T E ‘3 kx n and u E 8 k, are added to the data definingA the least- 
squares problem (15). We first show how R-l can be updated to R-‘, where 
x^= * =@ 
[ I YT 
is the QR factorization of x^. We then show how the solution w of (15) 
miniis - Xwlls (16) 
can be updated to the solution & of 
It is well known that there exists an orthogonal matrix H such that 
(17) 
The matrix H can be constructed as a product of (n + k) X (n + k) 
Householder reflections Hi, i = 1,. . . , n, such that Hi annihilates subdiago- 
nal elements in column i, i = 1, . . . , n, of the matrix 
Hi-1 0-e H,H, 
It is known that if H is orthogonal and satisfies (181, then H also updates the 
. inverse of R, namely 
(19) 
where E is an n X k matrix. To see this, note that 
‘= [R;l][;T] = [R;l]HTH[:,] = [;I[; 
Thus U = ti-‘. 
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We would like to be able to work with RmT, and not with R explicitly, 
since the triangular solves needed in solving systems associated with R can 
then be replaced by matrix-vector or matrix-matrix multiplications. The 
following lemma shows how we can construct an orthogonal matrix H 
satisfying (18) and avoid using R explicitly. 
LEMMA 2. Let c = - RmT Y, and let l$ be an orthogonal matrix such 
that 
where lk is the k X k identity matrix and l? is a k X k matrix. Then 
f(Yq] = [:I 
Zf U is upper triangular then U = i and 
(20) 
(21) 
(22) 
where E = R-‘%‘. 
Proof. The proof for k = 1 can be found in [15]. For k > 1 one 
proceeds as follows. Let 
(23) 
From the orthogonality of $, the definition of v, and the fact that 6 is 
nonsingular, it follows that Y = 0 and hence 
RTR + WT = UTU. 
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Thus if U is upper triangular with positive diagonal elements, then U = R^. 
From (19), for the inverse we have an analogous relation, namely 
Now (24) implies 
R-‘R-T 1 RI-li-T + EET ’ 
from which one obtains that 
E = R-l@-‘, 
This completes the proof. n 
The relation (24) shows that it is possible to work with the inverses only. 
The condition that has to be satsified is that application of the reflection I? in 
(24) has to result in a lower triangular matrix VT. 
We now show how to construct an orthogonal matrix Ei satisfying (20) 
and (21). To do this, we will use the row Householder reflection. More 
precisely, suppose that we have constructed row Householder reflections 
p,, ps>. . . > pj such that 
Oj 
p3 . . . p,p, c = $ , ‘I II I hj 
where Oj denotes the j X k matrix of all zeros, and e. E S(n-j)xk and 
fij E ‘3 kx k. Then using Algorithm ROWHT, we find fi,r = r’ rj qj] so that 
4+1 
iy OT [I[ I 4 = 6j+l ’ 
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where gr is the first row of cj and ij + 1 = I - <l/hj>fij f!ij?. Then Pj + 1 is 
simply given by 
pj+1 = I - ;p,p;., 
J 
where pj = [O ,..., O,nj,O ,..., 0, qj] (the jth component of pj is rj; the last 
k components of pj form the vector 9j, and all other components are zeros>. 
It is now easy to see that P = P,, *a* P,P, satisfies (20) and hence 
P, . . . P,P,[R(yT] = [Zy]? 
aSR A-T is by construction lower triangular and hence the desired downdated 
factor. 
Now that we have a scheme for updating ReT, we need to use this 
information to efficiently update the least-squares solution w to G. The 
following theorem shows how this can be done. 
THEOREM 1. Let l? satisfy (24), that is, 
Zf w is the solution to (16), then the solution to (17) is given by 
zi, = w - EC’(u - YTW). 
Moreover, E = R-‘I%-‘. 
Proof. Let 
QTs = ;: , I 1 
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where si E 8” and ss E Sk. Then (17) can be rewritten as 
45 
Furthermore, let 
(26) 
Note that w = K’s, and hence from the definition of $ we have the 
relation 
Using the definition (26) and the assumption of the theorem, the right-hand 
side of (27) simplifies as follows: 
as from (25) we have that & = R^-is,. Now the theorem follows from the fact 
that the left-hand side of (27) and the right-hand side of (28) are equal. w 
Thus, summarizing the results of this section, we obtain the following 
algorithm. 
ALGORITHM Iup-k. 
Given: R-T and w, where X = QR and w solves (16). 
Input: New set of k observations [Y r u]. 
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Then this algorithm computes i-’ and ri, where 
f= x =@ 
[ 1 YT 
and & solves (17): 
1. Compute G = -R-rY. 
Cost kn2/2 multiplications. 
2. Find I! = I’,, *** P, I’,, where Pi are row Householder reflections, such 
that 
@=f [I [I I D ’ 
Cost 13k2n multiplications. 
3. Update ReT to fieT: 
Cost kn2 multiplications. 
4. Update w to 6: 
zi, = w - EkT(u - YTw). 
Cost $k2 + 2kn multiplications [as from (11) the QR decomposition of 
D is already available from step 21. 
The total cost for Algorithm IUP-k is $kn2 + 13k2n + 2kn + ik2 multi- 
plications. We note that the straightforward implementation of the rank-l 
method of Pan and Plemmons [15] would require skn2 + O(kn) multiplica- 
tions. Thus, roughly speaking, Algorithm IuP-k requires fewer multiplications 
than the method described in [15] when n > 13k. The major advantage of 
Algorithm IuP-k is that it is rich in BLAS level-2 and level-3 operations, 
which may lead to a more efficient implementation on parallel computers. 
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3.2. Inverse Downdating 
Let 
s=[$ x=[;]. 
where ZT E 9l kxn and d E % k are to be deleted from the data describing 
(15). We now describe a method for downdating w to the solution zi, of 
We first show how R-’ can be updated to i-‘, where 
is the QR factorization of”X. 
Note that as long as X is full rank, then 
RTR - ZZT > 0. 
The Cholesky factor R’ of X satisfies 
iTi = RTR - ZZT. 
In [lS] it is shown that there exists a pseudo-orthogonal reflection I-i with 
respect to the signature 
such that 
(31) 
The matrix fi can be constructed as a product of (n + k) x (n + k) 
hyperbolic Householder reflections Hi, i = 1, . . . , n, such that Hi annihilates 
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subdiagonal elements in column i, i = 1, . . . , n, of the matrix 
Hi-1 ... H,H, ’ 
1 1 ZT ’
Similarly to orthogonal reflections, if the hyperbolic fi satisfies (31), then 
fi also downdates the inverse of Ft. To see this, note that 
Thus U = i-r, and 
(32) 
We would like to work with the inverses directly and hence need a way 
for constructing H satisfying (31) without any explicit reference to R. The 
following lemma provides means just for that. 
LEMMA 3. Assume RTR - ZZT > 0. Let c = R-TZ, and let fi be a 
hyperbolic (with respect to @) reflection such that 
where Ik is the k x k identity matrix and C is a k x k matrix. Then 
If C is upper triangular, then G = i and 
(33) 
(34) 
(35) 
where F = - R-1l6-‘. 
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Proof. The proof for k = 1 can be found in [15]. For k > 1 one 
proceeds as follows. Let 
(36) 
From the definition of f and the fact that H is hyperbolic (with respect to 
a) we obtain that 
G;‘G - Ik 0 -$ij _ $Z’T = (37) 
0 RTR - ZZT 1 [ -is I cTrj_ 22’ ’ 
Comparing upper left entries on both sides, we get 
-fi,‘c = J?;‘+ - & = ZrR-‘R-rz - 1,. 
Now, as RTR - ZZT > 0, then Ik - ZTR-‘ReTZ > 0 and hence fi is 
nonsingular. 
From (37) and the nonsingularity of fi it follows that 2 = 0 and hence 
RTR - ZZT = fiTlj. 
Thus if c is upper triangular (with positive diagonal elements) then U = i. 
From (321, for the inverse we have an analogous relation, namely 
Now (38) implies 
-CT6 -$FT 
-Fe i-‘&T _ FFT I 
from which one obtains that 
This completes the proof. 
F = -R-l@-’ 
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The relation (38) shows that, as for updating the inverse, it is also possible 
to downdate the, inverse directly. The condition that has to be satisfied is that 
application of H in (38) has to result in a lower triangular matrix VT. 
The construction of H satisfying (3v8) is analogous to that described at the 
end of Section 3.2. Now however H is constructed as a product of row 
hyperbolic Householder reflections. The only thing that needs to be verified 
is that the condition (14) is always satisfied for each factor that makes up H. 
Suppose that we have constructed row hyperbolic (with respect to @) 
Householder reflections P,, P,, . . . , pj such that 
‘j 
Pj . . . p,p, f = q. , ” II Z 4 
where Oj denotes the j X k matrix of all zeros, fj E !Jl(fl-j)xk, and fij E 
‘% kx k. Let i$r be the first row of q, and let 
. 
We wish to use Algorithm ROWHHR to find 6; = [jjj ij] so 
satisfies 
Note first that 4 is nonsingular. The condition (14) for Pj becomes 
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where from (13) qj is givenby 
tjj = /lj15,-sj. 
Substituting (40) into (XI), we obtain 
Note however that from 
51 
(40) 
(41) 
(42) 
(which is satisfied because fi,rDj - VjTGj > 0) it follows that 
1 - qTfij-15j-T$ > 0, 
which shows that (14) is satisfiyed. 
Now, the construction of H proceeds in a straightforward manner, exactly 
as in the (orthogonal) updating case. 
The scheme for downdating KT can be extended to downdating the 
least-squares solution w to &. The following theorem shows how this can be 
done. 
THEOREM 2. LA g satisfy (CD), that is, 
If w is the solution to (16), then the solution to (29) is given by 
2i, = w + Fij-T(d - ZTw). 
Moreover, F = -R-‘q6-‘. 
Proof. The proof is analogous to that of Theorem 1 and hence is 
omitted. n 
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Thus, summarizing the results of this section, we obtain the following 
algorithm. 
ALGORITHM IDOWN-k. 
Given: XT and w, where X = QR and w solves (16). 
Input: Set of k observations [ZT d]. 
Then this algorithm computes fi-’ and 2ij, where 
i = oi, and $ solves (29): 
Compute + = -R-rZ. 
Cost kn2/2 multiplications. 
Find fi = P, e-0 Pz P,, where Pi are row hyperbolic Householder reflec- 
tions, such that 
Cost 13k’n multiplications. 
Downdate XT to &*: 
Cost kn2 multiplications. 
Downdate w to Z;: 
$ = w - F6-T(d - ZTw). 
Cost $k2 + 2 kn multiplications [as from (11) the QR decomposition of 
D is already available from step 21. 
It is easy to see that the complexity analysis for the above algorithm is 
the same as for Algorithm IUP-k. That is, the total cost is ikn2 + 13k2n + 
2 kn + ik 2 multiplications. Moreover, the straightforward implementation of 
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the rank-l downdating method of Pan and Plemmons [15] requires gkn’ + 
O(kn) multiplications. 
4. BLOCK WY REPRESENTATION FOR PRODUCTS 
We are interested in row Householder methods that are rich in matrix- 
matrix operations in order to increase the efficiency of our algorithms on 
vector and parallel machines. To that end, it is important to accumulate and 
apply products of Householder reflections in block form [12]. 
It is known (e.g., Schreiber and Van Loan [ZO]) that products 
Q = H,,H,_, --a H, 
of column-oriented Householder reflection matrices 
Hi = Z - wiw;, i = l,...,n, (43) 
defined by m-vectors wi with w,rwi = 2, can be accumulated in a compact 
WY form 
Q=Z-YTYT (44) 
where Y is an m X n rectangular matrix, each of its columns is a House- 
holder vector wi, and T is a unit lower triangular matrix n X n matrix. 
Obviously, then, if A is an m X n matrix, then H,, H,_l **a H,A can be 
accumulated using matrix-matrix operations as 
HfZH,-, ..a H,A = QA = A - YT(YTA). 
An algorithm for constructing and applying Q in the form (44) is in the new 
LAPACK software system [l]. We remark that Puglisi [17] has extended the 
work in [20] by giving a scheme to compute and apply the product form (44) 
which involves more BLAS-3 matrix-matrix operations, but which also re- 
quires additional work and storage. 
Clearly, since orthogonal row Householder reflection matrices P as given 
in (2) can also be written in the form (43), the same results on accumulation 
and application of products of Householder reflections in block form apply 
for our case. Thus the use of row Householder orthogonal reflections for 
modifying the inverse QR factorization is rich in level-3 BLAS operations, 
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and the compact WY-representation block algorithms in LAPACK can be used 
for our application. 
The case of row hyperbolic Householder reflections, used for downdating, 
requires some further discussion. Recall that for an m-vector pi and a 
signature matrix @, an m X m row (or column) hyperbolic Householder 
reflection matrix can be written in the form 
Pi=*- - T p& p. p, t I ) 
t 
provided that 0 < p’@pi. The matrix Pi is pseudo-orthogonal with respect to 
a’, i.e., PiTaPi = a. Observe also that P = PT. We now proceed to show 
how to accumulate and apply products of hyperbolic Householder reflections 
in a compact WY-type representation 
First, we write (45) in the form 
block term similar to (44). 
Pi = @ 
where wi is an m-vector given by 
- wiwr, (46) 
2 
wi = (v-1 pT@pPi pi. 
Note that wzr@wi = 2. 
It will be shown that products 
of row- or column-oriented hyperbolic Householder reflection matrices (46) 
defined by m-vectors wi, and associated with the same signature matrix a, 
can be accumulated in a compact WY form 
Qe = a” - +"-'YTY'~. (47) 
A method for computing the block representation (47) is given by the 
following theorem. 
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THEOREM 3. Suppose Q@ = @’ - @ ‘-lYTYT is an m X m matrix, 
pseudo-orthogonal with respect to a’, with Y m X i and with T a unit lower 
triangular i X i matrix. Zf P = Q, - wwT, with w an n-vector such that 
0 < wT@w, and zT = -w~@~-‘YT, then the product PQ, is given by 
PQ, = ai+’ - @Y+T+Y,T, (48) 
where 
Y+= [Y. Ww], T+= z; ; 
[ 1 (49) 
Proof. It can be seen that 
PQ, = (@ - wT)(W - W-lymT) 
= (pi+1 _ +iymT + WWT@i-lymT _ wT~i 
= @i+l _ @iylyT _ WZTyT _ WWT@i 
= (gi+l 
- ‘i[y> ‘iw][ zT y ][ Jii] 
= @i+l 
- aiY+T+Y,T. n 
Notice that Q@ = P,, P,_ 1 a** P, reduces to @ - YZY’ if n is odd, and 
to Z - @YIYT if n is even. 
The scheme described in Theorem 3 for accumulating products of 
hyperbolic Householder reflection matrices has the same advantages as the 
storage-efficient compact WY representation scheme for the orthogonal case 
given in [20]. In summary, the row orthogonal and row hyperbolic House- 
holder methods considered in this paper are rich in matrix-matrix operations, 
and this fact can be used to increase the efficiency of our algorithms on 
vector and parallel machines. 
5. NUMERICAL EXPERIMENTS AND REMARKS 
In this section we provide numerical experiments which consist of 
sliding-window recursive least-squares problems (RLS) and are designed to 
compare the accuracy of our block method with k applications of the rank-l 
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covariance inverse factorization RLS method of Pan and Plemmons [15]. In 
each of the examples given below, we indicate the length of the window used, 
and the number of observations which will be added and deleted. 
The set of examples we use here have been used to test the effectiveness 
of condition estimators [9, 10, 161, and have also been used by BjGrck, Park, 
and Elden [5] to illustrate how the corrected seminormal equations can be 
used to stabilize rank-l downdating. These examples are described as follows. 
EXAMPLE 1. In this example we construct a 100 X 10 data matrix whose 
entries are generated randomly from a uniform distribution in ( - 50, SO). We 
then scale the first column of this matrix by multiplying the entries in the first 
column by 10p3. This causes the windowed data to have a condition number 
on the order of 103. Here we choose the window length to be 20, and the 
number of observations added and deleted is k = 5. 
EXAMPLE 2. In this example we construct a 50 X 5 data matrix from a 
uniform distribution in (0, 1). In this case, though, we add an outlier of the 
++++++++++++++++++- 
2 10-s E 
‘5 
3 
104 E 
10-l’ 
o 
I 
2 4 6 8 10 12 14 16 18 20 
steps 
FIG. 1. Relative errors and l/cond(X) for Example 1. 
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form r X 103, where r is again a random number in (0, l), to the (l&3) 
entry. The effect of this outlier causes the data to become ill conditioned 
when the 18th row is added to the system. Here we choose the window 
length to be 8, and the number of observations added and deleted is k = 3. 
EXAMPLE 3. In this example we construct a 50 X 5 matrix. The first 25 
rows are the first 25 rows of the Hilbert matrix. The second 25 rows are 
simply the first 25 rows given in reverse order. We then add a random 
number 6 to all the entries in order to control the degree of ill-conditioning 
of the data. The smaller the value of 6, the more ill conditioned are the data. 
As is done in [5], we use 6 = 10m5 and 6 = lo-‘. Here, we again take the 
window length to be 8, and k = 3. 
The numerical tests for the above examples were performed using Mat- 
lab, and the right-hand-side vector was chosen to be the row sums of the data 
matrix, Thus the exact solution is known, and is the vector of all ones. The 
102 - 
w 
10-I - ’ + + + +++++++++- 
& 
10’ - + + + 
u 
lo-’ - 
lO-‘0 - 
1043 - 
lo-16 
0 2 4 6 a lo 12 14 16 la 
steps 
FIG. 2. Relative errors and l/cond( X) for Example 2. 
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10’ , 
0 2 4 6 8 10 12 14 16 18 
SfePS 
FIG. 3. Relative errors and l/cond( X) for Example 3, with S = 10e5. 
quantities reported are the relative errors and residuals for our block method, 
and the rank-l rotation-based method of Pan and Plemmons [15]. The initial 
inverse Cholesky factor was chosen to be L = I, and the initial solution is 
w = 0. Thus, the initial relative error for each example is Ile - Oll/llell = 1. 
The results are summarized in Figures 1-4, where the solid line is the plot of 
the rank-l method and the dashed line is a plot of our block method. Also 
shown in the figures is a plot of l/cond(X) for each window, indicated by + 
signs. 
We see from the figures that numerically our block method performs in a 
similar manner to k applications of the rank-l method of Pan and Plemmons. 
But since our methods are rich in BLAS-3 computations, our block method is 
better suited for vector and parallel architectures (see also [7]). 
We note that, as for the rank-l method of Pan and Plemmons, our block 
method can give inaccurate results if the data become too ill conditioned. 
This is to be expected, though, since the downdating is sensitive to ill- 
conditioning; see [22]. To obtain a more reliable block method when the data 
are ill conditioned, one can apply schemes which also modify the Q factor, 
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104 
IO-9 
vznD\ 
i :+ + ‘\ 
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1042 1 
0 2 4 6 8 10 12 14 16 18 20 
FIG. 4. Relative errors and I/cond(X) for Example 3, with 6 = lo-‘. 
such as a generalization of the method proposed in [8] for updating the 
Gram-Schmidt QR factorization to the block case. Another approach is to use 
the original data, X. This could be done by extending the work of Rjiirck, 
Park, and Elden [5], which uses the corrected seminormal equations for 
rank-I modifications, to the rank-k case. These two approaches are the 
subject of the ongoing research and will be reported on elsewhere. 
Perhaps a more straightforward approach is to use a condition estimation 
technique, such as ACE [16], and, if the problem becomes ill conditioned, 
reinitialize by computing a new inverse orthogonal factorization, producing a 
new R-‘. That is, ACE could be used to monitor the conditioning of the 
data, which can be done in O(n) + O(k3> operations per time step. The 
O(k3) comes from solving an eigenvalue problem required in ACE. If the 
data become ill conditioned, one would then compute an explicit QR 
factorization of the current data, to reinitialize the RLS process, and continue 
with the updating and downdating. This approach would be most useful for 
problems such as Example 2, where the data are well conditioned except for 
a small number of windows, made ill conditioned by outliers. Of course, if the 
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problem is well conditioned, then our scheme is very efficient and needs no 
stabilizing modifications. 
The authors would like to thank the anonymous reviewers whose com- 
ments improved the quality of the paper. We are especially indebted to the 
reviewer who proposed a very elegant proof of Theorem 1. The authors also 
wish to acknowledge helpful comments from R. Fur&&c on a preliminary 
version of this paper. The paper was written while all three authors were 
visiting the lnstitute for Mathematics and Its Applications at the University of 
Minnesota. 
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