Abstract-Emerging wireless technologies enable ubiquitous access to networked services. Integration of wireless technologies into sensor and actuator nodes provides the means for remote access and control. However, ad hoc deployment of nodes complicates the process of finding, selecting and using these in a meaningful way. The use of a service discovery framework enables nodes to present themselves and the resources they hold. In this paper, we review the applicability of a number of well-known service discovery protocols in the context of networked nodes. Multicast DNS and Service Discovery (mDNS-SD) stands out with its auto-configuration, distributed architecture, sharing of resources, and wide area access. For wireless battery operated and resource constrained nodes, we seek to integrate SD and power management techniques. This leads us to a standards based infrastructure for service oriented sensor networks where; 1) nodes collaborate in an ad hoc fashion by using SD techniques to discover (and announce) resources locally and over the public Internet, 2) nodes preserve power through aggressive utilization of low power (sleep) modes, while yet being reachable for clients according to defined schemas, and 3) clients may access and configure nodes, and (if possible) access sleeping nodes by implicit wake-up procedures. To demonstrate the proposed infrastructure a complete experimental setup has been devised featuring; Bluetooth enabled nodes, lightweight implementations of mDNS-SD and communication stacks, Internet access through cellular/wired gateways, together with a public DNS server. Our experiments verify that mDNS-SD can be effectively deployed on small wireless sensor and actuator nodes and provides the basis of a service oriented infrastructure for low power sensor networks.
INTRODUCTION
Sensors are an integral part of our environment. Smaller chips, emerging wireless communication standards, and more capable sensors and actuators are pushing the development towards wireless sensor networks. Wireless sensor networks are composed of multifunctional miniature sensor devices with limited processing and storage capabilities, that are often battery operated, and interconnected with each other over wireless links. Over the past years, networked sensors have received more attention in various sectors. One application area is a health Body Area Network (BAN), consisting of a network of sensors carried by, and moving around with, the patient. The benefits from mobile (wireless) monitoring in out-of-hospital environments have been the focus in several studies and a number of prototypes have been developed e.g. [9] , [10] , [11] , [35] . These systems incorporate a range of wireless devices with varying capabilities. Even though a small number of nodes might be carried at the same time, the network of sensors may be configured quite differently over time (e.g. depending on how the medical condition of a patient develops over time). Another application area is environmental monitoring where networked sensors monitor various environmental parameters; e.g. water level, temperature, and wind sensors can be deployed along a river bank, issuing automatic warnings in the case of possible flooding [27] , [28] .
The common basis for the above application areas is the introduction of new sensors, often constructed by various manufacturers. This requires a specific understanding of the type of signal produced by the device and the proprietary protocol for communicating with (and controlling of) the sensors. One such example is a lightweight pulse oximeter sensor, providing either 3 or 375 bytes per second depending on configuration [39] .
Furthermore, the deployment of a large number of sensor nodes complicates the process of finding, selecting and using these nodes in a meaningful way. And as already mentioned, sensor nodes are also often battery operated and there is a trade-off between node power and the cost of replacing the batteries in time. To bring together these issues, we seek an architecture where: (1) nodes can be represented and presented for applications through application oriented interfaces; (2) support of low power operation to prolong sensor nodes' operational lifetime; (3) access to nodes has to be as transparent as possible (even in low power mode) thus enabling remote monitoring and control both in an infrastructureless and in an infrastructure topology to support a wide variety of applications.
We address the first issue by exploring a number of well-known established service discovery protocols, which may be used to manage the complexity of sensor networks. By using a service discovery protocol, it becomes possible to make sensor nodes and sensor data available to an application through application oriented interfaces. Multicast DNS-Service Discovery (mDNS-SD [2] ), based on well-known standards, stands out with its auto-configuration, distributed ad hoc architecture, sharing of resources, and potentially lightweight implementation. To demonstrate that an emerging standards-based service discovery protocol actually can be deployed on small sensor nodes, we develop a lightweight mDNS-SD implementation for our prototyping sensor platform MULLE [14] .
To reduce power consumption, we utilize low power modes of operations found in existing hardware, e.g. both in sensor node radio and microcontrollers. These are well established techniques to reduce power consumption and hence, prolong a node's operational lifetime [3] .
Enabling transparent access is performed by merging node discovery and node power management, and we present a technique for integration of the proposed service discovery protocol with the sensor node's lowpower architecture. This technique can seamlessly manage sensor nodes in low power mode, while still allowing users to access the nodes as if they were online.
The motivation for our research activity is the vision of an architecture where nodes collaborate, for example in a medical application where sensor nodes can be used to assist monitoring of patients. Sensor nodes are added in an ad hoc fashion to the BAN and when switched on, they utilize service discovery techniques to instantly discover (and announce) resources to peer nodes. To save energy, nodes enter low power mode but may be reachable for clients according to a defined schema, again found by using service discovery techniques. Access to nodes is either from users in close vicinity by using a Personal Digital Assistant (PDA) or from a remote location using a standard web browser. This paper is organized as follows. Sec. II presents an overview and related work. An overview of our architecture and our development and prototyping platform is introduced in Sec. III. Sec. IV presents design considerations of our implementation of the Service Discovery Protocol. In Sec. V, an application example is presented. Finally in Sec. VI, the paper is concluded.
II. OVERVIEW AND RELATED WORK

A. Service and Device Discovery
Service discovery protocols enable services and service users to dynamically advertise and find available services in a network. They provide the necessary means to describe services so that the service users can determine if a discovered service matches its requirements, as well as utilize this service.
In general, service discovery protocols defines three entities (software elements) interacting together. A service manager holds information about the device and the services it is providing. In the analogy of the client/server paradigm, the service manager can be seen as the server providing a set of services to clients. Continuing the client/server analogy, a client in a service discovery protocol is represented by the service user entity, which sends queries for a specific service or device of interest, and selects the most appropriate found. Finally, some service discovery techniques implements a service cache manager (an entity tracking all available services) and is the entity where service managers register the services and services user queries for available services. Today, there exist a number of proposed service discovery protocols and the common building blocks and techniques of service discovery protocols include:
(1) Service Catalogues: Service discovery protocols can be categorized as either a centralized directory-based protocol or distributed directory-less protocol. In the former, nodes register their available services with a central repository where service users query for available services. In the latter scheme, the protocol is inherently peer-to-peer and the service catalogue is distributed over the nodes.
(2): Service Description The service discovery protocol must define a data description language, representing and describing the service. In addition, the additional capabilities of the service, or attributes, usually have a standard naming convention.
(3) Registration & Discovery: For service users (clients) to be able to find other nodes and available services, the services must be registered and a discovery process has to take place. To discover services, the discovery process can either be active (by issuing queries) or passive (by listening on service announcements from peer nodes).
(4) Utilization: Other important characteristics for service discovery protocols are the techniques for supporting service delivery and service invocation. For some service discovery protocols, the responsibility for service invocation is controlled by higher level protocols apart from the actual service discovery protocol. Other protocols provide the necessary means to utilize the service by exporting a service interface. To maintain a consistent state, it is necessary that the service discovery has a mechanism to notify the service users, ensuring that a clients' knowledge of an announced service is still valid. Either a client can receive a change of a service state by receiving asynchronous notification of a specific event, or by frequently polling the service.
Depending on the application area and usage scenario, the service discovery protocol has a number of requirements. In e.g. pervasive environments, it can be expected that the service discovery protocol must be able to cope with a number of different devices. In such environments, it is anticipated that devices are heterogeneous, ranging from very resource limited tiny nodes to more resource rich devices, e.g. PDAs and laptops carried by human users. For small devices, the processing power, storage capabilities in terms of memory, and communication capabilities must be taken into consideration. In addition, nodes are expected to be in a low-power state with a low duty cycle to conserve power. If the node is not reachable in this state, cooperative techniques must be handled by the service discovery protocol.
B. Well Known Service Discovery Protocols
Well known service discovery protocols include Service Location Protocol (SLP), Jini, UPnP, and mDNS-SD. Table 1 summarizes our comparison of these protocols. The presented service discovery protocols have taken different approaches to enable dynamic service registration, discovery, and service invocation. For example, mDNS-SD and UPnP have a clear focus on enabling address allocation without DHCP servers, automatic discovery of computers, devices, and services on IP-based networks (as known as zero-configuration networking). Furthermore, in Jini, services are delivered as Java objects to service users requesting the service, making it possible to perform ordinary method calls. Service delivery and invocation in SLP and mDNS-SD, is on the other hand entirely left out from the protocol description.
C. Choice of Service Discovery Protocol
The choice of service discovery protocol for our sensor node is based on a number of properties associated with ad hoc sensor networks. Our target platform is a resource constrained sensor node, hence we seek a lightweight solution that enables devices and their services to autoconfigure, cooperate, adapt to changes, and to dynamically advertise and find available services in a sensor network. The storage, processing, and communication capabilities precludes some of the mentioned protocols. In such environments, initiatives have been made to support resource-constrained devices, for example the Jini Surrogate Architecture (for devices without a Java Virtual Machine) [20] . In this framework devices may join the service federation with the aid of a surrogate host, a resource rich device, representing and acting on behalf of the non-Jini capable device. On one hand, the Jini Surrogate Architecture may solve the issue of nodes having limited capability, but on the other hand, it enforces clients searching for services provided by the device to apply Java/Jini technology. Others have outsourced large and complex tasks to dedicated and more powerful nodes, allowing small nodes to become a part of an UPnP environment [7] . However, both approaches require a hosting environment that must be provided by a resource rich device. Furthermore, due to intermittent network connectivity in ad hoc environments, nodes may appear and disappear without notification. For an application that needs to maintain a consistent view of the available services, the node may either poll the network repeatedly or receive a notification when a change occurs. As seen in Table 1 Jini, UPnP, and mDNS-SD support the notion of detecting a change of the service status state by either polling or receiving a notification event. SLP relies on polling, but work has been performed to support notification as well to detect changes [26] . In addition, in ad hoc networks with devices acting as routers and hosts at the same time, forming an arbitrary topology, the service discovery protocol must not rely on a centralized architecture (e.g. as Jini presuming the existence of a central repository for service registration and service lookup). Finally, dynamic service discovery protocols are often designed to be scalable in local networks [8] , [15] . Extending from searching and browsing for services in radio proximity, the possibility to register services and perform lookups from the global Internet would be beneficial. SLP and mDNS-SD present solutions to operate in a local scope as well as searching for services in a global scope. This is achieved by utilizing extensions to existing standards (DNS) thus enabling remote service discovery. Since mDNS-SD in particular is based on DNS, whereas SLP adds it for remote wide area service discovery, we have selected the mDNS-SD device and service discovery protocol as being suitable for our implementation on the sensor nodes. This gives the nodes the option (as required by the target application area) of publishing services both in the .local domain as well as in a public domain using Dynamic DNS updates, which enables nodes to register and dynamically update their service records whenever changes occurs.
D. Low Power Operation
Continuing the last section, the research effort related to resource and service registration and lookup in sensor networks has generally been biased towards middleware systems. In such systems, both services and sensor readings may be sent to a central service gateway, collected, and stored for future use by service clients. However, pushing service discovery techniques into the sensor network itself appears to be less explored. One exception to this is found in the area of routing, where network routes in the wireless sensor network are interpreted as services, and where service discovery techniques are used for building energy-efficient network paths. This power saving technique is however not restricted to the network layer. For example scheduled (or duty-cycle based) activation for power efficient MAC layer protocols is a well known and popular technique to minimize the power consumption of sensor nodes (i.e. nodes coordinate their (sleep) schedule to support low duty-cycle operation).
Our approach is similar, using existing low power modes provided by the sensor node and utilizing node scheduling to optimize power consumption. The differences being that: (1) in e.g. [17] , [18] , [19] , the target network is a large number of distributed sensors, interconnected in a multi-hop network and the focus is on developing new MAC layers to address power constraints, whereas we foresee applications in smaller existing single-hop Personal/Body Area Networks; (2) In the mentioned traditional Wireless Sensor Networks, the scheduling is on a node-to-node communication level whereas a PAN involves node-to-node as well as user-tonode communication, and therefore also requires a high level scheduling in order to preserve energy.
E. Transparent Access
The integration of Internet enabled sensor and actuator nodes into measurement systems has been reported before in several cases ( [33] , [1] , [37] ). Furthermore, in [29] it is stated that open protocols and a network structure are needed where all nodes are able to conveniently communicate (with each other). To solve the above, access from external Internet and communication within the sensor network, many projects propose conceptually similar solutions. In [30] , an IP sensor node to seamlessly integrate a device level network to a management level network is presented. The IP sensors export their functionality (capability and self-description) and a userfriendly name is mapped to a node and the mapping of sensors is made by a central server during system configuration. In [31] , a middleware architecture and a network of MicaZ nodes are presented. The sensor nodes broadcast messages, intercepted by a gateway, and forwarded to a home service framework always running at a home gateway. Access to, state change of, and monitoring of nodes are performed by sending the application-level protocol HTTP, and a mapping is performed by the middleware into MicaZ "understandable" packets. Finally, in [32] a serviceoriented platform (a sensor node) as well as a middleware architecture hosting the nodes is presented. During boot phase, the node uploads a given (unique) identification, a device driver bundle, and the representation of the nodes' sensor (modeled as a service) is inserted into the middleware system based on the OSGi framework [40] . The physical nodes are stack-based meaning that a number of different heterogeneous sensors and actuators might be connected, and the OSGi framework enables a mechanism for translating the connected sensor (or actuator) into a software service. For an application (external to the networking sensors e.g. from the Internet) accessing the service, a bundle implementing a proxy interface to the middleware is provided.
Although the above examples have different application areas, such as industrial networks, home networks and home appliances, or smart houses, they envision that sensors, actuators, and sensor networks will become a part of the future Internet. As a result, the proposed architectures may solve the issues of discovering resources (locally and remote), allow low power modes of operation, and initiate wake-up procedures to access nodes. However, the operation of the above is based on the following assumptions: (1) although the deployment of nodes might be ad hoc, an infrastructure exists for sensor nodes as well as clients to connect to; (2) the development of a large gateway solution, dealing with the communication activities on behalf of the sensors and actuators is more or less de facto, which proxies all application interaction thus hides the internal structure of the networked sensors. These systems could well satisfy the established constraints set on the system, but would suffer if future flexibility is needed. Hence, these assumptions may infer limitations on the range of applications that can be supported by networking sensor platforms. One such application example could be decentralizing processing of a thermostatic control-loop to nodes [34] , where the nodes communicate with nearby nodes and perform the appropriate action depending on the inputs, without the need of a master controller node.
Thus we seek an architecture where data can be exchanged between nodes without the support from intermediate nodes and at the same time provides global access to all individual nodes. This would give us the possibility of application control and monitoring of each and every node in the sensor network. However, such an architecture must not preclude the usage of gateway access points, service-oriented backend frameworks etc. if needed by the application environment. In fact, many applications do need a service backend infrastructure, e.g. to store samples of measured data from the sensors into a standard relational database, but the main difference is that the gateway does not need to be the focal point of entrance to the sensor network, converting external standards based protocols to internal non-proprietary protocols.
III. ARCHITECTURE OVERVIEW
We created the system from available commercial offthe-shelf (COTS) components and communication technologies as a base for the service oriented infrastructure for low power sensor networks. As depicted in Fig. 1 , the symbolic functionality represents a high-level view of clients' interest of measurements sampled by (and possible control of) the networking nodes. The concrete implementation consists of a number of networking sensor platforms, interconnected over a short range radio link (the license-free industrial, scientific, and medical (ISM) frequency band). Nodes are presented, and their capabilities announced, to local and remote clients using mDNS-SD as previously described. To support low power operation, nodes duty cycle are scheduled and announced to clients. Supporting "anywhere" remote access and control by e.g. a standard web browser (and depending on the application) nodes may connect to a fixed access point attached to e.g. Ethernet, or connect to an appropriate mobile phone for applications requiring enhanced mobility.
A. The MULLE platform
Over the years, a number of prototypes of wireless networking sensor nodes have been developed. Many of these devices are built using COTS components. COTS hardware platforms such as the Berkley Mica motes [12] have often been used when developing applications. Another platform is the BTNode [5] , a demonstration and research platform. Others are the already mentioned IP sensor [30] and the Atlas node [32] . Our representation of a node is similar. The major hardware components on our prototyping sensor platform MULLE [14] are a 16-bit microcontroller, a Bluetooth single-chip module with integrated antenna, and an interface to connect sensors and actuators. The software architecture consists of lightweight TCP/IP and Bluetooth stacks. Utilizing standard protocols for communication has several advantages over developing proprietary protocols. For example, it makes it possible for nodes to operate seamlessly with different types of devices (other nodes, access points, mobile phones, PDAs etc). Also, Bluetooth is a widely accepted wireless standard and enables shortrange wireless data communication between devices. It has been argued that a wireless sensor node, having the limited computation, memory, and communication resources is precluded from the use of the "heavyweight" networking protocols [11] , [16] . It is true that the components assembled on the development platform incorporate more powerful components than normally found on small sensor nodes [23] , [13] . However, it has been shown that the TCP/IP protocol can be used on COTS devices, similar as those traditionally used as sensor nodes [6] . Finally, achieving interoperability with a large number of devices makes Bluetooth valuable, especially when prototyping sensor-based applications.
B. Operational Modes
One of the most important design issues when it comes to embedded systems is the power consumption. Often, nodes are situated in places that make it difficult and time consuming to change batteries. If nobody is around to replace empty batteries, the sensor node may also cease to operate properly. Therefore, it is vital to monitor the battery capacity, and inform the user of the estimated lifetime. It is also equally important to minimize the power consumption. In most systems, the wireless radio communication is the most power consuming part, and also the one that is the most difficult to minimize.
By using an activation schedule, a node can be instructed to transmit its data at certain times and intervals. The schedule allows a user to control how often and how long a sensor node turns on the radio, and therefore gives an easy way of calculating the power consumption. The calculations can thereafter be used to find the required capacity of the battery, or give an indication on how often a node can use the radio given a fixed battery capacity. The operational mode on the MULLE that is based on an activation schedule is called Time-synchronous. For an in depth description, all available modes for the MULLE is extensible described in [36] , but a brief summary is outlined below:
• Active mode Initiates a connection according to (its) requirements; otherwise the radio is turned off. This mode gives low power consumption, but long and non-predictable latency.
• Passive mode The radio always on (listening).
This allows a low and predictable latency, but relatively high power consumption. Figure 1 . System overview. The symbolic functionality of the system illustrates a user request for remote sensor data, and the architecture implementation represents the concrete implementation.
• Time-synchronous mode Uses a schedule to switch the radio on (in Active or Passive mode) or completely off. The Time-synchronous operating mode can have its modes mapped against different low power modes that are supported by the radio technology it is used with. Since the MULLE is Bluetooth based, we mapped Active, Passive, and Time-synchronous against the following Bluetooth states: Connected and Listening. The low power modes in use are; Park state and Sniff mode. This mapping scheme is depicted in Fig 2. 
C. Activation Schedule
An activation schedule is maintained by the user, and downloaded into the MULLE node. This schedule controls when and, by using different operational modes, how the MULLE activates its radio. When a node switches off its radio, and hence stops all radio traffic, a user will be notified that the node is no longer available. However, the system will inform the user, with the date and time, when the node will be available next time. The wake-up schedule is described in a calendar file. See Fig.  3 for an example of a vCal-based activation schedule, which instructs the MULLE to go into Passive mode every 20 minutes every day starting the 24 th of December 2006. Active mode can also be described in a similar schedule. The MULLE node may also publish the activation schema (a link to the calendar file) using standard techniques for example using the public service _calTalk._tcp.<domain> [38] . Clients uses mDNS-SD to find devices publishing the calendar service, downloads the calendar description using http, or even subscribes to the calendar using webcal. Clients are notified about a change of state of the MULLE node (e.g. Active/Passive) through events, as stated by the calendar file. An example of the simplest case is using the BEGIN:VALARM, ACTION: DISPLAY which displays a message. If other (more advanced) actions should be taken on an event, additional event-programs must be implemented, e.g. using AppleScript on MacOSX. This is possible due to the calendar specification includes the possibility to use attachments containing executable programs. It must be noted though that these types of alarms are subject to any virus or malicious attack that might occur as a result of executing the attachment, hence scripts and software has to be pre-installed (however they can be downloaded from the MULLE node), or in some other way be validated.
When sensor node has its activation schedule, it also needs to keep track on the clock to be able to turn the radio on at the right times. The MULLE uses the Network Time Protocol (NTP) to obtain a correct time and date. The date information is thereafter programmed into its Real-time Clock (RTC). Experimental results in [36] verify that NTP over a Bluetooth network gives satisfactory precision for high granularity scheduling. A MULLE can host both NTP client and server functionality.
D. Access Model
If the MULLE node is in Active mode (radio on, assuming an IP address has been allocated, "online") the activation scheduled as describe in the calendar file can be located and downloaded using standard techniques, which works well both in the .local domain as well as using wide area service discovery. In the .local domain, clients utilizes multicast to find the appropriate services, whereas performing wide area service discover involves querying a Domain Name Server, with records updated by the nodes using Dynamic Updates. However, if the node is in Passive mode (radio on, Bluetooth controller in e.g. inquiry scan sub-state) someone else has to respond/activate and connect to the device. One solution in the .local domain can be by utilizing a Sleep Proxy [2] , where a Sleep Proxy service at a peer sensor node can respond to general queries, for example PTR records transferred to the node implementing the Sleep Proxy. Such scheme works well for example, when clients browse for available node services' in the sensor network. However if the client decides to access the service (to get the node name and the mapping between the node name and an IP address) then the Sleep Proxy must "wake-up" the node so it can answer the queries. This access model of the wake-up/respond procedure must also be supported if access is being made from an external network (i.e. not link-local access).
The access model is however further complicated by the policy and the de facto standard utilized by Internet Service Providers. It is not uncommon that a client, accessing the Internet by the use of mobile phones is provided with a private IP address, NATed and hence restricted from running server services accessible from the global Internet. Even though we want the nodes to be a first class entity, where facing three scenarios depending on the access network and policy of telecom operators: (1) Public IP address allocation. Nodes are assigned a public IP address and service records are published in the .local domain as well as in a public domain; (2) Legacy NAT device. The nodes are assigned a private IP address and outgoing traffic are translated using various techniques (address and/or port number). In this scenario, services may only be announced in the .local domain; (3) Port forwarding enabled devices. Various techniques exist to open NAT devices, typically needed by peer-to-peer file-sharing programs. If the device that the nodes connect to (an access point or a peer node) supports this feature, the node may request a port mapping to be performed. In this scenario, we implement NAT-PMP [41] and hence services may be published as in scenario (1) above.
We propose an architecture where nodes are accessible both in Passive mode and Active mode transparently from the clients' point of view. At each node acting as the default gateway for other nodes (typically a Bluetooth Master implementing the Personal Area Networking (PAN) profile), we utilize a Time-Synchronous daemon (TSd). The TSd annotates the Bluetooth connections to slave devices with the current operating mode, mapped from one of the low power modes as describe above. This enables clients transparent, i.e. independent of the nodes operational mode, access to the sensor nodes. For example, a client accessing one of the services provided by one of the nodes (e.g. if we for simplicity assume the activation schedule announces the Active mode), it can not distinguish between the actual Bluetooth state (connected, parked, sniff) mapped by the TSd. What is relevant to the clients is that the node may be accessed, and its services utilized, according to the announced activation schedule. Less important is the actual low power mode activated on the MULLE node; we have to recall though that there is a trade-off between low power consumption and non-predictable latency. This is the case when using e.g. Park state with long beacon interval settings which gives very low power consumption, but high latency.
Preliminary measurements performed on the Bluetooth module, indicates that large power savings can be performed by the proposed architecture, while keeping the total communication delay low and controlled. Depending on the activation schedule, the desired latency can be obtained while keeping the power consumption low. However, more measurements are required to study the overall performance, and its impact on communication latency.
E. Software Architecture
To conclude this section, an overview of the sensor node software architecture is depicted in Fig. 4 . As shown, the left-hand side represents the architecture when using an access point with the necessary functionality implemented. For example, the access point may provide nodes with an IP address using DHCP, respond to sensor nodes requests of port mapping (if needed), provide time synchronizing of the node's RTC, responsible for sending a "wake-up" message to parked nodes, and initiating a connection to listening nodes. In the right hand side of the figure, the corresponding software architecture on the sensor nodes is presented. Notably are the similarities between the software architectures, difference being that a sensor node has a sensor driver and a tiny hardware abstraction layer (HAL). The appropriate sensor driver is linked during compile time depending on the attached sensor and target application, and the HAL allows the node software to be executed in emulated mode (e.g. on a PC) during sensor application developing phase. The similarities imply that a sensor node also can act as an access point, providing the services and functionality as described to other networking sensor nodes within radio proximity.
IV. DESIGN CONSIDERATIONS
Our lightweight implementation of mDNS-SD enables the sensor node to announce its services, both in a small network of devices in the .local domain and updating resource records in a DNS. This presentation of services requires the capability of announcing and responding with appropriate DNS messages to wide area clients as well as peer nodes. A significant portion of the DNS messages is used by the representation of domain names. On our platform, the scarcest resource on the node is memory. The 16-bit microcontroller on the platform has 256 kB of flash memory for program code, and 20 kB RAM. Given that in the target environment, almost all information is known at compile time, i.e. the service or set of services, hence we store the appropriate domain names in ROM reducing the amount of dynamic memory needed to be allocated during runtime.
Information not known at compile time, which has to be allocated during boot, is typically the node host name, IP address and the instance part of the mDNS-SD service instance name. The intention of the instance part is to represent a user-friendly name, containing any UTF-8-encoded text. Table 2 shows the size of the code compiled with [24] and executed on the M16C 16-bit microcontroller. In this example, one service is announced by the node. As an indication of the size, we also compiled the code from the mDNS-SD project [25] for the M16C platform and the 32-bit Intel x86-architecture. As an evaluation, those figures cannot be directly compared; the target environments are simply different. For example, the open source code supports much larger DNS messages (up to Ethernet Jumbo frames). However, in our target network technology, such large DNS messages are unlikely to be generated and as a result, we have opted to support the original maximum size of UDP DNS messages (512 bytes). This also gives us an estimation of the memory consumption when processing a query. Even though multiple records might exist in a DNS query message, they are processed one at a time marking potential answers of the nodes services. Assuming the maximum sized DNS message, and the maximum resource record extracted and supported by the node, the processing of queries needs to allocate at most 1 kB of memory during runtime.
V. THEORY OF OPERATION
When the sensor node is switched on, an onboard control application initiates an inquiry to search for other Bluetooth devices in the close proximity. The Bluetooth standard defines a set of profiles for communication. Our platform currently supports the Serial Port Profile (SPP), LAN Access Profile (LAP), the Dial-Up Network (DUN), and the Personal Area Networking Profile (PAN) to access a remote network. The peer device may be a mobile phone with GPRS or a Bluetooth access point, connected to a wired network. During our experiments, we use a gateway prototype platform bridging the Bluetooth and Ethernet networks.
The gateway platform has the same microcontroller as the sensor nodes, Bluetooth hardware, same networking stacks as described in Fig. 4 , and is connected to wired Ethernet. The profile role being used is the Network Access Point (NAP), providing a traditional LAN data access point. When connected, a node joins the multicast address assigned for mDNS-SD, and announces its services (both in .local and at a preset DNS). Currently, we experiment with announcing a number of services. The first service is a web-server, announced using the appropriate DNS PTR record with the name _http._tcp.local., and with record data pointing to the specific sensor node. The scenario is depicted in Fig. 5 , where the Internet Explorer plug-in is used to show the HTTP services found in the local domain. In this example, a standard PC is connected to a wired Ethernet network as well as connected over Bluetooth acting as a PAN User (PANU) or a Data Terminal (LAP-DT). The plug-in multicast DNS queries for e.g. PTR records to browse the .local domain, and unicast DNS queries to a preset wide area domain, to find out all available web servers, and receives a number of responses. The HTTP service is conveniently utilized, as shown in the figure, by clicking on the appropriate instance found by the lookup process. Other services being elaborated are _ntp (for announcing a Network Time Protocol service) and _calTalk (publishing the node's activation schedule).
The final service type is the application-specific service, depending on type of sensor attached to the platform. Currently, the abstract service type 'eis' is used, matching any type of physical sensor connected to the development platform. This usage relies on a higher level application protocol in order to utilize the service i.e. the client application must know the specific details how to access data sampled by the sensor, as well as the format and type of the data. In the case of people accessing the platform by the use of a standard browser, the application protocol could be embedded in a Java applet downloaded from the web server. The use of a generic service type to represent the physical sensor demonstrates one of the strengths with mDNS-SD. In fact, the service discovery protocol supports any application level protocol running on IP based networks.
VI. CONCLUSION
This paper presents the feasibility of the deployment of an emerging lightweight service discovery protocol on wireless sensor network nodes. The target platform is a small sensor node which implements an ad hoc sensor networking device with IP and Bluetooth protocol stacks. We have shown that the nodes are capable of advertising and hosting services both in the .local domain in a Bluetooth piconet and for service browsing in a wide area domain. The lightweight implementation of the device and service discovery protocol is based on well known standards-based communication protocols, thus providing a familiar environment when developing applications for the sensor network. In addition, to reduce power consumption we presented an activation schedule, based on the mapping of the nodes' operational modes to Bluetooth states. By announcing the activation schedule as a service, a representation of the state of the nodes is exposed to client applications. Finally, an overall architecture is presented incorporating the ideas of device and service discovery techniques and low power operation mode scheduling. Our experiments on a complete testbed featuring sensor nodes, lightweight implementation of mDNS-SD, TCP/IP and Bluetooth stacks, local and wide area access through cellular/wired gateways together with a public DNS server verify that service and device discovery of nodes in an ad hoc sensor network is feasible.
