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Abstract
Let A be an n × n complex matrix and 0  q  1. The q-numerical range of A is the set denoted and
defined by
Wq(A) = {x∗Ay : x, y ∈ Cn, |x| = |y| = 1, x∗y = q}.
We show that the q-numerical range of a reducible 3 × 3 matrix is determined by the q-numerical range of
the normal operator
(Tf )(z) = zf (z), f ∈ L2(, dx dy)
for some compact convex set . The result provides a performable algorithm to compute the boundary
of the q-numerical range of a reducible 3 × 3 matrix. An example is also given to illustrate the detail of
computations of the boundary of the range.
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1. Introduction
Let A be an n × n complex matrix and 0  q  1. The q-numerical range of A is defined and
denoted by
Fq(A) =
{
ζ ∗Aξ : ξ, ζ ∈ Cn, ξ∗ξ = ζ ∗ζ = 1, ζ ∗ξ = q} .
Tsing [16] shows that Fq(A) is convex. The q-numerical range is unitary similarity invariant,
Fq(A) = Fq(UAU∗), for any unitary matrix U . It is also transpose invariant, Fq(A) = Fq(AT).
Clearly, we have the basic property
Fq(aA + bIn) = aFq(A) + qb,
for every a, b ∈ C, and since Fq(A) is a special C-numerical range (cf. [7]), it follows from [14,
Prop. 2.2] that for any non-scalar matrix A, there exists a non-zero polynomial P ∈ R[x, y] such
that
(i) P(x, y) = 0 for every boundary point x + iy of Fq(A).
(ii) The polynomial P is the product of real irreducible polynomials Pj ’s in C[x, y] and
Pj (x, y) = 0 for infinitely many boundary points x + iy of Fq(A).
Although some numerical algorithms are developed (cf. [10,15]), there are no currently known
applicable algorithms for the construction of the polynomials Pj ’s, and the explicit equation for
the boundary of Fq(A) is known only when A is normal or 2 × 2 or reducible 3 × 3 matrix of
a special type (cf. [5,9,11–13]). Numerical computations of the q-numerical range may provide
many useful information, but less qualitative properties are verified. For instance, the relation
of the unit disc D and the q-numerical range of a contraction matrix A is not clear. Suppose
Wq(A) ∩ D contains infinite points, whether there exists a unit vector ξ for which Aξ = λξ
for some |λ| = 1. To solve such a problem, we need exact equation of the boundary of Wq(A) or
qualitative properties of Wq(A).
Let A be an n-by-n matrix. The homogeneous polynomial associated to A is defined by
h(t, x, y) = det (tIn + x(A + A∗)/2 − iy(A − A∗)/2) .
Let h be the algebraic curve of h(t, x, y), i.e.,
h = {[(t, x, y)] ∈ CP2 : h(t, x, y) = 0},
where [(t, x, y)] is the equivalence class containing (t, x, y) ∈ C3 − (0, 0, 0) under the relation
(t1, x1, y1) ∼ (t2, x2, y2) if (t2, x2, y2) = k(t1, x1, y1) for some nonzero complex number k. The
dual curve of h is defined by

hˆ
= {[(T ,X, Y )] ∈ CP2 : T t + Xx + Yy = 0 is a tangent line of h}.
Kippenhahn [8] shows that the classical numerical range F(A) ≡ F1(A) is the convex hull of hˆ
in the real affine plane which is called in [1] the boundary generating curve of F(A).
We consider a 3 × 3 reduced matrix
A =

a11 a12 0a21 a22 0
0 0 a33

 . (1)
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This type of matrices (1) plays an important role in the study of operator dilations (cf. [6]). Notice
that every 2 × 2 complex matrix is unitarily similar to a matrix
exp(iθ0)
(
λ ξ
η λ
)
for some λ ∈ C, θ0, ξ, η ∈ R with ξη  0. As in [5], we set
A(γ, a + ib) =

 0 1 + γ 01 − γ 0 0
0 0 a + ib

 , γ, a, b ∈ R.
The matrix A(γ, a + ib) is unitarily similar to its transposed. Hence we may restrict our attention
to the q-numerical range of A(γ, a + ib) with γ > 0. If γ = 0 then A(0, a + ib) is normal and its
eigenvalues are 1,−1, a + ib. The boundary of Fq(A(0, a + ib)) is characterized by Li [9] and
Nakazato [13]. If γ = 1 and b = 0, the q-numerical range of A(1, a) and its boundary equation
are systematically investigated in [5]. Therefore, in the remainder of this paper, we assume that
γ > 0 and γ /= 1. The classical numerical range F(A(γ, a + ib)) is the convex hull of{
x + iy : γ 2x2 + y2  γ 2} ∪ {a + ib}.
If a + ib satisfies a2 + b2/γ 2  1, then γ 2 + 1 − a2 − b2 > 0, and hence
a2 + b2 < γ 2 + 1 + 2γ
√
1 − a2 − b2/γ 2.
Then, by the circular union formula [16], we find that the Fq(A(γ, a + ib)) = Fq(A2),
where
A2 =
(
0 1 + γ
1 − γ 0
)
.
Moreover, the q-numerical range of A2 coincides with the following elliptical disc (cf. [9,12]){
x + iy : x
2
(1 + γ (1 − q2)1/2)2 +
y2
(γ + (1 − q2)1/2)2  1
}
.
A further result in [5] shows that for any a > 0, a /= 2 and sufficiently small 0 < q < 1, there
exists a matrix B ∈ M4 such that Fq(A(1, a)) = F(B). In the case a = 2 or q is rather large, there
exists a closed half plane H such that Fq(A(1, a)) ∩ (C\H) = D ∩ (C\H), for some circular
disc D and Fq(A(1, a)) ∩ H = F(B) ∩ H for some matrix B. This result leads to the following
refined problem.
Question 1.1. Suppose that 0 < q < 1, and the polynomial P represents the boundary of Fq(A).
For each factor Pj of the polynomial of P , does there exist a matrix Bj ∈ Mnj whose boundary-
generating curve is
{
x + iy : (x, y) ∈ R2, Pj (x, y) = 0
}
?
This question is equivalent to say that if Gj(1, x, y) = 0 is the dual curve of the curve
Pj (x, y) = 0, does there exist a matrix Bj ∈ Mnj such that
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Gj(t, x, y) = det
(
tInj + (x/2)(Bj + B∗j ) − yi/2(Bj − B∗j )
)
?
We show in [4] that the matrix A(2, 5) and q = 3/5 give a negative answer to Question 1.1.
This negative result indicates that it is impossible to express the boundary of Fq(A(γ, a + ib))
by using the numerical range of matrices. On the other hand, the authors of this paper obtain an
efficient method to describe the q-numerical range of normal operators in [3]. Taking these into
account, we ask the following question.
Question 1.2. Suppose that γ > 0, γ /= 1 and a2 + (b2/γ 2) > 1. Does there exists a bounded
normal operator T , independent of q, acting on an infinite dimensional Hilbert space H , such that
Fq(A(γ, a + ib))
⊂
{
x + iy : x
2
(1 + γ (1 − q2)1/2)2 +
y2
(γ + (1 − q2)1/2)2  1
}
∪ Fq(T )
for every 0 < q < 1?
We construct explicitly a normal operator and give an affirmative answer to this question in
Section 4.
2. The convex set  and the function R1(γ : a + ib)
In this section, we construct a compact convex set  for which a normal operator will be
defined on. The number R1(γ : a + ib) is also introduced for classification of q. We obtain
several fundamental properties of  and R1(γ : a + ib) which are helpful for the study of the
q-numerical range of A(γ, a + ib).
For any A ∈ Mn, the Davis–Wielandt shell of A is defined by
DW(A) = {(x∗Ax, x∗A∗Ax) : x ∈ Cn, |x| = 1} . (2)
A close relation between the q-numerical range and the Davis–Wielandt shell has been studied
in [2,11]. Assume that a2 + b2/γ 2 > 1. The Davis–Wielandt shell of A(γ, a + ib) is the convex
hull K(E,P ) of the ellipsoid
E =
{
(x + iy, z) ∈ C × R : x2 + y
2
γ 2
+ (z − 1 − γ
2)2
4γ 2
= 1
}
(3)
and the point P = (a + ib, a2 + b2) ∈ C × R. Let K1 be the convex cone generated by E and P
with vertex P . Clearly, one part of the boundary of K(E,P ) lies on the surface of K1.
Theorem 2.1. Every boundary point of the cone K1 satisfies the quadratic equation
H(x, y, z)≡ γ 2(a2 + b2 − γ 2 + 2a + 1)(a2 + b2 − γ 2 − 2a + 1)x2
+ (a − b)2 + γ 2 − 1)((a + b)2 + γ 2 − 1)y2 + (a2γ 2 + b2 − γ 2)z2
− 8abγ 2xy − 2(a2 + b2 − γ 2 − 1)(aγ 2xz + byz)
+ 2((a2 + b2)(γ 2 + 1) − (γ 2 − 1)2)(aγ 2x + by) − 2(a2γ 4 + b2)z
+ a2γ 6 + (b2 − 2a2)γ 4 − (a2 + b2)2γ 2 + (a2 − 2b2)γ 2 + b2 = 0.
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Proof. We consider the equation G(x, y, z) = 0 of the ellipsoid E, where
G(x, y, z) = 4γ 2x2 + 4y2 + z2 − 2z − 2γ 2z + γ 4 − 2γ 2 + 1.
To find the condition for a straight line being tangent to the ellipsoid from the point (a, b, a2 +
b2), we substitute y = p(x − a) + b and z = k(x − a) + m(y − b) + a2 + b2 into the equation
G(x, y, z) = 0. Then we obtain the quadratic equation in x
(4γ 2 + (k + mp)2 + 4p2)x2 + · · · = 0. (4)
The straight line is tangent to the ellipsoid if the discriminant D(k,m, p; γ, a, b) of (4) vanishes.
Straightforward computations imply that
D(k,m, p; γ, a, b)= γ 6 + (p2 + 2amp + 2ak − 2a2 − 2b2 − 2)γ 4
+ {(a2m2 − m2 + 2bm + 2a2 − 2b2 − 2)p2
+ 2(a2km − a3m − ab2m + am − km + bk − 4ab)p
+ ((a + 1)2 + b2 − ak − k)((a − 1)2 + b2 − ak + k)}γ 2
+ ((a2 + b2)p − bmp − p − bk)2.
Substituting p = (y − b)/(x − a) and m = (z − kx + ak − a2 − b2)/(y − b) into the discrimi-
nant equation D(k,m, p; γ, a, b) = 0, the quadratic equation of the theorem follows. 
We consider the closed convex set
K2 =
{
(x, y, z) ∈ R3 : z  x2 + y2}.
If γ /= 1 then the ellipsoid E of (3) is contained in the interior of K2. If γ = 1 then the ellipsoid
E is contained in K2 and satisfies E ∩ K2 = {(0, 0, 0)}. The set C˜ ≡ K1 ∩ E lies on the plane{
(x, y, z) ∈ R3 : −4aγ 2x − 4by − (a2 + b2 − γ 2 − 1)z
+ (γ 2 + 1)(a2 + b2) − (γ 2 − 1)2 = 0}. (5)
This plane does not pass through the origin (0, 0, 0). Thus the ellipse C˜ is contained in the interior
of K2. Hence, we have the relation{
(1 − t)(a, b, a2 + b2) + t (x, y, z) : (x, y, z) ∈ C˜, 0  t  1} ∩ K2
= {(a, b, a2 + b2)}.
For every (x, y, z) ∈ C˜, we obtain the following relation
(x − a)2 + (y − b)2  η2((x − a)2 + (1/γ 2)(y − b)2)
 η2((a2 + (b/γ )2)1/2 − (x2 + (y/γ )2)1/2)2
 η2((a2 + (b/γ )2)1/2 − 1)2, (6)
where η = min{γ, 1}. By (6), the equation
((1 − t)a + tx)2 + ((1 − t)b + ty)2 = (1 − t)(a2 + b2) + tz
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in t has a unique positive real root
t = 1 + z − x
2 − y2
(x − a)2 + (y − b)2 < 1 +
z
(x − a)2 + (y − b)2
 1 + (γ + 1)
2
η2((a2 + (b/γ )2)1/2 − 1)2 .
This shows that K1 ∩ K2 is bounded, and thus K1 ∩ K2 is compact convex. Denote π the
orthogonal projection: (x, y, z) ∈ R3 → (x, y) ∈ R2. We define the set
 = π(K1 ∩ K2). (7)
Clearly, the set π(K1) is contained in the region defined by the two straight lines
(b2 − γ 2)x2 + (a2 − 1)y2 − 2abxy + (2aγ + b2)x + 2by − (a2γ 2 + b2) = 0, (8)
and every boundary point of π(K1) lies on one of the above straight lines. If a2 /= 1, Eq. (8) is
rewritten as
(−(a2 − 1)(y − b) + (ab + (a2γ 2 + b2 − γ 2)1/2)(x − a))
× (−(a2 − 1)(y − b) + (ab − (a2γ 2 + b2 − γ 2)1/2)(x − a)) = 0.
If a2 = 1, Eq. (8) is rewritten as
(x − a){(b2 − γ 2)x − 2aby + a(b2 − c2)} = 0.
These two lines are tangent to the boundary of π(K1 ∩ K2) at two points
±
(
b
(a2γ 2 + b2 − γ 2)1/2 ,−
aγ 2
(a2γ 2 + b2 − γ 2)1/2
)
. (9)
In particular, when γ = 1, the two boundary arcs of  connecting the two points in (9) lie in
the curve
g(1, x, y : 1, a, b)= ((x − a)2 + (y − b)2)((a2 + b2 − 1)(x2 + y2)
+ 2ax + 2by − a2 − b2) = 0. (10)
In general, for 0 < γ, γ /= 1, we obtain that the polynomial in (10) becomes
g(t, x, y)= g(t, x, y : γ, a, b)
= (a2γ 2 + b2 − γ 2)(x4 + 2x2y2 + y4) − 2aγ 2(a2 + b2 − 1 − γ 2)
× (tx3 + txy2) − 2b(a2 + b2 − 1 − γ 2)(tx2y + ty3)
+ (−2b2 + (1 − 2a2 + a4 + 2b2 + 2a2b2 + b4)γ 2 − (2 + 4a2 + 2b2)γ 4
+ γ 6)t2x2 − 8abγ 2t2xy + (1 − 2a2 + a4 − 4b2 + 2a2b2 + b4 − 2γ 2
+ 2a2γ 2 − 2b2γ 2 + γ 4 − 2a2γ 4)t2y2 + 2(−1 + a2 + b2 + 2γ 2 + a2γ 2
+ b2γ 2 − γ 4)(aγ 2t3x + bt3y) + (b2 + (a2 − a4 − 2b2 − 2a2b2 − b4)γ 2
− 2a2γ 4 + b2γ 4 + a2γ 6)t4. (11)
The quartic curve g(t, x, y) = 0 has double points at (t, x, y) = (0, 1, i), (0, 1,−i), (1, a, b).
Hence the curve g(1, x, y) = 0 is a rational curve, that is, this curve can be parameterized by
x = φ(s), y = ψ(s) for some rational functions φ(s), ψ(s) with real coefficients.
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The other way to look at the set  is considering the affine algebraic curve
{(x, y) ∈ R2 : g(1, x, y) = 0}
which contains two arcs joining the two points in (9). One arc is contained in the half-plane
aγ 2x + by  0, and the other arc is contained in the half-plane aγ 2x + by  0. We consider the
former one. The affine algebraic curve contains (a, b) as an isolated point. The arc and the line
segments connecting (a, b) and the two points in (9) form the boundary of a compact convex set.
This convex set coincides with the set .
The set C = π(C˜) is an ellipse if a2 + b2 /= γ 2 + 1. In this case, the equation of C is given
by φ(x, y) = 0, where
φ(x, y)= (γ 2(a4 − 2a2 + 1 + b4 + 2a2b2 − 2b2 + γ 4 + 2(a2 − b2 + 1)γ 2))x2
+ (a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + γ 4 + 2(−a2 − b2 + 1)γ 2)y2
+ 8abγ 2xy − 8aγ 4x − 8bγ 2y − γ 2((1 + γ )2
− (a2 + b2))((1 − γ )2 − (a2 + b2)).
If a2 + b2 = γ 2 + 1, the set C lies on the straight line
aγ 2x + by − γ 2 = 0.
Denote by C˜up the upper part of the ellipse C˜
C˜up = {(x, y, z) ∈ C˜ : z  1 + γ 2}.
The arc π(C˜up) and the ellipse γ 2x2 + y2 = γ 2 intersect at two points. The intersection points lie
on the straight line aγ 2x + by − γ 2 = 0. If a2 + b2 < γ 2 + 1, then the arcπ(C˜up) is contained in
the closed half plane aγ 2x + by − γ 2  0. If a2 + b2 > γ 2 + 1, then the arcπ(C˜up) is contained
in the closed half plane aγ 2x + by − γ 2  0. Hence the arc π(C˜up) divides the interior of the
set F(A(γ, a + ib)) = conv({x + iy : γ 2x2 + y2 = γ 2} ∪ {a + ib}) into two regions. Thus the
open set
D = {w ∈ C : w is an interior point of F(A(γ, a + ib)), w /∈ π(C˜up)}
consists of two connected components. Let Dc be one connected component so that the closure
of Dc, called the cone part of F(A(γ, a + ib)), contains a + ib and is bounded by the two lines
(8) and the arc π(C˜up). The other component denoted by De, whose closure is contained in the
elliptical disc x2 + y2/γ 2  1, is called the ellipsoid part of F(A(γ, a + ib)).
Next, we treat the function R1(γ : a + ib). In the Gaussian plane C 
 R2 we consider the
distance function
dγ ((x, y), (x
′, y′)) = ((x − x′)2 + (y − y′)2/γ 2)1/2. (12)
If a2 + b2 = γ 2 + 1, the distance from the origin to the line segment C with respect to dγ is
1
(a2 + (b2/γ 2))1/2 =
γ
(a2γ 2 + b2)1/2 .
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If a2 + b2 /= γ 2 + 1, we consider the following two sets:
(i) C = π(C˜), the projection of the intersection of the cone and the ellipsoid,
(ii) Cup = π(C˜up), the projection of the upper part of the intersection of the cone and the
ellipsoid.
It can be seen that the arc Cup passes through the origin if and only if a2 + b2 = (γ + 1)2.
The compact convex set
conv
{{
x + iy : (x, y) ∈ R2, x2 + y
2
γ 2
 1
}
∪ {a + ib}
}
is divided into two parts by the arc Cup, the cone part and the ellipsoid part. The cone part contains
the vertex a + ib. If a2 + b2 = γ 2 + 1 then the arc Cup is a line segment. If a2 + b2 /= γ 2 + 1
then the arc Cup is one part of the ellipse φ(x, y) = 0 and it has two common points with the
conic {
x + iy : (x, y) ∈ R2, x2 + y
2
γ 2
= 1
}
.
The set C\Cup is the projection of the lower part of the intersection of the ellipsoid and the
cone. The center p0 = p01 + ip02 ∈ C of the ellipse φ(x, y) = 0 is p0 = t1(a + ib) for some
0 < t1 < 1 given by
t1 = 4γ
2
(a2 − 1)2 + 2a2b2 + (b2 − γ 2)2 + 2(a2γ 2 + b2 + γ 2) .
Notice that the denominator is greater than the numerator, and
(a2 − 1)2 + 2a2b2 + (b2 − γ 2)2 + 2(a2γ 2 + b2 + γ 2) − 4γ 2
= (a2 − 1)2 + 2a2b2 + (b2 − γ 2)2 + 2(a2γ 2 + b2 − γ 2) > 0
by the assumption a2 + (b2/γ 2) > 1.
If a2 + b2 < γ 2 + 1 then Cup is closer to the point a + ib than C\Cup. If a2 + b2 > γ 2 + 1
then C\Cup is closer to the point a + ib than Cup.
Consider the square of the distance function (12)
d2γ ((0, 0), (x, y)) = x2 +
y2
γ 2
over the ellipse C for a2 + b2 /= (γ + 1)2. Its stationary values are 1 and
Rj = Rj (γ : a + ib)
= ((a2 + b2)4 − 4(a2 + b2)2b2γ 2 + (−2a4 + 4a2b2 + 6b4)γ 4 − 4b2γ 6 + γ 8
− 4(a2 + b2)2a2 + 20a2γ 4 + 6a4 + 4a2b2 − 2b4 + 20b2γ 2 − 2γ 4 − 4a2 + 1
+ (−1)j8γ (a2 + b2 − (γ 2 + 1))(b2 + a2γ 2)1/2((a2 − 1)2 + 2a2b2 + (b2 − γ 2)2
+ 2(a2γ 2 + b2 − γ 2))1/2)/((a2 − 1)2 + 2a2b2 + (b2 − γ 2)2
+ 2(a2γ 2 + b2 + γ 2))2,
j = 1, 2 (13)
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Define the distance
d(γ : a + ib) = min{dγ ((0, 0), (x, y)) : (x, y) ∈ Cup}.
If a2 + b2 < γ 2 + 1, then we have
d2(γ : a + ib) = R1 > R2.
Taking the limit as γ → (a2 + b2 − 1)1/2, we have the equation
d2(γ : a + ib) = γ
2
a2γ 2 + b2 =
a2 + b2 − 1
a4 + a2b2 + b2 − a2 .
If a2 + b2 > γ 2 + 1, then we have
d2(γ : a + ib) = R1 < R2.
If a2 + b2 /= γ 2 + 1, then we have that
R2 = min
{
x2 + y
2
γ 2
: (x, y) is a point of C\Cup
}
.
We also use the symbol R1 in the case a2 + b2 = γ 2 + 1. In section 4, we use the value R1/21
to classify the q-numerical range of A(γ, a + ib) by examining three cases, namely, (i) a2 +
b2 < (γ + 1)2 and 0  q  R1(γ : a + ib)1/2, (ii) a2 + b2 > (γ + 1)2 and 0  q  R1(γ : a +
ib)1/2, and (iii) R1(γ : a + ib)1/2 < q < 1.
3. The height function
For any A ∈ Mn, the Davis–Wielandt shell DW(A) of A is defined in (2). The upper boundary
of DW(A) is defined by
+DW(A) = {(z, h(z)) ∈ C × R : z ∈ F(A)},
where
h(z) = max{w ∈ R : (z, w) ∈ DW(A)}.
Then Tsing’s circular union [16] can be written as
Fq(A) =
⋃
z∈F(A)
{
ξ ∈ C : |ξ − qz|  (1 − q2)1/2(h(z) − |z|2)1/2}.
It follows that
Fq(A) ⊆
⋃
z∈F(A)
{
ξ ∈ C : |ξ − qz| = (1 − q2)1/2(h(z) − |z|2)1/2}.
Obviously, the function
(z) = (h(z) − |z|2)1/2, z ∈ F(A)
determines the q-numerical range. In [2], fundamental properties ofh(z) and(z) are investigated.
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In this section we analyze the height function h of the Davis–Wielandt shell associated with the
matrixA(γ, a + ib). It is clear that the boundary of the convex hull of a unit spherex2 + y2 + z2 =
1 and a point (x0, y0, z0) with x20 + y20 + z20 > 1 contains a cone part. The intersection of the cone
and the sphere lies on a unique plane. The intersection of the ellipsoid E
x2 + y
2
γ 2
+ (z − 1 − γ
2)2
4γ 2
= 1
and the cone H(x, y, z) defined by Theorem 2.1 lies on the plane (5). To analyze the behavior
of the function h near the intersection of the ellipsoid E and the plane (5), we introduce a new
coordinate system (x1, y1, z1) of the Euclidean space R3 by the transformation
x = x1, y = γy1, z = 1 + γ 2 + 2γ z1, (14)
equivalently,
x1 = x, y1 = y
γ
, z1 = z − 1 − γ
2
2γ
. (15)
Then the ellipsoid E is represented by
x21 + y21 + z21 = 1, (16)
and the plane (5) becomes
−2aγ x1 − 2by1 − (a2 + b2 − γ 2 − 1)z1 + 2γ = 0.
Moreover, we introduce the other coordinate system (x2, y2, z2) of the Euclidean space R3 by the
transformation
x2 = 2aγ x1 + 2by1 + (a2 + b2 − γ 2 − 1)z1,
y2 = (a2 + b2 − γ 2 − 1)x1 − 2aγ z1,
z2 = −4abγ x1 + (a4 − 2a2 + 1 + b4 + 2a2b2 − 2b2 + 2a2γ 2 + 2γ 2 + γ 4 − 2b2γ 2)y1
− 2b(a2 + b2 − γ 2 − 1)z1.
If a = 0, b2 = γ 2 + 1, the transformation deduces to
x2 = 2by1, y2 = 0, and z2 = 0.
We remark that the matrix
 0 1 + γ 01 − γ 0 0
0 0 ib


is unitarily similar to the following matrix:
iγ

 0 1 + γ−1 01 − γ−1 0 0
0 0 b/γ

 .
By using this property, we may exclude the case (a, b2) = (0, γ 2 + 1).
450 M.-T. Chien, H. Nakazato / Linear Algebra and its Applications 419 (2006) 440–465
If a /= 0 and a2 + b2 = γ 2 + 1 then we have
x2 = 2aγ x1 + 2by1,
y2 = −2aγ z1,
z2 = −4abγ x1 + (a4 − 2a2 + 1 + b4 + 2a2b2 − 2b2 + 2a2γ 2 + 2γ 2 + γ 4 − 2b2γ 2)y1
= −4abγ x1 + 4a2γ 2y1.
Since
det

 2aγ 2b 00 0 −2aγ
−4abγ 4a2γ 2 0

 = −16a2γ 4(a2 + (b2/γ 2)) /= 0,
it follows that the map (x1, y1, z1) ∈ R3 → (x2, y2, z2) ∈ R3 is invertible.
For the general case a2 + (b2/γ 2) > 1, (a, b2) /= (0, γ 2 + 1), the coordinate (x1, y1, z1) is
represented in terms of (x2, y2, z2) by
x1 =
(
2aγ (a4 − 2a2 + 1 + b4 + 2a2b2 − 2b2 + 2a2γ 2 + 2γ 2 + γ 4 − 2b2γ 2)x2
+ (a2 + b2 − γ 2 − 1)(a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + 2a2γ 2
+ 2γ 2 + γ 4 − 2b2γ 2)y2 − 4abγ z2
)
/(L1L2)
= (2aγL2x2 + (a2 + b2 − γ 2 − 1)L1y2 − 4abγ z2)/(L1L2),
y1 = (2bx2 + z2)/L1,
z1 =
(
(a2 + b2 − γ 2 − 1)(a4 − 2a2 + 1 + b4 + 2a2b2 − 2b2 + 2a2γ 2
+ 2γ 2 + γ 4 − 2b2γ 2)x2 − 2aγ (a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + 2a2γ 2
+ 2γ 2 + γ 4 − 2b2γ 2)y2 − 2b(a2 + b2 − γ 2 − 1)z2
)
/(L1L2),
= ((a2 + b2 − γ 2 − 1)L2x2 − 2aγL1y2 − 2b(a2 + b2 − γ 2 − 1)z2)/(L1L2),
where
L1 = a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + 2a2γ 2 + 2γ 2 + γ 4 − 2b2γ 2, (17)
L2 = a4 − 2a2 + 1 + b4 + 2a2b2 − 2b2 + 2a2γ 2 + 2γ 2 + γ 4 − 2b2γ 2.
Then the plane (5) becomes x2 = 2γ . The ellipse C on the plane x2 = 2γ in terms of the coor-
dinates y2, z2 becomes
M(y2, z2)≡ −(a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + 2a2γ 2 + 2γ 2 + γ 4 − 2b2γ 2)y22
− z22 + (a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + 2a2γ 2 − 2γ 2 + γ 4 − 2b2γ 2)
× (a4 − 2a2 + 1 + b4 + 2a2b2 − 2b2 + 2a2γ 2 + 2γ 2 + γ 4 − 2b2γ 2) = 0.
(18)
Denote L3 = a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + 2a2γ 2 − 2γ 2 + γ 4 − 2b2γ 2.
Lemma 3.1. If (a, b2) /= (0, γ 2 + 1) then L2 and L3 are positive, and L3 = L1 − 4γ 2.
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Proof. Clearly,
L3 = a4 − 2a2 + 1 + b4 + 2a2b2 + 2b2 + 2a2γ 2 − 2γ 2 + γ 4 − 2b2γ 2
= L1 − 4γ 2
= (a2 − 1)2 + 2a2b2 + (b2 − γ 2)2 + 2(a2γ 2 + b2 − γ 2)
 2(a2γ 2 + b2 − γ 2) > 0.
Suppose a /= 0, b2 > 1. Then
L2 = (γ 2 + a2 − b2 + 1)2 + 4a2(b2 − 1) > 0.
Suppose a /= 0, b2  1. If (γ 2 + a2 − b2 + 1)2  4a2(1 − b2), then the intermediate value the-
orem implies that
(γ 2 + a2 − b′2 + 1)2 = 4a2(1 − b′2)
for some real b′ with 0 < b′2  b2. But this equation implies that
γ 2 = −(1 − b′2) − a2 + ±2|a|(1 − b′2)1/2 = −((1 − b′2)1/2 ± (−1)|a|)2,
and hence γ 2  0, which contradicts the assumption that γ is a positive real number. Thus the
inequality
L2 = (γ 2 + a2 − b2 + 1)2 + 4a2(b2 − 1) > 0
holds. On the other hand, if a = 0, b2 > γ 2, b2 /= γ 2 + 1, then we have
L2 = 1 + b4 − 2b2 + 2γ 2 + γ 4 − 2b2γ 2 = (b2 − γ 2 − 1)2 > 0. 
Consider the intersection of the cone H(x, y, z) = 0 and a parabolic surface z = x2 + y2. We
assume that (a, b2) /= (0, γ 2 + 1). The vertex of the cone, that is, (x, y, z) = (a, b, a2 + b2) is
represented in a new coordinate system as
(x2, y2, z2) = (L1/2γ, 0, 0) = (x20, 0, 0)
where L1 is defined by (17). We represent the equation of the cone in the coordinate system
(x2, y2, z2) as H˜ (x2, y2, z2) = 0 for some H˜ ∈ Z[x2, y2, z2; a, b, γ ]. We consider a straight line
x2 = (1 − t)x20 + t (2γ ), y2 = t y˜2, z2 = t z˜2, (19)
−∞ < t < ∞, passing through the vertex for t = 0 and a point of the ellipsoid for t = 1. The
variables y˜2, z˜2 satisfy the equation
M(y˜2, z˜2) = 0,
where M is given by (18). By substituting the relations (19) into H˜ (x2, y2, z2), we obtain the
equation for t = t (y˜2, z˜2) corresponding to the intersection of the cone and the parabolic surface
z = x2 + y2 with t /= 0. The solution t = t (y˜2, z˜2) is given by
t = t (y˜2, z˜2) = A10y˜2 + A01z˜2 + A00
B20y˜22 + B02z˜22 + B11y˜2z˜2 + B10y˜2 + B01z˜2 + B00
,
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where the coefficients Aij ’s and Bij ’s are given by
A10 = −2a(a2 + b2 + γ 2 − 1)L1L2,
A01 = −2bγL1L2(a4 − 4a2 − 1 + 2a2b2 + b4 + 2a2γ 2 − 2b2γ 2 + γ 4),
A00 = (a2 + b2 + γ 2 + 1)L1L22L3,
B20 = (a2 + b2 − γ 2 − 1)2L21,
B02 = γ 2(L21 − 8b2L1 + 16a2b2 + 16b4),
B11 = −8abγ (a2 + b2 − γ 2 − 1)L1,
B10 = −2a(a2 + b2 − γ 2 − 1)L1L2L3,
B01 = −2bγL2L3(L2 − 4a2),
B00 = (a2 + b2)L22L23.
The ellipse M(y˜2, z˜2) = 0 is a rational curve, and it is parameterized as
z˜2 = (L2L3)1/2 cos θ,
y˜2 = (L2L3/L1)1/2 sin θ,
0  θ  2π . Hence, the intersection of the cone and the parabolic surface is also a rational curve.
Let A ∈ Mn and 0 < q < 1. Define the curve
C˜q ≡
{
x + iy ∈ Interior(F (A)) : ‖grad(x + iy)‖2 = q2/(1 − q2)}.
We obtain the following two results.
Theorem 3.2. Suppose that A(γ ) =
(
0 1 + γ
1 − γ 0
)
, γ > 0. Then for x + iy ∈ F(A(γ )),
h(x + iy) = 1 + γ 2 + 2γ (1 − x2 − (y2/γ 2))1/2,
and for every interior point x + iy of F(A(γ )),
‖grad(x + iy)‖2 = x
2 + (y2/γ 2)
1 − x2 − (y2/γ 2) . (20)
Moreover, for 0 < q1 < q2 < 1, the curve C˜q1 is contained in the open set surrounded by the
curve C˜q2 , and for every boundary point x0 + iy0 of F(A(γ )) and M > 0, the inequality
((1 − 
)(x0 + iy0)) − (x0 + iy0) > M
 (21)
holds for sufficiently small positive number 
.
Proof. Clearly,
F(A(γ )) =
{
x + iy ∈ C : (x, y) ∈ R2, x2 + y
2
γ 2
 1
}
.
We see that
h(x + iy) = 1 + γ 2 + 2γ (1 − x2 − (y2/γ 2))1/2,
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and thus
(x + iy)= (h(x + iy) − x2 − y2)1/2
= (1 + γ 2 + 2γ (1 − x2 − (y2/γ 2))1/2 − x2 − y2)1/2.
Taking the partial derivatives with respect to x and y, we have
2x(x + iy) =
x2
1 − x2 − (y2/γ 2)
(γ + (1 − x2 − (y2/γ 2))1/2)2
2(x + iy) ,
2y(x + iy) =
(y2/γ 2)
1 − x2 − (y2/γ 2)
(1 + γ (1 − x2 − (y2/γ 2))1/2)2
2(x + iy) .
Direct computations imply that
x2(γ + (1 − x2 − (y2/γ 2))1/2)2 + (y2/γ 2)(1 + γ (1 − x2 − (y2/γ 2))1/2)2
= γ 2x2 + (1 − x2 − (y2/γ 2))x2 + 2γ x2(1 − x2 − (y2/γ 2))1/2 + (y2/γ 2)
+ (1 − x2 − (y2/γ 2))y2 + 2(y2/γ )(1 − x2 − (y2/γ 2))1/2
= 2γ (x2 + (y2/γ 2))(1 − x2 − (y2/γ 2))1/2 + (x2 + (y2/γ 2))(1 + γ 2 − x2 − y2)
= (x2 + (y2/γ 2))(1 + γ 2 + 2γ (1 − x2 − (y2/γ 2))1/2 − x2 − y2).
Thus, we obtain the equation
2x(x + iy) + 2y(x + iy) =
x2 + (y2/γ 2)
1 − x2 − (y2/γ 2) .
The relation between C˜q1 and C˜q2 is deduced from (20). Finally, for every boundary point x0 + iy0
of F(A(γ )), the function
f (t) = (t (x0 + iy0)) =
(
1 + γ 2 + 2γ (1 − t2x20 − t2(y20/γ 2))1/2 − t2x20 − t2y20)1/2
satisfies
f (1 − 
) − f (1)= (1 + (γ 2 − 1)x20 + 2γ (
(2 − 
))1/2 + 2(x20 + γ 2 − γ 2x20 )

+ (γ 2x20 − γ 2 − x20 )
2
)1/2 − (1 + (γ 2 − 1)x20)1/2
= γ (
(2 − 
))
1/2
2
(
1 + (γ 2 − 1)x20
)1/2 + higher order terms in 
.
The inequality (21) holds for sufficiently small 
 > 0). 
Theorem 3.3. Let  = π(K1 ∩ K2) ⊂ C 
 R2 be the compact convex set defined by (7), and let
h define on  by h(x + iy) = z where (x, y, z) belongs to the upper part of K1. Suppose that
x1 + iy1 and x2 + iy2 are boundary points of  and lie on the distinct open line segments join-
ing (a, b) and (9). Then, for every M > 0, the function (x + iy) = (h(x + iy) − x2 − y2)1/2
satisfies the inequalities
((1 − 
)(x1 + iy1) + 
(x2 + iy2)) − (x1 + iy1) > M
, (22)
((1 − 
)(x2 + iy2) + 
(x1 + iy2)) − (x2 + iy2) > M
, (23)
for sufficiently small positive number 
.
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Proof. Let H be the quadratic polynomial obtained in Theorem 2.1. Then H(x, y, h(x + iy)) =
0, i.e., the point (x, y, h(x + iy)) lies on the cone K1. Consider the curve
{(t, z) ∈ R2 : H((1 − t)x1 + tx2, (1 − t)y1 + ty2, z) = 0}.
This curve is an ellipse and it has a tangent parallel to the z-axis at (t, z) = (0, h(x1 + iy1)).
Thus the inequality (22) follows for sufficiently small 
 > 0. The inequality (23) can be proved
similarly. 
The function  on the compact set  is invariant under translation (cf. [13]). We introduce a
new coordinate system (x0, y0) by
x0 = x − a, y0 = y − b,
and define a quartic form g˜(t, x0, y0) by
g˜(t, x0, y0) = g(t, x0 + a, y0 + b : γ, a, b),
where g(t, x, y : γ, a, b) is defined by (11). Then we have that
g˜(t, x0, y0)= (a2γ 2 + b2 − γ 2)(x40 + 2x20y20 + y40)
+ 2a(a2γ 2 − b2γ 2 + γ 4 + 2b2 − γ 2)(tx30 + tx0y20 )
+ 2b(2a2γ 2 − a2 − γ 2 + b2 + 1)(tx0y20 + ty30)
+ (a4γ 2 − 2a2b2γ 2 + b4γ 2 + 2a2γ 4 − 2b2γ 4 + γ 6
+ 4a2b2 − 2a2γ 2 + 2b2γ 2 − 2c4 + γ 2)t2x20
+ 4ab(γ 2 − 1)(a2 − b2 + γ 2 − 1)t2x0y0
+ (4a2b2γ 2 + a4 − 2a2b2 + b4 + 2a2γ 2 − 2b2γ 2 + γ 4
− 2a2 + 2b2 − 2γ 2 + 1)t2y20 .
The affine algebraic curve
C0 =
{
(x0, y0) ∈ R2 : g˜(1, x0, y0) = 0
}
contains a unique point (x(0)0 , y
(0)
0 ) satisfying
(x
(0)
0 )
2 + (y(0)0 )2 = max
{
x20 + y20 : (x0, y0) ∈ C0
}
.
If b = 0 then y(0)0 = 0. If b /= 0, the equation for x(0)0 , y(0)0 is rather complicated. We consider the
arc C˜0 of the curve C0 joining the two points
(−a,−b) ±
(
b
(a2γ 2 + b2 − γ 2)1/2 ,−
aγ 2
(a2γ 2 + b2 − γ 2)1/2
)
in the half-plane aγ 2x0 + by0  −a2γ 2 − b2. Then the convex set
− (a + ib) = {w − (a + ib) : w ∈ }
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coincides with the convex hull of C˜0 and the origin. Since C0 is a rational curve, the arc C˜0 is
counter clockwisely parameterized as (continuous) rational functions
x0 = ξ(t), y0 = η(t),
t1  t  t2. We use coordinate system (t, s) on the domain − (a + ib) given by
x0 = sξ(t), y0 = sη(t),
t1  t  t2, 0  s  1. The function φ on  satisfies the equation
(a + sξ(t), b + sη(t))= ((1 − s)(a2 + b2) + s((a + ξ(t))2 + (b + η(t))2)
− (a + sξ(t))2 − (b + sη(t))2)1/2
= (s(ξ(t)2 + η(t)2} − s2{ξ(t)2 + η(t)2))1/2
= (s(1 − s))1/2(ξ(t)2 + η(t)2)1/2.
We define a function φ on the domain − (a + ib) by
(sξ(t), sη(t)) = (s(1 − s))1/2(ξ(t)2 + η(t)2)1/2. (24)
We easily obtain the following result.
Theorem 3.4. Let  be the function defined by (24) on the compact set − (a + ib). Suppose
M > 0 and t ∈ [t1, t2]. Then the inequalities
(
ξ(t), 
η(t)) > M
,
((1 − 
)ξ(t), (1 − 
)η(t)) > M

hold for sufficiently small positive number 
.
We examine the behavior of the function  on the interior of − (a + ib). The function 
has a unique maximum point at (x(0)0 /2, y
(0)
0 /2) (for the uniqueness, see [2]). The argument θ of
ξ(t) + iη(t) on [t1, t2] is an invertible function. We write
ξ(t) + iη(t) = r(θ) exp(iθ), r(θ) > 0
for θ1  θ  θ2, where θj corresponds to tj for j = 1, 2. By using polar coordinates (r, θ), we
have the equation(

x0
)2
+
(

y0
)2
=
(

r
)2
+ 1
r2
(

θ
)2
.
We also have the equations

r
= 1
(ξ(t)2 + η(t)2)1/2

s
= (s(1 − s))
1/2
s
= 1 − 2s
2(s(1 − s))1/2 ,
1
r

θ
=
(
1 − s
s
)1/2
ξ(t)ξ ′(t) + η(t)η′(t)
ξ(t)2 + η(t)2
t
θ
.
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If the parameter θ is fixed, and hence t , then we have the relation(

x0
)2
+
(

y0
)2
= (2s − 1)
2
4s(1 − s) + b(θ)
1 − s
s
, (25)
for some b(θ) > 0. As a function in s, the right-hand side of (25) is decreasing on
0 < s < s(θ) = 1 − 1 − (1 + 4b(θ))
1/2
4b(θ)
∈ (1/2, 1),
and it is increasing on 1 > s > s(θ). The next result follows immediately.
Theorem 3.5. The set{
s ∈ (0, 1) :
(

x0
)2
+
(

y0
)2
 q
2
1 − q2
}
is a closed interval containing s(θ) for every fixed θ and 0 < q < 1.
Theorem 3.6. The function h is C(1)-differentiable in the interior of F(A(γ, a + ib)).
Proof. It is clear that the functionh is continuously differentiable in the interior of the cone part and
the interior of the ellipsoid part. Thus, the problem is reduced to the behavior of the function h near
the intersection of the cone and the ellipsoid. We use the coordinates (x1, y1, z1) given by (14) and
(15). The ellipsoid E is represented by (16) and the vertex of the cone (x, y, z) = (a, b, a2 + b2)
is represented by
(x1, y1, z1) = (a, b/γ, (a2 + b2 − γ 2 − 1)/(2γ )).
We consider a more general case where the vertex of the cone is given by (x1, y1, z1) = (a, b′, c′),
where a2 + b′2 > 1. By using a rotation, we may assume that b′ = 0 and a > 1. In this situation,
the intersection of the cone and the sphere x21 + y21 + z21 = 1 lies on the plane −ax1 − c′z1 + 1 =
0. The equation of the cone is given by
H0(x1, y1, z1)= (c′2 − 1)x21 + (a2 + c′2 − 1)y21 + (a2 − 1)z21 − 2ac′x1z1
+ 2ax1 + 2c′z1 − a2 − c′2 = 0.
If c′ /= 0 then the projection of the intersection of the cone and the sphere on x1 – y1 plane lies
on the ellipse
(a2 + c′2)x21 + c′2y21 − 2ax1 + (1 − c′2) = 0.
If c′ = 0 then the projection of the intersection of the cone and the sphere on x1 − y1 plane lies
on the straight line x1 = 1/a. If c′ > 0 then the boundary of the cone part and the sphere part of
the upper surface lies in the part x1 < 1/a. If c′ < 0 then the boundary of the cone part and the
sphere part of the upper surface lies in the part x1 > 1/a.
On the cone part, the function h can be written
h(x1 + iy1) = f (x1, y1) = 1
a2 − 1
(− c′ + ac′x + r1/2(x1, y1)),
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where
r(x1, y1) = (a2 + c′2 − 1)
(
x21 − 2a′x1 + a′2 + (1 − a′2)y21
)
,
On the sphere part, the function h can be written
h(x1 + iy1) = g(x1, y1) = (1 − x21 − y21 )1/2.
Compute the partial derivatives of the functions f (x1, y1) and g(x1, y1),
fx1(x1, y1)=
1
a2 − 1
(− a3 + a − ac′2 + (a2 + c2 − 1)x + ac′r1/2(x1, y1))/r1/2(x1, y1),
fy1(x1, y1)= −(a2 + c′2 − 1)y1/r1/2(x1, y1),
gx1(x1, y1)=
−x1
(1 − x21 − y21 )1/2
,
gy1(x1, y1)=
−y1
(1 − x21 − y21 )1/2
.
We compare these derivatives on the boundary of the cone part and the sphere part of the upper
surface. In the case c′ = 0, on the straight line x1 = 1/a, we have the following equations:
fx1(1/a, y1) = gx1(1/a, y1) =
−1
(−1 + a2(1 − y21 ))1/2
,
fy1(1/a, y1) = gy1(1/a, y1) =
−ay1
(−1 + a2(1 − y21 ))1/2
.
In the case c′ /= 0, the boundary of the cone part and the sphere part lies on the curve
y1 = ±
(− (a2 + c′2)x21 + 2ax1 + (c′2 − 1))1/2
c′
.
We assume that c′ > 0, y1  0. Then we have
fx1
(
x1, (−(a2 + c′2)x21 + 2ax1 + (c′2 − 1))1/2/c′
)
= gx1
(
x1, (−(a2 + c′2)x21 + 2ax1 + (c′2 − 1))1/2/c′
)
= −cx1
1 − ax1 ,
fy1
(
x1, (−(a2 + c′2)x21 + 2ax1 + (c′2 − 1))1/2/c′
)
= gy1
(
x1, (−(a2 + c′2)x21 + 2ax1 + (c′2 − 1))1/2/c′
)
=
(− (a2 + c′2)x21 + 2ax1 + (c′2 − 1))1/2
1 − ax1 .
We also have similar results when y1  0 or c′ < 0. Hence the function h is C(1)-differentiable
on the interior of F(A(γ, a + ib)). 
Combining Theorems 3.2–3.6 with [2, Theorem 2], we obtain the following result.
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Theorem 3.7. Suppose that 0 < q < 1. Then
(i) Every boundary point of Fq(A(γ, a + ib)) is contained in the set{
q(u + iv) + ξ
√
1 − q2(u + iv) : u + iv ∈ Cqˆ, ξ ∈ C, |ξ | = 1
}
,
where
Cqˆ =
{
u + iv ∈ int F(A(γ, a + ib)) : ‖grad(u + iv)‖2 = q2/(1 − q2)}.
(ii) The set
S = {u + iv ∈ int F(A(γ, a + ib)) : ‖grad(u + iv)‖2  q2/(1 − q2)}
is connected. If a2 + b2 > (γ + 1)2 then S contains the point (a + ib) + (x(0)0 + iy(0)0 )/2.
If a2 + b2  (γ + 1)2 then S contains the origin.
4. Main results
Suppose that γ is a positive real number and a2 + (b/γ )2 > 1, and  is the compact convex
set given by (7). Define the normal operator T on a Hilbert space L2(, dx dy) by
(Tf )(z) = zf (z), (26)
for every f ∈ L2(, dx dy). The operator T plays an important role for the q-numerical range of
A(γ, a + ib). The following result analyzes qualitative properties of the q-numerical range of a
matrix.
Theorem 4.1. Suppose that γ is a positive real number and a2 + (b/γ )2 > 1. Then, for any
0 < q < 1, the q-numerical range of A(γ, a + ib) satisfies one of the following conditions:
(i) If a2 + b2 < (γ + 1)2 and 0 < q  R1(γ : a + ib)1/2 then
Fq(A(γ, a + ib))= Fq(A(γ, 0))
=
{
x + iy : x
2
(1 + γ (1 − q2)1/2)2 +
y2
(γ + (1 − q2)1/2)2  1
}
.
(ii) If a2 + b2 > (γ + 1)2 and 0 < q  R1(γ : a + ib)1/2 then
Fq(A(γ, a + ib)) = Fq(T ),
where T is the normal operator given in (26).
(iii) If R1(γ : a + ib)1/2 < q < 1 then
Fq(A(γ, a + ib))=
(
Fq(T ) ∩ {x + iy : (x, y) ∈ R2, L(x, y)  0}
)
∪ (Fq(A(γ, 0)) ∩ {x + iy : (x, y) ∈ R2, L(x, y)  0}), (27)
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where
L(x, y)= aγ (1 + τ
2)
1 + τ 2 + 2γ τ x +
b(1 + τ 2)
γ (1 + τ 2) + 2τ y
+ (a
2 + b2 − γ 2 − 1)τ − γ (1 + τ 2)
1 − τ 2 , (28)
and q = cosφ, 0 < φ < π/2 and τ = tan(φ/2).
Proof. Suppose that γ is a positive real number, a2 + (b/γ )2 > 1 and 0 < q < 1. Then by [16]
the q-numerical range Fq(A(γ, a + ib)) is given by
Fq(A(γ, a + ib)) =
{
qw + ξ(1 − q2)1/2(w) : w ∈ F(A(γ, a + ib)), ξ ∈ C, |ξ |  1}.
By Theorem 3.7,
Fq(A(γ, a + ib)) ⊂
{
qw + ξ(1 − q2)1/2(w) : w ∈ Cqˆ, ξ ∈ C, |ξ | = 1
}
.
On the ellipsoid part of F(A(γ, a + ib)), by Lemma 3.1, the condition x + iy ∈ Cqˆ is equivalent
to
x2 + (y2/γ 2)
1 − x2 − (y2/γ 2) =
q2
1 − q2 ,
that is, x2 + (y2/γ 2) = q2.
At first, under the hypothesis of (i), we have that the origin belongs to the ellipsoid part of
F(A(γ, a + ib)), and
dγ ((0, 0), (x, y))  q,
holds for every x + iy ∈ Cup. Then the curve Cqˆ is contained in the ellipsoid part of F(A(γ, a +
ib)) and the range Fq(A(γ, a + ib)) coincides with the elliptical disc Fq(A(γ )).
Secondly, under the hypothesis of (ii), the inequality
dγ ((0, 0), (x, y))  q,
holds for every x + iy ∈ Cup. Then we have that the inequality(

x
)2
+
(

y
)2
>
q2
1 − q2
holds on the ellipsoid part of F(A(γ, a + ib)) except for one point of Cup. Thus the curve Cqˆ is
contained in the cone part of F(A(γ, a + ib)). We remark that the function  for A(γ, a + ib)
on the cone part of F(A(γ, a + ib)) coincides with the restriction of  for the normal operator
T to the cone part. Hence the curve Cqˆ for T also coincides with that for A(γ, a + ib). Thus the
range Fq(A(γ, a + ib)) is identical with the closure of the range Fq(T ).
Thirdly, under the hypothesis of (iii) the inequality
dγ ((0, 0), (x, y)) < q,
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holds for some point x + iy ∈ Cup. By Lemma 3.1, there exists a point x′ + iy′ ∈ Cup with
dγ ((0, 0), (x′, y′)) > q.
Thus the curve Cqˆ intersects Cup at two points, and Cqˆ is divided into two parts, one is on the
cone part and the other is on the ellipsoid part. The latter one lies on the ellipse
x2 + y
2
γ 2
= q2.
The corresponding part of the boundary of Fq(A(γ, a + ib)) lies on the ellipse Fq(A(γ )).
Similarly, the corresponding part of the boundary of Fq(A(γ, a + ib)) for the cone part lies on
Fq(T ).
To complete the proof, it remains to discuss the line L(x, y) = 0. We shall obtain the equa-
tion of the border line L(x, y) = 0 of the two parts in case (iii). Recall that for 0 < q < 1 and
γ > 1, every boundary point u + iv of the q-numerical range of the 2 × 2 matrix A(γ ) satisfies
u2/(1 + (1 − q2)1/2γ )2 + v2/(γ + (1 − q2)1/2)2 = 1. We choose θ0 ∈ R so that u = (1 + (1 −
q2)1/2γ ) cos θ0 and v = (γ + (1 − q2)1/2) sin θ0. Then the point w0 = q(cos θ0 + iγ sin θ0) is
the unique point satisfying the equation
u + iv = qw + (1 − q2)1/2r exp(iφ)(h(w) − |w|2)1/2
for some 0  r  1, φ ∈ R, w ∈ F(A(γ )), where
h(w) = max{ξ∗A(γ )∗A(γ )ξ : ξ ∈ C2, ξ∗ξ = 1, ξ∗A(γ )ξ = w}.
If q satisfies the hypothesis of (iii), we introduce a new parameter φ ∈ (0, π/2) with q =
cosφ, and set τ = tan(φ/2). Then the hypothesis of (iii) is rewritten as 0 < τ < τ0, where
τ0 = tan(φ0/2) ∈ (0, 1) satisfies the following quartic equation
(a2γ 2 + b2 − γ 2)(τ 40 + 1) + 2γ (a2 + b2 − γ 2 − 1)(τ 30 + τ0) − ((a2 − 1)2
+ 2a2b2 + 4γ 2 + (b2 − γ 2)2)τ 20 = 0. (29)
We set ζ0 = τ0 + (1/τ0) = 2cosecφ0. Then Eq. (29) is rewritten as
(a2γ 2 + b2 − γ 2)ζ 20 + 2γ (a2 + b2 − γ 2 − 1)ζ0 − ((a2 − 1)2 + 2a2b2
+ 4γ 2 + (b2 − γ 2)2 + 2(a2γ 2 + b2 − γ 2)) = 0. (30)
A solution ζ0  2 of Eq. (30) is given by
ζ0 = 2cosecφ0
= (−γ (a2 + b2 − γ 2 − 1) + (a2γ 2 + b2)1/2((a2 − 1)2 + 2a2b2 + (b2 − γ 2)2
+ 2(a2γ 2 + b2 − γ 2))1/2)/(a2γ 2 + b2 − γ 2).
Using τ0 = tan(φ0/2), we have
τ0 = ζ0 − (ζ
2
0 − 4)1/2
2
.
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In the case of (iii), the ellipse{
x + iy : (x, y) ∈ R2, x
2
q2
+ y
2
q2γ 2
= 1
}
and the arc Cup intersect at two points.
If a2 + b2 < γ 2 + 1, the above ellipse intersects the ellipse C at four points. If a2 + b2 >
γ 2 + 1, the number N of intersection points of the above ellipse and C has three possibili-
ties: N = 2 if q < R1/22 , N = 3 if q = R1/22 , and N = 4 if R1/22 < q < 1. The boundary of
Fq(A(γ, a + ib)) consists of two connected arcs. One arc lies on the boundary of Fq(T ), and the
other arc lies on the ellipse
Fq(A(γ, 0)) = {(1 + (1 − q2)1/2γ ) cos θ + i(γ + (1 − q2)1/2) sin θ : 0  θ  2π}.
These two arcs meet at two points on Fq(A(γ, a + ib)) which are given by
(1 + (1 − q2)1/2γ ) cos θj + i(γ + (1 − q2)1/2) sin θj
= 1 + (1 − q
2)1/2γ
q
xj + iγ + (1 − q
2)1/2
qγ
yj , (31)
where q cos θj + iq sin θj = xj + iyj , j = 1, 2 are the intersection of the ellipse x2/q2 + y2/
(q2γ 2) = 1 and the arc Cup. We remark that the two arcs have common tangent at each point of
(31). Further, the two points xj + iyj (j = 1, 2) satisfy the symmetry property:
b(x1 + x2) − a(y1 + y2) = 0, aγ 2(x2 − x1) + b(y2 − y1) = 0.
By using τ ∈ (0, τ0), the point xj + iyj is given by
xj = −aγ ((a
2 + b2 − γ 2 − 1)τ − γ (1 + τ 2)) + 
bD1/2
(a2γ 2 + b2)(1 + τ 2) , (32)
yj = −bγ ((a
2 + b2 − γ 2 − 1)τ − γ (1 + τ 2)) − 
aγ 2D1/2
(a2γ 2 + b2)(1 + τ 2) , (33)
where 
 = (−1)j , j = 1, 2 and
D = (a2γ 2 + b2 − γ 2)(τ 4 + 1) + 2γ (a2 + b2 − γ 2 − 1)(τ 3 + τ)
− ((a2 − 1)2 + 2a2b2 + 4γ 2 + (b2 − γ 2)2)τ 2. (34)
Thus the equation of the straight line joining the two points (x1, y1), (x2, y2) is given by
aγ 2(1 + τ 2)x + b(1 + τ 2)y + (a2 + b2 − γ 2 − 1)γ τ − γ 2(1 + τ 2) = 0.
Hence the equation of the straight line joining the two changing points of Fq(A(γ ; a + ib)) is
given by (28). The proof is complete. 
Observe that if a2 + b2 = (γ + 1)2, then a2 + b2 > γ 2 + 1 and R1(γ : a + ib) = 0. Further-
more, the normal operator T in Theorem 4.1 is independent of q. Combining the three cases of
Theorem 4.1, we have
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Theorem 4.2. Suppose that γ is a positive real number and a2 + (b/γ )2 > 1. Then
Fq(A(γ, a + ib))
⊂
{
x + iy : x
2
(1 + γ (1 − q2)1/2)2 +
y2
(γ + (1 − q2)1/2)2 = 1
}
∪ Fq(T )
for every 0 < q < 1.
We give an example to illustrate the results of Theorems 4.1 and 4.2, especially Theorem
4.1(iii). Consider γ = 2, a + ib = 4 + 3i and the reducible matrix
A(2, 4 + 3i) =

 0 3 0−1 0 0
0 0 4 + 3i

 .
Then the quartic polynomial (11) becomes
g(t, x, y)= 69(x4 + 2x2y2 + y4) − 640(tx3 + txy2) − 120(txy2 + ty3) + 1150t2x2
− 384t2xy + 110t2y2 + 3712t3x + 696t3y − 1843t4.
We compute the value R1(γ : a + ib) in (13), and obtain that
R1 = R1(γ : a + ib)
= ((a2 + b2)4 − 4(a2 + b2)2b2γ 2 + (−2a4 + 4a2b2 + 6b4)γ 4 − 4b2γ 6 + γ 8
− 4(a2 + b2)2a2 + 20a2γ 4 + 6a4 + 4a2b2 − 2b4 + 20b2γ 2 − 2γ 4 − 4a2 + 1
− 8γ (a2 + b2 − (γ 2 + 1))(b2 + a2γ 2)1/2((a2 − 1)2 + 2a2b2 + (b2 − γ 2)2
+2(a2γ 2 +b2 − γ 2))1/2)/((a2 − 1)2 +2a2b2 + (b2 −γ 2)2 +2(a2γ 2 + b2 + γ 2))2
= 8(2149 − 65√73)/29929.
An approximate estimate of
√
R1 is given by 0.65267. We take q = 24/25 = 0.96. The case
(iii) of Theorem 4.1, namely, √R1 < q < 1, is considered. The shaded region displayed in
Fig. 1 is the range F24/25(A(2, 4 + 3i)). In the following, we give the detail of computations
of the boundary of F24/25(A(2, 4 + 3i)).
By [12], we see that the second part F24/25(A(2, 0)) in (27) is the elliptical disc. The ellipse is
given by
225625U2 + 105625V 2 − 549081 = 0 (35)
which is drawn Fig. 1. Next, we solve the first part in (27), a subset of F24/25(T ). Substituting the
known values of variables into (28), we have
L(x, y) = 5
1482
(1520x + 390y + 247),
and the value D = 166592/2401 in (34). Then the two intersection points xj + iyj in (32) and
(33) are given by
x1 + iy1 = −160 − 12
√
2603
1825
+ i−120 + 64
√
2603
1825
,
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Fig. 1.
x2 + iy2 = −160 + 12
√
2603
1825
+ i−120 − 64
√
2603
1825
.
It follows that the corresponding points (31) on F24/25(A(2, 4 + 3i)) become
13(−40 − 3√2603)
3650
+ i 19(−15 + 8
√
2603)
3650
, (36)
and
13(−40 + 3√2603)
3650
+ i 19(−15 − 8
√
2603)
3650
. (37)
Every point x0 + iy0 of the convex set  lies on a line segment joining the point a + ib = 4 + 3i
and a point x + iy on the curve g(1, x, y) = 0. The height function h for the operator T at x0 + iy0
coincides with the height function for the 2 × 2 diagonal matrix diag(4 + 3i, x + iy) at x0 + iy0.
Thus the range Fq(T ) is the union of the ranges F24/25(diag(4 + 3i, x + iy)) where (x, y) ∈ R2
runs over the quartic curve g(1, x, y) = 0. It is known (cf. [12]) that the q-numerical range of
any 2 × 2 matrix is well determined. In this case, we have
F24/25(diag(4 + 3i, x + iy)) (38)
=
{
(24/25)((4 + x)/2 + i(3 + y)/2) + ((4 − x)/2 + i(3 − y)/2) cos θ
+
√
1 − (24/25)2(−(3 − y)/2 + i(4 − x)/2) sin θ : 0  θ  2π
}
. (39)
Setting the parameterization cos θ = (1 − k2)/(1 + k2) and sin θ = 2k/(1 + k2) in (39) where
k = tan(θ/2), we apply Sylvester’s resultant determinant to eliminate the parameter θ . The com-
putations imply that
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F24/25(diag(4 + 3i, x + iy))
= {U + iV : (U, V ) ∈ R2,G(U, V : x, y) = 0, g(1, x, y) = 0},
where
G(U, V : x, y)
= 2500(49x2 + 625y2 − 392x − 3750y + 6409)U2 − 2880000(x − 4)(y − 3)UV
+ 2500(625x2 + 49y2 − 5000x − 294y + 10441)V 2
− 2400(49x3 + 49xy2 − 196x2 − 3750xy + 4804y2 + 10025x − 15000y + 4900)U
− 2400(49y3 + 49x2y + 3603x2 − 5000xy − 147y2 − 15000x + 18775y + 3675)V
+ (−2401(x2 + y2)2 + 490000x3 + 367500x2y + 490000xy2 + 367500y3
+ 8057550x2 −37500000xy+18995050y2 +12250000x+9187500y−1500625).
The curveF24/25(T ) is the outer envelope of the one-parameter family of ellipsesF24/25(diag(4 +
3i, x + iy)), where the points (x, y) runs over the quartic curve g(1, x, y) = 0. The equation of
the envelope can be found by Sylvester’s determinant method. We eliminate the indeterminate y
from the two equations G(U, V : x, y) = 0 and g(1, x, y) = 0, and obtain that
(x − 4)4K(U, V : x) = 0,
where the polynomial K(U, V : x) is a quartic polynomial with respect to x
K(U, V : x) = c4(U, V )x4 + c3(U, V )x3 + c2(U, V )x2 + c1(U, V )x + c0(U, V ).
Then taking the discriminant of the polynomial K(U, V : x) with respect to the indeterminant,
we have that
P(U, V ) = 16964622207641601562500U8 − 77529909375000000000000U7V
+ 238993377736816406250000U6V 2 − 348282028125000000000000U5V 3
+ 500464202464599609375000U4V 4 − 463974328125000000000000U3V 5
+ 351806760549316406250000U2V 6 − 193222209375000000000000UV 7
+ 73371313613891601562500V 8 − 138981392929687500000000U7
+ 315840196107421875000000U6V − 1697776240289062500000000U5V 2
+ 1318173986197265625000000U4V 3 − 1763872685789062500000000U3V 4
+ 850209112072265625000000U2V 5 − 205077838429687500000000UV 6
− 152124678017578125000000V 7 + 377230414120991210937500U6
+ 2992833232296750000000000U5V + 2686337717027973632812500U4V 2
+ 1518574323217500000000000U3V 3 + 898182682052973632812500U2V 4
+ 721227630696750000000000UV 5 − 410634910774008789062500V 6
− 2508303140594475000000000U5 − 19521426986500851562500000U4V
+ 11525208125750250000000000U3V 2 − 19653285152475703125000000U2V 3
+ 3675358013071125000000000UV 4 + 1368596591861948437500000V 5
+ 17492033085217035117578125U4 + 143887737693348000000000U3V
+ 1272454657516751035156250U2V 2 + 9082926361196964000000000UV 3
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− 1008996151315304882421875V 4 − 15274340187231723060000000U3
+ 78072271116737129775000000U2V − 28739702456780142900000000UV 2
− 4649923895769157905000000V 3 − 73823645175131796161493750U2
− 42037439007314608778880000UV + 9260781361697954737706250V 2
+ 82591436676696661999296000U + 8563226283053432926452000V
− 18472343312342038976324919.
Then F24/25(T ) lies on the curve P(U, V ) = 0 which is displayed in Fig. 1, and the curve
P(U, V ) = 0 meets the ellipse at the two changing points (36) and (37) form which the line
L(x, y) = 0 passes through.
Acknowledgments
The authors are grateful to the referee for his (or her) careful reading of the manuscript and
valuable suggestions.
References
[1] M.T. Chien, H. Nakazato, Boundary generating curves of the c-numerical range, Linear Algebra Appl. 294 (1999)
67–84.
[2] M.T. Chien, H. Nakazato, Davis–Wielandt shell and q-numerical range, Linear Algebra Appl. 340 (2002) 15–31.
[3] M.T. Chien, H. Nakazato, The q-numerical ranges of normal operators, Linear and Multilinear Algebra 53 (2005)
393–416.
[4] M.T. Chien, H. Nakazato, The boundary of the q-numerical range of a reducible matrix, Preprint.
[5] M.T. Chien, H. Nakazato, P. Psarrakos, The q-numerical range and the Davis–Wielandt shell of reducible 3-by-3
matrices, Linear and Multilinear Algebra 54 (2006) 79–112.
[6] M.D. Choi, C.K. Li, Constrained unitary dilations and numerical range, J. Operator Theory 46 (2001) 435–447.
[7] R.A. Horn, C.R. Johnson, Topics in Matrix Analysis, Cambridge Univ. Press, 1991.
[8] R. Kippenhahn, Über den wertevorrat einer matrix, Math. Nachr. 6 (1951) 193–228.
[9] C.K. Li, Some convexity theorems for the generalized numerical ranges, Linear and Multilinear Algebra 43 (1998)
385–409.
[10] C.K. Li, A computer program plotting the q-numerical range of a matrix. Available from: <http://www.math.wm.
edu/∼ckli/wqrange.html>.
[11] C.K. Li, H. Nakazato, Some results on the q-numerical range, Linear and Multilinear Algebra 40 (1996) 235–240.
[12] H. Nakazato, The C-numerical range of a 2 × 2 matrix, Sci. Rep. Hirosaki Univ. 41 (1994) 197–206.
[13] H. Nakazato, The boundary of the range of a constrained sesquilinear form, Linear and Multilinear Algebra 40
(1995) 37–43.
[14] H. Nakazato, Y. Nishikawa, M. Takaguchi, On the boundary of the c-numerical range of a matrix, Linear and
Multilinear Algebra 39 (1995) 231–240.
[15] P.J. Psarrakos, On the estimation of the q-numerical range of monic matrix polynomials, Electron. Trans. Numer.
Anal. 17 (2004) 1–10.
[16] N.K. Tsing, The constrained bilinear form and the C-numerical range, Linear Algebra Appl. 56 (1984) 195–206.
