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Previous schemes of nonadiabatic holonomic quantum computation were focused mainly on realizing a uni-
versal set of elementary gates. Multiqubit controlled gates could be built by decomposing them into a series
of the universal gates. In this article, we propose an approach for realizing nonadiabatic holonomic multiqubit
controlled gates in which a (n + 1)-qubit controlled-(n · σ) gate is realized by (2n − 1) basic operations instead
of decomposing it into the universal gates, whereas an (n + 1)-qubit controlled arbitrary rotation gate can be
obtained by combining only two such controlled-(n · σ) gates. Our scheme greatly reduces the operations of
nonadiabatic holonomic quantum computation.
Quantum computation is founded on quantum-mechanical
principles, and is performed by unitary quantum gates. This
creates its superiorities that are not available for classical com-
putation. However, such superiorities rely on the ability to
perform high-fidelity quantum gates. Two main challenges in
achieving such high-fidelity gates are to reduce control errors
of a quantum system and to avoid decoherence caused by the
environment. To overcome these problems, various proposals
of quantum computation with noise-resilience features have
been proposed. A promising such proposal is nonadiabatic
holonomic quantum computation.
Nonadiabatic holonomic quantum computation [1, 2] is
based on nonadiabatic non-Abelian geometric phases [3].
It is realized by using a quantum system with a subspace
satisfying both the cyclic evolution and the parallel trans-
port conditions. Consider a N−dimensional quantum sys-
tem defined by H(t), of which the evolution operator reads
U(t, 0) = T exp i
∫ t
0 H(t
′)dt′. If there exists a time-dependent
L−dimensional subspace S(t) spanned by the orthonormal
vectors {|φk(t)〉 = U(t, 0)|φk(0)〉}Lk=1 that satisfy the two condi-
tions: (i)
∑L
k=1 |φk(τ)〉〈φk(τ)| =
∑L
k=1 |φk(0)〉〈φk(0)| with τ be-
ing the evolution period, and (ii) 〈φk(t)|H(t)|φl(t)〉 = 0, k, l =
1, ..., L, then the unitary transformation U(τ, 0) is a holo-
nomic gate on the L−dimensional subspace S(0) spanned by
{|φk(0)〉}Lk=1. This gate is only dependent on evolution paths
but independent of evolution details, being robust against con-
trol errors.
Nonadiabatic holonomic quantum computation is a gradual
development of the early adiabatic geometric quantum com-
putation [4] based on Berry phases [5], adiabatic holonomic
quantum computation [6, 7] based on adiabatic non-Abelian
geometric phases [8], and nonadiabatic geometric quantum
computation [9, 10] based on Aharonov-Anandan phases [11].
It shares all the holonomic nature of its adiabatic counter-
part whereas avoiding the long run-time requirement. Due
to the merits of both its robustness against control errors and
its rapidity without the speed limit of the adiabatic evolution,
nonadiabatic holonomic quantum computation has received
increasing attention. Since its original proposal [1, 2], many
schemes of its implementation have been put forward based
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on various physical systems [12–35]. Encouragingly, nonadi-
abatic holonomic quantum computation has been experimen-
tally demonstrated with nuclear magnetic resonance [36, 37],
superconducting circuits [38–43], and nitrogen-vacancy cen-
ters in diamond [44–49].
These previous schemes of nonadiabatic holonomic quan-
tum computation were focused mainly on realizing a univer-
sal set of elementary gates, e.g., two noncommuting one-qubit
gates and a two-qubit entangling gate [50]. A multiqubit gate
could be built by decomposing it into a series of universal
gates. Particularly, a (n + 1)-qubit controlled gate, as one im-
portant family of quantum gates being widely used in quantum
information processing [52–58], needs to be decomposed into
(2n+1−3) two-qubit controlled gates [59, 60]. The decomposi-
tion becomes complicated as the number of qubits increases.
It makes us attempt to find a new approach by which nonadi-
abatic holonomic multiqubit controlled gates can be realized
with fewer operations, i.e., they can be more effectively per-
formed without decomposing them into so many elementary
gates. This is an interesting topic, as fewer operations imply
less accumulation of control errors and less exposure time to
decoherence, which results in higher-fidelity gates.
In this article, we propose a scheme to realize nonadiabatic
holonomic multiqubit controlled gates. Our physical model
is a set of ions trapped in a linear trap. Each ion has three
levels corresponding to states |0〉, |1〉 and |e〉, which form a Λ
configuration. The two lower states |0〉 and |1〉 play the role
of a qubit, whereas the excited-state |e〉 acts as an auxiliary.
The computational space for the (n + 1)-qubit gate, denoted
as Sn+1, is spanned by {|b1b2 · · · bn+1〉, b1, b2, · · · , bn+1 =
0, 1}. We will show how to realize a holonomic (n + 1)-
qubit controlled-(n · σ) gate, i.e. a controlled pi-rotation gate,
whereas a holonomic (n+1)-qubit controlled arbitrary rotation
gate can be realized by combining two of these gates. Here,
n = (sin θ cosϕ, sin θ sinϕ, cos θ) represents the rotation axis,
and σ is the Pauli operator. For simplicity, we use UCn−n·σ to
denote the gate, which can be explicitly expressed as
UCn−n·σ =
[
I⊗n − (|1〉〈1|)⊗n
]
⊗ I + (|1〉〈1|)⊗n ⊗ n · σ (1)
with I being a 2 × 2 identity matrix. The main challenge of
realizing this gate is how to achieve the multi-ion couplings
that make the evolution of the qubits fulfill the two holonomic
conditions (i) and (ii). By reducing the (n + 1)-ion couplings
into a series of experimentally achievable two-ion couplings
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2[61–65] and designing the Hamiltonian of the two-ion pairs,
we resolve the challenge and realize the controlled operations
on the target qubit.
First, we show how to realize a nonadiabatic holonomic
two-qubit controlled-(n · σ) gate,
UC1−n·σ = |0〉〈0| ⊗ I + |1〉〈1| ⊗ n · σ. (2)
Consider two ions trapped in a linear trap. A pair of bichro-
matic lasers are applied to each ion to drive the transitions
|0〉 ↔ |e〉 or/and |1〉 ↔ |e〉, as shown in Fig. 1(a). For ion 1,
we use a blue sideband laser with detuning −(ν + δ) and Rabi
frequency Ω1(t) and a red sideband laser with detuning (ν− δ)
and Rabi frequency Ω′1(t) to drive the transition |1〉 ↔ |e〉. For
ion 2, we use a red sideband laser with detuning ν + δ and
Rabi frequency Ω˜0(t) to drive the transition |0〉 ↔ |e〉, and a
blue sideband laser with detuning −(ν−δ) and Rabi frequency
Ω˜1(t) to drive the transition |1〉 ↔ |e〉. Here, ν is the frequency
of the vibrational mode for trapped ions, and δ is an additional
detuning. In the rotating frame and with the rotating-wave ap-
proximation, the Hamiltonian of the two-ion system reads
H(t) =iηΩ1(t)e−iδta†|e〉11〈1| + iηΩ′1(t)e−iδta|e〉11〈1|
+ iηΩ˜0(t)eiδta|e〉22〈0| + iηΩ˜1(t)eiδta†|e〉22〈1| + H.c.
(3)
in the Lamb-Dicke regime. Here, |m〉 j (m = 0, 1, e) repre-
sents state |m〉 of the jth ion, a and a† are the annihilation
and creation operators of the vibrational mode, and η is the
Lamb−Dicke parameter that satisfies η2(nν + 1)  1 with nν
being the quantum number of the vibrational mode.
If the large detuning condition δ  ηΩ1(t), ηΩ′1(t), ηΩ˜0(t),
ηΩ˜1(t) is satisfied, the single-ion transitions |0〉 ↔ |e〉 and
|1〉 ↔ |e〉 are strongly suppressed whereas only the double-
ion transitions |10〉 ↔ |ee〉 and |11〉 ↔ |ee〉 are allowed due to
vibrational energy exchanging between two ions, as shown in
Fig. 1(b). In this case, the Hamiltonian in Eq. (3) is reduced
to an effective one [66],
Heff(t) = Ω10(t)|ee〉〈10| + Ω11(t)|ee〉〈11| + H.c, (4)
where Ω10(t) = −η2Ω1(t)Ω˜0(t)/δ, Ω11(t) = η2Ω′1(t)Ω˜1(t)/δ.
To obtain the two-qubit controlled-(n · σ) gate with n =
(sin θ cosϕ, sin θ sinϕ, cos θ), we set Ω10(t) = Ω(t) sin(θ/2)eiϕ
and Ω11(t) = −Ω(t) cos(θ/2), where Ω(t) is a time dependent
parameter. In this case, the effective Hamiltonians at different
times commute with each other. We then have the evolution
operator,
U(t, 0) = exp
[
−i
∫ t
0
Heff(t′)dt′
]
=|00〉〈00| + |01〉〈01| + |D2〉〈D2|
+ cos φt (|B2〉〈B2| + |ee〉〈ee|)
− i sin φt (|B2〉〈ee| + |ee〉〈B2|)
+ |e0〉〈e0| + |e1〉〈e1| + |0e〉〈0e| + |1e〉〈1e| (5)
with |D2〉 = cos(θ/2)|10〉 + sin(θ/2)eiϕ|11〉, |B2〉 =
sin(θ/2)e−iϕ|10〉 − cos(θ/2)|11〉 and φt =
∫ t
0 Ω(t
′)dt′. If the
evolution period τ is taken to satisfy
φτ =
∫ τ
0
Ω(t)dt = pi, (6)
there is
U(τ, 0) =|00〉〈00| + |01〉〈01| + |D2〉〈D2| − |B2〉〈B2| − |ee〉〈ee|
+ |e0〉〈e0| + |e1〉〈e1| + |0e〉〈0e| + |1e〉〈1e|. (7)
It shows that the role of the evolution operator U(τ) on the
computational subspace is equivalent to
UC1−n·σ =|00〉〈00| + |01〉〈01| + |D2〉〈D2| − |B2〉〈B2|, (8)
which can be recast as Eq. (2) since |00〉〈00| + |01〉〈01| =
|0〉〈0| ⊗ I and |D2〉〈D2| − |B2〉〈B2| = |1〉〈1| ⊗ n · σ.
We now demonstrate that UC1−n·σ is a holonomic gate,
i.e., the two conditions (i) and (ii) are fulfilled. Equation
(5) clearly shows that a state initially residing in the com-
putational space S2 may evolve into the outside of the sub-
space during t ∈ (0, τ) but returns back to it at t = τ,
i.e., condition (i) is satisfied. Furthermore, with the aid of
the relation [Heff(t),U(t, 0)] = 0, it is easy to verify that
〈µ(t)|Heff(t)|ν(t)〉 = 〈µ|Heff(t)|ν〉 = 0, where |µ(t)〉 = U(t, 0)|µ〉,
|ν(t)〉 = U(t, 0)|ν〉, and |µ〉, |ν〉 ∈ S2, i.e., condition (ii) is satis-
fied too. Therefore, the unitary operator U(τ, 0) plays a holo-
nomic gate on the computational subspace.
Second, we show how to realize a nonadiabatic holonomic
three-qubit controlled-(n · σ) gate,
UC2−n·σ =
[
I⊗2 − (|1〉〈1|)⊗2
]
⊗ I + (|1〉〈1|)⊗2 ⊗ n · σ. (9)
For the three-qubit controlled gate, we consider three ions
trapped in a linear trap. We need to use a piecewise time-
dependent Hamiltonian, i.e., we divide the whole evolution
time τ into three intervals: 0 ≤ t ≤ τ1, τ1 ≤ t ≤ τ2 and
τ2 ≤ t ≤ τ, in each of which a special Hamiltonian is chosen.
In the first interval, a red sideband laser with detuning (ν −
δ) and Rabi frequency Ω′1(t) is applied to ion 1 to drive the
transition |1〉 ↔ |e〉, and a blue sideband laser with detuning
−(ν − δ) and Rabi frequency Ω˜1(t) is applied to ion 2 to drive
the transition |1〉 ↔ |e〉. In this case, the Hamiltonian can be
written as H(t) = iηΩ′1(t)e
−iδta|e〉11〈1|+ iηΩ˜1(t)eiδta†|e〉22〈1|+
H.c., which is a special case of Eq. (3) with Ω1(t) = Ω˜0(t) =
0, and therefore the effective Hamiltonian has the same form
as Eq. (4) but with Ω10(t) = −η2Ω1(t)Ω˜0(t)/δ = 0, i.e., the
effective Hamiltonian used during t ∈ [0, τ1] is
H(1)eff (t) = Ω11(t)|ee〉〈11| + H.c., (10)
which acts on ions 1 and 2.
In the second interval, two lasers, one of which is with de-
tuning −(ν + δ) and Rabi frequency Ω1(t), and another is with
(ν − δ) and Ω′1(t), are applied to ion 2 to drive the transi-
tion |1〉 ↔ |e〉, and two lasers, one of which is with detun-
ing −(ν + δ) and Rabi frequency Ω˜0(t), and another is with
3FIG. 1. (Color online) Schematic for ion-laser interaction. (a) Level configuration of two three-level ions driven by lasers, corresponding to
the Hamiltonian in Eq. (3). (b) Level diagram for collective transition of the two ions, corresponding to the effective Hamiltonian in Eq. (4).
The only resonant transitions are |10〉|nν〉 ↔ |ee〉|nν〉 and |11〉|nν〉 ↔ |ee〉|nν〉 with the aid of the intermediated states |e0〉|nν + 1〉 and |e1〉|nν −1〉.
(ν − δ) and Ω˜′1(t), are applied to ion 3 to drive the transi-
tions |0〉 ↔ |e〉 and |1〉 ↔ |e〉, respectively. The Hamilto-
nian reads H(t) = iηΩ1(t)e−iδta†|e〉22〈1|+iηΩ′1(t)e−iδta|e〉22〈1|+
iηΩ˜0(t)e−iδta†|e〉33〈0| + iηΩ˜1(t)e−iδta|e〉33〈1| + H.c. Under the
large detuning condition δ  ηΩ1(t), ηΩ′1(t), ηΩ˜0(t), ηΩ˜1(t),
we can obtain the effective Hamiltonian used during t ∈
[τ1, τ2] [66],
H(2)eff (t) = Ωe0(t)|1e〉〈e0| + Ωe1(t)|1e〉〈e1| + H.c., (11)
which acts on ions 2 and 3. Here, Ωe0(t) = η2Ω∗1(t)Ω˜0(t)/δ,
Ωe1(t) = −η2[Ω′1(t)]∗Ω˜1(t)/δ.
In the third interval, i.e., during t ∈ [τ2, τ], we use the same
Hamiltonian as that in the first interval,
H(3)eff (t) = Ω11(t)|ee〉〈11| + H.c., (12)
which acts on ions 1 and 2.
To obtain the nonadiabatic holonomic three-qubit
controlled-(n · σ) gate, we choose Ω11(t) to be real and
set Ωe0(t) = Ω(t) cos(θ/2) and Ωe1(t) = Ω(t) sin(θ/2)e−iϕ,
where Ω(t) is a time dependent parameter. In this case,
[H(k)eff (t),H
(k)
eff (t
′)] = 0, k = 1, 2, 3, and the evolution operator
can be expressed as
U(t, 0) =

exp
[
−i
∫ t
0
H(1)eff (t
′)dt′
]
, t ∈ [0, τ1],
U(t, τ1)U(τ1, 0), t ∈ [τ1, τ2],
U(t, τ2)U(τ2, 0), t ∈ [τ2, τ],
(13)
where U(t, τ1) = exp
[
−i ∫ t
τ1
H(2)eff (t
′)dt′
]
and U(t, τ2) =
exp
[
−i ∫ t
τ2
H(3)eff (t
′)dt′
]
.
We let |D3〉 = cos(θ/2)|110〉 + sin(θ/2)eiϕ|111〉 and |B3〉 =
sin(θ/2)e−iϕ|110〉 − cos(θ/2)|111〉, which span the same sub-
space as Span{|110〉, |111〉}. If the time intervals τ1, τ2, and τ
are taken to satisfy∫ τ1
0
Ω11(t)dt =
pi
2
,
∫ τ2
τ1
Ω(t)dt = pi,
∫ τ
τ2
Ω11(t)dt =
pi
2
, (14)
we have
U(τ, 0)|D3〉 = |D3〉, U(τ, 0)|B3〉 = −|B3〉, (15)
and except {|D〉, |B〉}, i.e. {|110〉, |111〉}, all the other com-
putational basis {|000〉, |001〉, |010〉, |011〉, |100〉, |101〉} are un-
changed in the whole evolution. Consequently, if we focus
only on the computational subspace S3, the role of U(τ, 0) is
equivalent to
UC2−n·σ = (|00〉〈00| + |01〉〈01| + |10〉〈10|) ⊗ I
+ |D3〉〈D3| − |B3〉〈B3|, (16)
which is Eq. (9) since |00〉〈00| + |01〉〈01| + |10〉〈10| = I⊗2 −
|11〉〈11| and |D3〉〈D3| − |B3〉〈B3| = |11〉〈11| ⊗ n · σ.
We now demonstrate that UC2−n·σ is a holonomic gate. The
above discussion clearly shows that condition (i) is satisfied.
Furthermore, since U(t, 0) commutes with H(k)eff (t), k = 1, 2, 3,
it is easy to verify that 〈µ(t)|H(1)eff (t)|ν(t)〉 = 0 for t ∈ [0, τ1],
〈µ(t)|H(2)eff (t)|ν(t)〉 = 0 for t ∈ [τ1, τ2], and 〈µ(t)|H(3)eff (t)|ν(t)〉 = 0
for t ∈ [τ2, τ], where |µ(t)〉 = U(t, 0)|µ〉, |ν(t)〉 = U(t, 0)|ν〉,
and |µ〉, |ν〉 ∈ S3. That is, condition (ii) is satisfied too. There-
fore, the unitary operator U(τ, 0) plays a holonomic gate on
the computational subspace.
Third, we show how to realize a nonadiabatic holonomic
(n + 1)-qubit controlled-(n · σ) gate (n ≥ 3),
UCn−n·σ =
[
I⊗n − (|1〉〈1|)⊗n
]
⊗ I + (|1〉〈1|)⊗n ⊗ n · σ. (17)
To realize a nonadiabatic holonomic (n + 1)-qubit
controlled-(n · σ), we consider (n+1) three-level ions trapped
in a line trap, and divide the whole evolution into (2n − 1) in-
tervals: 0 ≤ t ≤ τ1, τ1 ≤ t ≤ τ2, · · · , τ2n−2 ≤ t ≤ τ.
In the first intervals, we take the effective Hamiltonian as,
H(1)eff (t) = Ω11(t)|ee〉〈11| + H.c., (18)
which acts on ions 1 and 2. In the kth interval τk−1 ≤ t ≤ τk,
k = 2, 3, · · · , n − 1, we use the effective Hamiltonian,
H(k)eff (t) = Ω˜e1(t)|1e〉〈e1| + H.c., (19)
4which acts on ions k and k+1. In the nth interval τn−1 ≤ t ≤ τn,
we use the effective Hamiltonian,
H(n)eff (t) = Ωe0(t)|1e〉〈e0| + Ωe1(t)|1e〉〈e1| + H.c., (20)
which acts on ions n and n+1. In the kth interval τk−1 ≤ t ≤ τk,
k = n+ 1, n+ 2, · · · , 2n− 2, we use the effective Hamiltonian,
H(k)eff (t) = Ω˜e1(t)|1e〉〈e1| + H.c., (21)
which acts on ions (2n − k) and (2n − k + 1). In the (2n − 1)th
interval τ2n−2 ≤ t ≤ τ2n−1, we use the effective Hamiltonian,
H(2n−1)eff (t) = (−1)nΩ11(t)|ee〉〈11| + H.c., (22)
which acts on ions 1 and 2.
All these effective Hamiltonians can be realized by apply-
ing lasers on ions as those do in the two-qubit and three-qubit
gates. In fact, the effective Hamiltonian in Eq. (18) is the
same as the one in Eq. (10), the Hamiltonian in Eqs. (19) and
(21) is a special case of that in Eq. (11), the Hamiltonian in
Eq. (20) is the same as that in Eq. (11), and the Hamiltonian
in Eq. (22) has the same form as that in Eq. (10) but only with
a different parameter value.
To obtain a nonadiabatic holonomic (n+1)-qubit controlled-
(n · σ) gate with n = (sin θ cosϕ, sin θ sinϕ, cos θ), we set
Ω11(t) and Ω˜e1(t) to be real, and set Ωe0(t) = Ω(t) cos(θ/2) and
Ωe1(t) = Ω(t) sin(θ/2)e−iϕ, where Ω(t) is a time dependent pa-
rameter. In this case, the evolution operator can be expressed
as
U(t, 0) = U(t, τk−1)U(τk−1, τk−2) · · ·U(τ1, 0), (23)
for t ∈ [τk−1, τk], where U(t, τa−1) = exp
[
−i ∫ t
τa
H(a)eff (t
′)dt′
]
with a = 1, · · · , 2n − 1 and τ0 = 0.
We let |Dn+1〉 = cos(θ/2)|1⊗n0〉 + sin(θ/2)eiϕ|1⊗n1〉 and
|Bn+1〉 = sin(θ/2)e−iϕ|1⊗n0〉 − cos(θ/2)|1⊗n1〉, which span the
same subspace as Span{|1⊗n0〉, |1⊗n1〉}. If we take τ1, τ2, · · · ,
τ2n−2, and τ to satisfy∫ τ1
0
Ω11(t)dt =
∫ τ
τ2n−2
Ω11(t)dt =
pi
2
,
∫ τn
τn−1
Ω(t)dt = pi,∫ τk
τk−1
Ω˜e1(t)dt =
pi
2
, k = 2, · · · , n − 1, n + 1, · · · , 2n − 2, (24)
there will be
U(τ, 0)|Dn+1〉 = |Dn+1〉, U(τ, 0)|Bn+1〉 = −|Bn+1, 〉, (25)
and U(τ, 0)|S 〉 = |S 〉 for |S 〉 ∈ {|b1b2 · · · bn+1〉, bi = 0, 1} ex-
cept |1⊗n0〉 and |1⊗n1〉. If we focus only on the computational
space, the evolution operator U(τ, 0) is equivalent to
UCn−n·σ =
[
I⊗n − (|1〉〈1|)⊗n
]
⊗ I + |Dn+1〉〈Dn+1) − |Bn+1〉〈Bn+1|.
(26)
Since |Dn+1〉〈Dn+1|− |Bn+1〉〈Bn+1| = (|1〉〈1|)⊗n⊗n · σ, Eq. (26)
can be recast as Eq. (17).
Similar to the two-qubit and three-qubit cases, we can
demonstrate that UCn−n·σ is a holonomic gate. Indeed, the
above discussion shows that a state initially residing in the
computational space returns back to the computational space
after the whole evolution. Furthermore, since U(t, 0) always
commutes with the instantaneous effective Hamiltonian for
each time interval, it is easy to verify that condition (ii) is
satisfied too. Therefore, UCn−n·σ is a holonomic gate.
So far, we have demonstrated how to realize a nonadiabatic
holonomic (n + 1)-qubit controlled-(n · σ) gate. It is inter-
esting to note that the well-known controlled-NOT gate and
the Toffoli gate are the special cases of two-qubit and three-
qubit controlled-(n · σ) gates at n = (1, 0, 0), respectively.
Furthermore, we would like to point out that a nonadiabatic
holonomic (n + 1)-qubit controlled arbitrary rotation gate can
be realized by combining two controlled-(n · σ) gates. In-
deed, since (σ·n)(σ·m) = (n · m)I + i σ· (n × m), we have
UCn−n·σUCn−m·σ = [I⊗n − (|1〉〈1|)⊗n] ⊗ I + (|1〉〈1|)⊗n ⊗ [n · m +
iσ·(n×m)] ≡ UCn−[n·m+iσ·(n×m)]. Hence, by properly choosing
m and n, we can realize an arbitrary (n + 1)-qubit controlled-
[(n · m)I + i σ· (n ×m)] gate.
Before concluding, we would like to add a brief discussion
on the feasibility of our scheme. Our scheme is based on
the effective Hamiltonian Heff(t), which is derived from the
Hamiltonian H(t) under the large detuning condition, and we
have ignored the decay from |e〉 to |0〉 and |1〉. Hence, the
large detuning approximation and the decay may affect the fi-
delity of the controlled gates. To illustrate the feasibility of
our scheme, we calculate the fidelity F = 〈ψ(τ)|ρ(τ)|ψ(τ)〉 for
the controlled-NOT gate and the Toffoli gate, where |ψ(τ)〉 =
UCn−n·σ|ψ(0)〉 is obtained by directly using our controlled
gates, and ρ(τ) is obtained by resolving the Lindblad equa-
tion with Hamiltonian H(t) [69] and the Lindblad operators
Lk =
√
γe0|0〉〈e| + √γe1|1〉〈e|. Our physical model is trapped
ions 40Ca+, of which the two Zeeman-split sublevels 4S−1/21/2
and 4S+1/21/2 are taken as qubit states |0〉 and |1〉 while |e〉 is
encoded into 3D5/2 [63, 70]. The decay ratio of |e〉 to |0〉
and |1〉 is taken as γe0 = γe1 = 1/(2τ f ) with the life time
τ f = 1.2s [71], and the Lamb-Dicke parameter and the addi-
tional detuning are taken as η = 0.044 and δ = 2pi × 50kHz
[63]. For the controlled-NOT gate, we choose the laser pa-
rameters Ω1(t) = Ω′1(t) = −Ω˜0(t) = −Ω˜1(t) = 2pi × 30KHz,
which are experimentally achievable, and take |ψ(0)〉 = |10〉.
For the Toffoli gate, we choose Ω1(t) = Ω′1(t) = −Ω˜0(t) =
−Ω˜1(t) = 2pi×30KHz in the second time interval, and Ω′1(t) =
Ω˜1 = 2pi×30KHz in the first and third time intervals, and take
|ψ(0)〉 = |110〉. Our numerical result shows that the fidelities
are 99.17% and 95.98%, respectively, for the controlled-NOT
gate and Toffoli gate.
In conclusion, we have proposed an approach to realize
nonadiabatic holonomic multiqubit controlled gates based on
trapped ions by which a (n + 1)-qubit controlled-(n · σ) gate
can be realized by (2n − 1) basic operations, whereas a nona-
diabatic holonomic (n + 1)-qubit controlled arbitrary rotation
gate can be obtained by combining two such gates. Com-
paring with the previous schemes of nonadiabatic holonomic
computation in which a multiqubit controlled gate is built
by using a large number of universal elementary gates, our
scheme greatly reduces the operations of nonadiabatic holo-
5nomic quantum computation.
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