Parametric methods for image processing using active contours with topology changes by Benninghoff, Heike
Parametric Methods for Image Processing Using Active
Contours With Topology Changes
Dissertation
zur Erlangung des Doktorgrades
der Naturwissenschaften (Dr. rer. nat.)
der Fakulta¨t fu¨r Mathematik
der Universita¨t Regensburg
vorgelegt von
Heike Benninghoff
aus Nabburg
im Jahr 2015
Promotionsgesuch eingereicht am 04. Februar 2015.
Die Arbeit wurde angeleitet von Prof. Dr. Harald Garcke.
Pru¨fungsausschuss: Vorsitzender: Prof. Dr. Klaus Ku¨nnemann
1. Gutachter: Prof. Dr. Harald Garcke
2. Gutachter: Dr. Robert Nu¨rnberg, Imperial College London
weiterer Pru¨fer: Prof. Dr. Georg Dolzmann
Abstract
In this thesis we consider parametric methods for image processing based on active con-
tours. We introduce an efficient scheme for image segmentation by evolving parametric
hypersurfaces. More precisely, we present methods for segmentation of 1) two-dimensional,
planar images, of 2) images on curved surfaces and of 3) three-dimensional images.
The developed methods can handle complex curve networks with possible triple junctions
and intersections of the curves with the image boundary. Also curves with free endpoints
are supported. The methods can be used to segment a given image in regions of arbitrary
number, separated by hypersurfaces.
Numerically, the evolving curves and surfaces are discretized and the resulting schemes
are solved by finite differences and finite elements. We show that the parametric approach for
curve evolution in the plane and on surfaces has good properties concerning the equidistribu-
tion of mesh points along the discretized curves. For evolving surfaces, we observe problems
with the quality of the triangulated meshes in rare cases only. We propose a method for an
efficient mesh regularization which is incorporated into the evolution scheme for surfaces.
Standard parametric approaches cannot automatically handle topology changes like split-
ting and merging of curves and surfaces, creating and deleting triple junctions and boundary
intersection points of curves as well as changing the genus of a surface. Therefore, we intro-
duce an efficient method to detect and execute such topology changes. Using our approach,
the computational effort to detect a topology change depends only linearly on the number of
mesh points.
In addition to image segmentation, we propose a method for edge-preserving image
smoothing. The denoising of the image is executed as a postprocessing step, subsequently
to the segmentation. Thereby, diffusion equations with Neumann boundary conditions are
solved in the already segmented regions. In the case of images defined on surfaces, this results
in partial differential equations on manifolds.
Finally, we demonstrate the developed methods on various artificial and real images and
show the efficiency of the methods and their application to real, practical image processing
tasks arising in medicine, navigation, Earth observation and in many other areas.
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Zusammenfassung
In dieser Arbeit betrachten wir parametrische Methoden zur Bildverarbeitung mit Ak-
tiven Konturen. Wir fu¨hren ein effizientes Schema zur Bildsegmentierung durch evolvieren-
de parametrische Hyperfla¨chen ein. Im Detail stellen wir Methoden vor zur Segmentierung
von 1) zweidimensionalen, ebenen Bildern, von 2) Bildern auf gekru¨mmten Fla¨chen und von
3) dreidimensionalen Bildern.
Die entwickelten Methoden ko¨nnen komplexe Kurvennetzwerke mit mo¨glichen Tripel-
punkten und Schnitten der Kurven mit dem Bildrand handhaben. Auch Kurven mit freien
Randpunkten werden unterstu¨tzt. Die Verfahren ko¨nnen verwendet werden, um ein gegebenes
Bild in beliebig viele Regionen zu segmentieren, die durch Hyperfla¨chen voneinander getrennt
sind.
Numerisch betrachtet, werden die evolvierenden Kurven und Fla¨chen diskretisiert und die
dabei entstehenden Schemata werden durch Finite Differenzen und Finite Element Methoden
gelo¨st. Wir zeigen, dass der parametrische Ansatz fu¨r Kurvenevolution in der Ebene und auf
Fla¨chen gute Eigenschaften bezu¨glich der Gleichverteilung von Gitterpunkten entlang der
diskretisierten Kurven hat. Bei evolvierenden Fla¨chen stellen wir Probleme mit der Qualita¨t
triangulierter Gitter nur in seltenen Fa¨llen fest. Wir schlagen eine Methode zur effizienten
Gitterregularisierung vor, die in das Schema zur Fla¨chenevolution eingearbeitet ist.
U¨bliche parametrische Ansa¨tze ko¨nnen Topologiea¨nderungen wie Aufspalten und Ver-
schmelzen von Kurven, Erstellen und Entfernen von Tripelpunkten und Schnittpunkten von
Kurven mit dem Bildrand, sowie A¨ndern des Geschlechts einer Fla¨che, nicht automatisch
handhaben. Daher fu¨hren wir ein effizientes Verfahren ein, um solche Topologiea¨nderungen
detektieren und ausfu¨hren zu ko¨nnen. Mit unserem Ansatz ha¨ngt der Rechenaufwand eine
Topologiea¨nderung zu detektieren nur linear von der Anzahl der Gitterpunkte ab.
Zusa¨tzlich zu Bildsegmentierung schlagen wir eine Methode fu¨r kantenerhaltende Bild-
gla¨ttung vor. Das Entrauschen des Bildes wird als Nachprozessierungschritt nach der Seg-
mentation ausgefu¨hrt. Dabei werden Diffusionsgleichungen mit Neumann-Randbedingungen
in den bereits segmentierten Regionen gelo¨st. Im Fall von Bildern auf Fla¨chen fu¨hrt dies zu
Partiellen Differentialgleichungen auf Mannigfaltigkeiten.
Schließlich demonstrieren wir die entwickelten Methoden anhand von verschiedenen ku¨nst-
lichen und realen Bildern und zeigen die Effizienz der Verfahren als auch ihre Anwendbarkeit
auf reale, praktische Bildverarbeitungsaufgaben, die in der Medizin, der Navigation, der Erd-
beobachtung und in vielen anderen Gebieten auftreten.
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Chapter 1
Introduction
Image processing covers a variety of applications, tasks and methods and gained more and
more importance in the last decades due to rapid developments of digital cameras, optical
devices and sensors in consumer and professional fields. Also developments in the field of
computing allow for fast image processing.
One major challenge in computer vision is the autonomous detection of objects in given
image data without or with little user intervention. The number of objects is often not
known in advance. This demands appropriate image processing techniques which can handle
arbitrary scenes and compositions of objects in images. Automated image processing plays an
important role in many engineering fields. Autonomous applications require novel methods
and advanced algorithms compared to user-guided image processing.
Furthermore, the processing of large 3D image data poses another great challenge. Such
demands arise in medical areas like radiology where for example 3D image data from com-
puted tomography should be processed.
According to Aubert and Kornprobst (2006), three main approaches exist for image
analysis and image processing. These are 1) stochastic modeling based on Markov theory,
2) Wavelets coming from classical signal processing and 3) image processing based on partial
differential equations (PDEs).
In this thesis, we focus on PDE based image processing. Image processing problems can
be often formulated as optimization problems, where a certain energy functional should be
minimized. Calculus of variations, partial differential equations and numerical mathematics
provide the necessary mathematical framework and tools to describe and solve the problems
which arise in image processing. Here, we consider two tasks: image restoration and image
segmentation which are two important sub-areas in image processing.
Images are typically affected by noise and artifacts caused by the acquisition system or by
the transmission of the digital data. Both deterministic and random noise can degrade the
image quality. Image restoration aims at removing or reducing the image noise. Recovering
the original image from a given, noise-affected image results in an inverse, often ill-posed
problem, see Aubert and Kornprobst (2006).
Let u0 : Ω → R, Ω ⊂ R2, be a given, noise-affected, two-dimensional image and let
uideal : Ω → R be the noise-free, ideal image. We call Ω ⊂ R2 the image domain. Let us
assume a simple degradation model
u0 = uideal + η, (1.1)
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where η is some additive Gaussian noise with zero mean in Ω. This degradation model is a
strong simplification and real image noise may require a more advanced noise model. However,
the model (1.1) can be used to develop and understand some basics of image restoration.
An approximation u of the unknown image uideal can be obtained by minimizing
E(u) = λ
∫
Ω
(u− u0)2 dx+
∫
Ω
‖∇u‖2 dx. (1.2)
The energy contains two competing terms: The first integral will be small if u is close to u0.
The second integral will be small if u changes only slightly in the image domain. The second
term is added for regularization purposes and provides smoothness of the solution u. The
constant λ > 0 is a weighting parameter.
We search for a minimizer u ∈ W 1,2(Ω), i.e. u and its weak derivative ∇u are in L2(Ω)
and [L2(Ω)]2, respectively. Using methods of the theory of calculus of variations, we obtain
the corresponding Euler-Lagrange equation
− 1
λ
∆u+ u = u0, in Ω, (1.3a)
with the Neumann boundary condition
∂u
∂~n∂Ω
= 0, on ∂Ω, (1.3b)
where ~n∂Ω is a normal vector field on the boundary ∂Ω.
Another classical smoothing technique uses the heat equation. This smoothing method
is based on the idea that an image can be embedded in a one-parameter family of images,
see Koenderink (1984), with the resolution of the image as parameter. In detail, we consider
a family u( . , t) : R2 → R, t ≥ 0 with u( . , 0) = u0 being the original image u0 : R2 → R.
For t > 0, u( . , t) is a smoothed version of u0 obtained by convolution of the original image
u0 with a Gaussian smoothing kernel Φt given by Φt(~x) =
1
4pit exp(−1/(4t) ~xT~x). Thus, u
satisfies the heat equation
ut −∆u = 0. (1.4)
Both restoration techniques (1.3) and (1.4) are based on the smoothing effect of the
Laplace operator. However, the Laplace operator has the undesired behavior that edges in
the image are not preserved but smoothed out. A better image denoising can be obtained
by considering anisotropic diffusion which enhances the edges, as proposed by Perona and
Malik (1990): For that, ∆u is replaced by div (f ∇u), where f : Ω → R is an edge indicator
function. Edges can be characterized by the image gradient, since ‖∇u‖ is locally high at
edges, or alternatively by the jump set of the given image u0. Typically, an edge indicator
function f is designed such that it is small where ‖∇u‖ is large in order to suppress the
diffusion at edges. For example, we could set f(~x) = exp(−a‖∇u(~x)‖2) with a constant
a > 0 or f~(x) = 1/
(
1 + a‖∇u(~x)‖2) for ~x ∈ Ω, see Perona and Malik (1990).
Figure 1.1 shows an exemplary, noisy image and two denoising approaches. The first
approach (Figure 1.1, center) uses (1.3) for smoothing the image. As expected, the edges in
the image are strongly smoothed out. The second approach (Figure 1.1, right) performs an
edge-preserving image smoothing which will be developed in this thesis.
Other alternative smoothing methods are based on the principle of total variation, see
Rudin et al. (1992), where the L1-norm of the gradient of u is used for the energy to be
minimized instead of the L2-norm, cf. (1.2). This idea is also used for example by Chan
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Figure 1.1: Example of a noisy image (left), a denoised version based on (1.3) with blurred
edges (center) and a denoised version with preserved edges (right).
et al. (2001). More generally, the Lp-norm for 1 ≤ p ≤ 2 is considered by Tang et al.
(2002). Robust anisotropic diffusion has been investigated by Black et al. (1998), where
the authors consider several choices of a robust, anisotropic error norm. In the context of
image denoising/smoothing and image enhancement we also mention Yu and Bajaj (2002)
for diffusion schemes for vector-valued images like color images and refer to Scherzer et al.
(2009) for noise models and denoising techniques.
Apart from degradation based on noise, images can also be affected by so-called inpainting
which can be removed by special techniques, see Bertalmio et al. (2000); Chan et al. (2002)
among others. Inpainting is not covered in this thesis.
Image restoration is an important processing step; often it is performed before more
advanced and application-dependent techniques are applied on the images. Beside image
restoration, image segmentation is another classical image processing area.
Image segmentation aims at dividing an image into characteristic subsets, so-called regions
or phases. The phases typically represent foreground objects or the background of an image.
The regions can be identified by their boundaries, where the gray or color value rapidly
changes (see e.g. Kass et al. (1988); Malladi et al. (1995); Caselles et al. (1997a)), or they
can be characterized by their mean gray value or mean color, by their texture or by some
other grouping (see e.g. Mumford and Shah (1989); Ronfard (1994); Chan and Vese (2001);
Tsai et al. (2001)). The different segmentation methods can thus be divided into two main
groups: edge-based image segmentation and region-based image segmentation.
A very popular approach for image segmentation and edge-detection is the active contours
method, originally developed by Kass et al. (1988). One or more curves, also called contours,
evolve in the image domain and stop locally at region boundaries or edges. The motion of
the curves can be described by evolution equations, which aim to minimize certain energies.
The involved energies typically contain an internal energy, which controls the smoothness of
the curve, and an external energy, which pushes the contours to edges or region boundaries.
The internal energy is often based on length or area terms. The length of the contours or the
enclosed area will only grow if the external energy is large enough. Thus, the segmentation
method can be adapted to be robust with respect to moderate noise. The external energy
is typically designed such that it is small where the gradient of the image function is high
(edge-based methods) or such that the image function or some related quantity changes only
slightly inside the enclosed regions (region-based methods).
In this thesis, we mainly consider flow of curves based on the functional of Mumford and
Shah (1989): Let u0 : Ω → R be a given image function. We search for a set of curves
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Γ = Γ1 ∪ . . .ΓNC , NC ∈ N, and a piecewise smooth function u : Ω → R with possible
discontinuities across Γ approximating the original image u0. The energy to be minimized is
E(u,Γ) = σ|Γ|+
∫
Ω\Γ
‖∇u‖2 dx+ λ
∫
Ω
(u0 − u)2 dx, (1.5)
where σ, λ > 0 are weighting parameters and |Γ| denotes the total length of the curve. As
discussed above, the length term provides smoothness of the curves Γ, the second term ensures
that u has no large gradients in Ω \ Γ and the third term ensures that the approximation u
is close to the given image u0.
The Mumford-Shah functional can be used for both image segmentation and image
restoration since its minimizer (u,Γ) provides a denoised image u and a segmentation of
the image given by the curves belonging to Γ. An important variant of the original problem
is the restriction to piecewise constant approximations u, called minimal partition problem,
see Chan and Vese (2001).
Image segmentation is a classical area in image analysis, see Kass et al. (1988); Mumford
and Shah (1989); Ronfard (1994), but still significant in more present research, see e.g. Chan
and Vese (2001); Tsai et al. (2001); Benesˇ et al. (2004); Dogˇan et al. (2008); Chung and
Vese (2009); Mille (2009); Arbelaez et al. (2011); Chambolle et al. (2012) to mention a few
selected works. There is also a variety of related image processing tasks like object detection
(Paragios and Deriche, 2000; Fergus et al., 2003) or pattern recognition (Bezdek et al., 2005)),
feature extraction (Nixon and Aguado, 2002), anomaly detection (Chandola et al., 2009) and
tracking of objects in sequences of images (Paragios and Deriche, 2000; Moelich and Chan,
2003).
Image processing has many applications in different areas like for example engineering
and medicine. One large sector in engineering is optical navigation, for example autonomous,
visual navigation in automotive engineering (Gavrila and Philomin, 1999) or in avionics
(Dobrokhodov et al., 2006), navigation and path planning in robotics and machine vision
(DeSouza and Kak, 2002; Bonin-Font et al., 2008), as well as autonomous navigation in space
(Bhaskaran et al., 1996; Woffinden and Geller, 2007; Benninghoff et al., 2014). Image pro-
cessing plays an important role in Earth observation and remote sensing (Jensen, 1996; Tuia
et al., 2012; Cˇunderl´ık et al., 2013). As mentioned above, in radiology, image processing is
applied for analysis of images which are generated by e.g. computed tomography or magnetic
resonance imaging (Udupa and Herman, 1999; Ardon et al., 2005; Li et al., 2005; Rousseau
and Bourgault, 2009; Sharma and Aggarwal, 2010). Image processing and image analysis
are also applied in industry for quality control in manufacturing and for automated visual
inspection (Chin and Harlow, 1982; Du and Sun, 2004).
The image segmentation methods, that we consider, use evolution of hypersurfaces. The
resulting evolution equations, derived from the Mumford-Shah functional or minimal partition
problems, can be written as parabolic PDEs for a parametrization of the hypersurfaces. The
segmentation result is used as input for the restoration technique to obtain an edge-preserving
smoothing (cf. Figure 1.1, right). The corresponding diffusion equations are elliptic PDEs
for the image approximation.
We will consider three different classes of images: First, we consider classical 2D images
generated by an image acquisition system like a digital camera, see Gonzalez and Woods
(2001). 2D images can be mathematically described by an image function u0 : Ω → R(d),
where Ω ⊂ R2 is a two-dimensional domain. For gray-scaled images, we have d = 1, for color
images, we have d ≥ 1. For example, if the image is given in RGB (red, green, blue) color
intensities, we have d = 3. Second, we consider images on non-flat surfaces. These images
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Figure 1.2: Exemplary images and segmentations of three different classes of images. Left:
2D image from visual navigation showing an image of a satellite and the detected region
boundaries. Center: Image defined on the Earth’s surface visualizing the distribution of the
Earth’s net radiation and the detected region boundaries. Right: Extracted region boundaries
of a 3D medical image (lung segmentation). Image courtesy: Left: Astos Solutions GmbH
(2013), Center: NASA Earth Observation data set, NASA (2014), Right: C. Stroszczynski,
Radiology, University Hospital Regensburg.
can be generated by some reconstruction, for example by using 3D scans, see e.g. Paysan
et al. (2009), and/or by composing 2D images of a 3D object from different viewing angles to
a non-flat image. For example in the case of Earth observation images, global Earth data can
be obtained by composing several 2D images of single parts of the Earth’s surface. An image
defined on a surface can be described by an image function u0 :M→ R(d), where M ⊂ R3
is a two-dimensional manifold. Third, we consider 3D images given by u0 : Ω→ R(d), where
Ω ⊂ R3 is a three-dimensional domain. In medicine, a 3D image is often generated by a
set of 2D tomographic slice images. Figure 1.2 shows examples of a segmentation of a 2D
image (left), a segmentation of an image defined on a surface (center) and the detected object
boundaries of a 3D image (right).
During the evolution of curves or surfaces, topology changes like splitting or merging can
occur, since the number and the location of the objects in the image is often not known in
advance. Because of its ability to handle topology changes automatically, the level set tech-
nique of Osher and Sethian (1988) is used by many authors to solve the evolution equations
which arise from the active contours method, see e.g. Caselles et al. (1997a), Kichenassamy
et al. (1996), Chan and Vese (2001), Tsai et al. (2001), Sapiro (2006). There, a hypersurface
is embedded as the zero level set of a function defined on the image domain Ω.
In this thesis, we propose an alternative, parametric method for image segmentation
which is based on the works of Barrett et al. (2007a, 2008a,b, 2010a). Using a parametric
scheme, the image segmentation problem results in a one-dimensional problem in the case
of 2D images and in the case of images on 2D surfaces, since we consider evolving curves.
The segmentation problem results in a two-dimensional problem in the case of 3D images,
since we consider evolving surfaces. Using standard level set methods, one has to solve two-
dimensional problems in the case of 2D images and three-dimensional problems in the case
of 3D images, since the level set function is defined on the 2D or 3D image domain. Curves
on surfaces cannot be directly represented by the zero level set of only one level set function
defined in a 3D neighborhood of the surface. They can be handled by intersection of the
zero level sets of two such level set functions, see Cheng et al. (2002); Kru¨ger et al. (2008).
Additionally, we can also handle triple junctions and curves with free endpoints (also called
crack-tips or open boundaries) with the parametric approach.
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The method of Barrett et al. (2007a, 2010a) further provides a good mesh quality of the
discretized curves and surfaces. In general, using a parametric scheme, node points on a
curve can locally bunch together and can have large distances at other locations along the
curve. For planar curves and for curves on surfaces, we can prove equidistribution of mesh
points along the curve for a semidiscrete scheme using the method of Barrett et al. (2007a,
2010a). Also in the fully discrete case, we obtain nearly an equidistribution of curve mesh
points. Evolving surfaces are discretized by triangulated meshes. We observe problems with
the mesh quality in extreme cases only, for example immediately before a splitting of a surface
into two surfaces occurs. By a slight modification of the parametric scheme for surfaces, we
can control the tangential motion of the vertices of the triangulation and can thus improve
the mesh quality without the need of an additional algorithm for mesh regularization.
Using a parametric scheme, topology changes cannot be handled automatically which is
often considered as the main drawback of parametric methods. In this thesis, we extend the
method of Mikula and Urba´n (2012) for detection of topology changes of curves, such that
also topology changes involving triple junctions and intersections with the image boundary
can be dealt with. The method of Mikula and Urba´n (2012) is based on an auxiliary 2D
background grid to detect topology changes efficiently. A topology change may occur if
nodes from different parts of the curve or nodes from different curves are located in one grid
element. Further, we extend the method developed for 2D images to higher dimensions, such
that topology changes of evolving curves on surfaces and of evolving surfaces in R3 can be
detected and executed. For that, we introduce an auxiliary 3D background grid. Apart from
splitting or merging of surfaces, a new class of topology changes can occur in the 3D case:
The genus of a surface can increase or decrease, for example, when a sphere evolves to a torus
or vice versa. The detection of topology changes can be performed efficiently using the idea
of Mikula and Urba´n (2012): If N is the number of nodes or vertices of the discretized curves
or surfaces, the search for topology changes has an effort of O(N).
Figure 1.3 shows two merging curves and visualizes the parametric and the level set
method. The topology change need not be detected explicitly using the level set method.
However, a higher-dimensional problem has to be solved at each time step of the evolution.
The effort of standard level set methods is dependent on the size and discretization of the
two-dimensional image domain, whereas the parametric scheme mainly depends on the one-
dimensional curves and their discretizations, which typically results in a much smaller effort.
Furthermore, to obtain the final 1D contour (see right subfigures in Figure 1.3), the zero level
set has to be first reconstructed from the 2D level set function.
Let us summarize the main contributions of this thesis:
• A parametric method based on Barrett et al. (2007a), originally developed for mean
curvature flow of curves and related flows, is extended to image segmentation problems.
The segmentation technique is based on the method of Mumford and Shah (1989) and
Chan and Vese (2001), and can therefore segment images with sharp and weak edges.
The method results in an efficient segmentation including multiple phases, possible
junctions and intersections with the image boundary.
• The segmentation technique is extended such that also non-interface curves, i.e. curves
with so-called free endpoints, can be dealt with.
• The method of Mikula and Urba´n (2012) is extended to detect and execute topology
changes such as splitting, merging, creation of triple junctions, creation of boundary
intersection points.
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Figure 1.3: Merging of two curves. Left: Parametric approach. The topology change must be
detected and handled by a special sub-routine. Center: Level set function. Right: Extracted
zero level set. In the level set method, the curve set is embedded as zero level set of a two-
dimensional function. The topology change is handled automatically. However, for the level
set approach, an equation on a two-dimensional domain has to be solved at each time step
of the evolution, whereas for the parametric approach, only a one-dimensional problem has
to be solved.
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• Many control features of the segmentation algorithm can be automated. Examples
are adaptive control and automated setting of e.g. the time step size, the weight of
the internal energy, and the grid size of the auxiliary background grid used to detect
topology changes.
• Image denoising is computed as postprocessing step using the identified regions, which
have already been detected during the image segmentation process. With the knowledge
about regions, an edge-preserving denoising can be performed.
• Segmentation and denoising of vector-valued images, in particular of color images, is
supported. For some color spaces, we solve constrained minimization problems.
• Images defined on non-flat surfaces are segmented and denoised. As in Barrett et al.
(2010a), an additional condition needs to be concerned, such that the curves in R3
remain on the surfaces during their evolution. The ability to handle complex curve
networks including junctions and topology changes as well as vector-valued image data
is extended from the planar case to the non-planar case. For image restoration, we
make use of the Laplace-Beltrami operator to smooth the image data.
• 3D images are segmented by extending the image segmentation method from evolving
curves to evolving surfaces. The method includes the possibility to handle complex
topology changes of surfaces such as splitting, merging, increase and decrease of the
genus of the surface.
• The developed algorithms are applied on artificial and real image data. The real im-
age data is chosen from different applications like photo analysis, tracking/navigation,
medicine and Earth observation. For 3D image segmentation, a dataset of computed
tomography images provided by the radiology department of the University Hospital
Regensburg is processed, where we also discuss practical problems like non-Gaussian
noise in medical images.
Outline of the thesis
The remaining part of the thesis is structured as follows:
In Chapter 2, we collect some mathematical basics, definitions and theorems concerning
curves and surfaces.
In Chapter 3, we consider image segmentation and denoising of two-dimensional images.
We start with an overview and introduction to active contours, and consider several energy
minimization problems from edge-based and region-based segmentation. Using the theory
of calculus of variations, we derive the corresponding evolution equations for the curves
from the energy functionals. The analytical aspects of the parametric method including
multiple phases, junctions and free endpoints are described in detail. We also derive the
image denoising scheme and mention how colored images can be handled. This is followed by
a presentation of the numerical scheme, which can be derived both from a finite element and a
finite difference approach. We further consider a semidiscrete scheme for which we can prove
equidistribution of the mesh points. We describe our method to handle topology changes
in 2D, state a finite difference approach to solve the image denoising scheme with Neumann
boundary conditions and present the necessary adaptations for curves with free endpoints.
We finish the chapter by presenting various experiments including a demonstration of object
tracking in a sequence of images.
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In Chapter 4, we consider segmentation and denoising of images defined on non-flat
surfaces. We consider edge-based and region-based active contours on surfaces. For curves
on surfaces the method of the two-dimensional case is slightly modified. Special function
spaces are considered which allow the curves to move only in tangential direction on the
surfaces. We derive an image denoising scheme, where the Laplace operator of the 2D case
is replaced by the Laplace-Beltrami operator for image diffusion on surfaces. We present the
numerical schemes based on finite elements and consider a semidiscrete scheme for which we
can prove equidistribution of the mesh points of the discretized curves. We describe how
topology changes concerning curves on surfaces are handled. For that we make use of a 3D
background grid together with a tubular neighborhood theorem. We present results from
some experiments using artificial and real image data.
In Chapter 5, we present how the method can be extended to segmentation of 3D images.
We shortly describe the analytical framework for region-based segmentation using evolving
surfaces. The main focus in this chapter is the numerical scheme based on an approximation of
the smooth surfaces by triangulated surfaces. The finite element approach and the discrete
linear system are presented. We describe in detail our algorithm to detect and perform
topology changes. The detection of topology changes is a simple extension of the 2D case,
using an auxiliary 3D background grid instead of a 2D grid. The algorithm to finally execute
the topology changes in 3D differs strongly from the 2D case. Vertices, edges and simplices
have to be adapted when a topology change of a triangulated surface occurs. Often simplices
have to be deleted at locations where a topology change occurs, resulting in intermediate
holes. New simplices need to be created to close open holes of the surfaces. We further use a
mesh regularization technique to control the tangential motion of the vertices on the surface,
see Barrett et al. (2008c). We finish the chapter on 3D image segmentation by demonstrating
various topology changes of surfaces using artificial images, followed by segmentation of real,
medical image data from computed tomography.
A final conclusion and summary as well as a short discussion of additional research beyond
the scope of this thesis are given in Chapter 6.
Chapter 2
Mathematical Basics
In this thesis, evolving curves in R2, evolving curves on two-dimensional manifolds and evolv-
ing surfaces in R3 are considered for image segmentation purposes. In this chapter, we give an
introduction to hypersurfaces in Rd and curves on surfaces. We will state the main important
definitions and theorems for hypersurfaces. This chapter covers tangential and normal vec-
tor fields, integration, first and second fundamental form, tangential derivatives and surface
divergence, Laplace-Beltrami operator and the definition of mean curvature via the Wein-
garten map. We shortly introduce several methods to represent hypersurfaces: these are
direct methods like parametric or graph-based approaches and indirect methods like level
set or phase field approaches. Furthermore, we consider evolving hypersurfaces and state a
transport theorem, a basic theorem to which we often refer in this thesis. Finally, we consider
curves on surfaces and introduce important concepts and definitions like geodesic curvature
and flows of curves on surfaces.
2.1 Hypersurfaces
We consider smooth hypersurfaces Γ ⊂ Rd, i.e. smooth submanifolds of Rd of dimension
d − 1. For the theory of smooth manifolds including definitions of (sub)manifolds, tangent
spaces and integration on manifolds, we refer to Lee (2002), Lang (2002) and Ja¨nich (2005).
2.1.1 Basic Definitions and Theorems
In this section, we present the main basic definitions and theorems about hypersurfaces which
are used in the following chapters of this thesis. The main references are Ku¨hnel (2005),
Eschenburg and Jost (2007), Eck et al. (2008), Deckelnick et al. (2005) and Dziuk and Elliott
(2013).
Definition 2.1 (Regular Hypersurface). Let U ⊂ Rd−1 be an open subset. A regular param-
eterized hypersurface is an immersion
~x : U → Rd, (u1, . . . , ud−1) 7→ ~x(u1, . . . , ud−1). (2.1)
An unparameterized hypersurface is an equivalence class of parameterized hypersurfaces,
where ~x : U → Rd and ~y : V → Rd are equivalent if a diffeomorphism ~φ : V → U exists
satisfying ~y = ~x ◦ ~φ.
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In this thesis, we consider in particular the cases d = 2 and d = 3, i.e. curves in R2 and
surfaces in R3.
Remark 2.2. (i) Let ~x : U → Rd be a regular parameterized hypersurface and Γ := ~x(U).
In the following, we also call Γ a regular hypersurface. We call Γ a smooth hypersurface
if ~x is of class C∞.
(ii) We extend the term and call Γ ⊂ Rd a smooth hypersurface if local smooth parame-
terizations exist. I.e. we require that for each point ~p ∈ Γ, there exist a neighborhood
UΓ ⊂ Γ of ~p and an immersion ~x : U → Rd with ~x(U) = UΓ. Thus, facts for hyper-
surfaces with global smooth parameterizations can be generalized by using a partition of
unity and local smooth parameterizations.
Now, we consider functions which are defined on hypersurfaces and define the term dif-
ferentiability :
Definition 2.3 (Differentiable Functions). Let Γ ⊂ Rd be a smooth hypersurface with a
smooth parameterization ~x : U → Rd. A function f : Γ → Rm is called Ck-function, k ∈ N,
if f ◦ ~x : U → Rm is of class Ck.
For local considerations, local coordinate systems are necessary. The main local directions
are given by so-called tangential and normal vector fields:
Definition 2.4 (Tangential and Normal Spaces). Let Γ ⊂ Rd be a smooth hypersurface
with a parameterization ~x : U → Rd. Let ~u ∈ U and ~p = ~x(~u) ∈ Γ. The vectors ∂~x∂ui (~u),
i = 1, . . . , d− 1, span a (d− 1)-dimensional space of so-called tangent vectors
T~p Γ = span
{
∂~x
∂u1
(~u), . . . ,
∂~x
∂ud−1
(~u)
}
. (2.2)
The space T~p Γ is called tangential space of Γ at ~p. Its orthogonal complement N~p Γ = (T~p Γ)
⊥
in Rd is called normal vector space of Γ at ~p.
Definition 2.5 (Orientable Hypersurfaces). A hypersurface Γ is called orientable, if a con-
tinuous normal vector field ~ν : Γ→ Sd−1 exists, where Sd−1 is the (d−1)-dimensional sphere
in Rd.
In this thesis, the orientation of hypersurfaces is an important concept. We will consider
i.a. closed curves and surfaces (with no self-intersections) which are orientable. An orientation
defines an interior and an exterior of such hypersurfaces. This enables us to consider for
example the area (volume) enclosed by a curve (surface).
Definition 2.6 (First Fundamental Form). For vectors ~X, ~Y ∈ Rd, ~X . ~Y denotes the Eu-
clidean inner product. For ~p ∈ Γ, the Riemannian metric g = (g~p)~p∈Γ given by
g~p : T~p Γ× T~p Γ→ R, ( ~X, ~Y ) 7→ ~X . ~Y , (2.3)
is called first fundamental form of Γ.
Let ~x : U → Rd be a smooth parameterization of Γ. The first fundamental form g can be
described by the symmetric and positive definite matrix (gij)i,j=1,...,d−1 given by
gij(~u) =
∂~x
∂ui
(~u) .
∂~x
∂uj
(~u). (2.4)
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Using a smooth parameterization and the representation (2.4) of the first fundamental
form, we can now define integrals on hypersurfaces:
Definition 2.7 (Integral on Hypersurfaces). Let Γ be a smooth hypersurface with a parame-
terization ~x : U → Rd. Let f : Γ → R be a function defined on the hypersurface Γ. We call
f integrable, if ∫
U
(f ◦ ~x)
√
det(gij) du <∞. (2.5)
In this case, we set ∫
Γ
f dA =
∫
U
(f ◦ ~x)
√
det(gij) du. (2.6)
We call dA the area element.
Definition 2.8 (Area of Hypersurfaces). Let Γ be a smooth, compact hypersurface. The area
of Γ is defined by
|Γ| =
∫
Γ
1 dA. (2.7)
Remark 2.9 (Curves in R2). For curves, we often replace U by an interval I = [a, b] ⊂ R
in the notation, and parameterize a curve Γ ⊂ R2 by
~x : I → R2. (2.8)
For a smooth, regular parameterized curve, we have ~xρ(ρ) :=
d~x
dρ (ρ) 6= ~0 for each ρ ∈ I, since
~x is an immersion. The vector ~xρ(ρ) is a tangent vector on the curve Γ in ~x(ρ). A curve is
parameterized by arc-length if there exist a parameterization ~x : I → R2 with ‖~xρ(ρ)‖ = 1
for all ρ ∈ I, where ‖ . ‖ denotes the Euclidean norm. One can show, that each smooth curve
can be parameterized by arc-length, see Ku¨hnel (2005).
The arc-length is given by
s(ρ0) =
∫ ρo
a
‖~xρ‖ dρ. (2.9)
For curves, we often use the notation ds (length element) instead of dA. The length of the
curve is
|Γ| =
∫
Γ
1 ds =
∫ b
a
‖~xρ‖ dρ = s(b). (2.10)
To define the second fundamental form, we first consider the change of a function in
a tangential direction. The so-called tangential gradient is defined using the concept of
directional derivatives:
Definition 2.10 (Directional Derivative). Let f : Γ → R(d) be a smooth function or a
smooth vector field. For ~p ∈ Γ and ~τ ∈ T~p Γ, let γ : (−, ) → Γ,  > 0, be a smooth curve
with γ(0) = ~p and γ˙(0) = ddγ()|=0 = ~τ . The derivative of f in direction ~τ ∈ T~p Γ is defined
as
∂~τf(~p) =
d
d
f(γ())|=0. (2.11)
Definition 2.11 (Tangential Gradient). Let ~τ1, . . . , ~τd−1 be an orthonormal basis of the tan-
gential space T~p Γ for some ~p ∈ Γ. Let f : Γ → R be a smooth function. The tangential
gradient is defined as
∇Γf(~p) =
d−1∑
i=1
(∂~τif(~p))~τi. (2.12)
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Remark 2.12. (i) We also use the notation ∇Γf(~p) = (D1f(~p), . . . , Ddf(~p)) ∈ Rd.
(ii) If f can be extended to an open neighborhood of Γ in Rd, the surface gradient can be
rewritten as
∇Γf = ∇f − (∇f . ~ν)~ν, (2.13)
where ~ν : Γ→ Sd−1 is a unit normal vector field on Γ.
Similarly to the concept of tangential gradients, the classical divergence can be generalized
to the so-called surface divergence:
Definition 2.13 (Surface Divergence of Vector Fields). Let ~τ1, . . . , ~τd−1 be an orthonormal
basis of the tangential space T~p Γ for some ~p ∈ Γ. Let ~f : Γ → Rd be a smooth vector field.
The surface divergence of ~f in ~p is defined as
∇Γ . ~f(~p) =
d−1∑
i=1
~τi . ∂~τi
~f(~p). (2.14)
Using the definitions of the tangential gradient and the surface divergence, we can now
define the Laplace-Beltrami operator:
Definition 2.14 (Laplace-Beltrami Operator). For a C2-differentiable function f : Γ → R,
we define the Laplace-Beltrami operator of f as
∆Γf(~p) = ∇Γ .∇Γf(~p), ~p ∈ Γ. (2.15)
The Laplace-Beltrami operator applied on functions defined on hypersurfaces is the ana-
logue of the classical Laplace operator applied on functions defined on Euclidean spaces.
Similar to the standard Laplace operator, the Laplace-Beltrami operator is often used for
smoothing purposes.
Definition 2.15 (Second Fundamental Form). Let ~ν : Γ → Sd−1 be a unit normal vector
field on Γ. The bilinear form
h~p : T~p Γ× T~p Γ→ R, (~τ1, ~τ2) 7→ (−∂~τ1~ν) . ~τ2 (2.16)
is called second fundamental form.
Definition 2.16 (Weingarten Map). The mapping
W~p : T~p Γ→ T~p Γ, ~τ 7→ −∂~τ~ν (2.17)
is called Weingarten map.
Remark 2.17. (i) Since (−∂~τ~ν) . ~ν = ∂τ (12‖~ν‖2) = ∂τ (12) = 0, the Weingarten map is an
endomorphism. The linearity is a consequence of the linearity of the operator ∂~τ w.r.t.
~τ .
(ii) The Weingarten map is symmetric, i.e.
W~p(~τ1) . ~τ2 = ~τ1 .W~p(~τ2) (2.18)
A proof is given in Eschenburg and Jost (2007) and Eck et al. (2008). As a consequence,
real eigenvalues κ1 ≤ . . . ≤ κd−1 of the Weingarten mapping exist. The eigenvalues are
called principal curvatures.
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(iii) The principal curvatures κ1 and κd−1 minimize and maximize the second fundamental
form.
Definition 2.18 (Mean Curvature). For ~p ∈ Γ, the sum
κ(~p) = trace(W~p) =
d−1∑
i=1
κi (2.19)
is called the mean curvature of Γ in ~p.
Using the surface divergence, the mean curvature can also be expressed as
κ = −∇Γ . ~ν. (2.20)
The mean curvature thus describes the change of the normal vector field ~ν which is the
intuitive description of curvature.
Lemma 2.19. Let ~x : U → Rd be a smooth (at least C2-) parameterization of Γ and ~ν : Γ→
Sd−1 a normal vector field. Then, the mean curvature κ and the Laplace-Beltrami operator
applied on ~x are related by
∆Γ~x = κ~ν. (2.21)
Proof. See e.g. Deckelnick et al. (2005).
Equation 2.21 is frequently used in this thesis to relate curvature κ and parameterization
~x. In the next chapters of this thesis, we will consider a variety of evolution equations
for curves and surfaces which contain the mean curvature for smoothing purposes. Such
evolution equations consist of a forcing term designed for the special application, for example,
designed to detect edges in given images. In addition, a curvature term is used which provides
smoothness of the evolving hypersurface.
Remark 2.20. (i) Note, that the sign of the mean curvature κ depends on the choice of
~ν. Since we require ~ν to be a unit normal vector field, i.e. ‖~ν(~p)‖ = 1 for all ~p ∈ Γ,
there are two possible choices for ~ν. However, the mean curvature vector
~κ := κ~ν (2.22)
is independent on the choice of ~ν.
(ii) For a curve Γ ∈ R2, the Laplace-Beltrami operator applied on a function is identical to
the second derivative of the function with respect to arc-length, i.e. ∆Γf = fss =
∂2
∂s2
f .
Note, that ∂∂s =
1
‖~xρ‖
∂
∂ρ . In particular, it follows that ~xss = κ~ν.
Remark 2.21 (Hypersurfaces with Boundary). A hypersurface with non-empty boundary is a
(d−1) dimensional submanifold Γ with a topological boundary ∂Γ 6= ∅ which is a (d−2) dimen-
sional submanifold of Rd. In detail, for ~p ∈ ∂Γ there exist a point ~u0 = (u0,1, . . . , u0,d−2, 0) ∈
Rd−1, an open neighborhood U of ~u0 in Rd−1 and an immersion ~x : U → Rd with ~x(~u0) = ~p,
~x(U ∩ Rd−1,+) ⊂ Γ and ~x(U ∩ (Rd−2 × {0})) ⊂ ∂Γ. Here, Rd−1,+ is the set Rd−1,+ = {~u =
(u1, . . . , ud−1) ∈ Rd−1 : ud−1 > 0}.
For each ~p ∈ ∂Γ, we can define a co-normal ~µ ∈ T~p Γ, which is orthogonal to the elements
in T~p ∂Γ. The vector ~µ is an outer co-normal if a curve γ : [−, 0] → Rd exists, with
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γ([−, 0]) ⊂ Γ, γ(0) = ~p ∈ ∂Γ and γ˙(0) = ~µ. Using the parameterization ~x as above, an outer
co-normal is given by ~µ = − ∂~x∂ud−1 (~u0).
Integration on ∂Γ is defined similar as on Γ (recall Definition 2.7), by using an immersion
~x∂Γ : V → Rd, V ⊂ Rd−2, with ~x∂Γ(V ) = ∂Γ, i.e.∫
∂Γ
f dr :=
∫
V
(f ◦ ~x∂Γ)
√
det(g˜ij) dv. (2.23)
for a function f : ∂Γ→ R. Here, g˜ij(~v) := ∂~x∂Γ∂vi (~v) .
∂~x∂Γ
∂vj
(~v), i, j = 1, . . . , d− 2.
Using the concept of hypersurfaces with boundary, we can formulate an integration by parts
theorem. This is a basic theorem frequently used when applying techniques of the theory of
calculus of variations; for example when deriving necessary conditions from a minimization
problem.
Theorem 2.22 (Integration by parts, Green’s formula). Let Γ ⊂ Rd be a smooth, bounded
hypersurface with a possible non-empty smooth boundary ∂Γ. Let ~ν = (ν1, . . . , νd) : Γ→ Sd−1
denote a unit normal vector field on Γ. If ∂Γ 6= ∅, let ~µ = (µ1, . . . , µd) : ∂Γ → Sd−1 be an
outer unit co-normal vector field at ∂Γ. Then, for smooth functions f, g : Γ→ R we have∫
Γ
Dif dA =
∫
Γ
fκνi dA+
∫
∂Γ
fµi dr, i = 1, . . . , d. (2.24)
and ∫
Γ
∇Γf .∇Γg dA = −
∫
Γ
f∆Γg dA+
∫
∂Γ
f∇Γg . ~µ dr. (2.25)
Proof. See Dziuk and Elliott (2013).
2.1.2 Representation of Hypersurfaces
There are several possibilities to represent a hypersurface, see Deckelnick et al. (2005), Giga
(2006). There exist two main classes how a hypersurface can be represented: direct methods
like parametric and graph-based methods and indirect methods like level set and phase field
approaches. In this section, we will shortly introduce these four different ways to represent a
hypersurface.
Parameterized Hypersurfaces: In Section 2.1.1, we used a parametric approach ~x : U →
Rd to describe a hypersurface, where U ⊂ Rd−1 was an open subset. Alternatively, a hy-
persurface Γ can be parameterized by ~x : M → Rd, where M ⊂ Rd is a suitable reference
manifold of the same topology type. For example, a closed curve Γ ⊂ R2 can be parameter-
ized over the unit circle M = S1 ⊂ R2. The curvature of a parameterized surface is related
to ~x via (2.21).
Graph Hypersurfaces: Let Ω ⊂ Rd−1 be an open subset and h : Ω → R a Ck-function,
k ∈ N. Then, the graph of h
Γ = {(~z, h(~z)) : ~z ∈ Ω} (2.26)
is a Ck-hypersurface. Note, that a parameterization of Γ is given by ~x = (~Idd−1|Ω, h) : Ω →
Rd, where ~Idd−1 : Rd−1 → Rd−1 is the identity mapping of Rd−1. Thus,
~τ1 =
(
1, 0, . . . , 0,
∂h(~z)
∂~z1
)
, . . . , ~τd−1 =
(
0, . . . , 0, 1,
∂h(~z)
∂~zd−1
)
(2.27)
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are a basis of T~p Γ for ~p = (~z, h(~z)). Consequently, a normal vector is given by
~ν = ± (∇~zh,−1)√
1 + ‖∇~zh‖2
(2.28)
and for k ≥ 2 the curvature of Γ can be expressed as
κ = ∓∇~z .
(
∇~zh√
1 + ‖∇~zh‖2
)
, (2.29)
see Eck et al. (2008). Here, ∇~z denotes the gradient w.r.t. ~z ∈ Rd−1.
Level Set Approach A Ck-hypersurface Γ can also be locally represented by the zero level
set of a Ck-function. In detail, for each point ~p ∈ Γ there exists a neighborhood U ⊂ Rd of ~p
in Rd and a Ck-function u : U → R, with ∇u(~x) 6= 0 for all ~x ∈ Γ ∩ U and
Γ ∩ U = {~x ∈ U : u(~x) = 0} . (2.30)
The one-dimensional normal space N~x Γ for ~x ∈ Γ is spanned by
~ν(~x) = ± ∇u(~x)‖∇u(~x)‖ , (2.31)
and T~x Γ = (N~x Γ)
⊥. Using (2.20), it can be shown that
κ = ∓∇Γ .
( ∇u(~x)
‖∇u(~x)‖
)
= ∓∇ .
( ∇u(~x)
‖∇u(~x)‖
)
(2.32)
for k ≥ 2. The level set approach is thus an indirect method to describe a hypersurface.
It is a very popular approach to describe time-varying hypersurfaces (see Section 2.1.3 and
Deckelnick et al. (2005)), since it allows for topology changes whereas the topology of a
parametric or graph hypersurface is fixed.
Phase Field Approach Another indirect method is the phase field approach. We assume
that Γ is an interface between two disjoint bulks Ω1,Ω2 ⊂ Rd. The sharp interface Γ is
approximated by a so-called diffuse interface
Γ =
{
~x ∈ Rd : −1 + C ≤ u(~x) ≤ 1− C
}
, (2.33)
for some C > 0. Here, u is a phase field function, i.e. its value is −1 in a bulk Ω1 and 1
in a bulk Ω2. The zero level set of the phase field function is an approximation of the sharp
interface Γ. The phase field approach also allows for topology changes. For more details on
the phase field approach, we refer to Deckelnick et al. (2005).
In this thesis, we will follow a parametric approach to describe hypersurfaces, but we will
also compare parametric methods with level set methods. Direct methods can be used to
efficiently represent complex networks like, for example, triple junctions in the case of curves
(i.e. d = 2). A curve network with triple junctions cannot be represented by one single level
set or phase field function, see also Section 3.2.4. We do not follow a graph based approach
since many hypersurfaces cannot be represented by a graph. However, we note that a local
description of a hypersurface by a graph can be very useful for local considerations.
Indirect methods like the level set or phase field approach allow for automatic topol-
ogy changes. However, in this thesis, we will use and develop efficient methods to detect
and perform topology changes involving parametric curves and surfaces. Being able to han-
dle topology changes, the parametric method can be used for a wide range of applications
including image segmentation applications.
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2.1.3 Evolving Hypersurfaces and Transport Theorem
In this section we consider time-varying hypersurfaces, called evolving hypersurfaces.
Definition 2.23 (Smooth Evolving Hypersurface). A set Γ ⊂ Rd+1 is called smooth, evolving
hypersurface of Rd, if there exist a T > 0, such that
(i) Γ is a smooth hypersurface of Rd × R,
(ii) Γ can be expressed as
Γ = {(~x, t) : t ∈ (0, T ), ~x ∈ Γ(t)} , (2.34)
with smooth hypersurfaces Γ(t) of Rd,
(iii) the tangential spaces T(~x,t)Γ satisfy
T(~x,t)Γ 6= Rd × {0}, ∀(~x, t) ∈ Γ. (2.35)
The motion of evolving hypersurfaces can be expressed by its so-called normal velocity,
which describes the change of the hypersurface in normal direction.
Definition 2.24 (Normal velocity). For t ∈ (0, T ) let ~x( . , t) : U → R be a parameterization
of Γ(t) and let ~ν( . , t) : Γ(t)→ Sd−1 be a normal vector field on Γ(t). Further let the mapping
(~u, t) 7→ ~x(~u, t) be smooth in the variable t and let ~xt denote the partial derivative of that
mapping with respect to t.
The normal velocity of Γ is defined by
Vn = ~xt . ~ν. (2.36)
It is worth mentioning that the normal velocity completely describes the motion of a
hypersurface. The change of ~x in a tangential direction ~τ , i.e. ~xt . ~τ , induces only a repa-
rameterization of the hypersurface, i.e. a hypersurface Γ(t) will not change if Vn = 0 but
~xt . ~τ 6= 0.
Now we formulate a basic theorem, the transport theorem. It is used to compute the time-
derivative of
∫
Γ(t) f dA, where Γ(t) is an time-dependent hypersurface and f is a function with
an extension to some small bulk around the evolving hypersurface. Note, that both Γ(t) and
f are time-dependent. Thus when considering the time-derivative of
∫
Γ(t) f dA, we will obtain
one term containing the partial derivative of f with respect to the time and terms containing
the curvature and normal velocity of the evolving hypersurface.
Theorem 2.25 (Transport Theorem). Let Ω ⊂ Rd be an open subset, and Γ a smooth
evolving hypersurface with Γ(t) ⊂⊂ Ω for all t ∈ (0, T ). Further, we assume that Γ(t) is the
boundary of an open subset Ω1(t) ⊂ Ω. Let Ω2(t) = Ω \ Ω1(t).
Let Ωi := {(~x, t) : t ∈ (0, T ), ~x ∈ Ωi(t)}. We choose a normal vector field ~ν( . , t) on Γ(t)
such that ~ν( . , t) points from Ω2(t) to Ω1(t).
Let f : Ω× (0, T )→ R be a function, such that f|Ωi has a C1-extension to Ωi for i = 1, 2.
For ~x ∈ Γ(t), we set fi(~x, t) := lim~y→~x,~y∈Ωi(t) f(~y, t). Then, the following formulas hold:
d
dt
∫
Ωi(t)
f dx =
∫
Ωi(t)
∂f
∂t
dx+ (−1)i
∫
Γ(t)
fiVn dA, (2.37)
d
dt
∫
Ω
f dx =
∫
Ω1(t)
∂f
∂t
dx+
∫
Ω2(t)
∂f
∂t
dx−
∫
Γ(t)
(f1 − f2)Vn dA. (2.38)
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If g ∈ C1(QΓ) for an open set QΓ ⊂ Rd+1 containing
⋃
t∈(0,T ) Γ(t)× {t} , we have
d
dt
∫
Γ(t)
g dA =
∫
Γ(t)
∂g
∂t
dA+
∫
Γ(t)
∂g
∂ν
Vn dA−
∫
Γ(t)
gκVn dA. (2.39)
Proof. See Deckelnick et al. (2005) and Eck et al. (2008).
Note that in Theorem 2.25, we considered hypersurfaces with ∂Γ(t) = ∅, since Γ(t) was
the boundary of an open set Ω1(t). In Chapter 3, we will also consider curves with non-empty
boundary. In such cases, we will have additional terms in equations like (2.39) containing the
tangential velocity of the boundary points.
Remark 2.26 (Mean Curvature Flow and Related Flows). In the following chapters of this
thesis, we consider flows of hypersurfaces of the form
Vn = fκ+ F, (2.40)
with functions f, F : Γ → R. The function f is a weighting function for the curvature term
and F is called external forcing term. In case f ≡ 1 and F ≡ 0, the flow reduces to the
well-known mean curvature flow
Vn = κ. (2.41)
For d = 2, the flow is also known as curve shortening flow.
From (2.39), we obtain
d
dt
|Γ(t)| = −
∫
Γ(t)
κVn dA. (2.42)
Thus, the mean curvature flow (2.41) decreases the surface area. In fact, the mean curvature
flow is the gradient flow of the area functional
E(Γ) = |Γ| =
∫
Γ
1 dA, (2.43)
see e.g. Garcke (2013).
For properties of the mean curvature flow, we refer to the classical works of Huisken
(1984), Gage and Hamilton (1986) and Grayson (1987). We further refer to Ilmanen (1998),
Deckelnick et al. (2005), Giga (2006) and Garcke (2013) and the references therein for geo-
metric surface evolution equations, including mean curvature flow and related flows.
For image segmentation purposes, we will consider flows of the form (2.40). These flows
can be derived as gradient flows of corresponding energy functionals. Typical energy func-
tionals for image processing tasks contain weighted area terms similar to (2.43), which are
denoted as internal energies. Further, they contain external energy terms, which are specially
designed for e.g. edge detection or image segmentation.
2.2 Curves on Surfaces
In the previous section, we considered hypersurfaces, i.e. (d − 1)-dimensional submanifolds
of Rd. In this thesis, we further consider curves in R3 which are restricted to lie on two-
dimensional surfaces.
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Γ
M
~νΦ
~xs
~νM
Figure 2.1: Illustration of the vector fields ~xs, ~νΦ and ~νM = ~xs × ~νΦ.
LetM⊂ R3 be a smooth two-dimensional manifold. Locally,M can be described as the
zero level set of a smooth function defined in R3, recall (2.30). Using a partition of unity, we
therefore assume that
M = {~z ∈ R3 : Φ(~z) = 0} , (2.44)
for a function Φ ∈ C2(R3,R) with ‖∇Φ(~z)‖ > 0 for ~z ∈ M. A unit normal vector field ~nΦ
on M is given by
~nΦ(~z) :=
∇Φ(~z)
‖∇Φ(~z)‖
for ~z ∈M.
Definition 2.27. Let Γ ⊂M be a curve on a smooth surfaceM⊂ R3. Let Γ be parameterized
by ~x : I → M, where I is a one-dimensional reference manifold, e.g. the unit interval
I = [0, 1] for open curves or the unit circle I = S1 for closed curves. We define ~νΦ : I → R3
such that
~νΦ(ρ) := ~nΦ(~x(ρ))
is the surface normal evaluated at ~x(ρ) for ρ ∈ I. Further, we define ~νM : I → R3 by
~νM(ρ) := ~xs(ρ)× ~νΦ(ρ).
We see that ~νM is perpendicular to ~xs, i.e. normal to the curve, but lies in the tangent
space to M. Figure 2.1 illustrates a possible surface M, a curve Γ and the vector fields ~νΦ,
~xs and ~νM.
Further, the vector ~xss which is perpendicular to ~xs can be written as the sum of its
component in ~νΦ-direction and its component in ~νM-direction. This motivates the following
definition, cf. Barrett et al. (2010a):
Definition 2.28. We define the geodesic curvature κM : I → R and the normal curvature
κΦ : I → R by
κM = ~xss . ~νM, κΦ = ~xss . ~νΦ. (2.45)
As a consequence, ~xss can be expressed as
~xss = κM~νM + κΦ~νΦ. (2.46)
Remark 2.29. Let f : M → R be a smooth function defined on the surface M. Let ~y :
I × (−0, 0) → M be a family of parameterizations of curves on the surface. Consider
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γ() = ~y(ρ, ) for a fixed ρ. From the definition of the directional derivative (2.11) and of the
surface gradient (2.12), we get the following chain rule on manifolds:
d
d
f(~y(ρ, ))|=0 = ∇Mf(~y(ρ, 0)) . ~y(ρ, 0). (2.47)
In the previous section, we have defined integrals on hypersurfaces, see Definition 2.7.
We can also define integrals on sub-manifolds of higher co-dimension. Here, we consider in
particular the case of curves in R3:
Definition 2.30 (Integral over Curves in R3). Let Γ ⊂ R3 be a smooth curve. Let ~x : I → R3
be a parameterization of Γ. A function f : Γ→ R is called integrable if∫
I
f(~x(ρ))‖~xρ(ρ)‖ dρ <∞. (2.48)
If f is integrable, we define ∫
Γ
f ds =
∫
I
f(~x(ρ))‖~xρ(ρ)‖ dρ. (2.49)
We now consider the equivalent of mean curvature flows of hypersurfaces (see Remark
2.26) for curves on surfaces:
Remark 2.31 (Geodesic Curvature Flow and Related Flows). Analogue to the length func-
tional for planar curves, we can consider the length functional for curves on surfaces
E(Γ) = |Γ| =
∫
Γ
1 ds, (2.50)
Barrett et al. (2010a) derived the geodesic curvature flow
~xt . ~νM = κM (2.51)
as a gradient flow of the length functional (2.50) using methods from the theory of calculus
of variations. For that, the variations are restricted to lie on the surface M.
Stationary solutions of the geodesic curvature flow are curves that minimize the length
functional. They are called geodesics.
For image segmentation, we will consider variants of this flow, containing the curvature
κM, weighted with some function or constant, plus an external forcing term:
~xt . ~νM = fκM + F. (2.52)
Definition 2.32 (Geodesic distance). For ~p1, ~p2 ∈ M, let Γ be a curve on M which min-
imizes (2.50) among all curves which connect ~p1 and ~p2. The length |Γ| is called geodesic
distance between ~p1 and ~p2.
Chapter 3
Two-dimensional Image Processing
This chapter focuses on the processing of planar, two-dimensional images. Methods for image
segmentation and image denoising are presented which are based on partial differential equa-
tions. The equations are derived by minimizing an energy functional and by using methods
from the theory of calculus of variations. Models for image segmentation and denoising are
developed and analyzed. Further, numerical approximations based on finite elements and
finite differences are developed and results are presented where the methods are applied on
artificial and real, gray-scaled and colored images.
3.1 Introduction
Mathematically, a planar image is given by an image function u0 defined on a rectangular
image domain Ω ⊂ R2. The image function can be scalar-valued or vector-valued.
An example for a scalar-valued image function is a gray-scaled image defined by u0 : Ω→
[0, 1], where 0 and 1 correspond to black and white. A color image is given by a vector-valued
image function, for example by an RGB image function u0 = (u0,r, u0,g, u0,b) : Ω → [0, 1]3,
where the components u0,r, u0,g and u0,b describe the intensity of the red, green and blue part
of the color. For certain other color spaces, the values of u0 can also lie on a submanifold of
Rn for some n ∈ N, see Section 3.2.9.
A real image is generated by an optical sensor, for example by a charge-coupled device
(CCD) or a complementary metal oxide semiconductor (CMOS) camera. Camera images are
raster images where a brightness or color is given for a rectangular ordered set of so-called
pixels. Let an image with Nx ×Ny pixels be given. The rectangular image domain Ω is thus
decomposed into Nx×Ny squares representing the pixels. The image function u0 is piecewise
constant and defined for each pixel.
Image segmentation divides an image in characteristic regions or phases, i.e. in subsets of
Ω. The regions can represent several objects in the image or the background of the image, cf.
Chapter 1. The regions are separated by sharp interfaces or boundaries. The boundaries can
be edges with high gradient of the image intensity function. But also so-called weak edges
with smooth transitions between image intensity values can occur (Chan and Vese, 2001).
In this thesis, image segmentation is performed by making use of so-called Active Contours
methods which were originally developed by Kass et al. (1988). There, smooth curves, called
contours, evolve in time such that a certain energy functional is minimized. In this work, we
mainly focus on active contours for minimizing the functional of Mumford and Shah (1989).
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This functional does also involve an approximation u of u0. Evolution equations for the
contours as well as a second order, elliptic partial differential equation for u can be obtained
by considering the Mumford-Shah functional, see also Aubert and Kornprobst (2006). The
solution u acts as denoised, smooth image approximation.
We perform a two step approach: First, we perform a segmentation of a given image
by using curve evolutions. Having detected the regions, the image is smoothed only in the
detected, homogeneous regions. Therefore, a blurring of edges can be prevented since a
diffusion equation with Neumann boundary conditions is solved separately in each region.
3.2 Methods for Image Segmentation and Restoration
3.2.1 Overview on Active Contours Models
Let Γ ⊂ Ω be a smooth curve. Many active contours models involve an energy of the form
E(Γ) = Eint(Γ) + Eext(Γ) (3.1)
which should be minimized. The internal energy Eint(Γ) can contain length and area terms.
The external energy Eext(Γ) is designed such that it is small near edges or region boundaries
and larger in homogeneous regions.
Minimizing the energy (3.1) leads to evolution equations for time-dependent contours
Γ(t), also called snakes (Kass et al., 1988). Figure 3.1 illustrates the basic idea of the snake
method.
Typically, evolution equations are of the form
normal velocity = curvature term + external force. (3.2)
The curvature weighted with some constant or with a function controls the smoothness of
the curve. The external force pushes the contour to the desired edges or object boundaries.
Active contours methods can be divided in two main classes: edge-based and region-based
active contours. In the following, we first consider scalar, gray-scaled images. Later we state
how the methods can be extended to color images.
3.2.2 Edge-based Active Contours
Edge-based active contours make use of the gradient ∇u to indicate an edge, where u : Ω→ R
is a smoothed version of u0. For example, u can be set to the convolution of u0 with a Gaussian
smoothing kernel. The energy is designed such that it is small if ‖∇u‖ evaluated along a
closed curve Γ is big.
The classical active contours model of Kass et al. (1988) aims at minimizing an energy of
the form (3.1) with an internal and external energy given by
Eint(Γ) =
1
2
α
∫
I
‖~xρ(ρ)‖2 dρ+ 1
2
β
∫
I
‖~xρρ(ρ)‖2 dρ, (3.3a)
Eext(Γ) = −1
2
λ
∫
I
‖∇u(~x(ρ))‖2 dρ, (3.3b)
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Figure 3.1: Illustration of the active contours/snake method to detect an object in a given
image. Starting with an initial contour (red) the curve evolves to the final contour (green)
which matches with the object’s boundary. The intermediate curves are drawn in blue color.
where α, β, λ > 0 are weighting parameters and ~x : I → R2 is a smooth parameterization
of Γ with I being a one-dimensional reference manifold such as the sphere S1 ⊂ R2. More
generally, the external energy can be of the form
Eext(Γ) = λ
∫
I
g (‖∇u(~x(ρ))‖) dρ, (3.4)
with a strictly decreasing function g : [0,∞) → R as proposed by Perona and Malik (1990)
for edge detection. For instance, the function g can be defined as g(p) = −12p2 as in (3.3b)
or g(p) = 1/(1 + p2), where the latter even provides the external energy to be bounded from
below. Let the edge indicator function f : Ω→ R be defined by f(~z) := g (‖∇u(~z)‖).
Let Γ be a closed curve. For all ~η : I → R2, we obtain the first variation of E(Γ) in
the direction ~η as follows, cf. Barrett et al. (2010a): Choose ~y : I × (−0, 0) → R2 with
~y(ρ, 0) = ~x(ρ) and ~y(ρ, 0) = ~η(ρ). For example, we can use ~y(ρ, ) := ~x(ρ) +  ~η(ρ). We
compute
(δE(Γ)) (~η) :=
d
d
∣∣∣∣
=0
(
1
2
α
∫
I
‖~yρ‖2 dρ+ 1
2
β
∫
I
‖~yρρ‖2 dρ+ λ
∫
I
f(~y) dρ
)
=
(
α
∫
I
~yρ . ~yρ dρ+ β
∫
I
~yρρ . ~yρρ dρ+ λ
∫
I
∇f(~y) . ~y dρ
)∣∣∣∣
=0
=α
∫
I
~xρ . ~ηρ dρ+ β
∫
I
~xρρ . ~ηρρ dρ+ λ
∫
I
∇f(~x) . ~η dρ
=
∫
I
(−α~xρρ + β ~xρρρρ + λ∇f(~x)) . ~η dρ, (3.5)
where the last identity is obtained by using integration by parts on noting that ∂Γ = ∅ (cf.
Theorem 2.22).
In order to define a gradient flow for the energy E(Γ), we use an inner product for functions
~η : I → R2 as proposed by Barrett et al. (2010a). It is worth mentioning, that the shape of a
time-dependent curve Γ(t) depends only on the normal velocity of its parameterization. The
tangential velocity corresponds only to reparameterizations of the curve. Thus, two different
parameterizations of a curve with equal normal velocity describe the same evolution, even if
they differ in their tangential velocity. Motivated by this fact, we define as in Barrett et al.
(2010a) an inner product for functions ~η, ~χ : I → R2 by
(~η, ~χ)2,nor :=
∫
Γ
~Pn ~η . ~Pn ~χ ds, (3.6)
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where s is the arc-length and ~Pn := ~Id2 − ~xs ⊗ ~xs is the projection onto the normal part.
Here, ~Id2 is the identity operator on R2. We note that, ~P Tn = ~Pn, ~P 2n = ~Pn. In this thesis, an
inner product is a positive semi-definite, symmetric bilinear form, cf. Barrett et al. (2010a).
Since tangential parts are not used in (3.6), we cannot conclude ~η = 0 from (~η, ~η)2,nor = 0.
A time-dependent function ~x is called solution of the gradient flow equation, if
(~xt, ~η)2,nor = − (δE(Γ)) (~η) (3.7)
holds for all ~η : I → R2. This flow can be interpreted as a flow in the direction of the steepest
descent.
For the classical active contours of Kass et al. (1988), the gradient flow equation (3.7) is
dependent on the particular choice of the parameterization (cf. (3.5)), which is a disadvantage
of this edge detection method. Two different parameterizations of the same initial curve can
result in two different flows. Further, the fact that forth order derivatives are involved, poses
a high regularity constraint on the curves.
The geometric active contours model of Malladi et al. (1995) and the geodesic active
contours model of Caselles et al. (1997a) adopt the idea of the classical active contours of
Kass et al. (1988) and perform detection of object boundaries (also called shape recovery,
cf. Malladi et al. (1995)). In contrast to Kass et al. (1988), the corresponding flows are
independent on the parameterization of the curve and depend only on geometrical quantities
like curvature κ and normal vector field ~ν of the curve.
Caselles et al. (1997a) pursue a variational approach and minimize an energy which is
small where ‖∇u‖ is big. The energy to be minimized is given by
E(Γ) =
∫
Γ
f ds =
∫
I
f(~x)‖~xρ‖ dρ, (3.8)
where f : Ω → R is a smooth, positive edge indicator function, i.e. f(~z) = g(‖∇u(~z)‖) with
g : [0,∞) → R strictly decreasing. Often, g is designed such that g(0) = 1. Again, for
~η : I → R2 we compute the first variation of E(Γ) in the direction ~η. Therefore, we choose
~y : I × (−0, 0)→ R2 with ~y(ρ, 0) = ~x(ρ) and ~y(ρ, 0) = ~η(ρ) and we compute
(δE(Γ)) (~η) :=
d
d
∣∣∣∣
=0
∫
I
f(~y)‖~yρ‖ dρ
=
∫
I
(
∇f(~y) . ~y ‖~yρ‖+ f(~y) ~yρ‖~yρ‖ . ~yρ
)∣∣∣∣
=0
dρ
=
∫
I
(
∇f(~x) . ~η ‖~xρ‖+ f(~x) ~xρ‖~xρ‖ . ~ηρ
)
dρ
=
∫
Γ
(∇f(~x) . ~η + f(~x)~xs . ~ηs) ds
=
∫
Γ
(∇f(~x)− (∇f(~x) . ~xs)~xs − f(~x)~xss) . ~η ds
=
∫
Γ
(
~Pn∇f(~x)− f(~x)~xss
)
. ~η ds. (3.9)
We used integration by parts for the second last identity and the definition of the operator
~Pn for the last identity. The corresponding gradient flow equation is
(~xt, ~η)2,nor = −
∫
Γ
(
~Pn∇f(~x)− f(~x)~xss
)
. ~η ds ∀~η : I → R2, (3.10)
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where ~x : I × [0, T ] → R2 is a time-dependent function. Let Γ(t) be defined as the image of
~x(., t) for t ∈ [0, T ]. Let a unit normal field ~ν(., t) on Γ(t) be defined by ~ν := (~xs)⊥, where .⊥
denotes the counterclockwise rotation by pi2 . We define the normal velocity of Γ(t) by
Vn := ~xt . ~ν. (3.11)
As we consider curves in R2, we have Vn~ν = ~Pn ~xt and ~Pn∇f(~x) = (∇f(~x) . ~ν)~ν. From (3.10)
and the identity
κ~ν = ~xss (3.12)
(cf. (2.21)), we obtain
Vn = fκ−∇f . ~ν. (3.13)
As claimed before, the evolution equation is independent on the particular parameterization:
The edge indicator function f is evaluated at points on the curve and therefore only dependent
on the image of ~x which is the current curve. Further only geometrical quantities like Vn, κ
and ~ν are involved.
The image segmentation works as follows: In homogeneous regions, where u is approxi-
mately constant, the gradient ∇u(~x) is approximately zero. Consequently, f(~x) ≈ 1 (using
g(0) = 1) and ∇f(~x) ≈ 0. In these regions the flow reduces to the well-known curvature flow
Vn = κ, also called curve shortening flow. The edge indicator function f is mainly active
near edges which are classified by changes of the image function. At those edges f ≈ 0 let
the curve stop and the term −∇f . ~ν pushes the curve to the middle of the edges, see also
Caselles et al. (1997a), Figure 1.
If the initial contour is not near the edges, this method is very slow since the flow reduces
to the curvature flow. To increase the speed a term of constant flow can be inserted to the
evolution equation:
Vn = f (κ+ c)−∇f . ~ν. (3.14)
The constant c ∈ R is called balloon or inflation term (Cohen, 1991; Kichenassamy et al.,
1996). It does not only increase the velocity of the flow, it does also allow a curve to expand,
if c < 0 and if its absolute value is big compared to the curvature. One can show that a flow
in normal direction can also be motivated by a variational approach. It is the gradient flow
corresponding to a weighted area functional where the area of the open set enclosed by the
curve is considered on the assumption that Γ is a closed curve without self-intersections. In
detail, the evolution equation (3.14) can be derived by minimizing
E(Γ) =
∫
Γ
f ds+
∫
Int(Γ)
f c dx, (3.15)
where Int(Γ) denotes the interior of the curve, i.e. the subset of Ω enclosed by the curve. The
functional (3.15) maps a curve to the sum of a weighted length functional and a weighted
area functional. The evolution equation (3.14) can be derived similar as above for (3.13) by
using methods from the theory of calculus of variations.
The geodesic active contours method is gradient-based which causes several problems
additionally to the effort of the computation of the gradient ∇u: Noisy images can hardly be
processed without a prior smoothing: At locations where the noise is high, the gradient of the
image is high, and an evolving contour can stop at wrong, apparent edges which are only local
minimums of the energy functional. To avoid false detection, the image intensity function u0
needs to be smoothed. This causes a high additional computational effort. Moreover, it is not
easy to determine an appropriate grade of smoothing: The denoising must be strong enough
to smooth out noise. However, if the denoising is too strong, sharp edges will be smoothed
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out and as a consequence the contour will not stop at region boundaries. This is also a
drawback of the method in case of so-called weak edges, where the gradient of the intensity
function changes only slightly. The moving contour will be decelerated at weak edges, but
the contour may not stop and those edges may not be detected. Further, edge-based methods
are not able to detect regions which consists of a grouping of smaller objects, cf. Aubert and
Kornprobst (2006).
The constant c, the balloon term, must be chosen carefully. If it is zero or small, the
evolution will be very slow. If it is too big, the curve will not stop at edges. Additionally,
if the curvature term f κ is dominated by the term f c, the smoothing effect caused by
the curvature decreases. The choice of the sign of c further needs some pre-knowledge of the
decomposition of the image. It is necessary to know if the initial contour lies inside or outside
of the object to be detected. Its application on problems where the image segmentation should
be performed autonomously without user-intervention is thus restricted. If part of the curve
lies inside and part of the curve lies outside of the object, the geodesic active contours method
with a constant balloon term will not work.
3.2.3 The Mumford-Shah Functional and Region-based Active Contours
Edge-based methods mainly depend on the image data along the contours. Only in case of
a balloon term, information of the image inside of closed contours is used, cf. (3.15). Edge-
based active contours aim at finding sharp edges with high gradient of the image function.
Since partitions of an image are not necessarily defined by such sharp edges, region-based
active contours models depend on image properties inside the image domain Ω. Region-
based methods were studied by many authors, see for example Ronfard (1994); Chan and
Vese (2001); Tsai et al. (2001).
Many region-based approaches use the image function u0, not its gradient, to segment
the image into homogeneous, connected regions. Often, it is the image function which char-
acterizes connected regions, not its gradient ∇u0, since the gradient characterizes only sharp
edges. As a consequence, images with moderate noise can be segmented by region-based
methods without any prior smoothing.
Before considering region-based approaches which segment the image in partitions or
regions, we first revisit the Mumford-Shah model, see Chapter 1. Tsai et al. (2001) and Chan
and Vese (2001) apply the model of Mumford and Shah (1989) for image segmentation and
for image denoising by a piecewise smooth or constant function.
The original Mumford-Shah method for optimal approximation of images aims at finding
a set of curves Γ = Γ1 ∪ . . . ∪ ΓNC and a piecewise smooth function u : Ω→ R with possible
discontinuities across Γ approximating the original image u0. The energy to be minimized is
EMS(u,Γ) = σ|Γ|+
∫
Ω\Γ
‖∇u‖2 dx+ λ
∫
Ω
(u0 − u)2 dx, (3.16)
where σ, λ > 0 are weighting parameters and |Γ| denotes the total length of the curves in Γ,
see Section 2.1.1. (For non-smooth curves, we identify |Γ| with the one-dimensional Hausdorff
measure of Γ ⊂ R2.)
The first term in (3.16) penalizes the length of the curves, the second term does not allow
u to change much in Ω \Γ, and the third term requests that u is a good approximation of u0.
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Remark 3.1. (i) The general Mumford-Shah problem is difficult to solve. The main dif-
ficulty of the problem is the fact that it involves an unknown function u defined on a
two-dimensional set and an unknown one-dimensional set Γ, cf. Aubert and Kornprobst
(2006); Dogˇan et al. (2008).
(ii) Mumford and Shah (1989) conjectured that a minimizer of EMS exists such that Γ
consists of a finite set of C1,1-arcs. The curves are either closed or have endpoints
which belong to triple junctions or which are free endpoints, so-called crack-tips, or
which meet perpendicularly the image boundary ∂Ω.
(iii) The Mumford-Shah functional can be used to segment a given image in disjoint regions
separated by interfaces. However, in the Mumford-Shah setup, the curves can also be
open contours with free endpoints. Therefore, the Mumford-Shah functional can be used
for both finding partitions of similar image intensity (regions) and finding discontinuities
of the image function (edges).
(iv) The Mumford-Shah conjecture is difficult to prove, see Aubert and Kornprobst (2006).
We first consider a possible solution (u,Γ), Γ ⊂ Ω closed in Ω ⊂ R2, with |Γ| < ∞,
and u ∈ W 1,2(Ω \ Γ) ∩ L∞(Ω). One may ask whether existence of a minimizer (u,Γ)
of the Mumford-Shah functional can be shown using the direct method in the calculus
of variations. For that, we need to prove compactness and lower semicontinuity for
a minimizing sequence. One can show that for a Borel set Ω0 ⊂ R2 with topological
boundary ∂Ω0, the mapping Ω0 7→ |∂Ω0| is not lower semicontinuous with respect to
any compact topology, see Aubert and Kornprobst (2006). However, one can consider
a reformulation of the Mumford-Shah problem and can consider functions in SBV (Ω),
i.e. in the space of special functions of bounded variation. For a function u ∈ SBV (Ω),
let Su denote the jump set of u. Instead of (3.16), one can prove the existence of a
minimizer of
G(u) = σ|Su|+
∫
Ω
‖∇u‖2 dx+ λ
∫
Ω
(u0 − u)2 dx, u ∈ SBV (Ω) ∩ L∞(Ω), (3.17)
by showing compactness and lower semicontinuity, see also Ambrosio (1990). Having
found a solution u ∈ SBV (Ω) ∩ L∞(Ω) of (3.17), we can set Γ = Ω ∩ Su.
Now we want to approximate solutions of the Mumford-Shah problem. Similarly to Chan
and Vese (2001), we consider a reduced problem for the segmentation of the image: We
assume that the curves in Γ partition the set Ω in connected segments. In Section 3.2.10,
we propose a method how the case including curves with free endpoints can be handled. For
the moment, we consider curves which are either closed or which endpoints belong to a triple
junction or to the boundary of Ω.
Let Ω1, . . . ,ΩNR be the components of Ω\Γ. Further, we let each curve Γi be an interface-
curve between two regions Ωk+(i) and Ωk−(i) with k
+(i), k−(i) ∈ {1, . . . , NR}. Thus, we have
the following decomposition of the domain Ω:
Ω = Ω1 ∪ . . . ∪ ΩNR ∪ Γ1 ∪ . . . ∪ ΓNC . (3.18)
Figure 3.2 gives an example of a decomposition of a rectangular domain. The regions and
interfaces can have more than one connected component. The interfaces can be closed, they
can meet at a triple junction, and boundary intersections with the image boundary ∂Ω can
occur.
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Figure 3.2: Example of a decomposition in regions Ωk and interfaces Γi, k = 1, . . . NR = 3,
i = 1, . . . , NC = 3.
First, we restrict ourselves to piecewise constant functions u of the form
u =
NR∑
k=1
ckχΩk , (3.19)
where χΩk denotes the characteristic function of Ωk. As u is piecewise constant, we have
∇u = 0 on Ω \ Γ, and the functional (3.16) reduces to
E(Γ, c1, . . . , cNR) = σ|Γ|+ λ
NR∑
k=1
∫
Ωk
(u0 − ck)2 dx. (3.20)
The length term σ|Γ| ensures that the curves Γ1, . . . ,ΓNC have finite length. It is also
called perimeter energy. The second term is a bulk energy, designed such that the sets
Ωk, k = 1, . . . , NR, best approximate the several objects in the image. The interfaces Γi,
i = 1, . . . , NC , are attracted to the edges of objects in the image.
We first consider a setup of two disjoint phases and one interfacing, closed curve, i.e.
NR = 2 and NC = 1. We will derive the evolution law as gradient flow. In Section 3.2.5 and
3.2.6 we will state how to segment an image consisting of multiple regions (NR ≥ 2 arbitrary)
and how to handle open curves which endpoints meet at triple junctions or meet the image
boundary ∂Ω.
Let Γ ⊂ Ω be a closed curve without self-intersections and let ~x : I → R2, I = S1 ∼= R/Z,
be a smooth parameterization of Γ. The curve divides Ω in two disjoint sets Ω1,Ω2 ⊂ Ω such
that
Ω = Ω1 ∪ Ω2 ∪ Γ, ∂Ω1 = Γ, Ω2 = Ω \ Ω1.
Chan and Vese (2001) consider an energy similar to (3.20) which is of the form
E(Γ, c1, c2) = σ
∫
I
‖~xρ‖ dρ+ µ
∫
Ω1
1 dx+ λ1
∫
Ω1
f1 dx+ λ2
∫
Ω2
f2 dx, (3.21)
where σ, λ1, λ2 > 0, µ ≥ 0 are weighting parameters and fk : Ωk → R, k = 1, 2, are defined
by
fk(~z) := (u0(~z)− ck)2. (3.22)
For µ = 0 and λ1 = λ2 = λ, this is the functional (3.20) with NR = 2.
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The first two integrals in (3.21) are the length of the curve and the area enclosed by the
curve. The last two integrals can be interpreted as external energies.
It has to be noted, that f1 and f2 in (3.22) do not depend on the gradient in contrast
to edge-based methods, see Section 3.2.2. Only the raw image intensity function u0 is used.
This is why no prior smoothing of u0 needs to be done.
We now apply methods from the calculus of variations to obtain an evolution equation
for Γ and equations for the constants c1 and c2. We do not search for a minimizer (Γ, c1, c2)
of the functional (3.21) in one step. We perform a two-step approach, see also Chan and Vese
(2001): Starting with an initial curve, we fix the curve and consider variations in c1 and c2
and derive necessary conditions for the coefficients such that the energy is minimized. After
having computed the coefficients ck, k = 1, 2, we fix these quantities and consider a variation
in Γ and derive an evolution equation. An update of the curve Γ, changes the regions Ω1 and
Ω2. In the next step, c1 and c2 are recomputed using the new regions, followed by an update
of Γ using the new values of ck, k = 1, 2. This is done iteratively until the velocity of the
curve is almost zero, i.e. until the curve has approached a stationary solution.
In the following, we present details of the calculation. First, we fix Γ and consider a
variation in ck ∈ R, k ∈ {1, 2}. This leads to
ck =
∫
Ωk
u0 dx∫
Ωk
1 dx
, (3.23)
i.e. ck ∈ R is set to the mean of u0 in Ωk.
In contrast to Chan and Vese (2001) who use the level set method of Osher and Sethian
(1988) and derive the evolution equations for the corresponding level set function, we use a
parametric description of the curve. We refer to Barrett et al. (2010a) who derive geometric
evolution equations for certain flows, i.a. for curve shortening flow.
We fix ck, k = 1, 2. For ~η : I → R2, we choose ~y : I × (−0, 0)→ R2 with ~y(ρ, 0) = ~x(ρ),
~y(ρ, 0) = ~η(ρ), cf. Barrett et al. (2010a). Let Γ
 denotes the image of ~y(., ), and Ω1, Ω

2 the
interior and exterior of Γ, respectively. Further, ~ν : I → R2 denotes an inner normal vector
field at Γ, i.e. ~ν(ρ) is an inner normal vector of Γ at the point ~y(ρ, ). For fixed ρ the
velocity of  7→ ~y(ρ, ) in normal direction ~ν(ρ) is given by ~y(ρ, ) . ~ν(ρ). We have Γ0 = Γ,
Ω0i = Ωi and ~ν
0 =: ~ν.
The first variation of ~x 7→ E(~x(I), c1, c2) in the direction ~η is
(δE(Γ))(~η) =
d
d
∣∣∣∣
=0
(
σ
∫
I
‖~yρ‖ dρ+ µ
∫
Ω1
1 dx+ λ1
∫
Ω1
f1 dx+ λ2
∫
Ω2
f2 dx
)
=
(
σ
∫
I
~yρ
‖~yρ‖ . ~yρ dρ+ µ
∫
I
(−~y . ~ν)‖~yρ‖dρ+ λ1
∫
I
f1(~y)(−~y . ~ν)‖~yρ‖ dρ+
+ λ2
∫
I
f2(~y)(~y . ~ν
)‖~yρ‖ dρ
)∣∣∣∣
=0
= σ
∫
Γ
~xs . ~ηs ds+
∫
Γ
(−µ− λ1f1 + λ2f2)~ν . ~η ds
=
∫
Γ
(−σ~xss + (−µ− λ1f1 + λ2f2)~ν) . ~η ds. (3.24)
In the second line a transport theorem is applied (cf. Theorem 2.25) and in the last line
integration by parts is performed (cf. Theorem 2.22). The corresponding gradient flow for a
36 CHAPTER 3. TWO-DIMENSIONAL IMAGE PROCESSING
time-dependent ~x is
(~xt, ~η)2,nor = −
∫
Γ
(−σ~xss + (−µ− λ1f1 + λ2f2)~ν) . ~η ds ∀~η : I → R2. (3.25)
Using (3.25), the identity (3.12) and ~P Tn =
~Pn, ~P
2
n =
~Pn we get
~Pn~xt = (σκ+ µ+ λ1f1 − λ2f2)~ν. (3.26)
Defining the normal velocity by Vn = ~xt . ~ν (cf. Definition 2.24) and using ~Pn~xt = Vn~ν, we
obtain the following law for the normal velocity, cf. Chan and Vese (2001):
Vn = σκ+ µ+ λ1f1 − λ2f2. (3.27)
Inserting (3.22), the definition of fi, we get
Vn = σκ+ µ+ λ1(u0 − c1)2 − λ2(u0 − c2)2. (3.28)
Note, that the coefficients ck, k = 1, 2, are now time-dependent. They are the mean of u0 in
Ωk(t), t ∈ [0, T ].
In case µ = 0 and λ1 = λ2 = λ, the evolution equation reduces to
Vn = σκ+ F, (3.29a)
F = λ
(
(u0 − c1)2 − (u0 − c2)2
)
, (3.29b)
which is the evolution equation corresponding to (3.20) for NR = 2. Without the external
energy term, the evolution would reduce to the well-known curvature flow (weighted with
some constant σ > 0).
In summary, we restate the main advantages of region-based methods, like the Chan-Vese
method, compared to edge-based methods:
• the gradient of the image intensity function need not be computed,
• prior smoothing of the raw image intensity function is not necessary,
• noisy images can be handled since the gradient is not involved,
• images with weak edges can be segmented.
For the last item, we recall that region-based methods aim at finding a composition of Ω
into regions and an approximation u of u0 such that u best approximates u0 in the regions.
Therefore, the segmentation depends on the values of u0 inside the regions, not on the gradient
of u0 at edges, i.e. at the boundaries of the regions. Thus, there can also be smooth transitions
(weak edges) between two gray values at the boundaries.
Because of the mentioned advantages, we focus on region-based methods in the following
sections.
In addition, we note that a curve evolution is given by its velocity in normal direction Vn.
Analytically, the same evolution is given by the scheme
~xt = σ~xss + F~ν. (3.30)
However, this scheme restricts the velocity vector to point in normal direction, i.e. the
tangential velocity is zero. In our scheme (3.29), the tangential velocity is a free parameter.
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We will later discuss an advantage of our scheme: Using a spatial discretization, where the
curve is approximated by a polygonal curve given by a finite set of so-called nodes or mesh
points, our scheme provides equidistribution of the mesh points along the curve. This is
presented in detail in Section 3.3.4, where we consider a corresponding semidiscrete scheme
which is continuous in time and discrete in space. Our scheme leads to a tangential velocity
such that the nodes are automatically redistributed in tangential direction leading to equal
distances between the mesh points.
3.2.4 Representation of Curves and Related Works
In Section 3.2.2 and 3.2.3, we derived evolution equations as gradient flows of certain en-
ergy functionals. The evolution equation (3.13) associated with the geodesic active contours
method and the evolution equations (3.28) and (3.29) associated with Chan-Vese method are
independent on the special choice of the parameterization of the involved curves.
As stated in Section 2.1.2, there are several possibilities to represent a curve. An appro-
priate method to describe the evolution of curves has to satisfy the following requirements:
• support of multiple regions / phases,
• support of complex networks of curves with triple junctions, intersections with the
image boundary and free endpoints,
• good mesh quality when using a spatial discretization for a numerical approximation,
• handling of topology changes like splitting of a curve, merging of curves, creation of
triple junctions and boundary intersection points.
For image processing purposes and in particular for active contours methods for image
segmentation, the level set method developed by Osher and Sethian (1988) is applied by many
authors, e.g. Malladi et al. (1995), Caselles et al. (1997a), Kichenassamy et al. (1996), Chan
and Vese (2001), Tsai et al. (2001), Sapiro (2006) to mention a few. In level-set methods,
a hypersurface is embedded as the zero level set of a function defined on the image domain
Ω, cf. Section 2.1.2. Corresponding equations for the level set function are derived from the
evolution equations.
Ambrosio and Tortorelli (1990) propose approximations of the Mumford-Shah functional
by elliptic functionals which contain a certain phase field energy. They use a phase field
model to describe the edge set.
A phase field approach is also used by Benesˇ et al. (2004). The geodesic active contours
model is reformulated to an equation for the unknown phase field function. This results in a
modified Allen-Cahn equation. The problem is discretized and solved with finite differences.
For convex minimization problems we mention Chan et al. (2006) which try to find global
minimizers of segmentation models and use level sets for the numerical solution. Bresson
et al. (2007) computes global minimizers of active contours models. The authors use a con-
vex regularization of the active contours models and use a dual formulation of the problem
for the numerical solution. Moreover, convex relaxation approaches for computing approx-
imate global solutions for minimal partitions problems (cf. Pock et al. (2009a); Chambolle
et al. (2012)) and approximate global minimizers of the Mumford-Shah functional (cf. Pock
et al. (2009b)) have been proposed. These approaches are based on functional lifting, i.e.
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binary functions defined on a higher dimensional space are used for the multiphase label-
ing/segmentation. This method leads to convex minimization problems which are solved
with a primal-dual algorithm. The boundaries of the regions are indirectly handled by the
discontinuity set of a function u ∈ SBV (Ω). Also triple junctions (cf. Chambolle et al. (2012))
and free endpoints/cracks (cf. Pock et al. (2009b)) can be handled with their approach.
Also parametric methods are used in the literature. Mikula and Urba´n (2012) make use of
a parametric description of the curve and solve a system of partial differential equations with
finite volume methods, see also Mikula and Sˇevcˇovicˇ (2004a,b, 2006). Dogˇan et al. (2008)
use a parametric method for image segmentation with the Mumford-Shah functional. They
perform a variational shape optimization approach which leads to non-linear flows. A coupled
system for the curvature κ, curvature vector ~κ = κ~ν, normal velocity Vn and velocity vector
~Vn = Vn~ν is solved, see also Ba¨nsch et al. (2005). A parametric approach is also used in Benesˇ
et al. (2008) who propose a region-based active contours method of the form Vn = κ+F with
an alternative forcing term F compared to (3.29b).
In this thesis, a parametric approach based on Barrett et al. (2007a,b) is pursued. The
evolution equations can be rewritten to a scheme for the parameterization ~x and the curvature
κ by using the relation Vn = ~xt . ~ν and the identity ~xss = κ~ν as in Dziuk (1991). In Section
3.2.5 and 3.2.6, we state how multiple phases and complex curve networks can be handled.
Multiple curves which separate multiple phases are parameterized. Endpoints of non-closed
curves can meet at triple junctions or can meet the outer boundary ∂Ω. Additional conditions
have to be satisfied at triple junctions and boundary intersection points. The method can be
extended to cover also curves with free endpoints, see Section 3.2.10.
In principle, it is possible to apply level set techniques for problems including triple junc-
tions. Vese and Chan (2002) make use of two level set functions to handle a triple junction.
The idea of using two such functions Φ and Ψ is illustrated in Figure 3.3. An equation for
each level set function has to be solved. The phases are finally identified by considering
intersections like {Φ < 0} ∩ {Ψ < 0} ⊂ Ω. Triple junctions are not explicitly represented. At
one edge in Figure 3.3, the zero level sets of Φ and Ψ overlap. The corresponding curve is not
uniquely represented by one single zero level set which is a drawback of the method. With
n level set functions, 2n regions can be handled using the method of Vese and Chan (2002).
The computational effort primarily depends on the number of different regions, not on the
length of the curves as in the parametric case. Therefore multiphase segmentation results
in an increased computational effort compared to two-phase segmentation. More recently, a
new approach has been proposed by Dubrovina et al. (2013), where multiphase image seg-
mentation is performed by using a single, non-negative level set function. The approach,
based on the Voronoi Implicit Interface Method (cf. Saye and Sethian (2011)), makes use of
so-called -level sets and reconstruction of the curve followed by an update of the level set
function. Also junctions can be handled with this new multi-region approach of Saye and
Sethian (2011) for level sets.
Good mesh quality is an important issue when using a parametric approach. Numerically,
smooth curves are approximated by polygonal curves, see Section 3.3. The node points of
the polygonal curves should be equally distributed along the curve. However, the direct
parametric approach often bunches some mesh points together whereas other points drift
apart, see e.g. Srikrishnan et al. (2007). Consequently, quantities like the curvature are often
not computed accurately and also the segmentation of the regions can be too rough if the local
node distance is too large. This problem has been addressed in the context of the Mumford-
Shah formulation by Cremers et al. (2001) who modified the usual length constrained on the
contour by using a so-called diffusion snake. Other authors (Mikula and Sˇevcˇovicˇ, 2004a;
Srikrishnan et al., 2007; Dogˇan et al., 2008; Benesˇ et al., 2008; Sˇevcˇovicˇ and Yazaki, 2011;
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Φ > 0
Φ < 0
Ψ > 0 Ψ < 0
Figure 3.3: Example how a triple junction can be handled by using two level set functions Φ
and Ψ, cf. Vese and Chan (2002).
Mikula and Urba´n, 2012) use special routines or design tangential flows to prevent numerical
instabilities and to achieve equidistribution of nodes and thus a good mesh quality. Often
a curvature adjusted tangential velocity is used, see Mikula and Sˇevcˇovicˇ (2004a). In this
thesis, we make use of the scheme of Barrett et al. (2007a,b) which has good properties with
respect to equidistribution of mesh points. This property is built into their scheme such
that no special routine for redistribution of mesh points is necessary. The equidistribution
property is analyzed and discussed in detail in Section 3.3.4.
Standard parametric approaches cannot handle topology changes automatically in con-
trast to level set methods. This fact seems to be the main drawback of parametric methods.
The ability to detect topology changes is important for image segmentation applications.
Without any pre-knowledge or user-input concerning the decomposition of the image, one
can start the segmentation technique with one or more closed curves which evolve in time.
For instance, a new interface and two new triple junctions occur when two different curves
meet. This has to be detected and a change in topology has to be performed. The necessary
modifications can include changing the neighbor relations between mesh points, creating new
nodes and entire curves, deleting nodes and curves, transition from a closed curve to an open
curve or vice versa. Still, the main computational effort is the detection of a topology change.
For that, there exist different suggestions in the literature, see Araki et al. (1997); Dogˇan
et al. (2008); Nakhmani and Tannenbaum (2012). In Section 3.3.5, we present a method for
detection of topology changes which is based on the method of Balazˇovjech et al. (2012) and
Mikula and Urba´n (2012) with some extensions to multiple phases and curves with triple
junctions and boundary intersection points. It results in an efficient detection of topology
changes with an effort of O(N), where N is the number of mesh points in the curve network.
An important advantage of parametric methods is, that only one-dimensional geometric
partial differential equations have to be solved in contrast to standard level set or phase field
methods. The corresponding discretized versions of the one-dimensional equations can be
solved very fast with a direct numerical algebra solver like the UMFPACK algorithm, see
Davis (2004). Level set and phase field methods result in problems of higher dimension. This
leads to a higher computational effort or requires special techniques like the narrow band
algorithm, see Adalsteinsson and Sethian (1995); Sethian (1999).
Barrett et al. (2014) compared parametric sharp interface methods with phase field meth-
ods by performing quantitative comparisons and numerical experiments. They considered in
particular the Mullins-Sekerka and the isotropic and anisotropic Stefan problem including
dendritic growth of hypersurfaces. One main conclusion of their work is that parametric
methods are more accurate and at the same time more efficient from a computational point
of view compared to phase field methods. This motivates to pursue a parametric approach
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also for image segmentation problems.
In summary, the evolution equations can be solved by using various techniques. We
decided to pursue a parametric approach because of several advantages. First, it is a direct,
one-dimensional and thus fast method. Second, the parametric method can be extended to
multiple phases and complex curve networks including triple junctions, intersections with the
outer boundary and free endpoints/crack tips. The necessary framework will be developed
in the next sections. Topology changes can be efficiently detected by an extension of the
method of Balazˇovjech et al. (2012) and Mikula and Urba´n (2012), see Section 3.3.5.
3.2.5 Multiphase Image Segmentation
The image segmentation model for two phases (3.29) can be generalized to multiple phases
separated by multiple open or closed curves. For that we consider a decomposition of the
image domain into NR regions Ω1, . . . ,ΩNR separated by NC curves Γ1, . . . ,ΓNC , recall (3.18).
Fixing the union of curves Γ = Γ1 ∪ . . .∪ ΓNC in (3.20) and considering a variation in ck,
k ∈ {1, . . . , NR}, leads to
ck =
∫
Ωk
u0 dx∫
Ωk
1 dx
, (3.31)
i.e. ck ∈ R is set to the mean of u0 in Ωk.
For a variation of the contours belonging to Γ, we consider time-dependent curves and
regions: Let Γ1(t), . . . ,ΓNC (t), t ∈ [0, T ], be smooth, evolving curves. Let an approximation
u(t) of u0 be given by a piecewise constant function with u(t)|Ωk(t) = ck(t) ∈ R, k = 1, . . . , NR,
where ck(t) is set to the mean of u0 in Ωk(t). The curve Γi(t) should evolve in time such that
the energy (3.20) decreases most quickly.
We now introduce a representation of the curves Γi(t), i = 1, . . . , NC , by smooth param-
eterizations. Let ~xi : Ii × [0, T ] → R2, t ∈ [0, T ], be a smooth mapping such that ~xi( . , t)
is a smooth parameterization of Γi(t). The set Ii is a one-dimensional reference manifold,
e.g. Ii = [0, 1] for open curves, i.e. curves with ∂Γi(t) 6= ∅, and Ii = S1 ∼= R/Z for closed
curves, i.e. curves with ∂Γi(t) = ∅. Further, we define a normal vector field ~νi( . , t) on Γi(t)
by ~νi : Ii× [0, T ]→ R2 such that ~νi(ρ, t) is a normal on Γi(t) at ~xi(ρ, t). To be precise, we set
~νi(ρ, t) =
(
0 −1
1 0
)
(~xi)s(ρ, t), (3.32)
where s is the arc-length and (~xi)s = (~xi)ρ/‖(~xi)ρ‖ denotes the derivative of ~xi with respect
to arc-length.
Let k+(i), k−(i) ∈ {1, . . . , NR} denote the indices of the two regions which are sepa-
rated by Γi(t). We choose the parameterization such that the normal vector field defines an
orientation of Γi(t) with ~νi( . , t) pointing from phase Ωk−(i)(t) to Ωk+(i)(t).
Similar to (3.29), using methods from the calculus of variations, we obtain the following
evolution law for curves Γi(t):
(Vn)i = σκi + Fi, i = 1, . . . , NC , (3.33)
where (Vn)i = (~xi)t . ~νi denotes the normal velocity and κi the curvature of Γi(t) and Fi is an
external forcing term defined by
Fi( . , t) = λ[(u0 − ck+(i)(t))2 − (u0 − ck−(i)(t))2]. (3.34)
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Figure 3.4: Example of a curve network with triple junctions and boundary intersection
points.
Using the parametric description, the evolution equation (3.33) can be rewritten as
(~xi)t . ~νi = σκi + Fi, (3.35a)
and the curvature κi : Ii × [0, T ]→ R is related to ~xi by
κi~νi = (~xi)ss, i = 1, . . . , NC . (3.35b)
3.2.6 Triple Junctions and Intersections with the Image Boundary
The methods presented above can be generalized to complex structures of curves which involve
triple junctions and boundary intersection points. At these points, additional conditions need
to be stated, cf. Barrett et al. (2007a). Figure 3.4 shows an example of a curve network with
triple junctions and boundary intersection points.
Let Γi be a curve with a smooth parameterization ~xi : Ii → R2, i = 1, . . . , NC . Let ~Λk ∈ Ω,
k = 1, . . . , NT , denote the triple junctions. For each k ∈ {1, . . . , NT }, let ik,1, ik,2, ik,3 ∈
{1, . . . , NC} denote the indices of nonclosed curves Γik,l with Iik,l = [0, 1], l = 1, 2, 3, ik,1 6=
ik,2 6= ik,3 6= ik,1, such that
~xik,1(ρk,1) = ~xik,2(ρk,2) = ~xik,3(ρk,3) =
~Λk,
where ρk,l ∈ {0, 1} corresponds to the start or end point of the curve Γik,l , l = 1, 2, 3.
At the triple junctions ~Λk, k = 1, . . . , NT , an attachment condition and Young’s law need
to hold:
the triple junction ~Λk does not pull apart, (3.36a)
3∑
l=1
(−1)ρk,l ~τik,l(ρk,l) = 0, (3.36b)
where ~τik,l := (~xik,l)s is a tangent vector field at Γik,l , l = 1, 2, 3. The condition (3.36b) is
equivalent to a 120◦ angle condition at triple junctions, see Barrett et al. (2007a).
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Let ~Qk ∈ ∂Ω, k = 1, . . . , NI , be the set of boundary intersection points. For k = 1, . . . , NI ,
let iI,k denote the curve index and ρI,k ∈ {0, 1} such that ~xiI,k(ρI,k) = ~Qk. Let ~τiI,k := (~xiI,k)s
be the corresponding tangent vector field at ΓiI,k . The following conditions need to hold at
the boundary intersection points ~Qk, k = 1, . . . , NI :
the curve endpoint ~Qk remains attached to ∂Ω, (3.37a)
~τiI,k(ρI,k) . ~n∂Ω(
~Qk)
⊥ = 0, (3.37b)
where ~n∂Ω is a normal vector field at the boundary of the rectangular image domain Ω.
The first equation is an attachment condition, and the second equation enforces a 90◦ angle
condition at the boundary intersection point.
3.2.7 Weak Scheme
We introduce a weak scheme for (3.35) with (3.36) and (3.37) in case of triple junctions and
boundary intersections.
As above, Ii denotes a one-dimensional reference manifold, e.g. Ii = [0, 1] for open curves
and Ii = R/Z for closed curves. Let ~xi : Ii → R2 be a parameterization of a curve Γi,
i = 1, . . . , NC . For triple junctions and boundary intersection points, the notation of Section
3.2.6 is adopted.
We define the following function spaces
W :=H1(I1,R)× . . .×H1(INC ,R), (3.38a)
V :=
{
(~η1, . . . , ~ηNC ) ∈ H1(I1,R2)× . . .×H1(INC ,R2) : ~ηik,1(ρk,1) =
= ~ηik,2(ρk,2) = ~ηik,3(ρk,3), ∀k = 1, . . . , NT
}
, (3.38b)
V ∂ :=
{
(~η1, . . . , ~ηNC ) ∈ V : ~ηiI,k(ρI,k) . ~n∂Ω(~xiI,k(ρI,k)) = 0, ∀k = 1, . . . , NI
}
. (3.38c)
For scalar and vector-valued functions u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈ L2(I1,R(2)) ×
. . .× L2(INC ,R(2)), we define∫
Γ
u . v ds :=
NC∑
i=1
∫
Ii
ui . vi ‖(~xi)ρ‖ dρ.
Let ~νi be a normal vector field on Γi given by ~νi = (~xi)
⊥
s and set ~ν = (~ν1, . . . , ~νNC ). We
further make use of the shorthand notation
(∇su .∇sv)|Γi := (us . vs)|Γi := (ui)s . (vi)s =
(ui)ρ . (vi)ρ
‖(~xi)ρ‖2 .
Further we use the shorthand notation F = (F1, . . . , FNC ) with Fi given by (3.34).
Now, we consider time-dependent curves. A possible weak scheme is now given as follows:
Find time-dependent functions ~x and κ, with ~x( . , t) ∈ V , ~xt( . , t) ∈ V ∂ and κ( . , t) ∈ W for
t ∈ [0, T ], such that∫
Γ(t)
~xt . ~ν χds− σ
∫
Γ(t)
κχds =
∫
Γ(t)
F χ ds, ∀χ ∈W, (3.39a)∫
Γ(t)
κ~ν . ~η ds+
∫
Γ(t)
~xs . ~ηs ds = 0, ∀~η ∈ V ∂ . (3.39b)
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Proof. Let ~x and κ solve the weak scheme (3.39) and let ~xss exist a.e. The strong scheme
(3.35), (3.36) and (3.37) can be derived from the weak scheme and the regularity assumption:
From (3.39a), we get (~xi)t . ~νi = σκi + Fi a.e., for each i ∈ {1, . . . , NC}. With integration
by parts, equation (3.39b) can be reformulated to∫
Γ(t)
(κ~ν − ~xss) . ~η ds+
∑
i∈{1,...,NC},
∂Γi(t) 6=∅
[(~xi)s(1) . ~ηi(1)− (~xi)s(0) . ~ηi(0)] = 0, ∀~η ∈ V ∂ .
Choose ~η ∈ V ∂ with ~ηi(0) = ~ηi(1) = 0 for i ∈ {1, . . . , NC} with ∂Γi(t) 6= ∅. This leads to
κi ~νi = (~xi)ss a.e. for each i ∈ {1, . . . , NC}. The equation above reduces to∑
i∈{1,...,NC},
∂Γi(t) 6=∅
[(~xi)s(1) . ~ηi(1)− (~xi)s(0) . ~ηi(0)] = 0, ∀~η ∈ V ∂ . (3.40)
Consider a triple point ~Λk, k ∈ {1, . . . , NT }. The attachment condition ~xik,1(ρk,1) =
~xik,2(ρk,2) = ~xik,3(ρk,3) =
~Λk is satisfied by ~x ∈ V . Choose a test function ~η ∈ V ∂ with
~ηi(0) = ~ηi(1) = 0 for ∂Γi(t) 6= ∅, i 6∈ {ik,1, ik,2, ik,3} and ~ηik,l(1− ρk,l) = 0 for l = 1, 2, 3. Since
~η0 := ~ηik,1(ρk,1) = ~ηik,2(ρk,2) = ~ηik,3(ρk,3) ∈ R2 can be arbitrary chosen, we conclude from
(3.40)
3∑
l=1
(−1)ρk,l(~xik,l)s(ρk,l) = 0,
which is Young’s law (3.36b).
Consider a boundary intersection point ~Qk, k ∈ {1, . . . , NI}. Since ~xt ∈ V ∂ , the at-
tachment condition (~xiI,k)t(ρI,k) . ~n∂Ω(
~Qk) = 0 is satisfied, i.e. the curve endpoint at ∂Ω
can only move in tangential direction along ∂Ω. Choose a test function ~η ∈ V ∂ with with
~ηi(0) = ~ηi(1) = 0 for ∂Γi(t) 6= ∅, i 6= iI,k and ~ηiI,k(1 − ρI,k) = 0. Set ~η0 := ~ηiI,k(ρI,k).
Equation (3.40) reduces to
(~xiI,k)s(ρI,k) . ~η0 = 0.
Since ~η is an element in V ∂ , the vectors ~η0 and ~n∂Ω( ~Qk) are orthogonal. Consequently, the
tangential vector (~xiI,k)s(ρI,k) is parallel to ~n∂Ω(
~Qk). Thus, the curve ΓiI,k(t) meets the
external boundary ∂Ω at ~Qk with an angle of 90 degrees.
Similarly, we can derive the weak scheme from the strong scheme by using integration
by parts where the boundary integrals diminish due to the conditions at triple junctions and
boundary intersection points.
3.2.8 Image Restoration with Edge Enhancement
The presented image segmentation method automatically provides a piecewise constant ap-
proximation of a possibly noisy image given by (3.19). For a variety of real images, a piecewise
constant approximation poses a too large simplification. A piecewise smooth approximation
can be found by reconsidering the Mumford-Shah functional (3.16), with approximations
u|Ωk = uk, k = 1, . . . , NR, where uk ∈ C1(Ωk,R). Fixing curves Γ1, . . . ,ΓNC , we consider the
following energy functional:
EMS,2(u1, . . . , uNR) =
NR∑
k=1
(
λk
∫
Ωk
(u0 − uk)2 dx+
∫
Ωk
‖∇uk‖2 dx
)
. (3.41)
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In contrast to (3.16), we also allow region-dependent parameters λk > 0.
By considering variations of the form uk + η,  ∈ (−0, 0), η ∈ C1(Ωk,R), in (3.41),
we obtain, using the classical methods from the theory of calculus of variations, an elliptic,
boundary value problem. In detail, we compute
δEMS,2k (η) :=
d
d
∣∣∣∣
=0
EMS,2(u1, . . . , uk + η, . . . , uNR)
=
d
d
∣∣∣∣
=0
(
λk
∫
Ωk
(u0 − uk − η)2 dx+
∫
Ωk
‖∇uk + ∇η‖2 dx
)
=2λk
∫
Ωk
(uk − u0)η dx+ 2
∫
Ωk
∇uk .∇η dx.
A necessary condition for a minimum is δEMS,2k (η) = 0 for all η. Therefore, we consider the
equation
0 =
∫
Ωk
(λk(uk − u0)η +∇uk .∇η) dx.
For uk ∈ C2(Ωk,R) ∩ C1(Ωk,R) integration by parts can be performed, which leads to
0 =
∫
Ωk
(λk(uk − u0)−∆uk) η dx+
∫
∂Ωk
∇uk . ~n∂Ωkη ds, (3.42)
where ~n∂Ωk is the unit outer normal vector field on ∂Ωk. Choosing η = 0 on ∂Ωk and η
arbitrary inside of Ωk, we get the partial differential equation
− 1
λk
∆uk + uk = u0 in Ωk. (3.43a)
Thus, (3.42) reduces to
0 =
∫
∂Ωk
∇uk . ~n∂Ωkη ds,
from which we can conclude the Neumann boundary condition
∇uk . ~n∂Ωk = 0 on ∂Ωk. (3.43b)
We separately solve the partial differential equation with Neumann boundary conditions
in the regions Ω1, . . . ,ΩNR . The solution u poses an approximation of the original image u0.
The parameter 1/λk > 0 controls the smoothing effect of the Laplace operator. The bigger
λk is, the closer is the approximation to the original image. The smaller λk is, the smoother
is u. Since we solve the partial differential equations with Neumann boundary conditions
separately in each region, the image is not smoothed out at the interfaces Γi. Consequently
the edges of objects in the image will remain sharp if the interfaces match with the edges.
The system (3.43) is close to the scheme proposed by Tsai et al. (2001), where the authors
derived a level set method for two phases from the Mumford-Shah functional by considering
the approximation u as the optimal estimate of a stochastic process.
In contrast to Hintermu¨ller and Ring (2004), Chung and Vese (2009), and Tsai et al.
(2001), who use a piecewise smooth approximating function in the segmentation step, we do
not solve the diffusion scheme (3.43) in each time step of the curve evolution. Instead, we use
the piecewise constant model to achieve a fast image segmentation followed by a smoothing
of the image as a postprocessing step.
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3.2.9 Color Images
In this section, we state how the methods developed for gray-scaled images can be generalized
for color images. For color images, the image denoising scheme (3.43) is solved for each RGB
color channel individually. For image segmentation we have to solve the scheme (3.35) similar
as in the scalar case. Only the external forcing term Fi is adapted for color images.
RGB (red-green-blue) color space
A color image is given by a vector-valued image function ~u0 = (u0,1, u0,2, u0,3) : Ω → [0, 1]3,
where the components of ~u0 denote the red, green, and blue (RGB) color channel of the
image. Using the RGB image data, we consider the following energy (cf. Chan et al. (2000)):
E(Γ, ~u) = σ|Γ|+
3∑
j=1
λj
∫
Ω
(u0,j − uj)2 dx, (3.44)
where ~u = (u1, u2, u3) : Ω → R3 is piecewise constant; i.e. ~u|Ωk =: ~ck = (ck,1, ck,2, ck,3),
k = 1, . . . , NR. Considering variations in the ck,j leads to
ck,j =
∫
Ωk
u0,j dx∫
Ωk
1 dx
, j = 1, 2, 3, k = 1, . . . , NR. (3.45)
Thus, each component ck,j of ~ck is set to the mean of u0,j in Ωk. Considering a variation in
Γ leads to the evolution equation
(Vn)i = σκi + Fi, i = 1, . . . , NC , (3.46a)
Fi =
3∑
j=1
λj
[
(u0,j − ck+(i),j)2 − (u0,j − ck−(i),j)2
]
. (3.46b)
By modifying the weighting parameters λj , j = 1, 2, 3, we can control the segmentation
with respect to the red, green and blue part of the image.
An overview on models for color image segmentation and restoration using the RGB space
and generalizations of the Mumford-Shah functional is given by Brook et al. (2003).
Also for other vector-valued images u0 = (u0,1, . . . , u0,n) : Ω→ [0, 1]n, where each compo-
nent u0,j represents a different channel, a scheme like (3.46) can be used. In remote sensing,
for instance, imaging sensors can have many different channels representing different spec-
tral bands. For example, the Earth observation satellites LANDSAT-4 and LANDSAT-5 use
seven spectral channels. Besides blue, green and red channels, four different infrared channels
exist, see Markham and Barker (1985).
For some images, one may make use of alternative color spaces which allow one to consider
a color’s chromaticity, brightness, and saturation components separately. Two possible spaces
are the CB (chromaticity-brightness) space and the HSV (hue, saturation and value) color
space. The color spaces CB and HSV can be used for a variety of image processing tasks such
as segmentation, denoising, or enhancement of color images, see Chan et al. (2001), Tang
et al. (2002), Aujol and Kang (2006).
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CB (chromaticity-brightness) color space
For an RGB image function ~u0, the chromaticity function ~v0 : Ω → S2 ⊂ R3 and the
brightness function b0 : Ω→ R are defined by
~v0 =
~u0
‖~u0‖ , b0 = ‖~u0‖. (3.47)
The energy we want to minimize is
E(Γ, ~v, b) = σ|Γ|+ λC
∫
Ω
‖~v0 − ~v‖2 dx+ λB
∫
Ω
(b0 − b)2 dx, (3.48)
where ~v : Ω → R3, b : Ω → R are piecewise constant; i.e. ~v|Ωk =: ~vk ∈ R3, b|Ωk =: bk ∈ R,
k = 1, . . . , NR. The parameters σ, λC , λB > 0 weight the length, chromaticity, and brightness
terms. Further, the constraint ‖~v‖ = 1 needs to be satisfied. The constraint can be rewritten
to
0 = g(~v) := ‖~v‖2 − 1. (3.49)
Considering variations in bk leads to
bk =
∫
Ωk
b0 dx∫
Ωk
1 dx
; (3.50)
i.e. bk ∈ R is set to the mean of the brightness b0 = ‖~u0‖ in Ωk.
We now fix Γ, b and consider the reduced functional
Ev(~v1, . . . , ~vNR) = λC
NR∑
k=1
∫
Ωk
‖~vk − ~v0‖2 dx (3.51)
The functional Ev should be minimized w.r.t. ~vk, k ∈ {1, . . . , NR}, subject to (3.49). There-
fore, consider a variation ~vk + ~η, ~η ∈ R3, and compute
δ(Ev)~vk(~η) :=
d
d
∣∣∣∣
=0
Ev(~v1, . . . , ~vk + ~η, . . . , ~vNR)
=2λC
∫
Ωk
(~vk − ~v0) . ~η dx
=2λC
(
~vk . ~η |Ωk| −
(∫
Ωk
~v0 dx
)
. ~η
)
,
where |Ωk| denotes the area of Ωk. Further, consider
δg~vk(~η) :=
d
d
∣∣∣∣
=0
g(~vk + η) = 2~vk . ~η.
For the constrained minimization problem, we need to solve
δ(Ev)~vk(~η) = µ δg~vk(~η),
where µ ∈ R is a Lagrange multiplier. This equation can be rewritten to(
2λC |Ωk|~vk − 2λC
∫
Ωk
~v0 dx
)
. ~η = 2µ~vk . ~η.
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Since ~η is arbitrary, we conclude
~vk =
λC
λC |Ωk| − µ
∫
Ωk
~v0 dx. (3.52)
The Lagrange multiplier µ needs to be chosen such that the constraint ‖~vk‖ = 1 is satisfied.
This leads to the following computation of ~vk:
~Vk =
∫
Ωk
~v0 dx, ~vk =
~Vk
‖~Vk‖
. (3.53)
Finally, fixing ~v and ~b and considering a variation of Γ leads to the evolution equation
(Vn)i = σκi + Fi, i = 1, . . . , NC , (3.54a)
Fi = λC
[‖~v0 − ~vk+(i)‖2 − ‖~v0 − ~vk−(i)‖2]+ λB [(b0 − bk+(i))2 − (b0 − bk−(i))2] . (3.54b)
HSV (hue-saturation-value) color space
In the HSV space, a color is given by three components: The periodical hue component
describes the chromaticity ranging from red to yellow, green, cyan, blue, magenta, and back
to red. The saturation ranges from 0 to 1. A gray color (all three components of the
corresponding RGB color are equal) has a saturation value of 0. A saturation of 1 is a
maximum saturated color; i.e. it has one RGB value equal to 0 and is therefore a mixture of
only two RGB basic colors. The value component describes the luminosity of the color and
is set to the maximum of the red, green, or blue value.
Let ~h0 : Ω → S1 ⊂ R2, s0 : Ω → [0, 1], and v0 : Ω → [0, 1] be the HSV components
corresponding to an RGB image function ~u0. The energy we want to minimize is
E(Γ,~h, s, v) = σ|Γ|+ λH
∫
Ω
‖~h0 − ~h‖2dx+ λS
∫
Ω
(s0 − s)2dx+ λV
∫
Ω
(v0 − v)2dx, (3.55)
where ~h : Ω → R2, s : Ω → [0, 1], v : Ω → [0, 1] are piecewise constant; i.e. ~h|Ωk =: ~hk ∈ R2,
s|Ωk =: sk ∈ R, v|Ωk =: vk ∈ R. The constraint ‖~h‖ = 1 needs to be satisfied. The parameters
σ, λH , λS , λV > 0 weight the length, hue, saturation, and value terms. Similar as for the CB
space (cf. (3.50), (3.53)), considering variations of the single components ~hk, sk, vk leads to
~Hk =
∫
Ωk
~h0 dx, ~hk =
~Hk
‖ ~Hk‖
, sk =
∫
Ωk
s0 dx∫
Ωk
1 dx
, vk =
∫
Ωk
v0 dx∫
Ωk
1 dx
. (3.56)
Here, a constrained minimization problem has to be solved for ~hk.
Fixing ~h, s and v, and considering a variation of Γ leads to the evolution equation
(Vn)i = σκi + Fi, i = 1, . . . , NC , (3.57a)
Fi = λH
[
‖~h0 − ~hk+(i)‖2 − ‖~h0 − ~hk−(i)‖2
]
+ λS
[
(s0 − sk+(i))2 − (s0 − sk−(i))2
]
+ λV
[
(v0 − vk+(i))2 − (v0 − vk−(i))2
]
. (3.57b)
To sum up, only the external forcing term Fi needs to be adapted for color images. The
parametric scheme (3.35) can be used for both scalar and vector-valued images.
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Figure 3.5: Images containing edges with free endpoints. Left: Image with an edge with two
free endpoints. Right: Image with an edge with one free endpoint and one endpoint on the
image boundary.
3.2.10 Contours with Free Endpoints
Up to now we restricted on curves which are interfaces between different regions. In the
general Mumford-Shah problem (3.16) curves can be closed and open, with endpoints meeting
at triple junctions, meeting the image boundary or being free endpoints (so-called crack tips,
cf. Mumford and Shah (1989)). Two example images which contain edges with free endpoints
are presented by Figure 3.5. The right image shows a crack tip problem which has also been
studied by Pock et al. (2009b).
Open active contours, i.e. active contours with free endpoints, are also considered by
Kimmel and Bruckstein (2003), where the authors propose an edge-based method for detec-
tion of open boundaries. Here, we consider approaches based on the Mumford-Shah model.
Contours with free endpoints are also considered by Pock et al. (2009b) which propose a
convex relaxation of the Mumford-Shah functional.
Fixing a curve Γ, let u denote the minimizer of the Mumford-Shah energy (3.16). At
free endpoints, problems concerning the regularity of u occur, cf. Mumford and Shah (1989).
Expressed in polar coordinates (r, φ) centered at the free endpoint, the solution u is of the
form
u(r, φ) = c r1/2 sin(
1
2
(φ− φ0)) + vˆ(r, φ), (3.58)
where vˆ is a C1-function and c, φ0 are constants, see Aubert and Kornprobst (2006).
For image segmentation, we later need to solve the problem on a discrete set: Let Ωh be
a rectangular grid of nodes points covering Ω with grid size h > 0. We replace the second
integral on the right hand side of (3.16) by a sum containing difference quotients of the form
∇ihu(~z) =
1
h
(u(~z + h~ei)− u(~z)), ~z ∈ Ωh, i = 1, 2, (3.59)
where ~ei ∈ R2 are the standard basis vectors of R2. For image segmentation applications,
we choose the pixel grid, i.e. we use h = 1. For the approximating sum, we have to exclude
terms where the line [~z, ~z + h~ei] intersects with the curve Γ.
Instead of the original Mumford-Shah functional (3.16), we thus consider the energy
Eh(Γ, u) =σ|Γ|+ µ
∑
~z∈Ωh
(
(1− αx(~z))(∇2hu(~z))2 + (1− αy(~z))(∇1hu(~z))2
)
+ λ
∫
Ω
(u0 − u)2 dx, (3.60)
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where αx(~z), αy(~z) ∈ [0, 1] are scalar terms. For example, if [~z, ~z + h~e1] intersects with Γ,
αy(~z) is set to 1. The detailed definitions are given below. Further, the energy (3.60) contains
an additional weighting parameter µ > 0. Note, that a third parameter µ is not necessary in
general, since we could divide the energy by µ. This would result in a weight of µ = 1 of the
second term, and σ and λ would be replaced by σ/µ and λ/µ, respectively. As we will see
in the following example, it is just necessary to set σ/µ sufficiently small to allow a growth
of the curve in tangential direction at the free endpoints. In the images that we consider
in the result section of this chapter, we often set σ to 1 and we set µ to a very large value.
Alternatively, we could set µ to 1 and σ (and λ) to a corresponding small value.
Example
We consider one single open curve Γ. Let ~x : [0, 1] → R2 with ~x([0, 1]) = Γ be a param-
eterization of the curve. Let ~x(0) be a free endpoint and let ~x(1) intersect with the image
boundary.
Figure 3.6 visualizes a possible situation near the free endpoint ~x(0). Let ~z++, ~z+−, ~z−−,
~z−+ denote the four grid points around ~x(0) as shown in Figure 3.6. In this example, the
tangential vector of the curve at ~x(0) is ~τ(0) = ~xs(0) = ~e1.
Considering ~z = ~z+−, the line [~z+−, ~z++] and Γ intersect. Thus, αx(~z+−) is set to 1. For
~z = ~z−−, we define a factor
αx(~z−−) :=
1
h
((~z+−)1 − (~x(0))1) , (3.61)
where ( . )i denotes the i-th component of a vector, i = 1, 2. The factor αx(~z−−) describes
how far the curve has entered the square given by ~z++, ~z+−, ~z−−, ~z−+.
For ~z ∈ Ωh, ~z 6= ~z−−, we set αx(~z) = 0 if [~z, ~z+h~e2]∩Γ = ∅ and αx(~z) = 1 else. The factor
αy(~z) is defined similarly; since ~τ(0) = ~e1 in this example, αy(~z) = 0 if [~z, ~z + h~e1] ∩ Γ = ∅
and 1 else.
Let Γ grow in direction −~τ(0) at ~x(0). We consider a second curve Γ,  > 0, with a
parameterization ~x, such that ~x(0) = ~x(0)− ~τ(0). We can assume that  is small enough,
such that ~x(0) is still inside the square given by ~z++, ~z+−, ~z−−, ~z−+.
The energy difference is
Eh(Γ, u)− Eh(Γ, u) =σ+ µ(1− αx(~z−−)− )(∇2hu(~z−−))2 − µ(1− αx(~z−−))(∇2hu(~z−−))2
=σ− µ(∇2hu(~z−−))2.
The energy will decrease if
σ < µ(∇2hu(~z−−))2. (3.62)
Thus a motion of a curve in −~τ(0) = −~e1 direction at the free endpoint ~x(0) requires that
the square of the difference quotient of u in ~e2-direction at ~z−− weighted with µ is sufficient
large compared to σ.
General case
We consider a curve with two free endpoints with arbitrary tangential vectors ~τ(0) and ~τ(1)
at the free endpoints. We define the factors αx and αy as follows: Let ~x(ρ), ρ ∈ {0, 1} be a
free endpoint and ~z++(ρ), ~z+−(ρ), ~z−−(ρ), ~z−+(ρ) denote the four grid points around ~x(ρ).
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Γ
~z++
~z+−~z−−
~z−+
~x(0)
αx(~z−−)
Figure 3.6: Illustration of the pixel grid close to the free endpoint.
If ~τ(0) . ~e1 ≥ 0, we define:
~z0,1 := ~z−−(0), αx(~z0,1) := 1− 1
h
(
(~x(0))1 − (~z0,1)1
)
.
Otherwise, i.e. if ~τ(0) . ~e1 < 0, we define:
~z0,1 := ~z+−(0), αx(~z0,1) := 1− 1
h
(
(~z0,1)1 − (~x(0))1
)
.
If ~τ(0) . ~e2 ≥ 0, we define:
~z0,2 := ~z−−(0), αy(~z0,2) := 1− 1
h
(
(~x(0))2 − (~z0,2)2
)
.
Otherwise, i.e. if ~τ(0) . ~e2 < 0, we define:
~z0,2 := ~z−+(0), αy(~z0,2) := 1− 1
h
(
(~z0,2)2 − (~x(0))2
)
.
If ~τ(1) . ~e1 ≥ 0, we define:
~z1,1 := ~z+−(1), αx(~z1,1) := 1− 1
h
(
(~z1,1)1 − (~x(1))1
)
.
Otherwise, i.e. if ~τ(1) . ~e1 < 0, we define:
~z1,1 := ~z−−(1), αx(~z1,1) := 1− 1
h
(
(~x(1))1 − (~z1,1)1
)
.
If ~τ(1) . ~e2 ≥ 0, we define:
~z1,2 := ~z−+(1), αy(~z1,2) := 1− 1
h
(
(~z1,2)2 − (~x(1))2
)
.
Otherwise, i.e. if ~τ(1) . ~e2 < 0, we define:
~z1,2 := ~z−−(1), αy(~z1,2) := 1− 1
h
(
(~x(1))2 − (~z1,2)2
)
.
3.2. METHODS FOR IMAGE SEGMENTATION AND RESTORATION 51
We define the following factors for ~z ∈ Ωh:
αx(~z) =

1, if [~z, ~z + h~e2] ∩ Γ 6= ∅, ~z 6= ~z0,1, ~z 6= ~z1,1,
αx(~z
ρ,1), if ~z = ~zρ,1, ρ ∈ {0, 1},
0, else.
and
αy(~z) =

1, if [~z, ~z + h~e1] ∩ Γ 6= ∅, ~z 6= ~z0,2, ~z 6= ~z1,2,
αy(~z
ρ,2), if ~z = ~zρ,2, ρ ∈ {0, 1},
0, else.
Evolution equations
We consider the energy (3.60). First, we fix u and consider for ~η : [0, 1]→ R2 a variation of
~x of the form ~x+ ~η,  > 0.
Before we proceed computing the change in the energy, we shortly consider the changes
in αx and αy. Consider ρ = 1 and the case ~τ(1) . ~e1 ≥ 0. For ~x+ ~η, we obtain:
αx(~z
1,1) := 1− 1
h
(
(~z1,1)1 − (~x(1))1 − ~η(1) . ~e1
)
.
To compute later the resulting difference in the energy, we need to compute
(1− αx(~z1,1))− (1− αx(~z1,1)) = − ~η(1) . ~e1.
Similarly, for ~τ(1) . ~e1 < 0, we obtain
(1− αx(~z1,1))− (1− αx(~z1,1)) =  ~η(1) . ~e1.
We can summarize the two cases to
(1− αx(~z1,1))− (1− αx(~z1,1)) = −sign(~τ(1) . ~e1)  ~η(1) . ~e1.
Similar, we compute
(1− αy(~z1,2))− (1− αy(~z1,2)) = −sign(~τ(1) . ~e2)  ~η(1) . ~e2,
(1− αx(~z0,1))− (1− αx(~z0,1)) = +sign(~τ(0) . ~e1)  ~η(0) . ~e1,
(1− αy(~z0,2))− (1− αy(~z0,2)) = +sign(~τ(0) . ~e2)  ~η(0) . ~e2.
Let Γ,η denote the image of ~x + ~η. We use the notation Eh(~η) := Eh(Γ,η, u) and
compute
d
d
∣∣∣∣
=0
Eh(~η) =
d
d
∣∣∣∣
=0
Eh(Γ,η, u)
=− σ
∫
Γ
~xss . ~η ds−
∫
Γ
F ~ν . ~η ds+ σ~xs(1) . ~η(1)− σ~xs(0) . ~η(0)
− µ [sign(~τ(1) . ~e1)~η(1) . ~e1(∇2hu(~z1,1))2 + sign(~τ(1) . ~e2)~η(1) . ~e2(∇1hu(~z1,2))2]
+ µ
[
sign(~τ(0) . ~e1)~η(0) . ~e1(∇2hu(~z0,1))2 + sign(~τ(0) . ~e2)~η(0) . ~e2(∇1hu(~z0,2))2
]
.
For this computation, integration by parts and a transport theorem are applied. Further F
is defined as the jump
F = λ[(u0 − u+)2 − (u0 − u−)2] (3.63)
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with
u±(~y) = lim
a→0
u(~y ± a~ν(~y)) (3.64)
for ~y ∈ Γ.
We define the following inner product for functions ~η, ~χ : [0, 1]→ R2:
(~η, ~χ)2,Γ,∂Γ :=
∫
Γ
~η . ~χ ds+ ~η(1) . ~χ(1) + ~η(0) . ~χ(0). (3.65)
Now, we consider a family of curves Γ(t), t ∈ [0, T ]. Let ~x : [0, 1] × [0, T ] → R2 be a
mapping such that ~x( . , t) is a parameterization of Γ(t), t ∈ [0, T ]. We call ~x a solution of the
gradient flow equation, if
(~xt, ~η)2,Γ,∂Γ = −
d
d
∣∣∣∣
=0
Eh(~η) (3.66)
holds for all ~η : [0, 1]→ R2.
First, we consider ~η = η0 ~ν for a scalar function η0 : [0, 1] → R with η0(0) = η0(1) = 0.
This provides ∫
Γ(t)
~xt . ~ν η0 ds =
∫
Γ(t)
(σ~xss . ~ν + F ) η0 ds. (3.67)
Since η0 is arbitrary chosen (with value 0 at the endpoints), we conclude the following evo-
lution equation:
~xt . ~ν = σκ+ F. (3.68)
Now choose ~η = η0~τ , where η0 : [0, 1] → R is a scalar function with η0(0) 6= 0 and
η0(1) = 0, i.e. ~η(0) = ~τ(0)η0(0) and ~η(1) = ~0. Inserting ~η in (3.66) and using (3.68) and
~τ = ~xs, leads to
~xt(0) . ~τ(0)η0(0) =ση0(0)− µ
[
sign(~τ(0) . ~e1)~τ(0)η0(0) . ~e1(∇2hu(~z0,1))2+
+ sign(~τ(0) . ~e2)~τ(0)η0(0) . ~e2(∇1hu(~z0,2))2
]
. (3.69)
Since η0(0) is arbitrary and sign(~τ(0) . ~ei)~τ(0) . ~ei = |~τ(0) . ~ei| for i = 1, 2, we conclude for the
tangential velocity
Vtan(0) := ~xt(0) . ~τ(0) = σ − µ
[|~τ(0) . ~e1|(∇2hu(~z0,1))2 + |~τ(0) . ~e2|(∇1hu(~z0,2))2] . (3.70)
The curve Γ will grow locally at ~x(0) in tangential direction −~τ(0), if Vtan(0) < 0. Therefore,
σ < µ
[|~τ(0) . ~e1|(∇2hu(~z0,1))2 + |~τ(0) . ~e2|(∇1hu(~z0,2))|2] (3.71)
has to be satisfied such that the curve grows at ~x(0).
As an example, we consider the case ~τ(0) = ~e1. Equation (3.70) reduces to Vtan(0) =
σ − µ(∇2hu(~z0,1))2. For a growth of Γ(t) in negative ~e1-direction, condition (3.62) from the
introductory example has to be satisfied (replacing ~z−− by ~z0,1).
Similarly, choosing η0(0) = 0 and η0(1) 6= 0, we can derive the following equation for the
tangential velocity in ~x(1):
Vtan(1) := ~xt(1) . ~τ(1) = −σ + µ
[|~τ(1) . ~e1|(∇2hu(~z1,1))2 + |~τ(1) . ~e2|(∇1hu(~z1,2))2] . (3.72)
The curve Γ(t) will grow in tangential direction ~τ(1), if Vtan(1) > 0. Therefore, the inequality
σ < µ
[|~τ(1) . ~e1|(∇2hu(~z1,1))2 + |~τ(1) . ~e2|(∇1hu(~z1,2))2] (3.73)
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Γ
Φ > 0, Ψ < 0
Φ > 0, Ψ > 0
Φ < 0, Ψ > 0
Φ < 0, Ψ < 0
Figure 3.7: Illustration of the level set method to represent a curve Γ with free endpoints;
two level set functions Φ and Ψ and auxiliary regions are needed.
has to be satisfied.
Since the term σ|Γ| in the energy (3.60) penalizes the length of the curve, a curve can only
grow in direction −~τ(0) or ~τ(1) at the endpoints, if the derivative terms (∇ihu)2 (weighted
with µ), i = 1, 2, are large compared to σ.
Choosing ~η = η0~ν, provides the following equations for the normal velocity at the free
endpoints:
Vn(0) := ~xt(0) . ~ν(0)
= −µ [sign(~τ(0) . ~e1)~ν(0) . ~e1(∇2hu(~z0,1))2 + sign(~τ(0) . ~e2)~ν(0) . ~e2(∇1hu(~z0,2))2] , (3.74)
Vn(1) := ~xt(1) . ~ν(1)
= +µ
[
sign(~τ(1) . ~e1)~ν(1) . ~e1(∇2hu(~z1,1))2 + sign(~τ(1) . ~e2)~ν(1) . ~e2(∇1hu(~z1,2))2
]
. (3.75)
Diffusion equations
We consider the energy (3.60) and we now fix the curve Γ. The approximation u is defined by
its values on the discrete set Ωh. The scheme (3.43) has to be replaced by a discrete scheme,
since we have replaced the gradient terms by difference quotients in (3.60). In Section 3.3.7,
we will illustrate how such a discrete scheme for image diffusion can be solved.
Remark 3.2 (Comparison with Level Set Techniques). The easy handling of non-interface
curves is an advantage of the parametric method. With level set methods free endpoints
cannot be handled with one level set function, see Schaeffer and Vese (2014). Since level set
methods embed a curve as zero level set of a function Φ : Ω → R, the curve is an interface
between two regions {Φ > 0} and {Φ < 0}. Therefore level sets are always closed or meet
the image boundary at their endpoints. Non-interface curves can be handled by using two
level set functions Φ and Ψ and by using artificial regions. A curve with free endpoints
can then be represented by the interface between the artificial regions {Φ > 0} ∩ {Ψ > 0}
and {Φ > 0} ∩ {Ψ < 0}, for example, cf. Figure 3.7. Details on this method are given
in Schaeffer and Vese (2014). Using our direct, parametric approach it is not necessary to
introduce artificial regions.
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3.3 Numerical Approximation
3.3.1 Finite Element Approximation
We introduce a finite element approximation for the scheme (3.35) with (3.36) and (3.37) in
the case of triple junctions and boundary intersections. The finite element scheme is based
on the weak formulation (3.39).
The flow (3.35) can be interpreted as a weighted mean curvature flow with an external
forcing term. Therefore, the approach in this work follows the ideas of Barrett et al. (2007a),
who consider mean curvature flow and related flows. We extend their parametric approach
to solve the image segmentation scheme (3.35) with possible topology changes.
Spatial and Time Discretization
Let NC be the number of curves. For i = 1, . . . , NC , let 0 = q
i
0 < q
i
1 < . . . < q
i
Ni
= 1 be a
decomposition of the interval Ii = [0, 1]. If Γi is a closed curve, we make use of the periodicity
Ni = 0, Ni + 1 = 1, −1 = Ni − 1, etc.
Let NT be the number of triple junctions and NI the number of boundary intersections.
We adopt the notation from Section 3.2: For k = 1, . . . , NT , let ~Λk denote a triple point. Let
ik,l, l = 1, 2, 3, be the indices of curves and ρk,l ∈ {0, 1} such that ~xik,1(ρk,1) = ~xik,2(ρk,2) =
~xik,3(ρk,3) =
~Λk. For k = 1, . . . , NI , let ~Qk ∈ ∂Ω denote a boundary intersection point. Let
iI,k be the index of a curve and ρI,k ∈ {0, 1} such that ~xiI,k(ρI,k) = ~Qk.
We introduce the following discrete function spaces
W h :=
{
(η1, . . . , ηNC ) ∈ C(I1,R)× . . .× C(INC ,R) : ηi|[qij−1,qij ] is linear,
∀i = 1, . . . , NC , j = 1, . . . , Ni
}
, (3.76a)
V h :=
{
(~η1, . . . , ~ηNC ) ∈ C(I1,R2)× . . .× C(INC ,R2) : ~ηik,1(ρk,1) =
~ηik,2(ρk,2) = ~ηik,3(ρk,3), ∀k = 1, . . . , NT , ~ηi|[qij−1,qij ] is linear,
∀i = 1, . . . , NC , j = 1, . . . , Ni
}
. (3.76b)
A basis ofW h is given by functions χi,j := ((χi,j)1, . . . , (χi,j)NC ) ∈W h, where (χi,j)k(qkl ) :=
δikδjl for i, k = 1, . . . , NC , j = j
i
0, . . . , Ni, l = j
k
0 , . . . , Nk, where j
i
0 = 1 if Γi is closed and
ji0 = 0 else. We call {χi,j}i=1,...,NC ,j=ji0,...,Ni standard basis of W h.
Further, let 0 = t0 < t1 < . . . < tM = T be a partitioning of the time interval
[0, T ] into possibly variable time steps τm := tm+1 − tm, m = 0, . . . ,M − 1. Let ~Xm =
( ~Xm1 , . . . ,
~XmNC ) ∈ V h be an approximation of ~x( . , tm) = (~x1( . , tm), . . . , ~xNC ( . , tm)), and let
κm = (κm1 , . . . , κ
m
NC
) ∈W h be an approximation of κ( . , tm) = (κ1( . , tm), . . . , κNC ( . , tm)).
Further, we make use of the shorthand notation ~Xmi,j :=
~Xmi (q
i
j) for
~Xm ∈ V h and
κmi,j := κ
m
i (q
i
j) for κ
m ∈W h.
Let Γmi be the image of
~Xmi , i = 1, . . . , NC , and Γ
m = (Γm1 , . . . ,Γ
m
NC
). We introduce the
finite element space
V h∂(
~Xm) :=
{
(~η1, . . . , ~ηNC ) ∈ V h : ~ηiI,k(ρI,k) . ~n∂Ω( ~XmiI,k(ρI,k)) = 0, ∀k = 1, . . . , NI
}
.
(3.76c)
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In the case of triple junctions let jk,l ∈ {0, Nik,l} denote the index of the corresponding
curve endpoint such that q
ik,l
jk,l
= ρk,l, k = 1, . . . , NT , l = 1, 2, 3. In the case of boundary
intersections let jI,k ∈ {0, NiI,k} denote the index of the corresponding curve endpoint such
that q
iI,k
jI,k
= ρI,k, for k = 1, . . . , NI .
For scalar and vector functions u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈ L2(I1,R(2))× . . .×
L2(INC ,R(2)), the L2-inner product 〈· , ·〉m over the current polygonal curve network Γm is
given by
〈u, v〉m :=
∫
Γm
u . v ds :=
NC∑
i=1
∫
Ii
ui . vi ‖( ~Xmi )ρ‖ dρ. (3.77)
Further, we make use of a mass lumped inner product as in Barrett et al. (2007a): The
mass lumped inner product 〈 . , . 〉hm for piecewise continuous functions u = (u1, . . . , uNC ) and
v = (v1, . . . , vNC ) is defined by
〈u, v〉hm :=
1
2
NC∑
i=1
Ni∑
j=1
hm
i,j− 1
2
[
(ui . vi)
(
[qij ]
−)+ (ui . vi) ([qij−1]+)] , (3.78)
where g([qij ]
±) := lim→0,>0g(qij ± ) for a function g : Ii → R(2), and hmi,j− 1
2
:= ‖ ~Xmi,j −
~Xmi,j−1‖ > 0 is the distance between the two neighbor nodes. Let
hm := max
i=1,...,NC ,j=1,...,Ni
hm
i,j− 1
2
denote the maximum distance between two neighbor nodes of the polygonal curves.
Discrete Normal Vector Fields
Let ~Xm ∈ V h be a given parameterization of the polygonal curve network Γm satisfying the
following assumption:
(A) The distance between two neighbor nodes of Γm is positive, i.e. hm
i,j− 1
2
> 0 for
i = 1, . . . , NC , j = 1, . . . , Ni and ~X
m(qij+1) 6= ~Xm(qij−1) for i = 1, . . . , NC and j = 1, . . . , Ni
if ∂Γmi = ∅ and j = 1, . . . , Ni − 1 if ∂Γmi 6= ∅.
This mild assumption is necessary such that the following discrete vector fields are well-
defined or not equal to ~0, respectively:
Let ~νm := (~νm1 , . . . , ~ν
m
NC
) such that ~νmi , given by
(~νmi )|[qij−1,qij ] := ~ν
m
i,j− 1
2
:=
(
~Xmi,j − ~Xmi,j−1
)⊥
hm
i,j− 1
2
,
is a discrete normal vector field on Γmi , i = 1, . . . , NC . For later use, we define the weighted
approximating normal vector at ~Xmi,j by
~ωmi,j :=
hm
i,j− 1
2
~νm
i,j− 1
2
+ hm
i,j+ 1
2
~νm
i,j+ 1
2
hm
i,j− 1
2
+ hm
i,j+ 1
2
=
(
~Xmi,j+1 − ~Xmi,j−1
)⊥
hm
i,j− 1
2
+ hm
i,j+ 1
2
, (3.79)
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for j = 1, . . . , Ni if ∂Γ
m
i = ∅ and for j = 1, . . . , Ni − 1 if ∂Γmi 6= ∅. In the latter case, we set
~ωmi,0 := ~ν
m
i, 1
2
=
( ~Xmi,1 − ~Xmi,0)⊥
hm
i, 1
2
, ~ωmi,Ni := ~ν
m
i,Ni− 12
=
( ~Xmi,Ni − ~Xmi,Ni−1)⊥
hm
i,Ni− 12
. (3.80)
We set ~ωm := (~ωm1 , . . . , ~ω
m
NC
) with ~ωmi (q
i
j) = ~ω
m
i,j .
Discrete scheme
In the following, we always assume that the mild assumption (A) holds for ~Xm, m =
0, . . . ,M − 1.
We propose the following discrete scheme: Let ~X0 ∈ V h be a given parameterization of
a polygonal curve network Γ0 which satisfies the attachment condition at triple junctions, in
detail ~X0ik,1(q
ik,1
jk,1
) = ~X0ik,2(q
ik,2
jk,2
) = ~X0ik,3(q
ik,3
jk,3
) for k = 1, . . . , NT . For m = 0, . . . ,M − 1, find
δ ~Xm+1 ∈ V h∂( ~Xm), κm+1 ∈W h such that
〈δ
~Xm+1
τm
, χ ~νm〉hm − σ〈κm+1, χ〉hm = 〈Fm, χ〉hm, ∀χ ∈W h, (3.81a)
〈κm+1 ~νm, ~η〉hm + 〈∇s ~Xm+1,∇s~η〉m = 0, ∀~η ∈ V h∂( ~Xm), (3.81b)
is satisfied with ~Xm+1 := δ ~Xm+1 + ~Xm and Fm = (Fm1 , . . . , F
m
NC
) ∈ W h. Here, Fmi , i =
1, . . . , NC , is the piecewise linear function uniquely given by F
m
i (q
i
j) := Fi(
~Xmi,j) for j =
ji0, . . . , Ni. The function Fi : Γi → R, i = 1, . . . , NC , is the external forcing term defined
in (3.34) or the forcing term defined in (3.46b), (3.54b), (3.57b) in the case of color images.
Coefficients like ck(tm), for k = 1, . . . , NR, are replaced by discrete counterparts c
m
k . We will
later state how the coefficients cmk are computed in practice.
Note, that the finite element scheme (3.81) is the discrete analogue of (3.39).
Lemma 3.3. Let δ ~Xm+1 = ~Xm+1 − ~Xm ∈ V ∂( ~Xm) and κm+1 ∈ W h be a solution of the
scheme (3.81). Then, the attachment conditions at triple junctions (3.36a) and at boundary
intersection points (3.37a) hold and for hm → 0, Young’s law (3.36b) and the angle condition
at boundary intersection points (3.37b) are satisfied.
Proof. The attachment conditions are satisfied by δ ~Xm+1 ∈ V ∂( ~Xm), the definition of ~Xm+1
and the precondition ~X0ik,1(q
ik,1
jk,1
) = ~X0ik,2(q
ik,2
jk,2
) = ~X0ik,3(q
ik,3
jk,3
) for k = 1, . . . , NT .
Consider a triple junction ~Λk ∈ Ω, k ∈ {1, . . . , NT }. Choose ~η = (~η1, . . . , ~ηNC ) ∈ V h∂( ~Xm)
with ~ηi(q
i
j) = ~eα for i = ik,l, j = jk,l, l = 1, 2, 3, and ~ηi(q
i
j) = ~0 else, where ~eα, α = 1, 2, are
the standard basic vectors in R2. For ease of illustration, we assume jk,l = 0 for l = 1, 2, 3,
i.e. the starting points of the three curves meet at the triple point. Testing (3.81b) with ~η
leads to
0 =
3∑
l=1
1
2
hm
ik,l,
1
2
κm+1ik,l (q
ik,l
0 )~ν
m
ik,l,
1
2
−
~Xm+1ik,l (q
ik,l
1 )− ~Xm+1ik,l (q
ik,l
0 )
hm
ik,l,
1
2
 .
Considering hm → 0 results in Young’s law
0 =
3∑
l=1
~τm+1ik,l (
~Λk),
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as the first term is of order 1 w.r.t. hm and
(
~Xm+1ik,l (q
ik,l
1 )− ~Xm+1ik,l (q
ik,l
0 )
)
/hm
ik,l,
1
2
approximates
the tangent vector ~τm+1ik,l (
~Λk) at ~Λk.
Consider a boundary intersection point ~Qk ∈ ∂Ω, k ∈ {1, . . . , NI}. Choose ~η = (~η1, . . . , ~ηNC )
∈ V h∂( ~Xm) with ~ηi(qij) = ~n∂Ω( ~Qk)⊥ for i = iI,k and j = jI,k and ~ηi(qij) = ~0 else. Again for
ease of illustration, we assume jI,k = 0, i.e. we assume that the boundary intersection point
is the starting point of the curve. Testing (3.81b) with ~η leads to
0 =
1
2
hm
iI,k,
1
2
κm+1iI,k (q
iI,k
0 )~ν
m
iI,k,
1
2
. ~n∂Ω( ~Qk)
⊥ −
~Xm+1iI,k (q
iI,k
1 )− ~Xm+1iI,k (q
iI,k
0 )
hm
iI,k,
1
2
. ~n∂Ω( ~Qk)
⊥.
Considering hm → 0 results in the 90 degrees angle condition
0 = ~τm+1iI,k (
~Qk) . ~n∂Ω( ~Qk)
⊥,
since the first term is of order 1 w.r.t. hm and the fraction in the second term approximates
the tangent vector of the curve at ~Qk.
Before we proceed to prove existence and uniqueness of a solution of the scheme (3.81),
we make the following very mild assumptions, see also Barrett et al. (2007a,b).
(A1) Let i ∈ {1, . . . , NC}. If ∂Γmi = ∅, we assume that dim span{~ωmi,j}Nij=1 = 2.
(A2) For each k ∈ {1, . . . , NT }, we assume that dim span{{~ωmik,l,j}
Nik,l−1
j=1 }3l=1 = 2.
(A3) For each k ∈ {1, . . . , NI}, let j∗I,k = 1 if jI,k = 0 and j∗I,k = NiI,k − 1 if jI,k = NiI,k . We
assume ~XmiI,k(q
iI,k
j∗I,k
) 6∈ ∂Ω.
Remark 3.4. From assumption (A3), we obtain dim span{~νmiI,k,jI,k± 12 , ~n∂Ω(
~Qk)} = 2, where
the sign + is chosen in the case jI,k = 0 and − is chosen in the case jI,k = NiI,k .
The assumptions are only violated in rare cases, cf. Barrett et al. (2007b): If a closed
curve has no self-intersections, then (A1) always holds. A sufficient condition for (A2) to
hold is that at least one of the three curves meeting at a triple junction is not a ”saw tooth”
like curve. Assumption (A3) holds if the contact angle between the polygonal curve and the
boundary of the image domain ∂Ω is non-zero.
Theorem 3.5. Let the assumptions (A), (A1)-(A3) hold. Then there exists a unique solution
(δ ~Xm+1, κm+1) ∈ V h∂( ~Xm)×W h to the system (3.81).
Proof. The system (3.81) is linear. Therefore, existence of a solution follows from its unique-
ness. To prove uniqueness, consider the following system: Find { ~X, κ} ∈ V h∂( ~Xm)×W h such
that
〈 ~X, χ~νm〉hm − στm〈κ, χ〉hm = 0, ∀χ ∈W h, (3.82a)
〈κ~νm, ~η〉hm + 〈∇s ~X,∇s~η〉m = 0, ∀~η ∈ V h∂( ~Xm). (3.82b)
We obtain choosing χ = κ ∈W h in (3.82a) and ~η = ~X ∈ V h∂( ~Xm) in (3.82b)
στm〈κ, κ〉hm + 〈∇s ~X,∇s ~X〉m = 0.
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From this equation, we conclude κ ≡ 0 and ~X ≡ ~Xc for a constant ~Xc = ( ~Xc1, . . . , ~XcNC ) ∈
(R2)NC with ~Xcik,1 = ~X
c
ik,2
= ~Xcik,3 for all k ∈ {1, . . . , NT } and ~XciI,k . ~n∂Ω( ~Qk) = 0 for all
k ∈ {1, . . . , NI}. Consequently, (3.82a) reduces to
〈 ~Xc, χ ~νm〉hm = 0, ∀χ ∈W h. (3.83)
We now choose χ = χi,j ∈ W h, i ∈ {1, . . . , NC}, j ∈ {ji0, . . . , Ni}. Using the definitions of
〈. , .〉hm and ~ωmi,j yields
~Xci . ~ω
m
i,j = 0. (3.84)
For closed curves Γmi ,
~Xci = ~0 follows from (3.84) and assumption (A1). For an open curve
Γmi , the boundary nodes belong to either a triple junction or to a boundary intersection point
in our setup.
Consider the case that one of the boundary nodes of Γmi belong to a triple junction
~Λk,
k ∈ {1, . . . , NT }, i.e. i = ik,l for l ∈ {1, 2, 3}. From ~Xcik,1 = ~Xcik,2 = ~Xcik,3 and (3.84), we get
~Xcik,1 . ~ω
m
ik,l,j
= 0 for all l = 1, 2, 3, j = 1, . . . , Nik,l − 1. (3.85)
With assumption (A2), it follows that ~Xcik,1 = ~0 and thus ~Xci = ~0.
Let ∂Γmi intersect with the outer boundary ∂Ω at
~Qk, k ∈ {1, . . . , NI}. Let j = jI,k ∈
{0, Ni}. Without loss of generality, assume jI,k = Ni. Choosing χ = χi,Ni in (3.83) yields
that ~Xci . ~ν
m
i,Ni− 12
= 0. Since ~X ∈ V h∂( ~Xm), we have ~Xci . ~n∂Ω( ~Qk) = 0, and using assumption
(A3), we can conclude ~Xci = ~0.
3.3.2 Solution of the Discrete System
A function φ = (φ1, . . . , φNC ) ∈ W h is piecewise linear and is therefore uniquely given by
φi,j := φi(q
i
j), i = 1, . . . , NC , j = j
i
0, . . . , Ni, where j
i
0 = 1 if Γ
m
i is closed and j
i
0 = 0 else.
Using the standard basis of W h, we can write φ =
∑NC
i=1
∑Ni
j=ji0
φi,jχi,j . In the following, we
make use of a slight abuse of notation and consider φ = (φ1, . . . , φNC ) as an element of RN ,
with N =
∑NC
i=1N
∗
i , where N
∗
i = Ni for closed curves and N
∗
i = Ni + 1 for open curves. For
i = 1, . . . , NC we write φi = (φi,ji0
, . . . , φi,Ni) ∈ RN
∗
i . Thus, we consider a function in W h
as a vector of its coefficients with respect to the standard basis of W h. Similarly, a function
~φ = (~φ1, . . . , ~φNC ) ∈ V h can be interpreted as a vector of its coefficients, i.e. as a vector in
(R2)N , in detail ~φi = (~φi,ji0 , . . . ,
~φi,Ni) ∈ (R2)N
∗
i .
Consequently, we consider κm+1 ∈ W h and ~Xm, ~Xm+1 ∈ V h as elements in RN and
(R2)N . Furthermore, we introduce an Euclidean space associated with V h∂( ~Xm):
X :=
{
(~z1, . . . , ~zNC ) ∈ (R2)N : [~zik,1 ]jk,1 = [~zik,2 ]jk,2 = [~zik,3 ]jk,3 , k = 1, . . . NT ,
and [~ziI,k ]jI,k . ~n∂Ω(
~XmiI,k,jI,k) = 0, k = 1, . . . , NI
}
,
where ~zi ∈ (R2)N∗i and [~zi]j ∈ R2 is the jth component of the vector ~zi. We consider
δ ~Xm+1 = ~Xm+1 − ~Xm ∈ X. For later use, let ~P : (R2)N → X denote the orthogonal
projection onto the space X. Note, that X depends on ~Xm. However, for simplicity, we do
not use this dependency in the notation.
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In order to state a matrix formulation for the discrete system (3.81), we introduce the
following matrices:
M :=

M1 · · · 0
...
. . .
...
0 . . . MNC
 , ~N :=

~N1 · · · 0
...
. . .
...
0 . . . ~NNC
 , ~A :=

~A1 · · · 0
...
. . .
...
0 . . . ~ANC
 ,
where M i ∈ RN∗i ×N∗i , ~N i ∈ (R2)N∗i ×N∗i , ~Ai ∈ (R2×2)N∗i ×N∗i , i = 1, . . . , NC , are defined by
M ijl := 〈χi,j , χi,l〉hm, ~N ijl := 〈χi,j , χi,l ~νm〉hm, ~Aijl := 〈∇sχi,j ,∇sχi,l〉m ~Id2,
where ~Id2 ∈ R2×2 denotes the identity matrix.
Further, we define bm = (bm1 , . . . , b
m
NC
) ∈ RN by
bmi = (b
m
i,ji0
, . . . , bmi,Ni), with b
m
i,j := 〈Fmi , χi,j〉hm, j = ji0, . . . , Ni, (3.86)
for i = 1, . . . , NC . Recall that F
m = (Fm1 , . . . , F
m
NC
), where Fmi := (F
m
i,ji0
, . . . , Fmi,Ni) ∈ RN
∗
i
and Fmi,j := F
m
i (q
i
j) is the external forcing term evaluated at the node
~Xmi,j .
We can rewrite the discrete system (3.81) to the following linear system: Find κm+1 ∈ RN ,
δXm+1 ∈ X such that(
−στmM ~NT ~P
~P ~N ~P ~A~P
)(
κm+1
δ ~Xm+1
)
=
(
τmb
m
−~P ~A ~Xm
)
, (3.87)
The attachment condition at triple junctions and boundary intersection points are satisfied
by δXm+1 ∈ X on assuming that ~X0 fulfills the attachment condition at triple junctions.
Note that ~P T = ~P and ~P is the identity on X.
As M is non-singular, (3.87) can be reformulated as
κm+1 =
1
στm
M−1
(
~NT ~P δ ~Xm+1 − τmbm
)
, (3.88a)(
~P ~A~P +
1
στm
~P ~NM−1 ~NT ~P
)
δ ~Xm+1 =
1
σ
~P ~NM−1bm − ~P ~A ~Xm, (3.88b)
by applying a Schur complement approach. The linear equation (3.88b) can be solved with
an iterative solver, for example, with the method of conjugate gradients with possible pre-
conditioning, or with a direct solver for sparse matrices.
Under the assumptions (A1)-(A3) the system matrix in (3.88b) is symmetric and positive
definite as a mapping X→ X. Hence, there exists a unique solution δXm+1 ∈ X.
3.3.3 Equivalent Finite Difference Scheme
The linear system (3.87) can also be derived by following a finite difference approach. The
finite element formulation (3.81) is based on the weak scheme (3.39). The finite difference
scheme, introduced in this section, is a fully discrete scheme where the spatial and time
derivatives in (3.35) are replaced by difference quotients.
As for the finite element scheme, let κm+1i and
~Xm+1i be piecewise linear and defined
by their values at the nodes qij , i = 1, . . . , NC , j = j
i
0, . . . , Ni. Let ~ω
m+1
i,j be a discrete
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normal vector field defined as in (3.79) and (3.80). As in Section 3.3.2, we consider δ ~Xm+1 =
~Xm+1 − ~Xm as an element in (R2)N and κm+1 as an element in RN with N = ∑NCi=1N∗i ,
N∗i = Ni for closed curves and N
∗
i = Ni + 1 for open curves.
We propose the following approximation for the equation (3.35a):
1
τm
δ ~Xm+1i,j . ~ω
m
i,j = σκ
m+1
i,j + F
m
i,j , (3.89)
for i = 1, . . . , NC , j = j
i
0, . . . , Ni. Again, F
m
i,j := Fi(
~Xmi,j) denotes the external forcing term
evaluated at ~Xmi,j .
In order to propose a finite difference approximation of (3.35b), we need to define an
approximation of ~xss(q
i
j , tm+1). For i = 1, . . . , NC and j = 1, . . . , Ni if Γ
m
i is closed, and for
j = 1, . . . , Ni − 1 if Γmi is not closed, we set
∆h,m2
~Xm+1i,j :=
2
hm
i,j− 1
2
+ hm
i,j+ 1
2
 ~Xm+1i,j+1 − ~Xm+1i,j
hm
i,j+ 1
2
−
~Xm+1i,j − ~Xm+1i,j−1
hm
i,j− 1
2
 . (3.90)
In the case of equal spatial step sizes hm
i,j− 1
2
= hm
i,j+ 1
2
=: hmi , the term reduces to (
~Xmi,j−1 −
2 ~Xmi,j +
~Xmi,j+1)/((h
m
i )
2).
An approximation of (3.35b) is given by
κm+1i,j ~ω
m
i,j = ∆
h,m
2
~Xm+1i,j , (3.91)
for i = 1, . . . , NC , j = 1, . . . , Ni in the case of closed curves and for j = 1, . . . , Ni−1 in the case
of open curves. Further, we request δ ~Xm+1 to lie in X, such that the attachment conditions
at triple junctions and boundary intersection points are satisfied. Again, let ~P : (R2)N → X
denote the orthogonal projection onto the space X.
By recalling the definitions of M , ~N , ~A, bm, 〈 . , . 〉m and 〈 . , . 〉hm, the linear scheme (3.87)
includes (3.89) and (3.91). To show that, we multiply (3.89) and (3.91) with 12(h
m
i,j− 1
2
+hm
i,j+ 1
2
)
for i = 1, . . . , NC and for j = 1, . . . , Ni in the case of closed curves and for j = 1, . . . , Ni − 1
in the case of open curves. For an open curve Γmi , we multiply (3.89) with
1
2h
m
i, 1
2
for j = 0
and with 12h
m
i,Ni− 12
for j = Ni.
Young’s law at triple junctions and the 90◦ angle condition at the image boundary can
be shown for the discrete curves from the linear scheme (3.87) as in Lemma 3.3.
Vice versa, we can also obtain the linear system (3.87) from a finite difference approach
by using (3.89) and (3.91) and the conditions at triple junctions and boundary intersection
points. For details, we refer to Benninghoff and Garcke (2014), where the matrix entries of
M , ~N , ~A and the components of bm are defined without using 〈 . , . 〉m and 〈 . , . 〉hm.
To sum up, the linear system (3.87) can be obtained not only by a finite element approx-
imation but also by a finite difference approximation.
3.3.4 Semidiscrete Scheme
In this section, we consider a scheme which is discrete in space and continuous in time.
Therefore, let ~X = ( ~X1, . . . , ~XNC ) and κ = (κ1, . . . , κNC ) with
~Xi : Ii × [0, T ] → R2, and
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κi : Ii × [0, T ] → R, i = 1, . . . , NC , such that ~X( . , t) and κ( . , t) are piecewise linear on
[qij−1, q
i
j ], j = 1, . . . , Ni, for each t ∈ [0, T ]. We make use of a similar notation as in the fully
discrete case by just omitting the superscripts m and m+1. All quantities are time-dependent
in this section. To be precise, we set
~Xi,j := ~Xi(q
i
j), κi,j = κi(q
i
j), hi,j− 1
2
= ‖ ~Xi,j − ~Xi,j−1‖
and a normal vector field is given by
(~νi)|[qij−1,qij ] := ~νi,j− 12 :=
( ~Xi,j − ~Xi,j−1)⊥
hi,j− 1
2
. (3.92)
A node-wise weighted normal is defined by
~ωi,j :=
hi,j− 1
2
~νi,j− 1
2
+ hi,j+ 1
2
~νi,j+ 1
2
hi,j− 1
2
+ hi,j+ 1
2
=
( ~Xi,j+1 − ~Xi,j−1)⊥
hi,j− 1
2
+ hi,j+ 1
2
, (3.93)
for i = 1, . . . , NC and j = 1, . . . , Ni if ∂Γi = ∅ and for j = 1, . . . , Ni−1 if ∂Γi 6= ∅. If ∂Γi 6= ∅,
we set
~ωi,0 := ~νi, 1
2
=
( ~Xi,1 − ~Xi,0)⊥
hi, 1
2
, ~ωi,Ni := ~νi,Ni− 12 =
( ~Xi,Ni − ~Xi,Ni−1)⊥
hi,Ni− 12
. (3.94)
We define the following difference quotient for non-boundary nodes
∆h2
~Xi,j :=
2
hi,j− 1
2
+ hi,j+ 1
2
(
~Xi,j+1 − ~Xi,j
hi,j+ 1
2
−
~Xi,j − ~Xi,j−1
hi,j− 1
2
)
. (3.95)
We now state a result which demonstrates that the semidiscrete scheme leads to equidis-
tributed meshes:
Lemma 3.6. The semidiscrete scheme
( ~Xi,j)t . ~ωi,j = σκi,j + Fi,j , (3.96a)
κi,j ~ωi,j = ∆
h
2
~Xi,j , (3.96b)
for i = 1, . . . , NC , j = 1, . . . , Ni if Γi is open, and for j = 1, . . . , Ni−1 if Γi is closed, provides
an equidistribution of the mesh points along those parts of the curves Γi which are not locally
flat.
Proof. (cf. also Barrett et al. (2007b)) We insert the definitions of ~ωi,j and ∆
h
2
~Xi,j in (3.96b)
and obtain
κi,j
( ~Xi,j+1 − ~Xi,j−1)⊥
hi,j− 1
2
+ hi,j+ 1
2
=
2
hi,j− 1
2
+ hi,j+ 1
2
(
~Xi,j+1 − ~Xi,j
hi,j+ 1
2
−
~Xi,j − ~Xi,j−1
hi,j− 1
2
)
.
Taking the inner product with ~Xi,j+1 − ~Xi,j−1 on both sides leads to
0 =
(
~Xi,j+1 − ~Xi,j
hi,j+ 1
2
−
~Xi,j − ~Xi,j−1
hi,j− 1
2
)
.
(
~Xi,j+1 − ~Xi,j−1
)
. (3.97)
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Writing ~Xi,j+1 − ~Xi,j−1 = ~Xi,j+1 − ~Xi,j + ~Xi,j − ~Xi,j−1 implies
0 = hi,j+ 1
2
+
~Xi,j+1 − ~Xi,j
hi,j+ 1
2
.
(
~Xi,j − ~Xi,j−1
)
−
~Xi,j − ~Xi,j−1
hi,j− 1
2
.
(
~Xi,j+1 − ~Xi,j
)
− hi,j− 1
2
.
Multiplying with hi,j+ 1
2
hi,j− 1
2
and summarizing the firth with the forth and the second with
the third term provides
0 = (hi,j− 1
2
− hi,j+ 1
2
)
[
( ~Xi,j+1 − ~Xi,j) . ( ~Xi,j − ~Xi,j−1)− hi,j+ 1
2
hi,j− 1
2
]
.
This equation is true if either
hi,j+ 1
2
= hi,j− 1
2
, i.e. ‖ ~Xi,j+1 − ~Xi,j‖ = ‖ ~Xi,j − ~Xi,j−1‖ (3.98)
or
( ~Xi,j+1 − ~Xi,j) ‖ ( ~Xi,j − ~Xi,j−1) (3.99)
holds. Consequently, two neighbor line segments of the polygonal curve Γi have either the
same length or the three node points ~Xi,j−1, ~Xi,j , ~Xi,j+1 lie on one straight line.
Remark 3.7. The equidistribution of mesh points can also be derived by considering a con-
tinuous in time, semidiscrete finite element scheme, cf. Barrett et al. (2007b):
〈 ~Xt, χ ~ν〉h − σ〈κ, χ〉h = 〈F, χ〉h, ∀χ ∈W h, (3.100a)
〈κ~ν, ~η〉h + 〈∇s ~X,∇s~η〉 = 0, ∀~η ∈ V h∂ , (3.100b)
where
V h∂ :=
{
(~η1, . . . , ~ηNC ) ∈ V h : ~ηiI,k(ρI,k) . ~n∂Ω( ~XiI,k(ρI,k)) = 0, ∀k = 1, . . . , NI
}
. (3.101)
and the product 〈 . , . 〉(h) is defined as in (3.77) and (3.78) by replacing ~Xm by ~X( . , t) and
Γmi by the current polygonal curve Γi(t), i = 1, . . . , NC , t ∈ [0, T ].
Testing (3.100b) with ~η = χi,j (~ωi,j)
⊥, i = 1, . . . , NC , j = 1, . . . , Ni if ∂Γi = ∅ and
j = 1, . . . , Ni − 1 else, leads to (3.97).
For the fully discrete scheme we cannot prove the equidistribution of mesh points. How-
ever, practical experiments show that the nodes are well distributed, and therefore no local
refinement or coarsening strategy need be developed. As a curve can grow and shrink during
the evolution, a global refinement or coarsening is recommended, see Section 3.3.6.
3.3.5 Topology Changes
During the evolution of curves the following topology changes can occur:
• splitting of a curve into two curves,
• merging of two curves into a single curve,
• emergence of a triple junction,
• emergence of a boundary intersection point, and
• deletion of a curve.
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Also two or more topology changes can occur at the same time like, for example, splitting of
a curve at different locations.
If triple junctions are detected after a touch of two curves, a new curve will be created.
Similarly, if a curve length shrinks, the curve has to be deleted. If the curve connects two
triple junctions, the triple junctions will also be deleted, and other curves which previously
ended at the junctions have to be adapted. Therefore, the number of curves NmC , the number
of nodes Nmi , i = 1, . . . N
m
C , the number of triple junctions N
m
T , and the number of boundary
intersection points NmI are time-dependent.
Using a parametric approach, topology changes are not automatically handled, in con-
trast to level set methods for example. Using the level set method, some topology changes
like splitting, merging, deletion of curves and intersection with the image boundary are han-
dled automatically without the need of an additional routine. With a parametric approach,
topology changes can be interpreted as singularities, cf. Deckelnick et al. (2005). We propose
a method for continuing after such singularities occur. The detection of the topology changes
used in this work is close to the method proposed by Balazˇovjech et al. (2012); Mikula and
Urba´n (2012), who consider a two-phase setup with one interfacing curve without triple junc-
tions and boundary intersections. We generalize their approach such that multiple phases
with junctions and boundary points also can be dealt with.
Figure 3.8 shows a diagram of the algorithm for detecting topology changes. To detect
a change in topology, we construct a uniform background grid which covers the rectangular
image domain Ω. The grid size a > 0 can be adaptively chosen; for example, it can be
set according to the minimum or average distance between two neighbor node points of the
polygonal curves. Alternatively, a can be chosen dependent on the maximum norm of the
position deviation max{‖δXm+1i,j ‖ , i = 1, . . . , NC , j = 0, . . . , Nmi }. This choice of a ensures
that the algorithm is robust with respect to the choice of the time step size. By using a large
grid size a, large time step sizes also can be dealt with. The grid can be stored as a sparse
matrix or two-dimensional array, where the elements correspond to squares of the grid of size
a× a. Using a background grid, topology changes can efficiently be detected in two steps.
(i) For i = 1, . . . , NmC and j = 0, . . . , N
m
i , we initialize the square in which
~Xmi,j lies with
(−1,−1). If the square is close to the boundary ∂Ω, the node is marked as a boundary
intersection point. Therefore, it is stored in a list for boundary intersection points such
that we can handle several topology changes at once.
(ii) In a second loop, we again consider for i = 1, . . . , NmC and j = 0, . . . , N
m
i the corre-
sponding square of the grid. If the square is marked with (−1,−1), the square marking
is overwritten with (i, j). If the square has already been marked with (i1, j1), a topol-
ogy change is likely to occur close to the nodes. If i = i1 and if the two nodes are
direct neighbor points or have a common neighbor, no topology change is detected.
Otherwise, a set of a limited number n of neighbor nodes around each ~Xmi,j and
~Xmi1,j1
is considered. Since each of the two sets contains only n nodes, the pair (i, j∗) and
(i1, j
∗
1) with the smallest distance can be quickly found. In practice, n = 5 is a good
choice. If i = i1, a splitting of the curve Γ
m
i occurs and the pair (i, j
∗) and (i1, j∗1)
is stored in a list for splitting points. If i 6= i1, we consider k+(i), k−(i), k+(i1) and
k−(i1), i.e. the indices of the regions Ωk, k ∈ {1, . . . , NR}, separated by Γmi and Γmi1 ,
respectively. Recall that the normal ~νmi at the curve Γ
m
i points from k
−(i) to k+(i). If
k+(i) = k+(i1) and k
−(i) = k−(i1), the two curves separate the same two regions and
a merging of the two curves occurs. The pair is stored in a list for merging points. We
exclude the case k+(i) = k−(i1) and k−(i) = k+(i1), as this situation can never occur
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Figure 3.8: Illustration of the detection of topology changes.
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Figure 3.9: Left: Detection of splitting of a curve Γm1 near the nodes 7 and 23, cf. Balazˇovjech
et al. (2012) (Fig. 2.2) and Mikula and Urba´n (2012) (Fig. 2). Right: Splitting of the curve
into two curves.
when taking care of the orientation of the initial curves. In the case of k+(i) 6= k+(i1)
or k−(i) 6= k−i1), triple junctions occur and the pair of nodes is stored in a list for
triple junctions.
Topology changes can thus be detected efficiently by performing only two loops over all
mesh points. Consequently, the computational effort for detecting topology changes remains
small; more precisely it is O(N). The algorithm can handle several topology changes at once.
The lists of split, merge, triple, and boundary points can be sequentially considered. In the
case of splitting and merging of curves, the neighbor relation is modified by connecting node
j∗ with j∗1 + 1 and node j∗1 with j∗ + 1.
Figure 3.9 presents an example where a curve splits into two single curves: The node
(1, 23) lies in a square which has been previously marked with (1, 7) (left subfigure). Among
the mesh points in a neighborhood of (1, 7) and in a neighborhood of (1, 23), the pair (1, 6)
and (1, 24) is identified as the pair of nodes with smallest distance. The neighbor relationships
at (1, 6) and (1, 24) need to be modified as shown in Figure 3.9 (right). To prevent another
splitting and merging near the same point in Ω, a square can be blocked for new topology
changes for some time steps after a topology change has taken place.
If a boundary point occurs, the point is first projected orthogonally to the boundary ∂Ω
and is then duplicated. If the previous curve is closed, the curve becomes an open curve. If
the curve has already been an open curve, it is separated into two single curves. The two
boundary nodes, the detected node and its duplication, are the end point of one curve and
Γmi Γ
m
i1
Γmi Γ
m
i1
Γmi Γ
m
i1
ΓmNmC +1
Figure 3.10: Conversion of a quadruple junction to a network with two triple junctions.
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Figure 3.11: Quadruple junction and several possibilities for continuation.
the first point of the second curve. They are allowed to move away from each other along
∂Ω in the next time steps. Similarly, the complementary situation can be handled. An open
curve can become a closed curve if the two boundary points are too close to each other, i.e.
lie in the same square of the background grid. Two curves can merge if their boundary points
are too close to each other. Again, the square where a boundary intersection has taken place
can be blocked for a few time steps.
In the case of triple junctions, the topology change is handled as follows: As an inter-
mediate step, a quadruple junction emerges at the point where Γmi and Γ
m
i1
touch. The
quadruple junction is replaced by two triple junctions connected with a small curve, see Fig-
ure 3.10. The small curve consists of only two initial points, namely 0.5( ~Xmi,j∗ +
~Xmi1,j∗1
) and
0.5( ~Xmi,j∗±1 + ~X
m
i1,j∗1±1), where the sign ± is chosen according to the orientation of the curves.
Within the next time steps, the new curve can grow and new nodes are inserted by some
global refinements, cf. Section 3.3.6.
The algorithm can also handle complex cases with more than one topology change at the
same time. Some exemplary cases are discussed in Appendix 3.A.
Another group of topology changes occur when a curve’s length falls below a minimum
length. If the curve is closed or if its two boundary nodes both lie on ∂Ω, it is directly
deleted. If both end nodes belong to triple junctions, the curve is deleted and an intermediate
quadruple junction occurs. Dependent on the phase indices of the adjacent regions Ωk,
k ∈ {1, . . . , NR}, and of the previous curve network, there are different ways of continuing,
see Figure 3.11. If a curve is marked for deletion with one boundary belonging to a triple
junction and one boundary located at ∂Ω, the curve and the triple junction are deleted.
Further, the boundary points of the remaining two curves which have met at the triple
junction are projected to the boundary ∂Ω. In the next time steps, they are allowed to move
away from each other.
3.3.6 Additional Computational Aspects
Computations of regions and coefficients
As the curves evolve in time, an approximation Ωmk of the regions Ωk(tm) and an approxi-
mation cmk of the coefficients ck(tm) (cf. (3.23)), k = 1, . . . , NR, have to be computed. As
the image function is locally constant at the pixels, we assign each pixel to a phase Ωmk . If a
pixel is truncated by a curve, it is assigned to the phase to which the largest part belongs.
In the rare case, that a pixel is truncated by a curve Γmi in two parts of equal size, the pixel
is assigned either to Ωmk+(i) or Ω
m
k−(i).
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We first consider the case of a scalar, gray-scaled image with image function u0 : Ω→ R.
Let Smk be the set of n
m
k pixels belonging to Ω
m
k . Then the approximation c
m
k is set to
cmk :=
Cmk
nmk
, Cmk :=
∑
pix∈Smk
u0|pix. (3.102)
The entire image domain needs to be considered only for m = 0. As the curves move only
slightly from one time step to the next, the regions Ωmk and the coefficients c
m
k need to be
updated considering only a small environment of the curves. This results in a very efficient
computation of the regions and the coefficients. As the normal ~νmi points from Ω
m
k−(i) to
Ωmk+(i), the pixels close to the curve Γ
m
i are assigned to the phase k
+(i) or k−(i), respectively.
As initialization we set nmk = n
m−1
k and C
m
k = C
m−1
k for k = 1, . . . , NR. For i = 1, . . . , N
m
C ,
all pixels in an environment of Γmi are subsequently considered. Let a pixel pix be assigned
to phase k ∈ {k+(i), k−(i)} and let l 6= k be the former phase index of the pixel. We set
nmk = n
m
k + 1, n
m
l = n
m
l − 1, Cmk = Cmk + u0|pix, Cml = Cml − u0|pix. (3.103)
After having considered all pixels close to the curves, the coefficients are set to cmk = C
m
k /n
m
k
for k = 1, . . . , NR.
Similarly, the coefficients in the case of colored images can be computed. The coefficients
are all means or normalized means of the corresponding component of the image function. In
the case of CB or HSV color space, the value of a given RGB image ~u0|pix needs to be first
transformed to the CB and HSV color. If image components lie on S1 or S2, the computation
needs to be slightly modified: For example, in the case of the HSV space, the hue coefficients
are computed by ~hmk =
~Hmk /‖ ~Hmk ‖ with ~Hmk =
∑
pix∈Smk
~h0|pix, where ~h0 : Ω→ S2 is the hue
component of the image (cf. (3.56)).
Global refinement-coarsening strategy
We propose a simple global refinement and coarsening strategy. The lengths |Γmi | of the
polygonal curves Γmi , i = 1, . . . , NC , have been already computed since the length is used
as criterion to delete a curve, recall Section 3.3.5. As in the notation above, let Nmi be
the (time-dependent) number of nodes belonging to the curve Γmi . If the term |Γmi | /Nmi is
smaller than a threshold lmin > 0, we perform a global coarsening, i.e. we delete every second
node of the polygonal curve which is not an endpoint. If |Γmi | /Nmi > lmax for a threshold
lmax > lmin, we perform a global refinement of the curve discretization by inserting a new
node between two neighbor nodes.
Adaptive choice of weighting parameter σ
We can use a constant parameter σ which weights the curvature term in (3.35a). Alter-
natively, the parameter can be set adaptively: For this, the internal (or perimeter) energy
σ|Γ| in the energy functional (3.20) is set to a certain percentage of the external energy
E(Γ, c1, . . . , cNR) − σ|Γ|. This percentage is called the σ-factor for short. The energies and
the new value for σ need not be updated at each time step. In the results presented in Section
3.4, the factor σ is computed either every 10th or every 50th time step.
Setting σ|Γ| to a certain percentage of the external energy provides robustness with respect
to noise: If the noise is high, the external energy will be large, and the weight σ will be set
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larger compared to small noise. Thus, in the case of high noise, a large value of σ provides
sufficient smoothness of the curve. The percentage of the external energy (σ-factor) can be
set according to the desired scale of features that should be detected. The σ-factor will be
chosen smaller if smaller features should be resolved.
Time step control
The computed energy can also be used to implement a simple time step size control: Let
∆t = τm denote the (possibly variable) time step size. Let Erel(m) denote the external
energy at time step tm divided by the external energy at t0. We compare the current relative
energy Erel(m) with the relative energy at time step m − ∆m, where ∆m is the number
of time steps between two computations of the energy, e.g. ∆m = 10. If the decrease
Erel(m−∆m)−Erel(m) is larger than a threshold ∆Emax, the time step size is decreased and
set to 0.5∆t. If the difference is smaller than a threshold ∆Emin (with ∆Emin < ∆Emax), the
time step size is increased and set to 2∆t. Thus we can speed up the image segmentation
when the energy decrease is getting too slow.
The energy decrease can also be used as a stopping criterion: If the energy difference is
less than a threshold ∆Edel, with ∆Edel  ∆Emax, the curve evolution is stopped and we
can assume that the image segmentation is finished.
3.3.7 Numerical Solution of the Image Restoration Scheme
In addition to the segmentation of the image, the algorithm provides a piecewise constant
approximation u =
∑NR
k=1 c
m
k χΩmk of u0. A piecewise smooth approximation can be obtained
by solving a discretization of the boundary value problem (3.43). For the bulk equations, a
finite difference approximation can be used. In this section, we describe in detail how the
diffusion equation with Neumann boundary conditions is solved numerically.
We consider a spatial discretization
Ωh := {(ih, jh) : i = 0, . . . , Nx, j = 0 . . . , Ny} , Nx, Ny ∈ N,
of the rectangular image domain Ω. As we have to solve an equation on each phase separately,
we define the discrete set Ωhk := Ω
h ∩ Ωmk . In the following, we consider k as fixed. We aim
at finding a function uh minimizing a discrete analogue of the energy (3.41).
We define for i = 1, . . . , Nx, j = 1, . . . , Ny
Ax(i, j) = area
((
[(i− 1)h, ih]× [(j − 1
2
)h, (j +
1
2
)h]
)
∩ Ωmk
)
,
Ay(i, j) = area
((
[(i− 1
2
)h, (i+
1
2
)h]× [(j − 1)h, jh]
)
∩ Ωmk
)
,
and for i = 0, 1, . . . , Nx, j = 0, 1, . . . , Ny
A(i, j) = area
(
([(i− 1
2
)h, (i+
1
2
)h]× [(j − 1
2
)h, (j +
1
2
)h]) ∩ Ωmk
)
,
where area denotes the two-dimensional Lebesgue measure.
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Figure 3.12: A possible region Ωmk .
We define the following discrete energy:
Ediscr,k(u
h) =
Nx∑
i=1
Ny∑
j=1
Ax(i, j)(uhi,j − uhi−1,j
h
)2
+Ay(i, j)
(
uhi,j − uhi,j−1
h
)2
+
Nx∑
i=0
Ny∑
j=0
λkA(i, j)
(
uhi,j − u0(ih, jh)
)2
, (3.104)
which is a discrete analogue of
∫
Ωk
(
(u2x + u
2
y) + λk(u− u0)2
)
dx. For each (ih, jh) ∈ Ωhk we
take the derivative with respect to uhi,j and set the resulting term to zero. This leads to a
linear system. Recall that Ωmk need not be rectangular. Geometries like the one shown in
Figure 3.12 can occur.
At interior nodes (ih, jh), we get the following equation considering the derivative with
respect to uhi,j :(
4 + λkh
2
)
uhi,j − uhi−1,j − uhi+1,j − uhi,j−1 − uhi,j+1 = λkh2u0(ih, jh).
At boundary points like (i1, j1), (i2, j2), (i3, j3), we get the following equations from (3.104):(
2 +
1
2
λkh
2
)
uhi1,j1 − uhi1+1,j1 −
1
2
uhi1,j1−1 −
1
2
uhi1,j1+1 =
1
2
λkh
2u0(i1h, j1h),
(3.105)(
1 +
1
4
λkh
2
)
uhi2,j2 −
1
2
uhi2+1,j2 −
1
2
uhi2,j2+1 =
1
4
λkh
2u0(i2h, j2h),(
3 +
3
4
λkh
2
)
uhi3,j3 − uhi3−1,j3 −
1
2
uhi3+1,j3 − uhi3,j3−1 −
1
2
uhi3,j3+1 =
3
4
λkh
2u0(i3h, j3h).
At boundary points we can derive the Neumann boundary conditions from the linear
equations considering the limit h→ 0. For example, rewriting (3.105) as
−u
h
i1+1,j1
− uhi1,j1
h
+
uhi1,j1 − uhi1,j1−1
2h
− u
h
i1,j1+1
− uhi1,j1
2h
=
1
2
λkh
(
u0(i1h, j1h)− uhi1,j1
)
and considering h→ 0 yields the Neumann boundary condition ux = 0.
In summary, we have a linear system which system matrix is sparse and strictly diagonally
dominant as λk > 0. Thus, the linear system has a unique solution.
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The pixel grid (h = 1) serves as natural grid for a spatial discretization. The numerical
solution uh is determined for all corner points of pixels. Consider a pixel in Ωmk with corner
points (i, j), (i− 1, j), (i− 1, j − 1), and (i, j − 1). Let pi,j be the center of the pixel. Then
a denoised image function is defined by
uh(pi,j)) =
1
4
(
uhi,j + u
h
i−1,j + u
h
i−1,j−1 + u
h
i,j−1
)
. (3.106)
Color images are denoised component-wise, i.e. each channel is treated like a scalar image.
As described in Section 3.2.8, we perform the image smoothing for m = M , i.e. as a
postprocessing step, when the region interfaces ΓMi match approximately with the edges of
the objects in the image. In this case, we obtain an edge-preserving image smoothing.
Curves with free endpoints
For contours with free endpoints, recall Section 3.2.10, we need to solve a discrete diffu-
sion equation to obtain an approximation u of u0 in each time step. The discrete diffusion
equations can be derived in a similar fashion as described above. In the situation of curves
with free boundaries, regions do not exist. A curve with free endpoints does not separate
two different regions/segments of the image. However, similar as for interface curves, the
image should also not be smoothed across the curves. Therefore, we define for i = 1, . . . , Nx,
j = 1, . . . , Ny
Ax(i, j) =
{
h2, if [(i− 1)h, ih]× {j} ∩ Γmi0 = ∅, ∀i0 ∈ {1, . . . , NC},
0, else.
Ay(i, j) =
{
h2, if {i} × [(j − 1)h, jh] ∩ Γmi0 = ∅, ∀i0 ∈ {1, . . . , NC},
0, else.
and A(i, j) = h2 for i = 0, 1, . . . , Nx, j = 0, 1, . . . , Ny. Thus we obtain a discrete energy
(3.104), where terms are excluded in the first sum in (3.104), where an intersection with one
of the curves Γmi0 , i0 = 1, . . . , NC occurs. Taking again the derivative with respect to u
h
i,j , we
can derive linear equations for each uhi,j .
Automatic setting of the parameter λ
In practice, it can be difficult to choose an appropriate value for the weighting parameters
λk, k = 1, . . . , NR. Usually, the choice is dependent on the noise of the original image.
For example, in case of high noise, u should not be too close to the original image u0 and
the smoothing term in the Mumford Shah energy should be weighted higher. Thus, the
parameters λk will be chosen small if the noise is high.
In case of equal parameters λ = λ1 = . . . = λNR , we propose the following method for an
automatic, iterative setting of the weighting parameter: Therefore, we fix Γ and define the
energies
E1(u) =
∫
Ω\Γ
‖∇u‖2 dx,
E2(u) =
∫
Ω
(u− u0)2 dx,
EMS,2(u) = E1(u) + λE2(u).
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Let λ(0) > 0 be an initial value for the weighting parameter. We set λk = λ
(0) for all region
indices k ∈ {1, . . . , NR} and solve the diffusion equation with Neumann boundary conditions
with finite differences as described above. Let u(0) be the solution.
Now, let α ∈ (0, 1) be fixed chosen. The objective is to find a parameter λ and a denoised
image function u such that
E1(u) = αE
MS,2(u) = α(E1(u) + λE2(u)), (3.107)
i.e. the energy E1 is a fixed portion (namely α) of the full energy E
MS,2.
This motivates to set the iterate λ(1) to
λ(1) :=
(1− α)E1(u(0))
αE2(u(0))
. (3.108)
The diffusion scheme is then solved again and the solution is denoted with u(1). Of course, the
energies E1 and E2 are replaced by their discrete counterparts for a practical computation,
recall (3.104).
The procedure of iterative setting of λ(i) is repeated until
|λ(i) − λ(i−1)| < tol, (3.109)
for a given tolerance value tol > 0 and i ≥ 1. In this case, we end setting λ = λ(i) and
u = u(i).
Concerning the computational effort, we need to solve the image restoration scheme sev-
eral times for different λ(i). However, using interface curves and piecewise constant approxi-
mations during the segmentation, the restoration is performed only as post-processing step.
From this point, the repeated solution of the restoration scheme until a final value for λ is
found is acceptable. For contours with free endpoints, however, the restoration scheme is
solved in each time step. In this case, a fixed value for λ should be chosen. Alternatively,
the parameter λ can be adjusted after a certain number of time steps (like every 50 steps,
for example).
3.3.8 Summary of the Image Processing Algorithm
In summing up, we propose the following algorithm for image segmentation. Given a set of
polygonal curves Γ0 = (Γ01, . . . ,Γ
0
NC
) and ~X0 = ( ~X01 , . . . ,
~X0NC ) with
~X0i (Ii) = Γ
0
i , perform
the following steps for m = 0, 1, . . . ,M − 1:
(i) Compute the regions Ωmk and the coefficients c
m
k , k = 1, . . . , NR, as described in Section
3.3.6. If necessary, compute an adaptive value for σ and an adaptive time step size ∆t,
cf. Section 3.3.6.
(ii) Compute bm as defined in (3.86) by using the coefficients cmk of step (i). Compute
~Xm+1 = ~Xm + δ ~Xm+1 by solving the linear equation (3.88b), see Section 3.3.2.
(iii) Check whether topology changes occur, see Section 3.3.5. In the case of a topology
change, except for a pure deletion of a curve, repeat steps (i) and (ii) nsub times with
a step size of τm/nsub and execute the topology change when it occurs in a substep.
After the occurrence of the topology change, the location around the involved nodes
is blocked for the remaining substeps. In the next main time step, the blocking is
removed.
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(iv) If necessary, perform global coarsening or refinement as described in Section 3.3.6.
The blocking in step (iii) is used to prevent, for example, an alternating splitting and
merging at the same location in the image. For example, after a splitting, the curves are
allowed to move away from each other. A merging of the new created curves should be
prevented at the location where the topology change occurred.
Having found a final segmentation of the image, a smooth approximation of the image is
computed as described in Section 3.3.7.
3.3.9 Adaptations for Free Endpoints
In Section 3.2.10, we presented the analytical framework for detection of edges with free
endpoints. The numerical method for image segmentation presented in this chapter can be
adapted for curves with free endpoints. In case of a curve with a free endpoint, the curve
is not an interface between two regions and the piecewise constant approximation cannot be
used.
Step (i) and (ii) in Section 3.3.8 are replaced by computing a piecewise smooth approxi-
mation u of u0 as described in Section 3.3.7. For F
m and thus bm, we do not use coefficients
like cmk since regions do not exist. Instead, we make use of the approximation u for computing
Fm. Consider i ∈ {1, . . . , NC}, j ∈ {ji0, . . . , Ni}. For a point which is not a free endpoint we
set
Fmi,j := λ
[
(u0( ~X
m
i,j)− u( ~Xmi,j + h~ωmi,j))2 − (u0( ~Xmi,j)− u( ~Xmi,j − h~ωmi,j))2
]
, (3.110)
with h > 0. As above, we use the notation Fm = (Fm1 , . . . , F
m
NC
) with Fmi = (F
m
i,ji0
, . . . , Fmi,Ni).
For a free endpoint, we compute δXm+1i,j by using discrete versions of (3.70), (3.72),
(3.74) and (3.75). We introduce the tangential vectors ~τmi,0 = (
~Xmi,1 − ~Xmi,0)/hi, 1
2
, and ~τmi,Ni =
( ~Xmi,Ni − ~Xmi,Ni−1)/hi,Ni− 12 . We approximate (3.70) by
1
τm
δ ~Xm+1i,0 . ~τ
m
i,0 = σ − µ
[|~τmi,0 . ~e1|(∇2hu(~z0,1))2 + |~τmi,0 . ~e2|(∇1hu(~z0,2))2] , (3.111)
Similarly, (3.72), (3.74) and (3.75) are approximated by discrete versions, replacing ~ν and ~τ
by ~ωmij and ~τ
m
i,j , respectively, where j ∈ {0, Ni} is the index of the free endpoint.
The main effort of this method compared to the Chan-Vese method for interface curves
is that we have to solve a two-dimensional diffusion equation several times during the seg-
mentation; not only as a postprocessing step. In the experiments described in Section 3.4,
we solve the bulk equation only every 10th iteration steps and use the image approximation
for the next 10 curve evolution steps.
In principle, topology changes can be detected similarly as for interface curves by using
an artificial background grid. In addition to the topology changes discussed in Section 3.3.5,
topology changes involving the free endpoints can occur. If two free endpoints of one curve
are located in one square of the background grid, an open contour becomes a closed contour.
If two free endpoints of two different curves meet, the two curves merge to one single curve,
and the former free endpoints become inner nodes of the new curve. If a free endpoint and
an inner point of a curve meet, a triple junction is created.
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As an alternative, we can start the segmentation using interface curves and the Chan-Vese
method with piecewise constant approximations. As a postprocessing step, we can consider
the derivatives of the image function in normal direction at the final curves (or the jump of the
image function across the curves). We replace interface curves by curves with free endpoints
if the derivatives in normal direction are locally very small. For that, we delete those parts
of a curve where the derivative is small which results in curves with free endpoints. Next,
we compute some steps of the segmentation method with free endpoints to obtain the final
contours.
Topology changes occur only in rare cases when using a postprocessing evolution of curves
with free endpoints. In most situations, topology changes were already detected in the
previous evolution. By applying the proposed technique it is possible to easily handle interface
curves and non-interface curves in one image.
3.4 Results
We apply the image segmentation and restoration method of Sections 3.2 and 3.3 on artificial
and real, gray-scaled and color images.
3.4.1 Implementation
The algorithms are implemented in MATLAB and tested with version MATLAB R2011b.
Some functions are written in C as so-called mexFunctions and can be called from MAT-
LAB routines. For example, a function for computing the regions (initial regions where all
pixels are affected, and update of the regions locally around the curves) and a function for
evaluating the external forcing term are written as mexFunctions.
The UMFPACK algorithm as MATLAB built-in routine is used to solve the linear equa-
tion (3.88b), see also Davis (2004).
The software can be configured using a parameter file. Internal, structures are used for
keeping information of the curve (structure Gamma), of the regions (structure Omega) and
of the image (structure Image).
3.4.2 Artificial Test Images
Two-phase image segmentation and restoration with noise and topology changes
In the first example, we consider a gray-scaled, noisy image showing the letters A, B and C.
Figure 3.13 shows the result of a segmentation of this image in two regions. The contours at
several time steps and the corresponding piecewise constant approximation given by (3.19),
i.e. u|Ωk = ck, k = 1, 2, are presented. The gray value in the region Ωk, k = 1, . . . , NR (here
NR = 2), is the mean of u0 in Ωk, recall (3.23).
In the first segmentation of this image, we use one single, closed initial curve placed in
the middle of the image which evolves in time according to the evolution equation (3.35a).
For the segmentation, we use the weighting parameters σ = 1 and λ = 20 and the time step
size ∆t = τm = 0.1. This example demonstrates the general behavior of the algorithm. In
particular, it demonstrates the detection of some topology changes. Here, the curve is split up
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Figure 3.13: Image segmentation of a noisy gray-scaled image with multiple objects to be
detected. Test 1: interior edges of the letter B are not detected. Parameters: ∆t = 0.1,
λ = 20, σ = 1. First row: Original image and contours for m = 1, 240, 450, 600. Second row:
Piecewise constant approximation.
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Figure 3.14: Image segmentation of a noisy gray-scaled image with multiple objects to be
detected. Test 2: choice of a too large weight for the curvature term. Parameters: ∆t = 0.1,
λ = 20, σ = 10. First row: Original image and contours for m = 1, 300, 600, 1000. Second
row: Piecewise constant approximation.
into four subcurves (two enclosing the letter A, one each for letter B and C). This experiment
also presents limitations of the segmentation when using only one single initial curve: The
interior contours of the letter B are not detected as they are enclosed by the initial contour.
In the second experiment, we increase the parameter σ which weights the curvature term
in (3.35a) to σ = 10 while keeping λ = 20 as in the first experiment. Figure 3.14 shows that
the curve is not split up since the large weight of the curvature term tries to keep the length
of the curve as small as possible. Finally, in a third experiment, we use two initial contours
and reset σ to 1, see Figure 3.15. In this case, even the initial contours of B are detected.
Merging and splitting of curves appear as topology changes.
Figure 3.16 compares the final piecewise smooth approximations of the image, cf. Sec-
tion 3.2.8 and 3.3.7, executed after the last iteration step. The partial differential equation
− 1λ∆u + u = u0 with Neumann boundary conditions is solved on each phase separately.
The initial contours of B, which are not detected in the first experiment, are smoothed out,
whereas the detected boundaries remain sharp, see Figure 3.16 (left). Since the segmenta-
tion has failed in the second experiment, the result of the image denoising is consequently
quite bad. In the third experiment, all edges and regions have been detected with success.
Consequently, all edges remain sharp in Figure 3.16 (right).
It has been demonstrated that the segmentation result is strongly dependent on the choice
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Figure 3.15: Image segmentation of a noisy gray-scaled image with multiple objects to be
detected. Test 3: use of two initial curves, detection also of the interior edges. Parameters:
∆t = 0.1, λ = 20, σ = 1. First row: Original image and contours for m = 1, 180, 300, 600.
Second row: Piecewise constant approximation.
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Figure 3.16: Comparison of the final smooth approximation with λk = 1, k = 1, 2, Test 1-3
(left to right).
of the weighting parameters and the number and location of the initial curves. From this
experience, we can derive two recommendations:
• As it may be difficult to choose an appropriate value for σ in advance, one can make use
of the adaptive setting of the parameter as described in Section 3.3.6 and can control
the perimeter energy with respect to the total energy.
• The higher the number of initial contours, the more regions and consequently the more
details can be detected. For real images, see Section 3.4.3, we always use several initial
curves.
Multiphase demonstration and adaptive grid size for topology changes
As a second test image, a gray-scaled image with three objects is segmented in multiple
phases, see Figure 3.17. The first row in Figure 3.17 shows the given image and the contours
for four different iteration steps. The second row shows the piecewise constant, approximating
image given by (3.19). Having detected the objects, the contours match with the edges of
the objects, and the approximating image is a smooth, piecewise constant version of u0.
This sample image demonstrates two kinds of topology changes: splitting of a curve and
creation of boundary intersection points. The green curve splits into two single subcurves. At
time step m = 560, two parts of the curve nearly touch. The splitting is detected as described
in Section 3.3.5. The red contour in Figure 3.17 intersects the image boundary ∂Ω at two
positions. Two open curves, each with two boundary intersection points, exist at time step
m = 2150. The length of the smaller subcurve decreases continuously in the following time
steps, and the curve is deleted close to the upper left corner of the image. The remaining
curve is attracted to the boundary of the upper left gray square.
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Figure 3.17: Multiphase image segmentation of a gray-scaled image with multiple objects to
be detected, with ∆t = 0.1, λ = 20, σ-factor 20%. First row: Original image and contours
for m = 1, 560, 2150, 3000. Second row: Piecewise constant approximation.
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Figure 3.18: Effect of the size a of the background grid used to detect topology changes. Left:
Detection of the topology change fails when using a fixed grid size a = 1. Right: Successful
detection when using an adaptive grid size a = 6.12. In the algorithm, an adaptive choice of
a makes sure that a situation like the one in the left image does not occur in practice.
In this example, we set the size of the auxiliary grid used to detect topology changes
adaptively with respect to the position change of the nodes. The adaptive setting of the
grid size makes the algorithm robust with respect to larger position deviations. Therefore,
we segment the image again using a time step size of ∆t = 0.25 and compare the results
using a constant grid size and an adaptive grid size. Figure 3.18 presents an excerpt of
the image and the affected curve shortly after a topology change. In the left subfigure,
the change is not detected since a too small fixed grid size of a = 1 is used. In the right
subfigure, we compute a by setting a0 := 2 max{‖δXm+1i,j ‖ , i = 1, . . . , NC , j = ji0, . . . , Ni}
and a = max{0.25,min{a0, 10}}, i.e. we use a lower limit of 0.25 pixels and an upper limit
of 10 pixels for the grid size. The splitting of the green curve is detected in the second
experiment, cf. Figure 3.18 (right). At the time when the splitting is detected, a = 6.12 is
used. Motivated by this experiment, we apply the adaptive setting of a for each segmentation
presented in this section.
The Mumford-Shah energy (3.20) for the piecewise constant approximations u is shown
in Figure 3.19. In addition to the total energy, the perimeter energy σ|Γ| is plotted to
visualize the proportion of the length term which ensures smoothness of the curve. The
energy decreases quickly at the beginning. After approximately 600 steps, the ring and the
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Figure 3.19: Energy decrease during the segmentation of the test image of Figure 3.17.
triangle are both detected. The difference between the gray value of the square and the
gray value of the background is small. Therefore, the segmentation of the square is much
slower compared to the segmentation of the black triangle and the white ring. In the next
example, we present how the adaptive time step control can decrease the number of necessary
evolutions steps.
Color images and time step control
Figure 3.20 presents the segmentation results of applying the algorithm on a color image. For
this experiment, the RGB space is used, and for all color channels j ∈ {1, 2, 3} the parameter
λj = 5 is used. When two different curves touch, an intermediate quadruple junction occurs.
A new small curve is created and the quadruple junction is replaced by two triple junctions
connected by the new contour, as illustrated in Figure 3.10.
The Mumford-Shah energy and the perimeter energy during the evolution are shown in
Figure 3.21. The segmentation is finished after 300 time steps. In this test image the colors
of the different objects differ significantly. Therefore, the regions are easy to detect.
We repeat the segmentation of the image with the colored balls to demonstrate the adap-
tive control of the time step size (see Section 3.3.6). Every 10 iterations, we compute the
external energy and update the time step size. We increase the time step size if the relative
external energy compared to the step m − 10 is smaller than ∆Emin = 0.05 and decrease
the time step size, if the energy decrease is larger than ∆Emax = 0.1. Figure 3.22 shows the
relative energy and the adaptive time step size as well as the final segmentation. As initial
time step size, we use a small time step of ∆t = 0.025. Since the energy decrease is too small,
the time step size is increased several times by a factor of 2. Around m = 40−50, the change
in the energy is too large and the time step size is decreased. At m = 120 − 130, one can
observe a smaller energy decrease. Consequently the time step is increased again to speed up
the computation. At m = 180, the relative energy is smaller than ∆Edel = 0.005 and the seg-
mentation is stopped. Also with adaptive time step sizes, the detection of topology changes
has been performed with success, since the grid size a used by the detection algorithm is set
adaptively dependent on the position change of the mesh points.
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Figure 3.20: Multiphase image segmentation of a color image using RGB space, with ∆t =
0.1, λ1 = λ2 = λ3 = 5, σ-factor 25%. First row: Original image and contours for m =
1, 100, 200, 300. Second row: Piecewise constant approximation.
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Figure 3.21: Energy decrease during the segmentation of the test image of Figure 3.20.
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Figure 3.22: Adaptive setting of the time step size ∆t dependent on the energy decrease.
First row: relative external energy (left) and time step size (right). Second row: Final
segmentation.
Image restoration
In Section 3.2.8, we proposed a method for image smoothing. The partial differential equation
− 1λ∆u + u = u0 with Neumann boundary conditions is solved on each phase separately.
Having previously detected the regions, the image smoothing is performed as a postprocessing
step. Figure 3.23 (far left) shows a noisy image with five different colored stripes. The
brightness increases from left to right. The second subfigure from the left shows the result
solving the diffusion equation on Ω neglecting the previously detected regions. The edges are
strongly smoothed out.
This motivates a search for an approximation of the image which enhances the edges. It is
necessary to use a piecewise smooth approximation since a piecewise constant approximation
would be a too strong simplification, and the brightness change of the original image would
get lost. The smoothing effect severely depends on the parameter λ: If λ is large, 1λ is small
and the approximation u is close to the original image u0. The smaller λ is, on the contrary,
the bigger is the smoothing effect. Therefore, choosing λ = 1, the noise is not completely
smoothed out, cf. the third subfigure in Figure 3.23. Choosing λ = 0.1 results in a smooth
approximation u of u0, cf. fourth subfigure. The change in the brightness from left to right
is still conserved. By solving the diffusion equation with Neumann boundary conditions
separately in each phase, the edges remain sharp.
In Section 3.3.7 we discussed a possible iterative method for automatic setting of the
parameter λ. In the example shown by Figure 3.24 and 3.25, the energy E1 =
∫
Ω\Γ ‖∇u‖2 dx
should be 10% of the full energy E1 + λE2, i.e. α = 0.1 (using the notation of Section 3.3.7).
If E2 =
∫
Ω ‖u− u0‖2 dx is small, the approximation u will be close to the original image u0.
The energy E1 provides that u is sufficiently smooth (here: 10% of the full energy).
80 CHAPTER 3. TWO-DIMENSIONAL IMAGE PROCESSING
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
20 40 60 80 100
10
20
30
40
50
60
70
80
90
100
Figure 3.23: Test of the image denoising method. Images left to right: Original image,
image denoising without edge enhancement with λ = 0.1, image denoising result with edge
enhancement with λ = 1 and λ = 0.1.
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Figure 3.24: Test of the image denoising method with an iterative setting of λ, portion of
E1: 10%. Images left to right: Original image, approximation iteration 1 (λ = 10), iteration
4 (λ = 0.1647), iteration 8 (λ = 0.0562).
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Figure 3.25: Test of the image denoising method with an iterative setting of λ, portion of
E1: 10%. Images left to right: Original image, approximation iteration 1 (λ = 10), iteration
4 (λ = 0.0896), iteration 7 (λ = 0.0060).
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Figure 3.26: Contour with free endpoints. Contour detection and image denoising result.
First row: Original image and contours for m = 1, 100, 1000, 6000 using ∆t = 0.032, σ = 1,
λ = 100 and µ = 50000. Second row: Denoised image.
Figure 3.24 and Figure 3.25 each show a noisy image (original image), the result of the
first iteration (starting with λ = 10), an intermediate iteration and the result of the final
iteration step. The iteration is stopped, when the difference between the current parameter
λ and the previous value is less than 0.001. In the experiment shown by Figure 3.24, the
final parameter is λ = 0.0562. Since the noise in the original image presented by Figure 3.25
is higher, λ has to be set to a smaller value. For the second example, the final value for λ is
0.0060, i.e. one magnitude smaller compared to the example presented in Figure 3.24.
Curves with free endpoints
The handling of free endpoints as described in Section 3.2.10 and Section 3.3.9 is demonstrated
by some experiments. Figure 3.26 shows an example image, where the contour Γ is a non-
interface curve, i.e. it does not separate two different regions of the image. The figure presents
the results of image segmentation and denoising. It can be observed that the image is not
smoothed out across Γ. Further a growth of the curve in tangential direction can be observed.
The growth stops when the inequalities (3.71) and (3.73) become equalities. This depends on
the absolute values of the difference quotients |∇ihu|, i = 1, 2, and the weighting parameters
σ and µ. For σ = 1, we have to choose a high value for µ: The image approximation u
attains values in [0, 1]. Typically, differences of the form u(~x+ h~ei)− u(~x) are of magnitude
10−2. Since Ω = [1, 300]× [1, 300] and h = 1, |∇ihu|2 is of magnitude 10−4. Therefore, we use
µ = 5 · 104. If we used a normalized image domain Ω = [0, 1] × [0, 1], the pixel grid would
have a grid size of h = 1/300 and h2 = 1/90000. In this case, we would choose a weight
between 0.1 and 1 for the parameter µ.
In a second experiment, we study a crack tip problem which has also been considered by
Pock et al. (2009b). The image function is given by
u0(~x) = a
√
r(~x) sin(θ(~x)/2) + b, (3.112)
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Figure 3.27: Image segmentation and edge detection result of an image with a free endpoint,
see also Pock et al. (2009b). Original image and contours for m = 1, 50, 500, 1000, 2000, 3000
(row-wise) using ∆t = 0.001, σ = 1, λ = 100 and µ = 50000.
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Figure 3.28: Image segmentation and edge detection result of an image with a free endpoint,
see also Pock et al. (2009b). Original image and contours for m = 3000 (left) and m = 5000
(right) using σ = 100 (first row) and σ = 500 (second row), ∆t = 0.001, λ = 100 and
µ = 50000.
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Figure 3.29: Image segmentation using Chan-Vese and piecewise constant approximation.
First row: Original image and contours for m = 1, 500, 1000, 3000 using ∆t = 0.1, σ = 1,
λ = 10. Second row: Piecewise constant approximation.
where r(~x) ≥ 0, θ(~x) ∈ (−pi, pi] are polar coordinates with r = 0 corresponding to the image
center, and a, b ∈ R are constants such that u0 has values in [0, 1].
Figure 3.27 shows the evolution of a contour with one free endpoint. The second endpoint
belongs to the image boundary. At time step m = 3000, the free endpoint is located at the
image center and the curve matches with the edge in the image. As discussed in Section 3.2.10
(see Equation (3.73)), the parameter σ, which weights the length term, needs to be chosen
small enough such that the curve can extend. If σ and µ are fixed, the absolute value of the
difference quotients must be large enough such that the length of the curve increases. In this
example, the edge is a horizontal line and the position where the curve stops depends on the
value of ∇2hu, i.e. on the difference quotient in y-direction.
We rerun the example using σ = 100 and σ = 500 instead of σ = 1. Figure 3.28 shows the
results at time step m = 3000 and m = 5000. In both cases, the free endpoint does not reach
the center of the image since the value of σ has been set larger. The growth of the curve
already stops at larger values of ∇2hu, recall conditions (3.62) and (3.73)). The results at time
step m = 5000 show that there is no significant motion between m = 3000 and m = 5000.
In another experiment, which demonstrates the evolution of curves with free endpoints,
we first apply the Chan-Vese algorithm using two interface-curves, i.e. we first segment a
given image in three regions, see Figure 3.29. In a postprocessing step, we delete those nodes
where the jump of u0 across the curve is smaller than a given tolerance. First, we used
tol = 0.1 as tolerance to delete nodes. As a result, the red curve becomes an open curve with
two free endpoints. Figure 3.30 shows the results of a postprocessing evolution of the curve.
This example shows that our methods for image segmentation and denoising can be applied
also on images with both open and closed edges.
Table 3.1 shows the values of the discrete Mumford-Shah energy (3.60) for the last step
of the Chan-Vese piecewise constant segmentation with closed region boundaries (cf. Figure
3.29, m = 3000) and for the initial and final step of the postprocessing with one open
boundary (cp. Figure 3.30, m = 1 and m = 400). Note, that the absolute values are large,
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Figure 3.30: Postprocessing evolution with a contour with two free endpoints using tol = 0.1
to obtain the initial contour. Image segmentation and denoising result. First row: Original
image and contours for m = 1, 100, 400 using ∆t = 0.05, σ = 1, λ = 10 and µ = 30000.
Second row: Denoised image.
Processing Method Step Nr Discrete Mumford-Shah Energy
Chan-Vese, piecewise constant 3000 (final) 22364.94
Postprocessing, free endpoints 1 (start) 23162.04
Postprocessing, free endpoints 400 (final) 18284.36
Table 3.1: Comparison of discrete Mumford Shah Energy of the last step of the Chan-Vese
method, the first step of the postprocessing with a curve with free endpoints and the last
step of the postprocessing.
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Figure 3.31: Postprocessing evolution with a contour with two free endpoints using tol = 0.5
to obtain the initial contour. Image segmentation and denoising result. First row: Original
image and contours for m = 1, 100, 800 using ∆t = 0.05, σ = 1, λ = 10 and µ = 30000.
Second row: Denoised image.
since the image consists of 90000 pixels and the size of each pixel is 1 × 1. The average
contribution of each pixel to the energy is < 1; however, it sums up to a value of magnitude
2 · 104.
From Table 3.1, we can observe that the energy even slightly increases from the last step
of the Chan-Vese piecewise constant method to the first step of the postprocessing evolution.
Deleting part of the curve does not decrease the energy in this example. However, at the end
of the postprocessing evolution with one open contour, we obtain a decrease of the energy.
The energy at m = 400 of the postprocessing is 81.75% of the energy of the last step of the
piecewise constant segmentation with closed boundaries. Therefore, if we delete part of the
curve and if we let the curve with free endpoints evolve again, we will obtain a final curve
such that the corresponding discrete Mumford-Shah energy (3.60) is reduced compared to
the Chan-Vese piecewise constant result.
Next, we investigate the influence of the tolerance value tol, which is used for the deletion
of some nodes of the curve. Note, that the image function has values in [0, 1] where 0
corresponds to black and 1 corresponds to white color. The exact value of the tolerance tol
influences only the start curve of the second curve evolution. We repeat the postprocessing
evolution and use tol = 0.5 as tolerance resulting in a different initial curve.
Figure 3.31 shows the postprocessing evolution of the curve. Of course, since the initial
contour in Figure 3.31 (1st column) is smaller compared to the initial contour in Figure 3.30,
more iterations steps are needed to obtain the final contour.
The final result is independent on the exact initial curve as long as it is of the same type,
i.e. open with free endpoints; not closed or not fully deleted. In our example the largest
jump of u0 across the final red curve of the first evolution (cf. 4th column in Figure 3.29) is
0.61, the smallest jump is 0.05. The large difference between the largest and smallest jump
can be used as an indicator to replace the interface-curve by a curve with two free endpoints.
(On the contrary, the jump across the blue curve is constant in this example.) As tolerance
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value tol any value larger than 0.05 and smaller than 0.61 could be chosen. For tol ≤ 0.05
no node point would be deleted resulting in an unchanged curve. For tol ≥ 0.61 all nodes
and therefore the entire curve would be deleted. All values between the two thresholds can
be theoretically used. Therefore, in this example, the final result is independent on the exact
value of tol as long it is in (0.05, 0.61).
3.4.3 Real Images
In addition to artificial test images, the segmentation and restoration technique is applied on
real images. We present how the developed methods for multiphase segmentation, detection
and execution of topology changes, contours with free endpoints and image restoration by
piecewise smooth functions work with real images.
Segmentation of a gray-scaled, medical image
Figure 3.32 presents the segmentation of a medical image. It shows the original image and
the segmentation for m = 1, 100, 500 and 1500 (first row) and the piecewise constant ap-
proximation (second row). This example demonstrates the creation of new interfaces and
triple junctions. The parameter λ, which weights the external forcing term, is chosen high
(λ = 400), as the brightness differences of some objects and the background are small. The
σ-factor is set to 5%. Additionally, lower limits of σmin = 15 for m < 400 and σmin = 5
for m ≥ 400 are applied. A magnification of the final segmentation demonstrates the ability
of region-based methods to handle weak edges (third row, left). Figure 3.32 additionally
presents the final piecewise smooth approximation for different weighting parameters λ = 1
and λ = 23.115 (third row, subfigures 2-3). The latter value is determined by the routine for
the automatic setting of the parameter λ, see Section 3.3.7.
A contour which partly represents a weak edge can also be replaced by a curve with
free endpoints. Figure 3.33 and 3.34 show an excerpt of the medical image and the result
of edge detection. We first use the Chan-Vese algorithm with piecewise constant image
approximation for segmenting the image, see Figure 3.33. In this first segmentation step,
also topology changes (boundary contacts) occur. After the prior segmentation, part of the
red curve is deleted (using a tolerance of 0.1 for the jump across the curve) resulting in a
curve with free endpoints. Figure 3.34 shows the result of the postprocessing evolution. Small
tangential motions of the free endpoints can be observed.
Segmentation of color images
Figure 3.35 shows the result of segmenting a color image from the Caltech 101 dataset
(http://www.vision.caltech.edu/feifeili/Datasets.htm) (Fei-Fei et al., 2004). For
this experiment, the chromaticity-brightness color space is used. The weighting parame-
ters for the external forcing terms are set to λC = 80 and λB = 20 such that the chromaticity
has a higher influence on the region-based segmentation. The ability to handle multiple
phases, topology changes (i.e. boundary intersection and creation of triple junctions) and
vector-valued image data is demonstrated in this example.
A second real colored image showing two flowers, from the Berkeley Segmentation Data Set
and Benchmarks 500 (BSDS500) (http://www.eecs.berkeley.edu/Research/Projects/
CS/vision/grouping/resources.html) (Arbelaez et al., 2011; Martin et al., 2001)), is used
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Figure 3.32: Multiphase image segmentation of a medical image, with ∆t = 0.02, λ = 400,
σ-factor 5%. First row: Original image and contours for m = 1, 100, 500, 1500. Second row:
Piecewise constant approximation. Third row: Magnification of the final segmentation to
demonstrate a weak edge, approximation u computed in the postprocessing step for λ = 1
(initial value) and λ = 23.115 (final value after 11 iterations, automatic computing of λ,
portion of E1: α = 0.2). Image courtesy: Dr. Declan O’Regan and the Robert Steiner MR
Unit, MRC Clinical Sciences Centre, Imperial College London.
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Figure 3.33: Image segmentation using Chan-Vese and piecewise constant approximation.
First row: Original image and contours for m = 1, 400, 1000, 2500 using ∆t = 0.001, σ = 1,
λ = 500. Second row: Piecewise constant image approximation. Image courtesy: Dr. Declan
O’Regan and the Robert Steiner MR Unit, MRC Clinical Sciences Centre, Imperial College
London.
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Figure 3.34: Image segmentation and denoising result. First row: Original image and contours
for m = 1, 100, 500 using ∆t = 0.008, σ = 1, λ = 500 and µ = 30000. Second row: Denoised
image with λ = 0.1. Image courtesy: Dr. Declan O’Regan and the Robert Steiner MR Unit,
MRC Clinical Sciences Centre, Imperial College London.
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Figure 3.35: Multiphase image segmentation of a color image using CB space, with ∆t =
0.005, λC = 80, λB = 20, σ-factor 20%. First row: Original image and contours for m =
1, 100, 500, 3000. Second row: Piecewise constant approximation. Third row: Approximation
u computed in the postprocessing step with λ = 1 (initial value) and λ = 5.916 (final value
after 15 iterations, portion of E1: α = 0.2) and plot of the Mumford-Shah energy. The
original image is from the Caltech 101 dataset (Fei-Fei et al., 2004).
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Figure 3.36: Multiphase image segmentation of a color image using HSV space, with ∆t =
0.01, λH = 150, λS = 50, λV = 50, σ-factor 15%. First row: Original image and contours for
m = 1, 25, 100, 1900. Second row: Piecewise constant approximation. The original image is
from the Berkeley Segmentation Data Set and Benchmarks 500 (BSDS500) (Arbelaez et al.,
2011; Martin et al., 2001).
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Figure 3.37: Multiphase image segmentation of a color image using CB space, with ∆t =
0.01, λC = 180, λB = 40, σ-factor 15%. First row: Original image and contours for m =
1, 50, 100, 1900. Second row: Piecewise constant approximation. The original image is from
the Berkeley Segmentation Data Set and Benchmarks 500 (BSDS500) (Arbelaez et al., 2011;
Martin et al., 2001).
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Figure 3.38: Energy decrease segmenting the flower image from the Berkeley Segmentation
Data Set and Benchmarks 500 (BSDS500). Left: HSV color space. Right: CB color space.
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Figure 3.39: Result of postprocessing smoothing of the flower image from the Berkeley Seg-
mentation Data Set and Benchmarks 500 (BSDS500) (Arbelaez et al., 2011; Martin et al.,
2001). First row: denoising result with initial value of λ = 1 (left: use of detected regions
from HSV-segmentation, right: use of detected regions from CB-segmentation). Second row:
denoising with automatic parameter setting with α = 0.2. Left: λ = 7.374 (12 iterations,
HSV). Right: λ = 7.146 (12 iterations, CB).
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Figure 3.40: Image segmentation and restoration of the flower image from Berkeley Seg-
mentation Data Set and Benchmarks 500 (BSDS500) (Arbelaez et al., 2011; Martin et al.,
2001) with additional noise. First row: Image segmentation results using CB color space for
m = 6000, ∆t = 0.01, λC = 180, λB = 40, σ-factor 15%. Second row: Magnification of the
noise added image (left) and denoised image (right) using λk = 10, k = 1, . . . , NR.
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to demonstrate the algorithm and to compare the color spaces hue-saturation-value (HSV)
and chromaticity-brightness (CB). Figures 3.36 and 3.37 present the results, i.e. the contours
and the piecewise constant segmentation at different time steps. Apart from the weights for
external forcing terms, the same parameters are used for the two runs. The segmentation
using the CB color space results in a better final segmentation. The interface between the
red phase and the dark green phase near the right flower matches better with the edges of the
flower using the CB space. Furthermore, the different green phases of the background with
different brightnesses are segmented more accurately. Figure 3.38 shows the energy decrease.
In each case, the fastest energy decrease can be noted at the beginning, i.e. in the first 200
steps. Then, only small improvements of the segmentation are achieved where the energy
decreases only slightly. The result of the postprocessing image denoising step u, i.e. the
solution of − 1λ∆u+u = u0 for different λ (initial value and result of automatic setting) with
Neumann boundary conditions, is presented in Figure 3.39.
To demonstrate the ability to handle noisy images, noise is added to the original flower
image. Figure 3.40 shows the segmentation and restoration results using the chromaticity-
brightness color space. Even the noisy image can be segmented and denoised with success.
Tracking
To present another practical example, we apply our algorithm on a gray-scaled image showing
a satellite with bright solar panels. The image has been generated using a camera simulator
developed by Astos Solutions GmbH (2013). Figure 3.41 shows the contours during their
evolution and the piecewise constant approximation. This example demonstrates again the
detection and creation of triple junctions and splitting of curves. As the body consists of
different gray-values (nearly white solar panels, darker body and antenna) multiphase image
segmentation is applied. A practical application is camera-based relative navigation. Having
detected the edges of the main body of the satellite and its solar panels, an estimation of the
satellite’s position and orientation relative to the camera can be made if geometry and real
sizes of the spacecraft and camera parameters like focal length are known.
In this example, one inner contour disappears at the end of the evolution, i.e. the darker,
rectangular object on the satellite body is assigned to the same region as the surrounding parts
of the main satellite body. The reason for this is, that the Mumford-Shah energy of the final
decomposition of the image in regions at m = 1000 is smaller compared to the decomposition
at m = 300. With additional regions and contours (for example four-phase segmentation
instead of three-phase segmentation) one could detect also details on the satellite’s surface.
However, for practical applications like navigation often the outer (main) contours are of
interest; therefore the detection of inner contours is of minor importance.
Figure 3.42 shows the final piecewise smooth image for different smoothing parameters
(initial value λ = 1 and final value λ = 18.28, portion of E1: 20%) computed as postprocessing
step. Since there is little noise in the original image, the denoised versions differ only slightly
from the original image. We note that for navigation purposes image restoration is of minor
interest and will rarely be performed in practice, whereas the segmentation of the image and
resulting object detection is the major task.
We now demonstrate how the method can be extended to tracking applications: Figure
3.43 shows a short sequence of six images showing a rotating satellite. It presents the contours
and piecewise constant approximation of the initial contours (m = 0) and of the final contours
(m = M = 20).
3.4. RESULTS 93
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
50 100 150 200 250 300 350 400
50
100
150
200
250
300
350
400
Figure 3.41: Multiphase image segmentation of a gray-scaled image showing a satellite
with ∆t = 0.02, λ = 80, σ-factor 25%. First row: Original image and contours for
m = 1, 50, 300, 1000. Second row: Piecewise constant approximation.
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Figure 3.42: Denoised image computed in the postprocessing step using automatic setting of
λ with α = 0.2. Left: λ = 1 (initial value). Right: λ = 18.280 (after 11 iterations).
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The tracking principle is simple: As proposed by Moelich and Chan (2003), we use the
final curves of the previous image as initial curves for the current image. The initial curves
for the first image are given by the result of the image segmentation presented in Figure
3.41. The so-called traveling distance, i.e. the necessary position change of the curves from
one image to the next, is small, since successive images differ only slightly. This is why
only a small number of iteration steps are needed during tracking. In our example, M = 20
iterations are sufficient. In general, the tracking method can fail, if the motion of the body
is too fast or the image rate is too small. In this case, one can enlarge the initial contours,
as discussed in Moelich and Chan (2003).
Table 3.2 presents the computational time of the MATLAB implementation of the method.
In the demonstration scenario, the actual time between two successive images is 1s, i.e.
the image sequence is generated with 1Hz. The MATLAB implementation is not yet fully
real-time capable since the needed computational times for one image are around 1.3-1.4s.
However, the time for one image during the tracking can be expected to be less than 1s and
thus real-time capable with a full C/C++ implementation (currently only some routines are
implemented in C and called via mexFunctions by the MATLAB main routine, cf. Section
3.4.1). For tracking, we use a fixed time step size and do not perform an adaptive setting,
cf. Section 3.3.6. Further, we do not repeat a step and decrease the time step size when a
topology change is executed, cf. Section 3.3.5. For real-time applications, static settings help
to keep the computational time small and or at least controllable.
We do not perform an image smoothing at the end of the segmentation of the single
images. As discussed above, in applications, usually only the moving body should be tracked.
An image restoration need not be done in most cases. For computing the regions, we start
with the piecewise constant approximation of the image and the coefficients computed in the
last step for the previous image. Although the image function u0 has changed, we update
the coefficients only close to the curves as described in Section 3.3.6. For most tracking
examples, the image changes only slightly and computation time can be saved if an update
of the coefficients ck, k = 1, . . . , NR, is only computed in a small band around the curves.
Typically, the coefficients need not be determined with high accuracy; i.e. for a segmentation
of the image, they do not need to be exactly the mean of the gray value in the corresponding
region. The coefficients are only needed for the external energy. Therefore, rough values of
the coefficients ck are sufficient such that the curves evolve in the correct direction. However,
if a body is tracked over a longer sequence of images where the visible surfaces of the body,
the lightning or the background changes, one need to recompute the average of the image
function in the regions, by evaluating the image function in the entire 2D image domain,
not only in a small band around the curves. Such an update depends on how fast the scene
changes and is usually determined by the application. In case of satellite optical navigation,
the change of the scene and thus the need to update the coefficients in the entire 2D image
domain typically depends on the orbit and on the angle between observer (camera), object
and the Sun.
The tracking example also demonstrates that topology changes can occur when a moving
body is tracked. We have chosen a scenario in which a small part of one solar panel is outside
the field of view of the camera in the last three images. Thus, an intersection with the image
boundary occurs. The third image shows a situation where the blue curve nearly touches
the image boundary (third row in Figure 3.43). When segmenting the fourth image, the
curve intersects the image boundary and the curve is split into two curves. Another topology
change takes place involving the two small red curves enclosing an antenna of the satellite
which merge to one single curve.
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Figure 3.43: Tracking a satellite over a sequence of 6 images with ∆t = 0.02, λ = 80, σ = 50.
First column: Original image and contours for m = 1. Second column: Piecewise constant
approximation for m = 1. Third column: Original image and contours for m = M = 20.
Fourth column: Piecewise constant approximation for m = M = 20.
96 CHAPTER 3. TWO-DIMENSIONAL IMAGE PROCESSING
Image Nr Number of Nodes Computational Time [s]
1 359 1.4173
2 370 1.2995
3 382 1.3000
4 400 1.3483
5 408 1.3671
6 435 1.4171
Table 3.2: Computational time during tracking, number of nodes and measured time for
segmentation of one image of the sequence (2.4GHz CPU, MATLAB implementation, usage
of a single core).
3.A Complex planar curve network situations
In this Appendix we discuss how the curve evolution method and the topology change al-
gorithm can handle complex situations. We consider some exemplary cases which can occur
sporadically during the evolution of a curve network. Although the discussed cases are quite
complex they all can be dealt with by the basic algorithm stated in Section 3.3.5.
First, we consider the case in which a boundary node approaches a corner of the rect-
angular image domain. We distinguish two cases illustrated in Figure 3.44 and 3.45. In the
situation shown in Figure 3.44, the boundary node ~Qk ⊂ ∂Ω approaches a corner. Its direct
neighbor node is also in a boundary square of the auxiliary grid used by the algorithm for
topology changes, cf. Section 3.3.5. Thus, a boundary contact is detected for the neighbor
node. The node is projected to the boundary and duplicated, resulting in two new boundary
nodes ~Qk2 and
~Qk3 , and the curve splits up in two separate curves. The two duplicated nodes
are drawn in Figure 3.44 with a small distance for illustration reasons. In real, their position
is identical. Finally, the curve connecting ~Qk and ~Qk2 is deleted since its length is too small.
We assume that the minimal allowed length for a curve, such that it is not deleted, is larger
than the distance between neighbor nodes and larger than the grid size of the auxiliary grid.
Another situation is presented by Figure 3.45, where a boundary node ~Qk moves along the
boundary of the image domain. In one time step, drawn in the first subfigure, the distance
between the node and the corner is larger than the grid size a. No boundary intersection
is thus detected for its neighbor. In the next step, the boundary node moves in positive x-
direction and exceeds the image domain. All nodes which are outside of the image domain are
reprojected to the boundary of the image domain. We now change the outer normal vector
at ~Qk from (0, 1)
T to (1, 0)T according to the following considerations: The boundary of the
rectangular image domain can be divided in four parts with four different normal vectors.
Each boundary node has to be assigned to one of the four boundary parts, such that we
can define an outer normal at ~Qk. At corners, two boundary parts intersect and a unique
assignment is not possible. If a node approaches the corner but does not exceed the image
domain, we keep the previous assignment and thus keep the direction of the outer normal.
However, if a node exceeds the image domain, we change the assignment. We reproject ~Qk
back to the corner, and assign the node to the other possible boundary part.
A boundary intersection is then detected for the neighbor node of ~Qk. Again, the new
boundary node is duplicated, the curve splits up in two intermediate curves, where the smaller
curve is deleted. Some other variants can also occur, where further neighbor nodes lie inside
of boundary squares and or exceed the image domain. Such case are handled as described
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Figure 3.44: Approaching a corner (case 1).
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Figure 3.45: Approaching/exceeding a corner (case 2).
above: nodes are projected to the boundary, the curve is split into two or more curves followed
by a deletion of the small curves.
A similar situation occurs if several node points on a straight line approach the boundary
of the image domain at the same time. Figure 3.46 presents a line with 5 nodes. The three
inner nodes are detected as new boundary intersection nodes. The nodes which belong to
∂Γ ⊂ ∂Ω have already been boundary nodes. The three new nodes are collected in a list
for boundary intersection points and are now considered one by one, see subfigure 2-4: Each
node is projected to the boundary and duplicated. The curve to which the node has belonged
to is split up. In the example illustrated in Figure 3.46 this procedure results in four small,
single curves, each consisting of two nodes. We can assume that the minimum allowed length
for a curve is larger than the distance between two neighbor nodes. Thus, all intermediately
created curves are directly deleted due to their small length.
Another interesting situation occurs, when a curve meets with the image boundary at a
location close to the endpoint of another curve, see Figure 3.47. In such a situation, a bound-
ary intersection and a triple junction occurs at the same location. This complex situation
can be handled by applying the single methods for creation of boundary nodes and triple
junctions one by one: First, the node is projected to the image boundary, duplicated and
the closed curve becomes an open curve. Then, a triple junction is created. The neighbor
nodes of the two boundary points are considered to decide which boundary node of the blue
curve in Figure 3.47 should be used for the creation of the new curve. Due to the performed
node manipulations, the nodes (for example of the blue curve) are no longer (nearly) equidis-
tributed; however, they will be redistributed automatically in tangential direction in the next
time steps of the evolution.
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Intermediate step, all nodes
detected as boundary nodes
2 intermediate curves, 3 intermediate curves 4 intermediate curves
Figure 3.46: A straight line approaches the boundary of the image domain.
Boundary and triple
junction detection
Projection to boundary Creation of junction
and one new curve
Figure 3.47: Boundary intersection and triple junction detection at the same time.
In a situation where a boundary detection and a triple junction occurs at the same time,
also neighbor nodes can be involved in topology changes, especially for convex curves. For
example, if a neighbor node is also detected as a boundary intersection node, the nodes are
projected one by one to the boundary of the image domain, similar as described above for
the straight line. Small curves, which are immediately deleted, can emerge when more than
one boundary point is detected. Finally, the triple junction creation is executed.
Chapter 4
Processing of Images on Surfaces
In this chapter we extend the methods for image segmentation and denoising developed for
planar images to images defined on (curved) surfaces. For segmentation, we consider the
motion of curves on surfaces which is given by mean-curvature flow related evolution laws.
A parametric approach for curve evolution and an extension of the Chan-Vese method is
used to segment images on surfaces. The analytical and numerical framework for image
segmentation with parametric curve evolution on surfaces is described in this chapter. The
method to detect topology changes is extended from planar curves to curves on surfaces. For
denoising with edge enhancement, a diffusion equation with Neumann boundary conditions is
solved on the surface. We conclude this chapter by presenting results of image segmentation
and restoration applied on artificial and real images.
4.1 Introduction
Let M ⊂ R3 be a given surface, i.e. a two-dimensional manifold in R3. An image defined
on the surface is given by an image function u0 :M→ [0, 1]d. Each point on the surface is
assigned to a gray value (d = 1) or to a color (e.g. d = 3).
For image segmentation with active contours, we consider an evolving curve Γ(t) ⊂ M,
t ∈ [0, T ]. Evolution laws designed for image segmentation describe the motion of the curve.
As in the two-dimensional case, the evolution laws, which we consider in this chapter, contain
a curvature term which provides smoothness of the curve and an external forcing term which
pushes the contour to the edges of objects or to region boundaries. Evolution laws and
methods like the Chan-Vese model can be extended from the planar case to images which are
defined on surfaces. Since Γ(t) evolves on a surface, an additional condition is needed which
forces the curve to stay on the manifoldM. This is why the contour Γ(t) cannot be handled
as just a curve in R3. For the curvature term, we need to make use of the geodesic curvature,
recall Section 2.2.
The method for topology changes developed for the planar case is extended to curves
on two-dimensional manifolds in R3. Using the Euclidean distance in R3 to detect topol-
ogy changes can lead to false detections: Surfaces exist where two points can have a small
Euclidean distance but their geodesic distance is large. Figure 4.1 illustrates an example
where the use of the Euclidean distance would lead to false detections. In such situations,
a topology change does not occur. The geodesic distance would be a better indicator for
proximity detection compared to the Euclidean distance. However, the computation of the
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Figure 4.1: Example of a surface observed from two different viewing angles (front and side
view) and plot of an exemplary curve on the surface. The endpoints of the curve have a small
Euclidean distance but a large geodesic distance.
geodesic distance between two points on a surface is very expensive from a computational
point of view and cannot be used in a sub-algorithm in practice. We propose a solution to
the problem of detecting topology changes in Section 4.3.4.
Besides topology changes, more practical problems arise when considering real image data.
Real surfaces are typically given as a discrete data set, often as triangulated surfaces. The
image data is given piecewise for each vertex or each triangle. The evaluation of the image
function at a point ~x of the curve or the computation of a normal to the surface M at ~x is
not directly possible knowing only the coordinates of ~x. The point ~x has to be first assigned
to a triangle of the triangulation. An efficient assignment of points ~x to surface triangles is
presented in Section 4.3.5.
Further, for solving a diffusion scheme like (3.43), we need to solve surface partial differ-
ential equations. For example, the Laplace operator has to be replaced by its analogue for
surfaces, the Laplace-Beltrami operator. We derive and discuss the surface partial differential
equations and the resulting image restoration scheme in Section 4.2.5.
To sum up, the extension of the method developed for planar images leads to several con-
ceptional and practical challenges when considering image segmentation and image denoising
on surfaces.
4.2 Methods for Image Segmentation and Restoration
In this chapter,M⊂ R3 is a smooth, two-dimensional manifold which can be represented as
zero level set of a smooth function Φ ∈ C1(R3,R). As in Section 2.2, let ~nΦ = ∇Φ/‖∇Φ‖
be a normal to the surface and for a curve Γ ⊂ M parameterized by ~x : I → M, we set
~νΦ := ~nΦ ◦ ~x and ~νM = ~xs × ~νΦ. Thus, ~νM(ρ) is a vector which is normal to the curve Γ but
tangent to the surface M for each ρ ∈ I, where I is a one-dimensional reference manifold,
e.g. I = [0, 1] for open curves and I = R/Z for closed curves.
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4.2.1 Edge-based Active Contours on Surfaces
In Section 3.2.3, we discussed the advantages of region-based active contours methods com-
pared to edge-based methods. This is why we will restrict our considerations to region-based
methods in the numerical and result section of this chapter. However, we shortly state the
evolutions equations arising from the geodesic active contours model of Caselles et al. (1997a)
(cf. Section 3.2.2) extended to images on surfaces.
For edge detection in the plane with the geodesic active contours model, we considered
a weighted length functional (3.8) and derived the evolution law Vn = fκ −∇f . ~ν, where f
was an edge indicator function defined on the image domain. In detail, the positive function
f was small at locations where the gradient of the image function was big, and f was larger
in homogeneous parts of the image. We now consider an analogue energy to (3.8) for curves
on surfaces and derive corresponding evolution equations.
Therefore, let u0 : M → [0, 1] be a given image function and u : M → [0, 1] an ap-
proximation of u0. For example, u can be the result of a preceding image smoothing. Let
f : M → R be a smooth, positive edge indicator function which is small at edges (i.e. at
locations where u changes rapidly) and larger in homogeneous regions (i.e. at locations where
u is nearly constant).
Let Γ ⊂M be a closed curve on the surface. We consider the energy
E(Γ) =
∫
Γ
f ds =
∫
I
f(~x)‖~xρ‖dρ, (4.1)
where ~x : I →M is a parameterization of Γ.
We now derive flows for image segmentation as gradient flows using methods of the theory
of calculus of variations. The variations are restricted to lie on the surfaceM. Therefore, we
introduce the space
V Φ =
{
~η : I → R3 : ~η is smooth and ~η . ~νφ = 0
}
(4.2)
and define for functions ~η, ~χ : I → R3 the following inner product
(~η, ~χ)2,M,nor :=
∫
Γ
~PM~η . ~PM~χds, (4.3)
where ~PM is the projection onto the part in direction ~νM, i.e. ~PM~η = (~η . ~νM)~νM for
~η : I → R3.
For ~η ∈ V Φ, we consider ~y : I × (−0, 0)→M with ~y(ρ, 0) = ~x(ρ) and ~y(ρ, 0) = ~η(ρ).
Let Γ ⊂M be the image of ~y( . , ) and let ~νM(ρ) ∈ T~y(ρ,)M be the vector in the tangent
space to M in ~y(ρ, ) defined by ~νM(ρ) = ~ys(ρ, )× ~nΦ(~y(ρ, )). We define
(δE(Γ))(~η) :=
d
d
∣∣∣∣
=0
E(Γ) =
d
d
∣∣∣∣
=0
∫
I
f(~y)‖~yρ‖ dρ,
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on noting that ~y( . , ) and Γ depend on ~η. We compute
(δE(Γ))(~η) =
d
d
∣∣∣∣
=0
∫
I
f(~y)‖~yρ‖ dρ
=
(∫
I
(∇Mf(~y) . ~y‖~yρ‖+ f(~y) ~yρ‖~yρ‖ . ~yρ) dρ
)∣∣∣∣
=0
=
∫
I
(∇Mf(~x) . ~η ‖~xρ‖+ f(~x) ~xρ‖~xρ‖ . ~ηρ) dρ
=
∫
Γ
(∇Mf(~x) . ~η + f(~x) ~xs . ~ηs) ds
=
∫
Γ
(∇Mf(~x)− (∇Mf(~x) . ~xs)~xs − f(~x)~xss) . ~η ds
=
∫
Γ
((∇Mf(~x) . ~νM)~νM − f(~x)κM~νM) . ~η ds. (4.4)
For the first identity we used the chain rule (2.47) and for the second last identity integration
by parts. For the last identity we used that ~xs(ρ) and ~νM(ρ) is a basis of T~x(ρ)M and (2.46)
together with ~η ∈ V Φ.
A time-dependent function ~x : I × [0, T ] → M is called a solution to the gradient flow
equation if for all ~η ∈ V Φ
(~xt, ~η)2,M,nor = − (δE(Γ)) (~η) (4.5)
holds. Further, the condition ~xt( . , t) ∈ V Φ needs to hold such that the curve stays on the
surface M, or, in other words, such that ~x( . , t) is a mapping onto M.
Let ~η ∈ V Φ, we conclude from (4.4) and (4.5)
~PM~xt = f κM~νM − (∇Mf . ~νM)~νM. (4.6)
Note that ~νM . ~η = ~νM . ~PM~η.
Let Vn := ~xt . ~νM denote the normal velocity, i.e. the velocity in direction ~νM. Then
~PM~xt = Vn~νM and consequently the equation above can be rewritten to
Vn = fκM −∇Mf . ~νM. (4.7)
This equation is the analogue to (3.13), where the curvature κ is replaced by the geodesic
curvature κM, the gradient ∇f by the surface gradient ∇Mf and the normal ~ν by the normal
~νM which is normal to the curve but lies in the tangent space to M.
Remark 4.1. The geodesic active contours model aims at minimizing the energy
E(Γ) =
∫
Γ
f ds =
∫
I
f(~x(ρ))‖~xρ(ρ)‖dρ.
Let ~τ1, ~τ2 be smooth vector fields such that {~τ1(~p), ~τ2(~p)} is an orthonormal basis of T~pM for
each ~p ∈M.
For the positive, smooth edge indicator function f we define gij = (f~τi) . (f~τj), i, j = 1, 2.
This defines a family g = (g~p)~p∈M of inner products g~p : T~pM× T~pM→ R with
g~p(~u~p, ~v~p) :=
2∑
i,j=1
gij(~p)(~u~p . ~τi(~p))(~v~p . ~τj(~p)),
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for ~u~p, ~v~p ∈ T~pM. Further the mapping
~p 7→ g~p( ~X(~p), ~Y (~p))
is differentiable with respect to ~p for all differentiable tangential vector fields ~X, ~Y . Therefore,
g defines a Riemannian metric and (M, g) is a Riemannian manifold. The energy E(Γ) can
be expressed as
E(Γ) =
∫
I
√√√√ 2∑
i,j=1
gij(~xρ . ~τi)(~xρ . ~τj) dρ.
Now we consider an open curve Γ on M with endpoints ~x0 := ~x(0) and ~x1 := ~x(1). E(Γ)
is the length of the curve Γ with respect to the metric g. If ~x minimizes the curve length
and is parameterized by arc-length with respect to the metric g, then the curve Γ = ~x(I) is a
geodesic.
In summary, a minimum of the functional E(Γ) is the shortest path between ~x0 and ~x1
with respect to the metric g. For f ≡ 1, the metric g reduces to the standard metric given by
gij = ~τi . ~τj and the flow (4.7) reduces to the geodesic curvature flow Vn = κM.
4.2.2 The Mumford-Shah Functional and Region-based Active Contours
on Surfaces
We consider an extension of the Mumford-Shah and Chan-Vese model to images of surfaces:
Let u0 :M→ [0, 1] be a given image function. We consider the following functional:
EMS(u,Γ) = σ|Γ|+
∫
M\Γ
‖∇Mu‖2 dA+ λ
∫
M
(u0 − u)2 dA, (4.8)
where dA is the area element (recall Section 2.1.1), Γ ⊂ M is a union of curves (each curve
with no self-intersections) and |Γ| denotes the length of the curves (cf. (2.50)). Further,
u :M→ R is a function which serves as an approximation of u0, and σ, λ > 0 are weighting
parameters.
Compared to the planar Mumford-Shah functional (3.16), the gradient ∇u is replaced by
the surface gradient ∇Mu.
As in the Section 3.2.3, we consider the case of interface curves which each separate two
regions, i.e. open subsets of M, and a piecewise constant approximation u of u0.
Before introducing a multiphase formulation, we consider the case of one closed curve Γ
on M which is homotopic to a point. Then, the curve divides M in two disjoint regions Ω1
and Ω2 such that
M = Ω1 ∪ Γ ∪ Ω2.
The indices of the regions Ωk, k = 1, 2, are chosen such that ~νM points from Ω2 to Ω1. We
consider a piecewise constant approximation with u|Ωk = ck ∈ R, k = 1, 2.
The Mumford-Shah functional (4.8) reduces to
E(Γ, c1, c2) = σ|Γ|+ λ
∫
Ω1
(u0 − c1)2 dA+ λ
∫
Ω2
(u0 − c2)2 dA. (4.9)
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Similar to this functional, we can consider the analogue of the planar Chan-Vese model
(3.21) for images on surfaces:
E(Γ, c1, c2) = σ
∫
Γ
1 ds+ µ
∫
Ω1
1 dA+ λ1
∫
Ω1
f1 dA+ λ2
∫
Ω2
f2 dA, (4.10)
where σ, λ1, λ2 > 0, µ ≥ 0 are weighting parameters. Similar to the planar Chan and Vese
(2001) method, the function fk, k = 1, 2, is defined by
fk(~z) = (u0(~z)− ck)2, ~z ∈ Ωk ⊂M. (4.11)
The Chan-Vese model (4.10) with µ = 0 and λ1 = λ2 is a special case of the Mumford-Shah
model where the curves are interfaces and separate regions, and u is piecewise constant on
each region.
Fixing now the curve Γ, we obtain the following condition for the coefficients ck, k = 1, 2:
ck =
∫
Ωk
u0 dA∫
Ωk
1 dA
. (4.12)
Let ~x : I = R/Z→M be a smooth parameterization of Γ.
We now consider c1, c2 as fixed. For ~η ∈ V Φ, we consider a variation ~y : I×(−0, 0)→M
with ~y(ρ, 0) = ~x(ρ) and ~y(ρ, 0) = ~η(ρ).
Let Γ ⊂M be the image of ~y( . , ), let Ω1,Ω2 ⊂M be regions such thatM = Ω1∪Γ∪Ω2.
Further, let ~νM(ρ) ∈ T~y(ρ,)M be a vector in the tangent space toM in ~y(ρ, ) defined by
~νM(ρ) = ~ys(ρ, )× ~nΦ(~y(ρ, )). The vector field ~νM(ρ) points in the direction Ω1 and defines
a normal field ~νM on Γ
.
We define
(δE(Γ))(~η) :=
d
d
∣∣∣∣
=0
(
σ
∫
Γ
1 ds+ µ
∫
Ω1
1 dA+ λ1
∫
Ω1
f1 dA+ λ2
∫
Ω2
f2 dA
)
on noting that ~y( . , ) and thus Γ, Ω1 and Ω

2 depend on ~η. We compute
(δE(Γ))(~η) =
d
d
∣∣∣∣
=0
(
σ
∫
I
‖~yρ‖dρ+ µ
∫
Ω1
1 dA+ λ1
∫
Ω1
f1 dA+ λ2
∫
Ω2
f2 dA
)
=
(
σ
∫
I
~yρ
‖~yρ‖ . ~yρ dρ+ µ
∫
I
(−~y . ~νM)‖~yρ‖ dρ+
+ λ1
∫
I
f1(~y)(−~y . ~νM)‖~yρ‖ dρ+ λ2
∫
I
f2(~y)(~y . ~ν

M)‖~yρ‖ dρ
)∣∣∣∣
=0
= σ
∫
Γ
~xs . ~ηs ds+
∫
Γ
(−µ− λ1f1 + λ2f2)~νM . ~η ds
=
∫
Γ
(−σ~xss + (−µ− λ1f1 + λ2f2)~νM) . ~η ds
=
∫
Γ
(−σκM − µ− λ1f1 + λ2f2)~νM . ~η ds. (4.13)
In the second line we used a transport theorem for curves on surfaces, cf. Garcke and Wieland
(2006). We applied integration by parts for the second last identity. The last identity follows
from (2.46) and ~η . ~νφ = 0.
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A time-dependent function ~x : I × [0, T ] →M with ~xt( . , t) ∈ V Φ is called a solution to
the gradient flow equation if for all ~η ∈ V Φ
(~xt, ~η)2,M,nor = − (δE(Γ)) (~η) (4.14)
holds.
Let η ∈ V Φ. We conclude from (4.13) and (4.14) on noting that ~νM . ~η = ~νM . ~PM~η
~PM~xt = − (−σκM − µ− λ1f1 + λ2f2)~νM. (4.15)
Let Vn := ~xt . ~νM denote the normal velocity. Then ~PM~xt = Vn~νM and consequently the
equation above leads to
Vn = σκM + F, (4.16)
where F is given by
F (~z) = µ+ λ1f1(~z)− λ2f2(~z) = µ+ λ1(u0(~z)− c1)2 − λ2(u0(~z)− c2)2. (4.17)
We rewrite the equation to a scheme for ~x : I × [0, T ]→ R3 and κM, κΦ : I × [0, T ]→ R.
We assume that ~x(ρ, 0) lies on M. To force the curve to stay on the manifold M, the
velocity in direction normal to the surface ~xt . ~νΦ must be zero (i.e. ~xt ∈ V Φ). We thus have
the following scheme:
Let ~x(I, 0) = Γ(0) ⊂M. For t ∈ (0, T ], find ~x( . , t) : I → R3 and κM( . , t), κΦ( . , t) : I →
R such that
~xt . ~νM = σκM + F, (4.18a)
~xt . ~νΦ = 0, (4.18b)
~xss = κM~νM + κΦ~νΦ. (4.18c)
4.2.3 Multiphase Image Segmentation with Possible Triple Junctions
For multiphase image segmentation, we consider a decomposition of M in time-dependent
regions Ω1(t), . . . ,ΩNR(t), t ∈ [0, T ], separated by curves Γ1(t), . . . ,ΓNC (t). Each curve is
parameterized by a time-dependent function ~xi( . , t) : Ii → R3, where Ii is a one-dimensional
reference manifold for i = 1, . . . , NC . Similar to the case of one curve, we set ~νΦ,i = ~nΦ ◦ ~xi
and ~νM,i = (~xi)s×~νΦ,i. The geodesic curvature κM,i and the normal curvature κΦ,i are given
by κM,i = (~xi)ss . ~νM,i and κΦ,i = (~xi)ss . ~νΦ,i. All quantities are time-dependent.
We define a piecewise constant image approximation by u( . , t) =
∑NR
k=1 ck(t)χΩk(t), where
χΩk(t) is the characteristic function on the set Ωk(t) and the coefficients ck(t) are computed
by
ck(t) =
∫
Ωk(t)
u0 dA∫
Ωk(t)
1 dA
, (4.19)
i.e. they are set to the mean of u0 in Ωk(t).
Let ~xi( . , 0), i = 1, . . . , NC , be parameterizations of given curves Γi(0) ⊂M. We have to
solve the following scheme for t ∈ (0, T ]: Find ~xi( . , t) : Ii → R3, κM,i( . , t), κΦ,i( . , t) : Ii → R
such that
(~xi)t . ~νM,i = σκM,i + Fi, (4.20a)
(~xi)t . ~νΦ,i = 0, (4.20b)
(~xi)ss = κM,i ~νM,i + κΦ,i ~νΦ,i, (4.20c)
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hold for i = 1, . . . , NC . The external force Fi is defined for ~x ∈M by
Fi(~x) = µ+ λk+(i)(u0(~x)− ck+(i))2 − λk−(i)(u0(~x)− ck−(i))2, (4.21)
where k+(i), k−(i) ∈ {1, . . . , NR} are indices of two regions, such that ~νM,i points from Ωk−(i)
to Ωk+(i). In the experiments, presented in Section 4.4, we always consider the case µ = 0 and
λk = λ for all k = 1, . . . , NR, i.e. all segmentations in our demonstrations can be performed
with only two weighting parameters σ and λ.
We also allow open curves, i.e. curves with ∂Γi(t) 6= ∅. Since we consider interface
curves, i.e. each curve Γi(t) separates two different regions Ωk+(i) and Ωk−(i), we exclude free
endpoints. Further, we consider only smooth, compact surfacesM without boundary. Thus,
boundary intersections like in the planar case do not occur. Curve endpoints are therefore
part of triple junctions denoted with ~Λk ∈M, k = 1, . . . , NT .
For each k ∈ {1, . . . , NT } let ik,1, ik,2, ik,3 ∈ {1, . . . , NC} denote the indices of curves Γik,l ,
l = 1, 2, 3, ik,1 6= ik,2 6= ik,3 6= ik,1 with parameterizations ~xik,l : Iik,l = [0, 1]→M, such that
~xik,1(ρk,1) = ~xik,2(ρk,2) = ~xik,3(ρk,3) =
~Λk,
where ρk,l ∈ {0, 1} corresponds to the start or endpoint of the curve ik,l, l = 1, 2, 3.
At the triple junctions ~Λk, k = 1, . . . , NT , an attachment condition and Young’s law need
to hold:
the triple junction ~Λk does not pull apart, (4.22a)
3∑
l=1
(−1)ρk,l ~τik,l = 0, (4.22b)
where ~τik,l := (~xik,l)s is a tangent vector field at Γik,l ⊂ M, l = 1, 2, 3. This is analogue to
the planar case.
Color images can be handled as in the planar case, recall Section 3.2.9. Again, only the
external force need to be adapted compared to scalar images.
4.2.4 Weak Scheme
We introduce a weak scheme for (4.20) with (4.22) in case of triple junctions. We define the
following function spaces
W :=H1(I1,R)× . . .×H1(INC ,R), (4.23a)
V :=
{
(~η1, . . . , ~ηNC ) ∈ H1(I1,R3)× . . .×H1(INC ,R3) :
~ηik,1(ρk,1) = ~ηik,2(ρk,2) = ~ηik,3(ρk,3), ∀k = 1, . . . , NT
}
, (4.23b)
V Φ := {(~η1, . . . , ~ηNC ) ∈ V : ~ηi . ~νΦ,i = 0, ∀i = 1, . . . , NC} . (4.23c)
Note, that we re-defined the space V Φ which now supports the multiphase formulation.
Further, we only require functions in V Φ to be weak differentiable.
For scalar and vector-valued functions u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈ L2(I1,R(3))×
. . .× L2(INC ,R(3)), we define∫
Γ
u . v ds :=
NC∑
i=1
∫
Ii
ui . vi ‖(~xi)ρ‖ dρ.
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Further, we use the notation
~νM = (~νM,1, . . . , ~νM,NC ), ~νΦ = (~νΦ,1, . . . , ~νΦ,NC )
and the short hand notation
(∇su .∇sv)|Γi := (us . vs)|Γi := (ui)s . (vi)s =
(ui)ρ . (vi)ρ
‖(~xi)ρ‖2 .
Now, we consider time-dependent curves. A possible weak scheme is given as follows: Find
time-dependent functions ~x, κM and κΦ, with ~x( . , t) ∈ V , ~xt( . , t) ∈ V and κM( . , t), κΦ( . , t) ∈
W for t ∈ [0, T ], such that∫
Γ(t)
~xt . ~νM χds− σ
∫
Γ(t)
κM χds =
∫
Γ(t)
F χds, ∀χ ∈W, (4.24a)∫
Γ(t)
~xt . ~νΦ χds = 0, ∀χ ∈W, (4.24b)∫
Γ(t)
(κM ~νM + κΦ ~νΦ) . ~η ds+
∫
Γ(t)
~xs . ~ηs ds = 0, ∀~η ∈ V . (4.24c)
By (4.24b), we weakly enforce (4.20b). Alternatively, the condition (4.20b) can be incor-
porated in the function spaces resulting in the following scheme:
Find time-dependent functions ~x and κM, with ~x( . , t) ∈ V , ~xt( . , t) ∈ V Φ and κM( . , t) ∈
W for t ∈ [0, T ], such that∫
Γ(t)
~xt . ~νM χds− σ
∫
Γ(t)
κM χds =
∫
Γ(t)
F χds, ∀χ ∈W, (4.25a)∫
Γ(t)
κM ~νM . ~η ds+
∫
Γ(t)
~xs . ~ηs ds = 0, ∀~η ∈ V Φ. (4.25b)
4.2.5 Image Restoration with Edge Enhancement
Similar to the planar case, we can perform image segmentation and restoration in a two-step
approach. Therefore, we consider the Mumford-Shah functional (4.8) for images on surfaces.
Let Γ be a union of curves and u : M → [0, 1] an approximation of the image function
u0 :M→ [0, 1].
For image denoising with smooth functions, we now consider piecewise smooth approxi-
mations u|Ωk = uk, where uk : Ωk → [0, 1] is a smooth function defined on the region Ωk ⊂M.
We want to perform an image smoothing as a postprocessing step: First, we find a segmen-
tation solving the evolution equations (4.20) with (4.22) derived from the Chan-Vese model.
For that, a piecewise constant approximation of u0 is used. Second, we use the final regions
and perform a denoising of the image by solving surface partial differential equations.
To derive the surface PDEs for image denoising, we consider variations of u of the form
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u+ v, for v :M→ R and  > 0. We compute
d
d
∣∣∣∣
=0
EMS(u+ v,Γ) = lim
→0
1

(EMS(u+ v,Γ)− EMS(u,Γ))
= lim
→0
1

(∫
M\Γ
(
2∇Mu .∇Mv + 2‖∇Mv‖2
)
dA+
+ λ
∫
M
(
2(u− u0) v + 2v2
)
dA
)
=2
∫
M\Γ
∇Mu .∇Mv dA+ 2λ
∫
M
(u− u0) v dA
=2
NR∑
k=1
∫
Ωk
(∇Muk .∇Mv + λ(uk − u0) v) dA.
For a stationary solution, we consider 0 = dd
∣∣
=0
EMS(u+ v,Γ). This leads to
0 =
∫
Ωk
(∇Muk .∇Mv + λ(uk − u0) v) dA
for each k = 1, . . . , NR and an arbitrary function v which is smooth on Ωk. Using integration
by parts (cf. Dziuk and Elliott (2013) and Section 2), we obtain
0 =
∫
Ωk
(−∆Muk + λ(uk − u0)) v dA+
∫
∂Ωk
∇Muk . ~µk v ds (4.26)
where ∆M is the Laplace-Beltrami operator and ~µk(~p) is a unit outer normal vector on ∂Ωk
in T~pM, i.e. it is tangent to the surface for each ~p ∈ ∂Ωk ⊂ M but normal to ∂Ωk in ~p.
Since M is a smooth, compact surface without boundary, the boundary ∂Ωk of the region
Ωk consists of one or more curves Γi, i ∈ {1, . . . , NC}. Locally, ~µk thus is ±~νM,i. Since v is
arbitrary chosen, we have to solve the following surface PDE for k = 1, . . . , NR:
− 1
λ
∆Muk + uk = u0, in Ωk, (4.27a)
with Neumann boundary conditions
∇Muk . ~µk = 0, on ∂Ωk. (4.27b)
This is the analogue to the planar diffusion scheme (3.43), where the Laplace operator is
replaced by the Laplace-Beltrami operator and the gradient in the Neumann boundary con-
dition is replaced by the surface gradient.
4.2.6 Related Works
The works on evolution of curves on surfaces and on active contours for images on surfaces
differ in the way how the surface and the curves are described mathematically.
A geometric scale space for images on parametric surfaces is introduced by Kimmel (1997)
using level sets. The image is handled implicitly by considering its iso-gray levels.
Spira and Kimmel (2007) consider flows of curves on parametric surfaces and perform
edge detection using the geodesic active contours method. They restrict on surfaces which
have a global parameterization. They solve evolution equations with the level set method by
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considering the pre-image of the curve resulting in a planar curve in the parameterization
plane. However, their approach has intrinsic disadvantages since they use the pre-image of
the curve. Kru¨ger et al. (2008) study drawbacks of this approach concerning the scaling
behavior. Further, the method does not allow to incorporate a balloon term (recall (3.14)),
see Kru¨ger et al. (2008).
In Cheng et al. (2002), the surface is represented by the zero level set of a three-
dimensional function. The zero level set of a second three-dimensional function, which is
time-dependent, is used additionally. The curve is represented by the intersection of the two
zero level sets. This approach is used by Kru¨ger et al. (2008) and Zhou and Li (2013) for
image segmentation with geodesic active contours. A drawback of the method is that a one-
dimensional curve evolution problem is extended to a three-dimensional problem. To reduce
the effort, Kru¨ger et al. (2008) propose a new narrow band technique.
Tian et al. (2009) perform image segmentation using the Chan-Vese model for images on
surfaces with level set methods in combination with a so-called closest point method. They
compute one iteration step of the Chan-Vese model in a small 3D neighborhood of the surface
followed by an interpolation step.
Mikula and Sˇevcˇovicˇ (2006) study flows of the form Vn = κM+F , where F is an external
forcing term. The authors restrict on graph surfaces and solve a system of partial differential
equations for the parameterization ~x, the tangent angle, the geodesic curvature κM and for
‖~xρ‖.
In this thesis, we make use of the concept developed by Barrett et al. (2010a), where
the authors consider flows of curves on surfaces like geodesic curvature flow, geodesic surface
diffusion and geodesic Willmore flow of curves. Here, we apply the methods of Barrett et al.
(2010a) to image segmentation applications resulting in a mean curvature related flow: The
normal velocity is the sum of the geodesic curvature κM weighted with a parameter σ and
an external forcing term. The forcing term is designed for image segmentation based on an
extension of the Chan-Vese method to images on surfaces. As in Barrett et al. (2010a) a
parametric approach is used to describe the curve, recall scheme (4.20). The surface is given
implicitly, as zero level set of a smooth function Φ. However, for practical image segmentation,
the function Φ need not be explicitly known. Our method requires only a normal vector to
the surface at each point ~p ∈M.
Furthermore, for image denoising we solve a diffusion equation on the surface M. For
related works on surface partial differential equations, we refer to Dziuk and Elliott (2013)
and the references therein. Smooth surfaces are approximated by triangulated surfaces to
solve surface PDEs numerically. For a practical application see Cˇunderl´ık et al. (2013), where
data of the Earth’s surface captured on board of satellites are filtered by nonlinear diffusion.
An implicit representation of the surface is used in Bertalmio et al. (2001), where the surface
is embedded as zero level set of a higher dimensional function and the partial differential
equations are solved on a fixed Cartesian grid using a special embedding function.
Lai and Chan (2011) propose methods to solve total variation problems on surfaces. In
detail, they generalize the method of Rudin et al. (1992) for denoising images on surfaces and
the method of Chan et al. (2006) (a convexified Chan-Vese model) for segmentation of images
on surfaces. They pursue a direct, called intrinsic, approach: they perform the resulting
calculations directly on the given surface by using differential geometry techniques and finite
elements for images given on triangulated surfaces. Lai and Chan (2011) also provide an
overview and a comparison of several approaches for variational problems on surfaces (level
set methods, parametric surfaces and direct/intrinsic methods). Total variation based image
110 CHAPTER 4. PROCESSING OF IMAGES ON SURFACES
restoration and segmentation are also considered by Wu et al. (2012), where the authors
propose an extension of the augmented Lagrangian method (see e.g. Wu and Tai (2010)) for
scalar and vectorial total variation problems to images on surfaces.
4.3 Numerical Approximation
4.3.1 Finite Element Approximation
We introduce a finite element approximation for the scheme (4.20) with (4.22) in the case
of triple junctions. The finite element scheme is based on the weak formulation (4.25).
The scheme (4.20) can be interpreted as weighted geodesic curvature flow with an external
forcing term. Therefore, we make use of the finite element scheme for geodesic curvature flow
developed by Barrett et al. (2010a) for closed curves and generalize the approach for possible
open curves with triple junctions and for image segmentation problems.
Spatial and Time Discretization
Similar to the planar case, we introduce a spatial and time discretization, introduce discrete
function spaces and discrete inner products. We use a similar notation as in the planar case,
where the vector-valued quantities lie now in R3 instead of R2. A restriction toM is achieved
by a discrete version of the space V Φ.
For i = 1, . . . , NC , let 0 = q
i
0 < q
i
1 < . . . < q
i
Ni
= 1 be a decomposition of the interval
Ii = [0, 1]. If Γi is a closed curve, we make use of the periodicity Ni = 0, Ni + 1 = 1,
−1 = Ni − 1, etc.
Let NT be the number of triple junctions. For k = 1, . . . , NT , let ~Λk ∈ M denote
a triple point. Let ik,l, l = 1, 2, 3, be the indices of curves and ρk,l ∈ {0, 1} such that
~xik,1(ρk,1) = ~xik,2(ρk,2) = ~xik,3(ρk,3) =
~Λk.
We introduce the following discrete function spaces
W h :=
{
(η1, . . . , ηNC ) ∈ C(I1,R)× . . .× C(INC ,R) : ηi|[qij−1,qij ] is linear,
∀i = 1, . . . , NC , j = 1, . . . , Ni
}
, (4.28a)
V h :=
{
(~η1, . . . , ~ηNC ) ∈ C(I1,R3)× . . .× C(INC ,R3) : ~ηik,1(ρk,1) =
= ~ηik,2(ρk,2) = ~ηik,3(ρk,3), ∀k = 1, . . . , NT , ~ηi|[qij−1,qij ] is linear,
∀i = 1, . . . , NC , j = 1, . . . , Ni
}
. (4.28b)
A basis ofW h is given by functions χi,j := ((χi,j)1, . . . , (χi,j)NC ) ∈W h, where (χi,j)k(qkl ) :=
δikδjl for i, k = 1, . . . , NC , j = j
i
0, . . . , Ni, l = j
k
0 , . . . , Nk, where j
i
0 = 1 if Γi is closed and
ji0 = 0 else. We call {χi,j}i=1,...,NC ,j=ji0,...,Ni standard basis of W h.
Further, let 0 = t0 < t1 < . . . < tM = T be a partitioning of the time interval [0, T ] into
possibly variable time steps τm := tm+1 − tm, m = 0, . . . ,M − 1.
Let ~Xm = ( ~Xm1 , . . . ,
~XmNC ) ∈ V h be an approximation of ~x( . , tm) = (~x1( . , tm), . . . ,
~xNC ( . , tm)). Let Γ
m = (Γm1 , . . . ,Γ
m
NC
) denote the image of ~Xm.
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In case of triple junctions let jk,l ∈ {0, Nik,l} denote the index of the corresponding curve
endpoint such that q
ik,l
jk,l
= ρk,l, k = 1, . . . , NT , l = 1, 2, 3.
For scalar or vector functions u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈ L2(I1,R(3)) × . . . ×
L2(INC ,R(3)), the L2-inner product 〈· , ·〉m over the current polygonal curve network Γm is
given by
〈u, v〉m :=
∫
Γm
u . v ds :=
NC∑
i=1
∫
Ii
ui . vi ‖( ~Xmi )ρ‖ dρ. (4.29)
Further, we make use of a mass lumped inner product as in the planar case: The mass
lumped inner product 〈· , ·〉hm for piecewise continuous functions u = (u1, . . . , uNC ) and v =
(v1, . . . , vNC ) is defined by
〈u, v〉hm :=
1
2
NC∑
i=1
Ni∑
j=1
hm
i,j− 1
2
[
(ui . vi)
(
[qij ]
−)+ (ui . vi) ([qij−1]+)] , (4.30)
where ui([q
i
j ]
±) := lim→0,>0ui(qij ± ) and hmi,j− 1
2
:= ‖ ~Xmi (qij) − ~Xmi (qij−1)‖ > 0 is the
distance between two neighbor nodes. Let hm := maxi=1,...,NC ,j=1,...,Ni h
m
i,j− 1
2
denote the
maximum distance between two neighbor nodes of the polygonal curves.
Discrete Vector Fields
Let ~Xm ∈ V h be a given parameterization of the polygonal curve network Γm satisfying the
following assumption:
(A) The distance between two neighbor nodes of Γm is positive, i.e. hm
i,j− 1
2
> 0 for
i = 1, . . . , NC , j = 1, . . . , Ni and ~X
m
i (q
i
j+1) 6= ~Xmi (qij−1) for i = 1, . . . , NC and j = 1, . . . , Ni
if ∂Γmi = ∅ and j = 1, . . . , Ni − 1 if ∂Γmi 6= ∅.
We define ~ωmΦ = (~ω
m
Φ,1, . . . , ~ω
m
Φ,NC
), ~ωmd = (~ω
m
d,1, . . . , ~ω
m
d,NC
) and ~ωmM = (~ω
m
M,1, . . . , ~ω
m
M,NC )
by
~ωmΦ,i(q
i
j) = ~nΦ( ~X
m
i (q
i
j)) =
∇Φ( ~Xmi (qij))
‖∇Φ( ~Xmi (qij))‖
, (4.31a)
~ωmd,i(q
i
j) =

~Xmi (q
i
j+1)− ~Xmi (qij−1)
‖ ~Xmi (qij+1)− ~Xmi (qij−1)‖
, if ∂Γmi = ∅, or if ∂Γmi 6= ∅ and j 6= 0, Ni,
~Xmi (q
i
1)− ~Xmi (qi0)
‖ ~Xmi (qi1)− ~Xmi (qi0)‖
, if ∂Γmi 6= ∅, and j = 0,
~Xmi (q
i
Ni
)− ~Xmi (qiNi−1)
‖ ~Xmi (qiNi )− ~X
m
i (q
i
Ni−1)‖
, if ∂Γmi 6= ∅, and j = Ni.
(4.31b)
~ωmM,i(q
i
j) = ~ω
m
d,i(q
i
j)× ~ωmΦ,i(qij), (4.31c)
for i = 1, . . . , NC and j = j
i
0, . . . , Ni. For closed curves, we make use of the periodicity
Ni = 0, Ni + 1 = 1 and −1 = Ni − 1.
The assumption (A) is needed, such that ~ωmd is well-defined, see also Barrett et al. (2010a).
We define a discrete analogue to the space V Φ by
V hΦ =
{
~η ∈ V h : ~ηi . ~ωmΦ,i = 0, i = 1, . . . , NC
}
. (4.32)
112 CHAPTER 4. PROCESSING OF IMAGES ON SURFACES
Discrete scheme
We propose the following discrete scheme: Let ~X0 ∈ V h be a given parameterization of a
polygonal curve network Γ0. We assume that the initial nodes ~X0i (q
i
j) lie on the surface M.
Further, we assume that assumption (A) holds for ~Xm, m = 0, . . . ,M − 1.
For m = 0, . . . ,M − 1, find δ ~Xm+1 ∈ V hΦ and κm+1M ∈W h such that
〈δ
~Xm+1
τm
, χ ~ωmM〉hm − σ〈κm+1M , χ〉hm = 〈Fm, χ〉hm, ∀χ ∈W h, (4.33a)
〈κm+1M ~ωmM, ~η〉hm + 〈∇sδ ~Xm+1,∇s~η〉m = −〈∇s ~Xm,∇s~η〉m, ∀~η ∈ V hΦ, (4.33b)
where Fm = (Fm1 , . . . , F
m
NC
) ∈ W h, with Fmi , i = 1, . . . , NC , is the piecewise linear function
uniquely given by
Fmi (q
i
j) = λ
[(
u0( ~X
m
i (q
i
j))− cmk+(i)
)2 − (u0( ~Xmi (qij))− cmk−(i))2] , (4.34)
where cmk±(i) are approximations of the coefficients ck±(i)(tm), cf. (4.19). We will later state
how the coefficients cmk , k = 1, . . . , NR, are computed in practice.
Having found δ ~Xm+1 ∈ V hΦ, we set ~Xm+1 := δ ~Xm+1 + ~Xm ∈ V h.
The finite element scheme (4.33) is the discrete analogue of (4.25).
Before we proceed to prove existence and uniqueness of a solution of the scheme (4.33),
we state some very mild assumptions, similar as in the two-dimensional case.
(A1) Let i ∈ {1, . . . , NC}. If ∂Γmi = ∅, we assume that
dim span{~ωmM,i(qij), ~ωmΦ,i(qij)}Nij=1 = 3.
(A2) For each k ∈ {1, . . . , NT }, we assume that
dim span{{~ωmM,ik,l(q
ik,l
j ), ~ω
m
Φ,ik,l
(q
ik,l
j )}
Nik,l−1
j=1 }3l=1 = 3.
Theorem 4.2. Let the assumptions (A), (A1) and (A2) hold. Then there exists a unique
solution (δ ~Xm+1, κm+1M ) ∈ V hΦ ×W h to the system (4.33).
Proof. The system (4.33) is linear. Therefore, existence of a solution follows from its unique-
ness. To prove uniqueness, consider the following system: Find { ~X, κM} ∈ V hΦ ×W h such
that
〈 ~X, χ ~ωmM〉hm − στm〈κM, χ〉hm = 0, ∀χ ∈W h, (4.35a)
〈κM ~ωmM, ~η〉hm + 〈∇s ~X,∇s~η〉m = 0, ∀~η ∈ V hΦ. (4.35b)
We obtain choosing χ = κM ∈W h in (4.35a) and ~η = ~X ∈ V hΦ in (4.35b)
στm〈κM, κM〉hm + 〈∇s ~X,∇s ~X〉m = 0.
From this equation, we conclude κM ≡ 0 and ~X ≡ ~Xc for a constant ~Xc = ( ~Xc1, . . . ,
~XcNC ) ∈ (R3)NC with ~Xcik,1 = ~Xcik,2 = ~Xcik,3 for all k ∈ {1, . . . , NT }. Further, ~Xci ∈ R3 satisfies
~Xci . ~ω
m
Φ,i(q
i
j) = 0 (4.36)
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for all i = 1, . . . , NC and j = j
i
0, . . . , Ni, since
~X ∈ V hΦ. Inserting κ ≡ 0 and ~X ≡ ~Xc, (4.35a)
reduces to
〈 ~Xc, χ ~ωmM〉hm = 0, ∀χ ∈W h. (4.37)
We now choose χ = χi,j ∈W h, i ∈ {1, . . . , NC}, j ∈ {ji0, . . . , Ni} in (4.37). This yields
~Xci . ~ω
m
M,i(q
i
j) = 0. (4.38)
Similar as in the planar case (cf. Theorem 3.5), we can conclude ~Xci ≡ 0 using (4.36), (4.38)
and the assumptions (A1) and (A2).
4.3.2 Solution of the Discrete System
Let N =
∑NC
i=1N
∗
i , with N
∗
i = Ni for closed curves and N
∗
i = Ni + 1 for open curves. We
make use of a small abuse of notation and consider functions in W h as elements in RN and
functions in V h as elements in
X =
{
(~z1, . . . , ~zNC ) ∈ (R3)N : [~zik,1 ]jk,1 = [~zik,2 ]jk,2 = [~zik,3 ]jk,3 , k = 1, . . . NT
}
,
where ~zi ∈ (R3)N∗i and [~zi]j ∈ R3 is the j-th component of the vector ~zi. Functions in V hΦ are
considered as elements in
XΦ =
{
(~z1, . . . , ~zNC ) ∈ X : [~zi]j . ~ωmΦ,i(qij) = 0, i = 1, . . . , NC , j = ji0, . . . , Ni
}
,
with ji0 = 0 for open curves and j
i
0 = 1 for closed curves. Let
~PΦ : (R3)N → XΦ denotes the
orthogonal projection onto the space XΦ.
In order to state a matrix formulation for the discrete system (4.33), we introduce the
following matrices
M :=

M1 · · · 0
...
. . .
...
0 . . . MNC
 , ~NM :=

~N1M · · · 0
...
. . .
...
0 . . . ~NNCM
 , ~A :=

~A1 · · · 0
...
. . .
...
0 . . . ~ANC
 ,
where M i ∈ RN∗i ×N∗i , ~N iM ∈ (R3)N
∗
i ×N∗i , ~Ai ∈ (R3×3)N∗i ×N∗i , i = 1, . . . , NC , are defined by
M ijl := 〈χi,j , χi,l〉hm, ( ~N iM)jl := 〈χi,j , χi,l ~ωmM〉hm, ~Aijl := 〈∇sχi,j ,∇sχi,l〉m ~Id3,
where ~Id3 denotes the 3× 3 identity matrix.
We define similar to the planar case bm = (bm1 , . . . , b
m
NC
) ∈ RN by
bmi = (b
m
i,ji0
, . . . , bmi,Ni), with b
m
i,j := 〈Fmi , χi,j〉hm, j = ji0, . . . , Ni, (4.39)
for i = 1, . . . , NC .
The system (4.33) can be rewritten into the following matrix-vector formulation: Find
κm+1M ∈ RN and δ ~Xm+1 ∈ XΦ, such that(
−στmM ~NTM ~PΦ
~PΦ ~NM ~PΦ ~A~PΦ
)(
κm+1M
δ ~Xm+1
)
=
(
τmb
m
−~PΦ ~A ~Xm
)
, (4.40)
holds, on assuming that ~X0 ∈ X.
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Since M is non-singular, we can apply a Schur complement approach and obtain
κm+1M =
1
στm
M−1
(
~NTM ~PΦ δ ~X
m+1 − τmbm
)
,
(4.41a)(
~PΦ ~A~PΦ +
1
στm
~PΦ ~NMM−1 ~NTM ~PΦ
)
δ ~Xm+1 =
1
σ
~PΦ ~NMM−1bm − ~PΦ ~A ~Xm, (4.41b)
Since ~PΦ is a projection to a subspace of (R3)N , the system matrix of the linear equation
(4.41b) is singular as a mapping of (R3)N → (R3)N . However, considered as a mapping of
XΦ → XΦ it is non-singular if the assumptions (A1) and (A2) hold.
Since the system matrix is sparse, (4.41b) can be efficiently solved with an iterative solver
(with possible preconditioning) or with a direct solver for sparse matrices.
4.3.3 Semidiscrete Scheme
Similar to the planar case, cf. Section 3.3.4, we consider a scheme which is discrete in space
and continuous in time. We consider time-dependent polygonal curves Γi(t), i = 1, . . . , NC ,
t ∈ [0, T ], and show an equidistribution property concerning the distribution of mesh points
along the curves on surfaces.
We make use of a similar notation as in the fully discrete case by just omitting the
superscripts m and m + 1. In detail, let ~X = ( ~X1, . . . , ~XNC ) and κ = (κ1, . . . , κNC ) with
~Xi : Ii× [0, T ]→ R3, and κi : Ii× [0, T ]→ R, i = 1, . . . , NC , such that ~X( . , t) and κ( . , t) are
piecewise linear on [qij−1, q
i
j ], j = 1, . . . , Ni, for each t ∈ [0, T ]. Further, we set ~Xi,j = ~Xi(qij)
and hi,j− 1
2
= ‖ ~Xi,j − ~Xi,j−1‖ for i = 1, . . . , NC , j = 1, . . . , Ni. We will make use of inner
products 〈 . , . 〉 and 〈 . , . 〉h which are defined as in (4.29) and (4.30) by replacing ~Xm by
~X( . , t) and Γmi by the current polygonal curve Γi(t), i = 1, . . . , NC , t ∈ [0, T ]. We make
use of vector fields ~ωΦ, ~ωd and ~ωM which are defined similar as in (4.31) by omitting the
superscript m. The space V hΦ is defined as in (4.32) by using ~ωΦ instead of ~ω
m
Φ .
Lemma 4.3. (See also Barrett et al. (2010a)) The semidiscrete scheme
〈 ~Xt, χ ~ωM〉h − σ〈κM, χ〉h = 〈F, χ〉h, ∀χ ∈W h, (4.42a)
〈κM ~ωM, ~η〉h + 〈∇s ~X,∇s~η〉 = 0, ∀~η ∈ V hΦ, (4.42b)
for κ ∈ W h and ~X ∈ V hΦ, provides an equidistribution of the mesh points along the curves
Γi(t), i = 1, . . . , NC , t ∈ [0, T ].
Proof. Testing (4.42b) with ~η = χi,j ~ωd,i(q
i
j), i = 1, . . . , NC , j = 1, . . . , Ni if ∂Γi(t) = ∅ and
j = 1, . . . , Ni − 1 else, leads to
0 =
(
~Xi,j+1 − ~Xi,j
hi,j+ 1
2
−
~Xi,j − ~Xi,j−1
hi,j− 1
2
)
.
(
~Xi,j+1 − ~Xi,j−1
)
, (4.43)
where we use that ~ωM and ~ωd are perpendicular. As in Lemma 3.6, we conclude
‖ ~Xi,j+1 − ~Xi,j‖ = ‖ ~Xi,j − ~Xi,j−1‖ or ( ~Xi,j+1 − ~Xi,j) ‖ ( ~Xi,j − ~Xi,j−1). (4.44)
Consequently, three neighbor nodes are equally distributed or lie on one straight line.
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Remark 4.4. Note, that we could show that the Euclidean distance between mesh points is
equal (or three neighbor nodes lie on one straight line). We did not show an equidistribu-
tion using the geodesic distance of the nodes on the surface. However, the distance between
neighboring nodes on the polygonal curves is usually very small since the polygonal curves
approximate smooth curves. Therefore, if the mesh points are equally distributed with respect
to the Euclidean distance, we will also obtain a good mesh quality concerning the distribution
of nodes with respect to the geodesic distance.
As in the planar case, see Section 3.3.4, we cannot prove equidistribution for the fully
discrete scheme. However in practical experiments, we observe a good mesh quality during
the evolution of the curves on the surface.
4.3.4 Topology Changes
In the introduction of this chapter, we discussed the problem of possible false detections of
topology changes, cf. Figure 4.1. If we extend the algorithm to detect topology changes from
planar curves, cf. Section 3.3.5, to curves on surfaces, we need to choose the grid size a of
the auxiliary background grid carefully.
For ~p ∈ M let T~pM denote the tangent space and N~pM = (T~pM)⊥ the normal space.
Let NM = {(~p, ~n) : ~p ∈M, ~n ∈ N~pM} denote the normal bundle.
For a smooth embedded hypersurface, we consider the map
E : NM→ R3, (~p, ~n) 7→ ~p+ ~n.
Theorem 4.5 (Tubular neighborhood theorem). Every embedded hypersurface M of R3 has
a tubular neighborhood, i.e. a neighborhood U ⊂ R3 that is the diffeomorphic image under
E : NM→ R3 of an open subset V ⊂ NM of the form
V = {(~p, ~n) ∈ NM : ‖~n‖ < δ(~p)} , (4.45)
for some positive continuous function δ :M→ R.
Proof. See Lee (2002), Chapter 6, Embedding and Approximation Theorems, or Lang (2002),
Chapter 4, Vector Fields and Differential Equations.
We assume that M is a compact, smooth, embedded hypersurface. As a consequence,
set δ0 = min {δ(~p) : ~p ∈M} > 0. For each ~p ∈ M the intersection Bδ0(~p) ∩M is simply
connected, which is a consequence of the fact that E|V : V → U is a diffeomorphism. An
illustration of a surface with a possible tubular neighborhood is presented in Figure 4.2.
Topology changes are now detected as follows:
• Construct an underlying 3D grid with grid size a with a√3 < δ0. Note that the
intersection of a grid element (=cube of grid length a) with M is simply connected.
• Mark the grid elements with the indices of the curves and the mesh points, similarly as
in the 2D case.
• If two non-neighbor points ~Xmi,j and ~Xmi1,j1 lie in the same cube, a topology change is
detected.
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M U
δ0
Figure 4.2: Cross-section of a surface M with a possible tubular neighborhood U .
The key idea is to choose the grid size a of the auxiliary 3D background grid small enough
with respect to δ0, such that points from two different parts of the surface (with nearly
opposite normal vector ~νΦ) cannot lie in one array of the grid.
Splitting, merging and the creation of triple junctions are distinguished as for planar
curves (cf. Section 3.3.5) by considering the indices of the curves and the indices of the
regions separated by the curves.
4.3.5 Additional Computational Aspects
Triangulated surfaces
In practical applications, a smooth function Φ : R3 → R, such thatM is the zero level set of
Φ, is usually not provided. Moreover, a surfaceM is typically given as a triangulated surface
instead of a smooth surface.
Therefore, we assume that M is a union of triangles of a triangulation T h, i.e. M =⋃
σh∈T h σh. Note, that the function Φ was only needed to compute ~nΦ. Normal vectors
to the surface can now be easily computed for each triangle σh. For a point ~p on a curve
Γm ⊂M, we first need to assign ~p to a triangle σh ∈ T h in which the node lies, to compute
~nΦ(~p). Further, the color data u0 is often piecewise constant and uniquely given by its value
on the triangles. To evaluate u0(~p), we also need to assign the node to its corresponding
triangle.
For each simplex, we can project an element of R3 to the simplex plane and can use
barycentric coordinates to determine if the projected node lies inside the triangle. Surfaces are
often composed of 105 to 106 triangles. Therefore, for a given point, finding the corresponding
triangle in which the point lies results in a high computational effort if no prior knowledge is
used.
For m = 0 and a curve Γmi , i ∈ {1, . . . , NC}, with nodes ~Xmi,j , j = ji0, . . . , Ni, we perform a
global search only for ~Xm
i,ji0
. For j > ji0, we consider first the simplex to which
~Xmi,j−1 has been
assigned. If the node ~Xmi,j is not located in the same simplex, we start a search considering
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successively the neighbor simplices. For m > 0, we can assume that a node has moved only
slightly on the surface from step m−1 to m. Therefore, we start the search using the triangle
to which the node was assigned in time step m− 1. Consequently, a global search has to be
performed only NC times at the beginning of the segmentation.
After the linear system (4.41b) has been solved, some of the nodes may not lie exactly
on the surface. For smooth surfaces (like spheres, tori, etc.), the nodes stay very close to the
surface if small time steps are used, see Barrett et al. (2010a). However, for triangulated sur-
faces, a reprojection onto the surface is necessary since ~νΦ is not continuous. The projection
onto the surface does not result in an additional computational effort: In the next time step,
we need to compute ~νΦ = ~nΦ ◦ ~x and need to evaluate u0 again for each node. For both, we
have to determine again the closest triangle for a point. As described above, this is done by
projection of the original node to the triangle plane and by using barycentric coordinates.
I.e. we already need to determine a projection of the original point to the corresponding
triangle.
Computation of regions and coefficients
For the external forcing term, we need to determine the regions Ωmk , approximations of
Ωk(tm), k = 1, . . . , NR. The regions Ω
m
k are separated and thus determined by the union of
discrete curves Γm = Γm1 ∪ . . .∪ ΓmNC . Further, we need to compute the coefficients cmk which
are the average color values of the image function u0 on the corresponding regions or average
values of components with respect to the CB or HSV color space.
For m = 0, we need to assign each simplex σh ∈ T h to a region Ω0k. For m > 0, we need
to update the assignment only in a neighborhood of the curves.
Let ~pσh,j , j = 1, 2, 3, denote the vertices of a triangle σ
h. We assign the simplex to a
region Ωmk if its center ~pσh = (~pσh,1 + ~pσh,2 + ~pσh,3)/3 belongs to the region. In the rare
case, that ~pσh lies directly on a curve Γ
m
i , it is assigned either to Ω
m
k+(i) or Ω
m
k−(i). For image
segmentation, we do not apply any special treatment to simplices which are truncated by a
curve.
For a simplex σh close to a curve with center ~pσh , we can search for the closest node ~X
m
i,j
and consider the sign of (~pσh − ~Xmi,j) . ~ωmM(qij).
For m = 0, we also need to consider simplices which are not close to a curve. The direction
~ωmM(q
i
j) cannot be used for remote simplices if the surface M is curved. Having assigned a
small band of simplices around the curves, the remaining simplices can inherit the region
index by using the neighbor relation between the simplices of the triangulation.
Motivated by these thoughts, we propose the following algorithm for computation of the
regions:
• For all nodes ~Xmi,j , i = 1, . . . , NC , j = ji0, . . . , Ni, we consider the triangle σh to which
~Xmi,j belongs (see determination of the closest triangle described above). If (~pσh −
~Xmi,j) . ~ω
m
M(q
i
j) is positive, the simplex is assigned to Ω
m
k+(i), otherwise to Ω
m
k−(i). The
indices of neighbor simplices of σh are stored in a list.
• We consider the simplices of the auxiliary list, which have not been assigned to a region
yet. For a simplex σh of the list, we search for the closest node point ~Xmi,j and determine
a region index using the sign of (~pσh − ~Xmi,j) . ~ωmM(qij). We store the neighbor simplices
of σh in a new list.
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Figure 4.3: Illustration how triangles are assigned to a region. Left: Image and initial curve.
Center: Small band after n0 = 4 steps. Right: Regions colored with mean brightness value
after assignment of all triangles. The surface data is from the Stanford Computer Graphics
Laboratory, cf. Turk and Levoy (1994).
• Having assigned all simplices of the current list to a region, the current list is deleted
and the simplices of the new list are considered. We repeat the procedure n0 times.
Afterwards, a small band of simplices around each curve is assigned to regions.
• For m = 0, the remaining simplices are considered successively by using again lists of
neighbor simplices. After the step n0, we do not determine the closest node of a curve.
A new simplex inherits the region index directly from its neighbor.
Figure 4.3 illustrates the assignment of regions for simplices of a triangulated surface.
It shows the Stanford Bunny from the Stanford Computer Graphics Laboratory (https:
//graphics.stanford.edu/data/3Dscanrep/), cf. Turk and Levoy (1994), and an image
with three small discs painted on its surface. We used n0 = 4 levels of neighbor simplices
to assign the simplices of a small band around the initial curve to one of the two regions
separated by the initial curve. The remaining simplices (marked with dark color in the
second subfigure) are finally assigned to a region by heritage of the region index.
The final coefficients are computed as for planar images, cf. Section 3.3.6: Let Cmk =∑
σh∈Ωmk u0|σh denote the sum of the color data and n
m
k the number of simplices belonging
to Ωmk . The coefficient for the Chan-Vese model is computed by setting c
m
k = C
m
k /n
m
k . For
color spaces like the CB or HSV space, we need to make use of normalized means for some
components of the color, cf. Section 3.3.6.
For m > 0, we need to update the coefficients only close the curve, i.e. we consider only
the simplices of a small band around the curves (using again n0 levels of neighbor simplices
around the curves). If a simplex σh changes its region assignment from Ωml to Ω
m
k , we set
nmk = n
m
k + 1, n
m
l = n
m
l − 1, Cmk = Cmk + u0|σh , Cml = Cml − u0|σh . (4.46)
Global refinement-coarsening strategy
We perform a global refinement-coarsening similar as for the planar case by using two thresh-
olds lmax and lmin for the average distance between neighbor nodes, see Section 3.3.6. Let
Nmi be the number of nodes belonging to a curve Γ
m
i . If |Γmi | /Nmi > lmax, we perform a
global refinement of the curve by inserting a new node between two neighbor nodes. On the
contrary, if |Γmi | /Nmi < lmin, we perform a global coarsening, i.e. we delete every second
node of the polygonal curve which is not a boundary point.
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When inserting a new node between two nodes ~Xmi,j and
~Xmi,j+1 during a refinement, we
first compute ~p = ( ~Xmi,j +
~Xmi,j+1)/2 and determine the closest triangle (again the search for
the closest triangle is done efficiently by starting with the triangle in which e.g. ~Xmi,j lies).
Having found the closest triangle σh, ~p is projected orthogonally to σh. Consequently, all
newly generated nodes lie on the surface.
4.3.6 Numerical Solution of the Image Restoration Scheme
In this section, we describe how the scheme (4.27) for image restoration can be solved numer-
ically with a finite element approach. As above, we consider a polyhedral surface M given
by a set T h of triangles.
The image denoising is performed as postprocessing step using the final regions from the
time step m = M . The surface thus consists of polyhedral regions Ωhk := Ω
M
k , k = 1, . . . , NR.
Let T hk = {σh ∈ T h : σh ⊂ Ωhk} denote the set of triangles belonging to Ωhk and let ~pk,j ,
j = 1, . . . , Nhk , denote the vertices of the triangles belonging to T hk .
For each k = 1, . . . , NR, we define the following finite element space
Shk :=
{
uh ∈ C(Ωhk ,R) : uh|σh is linear ∀σh ∈ T hk
}
. (4.47)
For piecewise continuous functions uh, vh : Ωhk → R(3) with possible jumps at edges of sim-
plices σh ∈ T hk , we define the mass lumped inner product
〈uh, vh〉h := 1
3
∑
σh∈T hk
|σh|
3∑
j=1
(uh . vh)((~pσh,j)
−), (4.48)
where |σh| denotes the area of σh, and as above ~pσh,j , j = 1, 2, 3, denote the vertices of the
triangle σh ∈ T hk and
uh((~pσh,j)
−) := lim
~p→~p
σh,j
, ~p∈σh
uh(~p).
Further, for functions uh, vh ∈ L2(Ωhk ,R(3)), we define
〈uh, vh〉 :=
∫
Ωhk
uh . vh dA. (4.49)
We consider the following discrete system for each region k ∈ {1, . . . , NR}: Find uh ∈ Shk
such that
1
λ
〈∇Muh,∇Mvh〉+ 〈uh, vh〉h = 〈u0, vh〉h, ∀vh ∈ Shk , (4.50)
where λ > 0 is a weighting parameter (cf. (4.8)).
Let {φhk,i}
Nhk
i=1 with φ
h
k,i(~pk,j) = δij denote the standard basis of S
h
k . Using this standard
basis, we can identify each element in Shk with its coefficient vector in RN
h
k . Further, we
define the matrices Mhk , A
h
k ∈ RN
h
k×Nhk by
(Mhk )ij := 〈φhk,i, φhk,j〉h, (Ahk)ij := 〈∇Mφhk,i,∇Mφhk,j〉, i, j = 1, . . . , Nhk . (4.51)
The entries of the matrices Mhk and A
h
k are computed by considering each triangle σ
h ∈ T hk
and computing the contribution of σh to the entries corresponding to the indices of its vertices.
For computing the contribution of σh to Ahk we need to compute surface gradients.
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For that, we consider three nodes ~pk,j1 , ~pk,j2 and ~pk,j3 , j1, j2, j3 ∈ {1, . . . , Nhk }, being the
vertices of a triangle σh in T hk . For the ease of notation, we assume j1 = 1, j2 = 2 and j3 = 3.
One tangential vector is given by
~τ1 :=
~pk,3 − ~pk,2
‖~pk,3 − ~pk,2‖ .
A second tangential vector which is orthogonal to ~τ1 can be obtained by
~τ2 :=
~pk,1 − ~qk
‖~pk,1 − ~qk‖ ,
with
~qk = ~pk,2 + ((~pk,1 − ~pk,2) . ~τ1)~τ1.
The vector ~τ2 is the vector in the tangential plane which can also be obtained by a positive
90◦-rotation of ~τ1 around the axis given by the normal vector to the triangle.
We note that ∂~τ1φ
h
k,1 = 0. For ∂~τ2φ
h
k,1 we consider a curve γ : [0, ‖~pk,1 − ~qk‖] → R3,
γ() = ~qk +  ~τ2. The composition φ
h
k,1 ◦ γ is given by
(φhk,1 ◦ γ)() =

‖~pk,1 − ~qk‖ .
Using the definition of the directional derivative (2.11), we get
∂~τ2φ
h
k,1 =
d
d
φk,1(γ())|=0 = 1‖~pk,1 − ~qk‖ .
The surface gradient is then given by
∇Mφhk,1|σh = ∂~τ1φhk,1 ~τ1 + ∂~τ2φhk,1 ~τ2 =
~pk,1 − ~qk
‖~pk,1 − ~qk‖2 .
Similarly, we compute ∇Mφhk,2|σh and ∇Mφhk,3|σh .
The discrete equation (4.50) can be rewritten to the following linear system: Find uh ∈
RNhk such that
1
λ
Ahku
h +Mhk u
h = MhkU0, (4.52)
holds, where U0 ∈ RNhk is given by
(U0)j =
∑
σh∈T hk,j |σ
h| (u0)|σh∑
σh∈T hk,j |σh|
, j = 1, . . . , Nhk , (4.53)
with
T hk,j =
{
σh ∈ T hk : ~pk,j ∈ σh
}
.
Using this definition of U0, we obtain 〈u0, φhk,j〉h = (MhkU0)j for j = 1, . . . , Nhk .
Note, that the Neumann boundary conditions are automatically incorporated in the
scheme (4.52). The finite element approach is based on a weak formulation of (4.27) which
contains the Neumann boundary conditions as natural conditions.
We obtain an element-wise constant image approximation Uh by setting
Uh|σh =
1
3
3∑
j=1
uh(~pσh,j). (4.54)
for simplices σh ∈ T hk . By solving the diffusion equation on each region independently,
the boundaries of the regions are not smoothed out. Vector-valued images are denoised by
applying the method on each component.
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4.3.7 Summary of the Image Processing Algorithm
We propose the following algorithm for image segmentation with postprocessing image restora-
tion: Given a set of polygonal curves Γ0 = (Γ01, . . . ,Γ
0
NC
) and ~X0 = ( ~X01 , . . . ,
~X0NC ) with
~X0i (Ii) = Γ
0
i ,
~X0i (q
i
j) ∈ M, i = 1, . . . , NC , j = ji0, . . . , Ni, we perform the following steps for
m = 0, 1, . . . ,M − 1:
(i) Compute the regions Ωmk ⊂ M and the coefficients cmk , k = 1, . . . , NR, as described in
Section 4.3.5.
(ii) Compute bm as defined in (4.39) by using the coefficients cmk of step (i). Compute
~Xm+1 = ~Xm + δ ~Xm+1 by solving the linear equation (4.41b), see Section 4.3.2.
(iii) Check if topology changes occur, see Section 4.3.4. In case of a topology change, except
for a pure deletion of a curve, repeat the steps (i) and (ii) nsub-times with a step size
of τm/nsub and execute the topology change when it occurs in a substep.
(iv) If necessary, perform global coarsening or refinement as described in Section 4.3.5.
Having found a final segmentation of the image at time m = M , perform the image
denoising by computing a piecewise smooth approximation of the image function as presented
in Section 4.3.6.
In principle, we can also use adaptive time step sizes and adaptive values for the weighting
parameter σ, similar as in the planar case, cf. Section 3.3.6.
4.4 Results
4.4.1 Artificial Test Images
Images on the Stanford bunny
We test the developed algorithm for image segmentation by considering artificial images on
the Standford bunny, from the Stanford Computer Graphics Laboratory (https://graphics.
stanford.edu/data/3Dscanrep/), cf. Turk and Levoy (1994). As a first example, we con-
sider a gray-scaled image showing three dark discs. This example is similar to an experiment
presented in Kru¨ger et al. (2008), who apply a level set method based on the work of Cheng
et al. (2002), where the intersection of two zero level sets are used to describe a curve on a
surface. Further, Kru¨ger et al. (2008) use a geodesic active contours model (recall (4.7)) with
a balloon force, whereas we apply the Chan-Vese model extended to images on surfaces.
Figure 4.4 shows our image segmentation result using the developed direct, parametric
approach for image segmentation. We use the parameters σ = 2 and λ = 50 to weight
the curvature and external term. Let ∆t = τm denote the time step size. The time step
size is set to ∆t = 0.01. This example demonstrates topology changes; in detail it shows
how one initial closed curve is split up in three single curves. The contours at four different
time steps and the corresponding piecewise constant approximation are presented in Figure
4.4. Of course, a level set technique as used by Kru¨ger et al. (2008) can handle splitting
automatically, whereas we need to detect the change in topology explicitly using the method
described in Section 4.3.4. However, the method to detect topology changes is efficient, since
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Figure 4.4: Image segmentation of a gray-scaled image on the Stanford bunny. Demon-
stration of topology changes (splitting). First row: Original image and contours for
m = 1, 100, 140, 150. Second row: Piecewise constant approximation. The surface is from
the Stanford Computer Graphics Laboratory, cf. Turk and Levoy (1994).
it has a computational effort of O(N), where N is the number of node points of the polygonal
curves.
In a second experiment, we demonstrate the creation and handling of triple junctions for
a curve network on the Stanford bunny, cf. Figure 4.5. For this experiment, we set σ = 1,
λ = 40 and ∆t = 0.01. The possibility of triple junctions is not considered in Kru¨ger et al.
(2008).
Further, we apply the image denoising method described in Section 4.2.5 and 4.3.6. Since
the term ∆Muk in (4.27) is weighted with 1/λ, the denoised image is close to the original
image, the larger λ is chosen, cf. Figure 4.6. Setting λ = 1000 or λ = 10000, the noise is
not completely smoothed out. Setting λ = 0.1 the resulting denoised version is close to a
piecewise constant image approximation. Setting λ = 100 results in a good denoised image.
Image on a torus
We consider another artificial image painted on a torus to demonstrate that the method can
be applied on surfaces of arbitrary topology type (for example arbitrary genus). Figure 4.7
shows a torus with a color image from different viewing angles and the curves at different
iteration steps during the evolution. The RGB color space is used for the segmentation, cf.
Section 3.2.9. As weighting parameters σ = 1 and λ1 = λ2 = λ3 = 20 are used (i.e. the three
components of the color image data are weighted equally). The time step size was set to
∆t = 0.0001. Figure 4.8 shows the piecewise constant approximation for each iteration step.
Two different topology changes occur in this example: Around m = 335, two triple
junctions and a new curve are created. Shortly after m = 422, one blue curve splits into two
single curves.
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Figure 4.5: Image segmentation of a gray-scaled image on the Stanford bunny. Curve network
with triple junctions. First row: Original image and contours for m = 1, 42, 100, 250. Second
row: Piecewise constant approximation. The surface is from the Stanford Computer Graphics
Laboratory, cf. Turk and Levoy (1994).
Figure 4.6: Image denoising with edge enhancement. Subfigure 1-5 (row-wise): Denoising
result using λ = 0.1, 1, 100, 1000, 10000. Subfigure 6: Original image with noise. The surface
is from the Stanford Computer Graphics Laboratory, cf. Turk and Levoy (1994).
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Figure 4.7: Segmentation of an artificial image showing different objects on a torus. First -
seventh row: Original image and contours for m = 1, 50, 100, 200, 335, 422, 600. First - third
column: Different viewing angles.
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Figure 4.8: Segmentation of an artificial image showing different objects on a torus. First
- seventh row: Piecewise constant approximation for for m = 1, 50, 100, 200, 335, 422, 600.
First - third column: Different viewing angles.
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4.4.2 Real Images
Lip contour segmentation
We consider an application where lip contours should be detected on given face image data.
Figure 4.9 shows the results where the image segmentation algorithm is applied on three
sample images of the 3D face scans from the 3D Basel Face Model (BFM) published by the
Computer Science department of the University of Basel (http://faces.cs.unibas.ch/
bfm/main.php?nav=1-0&id=basel_face_model), see also Paysan et al. (2009). The images
are segmented using the chromaticity-brightness color space, cf. Section 3.2.9. We used
σ = 0.25, λC = 200, λB = 20 and ∆t = 0.001. The initial contour is a closed curve placed
around the lips. Applying our algorithm for image segmentation, we obtain the final lip
contours.
Processing of global Earth observation data
Another application is the processing of Earth observation data. Global Earth observation
data can be interpreted as an image given on a sphere. We apply the image segmentation
and denoising method on data from the NASA Earth Observation data set (http://neo.
sci.gsfc.nasa.gov/), cf. NASA (2014). We segment an image showing outgoing longwave
radiation1, see Figure 4.10 - 4.12. The colors represent the amount of outgoing longwave
radiation leaving the Earth’s atmosphere in one month (here: January 2014). Yellow and
orange color represent greater heat emission (around 300 to 350 Wm−2); purple and blue
color represent intermediate emissions (around 200 Wm−2).
Figure 4.10 presents the original image with the contours at different time steps (rows),
observed from different viewing angles (columns). For the segmentation we used the RGB
color space and set the weighting parameters for the curvature and the external term to σ = 1
and λ1 = λ2 = λ3 = λ = 50. As time step size we set ∆t = 0.0005. Several topology changes
(splitting and merging) occur during the segmentation (cf. e.g. m = 75). Figure 4.11 shows
the corresponding piecewise constant approximations. Figure 4.12 presents the result of the
postprocessing image restoration using the parameters λ = 100, λ = 1000 and λ = 10000.
For demonstration of multiphase image segmentation, we consider a second example image
from the NASA Earth Observation data set (http://neo.sci.gsfc.nasa.gov/), cf. NASA
(2014). We now segment an image showing the Earth’s net radiation. The net radiation is
defined as the difference between the amount of solar energy which enters the Earth system
and the amount of heat energy which escapes into space during one month (here: March
2014). Red color represents a net radiation around 280 Wm−2, yellow color a net radiation
around 0 Wm−2 and blue-green color a net radiation of −280 Wm−2.
Figure 4.13 presents the original image with the contours at different time steps (rows),
observed from different viewing angles (columns). For the segmentation we used σ = 1 and
λ1 = λ2 = λ3 = λ = 300 and the RGB color space. As time step size we set ∆t = 0.002.
The detected regions are not separated by sharp image edges. Here, the detected boundaries
are weak edges, i.e. they lie at locations in the image where the color smoothly changes from
yellow to orange or yellow to green, respectively. At m = 71 a merging and at m = 149
a splitting occurs. Figure 4.14 shows the corresponding piecewise constant approximation.
1Imagery by Jesse Allen, NASA Earth Observatory, based on FLASHFlux data. FLASHFlux data are
produced using CERES observations convolved with MODIS measurements from both the Terra and Aqua
satellite. Data provided by the FLASHFlux team, NASA Langley Research Center.
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Figure 4.9: Lip contour detection. First and second row: Initial contours (two different
viewing angles). Third row: Initial piecewise constant approximation. Fourth and fifth
row: Final contours (two different viewing angles). Sixth row: Final piecewise constant
approximation. The surfaces and images are from the 3D Basel Face Model (BFM) of the
Computer Science department of the University of Basel, cf. Paysan et al. (2009).
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Figure 4.10: Segmentation of longwave radiation data given on the Earth’s surface. First
- fifth row: Original image and contours for m = 1, 20, 50, 75, 150. First - third column:
Different viewing angles. The original image is from the NASA Earth Observation data set,
NASA (2014).
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Figure 4.11: Segmentation of longwave radiation data given on the Earth’s surface. First -
fifth row: Piecewise constant approximation for m = 1, 20, 50, 75, 150. First - third column:
Different viewing angles. The original image is from the NASA Earth Observation data set,
NASA (2014).
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Figure 4.12: Denoising of the longwave radiation data using the detected regions from time
step m = M = 150. First row: λ = 100. Second row: λ = 1000. Third row: λ = 10000.
First - third column: Different viewing angles. The original image is from the NASA Earth
Observation data set, NASA (2014).
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Figure 4.15 presents the result of the postprocessing image denoising using the parameters
λ = 100, λ = 1000 and λ = 10000.
Since the original image has little noise, we added some artificial, Gaussian noise to the
image and repeated the segmentation using the generated image, see Figure 4.16. It presents
the original, noise-free image (first row) and the noise added image (second row) from different
viewing angles.
Figure 4.17 shows the segmentation results, i.e. the noise-added image and the final
contours (first row) and the final piecewise constant approximation (second row). The image
can be successfully segmented also in the presence of noise. As postprocessing step, we
smooth the noisy image as described in Section 4.3.6. Figure 4.18 shows the denoised image
for different parameters λ under different viewing angles. We compare the results for several
choices of λ: Using λ = 100, the denoised image is very close to the piecewise constant image.
For λ = 1000 and λ = 10000, we obtain images with removed noise, but which still contain
sufficient details of the original data set. The data is not smoothed out too strong compared
to λ = 100. Figure 4.19 shows a magnification of a part of the surface. It shows the noisy
image (left) and the result of the denoising using λ = 10000 (right). We observe that the
noise is well smoothed out.
We have shown how the developed method can be applied on segmentation of global Earth
data. The given data need not be a classical image generated by a camera. The data can
be any data defined on the Earth’s surface, like radiation data as in the examples presented
here.
One may argue that global Earth data can also be processed on a flat 2D domain, with a
rectangular grid given by a discrete set of longitudes and latitudes. Figure 4.20 shows such a
two-dimensional image with a resolution of 0.5 degrees in longitude and latitude. The original
data set, see NASA (2014), contains such 2D images.
In principle, one can apply the two-dimensional image segmentation and restoration
method from Chapter 3. However, performing the image processing using the 2D image
has some disadvantages: To map the global Earth data to a 2D image, image boundaries at
the poles and at longitude 0 have to be created. Points which are close to each other on the
sphere (like left and right to longitude 0) are not close to each other in the 2D image. Also
topology changes like boundary intersection will occur in the 2D image. The coordinates of
the boundary nodes on the left and the right boundary of the image may not fit, i.e. they
lie on longitude 0, but can have different latitude values resulting in two different 3D points.
Further, the length of curves and the area of regions near the poles are differently scaled
compared to those near the equator. Polar regions always appear larger in 2D images, see
Figure 4.20. After a segmentation is performed, the size of the segmented regions are often of
interest. Therefore, the area of the regions can be easily computed in a postprocessing step
using the sphere data. This is not directly possible from the 2D image due to the different
scaling of the polar and equatorial regions.
In summary, because of the above discussed facts, it is beneficial to consider global Earth
data directly as images on a surface.
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Figure 4.13: Segmentation of net radiation data given on the Earth’s surface. First - fifth
row: Original image and contours for m = 1, 50, 71, 149, 180. First - third column: Different
viewing angles. The original image is from the NASA Earth Observation data set, NASA
(2014).
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Figure 4.14: Segmentation of net radiation data given on the Earth’s surface. First - fifth row:
Piecewise constant approximation for m = 1, 50, 71, 149, 180. First - third column: Different
viewing angles. The original image is from the NASA Earth Observation data set, NASA
(2014).
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Figure 4.15: Denoising of the net radiation data using the detected regions from time step
m = M = 180. First row: λ = 100. Second row: λ = 1000. Third row: λ = 10000.
First - third column: Different viewing angles. The original image is from the NASA Earth
Observation data set, NASA (2014).
Figure 4.16: Adding noise to the net radiation data. First row: original image. Second row:
noise added image. First - third column: Different viewing angles. The original image is from
the NASA Earth Observation data set, NASA (2014).
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Figure 4.17: Final segmentation (first row) and piecewise constant approximation (second
row) of net radiation data given on the Earth’s surface with added noise, observed from
different viewing angles. The original image is from the NASA Earth Observation data set,
NASA (2014).
Figure 4.18: Denoising of the net radiation data (image with added noise). First row: λ = 100.
Second row: λ = 1000. Third row: λ = 10000. First - third column: Different viewing angles.
The original image is from the NASA Earth Observation data set, NASA (2014).
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Figure 4.19: Magnification of a part of the image. Left: noisy, original image. Right:
smoothed version with λ = 10000.
Figure 4.20: 2D image showing net radiation data. Length and area at polar and equatorial
regions are not scaled equally. Therefore we process and analyze the data directly on the
sphere. Source: NASA Earth Observation data set, NASA (2014).
Chapter 5
Three-dimensional Image
Processing
In the previous chapters, we considered image segmentation and restoration of two-dimen-
sional images given on planar (Chapter 3) or curved (Chapter 4) surfaces. The boundaries
between the segmented regions of the images were represented by parametric curves. In the
3D case, we now consider volumetric images and the regions are three-dimensional volumes
separated by two-dimensional region boundaries. The segmentation methods can be extended
to 3D images by representing the boundaries by two-dimensional parametric surfaces.
5.1 Introduction
Let Ω ⊂ R3 be open and bounded. A three-dimensional image is given by a scalar or vector-
valued image function u0 : Ω→ R(d). Real images are often defined on a set of Nx×Ny×Nz
voxels (=volume pixels), where u0 is locally constant on each voxel. 3D images are often
reconstructed by certain 3D imaging procedures like computer tomography (CT) or magnetic
resonance imaging (MRI), cf. Udupa and Herman (1999), Scherzer et al. (2009).
3D image segmentation aims at dividing a given image in connected regions, representing
3D objects in the image or their environment in Ω. The regions are separated by a set of
surfaces Γ ⊂ Ω. We perform image segmentation by active surfaces, the surface-analogue
to active contours. We consider time-dependent surfaces Γ(t), t ∈ [0, T ], which evolve in
time such that a certain energy functional is minimized. The Chan-Vese model (3.21), for
example, can be easily extended to the 3D case and evolution equations for the surfaces Γ(t)
can be derived.
The numerical approximation requires a discretization of the evolving surfaces. In the
two-dimensional case, the curves were replaced by polygonal curves given by a finite set of
node points. In the three-dimensional case, the smooth surfaces are replaced by triangulated
surfaces given by a finite set of triangles and a finite set of vertices.
Topology changes involving surfaces are more complex compared to topology changes
involving curves. For example, if a curve splits up in two subcurves, the discretization has
to be modified only at two points, recall Section 3.3.5. In detail, we had to find two close,
non-neighbor nodes j and j1 and had to connect j with j1 + 1 (the former neighbor of j1)
and j1 with j+ 1 (the former neighbor of j). If a surface is split up in two subsurfaces, many
triangles are located in a small volume. The detection of such a splitting is quite simple; the
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idea of an auxiliary background grid as used for curves can be extended to topology changes of
surfaces. However, the modifications of the surface triangulation are not as straight-forward
as for curves. In case of splitting, we will delete the involved triangles near the splitting
point resulting in two surfaces with intermediate holes. Then, we will close the intermediate
holes by creating new triangles. Apart from splitting and merging, further topology changes
can occur for surfaces: An increase or decrease of the genus of a surface can also occur,
for example when a sphere evolves to a torus or vice versa. In summary, the execution of
topology changes is the main additional challenge of 3D image segmentation with parametric
surfaces.
In this chapter, we concentrate on image segmentation only. A subsequent image denoising
in the segmented regions can be done similar as in the two-dimensional case, cf. Section
3.2.8 and 3.3.7. The method using finite differences can be easily transferred to the three-
dimensional case. The given voxel grid can be used as spatial discretization of the volume.
5.2 Methods for Image Segmentation
5.2.1 Region-based Active Surfaces
For 3D image segmentation, the boundaries of 3D objects (regions) should be detected. The
idea of active surfaces is to let a time-dependent surface, or a set of surfaces, Γ(t), t ∈ [0, T ],
evolve in time according to an evolution law designed for image segmentation such that Γ(t)
is attracted to the region boundaries in the given image.
Let Ω ⊂ R3 be open and bounded. Let u0 : Ω→ R be a scalar image function.
In Section 3.2.3 we considered segmentations of 2D images and discussed the advantages
of region-based active contours over edge-based active contours. The main advantages are:
1) region-based active contours can segment also regions with so-called weak edges, which are
edges with only small change in the image intensity function u0, 2) the gradient of u0 need
not be computed and 3) the method is less sensitive to noise. Therefore, we also restrict on
region-based active surfaces for segmentation of 3D images.
We first consider two-phase image segmentation, we consider one closed, orientable surface
Γ separating two disjoint regions Ω1 and Ω2 such that Ω = Ω1 ∪ Γ ∪ Ω2. We assume that Γ
is oriented by a unit normal vector field ~ν pointing from Ω2 to Ω1.
We consider the analogue of the piecewise constant Mumford-Shah functional (3.20) for
an interface surface Γ separating now 3D regions Ω1 and Ω2. In detail, we search for a surface
Γ and for an approximation u : Ω → R of u0 which is piecewise constant in each region, i.e.
u|Ωk = ck, k = 1, 2, such that
E(Γ, c1, c2) = σ|Γ|+ λ
(∫
Ω1
(u0 − c1)2 dx+
∫
Ω2
(u0 − c2)2 dx
)
(5.1)
is minimized. This is the Chan-Vese model for 3D images, i.e. an extension of (3.21) with
µ = 0 and λ1 = λ2 = λ to the three-dimensional case.
As in the two-dimensional case, we first fix the surface Γ and consider variations in the
coefficients ck ∈ R, k = 1, 2. Using the theory of calculus of variations we obtain the mean
of the image function in Ωk for ck, k = 1, 2:
ck =
∫
Ωk
u0 dx∫
Ωk
1 dx
. (5.2)
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Then, we fix c1 and c2 and consider small variations of the surface Γ by smooth surfaces
Γ(t) ⊂ Ω, t ∈ (−, ), with Γ(0) = Γ. Let Ω1(t) and Ω2(t) be the regions separated by Γ(t).
We define
f(~x, c1, c2, t) :=
{
(u0(~x)− c1)2, if ~x ∈ Ω1(t),
(u0(~x)− c2)2, if ~x ∈ Ω2(t),
(5.3)
which is defined for a.e. ~x ∈ Ω.
By using Theorem 2.25 (transport theorem), in particular equations (2.38) and (2.39), we
obtain
d
dt
∣∣∣∣
t=0
E(Γ(t), c1, c2) =
d
dt
∣∣∣∣
t=0
(
σ
∫
Γ(t)
1 dA+ λ
∫
Ω
f(~x, c1, c2, t) dx
)
= −σ
∫
Γ
κVn dA− λ
∫
Γ
(
(u0 − c1)2 − (u0 − c2)2
)
Vn dA
= −
∫
Γ
(σκ+ F )Vn dA
where dA is the area element and Vn is the normal velocity (cf. Definition 2.24), κ the
curvature (cf. Definition 2.18) and F is an external force given by
F (~x) = λ
(
(u0(~x)− c1)2 − (u0(~x)− c2)2
)
. (5.4)
The fastest decrease of the energy is obtained for
Vn = σκ+ F. (5.5)
Also multichannel images with a vector-valued image function ~u0 : Ω→ Rd can be handled.
This involves vector-valued coefficients ~ck, k = 1, 2, and a modification of the external force
to, for example,
F (~x) =
d∑
i=1
λi
(
((u0)i(~x)− (c1)i)2 − ((u0)i(~x)− (c2)i)2
)
, (5.6)
where the subscript i denotes the i-th component of a vector, i = 1, . . . , d. For computation
of the coefficients, each component of ~ck is set to the mean of the corresponding component
of ~u0 in the region Ωk, k = 1, 2. In principle, also spaces like the HSV or CB space can
be used (cf. Section 3.2.9), where the image function has values in certain submanifolds of
Rd. In many practical applications however, for example medical 3D image data generated
by computed tomography or magnetic resonance imaging, the image function is often scalar-
valued (cf. for example the lung image database of The Cancer Imaging Archive (TCIA), see
Reeves et al. (2007); Armato et al. (2011); Reeves and Biancardi (2011)).
5.2.2 Parametric and Multiphase Formulation
Equation (5.5) can be rewritten using a parametric approach to describe the time-dependent
surfaces. Further, we now consider a more general setup of multiple surfaces Γi(t), t ∈ [0, T ],
i = 1, . . . , NS , which separate three-dimensional regions Ωk(t), k = 1, . . . , NR. We assume
that the surfaces are compact and oriented by unit normal vector fields ~νi( . , t) pointing from
Ωk−(i)(t) to Ωk+(i)(t).
Let ~xi( . , t) : Υi → R3, i = 1, . . . , NS , be a smooth parameterization of Γi(t), where Υi
is a two-dimensional reference manifold, for example the sphere Υi = S
2 ⊂ R3. The normal
velocity of Γi(t) can be expressed as (Vn)i = (~xi)t . ~νi.
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An approximation of the image intensity function u0 is given by the piecewise constant
function u( . , t) =
∑NR
k=1 ck(t)χΩk(t), where χΩk(t) is the characteristic function of Ωk(t) and
ck(t) is the mean of u0 in Ωk(t).
For each surface, we define the external forcing term
Fi( . , t) = λ
(
(u0 − ck+(i)(t))2 − (u0 − ck−(i)(t))2
)
(5.7)
and obtain the following scheme for the surfaces: Find ~xi( . , t) : Υi → R3 and κi( . , t) : Υi →
R, i = 1, . . . , NS , satisfying
(~xi)t . ~νi = σκi + Fi, (5.8a)
∆Γ~xi = κi~νi. (5.8b)
Equation (5.8a) is a parametric formulation of (5.5) for multiple regions. Equation (5.8b) is
identical to (2.21); here it is formulated for the i-th surface. Recall, that ∆Γ is the Laplace-
Beltrami operator, cf. Definition 2.14. Here, we use a small abuse of notation, i.e. we
consider κi and ~νi as functions defined on Υi, i.e. we identify κi with κi ◦ ~xi and ~νi with
~νi ◦ ~xi, i = 1, . . . , NS .
5.2.3 Weak Scheme
We shortly introduce a weak scheme which corresponds to the strong scheme (5.8). It is
similar to the two-dimensional case; the integrals over curves are now replaced by integrals
over surfaces. We use the notation introduced in Section 5.2.2, i.e. each surface Γi(t), i =
1, . . . , NS , is parameterized by an ~xi( . , t) : Υi → R3 with mean curvature κi( . , t) : Υi → R.
We define the following weak spaces:
W :=H1(Υ1,R)× . . .×H1(ΥNS ,R), (5.9a)
V :=H1(Υ1,R3)× . . .×H1(ΥNS ,R3). (5.9b)
For ~p ∈ Γi(t) let ~g(i)~p denote the first fundamental form, cf. Definition 2.6, and (g(i)kl )k,l the
matrix with entries
g
(i)
kl (~q) :=
∂~xi
∂qk
(~q) .
∂~xi
∂ql
(~q), ~q ∈ Υi. (5.10)
For u, v ∈ L2(Υ1,R(3))× . . .× L2(ΥNS ,R(3)) we define∫
Γ
u . v dA :=
NS∑
i=1
∫
Υi
(ui . vi) ◦ ~xi
√
det(g
(i)
kl ) dq, (5.11)
see also Definition 2.7. For the weak scheme, we consider the following problem: Find time-
dependent ~x( . , t) ∈ V , κ( . , t) ∈W for t ∈ [0, T ], such that∫
Γ(t)
~xt . ~ν χdA− σ
∫
Γ(t)
κχdA =
∫
Γ(t)
F χdA, ∀χ ∈W, (5.12a)∫
Γ(t)
κ ν . ~η dA+
∫
Γ(t)
∇Γ~x .∇Γ~η dA = 0, ∀~η ∈ V , (5.12b)
where F = (F1 ◦ ~x1, . . . , FNS ◦ ~xNS ).
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5.2.4 Related Works
Before describing the numerical framework for solving the scheme (5.8), we shortly mention
alternative approaches and related works concerning segmentation of 3D images.
The articles of Cohen (1991) and Cohen and Cohen (1993) belong to the first works,
where the active contours model of Kass et al. (1988) is improved (i.a. by a balloon term)
and extended to volumetric image data. The authors introduce the analytical framework for
a generalization of their balloon model to 3D deformable surfaces. For practical computations
however, they suggest to replace a given 3D image by a sequence of 2D images and to apply
the 2D active contour model on each single image, followed by a 3D reconstruction of the
surface.
An extension of the geodesic active contours model of Caselles et al. (1997a) for 3D image
segmentation is proposed by Caselles et al. (1997b). As in the 2D case, the authors use the
level set method of Osher and Sethian (1988) to describe the surface implicitly. An example
of a segmentation of an image with two linked tori is demonstrated. Further, an example is
given, where their method is applied on magnetic resonance images to locate a tumor. The
level set method is also used by Yezzi Jr. et al. (1997) who present 2D and 3D active contour
models and apply them on medical images. However, practical results are only shown for 2D
images.
A detailed literature study on 3D brain cortex segmentation is given in Li et al. (2005).
Further, the authors propose a new 3D brain segmentation method based on so-called dual-
front active contours which also allow user-interaction. A review on segmentation of medical
X-ray computed tomography and magnetic resonance images is given in Sharma and Aggarwal
(2010).
Mille (2009) proposes a combination of edge-based and region-based segmentation meth-
ods. Both explicit (snakes, triangulated surfaces) and implicit (level set) methods are imple-
mented. For triangulated meshes, a reparameterization for stable node distribution (in 2D
and 3D) is performed. Further, for explicit methods a constant global topology is assumed.
For images which require topology changes only the level set method is applied.
The Chan-Vese model is used for 2D and 3D medical applications by Rousseau and Bour-
gault (2009) who perform heart segmentation using an iterative version of the Chan-Vese
algorithm. Multiphase segmentation is replaced by iteratively solving a two-phase segmen-
tation problem. Further, the authors employ an additional fidelity term and special initial
conditions. The level set method with a finite difference scheme is used to solve the segmen-
tation problem numerically. For 3D applications, they use parallel computation techniques.
One main focus of the paper of Rousseau and Bourgault (2009) are the computational details
when applying the Chan-Vese model to 2D and 3D medical images.
The level set method is also used by Ardon et al. (2005) and Shen and Huang (2009) for
active surfaces. Applications using 3D medical data (i.a. lung and heart segmentation) are
considered. Ardon et al. (2005) make use of two so-called constraining curves which are given
by the user and should guide the surface evolution. Shen and Huang (2009) employ surface-
distance-based functions in order to use region information combined with spatial constraints.
Mikula et al. (2011) use the level-set method for 3D cell membrane segmentation. They use a
level set equation for advective motion to detect the center of cells and a generalized subjective
surface model (cf. Sarti et al. (2002)) to detect the inner cell boundaries. An approach for
tracking cells in 4D images (3D data + time) has been recently developed by Mikula et al.
(2014a).
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Most of the works on 3D image segmentation with active contours make use of the level set
method. In contrast to them, we present a parametric approach for 3D image segmentation.
Our method will also allow for topology changes by efficiently detecting them and performing
modifications of the surface triangulation.
From a computational and numerical point of view, different approaches for parametric
surface evolution exist in the literature:
Brakke (1992) presents a program called ”The Surface Evolver” which computes evolving
triangulated surfaces, where the evolution is driven by energy minimization problems with
possible constraints. The program is able to perform topology changes like splitting if this is
instructed by the user.
Brochu and Bridson (2009) propose another explicit method for evolving surfaces by using
triangulated surfaces. The authors propose several techniques for mesh quality improvement
like edge splitting or flipping and techniques for topology changes. Splitting is done by a
combination of removing degenerate elements and a certain mesh separation method based
on duplication and separation of nodes. Surfaces are thus splitted if they become locally
too thin. Merging is detected by searching for edges which are too close. Each triangle at
those edges is deleted resulting in two surfaces with each a temporary hole. These holes are
closed by creation of new triangles. In our work we make use of the idea of deleting incident
triangles and creating new triangles at the intermediate holes. The detection in our case will
be an extension of the method of Mikula and Urba´n (2012) and Balazˇovjech et al. (2012)
(recall also Section 3.3.5) from 2D planar curves to topology changes of surfaces in R3.
Finite element approaches for surface evolutions are pursued by Ba¨nsch et al. (2005).
They do not consider image segmentation applications or mean curvature flow, but surface
diffusion. They rewrite the surface diffusion problem to a scheme for the mean curvature, the
mean curvature vector, the velocity and the velocity vector. Several mesh quality routines
like mesh regularization (keeping all angles of simplices at a node of the same size), time step
control, refine/coarsening routines and angle width control are proposed.
The finite element scheme in this paper (cf. Section 5.3) is based on the work of Barrett
et al. (2008b) where the authors consider surface diffusion, (inverse) mean curvature flow
and non-linear flows. They propose a parametric finite element approximation and perform
various numerical experiments including surface diffusion with a pinch-off. The computation
is stopped when a pinch-off occurs. In Barrett et al. (2008c), the authors consider Willmore
flow and related flows and present a parametric finite element approximation. Further, a
method is developed for mesh regularization. The idea is to reduce or induce the tangential
motion of nodes. We will use this method for 3D image segmentation to avoid problems
concerning the mesh quality. Especially close to topology changes like splitting, we will
observe that some control over the tangential motion of the nodes is necessary.
5.3 Numerical Approximation
5.3.1 Finite Element Approximation
We introduce a finite element approximation for the scheme (5.8).
Let 0 = t0 < t1 < . . . < tM = T be a decomposition of the time interval into possibly
variable time steps τm = tm+1 − tm for m = 0, . . . ,M − 1.
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Let NS denote the number of surfaces and NR denote the number of regions. Let the
smooth surface Γi(tm), i = 1, . . . , NS , be approximated by a polyhedral surface Γ
m
i of the
form
Γmi =
Ni,F⋃
j=1
σmi,j , (5.13)
where σmi,j , j = 1, . . . , Ni,F , are disjoint, open simplices (also called faces) with vertices ~q
m
i,j ,
j = 1, . . . , Ni,V . Further, let h := maxi=1,...,NS ,j=1,...,Ni,F diam(σ
m
i,j) be the maximum diameter
of a simplex of the triangulated surfaces. The diameter diam(σmi,j) is defined as the maximum
distance between two points of σmi,j .
Let Ni,E be the number of edges of the triangulation and gi the genus of Γ
m
i . The Euler
characteristic
χi = Ni,V −Ni,E +Ni,F = 2− 2gi (5.14)
relates the number of vertices, edges and faces with the genus of a surface.
Let ~Xmi be a parameterization of Γ
m
i and let Ω
m
k , k = 1, . . . , NR, denote the open, disjoint
subsets of Ω separated by Γmi , i = 1, . . . , NS . Thus, Ω
m
k is an approximation of Ωk(tm) for
k = 1, . . . , NR.
The new surfaces Γm+1i are parameterized over Γ
m
i . Therefore, we define the following
finite element space
W (Γm) :=
{
(η1, . . . , ηNS ) ∈ C(Γm1 ,R)× . . .× C(ΓmNS ,R) : ηi|σmi,j is linear,
∀i = 1, . . . , NS , j = 1, . . . , Ni,F } , (5.15a)
V (Γm) :=
{
(~η1, . . . , ~ηNS ) ∈ C(Γm1 ,R3)× . . .× C(ΓmNS ,R3) : ~ηi|σmi,j is linear,
∀i = 1, . . . , NS , j = 1, . . . , Ni,F } . (5.15b)
The spaces W (Γm) and V (Γm) thus consist of scalar or vector-valued, piecewise linear func-
tions defined on Γm.
A basis of W (Γm) is given by functions χmi,j := ((χ
m
i,j)1, . . . , (χ
m
i,j)NS ) ∈ W (Γm), where
(χmi,j)k(~q
m
k,l) = δikδjl for i, k = 1, . . . , NS , j = 1, . . . , Ni,V , l = 1, . . . , Nk,V .
Note, that for m ≥ 1, ~Xm ∈ V (Γm−1) and for m ≥ 0, ~Xm ∈ V (Γm) is the identity defined
on Γm.
For scalar and vector-valued functions u = (u1, . . . , uNS ), v = (v1, . . . , vNS ) ∈ L2(Γm1 ,R(3))×
. . . × L2(ΓmNS ,R(3)), we introduce the L2-inner product over the current polyhedral surface
Γm as follows:
〈u, v〉m :=
∫
Γm
u . v dA =
NS∑
i=1
∫
Γmi
ui . vi dA. (5.16)
If u, v are piecewise continuous with possible jumps across the edges of σmi,j , i = 1, . . . , NS ,
j = 1, . . . , Ni,F , the mass lumped inner product is defined as
〈u, v〉hm :=
1
3
NS∑
i=1
Ni,F∑
j=1
|σmi,j |
3∑
l=1
(u . v)((~qmi,jl)
−), (5.17)
where ~qmi,jl , l = 1, 2, 3, are the vertices of σ
m
i,j , |σmi,j | = 12‖(~qmi,j2 − ~qmi,j1) × (~qmi,j3 − ~qmi,j1)‖ is the
area of σmi,j and u((~q
m
i,jl
)−) := lim~p→~qmi,jl , ~p∈σ
m
i,j
u(~p).
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We assume that the vertices
{
~qmi,jl
}3
l=1
, j = 1, . . . Ni,F , are ordered such that the outer
unit normal ~νmi at Γ
m
i is given by
~νmi |σmi,j := ~νmi,j :=
(~qmi,j2 − ~qmi,j1)× (~qmi,j3 − ~qmi,j1)
‖(~qmi,j2 − ~qmi,j1)× (~qmi,j3 − ~qmi,j1)‖
. (5.18)
We propose the following finite element scheme approximating the scheme (5.8): Let Γ0
be a union of polyhedral surfaces approximating Γ(0) and let ~X0 ∈ V (Γ0) be the identity
function on Γ0. Find ~Xm+1 ∈ V (Γm) and κm+1 ∈W (Γm), m = 0, 1, . . . ,M − 1, such that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − σ〈κm+1, χ〉hm = 〈Fm, χ〉hm, ∀χ ∈W (Γm), (5.19a)
〈κm+1 ~νm, ~η〉hm + 〈∇s ~Xm+1,∇s~η〉m = 0, ∀~η ∈ V (Γm). (5.19b)
Here, Fm = (Fm1 , . . . , F
m
NS
) is defined by
Fmi (~q
m
i,j) := λ
(
(u0( ~X
m
i (~q
m
i,j))− cmk+(i))2 − (u0( ~Xmi (~qmi,j))− cmk−(i))2
)
,
for i = 1, . . . , NS and j = 1, . . . , Ni,V and c
m
k is set to the mean of u0 in Ω
m
k for k = 1, . . . , NR.
We further introduce a weighted normal defined at the nodes ~Xmi (~q
m
i,j) = ~q
m
i,j ∈ Γmi by
setting
~ωmi (~q
m
i,j) := ~ω
m
i,j :=
1
|Λmi,j |
∑
σmi,l∈T mi,j
|σmi,l|~νmi,l , (5.20)
where for i = 1, . . . , NS and j = 1, . . . , Ni,V , T mi,j :=
{
σmi,l : ~q
m
i,j ∈ σmi,l
}
and Λmi,j :=
⋃
σmi,l∈T mi,j σ
m
i,l.
Further, we set ~vmi (~q
m
i,j) := ~v
m
i,j := ~ω
m
i,j/‖~ωmi,j‖ and ~ωm = (~ωm1 , . . . , ~ωmNS ) and ~vm =
(~vm1 , . . . , ~v
m
NS
).
As in Barrett, Garcke, and Nu¨rnberg (2008a,b), we make a very mild assumption on the
triangulations:
(A) For m = 0, . . . ,M , we assume that |σmi,j | > 0 for all i = 1, . . . , NS and j = 1, . . . , Ni,F
and for m = 0, . . . ,M − 1, we assume that dim span
{
~ωmi,j
}Ni,V
j=1
= 3.
The assumption (A) is only violated in very rare cases. For closed surfaces without self
intersections, it always holds.
Theorem 5.1. Let the assumption (A) hold. Then there exists a unique solution
{
~Xm+1, κm+1
}
∈ V (Γm)×W (Γm) to the system (5.19).
Proof. (Cf. Barrett, Garcke, and Nu¨rnberg (2008b)) Since the system is linear, it is sufficient
to show uniqueness. Therefore, we consider the following scheme: Find ~X ∈ V (Γm) and
κ ∈W (Γm) such that
− 1
τm
〈 ~X, χ~νm〉hm + σ〈κ, χ〉hm = 0, ∀χ ∈W (Γm), (5.21a)
〈κ~νm, ~η〉hm + 〈∇s ~X,∇s~η〉m = 0, ∀~η ∈ V (Γm), (5.21b)
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holds. Testing (5.21a) with χ = κ and (5.21b) with ~η = ~X leads to
στm〈κ, κ〉hm + 〈∇s ~X,∇s ~X〉m = 0. (5.22)
It follows that κi,j = 0 and ~Xi,j = ~Ci ∈ R3 for i = 1, . . . , NS , j = 1, . . . , Ni,V . Inserting κ = 0
and ~X = ~C = (~C1, . . . , ~CNS ) in (5.21a) results in
〈~C, χ~νm〉hm = 0, ∀χ ∈W (Γm). (5.23)
Choosing χ = χmi,j (the standard basis) and using (5.20), the definition of ~ω
m
i,j , results in
~Ci . ~ω
m
i,j = 0, ∀i = 1, . . . , NS , j = 1, . . . , Ni,V . (5.24)
Finally, using the assumption (A), it follows that ~Ci = 0 for each i = 1, . . . , NS .
5.3.2 Solution of the Discrete System
We define δ ~Xm+1 := ~Xm+1 − ~Xm. As δ ~Xm+1 and κm+1 are uniquely given by their values
at the nodes ~qmi,j , we consider them as elements in (R3)N and RN , respectively, where N =∑NS
i=1Ni,V . We introduce the matrices Mm ∈ RN×N , ~Nm ∈ (R3)N×N and ~Am ∈ (R3×3)N×N
by
Mm :=

M1m · · · 0
...
. . .
...
0 . . . MNSm
 , ~Nm :=

~N1m · · · 0
...
. . .
...
0 . . . ~NNSm
 , ~Am :=

~A1m · · · 0
...
. . .
...
0 . . . ~ANSm
 ,
where M im ∈ RNi,V ×Ni,V , ~N im ∈ (R3)Ni,V ×Ni,V , ~Aim ∈ (R3×3)Ni,V ×Ni,V , i = 1, . . . , NS . Their
entries are defined by
[M im]kl := 〈χmi,k, χmi,l〉hm, [ ~N im]kl := 〈χmi,k, χmi,l~νm〉hm, [ ~Aim]kl = 〈∇sχmi,k,∇sχmi,l〉m ~Id3, (5.25)
with i = 1, . . . , NS , k, l = 1, . . . , Ni,V . Here, ~Id3 denotes the identity matrix in R3×3. Further,
we introduce bm = (b
1
m, . . . , b
NS
m ) ∈ RN defined by
[bim]k := 〈Fmi , χmi,k〉hm, i = 1, . . . , NS , k = 1, . . . , Ni,V . (5.26)
The scheme (5.19) can be rewritten to the following problem: Let Γ0 be a polyhedral ap-
proximation of Γ(0) and let ~X0 = ( ~X01 , . . . ,
~X0NS ) ∈ (R3)N with ~X0i = ( ~X0i,1, . . . , ~X0i,Ni,V ) such
that ~X0i,j are the coordinates of the vertices of Γ
0
i for i = 1, . . . , NS , j = 1, . . . , Ni,V . For
m = 0, . . . ,M − 1 find δ ~Xm+1 ∈ (R3)N and κm+1 ∈ RN such that(
στmMm − ~NTm
~Nm ~Am
)(
κm+1
δ ~Xm+1
)
=
(
−τmbm
− ~Am ~Xm
)
. (5.27)
Applying a Schur complement approach, we can transform this system to
κm+1 =
1
σ
M−1m
(
1
τm
~NTmδ
~Xm+1 − bm
)
, (5.28a)(
1
στm
~NmM
−1
m
~NTm +
~Am
)
δ ~Xm+1 = − ~Am ~Xm + 1
σ
~NmM
−1
m bm. (5.28b)
Since the system matrix in (5.28b) is symmetric and positive definite under the assumption
(A), there exists a unique solution.
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5.3.3 Topology Changes
Parametric methods cannot handle topology changes automatically in contrast to other nu-
merical methods like the level set method. During the evolution of surfaces singularities can
occur like a pinch-off, see Ba¨nsch, Morin, and Nochetto (2005); Barrett, Garcke, and Nu¨rn-
berg (2008b). In order to proceed after a pinch-off, the surface has to be split in two single
surfaces. Other possible topology changes, that we will consider here, are merging of two
surfaces and change of the genus (examples: torus to sphere, sphere to torus).
Mikula and Urba´n (2012) propose an algorithm to efficiently detect splitting and merging
of evolving curves in R2, see also Balazˇovjech et al. (2012). Our algorithm to detect topology
changes in 2D (cf. Section 3.3.5) was based on this work. We want to generalize this approach
to the 3D case, i.e. we want to detect topology changes which could occur during the evolution
of surfaces. Having found the location where a topology change occurs, we propose a method
how to modify the triangulations.
Detection of a Topology Change
The idea is to construct a uniform 3D grid of cubes. A topology change may occur, if a
large number of nodes or if nodes of different surfaces or different parts of one surface (with
opposite normal vector) are located in one cube.
In detail, to detect a change in topology, we construct a uniform 3D background grid
which covers the image domain Ω. In the following, we assume that Ω is a cuboid. If the 3D
image u0 is not given on a cuboid volume, we consider a cuboid which contains Ω.
Let Ω = [xmin, xmax] × [ymin, ymax] × [zmin, zmax] ⊂ R3 be the image domain containing
in particular the surfaces Γmi , i = 1, . . . , NS . We consider a grid dividing Ω in a set of
many small cubes of edge width a ∈ R. Let the grid consist of Nx ×Ny ×Nz cubes, where
Nx = ceil((xmax − xmin)/a), Ny = ceil((ymax − ymin)/a) and Nz = ceil((zmax − zmin)/a).
We now perform one loop over all surfaces and nodes ~Xmi,j , i = 1, . . . , NS , j = 1, . . . , Ni,V .
If a node ~Xmi,j is the first node which is detected to lie in a certain cube, we create a new list
for that cube, where we store the index pair (i, j). If another node has already been identified
to be located inside that cube, we add the index pair (i, j) to the existing list.
If there is a large number of nodes located in a cube, i.e. more than Ndetect nodes, a
topology change likely occurs, and the cube is stored in a list for possible topology changes.
It is also possible that the node density is only locally very high at this location, but no
topology change happens. Note, that in contrast to the two-dimensional case and the case of
curves on surfaces, we cannot prove an equidistribution property. Thus, we cannot exclude
such cases in which nodes are locally very dense and located in one cube by purely adapting
the grid size a as in the case of curves. But we can use the surface index and the weighted
normal vectors ~ωmi,j to detect probable topology changes, see below.
If there are less than Ndetect nodes in the current list, we compare the surface index
and the direction of the weighted normal vector of the current node with those of the nodes
already stored in the list. If two different surface indices i1 and i2 occur or if two nodes with
(nearly) opposite weighted normal vector are located in one cube, a topology change likely
happens. The corresponding cube is accordingly stored in a list for topology changes.
After having considered all nodes, the cubes marked for topology changes are considered
one by one. If a topology change is identified, the surface triangulation is accordingly changed.
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Thus, by successively considering all marked cubes, more than one topology change can be
executed in one time step. The list can be optionally sorted such that the cube with the
largest number of nodes is considered first.
Identification of the Topology Change
For identifying which kind of topology change occurs the nodes of the affected cube, i.e. the
current cube of the sorted list, and the nodes of 26 neighbor cubes (in total 27 cubes, i.e.
3× 3× 3 cubes) are considered. Let S = {j1, . . . , jnc} denote the index set of the nodes and
let ~Xj , j ∈ S, denote the coordinates of the nodes located in the cubes. Further, let ~ωj ,
j ∈ S, denote the corresponding weighted normal vectors. For the ease of illustration, we
omit the time dependency (time index m) in the notation.
The different topology changes are distinguished by considering the weighted normal
vectors ~ωj . The idea is that in case of merging and increasing genus, their are two main
group of nodes which can be found by considering their normal vectors. For splitting and
decrease of genus, there are more than two main directions.
The node with index j = j1 is set as representative of the first group. We choose thresholds
thr1 < thr2, for example thr1 = 20◦, thr2 = 160◦. For j = j2, . . . , jnc we consider the angle
α between ~ωj1 and ~ωj . If α < thr1, the node j belongs to the first group. If α > thr2
and if the second group is empty, the node j becomes the representative node of the second
group. If the second group is not empty, we consider the angle β between ~ωj and ~ωk0 , where
k0 ∈ {j2, . . . , jnc} is the representative of the second group. If β < thr1, j is added to the
second group.
For the next search we replace ~ωj1 and ~ωk0 by the average normal vectors ~n1 and ~n2
of group 1 and group 2, respectively, and re-consider the nodes which could not have been
assigned to one group in the first step. If the angle between ~ωj and ~n1 or ~ωj and ~n2 is smaller
than thr1, the node ~Xj is added to the corresponding group.
If group 2 is empty, or if one of the groups consists of only a small number of nodes (e.g.
< 5% of nc), we start again by using another node as representative for the first group (e.g.
j = j2), since the node j = j1 could be an outlier. If no start node can be found, such that
there exist two groups of nodes as described above, no topology change takes place. This can
happen, if all weighted normals point in nearly the same direction.
The method such provides that a topology change like splitting is not wrongly detected
at locations where several nodes are just close to each other but their normal vectors point
in the same direction. From a mesh quality point of view, such meshes should be avoided;
the nodes should be distributed equally over the surface. However, the detection of topology
changes should be robust enough not to wrongly detect a splitting at locations where there
is just a high density of nodes.
If both groups have a sufficient number of nodes, we proceed by considering the remaining
normal vectors which could have not been assigned to one of the two groups. We again
consider the angle between ~ωj and ~n1 and ~ωj and ~n2. If both angles are > thr3 (e.g.
thr3 = 40◦), the normal ~ωj points in a complete different direction compared to ~n1 and
~n2. Let N0 be the number of such points. If N0 exceed a predefined number (e.g. 1/3nc),
then there are more than two main groups of directions. In this case, there is a splitting
or decrease of genus. Splitting and decrease of genus are handled similarly (see below for
details). Triangles close to the detected cube are deleted. If the remaining triangulation of
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the former surface consists of two connected components, a splitting occurs. If the remaining
triangulation is connected, a decrease of genus occurs.
If N0 is zero or if it does not exceed the predefined number, possible remaining normal
vectors are only single outliers and there are only two main groups of normal vectors with
nearly opposed normal vector. In this case, there is a merging or increase of genus. If there
are nodes belonging to two different surfaces, a merging occurs. Otherwise, an increase of
genus occurs.
A summary and an illustration of the algorithm to detect and identify topology changes
is given in Figure 5.1.
Algorithm for Splitting and Decreasing of Genus
We propose the following algorithm for a possible modification of the surface triangulation
after the detection of a splitting or decrease of genus.
• Preparation and deletion of simplices: In case of splitting or decreasing genus,
we consider the set of affected nodes ~Xj , j ∈ S, which are located in the cube or in a
neighbor cube, where the topology change has been detected. Let ~pE be the mean of
the points { ~Xj : j ∈ S}. We delete all simplices with at least one vertex belonging to
the set { ~Xj : j ∈ S}. When deleting one simplex, we change the neighbor information
of neighbor simplices at the corresponding edges to −1 (free edges). Simplices with two
or three free edges are deleted as well, see Figure 5.2. Deletion creates two temporary
holes in the surface(s). As a result we either have two sets of connected simplices (→
splitting) or one set of connected simplices (→ decrease of genus).
• Set surface index (splitting only): The remaining simplices with one free edge form
two connected sets. For one set, we need to re-set the surface index. Let i be the surface
index of the original surface. By splitting the total number of surfaces is increased to
NS + 1. Starting with one simplex with a free edge, we re-set its surface index from i
to NS + 1. Then, we consider its neighbor simplices and assign them to surface NS + 1
also. This procedure is similar to the assignment of region indices in case of images on
surfaces, recall Section 4.3.5 and Figure 4.3: The simplices of one of the two connected
components are assigned one by one to the surface NS + 1 by heritage, i.e. by use of
neighbor information.
• Generate new simplices: We close each of the two intermediate holes (where sim-
plices have been deleted) by constructing new simplices at edges of simplices where the
neighbor information has been set to −1. First we create two new points, each with
coordinates ~pE , one for each intermediate hole. In the next time steps the two nodes
can move away from each other. If σ is a simplex with a free edge given by ~Xσ,j1 and
~Xσ,j2 with no neighbor simplex, a new simplex is generated given by the vertices
~Xσ,j1 ,
~Xσ,j2 and one of the two new nodes at ~pE . The new simplex inherits the surface index
from σ.
• Improve mesh quality: By simply connecting all free edges with one of the two new
vertices at ~pE , the two vertices can belong to a big number of simplices. Let σ1 and σ2
be two of the newly generated simplices with one common edge. We construct 4 new
simplices from σ1 and σ2 such that the new vertex belongs to only one of the 4 new
simplices, see Figure 5.3. Therefore the number of elements to which the vertices at ~pE
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Detection of possible topology change
Identification of topology change
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Consider cube in which (i, j)
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Figure 5.1: Illustration of the detection and identification of topology changes of surfaces.
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Figure 5.2: Left: Part of the surface near a temporary hole. Free edges are drawn with red
color. Right: Surface near the hole after deletion of simplices with more than one free edge.
σ1 σ2
~pE
σ1
σ2
σ3 σ4
~pE
Figure 5.3: Improving mesh quality after a splitting or decrease of genus - Decrease the
number of edges at the node ~pE .
belong to is approximately halved. We repeat this procedure until each of the newly
created nodes at ~pE belongs to ≤ 8 elements.
Algorithm for Merging and Increasing of Genus
We propose the following algorithm for a possible modification of the surface triangulation
after the detection of a merging or increase of genus.
• Preparation and deletion of simplices: In case of merging or increasing genus, we
consider the set of affected nodes ~Xj , j ∈ S, which are located in the cube or in a
neighbor cube, where the topology change has been detected. We delete all simplices
with at least one vertex belonging to the set { ~Xj : j ∈ S}. This generates temporary
free edges, i.e. simplices exist which do not have a neighbor simplex at that edge. The
neighbor index corresponding to the free edge (formally the index of a simplex which
has been deleted) is set to −1. This creates two intermediate holes. Simplices with two
or three free edges are deleted as well, see Figure 5.2.
• Matching free nodes/edges: There exist now two sets of connected free edges. Let
Ifree,k, k = 1, 2, be the set of nodes corresponding to the free edges (end points of
the edges). We try to match the nodes of Ifree,1 with the nodes of Ifree,2 using the
Hungarian method of Kuhn (1955) which is a combinatorial optimization algorithm.
The Euclidean distance is used as cost criterion for matching two nodes. Since the
number of nodes of the two sets need not be equal, there can be nodes which could
not have been matched in the first step, see Figure 5.4 (left). Therefore, new nodes are
created by bisection of simplices at a free edge. Finally, each node can be matched, see
Figure 5.4 (right).
• Point/Edge merging: Since two matched nodes can have slightly different coordi-
nates, they are replaced by one node in the middle of the line connecting the two nodes.
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Figure 5.4: A subset of the free nodes. Left: Intermediate matching (red lines mark matching
pairs). Right: Complete matching after inserting new nodes (red and green lines mark
matching pairs).
The free edges of the two open holes are merged by identifying the matched nodes. The
simplices, nodes and edges administration needs to be adapted. The nodes in Ifree,1 are
updated; each point is replaced by the mid point between it and its matching partner.
The nodes belonging to Ifree,2 are deleted. Half of the free edges are deleted. The edge,
node and neighbor information of the simplices at the former holes need to be adapted.
In case of merging, the surface index of all simplices belonging to the second surface is
set to the surface index of the first surface.
Note, that local refinement after a merging is typically necessary. This is automatically
done, by a refinement method described in Section 5.3.4. If the surface grows locally near
the former merging part, the simplices will become greater compared to the average simplex
of the surface. In this case, the large simplices will be refined.
The idea of creating two intermediate open holes and merging the two surfaces there is
based on the work of Brochu and Bridson (2009). In their method, however, each hole is
restricted to consist of exactly four free edges. New triangles between the free edges are
created instead of merging the edges.
In our method, the seeking for close points (and therefore close edges/simplices) is very
efficient, since we make use of a background grid motivated by the method of Mikula and
Urba´n (2012). We extended their method originally intended for curves in the plane to
topology changes of surfaces. We allow for intermediate holes with an arbitrary number of
free edges. The hole size is of the magnitude of the grid size.
In the work of Brochu and Bridson (2009) a variety of additional topological operations
are proposed like edge operations (edge split, edge flip) and operations to avoid simplex
collision.
The operations we have implemented beyond the detection of topology changes are de-
scribed in the next sections. Mesh operations are only needed in special situations, for exam-
ple shortly before or after topology changes. In many situations, our method automatically
provides a good mesh quality.
5.3.4 Additional Computational Aspects
Computations of regions and coefficients
The computation of regions Ωmk and coefficients c
m
k is done similarly as in the two-dimensional
case, recall Section 3.3.6.
We assign each voxel of the three-dimensional image domain to a phase Ωmk . If a voxel
is truncated by a surface, it is assigned to the phase to which the largest part belongs or to
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any of the two regions in case of two equal parts. Let Smk be the set of n
m
k voxels belonging
to Ωmk . Then the approximation c
m
k is set to
cmk :=
Cmk
nmk
, Cmk :=
∑
vox∈Smk
u0|vox. (5.29)
As in the two-dimensional case, the entire image domain needs to be considered only for
m = 0. For m > 0, we only locally update the regions and re-compute the coefficients on
this basis. In the two-dimensional case, we considered a small band of pixels around the
current curves. For the three-dimensional case, we can generalize this concept to 3D regions
by considering a small tube of voxels around the current surfaces.
As the normal ~νmi points from Ω
m
k−(i) to Ω
m
k+(i), the voxels close to the surface Γ
m
i can be
assigned to the phase k+(i) or k−(i), respectively.
In the update step, we first set nmk = n
m−1
k and C
m
k = C
m−1
k for k = 1, . . . , NR. For
i = 1, . . . , NS , all voxels in an environment of Γ
m
i are subsequently considered. Let a voxel
vox be assigned to phase k ∈ {k+(i), k−(i)} and let l 6= k be the former phase index of the
voxel. Then, we set
nmk = n
m
k + 1, n
m
l = n
m
l − 1, Cmk = Cmk + u0|vox, Cml = Cml − u0|vox. (5.30)
After having considered all voxels close to the surfaces, the coefficients are set to cmk = C
m
k /n
m
k
for k = 1, . . . , NR.
Time Step Control
We use a certain adaptive time step setting to control the speed of the evolution of the
surface(s). Let ∆t = τm denote the (possibly variable) time step size. The time step size
is controlled as follows: Let δXminn > 0, δX
max
n > 0 with δX
min
n < δX
max
n be user-defined
tolerances for the absolute value of the position difference in normal direction. Let ∆t > 0 be
an initial time step size for m = 0 or the time step size of the previous time step for m > 0.
We propose the following time step size control: Choose a factor λt ∈ N (for example
λt = 2 or λt = 10).
(i) Solve equation (5.28b) and set δXm+1n := maxi=1,...,NS ,j=1,...,Ni,V |δ ~Xm+1i,j . ~ωmi,j |.
(ii) If δXm+1n > δX
max
n , set ∆t to
1
λt
∆t and repeat step (i).
(iii) Otherwise, if δXm+1n < δX
min
n , set ∆t to λt∆t and repeat step (i).
(iv) Otherwise, proceed by checking for topology changes (see above) and go to the next
time step, i.e. set m to m+ 1.
The effect of this time step size control is simple: If there are too high changes in the position
of the nodes in normal direction (i.e. if the normal velocity is too high), the time step size will
be decreased. For mean curvature flow, this occurs if the surface has a (local) high curvature.
For segmentation of 3D images, this occurs if the sum of weighted curvature and external
term is high. If the change in the position in normal direction is too small, the time step size
will be increased to speed up the image segmentation process.
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Figure 5.5: Top: Refinement of a simplex (marked in gray). The neighbor simplex is also
refined to avoid hanging nodes. Center: Deletion of a simplex with a too small area (marked
in gray). Three neighbor simplices are also deleted. Bottom: Deletion of a simplex with a
too small angle (marked in gray). One neighbor simplex is also deleted.
Refinement and Deletion of Simplices
For computing the matrix entries, cf. (5.25), we already need to compute the area of each
simplex of the triangulation of the surface Γmi , i ∈ {1, . . . , NS}. Let Adesired > 0 be a
predefined desired area for one simplex. Let a > 0 be a given factor (e.g. a = 2 or a = 10). If
the area of a simplex exceeds aAdesired, it will be refined by bisection of its largest edge. Its
neighbor simplex across the refinement edge will be also refined such that no hanging nodes
remain.
Local refinement is necessary to avoid too large simplices. Further, a mesh can also be
continuously refined, for example when one starts with a small surface which globally grows.
The triangles of the growing surface are refined one by one. Furthermore, the triangles which
have one very large angle, i.e. an angle larger than a given threshold (e.g. ≥ 160◦), are also
refined.
If a simplex area is smaller than a certain percentage of the desired area Adesired, for
example smaller than 1%, the simplex is deleted. Further, it is also deleted if one of its three
inner angles is smaller than a given threshold, for example smaller than 2◦. When a simplex
is marked for deletion, one or more simplices are also deleted.
Mesh operations like deletion of triangles are rarely necessary. These operations are
performed only a few times, for example close before or after topology changes.
Figure 5.5 illustrates examples how the triangulation is adapted close to simplices which
are marked for refinement or deletion.
154 CHAPTER 5. THREE-DIMENSIONAL IMAGE PROCESSING
5.3.5 Mesh Regularization via Induced Tangential Motion
Applying the method of Barrett et al. (2008b) provides a good mesh quality in many cases.
However, if, for example, a pinch-off occurs, a technique to avoid mesh distortion is needed.
We will demonstrate the need of mesh regularization by an experiment in Section 5.4.
The idea of a mesh regularization method proposed by Barrett et al. (2008c) is to induce
or reduce the tangential motion of nodes along a surface. We now use this method to control
the tangential motion of nodes of surfaces during 3D image segmentation. According to
Barrett et al. (2008c), we replace the system (5.19) by the following system:
Find {κm+1, βm+11 , βm+12 , δ ~Xm+1} ∈ [W (Γm)]3 × V (Γm), m = 0, 1, . . . ,M − 1, such that
for all χ ∈W (Γm) and ~η ∈ V (Γm)
τmσ〈κm+1, χ〉hm − 〈δ ~Xm+1, χ ~νm〉hm = −τm〈Fm, χ〉hm, (5.31a)
τm〈αm1 (δm1 βm+11 + cm1 ), χ〉hm − 〈αm1 δ ~Xm+1, χ~τm1 〉hm = 0, (5.31b)
τm〈αm2 (δm2 βm+12 + cm2 ), χ〉hm − 〈αm2 δ ~Xm+1, χ~τm2 〉hm = 0, (5.31c)
〈κm+1 ~νm, ~η〉hm +
2∑
k=1
〈αmk βm+1k ~τmk , ~η〉hm + 〈∇sδ ~Xm+1,∇s~η〉m = −〈∇s ~Xm,∇s~η〉m (5.31d)
holds. In the equations above, ~τm1 = (~τ
m
1,1, . . . , ~τ
m
1,NS
) ∈ V (Γm) with ~τm1,i =
∑Ni,V
j=1 ~τ
m
1,i,jχ
m
i,j and
similarly ~τm2 = (~τ
m
2,1, . . . , ~τ
m
2,NS
) ∈ V (Γm) with ~τm2,i =
∑Ni,V
j=1 ~τ
m
2,i,jχ
m
i,j , such that {~vmi,j , ~τm1,i,j , ~τm2,i,j}
is an orthonormal basis of R3, for i = 1, . . . , NS and j = 1, . . . , Ni,V . Recall the definition
of ~vmi,j = ~ω
m
i,j/‖~ωmi,j‖, cf. Section 5.3.1. Furthermore, αm1 , αm2 , δm1 , δm2 ∈ W (Γm) are given
coefficient vectors with α1,i,j ≥ 0, α2,i,j ≥ 0 and cm1 , cm2 ∈W (Γm) are given forcing terms.
We now consider a certain strategy for choosing the coefficient vectors and forcing terms
proposed in Barrett et al. (2008c):
We consider the case
αm1 = α
m
2 ≡ α ∈ R, α ≥ 0, δm1 = δm2 ≡ 1, cm1 = cm2 ≡ 0. (5.32)
For α = 0, the system reduces to (5.19). For α > 0, we define ~Tm,1, ~Tm,2 ∈ (R3)N×N by
~Tm,1 :=

~T 1m,1 · · · 0
...
. . .
...
0 . . . ~TNSm,1
 , ~Tm,2 :=

~T 1m,2 · · · 0
...
. . .
...
0 . . . ~TNSm,2
 ,
where
[~T im,1]kl := 〈χmi,k, χmi,l~τm1 〉hm, [~T im,2]kl := 〈χmi,k, χmi,l~τm2 〉hm, (5.33)
for i = 1, . . . , NS and k, l = 1, . . . , Ni,V . Again we identify elements in V (Γ
m) as elements in
(R3)N and elements in W (Γm) as elements in RN . From (5.31) we obtain the following linear
system for δ ~Xm+1 ∈ (R3)N and κm+1, βm+11 , βm+12 ∈ RN using strategy (5.32):
στmMm 0 0 − ~NTm
0 τmMm 0 −~T Tm,1
0 0 τmMm −~T Tm,2
~Nm α~Tm,1 α~Tm,2 ~Am


κm+1
βm+11
βm+12
δ ~Xm+1
 =

−τmbm
0
0
− ~Am ~Xm
 . (5.34)
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~τmi,j1
~ωmi,j
Figure 5.6: Illustration of a cone-like mesh after a splitting. The weighted normal at the
peak nearly points in the same direction as tangent vectors at neighbor nodes. The weighted
normal vector field is strongly discontinuous for such surfaces.
Here, we used the matrices Mm, ~Nm, ~Am and the vector bm defined in (5.25) and (5.26).
Applying a Schur complement approach leads to
κm+1 =
1
στm
M−1m ~N
T
mδ
~Xm+1 − 1
σ
M−1m bm, (5.35a)
βm+11 =
1
τm
M−1m ~T
T
m,1δ
~Xm+1, (5.35b)
βm+12 =
1
τm
M−1m ~T
T
m,2δ ~X
m+1, (5.35c)
(
1
στm
~NmM
−1
m
~NTm +
α
τm
2∑
k=1
~Tm,kM
−1
m
~T Tm,k +
~Am
)
δ ~Xm+1 = − ~Am ~Xm + 1
σ
~NmM
−1
m bm.
(5.35d)
For α = 0, (5.35d) reduces to (5.28b).
In practice, we only solve (5.35d) and do not explicitly compute κm+1, βm+11 and β
m+1
2 .
Compared to (5.28b), the system matrix has to be slightly modified. We additionally compute
~Tm,1M
−1
m
~T Tm,1 and
~Tm,2M
−1
m
~T Tm,2.
For our applications, we slightly modified the strategy of Barrett et al. (2008c). Our
modification is based on the following observation: If a surface is split into two new surfaces
(after the detection of a pinch-off, for example), the two new surfaces are cone-like close to
the former splitting point. The weighted normal vector field is strongly discontinuous at
those parts of the surfaces. Let ~Xmi,j be a node at the peak of the cone-like part of one of the
two surfaces. We can observe that ~ωmi,j nearly points in the direction of tangential vectors to
the surface at neighbor nodes. This is illustrated in Figure 5.6.
Consequently, we perform the following modification: Instead of a global parameter α, we
make use of a coefficient vector αm ∈ RN . For each node ~Xmi,j , i = 1, . . . , NS , j = 1, . . . , Ni,V ,
we first set αmi,j = α0 for a given default value α0 > 0. Then, we compare the direction of
~ωmi,j with the direction of ~ω
m
i,j1
for each neighbor node ~Xmi,j1 . (A neighbor node on the surface
is a node ~Xmi,j1 , such that
~Xmi,j and
~Xmi,j1 are the endpoints of an edge of the triangulation of
Γmi .) If the angle between the two vectors ~ω
m
i,j and ~ω
m
i,j1
is larger than a threshold φmax (e.g.
φmax = 20
◦), we re-set αmi,j = α
m
i,j1
= 0.
In Barrett et al. (2008c) also other strategies are considered. The strategy (5.32) corre-
sponds to strategy (i) in Barrett et al. (2008c). Here, we further apply our slight modification
as described above. For the flows designed for image segmentation, this strategy is sufficient,
cf. experiments in Section 5.4. Other strategies which involve non-zero forcing terms cm1 and
cm2 are not needed for our applications.
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A different routine for mesh regularization is developed by Ba¨nsch et al. (2005). The
main idea of their mesh regularization method is that all angles of triangles at one node
should be of approximately the same size. For example, if a node belongs to n triangles,
the angle in each triangle at the node should be (2pi)/n. The mesh regularization routine in
Ba¨nsch et al. (2005) is not included in the linear system in contrast to Barrett et al. (2008c).
The routine of Ba¨nsch et al. (2005) is executed separately after the linear system is solved.
For each node ~Xmi,j , the coordinates of the point
~Xmi,j are first set to the average of
~Xmi,j and
all neighbor vertices. Second, the point is shifted in direction ±~ωmi,j such that the enclosed
volume is preserved. See Ba¨nsch et al. (2005) for more details on the algorithm.
Chen (2004) considers several mesh smoothing methods based on so-called optimal De-
launay triangulations. The smoothing is based on minimization of the interpolation error
among all triangulations with the same number of vertices. The methods distribute the edge
length equally with respect to special metrics which use certain modifications of the Hessian
matrix. Thus, also anisotropic problems can be handled. Three-dimensional examples are
presented in Chen and Holst (2011). Applying such mesh smoothing methods to surface evo-
lution problems results in executing a sub-algorithm for mesh smoothing in each iteration,
or at least periodically, for example, after every ten time steps.
Here, we implemented a slight modification of the method of Barrett et al. (2008c) since
it does not result in an additional routine. The tangential distribution of the nodes along the
surface is directly included in the linear system that we have to solve.
For an alternative method for a tangential redistribution of mesh points, we also refer to
Mikula et al. (2014b). The authors propose a volume-oriented and a length oriented tangential
redistribution of mesh points on an evolving manifold. This is achieved by designing a special
tangential velocity. Results from mean curvature flow and 3D image segmentation with well
distributed mesh points are presented.
5.3.6 Area and Volume Computation
After the segmentation of a 3D image, one can compute the area of the surfaces and the
volume of the enclosed regions. The regions typically represent certain objects of interest
such as organs or tumors in medical images. As postprocessing, we like to compute the
volume of the objects and the area of the boundaries of the objects.
Let Γh ⊂ Ω, be a closed, oriented, triangulated surface, and let Ωh0 ⊂ Ω be a three-
dimensional subset such that ∂Ωh0 = Γ
h =
⋃NF
j=1 σ
h
j , where σ
h
j denote the triangles of the
triangulation, j = 1, . . . , NF . The area of Γ
h enclosing the region Ωh0 is
|Γh| =
NF∑
j=1
|σhj |, (5.36)
where |σhj | denotes the area of the triangle σhj .
For the computation of the volume of Ωh0 , we use a divergence theorem. Let ~ν
h
j = ~ν
h|σhj ∈
R3 be the outer normal vector on the simplex σhj , j = 1, . . . , NF , and let ~νh be a normal
vector field on Γh with ~νh|σhj = ~ν
h
j . Since the boundary of Ω
h
0 is piecewise smooth, (it is
non-smooth only at the edges of the triangles), the volume can be computed as follows:
vol(Ωh0) =
∫
Ωh0
1 dx =
1
3
∫
Ωh0
div(~x) dx =
1
3
∫
Γh
~x . ~νh dA. (5.37)
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Since Γh is composed of triangles and since ~x . ~νh is constant on each triangle, the expression
above can be written to
vol(Ωh0) =
1
3
NF∑
j=1
∫
σhj
~x . ~νhj dA =
1
3
NF∑
j=1
|σhj | ~xhj . ~νhj . (5.38)
Here, ~xhj is an arbitrary representative point of the triangle σ
h
j (for example one of the three
vertices).
As mentioned above, the computation of the area of the surfaces and the volume of the
regions enclosed by the surfaces is typically done at the end of the segmentation. Let ΓMi ,
i = 1, . . . , NS , denote the final surfaces. Then, we apply the computation described in this
section on each surface Γh = ΓMi , i ∈ {1, . . . , NS}, separately.
5.3.7 Summary of the Image Segmentation Algorithm
In summing up, we propose the following algorithm for segmentation of 3D images. Given a
set of triangulated surfaces Γ0 = (Γ01, . . . ,Γ
0
NS
) and nodes ~X0i,j , i = 1, . . . , NS , j = 1, . . . , Ni,V ,
perform the following steps for m = 0, 1, . . . ,M − 1:
(i) Compute the regions Ωmk and the coefficients c
m
k , k = 1, . . . , NR, as described in Section
5.3.4.
(ii) Compute bm as defined in (5.26) by using the coefficients cmk of step (i). Compute the
coefficient vector αm as described in Section 5.3.5. Compute ~Xm+1 = ~Xm + δ ~Xm+1 by
solving the linear equation (5.35d), see Section 5.3.5.
(iii) Check whether the time step size needs to be increased or decreased, see Section 5.3.4.
If the time step size needs to be changed, repeat step (ii) with the new time step size.
(iv) Check whether topology changes occur and execute the topology change, see Section
5.3.3.
(v) If necessary, refine too large simplices or delete too small simplices of the triangulation
as described in Section 5.3.4.
As postprocessing, one can compute the volume of the enclosed regions and the area of the
surfaces as described in Section 5.3.6.
In this chapter, we have not described how 3D images can be denoised. In principle, the
concept for image denoising with edge enhancement of the two-dimensional case could be
generalized to the three-dimensional case. Diffusion equations with Neumann boundary con-
ditions similar to (3.43) can be solved numerically with a finite difference approach. Instead
of the 2D pixel grid, we could use the 3D voxel grid.
5.4 Results
5.4.1 Mean Curvature Flow and Artificial Test Images
In this section we demonstrate the evolution of surfaces with topology changes. We present
two examples of mean curvature flow of a surface where the topology changes splitting and
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decrease of genus occur. We further present examples from image segmentation to demon-
strate splitting, merging, increase and decrease of genus. Furthermore, we show the necessity
of a mesh regularization technique like the induced tangential motion of Barrett et al. (2008c)
(cf. Section 5.3.5).
Splitting examples
Figure 5.7 shows an example where a surface evolves under mean curvature flow. Our method
for image segmentation reduces to mean curvature flow when setting σ = 1 and λ = 0 (cf.
evolution equation (5.5) and definition of the external forcing term (5.4)).
Note that the initial surface in Figure 5.7 is non-convex. Grayson (1987) showed that a
smooth, embedded curve which evolves under mean curvature flow shrinks to a point, and
its limiting shape is a round circle. For higher dimensions, the analog statement is true for
convex hypersurfaces, see Huisken (1984). In the example, which we consider in Figure 5.7,
the non-convex surface develops a singularity (pinch-off). Here, we like to proceed, i.e. we
want to perform a topology change and we let the surface split into two single surfaces.
To detect the topology change, we use an auxiliary background grid with grid size a =
0.025 as described in Section 5.3.3. A cube of the grid will be considered for possible topology
changes if more than Ndetect = 10 nodes are located inside the cube. The topology change is
identified as a splitting at time step m = 69 as described in Section 5.3.3, where we use the
parameters thr1 = 30◦, thr2 = 150◦ and thr3 = 40◦.
Furthermore, we also perform a time step control (cf. Section 5.3.4) using the thresholds
δXminn = 0.003 and δX
max
n = 0.05. After the splitting, the surfaces retract fast close to the
former splitting point due to the local high curvature. The time step size ∆t is reduced from
10−3 to 10−5 to prevent a too large retraction from one iteration step to the next. After a
few time steps ∆t is increased intermediately to 10−4 and further increased to 10−3 for steps
larger than m = 125. At the end, each of the two surfaces shrinks to a point. The time step
size is decreased a second time. The iteration is stopped at m = 160 due to the too small
area of the surfaces. The time step sizes with respect to the iteration step are plotted in
Figure 5.8.
For this example, we use a mesh regularization via induced tangential motion, see Section
5.3.5. We apply strategy (5.32), see also Barrett et al. (2008c), with our slight modification.
We set α0 = 10 to control the induced tangential motion. Nodes ~X
m
i,j , where the discrete
normal vector ~ωmi,j is strongly discontinuous, are not affected by the induced tangential motion.
Figure 5.9 shows a magnification of the surface at time step m = 70. For nodes ~Xmi,j belonging
to the green colored parts of the surface, a tangential motion is enforced and αmi,j = α0 = 10 is
used. For nodes belonging to the red colored parts, αmi,j = 0 is used to suppress an additional
tangential motion.
The proposed modification is necessary. Figure 5.10 shows the resulting surface shortly
after the topology change if a global parameter α is used instead. The peak close to the former
splitting location does not retract. This is a numerical problem: Analytically, a surface, which
evolves under mean curvature flow, quickly retracts at locations with high local curvature.
The discontinuous weighted normal vector ~ωmi,j probably causes this problem. This kind of
numerical artifact does no longer occur when setting αmi,j = 0 at such peaks, cf. Section 5.3.5.
Mesh regularization is important in extreme situations during surface evolution like the
formation of a pinch-off. We repeat the experiment without any mesh regularization. After
just a few iterations steps the mesh gets heavily distorted, see Figure 5.11.
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Figure 5.7: Mean curvature flow with pinch-off and splitting into two surfaces. Surfaces
(left) and meshes (right) at step m = 0, 50, 68, 69, 70, 100, 120, 159 (row-wise) at time tm =
0, 0.050, 0.068, 0.069, 0.070, 0.0727, 0.0747, 0.1083.
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Figure 5.8: Time step sizes during the evolution of the surface. After the splitting the time
step size is decreased.
Figure 5.9: Magnification at time step m = 70 close to the former splitting location. Red
parts: αmi,j = 0, green parts: α
m
i,j = 10 (parameter controlling the induced tangential motion).
Figure 5.10: Illustration of the numerical artifact if a global value α is used for all nodes.
We can observe that the surfaces do not retract. This is a numerical problem induced by
the strongly discontinuous weighted normal vector ~ωm. Such situations will not occur when
using our proposed method, see Section 5.3.5.
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Figure 5.11: Mean curvature flow example without mesh regularization. Surface at step
m = 0 and m = 15. This demonstrates the necessity of a mesh regularization technique.
Figure 5.12: Splitting of a surface during 3D image segmentation. Sur-
face(s) at step m = 0, 25, 100, 213, 214, 215, 230, 300 (row-wise) at time tm =
0, 0.025, 0.01, 0.0213, 0.0214, 0.0215, 0.0228, 0.0298.
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Figure 5.13: Time step sizes during the evolution of the surface. After the splitting the time
step size is decreased for a few steps.
Another splitting example is shown in Figure 5.12. The initial surface is a cylinder-like
surface. The image domain is given by the cuboid Ω = [−2.5, 2.5] × [−1.5, 1.5] × [−1.5, 1.5]
and the image intensity function is defined by
u0 : Ω→ R, u0(~x) =
{
0 if ‖~x− (−1.2, 0, 0)T ‖ ≤ 0.8 ∨ ‖~x− (1.2, 0, 0)T ‖ ≤ 0.8,
1 else.
At time step m = 214 a splitting occurs. In the subsequent iterations steps, the two
new surfaces each evolve to a ball with radius 0.8 centered at (±1.2, 0, 0)T . For weighting
the curvature term and the forcing term for the image segmentation, the parameters σ = 1
and λ = 100 are used. For the induced tangential motion, the detection of the topology
change and for the time step size control, the same parameters as for the mean curvature
flow example above are applied. The time step sizes are visualized in Figure 5.13.
Merging example
The reversed topology change of splitting is a merging of two surfaces to one single surface.
The initial surfaces in our next example are two balls. The image domain is given by Ω =
[−1.2, 1.2]× [−0.8, 0.8]× [−0.8, 0.8] and the image intensity function is defined by
u0 : Ω→ R, u0(~x) =
{
0 if ‖~x‖ ≤ 0.6,
1 else.
As weighting parameters σ = 2 and λ = 60 are used; for the induced tangential motion
method α0 = 0.1 is used. Time step control is performed applying the thresholds δX
min
n =
0.001 and δXmaxn = 0.02. No change of the time step size is necessary in this example; the
time step size ∆t = 10−4 need not be changed throughout the evolution. To detect the
merging, a = 0.03, Ndetect = 10 and thr1 = 20
◦, thr2 = 150◦ and thr3 = 40◦ are used. The
resulting surfaces of this experiment at different time steps are shown in Figure 5.14.
Since the surface grows continuously, some simplices have to be refined as described in
Section 5.3.4. The desired area for one simplex is Adesired = 0.001; a simplex is refined by
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Figure 5.14: Merging demonstration. Surface(s) at step m = 0, 49, 50, 80, 150, 200 (row-wise)
at time tm = 0, 0.0049, 0.005, 0.008, 0.015, 0.02.
bisection of its largest angle if its area is larger than a certain factor of 0.001. A simplex is
also bisected if one angle is larger than 170◦. A simplex is deleted if one angle is smaller than
2◦ or if its area is smaller than 1% of the desired area of Adesired = 0.001.
Examples demonstrating increase and decrease of the genus
In the next examples, we demonstrate another kind of topology changes: increase and decrease
of the genus of a surface. Therefore, we consider an example from image segmentation where
a sphere should evolve to a torus. The image intensity function is given by
u0(~x) =
{
0 if (
√
x21 + x
2
2 −R)2 + x23 ≤ r2,
1 else,
(5.39)
where R = 1.2 and r = 0.4 are used here.
Figure 5.15 shows the surface, its mesh and a cross-section of the mesh at different time
steps. For this example we apply σ = 1, λ = 60 (weighting parameters) and α0 = 0.1
(parameter controlling the induced tangential motion). The topology change is detected
using a = 0.0565, Ndetect = 8 and thr1 = 20
◦, thr2 = 150◦ and thr3 = 40◦. As parameters
to control the refinement, the desired triangle area is set to Adesired = 0.005, and the angles
170◦ and 2◦ are used for bisection or deletion of a triangle, respectively.
In this example, the initial mesh is generated by using a simple triangulated cube, followed
by a projection of each vertex to the sphere. This results in an initial mesh with a relatively
poor mesh quality, i.e. the vertices are not distributed equally over the surface. This example
shows that our method can also cope with difficult meshes: Large triangles are bisected and
our method distributes the nodes over the surface during the evolution of the surface.
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Figure 5.15: Demonstration of an increase of the genus of a surface. Surface, mesh
and cross-section at step m = 0, 25, 100, 325, 326, 380, 500 (rows 1-6) at time tm =
0, 0.025, 0.1, 0.325, 0.326, 0.38, 0.5. Column 1-3: surface, mesh, mesh (cross-section).
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Further, δXminn = 0.01 and δX
max
n = 0.1 are applied as thresholds for the time step size
control. Throughout the evolution, there was no need to change the initial time-step size of
∆t = 10−3.
At time step m = 325, before the topology change is detected, the mesh consists of
F = 3488 simplices (faces), V = 1746 nodes (vertices) and E = 5232 edges, resulting in
an Euler characteristic of χ = V − E + F = 2 = 2 − 2g for a surface of genus g = 0
(sphere-like surface). At time step m = 326, after the topology change has been executed,
the mesh consists of F = 3464 simplices, V = 1732 nodes and E = 5196 edges, resulting in
χ = V − E + F = 0 = 2− 2g for a surface of genus g = 1 (torus-like surface).
Next, we demonstrate the evolution of a torus to a surface of genus 0, i.e. the genus is
decreased. First, we consider an example where a torus evolves under mean curvature flow.
Figure 5.16 shows the surface and the mesh from different viewing angles and a cross-section
of the surface at several time steps. At time step m = 25 a topology change is detected. The
triangulation of the surface is adapted as described in Section 5.3.3. For the detection of the
decrease of genus, the parameters a = 0.025, Ndetect = 20 and thr1 = 20
◦, thr2 = 150◦ and
thr3 = 40◦ are used.
At time step m = 24 the mesh consists of F = 2560 faces, V = 1280 vertices and E = 3840
edges, resulting in an Euler characteristic χ = V −E +F = 0 = 2− 2g for a surface of genus
g = 1. At time step m = 25, after the topology change, the mesh consists of F = 1960 faces,
V = 982 vertices and E = 2940 edges, resulting in χ = V −E +F = 2 = 2− 2g for a surface
of genus g = 0.
The time step size is controlled using the thresholds δXminn = 0.0005 and δX
max
n = 0.01.
Figure 5.17 shows the time step sizes with respect to the iteration step. After the change
of the topology of the surface, the time step size is decrease from 10−3 to 10−5. After some
steps, the size is increased to 10−4.
We apply α0 = 10 to control the induced tangential motion. Thus, we can perform a mesh
regularization. Mesh regularization is important in this situation. Figure 5.18 demonstrates
the necessity of a mesh regularization technique. It shows how the mesh close to the hole can
get strongly distorted.
We present an example from image segmentation where a torus is used as initial surface
and a sphere should be detected. The image intensity function is given by
u0 : Ω→ R, u0(~x) =
{
0 if ‖~x‖ ≤ 0.8,
1 else.
Figure 5.19 shows the surface at several time steps. As weighting parameters σ = 1 and
λ = 20 are applied. The tangential motion parameter is set to α0 = 10. We use the same
parameters as in the mean curvature flow example to control the time steps size and to detect
the change in topology. Figure 5.20 shows the time step sizes during the image segmentation
process. After the topology change the time step size is decreased from 10−4 to 10−5. Later
it is increased to speed up the segmentation.
Multiple topology changes
Figure 5.21 demonstrates an example where more than one topology change occurs during
the segmentation of an artificial 3D image. The image consists of 200 × 100 × 100 voxels.
We use σ = 1 and λ = 50 as weighting parameters. As above we set the tangential motion
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Figure 5.16: Mean curvature flow of a torus with decrease of its genus. Sur-
face at step m = 0, 24, 25, 50, 250, 500, 1000, 1480 (rows 1-8) at time tm = 0, 0.024,
0.025, 0.02525, 0.04309, 0.06809, 0.11809, 0.16609. Column 1-3: surface, mesh (top view),
mesh (cross-section).
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Figure 5.17: Time step sizes during the mean curvature flow of a torus.
Figure 5.18: Mean curvature flow of the torus without mesh regularization. Cross-section of
the mesh at step m = 0 (left) and m = 40 (center). Right: Magnification of the cross-section
at step m = 40 to visualize the distorted mesh. This example demonstrates the necessity of
a mesh regularization technique.
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Figure 5.19: 3D image segmentation example where a torus evolves to a ball.
Surface at step m = 0, 300, 425, 426, 500, 750, 1000 (rows 1-7) at time tm =
0, 0.03, 0.0425, 0.0426, 0.04406, 0.06906, 0.27316. Column 1-3: surface, mesh (top view), mesh
(cross-section).
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Figure 5.20: Time step sizes during the evolution of the torus to a ball.
parameter to α0 = 10. We use the thresholds δX
min
n = 0.05 and δX
max
n = 1 to control the
time step size. The topology change is detected using a = 1, Ndetect = 5 and thr1 = 30
◦,
thr2 = 150◦ and thr3 = 40◦. As parameter to control the refinement, the desired triangle
area is set to Adesired = 1.5.
In this example three topology changes occur: A splitting of the surface in two surfaces,
an increase of the genus of one of the surfaces (evolution to a torus), and finally a second
splitting. The final segmentation consists of a torus, a sphere and a cuboid. Figure 5.22
shows different cross-sections of the surface(s) and of the 3D image for some depicted time
steps: at the beginning (1st row), after the first splitting (2nd row), after the increase of the
genus of the left surface (3rd row) and the cross-sections of the final segmentation (4th row).
Computation of area and volume
In Section 5.3.6, we described how the area of the surfaces and the volume of the enclosed
regions can be computed. We now demonstrate the computation of area and volume by
considering triangulations of a ball with radius 1. Figure 5.23 shows three triangulations of a
ball. The surfaces of the 2nd and 3rd subfigure are refinements of the surface shown in the 1st
subfigure. The refinement is performed by bisection of the triangles followed by a projection
of the vertices to the sphere, such that the norm of each vertex is 1. Table 5.1 shows the
resulting values and errors of the computation of the area of the triangulations and of the
volume of the enclosed regions. The row denoted with Reference presents the true values of
the area and the volume of a ball with radius 1. Since the ball is convex and each vertex
has norm 1, we face a negative error in the area and volume computations. The accuracy of
the computations of the area and the volume improves with the number of refinement steps.
Thus with decreasing size of the simplices, the area and the volume converges to the true
values.
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Figure 5.21: Detection of three objects. Surface(s) at step m = 0, 100, 500, 1380,
1390, 1500, 1730, 2000, 2230, 2500.
Figure 5.22: Detection of three objects - Cross sections of the image and the surface at step
m = 0, 1380, 1730, 2500 (row 1-4). Cross-sections levels: z = 35 (column 1), z = 50 (column
2), y = 40 (column 3), y = 50 (column 4).
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Figure 5.23: Triangulation of a ball, left: initial triangulation (768 simplices, 386 nodes),
center: 1 refinement (1536 simplices, 770 nodes), right: 4 refinements (12288 simplices, 6146
nodes).
Area Relative Volume Relative
Error Area Error Volume
Reference 12.566 0% 4.189 0%
Initial Triangulation 12.469 -0.78% 4.110 -1.87%
1 Refinement 12.516 -0.40% 4.149 -0.94%
4 Refinements 12.560 -0.05% 4.184 -0.12%
Table 5.1: Computation of the Area and Volume of a Ball with Radius 1
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5.4.2 Segmentation of Medical 3D Images
In this section, we apply the segmentation method for three-dimensional images to medical
image data. Segmentation of medical images is a challenging task due to possible high noise
and image artifacts, see Sharma and Aggarwal (2010).
3D image data often consists of a set of 2D slice images generated by radiology scans,
for example computed tomography (CT) and magnetic resonance (MR) scans. With a 3D
image segmentation technique, one can segment organs (heart, lung, abdomen, liver, etc.)
or tumors from their environment. The output, i.e. the resulting surface, serves as a re-
construction and visualization of the medical object and could be used for further medical
analysis and diagnostic purposes: After the segmentation, one can compute the area of the
triangulated surfaces. Further, also the volume of the enclosed regions can be determined in
a postprocessing computation, see Section 5.3.6. The area of the surfaces and the volume of
the regions could be used for example to analyze if a tumor has been growing in the time
between two radiological examinations.
Example using data from The Cancer Imaging Archive
For a first experiment, we consider a sample 3D image of the Lung Image Database Con-
sortium image collection (LIDC-IDRI) of The Cancer Imaging Archive (TCIA) (https://
wiki.cancerimagingarchive.net/display/Public/LIDC-IDRI), see Reeves et al. (2007);
Armato et al. (2011); Reeves and Biancardi (2011))1. The data set consists of diagnostic CT
scans. The original data set consists of 2D slice images stored as DICOM files. The files are
first preprocessed to cuboid 3D images with Nx×Ny ×Nz voxels, here: Nx = 445, Ny = 310
and Nz = 250.
Figures 5.24-5.27 show the evolving 3D surfaces and six representative 2D cross-sections
at different time steps m = 0, 100, 300, 600. The surfaces are drawn from different viewing
angles: the azimuth and elevation angles are az = −5◦, el = 45◦ (1st and 2nd subfigure, row-
wise) and az = 0◦, el = 0◦ (3rd subfigure, front view) and az = 0◦, el = 90◦ (4th subfigure,
top view).
In the second subfigure of Figures 5.24-5.27, those parts of the surfaces where the tangen-
tial motion is suppressed (i.e. αmi,j = 0) are marked with red color. There, the change in the
normals ~vmi,j = ~ω
m
i,j/‖~ωmi,j‖ at the vertices ~Xmi,j is locally large, in detail larger than φmax = 50◦.
At locations on the surface, where ~vmi,j is more continuous, a tangential motion is allowed and
αmi,j = α0 = 0.1 is used. These parts are drawn with green color.
In the subfigures showing 2D cross-sections, the image cross-sections for constant z (in
detail z = 80, 150, 200) and constant y (in detail y = 80, 150, 200) are drawn as well as the
intersection points of the surfaces’ edges with the cross-section planes.
For the image segmentation the weight of the curvature term is set to σ = 10, the weight
of the external forcing term to λ = 1000. As parameters for the time step size control,
δXminn = 0.05 and δX
max
n = 2 are used. The time step size ∆t = 0.1 need not be changed
during the segmentation.
1The author acknowledges the National Cancer Institute and the Foundation for the National Institutes of
Health, and their critical role in the creation of the free publicly available LIDC/IDRI Database.
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Figure 5.24: Lung segmentation: Surface at different viewing angles (row 1-2) and cross-
sections (row 3: z = 80, 150, 200, row 4: y = 80, 150, 200) at m = 0 at time t = 0. The original
images are from the Lung Image Database Consortium image collection (LIDC-IDRI) of The
Cancer Imaging Archive (TCIA), see Reeves et al. (2007); Armato et al. (2011); Reeves and
Biancardi (2011).
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Figure 5.25: Lung segmentation: Surface at different viewing angles (row 1-2) and cross-
sections (row 3: z = 80, 150, 200, row 4: y = 80, 150, 200) at m = 100 at time t = 10. The
original images are from the Lung Image Database Consortium image collection (LIDC-IDRI)
of The Cancer Imaging Archive (TCIA), see Reeves et al. (2007); Armato et al. (2011); Reeves
and Biancardi (2011).
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Figure 5.26: Lung segmentation: Surface at different viewing angles (row 1-2) and cross-
sections (row 3: z = 80, 150, 200, row 4: y = 80, 150, 200) at m = 300 at time t = 30. The
original images are from the Lung Image Database Consortium image collection (LIDC-IDRI)
of The Cancer Imaging Archive (TCIA), see Reeves et al. (2007); Armato et al. (2011); Reeves
and Biancardi (2011).
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Figure 5.27: Lung segmentation: Surface at different viewing angles (row 1-2) and cross-
sections (row 3: z = 80, 150, 200, row 4: y = 80, 150, 200) at m = 600 at time t = 60. The
original images are from the Lung Image Database Consortium image collection (LIDC-IDRI)
of The Cancer Imaging Archive (TCIA), see Reeves et al. (2007); Armato et al. (2011); Reeves
and Biancardi (2011).
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Figure 5.28: Lung and heart segmentation: Surface (row 1) and cross-sections (row 2: z =
10, 40, 90, row 3: y = 38, 60, 80) at m = 0 at time t = 0. Credits (original CT images): C.
Stroszczynski, Radiology, University Hospital Regensburg.
Example using data from University Hospital Regensburg - Lung and heart seg-
mentation
In the next examples, we consider CT images provided by C. Stroszczynski, Radiology, Uni-
versity Hospital Regensburg. The original data set consists of DICOM images, which are
first transformed to 3D volumetric images.
Figure 5.28 - Figure 5.32 show the result and intermediate steps of a segmentation applied
on a set of 141 CT images. The surfaces are differently colored to visualize the multiphase
image segmentation. The 3D image consists of 128× 128× 141 voxels. For the segmentation,
we use σ = 1 and λ = 30 to weight the curvature term and the external forcing term and use
an initial time step size of ∆t = 0.2 with a time step control as described in Section 5.3.4.
Therefore we set δXmaxn = 4 and δX
min
n = 0.1. Further, we perform mesh regularization
with parameters α0 = 0.01 and φmax = 120
◦. Figure 5.28 - 5.32 show the surfaces at time
step m = 0, 25, 50, 100, 200 from different viewing angles and cross-sections of the image and
of the surface. For the cross-sections, we consider the planes given by y = 38, 60, 80 and
z = 10, 40, 90.
As can be seen in the subfigures showing the y-cross-sections, some slice images containing
the top of the lung, are missing in the given CT data. This is why the final segmented surfaces
appear flattened, cf. Figure 5.32.
It has to be noted, that we do not know the slice thickness of the CT slice images nor the
size of one pixel of a slice image in the real world. We therefore handle the voxels of the 3D
images as cubes of side length 1. Consequently, the x-, y- and z-directions are not scaled as
in reality. The images showing y-cross sections appear stretched in z-direction.
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Figure 5.29: Lung and heart segmentation: Surface (row 1) and cross-sections (row 2: z =
10, 40, 90, row 3: y = 38, 60, 80) at m = 25 at time t = 5. Credits (original CT images): C.
Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.30: Lung and heart segmentation: Surface (row 1) and cross-sections (row 2: z =
10, 40, 90, row 3: y = 38, 60, 80) at m = 50 at time t = 10. Credits (original CT images): C.
Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.31: Lung and heart segmentation: Surface (row 1) and cross-sections (row 2: z =
10, 40, 90, row 3: y = 38, 60, 80) at m = 100 at time t = 20. Credits (original CT images):
C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.32: Lung and heart segmentation: Surface (row 1) and cross-sections (row 2: z =
10, 40, 90, row 3: y = 38, 60, 80) at m = 200 at time t = 40. Credits (original CT images):
C. Stroszczynski, Radiology, University Hospital Regensburg.
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Example using data from University Hospital Regensburg - Processing with Pre-
processing
Considering the y-cross sections in Figures 5.28 - Figure 5.32, one can observe that the slice
images are of different brightness resulting in horizontal stripe-like noise. In the example
shown by Figures 5.28-5.32 the segmentation still works without any preprocessing of the
images. But in general, such stripe-like noise can cause problems, in contrast to e.g. moderate
Gaussian noise.
In those cases, where the brightness difference is higher, problems like false segmentation
can occur. Figure 5.33 (left) shows a y-cross-section of another 3D image generated by
computed tomography. Since our external forcing term in the evolution equation is based on
the Chan-Vese segmentation, the mean gray value determines the connected regions in the
image. Such bright stripes as in Figure 5.33 (left) could therefore lead to false image regions.
To handle this problem we can preprocess the image by considering the gray value of a
representative set of a few pixels. In detail, we consider one reference image, here for example
at z = 200. For this image, we compute the mean gray value, denoted by uref , in a small
two-dimensional subset. Here we compute it in [2, 8] × [67, 73] × {200}, i.e. we choose a set
close to the left image boundary. For each image z = 1, . . . , Nz, where Nz is the number of
slice images, let uloc be the mean gray value in [2, 8] × [67, 73] × {z}. We multiply the slice
image with uref/uloc. Figure 5.33 (right) shows a y-cross section of the resulting preprocessed
image.
Such a representative set like [2, 8] × [67, 73] × {200} need not be large. Here we choose
a rectangular set of 7 × 7 pixels. A single pixel or a set of only 2 × 2 pixels can be a too
small set, since medical images are typically also affected by additional random noise. The
representative set should be chosen not too small, since we want to compare the mean gray
values uref and uloc. With a set of 7 × 7 pixels, we obtained a satisfying result, see Figure
5.33 (right). Using the mean gray value, noise affecting single pixels is smoothed out.
Figure 5.34 shows the reference image at z = 200 and a brighter image at z = 220 as well
as the resulting preprocessed image at z = 220.
Using now the preprocessed 3D image, we perform again an image segmentation. The
resolution of this 3D image is 128 × 128 × 400 voxels. We use the following parameters:
weighting parameters σ = 1, λ = 50, time step size ∆t = 1 with time step control, δXmaxn = 5,
δXminn = 0.5. We perform mesh regularization with parameters α0 = 0.1 and φmax = 120
◦.
Figure 5.35 - 5.39 show the surfaces at time step m = 0, 10, 50, 200, 500 from different viewing
angles and cross-sections of the image and of the surface. For the cross-sections, we consider
the planes given by y = 37, 44, 64 and z = 100, 200, 250.
Example using data from University Hospital Regensburg - Segmentation of the
abdominal region
In the next experiment, an abdominal region should be segmented. The resolution of the
3D image, that we now consider, is 128× 128× 80 voxels. For the segmentation, we use the
following parameters: As weighting parameters, we set σ = 1, λ = 1000. We use a time step
size of ∆t = 1 with time step control, δXmaxn = 5, δX
min
n = 0.2. No increase or decrease
of the time step size is necessary during this experiment. As in the previous experiment,
we use the parameters α0 = 0.1 and φmax = 120
◦ for the mesh regularization. Figure 5.40
- 5.43 show the surfaces at time step m = 0, 10, 50, 100 from different viewing angles and
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Figure 5.33: Original image (left) and preprocessed image with removed stripe-like noise
(right). Cross-section y = 64. Credits (original CT image): C. Stroszczynski, Radiology,
University Hospital Regensburg.
cross-sections of the image and of the surface. For the cross-sections, we draw the planes
given by y = 52, 64, 76 and z = 30, 50, 70.
Example using data from University Hospital Regensburg - Splitting demonstra-
tion during lung segmentation
Finally, we consider an experiment where a topology change occurs. We perform again a lung
segmentation starting with one initial surface which is split into two surfaces. Figure 5.44 -
5.51 show the surface(s) at time step m = 0, 49, 50, 60, 100, 500, 900 as well as cross-sections
of the image and of the surface(s). For the cross-sections, we consider the planes given by
y = 50, 64, 80 and z = 80, 120, 160.
The splitting occurs at time step m = 50. To detect the topology change, we use an
auxiliary background grid with grid size a = 2. A cube of the grid is considered for possible
topology changes if more than Ndetect = 8 nodes are located inside the cube. Further, we
use the parameters thr1 = 30◦, thr2 = 150◦ and thr3 = 40◦, recall Section 5.3.3. Mesh
regularization is suppressed at those parts where the normal vector changes rapidly, see
Figure 5.47. After the splitting, the two surfaces grow and new triangles are created by
bisection of too large triangles. For the segmentation we use the parameters σ = 1 and
λ = 20. The time step size is set to ∆t = 0.2 with time step control using δXmaxn = 2,
δXminn = 0.1. However, no increase or decrease of the time step size is necessary. For mesh
regularization α0 = 0.01 and φmax = 120
◦ are applied.
As in the two-dimensional case, the choice of σ and λ strongly influences the smoothness
of the surfaces and grade of details of the segmented objects’ boundaries. By decreasing σ,
the area term would be weighted less and the surfaces could continue to grow.
As postprocessing step, we compute the volume of the two enclosed regions and the area
of the region boundaries. The right lung of the patient, i.e. the left surface in the Figure 5.51,
has an area of A1 = 3.309 · 104 and a volume of V1 = 2.691 · 105. Note, that CT images
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Figure 5.34: Illustration of the preprocessing. 1st subfigure: reference slice image at z = 200
with mean gray value of uref = 0.2249 in the yellow marked box. 2nd subfigure: image
at z = 220 with mean gray value of uloc = 0.3232 in the yellow marked box. 3rd sub-
figure: preprocessed image at z = 220 after multiplying the original 2D slice image with
uref/uloc = 0.6959. Credits (original CT images): C. Stroszczynski, Radiology, University
Hospital Regensburg.
are mirror images. The left lung of the patient (right surface in the figure) has an area of
A2 = 2.801 · 104 and a volume of V2 = 1.923 · 105. Thus, as expected, the volume of the right
lung is larger compared to the left lung. Note, that we handle a voxel as a cube with side
length 1, resulting in values of magnitude 104 for the area and 105 for the volume. If details
on the acquisition system of the CT images are known (like the slice thickness, and the height
and width of one pixel of a slice image), the area and the volume can be computed precisely
and can be expressed in the metric system for practical interpretation of the values.
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Figure 5.35: Medical image segmentation: Surface at different viewing angles (row 1) and
cross-sections (row 2: z = 100, 200, 250, row 3: y = 37, 44, 64) at m = 0 at time t = 0.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.36: Medical image segmentation: Surface at different viewing angles (row 1) and
cross-sections (row 2: z = 100, 200, 250, row 3: y = 37, 44, 64) at m = 10 at time t = 10.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.37: Medical image segmentation: Surface at different viewing angles (row 1) and
cross-sections (row 2: z = 100, 200, 250, row 3: y = 37, 44, 64) at m = 50 at time t = 50.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
186 CHAPTER 5. THREE-DIMENSIONAL IMAGE PROCESSING
20 40 60 80 100 120
20
40
60
80
100
120
20 40 60 80 100 120
20
40
60
80
100
120
20 40 60 80 100 120
20
40
60
80
100
120
20 40 60 80 100120
50
100
150
200
250
300
350
400
20 40 60 80 100120
50
100
150
200
250
300
350
400
20 40 60 80 100120
50
100
150
200
250
300
350
400
Figure 5.38: Medical image segmentation: Surface at different viewing angles (row 1) and
cross-sections (row 2: z = 100, 200, 250, row 3: y = 37, 44, 64) at m = 200 at time t = 200.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.39: Medical image segmentation: Surface at different viewing angles (row 1) and
cross-sections (row 2: z = 100, 200, 250, row 3: y = 37, 44, 64) at m = 500 at time t = 500.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.40: Medical image segmentation (abdominal region): Surface at different viewing
angles (row 1) and cross-sections (row 2: z = 30, 50, 70, row 3: y = 52, 64, 76) at m = 0 at
time t = 0. Credits (original CT images): C. Stroszczynski, Radiology, University Hospital
Regensburg.
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Figure 5.41: Medical image segmentation (abdominal region): Surface at different viewing
angles (row 1) and cross-sections (row 2: z = 30, 50, 70, row 3: y = 52, 64, 76) at m = 10 at
time t = 10. Credits (original CT images): C. Stroszczynski, Radiology, University Hospital
Regensburg.
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Figure 5.42: Medical image segmentation (abdominal region): Surface at different viewing
angles (row 1) and cross-sections (row 2: z = 30, 50, 70, row 3: y = 52, 64, 76) at m = 50 at
time t = 50. Credits (original CT images): C. Stroszczynski, Radiology, University Hospital
Regensburg.
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Figure 5.43: Medical image segmentation (abdominal region): Surface at different viewing
angles (row 1) and cross-sections (row 2: z = 30, 50, 70, row 3: y = 52, 64, 76) at m = 100 at
time t = 100. Credits (original CT images): C. Stroszczynski, Radiology, University Hospital
Regensburg.
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Figure 5.44: Lung segmentation with splitting: Surface at different viewing angles (row 1)
and cross-sections (row 2: z = 80, 120, 160, row 3: y = 50, 64, 80) at m = 0 at time t = 0.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.45: Lung segmentation with splitting: Surface at different viewing angles (row 1)
and cross-sections (row 2: z = 80, 120, 160, row 3: y = 50, 64, 80) at m = 49 at time t = 9.8.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.46: Lung segmentation with splitting: Surface at different viewing angles (row 1)
and cross-sections (row 2: z = 80, 120, 160, row 3: y = 50, 64, 80) at m = 50 at time t = 10.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
Figure 5.47: Lung segmentation with splitting: Situation at m = 50 immediately after a
splitting has been performed. Magnification close to the splitting location. Red marked
parts: the induced tangential motion is suppressed. Green marked parts: Tangential motion
of the vertices is allowed.
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Figure 5.48: Lung segmentation with splitting: Surface at different viewing angles (row 1)
and cross-sections (row 2: z = 80, 120, 160, row 3: y = 50, 64, 80) at m = 60 at time t = 12.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.49: Lung segmentation with splitting: Surface at different viewing angles (row 1)
and cross-sections (row 2: z = 80, 120, 160, row 3: y = 50, 64, 80) at m = 100 at time t = 20.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.50: Lung segmentation with splitting: Surface at different viewing angles (row 1)
and cross-sections (row 2: z = 80, 120, 160, row 3: y = 50, 64, 80) at m = 500 at time t = 100.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
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Figure 5.51: Lung segmentation with splitting: Surface at different viewing angles (row 1)
and cross-sections (row 2: z = 80, 120, 160, row 3: y = 50, 64, 80) at m = 900 at time t = 180.
Credits (original CT images): C. Stroszczynski, Radiology, University Hospital Regensburg.
Chapter 6
Conclusion and Outlook
In this thesis, parametric methods for image segmentation with a subsequent image restora-
tion were developed. The thesis covers two-dimensional planar images, images defined on
surfaces and three-dimensional images. Many concepts and methods developed first for the
two-dimensional case could be used and extended to the non-Euclidean case (images on sur-
faces) and to the higher dimensional case (three-dimensional images).
The main advantage of parametric methods is that the resulting schemes are very efficient
from a computational point of view: the schemes have a small computational time and
low memory requirements, since the evolution of curves is only a one-dimensional problem
and the evolution of surfaces is only a two-dimensional problem. Further, one can easily
incorporate triple junctions and curves with free endpoints into the curve evolution scheme.
Also the extension to multiphase image segmentation can be performed easily and efficiently.
The computational effort is mainly dependent on number of mesh points to discretize the
hypersurfaces. The effort is not dependent on the number of different regions. Therefore,
a multiphase segmentation does not result in a substantially greater effort compared to a
two-phase segmentation. The mentioned properties of parametric methods were compared
to indirect approaches for evolution of curves and surfaces like the level set method. Using
standard level set methods, the handling of junctions, free endpoints and multiple phases
often requires more than one level set function and even the use of artificial regions and
artificial curves in the case of free endpoints. Additionally, parametric methods directly
represent the hypersurfaces and allow for a direct postprocessing of the segmentation result.
For example, the size of the boundaries and the area/volume of the segmented regions can
be determined fast and easily in a postprocessing step.
We further extended the method of Mikula and Urba´n (2012) for detection of topology
changes to handle different types of such changes: Apart from splitting and merging of curves
in R2, we can also handle the emergence of triple junctions and intersections with the image
boundary as well as deletion of curves in complex curve networks. We used the idea of an
artificial background grid and developed an efficient method to handle also topology changes
of curves on surfaces and topology changes of surfaces in R3. In case of surfaces in R3, we
considered splitting, merging, decrease and increase of the genus of a surface (for example:
sphere to torus).
Another feature of our method is the good mesh quality of the curves and the surfaces.
For evolving curves in the plane and for curves on surfaces, we could show equidistribution of
the mesh points along the discretized curves. For triangulated surfaces, problems concerning
the mesh quality only appeared in special situations, for example, when a pinch-off occurs,
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shortly before a splitting of a surface. We proposed an efficient method for mesh regularization
via an induced tangential motion of the mesh points. The tangential flow of the nodes was
incorporated in the discrete scheme such that no additional routine has to be executed.
In a variety of experiments, we presented how different gray-scaled and colored images can
be segmented. We presented how the different topology changes can be successfully detected
and executed. We applied our method for image segmentation with a subsequent image
denoising on a number of artificial images to study the general behavior of the algorithm,
and applied it on a number of real images to show that the developed approach can be used
also for practical problems. We considered different types of images from navigation, Earth
observation, medicine and other areas.
A possible extension of the 3D algorithm could be the support of so-called double or triple
bubbles. This is the generalization of triple junctions to a higher dimension. A possible way
to extend the scheme to handle multi-bubbles is described in Barrett et al. (2010b).
Some further work and improvements could be invested in the programming. The ex-
periments presented in this thesis were performed using a MATLAB implementation of the
algorithms. The computations could be accelerated using C/C++, since for example many
for -loops are used. Such loops are needed for example, when the contribution of each mesh
point to the system matrix of the linear system should be computed. Also an outer loop is
needed to realize the time discretization. Such loops slow down a MATLAB program. MAT-
LAB has been chosen for demonstration and visualization reasons. For applications which
require a very fast execution of the software, like real-time applications, a C/C++ imple-
mentation will be likely required and in most cases some modifications for the real-time PC
target with a real-time operational system need to be performed. Further, parallel computing
or hardware computing (for example usage of field-programmable gate arrays (FPGAs)) for
image processing pose a wide area of additional research. However, these areas are out of the
scope of this thesis.
Image processing is a very interdisciplinary research area with many challenges concern-
ing mathematics (modeling, optimization problems, differential equations, numerical issues),
computer science (implementation, software/hardware adaptations and improvements) and
engineering (work on sensors and devices for image capturing and image generation). Here, we
mainly considered mathematical issues which arise from the evolution of curves and surfaces.
Many contributions of this thesis can also be applied for other problems involving hyper-
surfaces. The developed methods are not restricted to image processing problems only. For
example, the developed methods for handling of topology changes can be used for any other
application where the standard parametric method develops singularities like a pinch-off.
Therefore, we also presented and studied an example from mean curvature flow of surfaces,
to demonstrate how one can proceed after a pinch-off occurs.
While diffusion problems in Euclidean spaces are meanwhile state of the art, only a few
approaches can be found for solving diffusion problems on submanifolds like on surfaces in
R3. The presented method for image denoising can be applied to smooth any kind of noisy
data given on a surface. The data need not be a classical image.
In summary, we developed and analyzed efficient methods for image processing problems
which can also be applied for other problems where evolution of curves or surfaces occur or
where a smoothing of some data is required.
Symbols and Notation
General Notation
δij Kronecker delta, 1 if i = j and 0 if i 6= j.
Rd d-dimensional Euclidean vector space.
~ei, i = 1, . . . , d standard basis vectors in Rd.
Rd×d space of real d× d-matrices.
Sd−1 ⊂ Rd (d− 1)-dimensional sphere in Rd.
~x . ~y = ~xT~y Euclidean inner product of vectors ~x, ~y ∈ Rd.
~x× ~y cross product of vectors ~x, ~y ∈ Rd.
‖~x‖ Euclidean norm of a vector ~x ∈ Rd.
~x⊥ = (−x2, x1)T counterclockwise rotation of a vector ~x = (x1, x2)T ∈ R2 by
pi/2.
~Idd identity mapping of Rd; can also be interpreted as identity
matrix in Rd×d.
det(M) determinant of a matrix M .
U closure of a set U ⊂ Rd.
∂U topological boundary of U .
U0 ⊂⊂ U the closure U0 is a subset of the set U .
U \ V complement of V in U for two sets U, V .
V ⊥ orthogonal complement of V ⊂ Rd with respect to the Eu-
clidean inner product.
Ω subset of Rd.
I interval in R or other one-dimensional reference manifold
like R/Z.
Γ (d− 1)-dimensional hypersurface or union of hypersurfaces.
|Γ| area of the hypersurfaces belonging to Γ, see Definition 2.8;
in case of curves: length of the curves.
T~pΓ tangential space of Γ at ~p, see Definition 2.4.
N~p Γ = (T~p Γ)
⊥ normal vector space of Γ at ~p, see Definition 2.4.
T~p∂Γ tangential space of ∂Γ at ~p ∈ ∂Γ.
~ν a normal vector field on the hypersurface Γ.
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~τ a tangent vector field on the hypersurface Γ.
~µ outer co-normal in T~pΓ, orthogonal to elements in T~p∂Γ,
~p ∈ ∂Γ, see Remark 2.21.
W 1,2(U) Sobolev space on U , W k,p(U) for k = 1 and p = 2.
L2(U) Lebesgue space on U, Lp(U) for p = 2.
L∞(U) space of all essentially bounded functions.
SBV (U) space of special functions of bounded variation.
Ck(U), C∞(U) set of all k-times continuously differentiable functions, set of
infinitely continuously differentiable functions on U .
C1,1(U) space of continuously differentiable functions which (partial)
derivatives are Lipschitz-continuous. Ho¨lder space Ck,α(U)
for k = 1 and α = 1.
dA area element, see Definition 2.7.
ds length element, see Remark 2.9.
∇f = ( ∂f∂x1 , . . . ,
∂f
∂xd
)T gradient of a function f : Ω→ R.
∇~xf gradient with respect to variable ~x; notation used if f de-
pends on different variables.
∆f =
∑d
j=1
∂2f
∂x2j
Laplace operator applied on f : Ω→ R.
fρ =
∂f
∂ρ (partial) derivative with respect to a real variable ρ.
fs =
∂f
∂s =
1
‖~xρ‖
∂f
∂ρ derivative of a function f : I → R with respect to arc-length
s, where ~x : I → Rd is a paramerization of a curve Γ, see
Remark 2.20.
∂~τf(~p) directional derivative, derivative of f : Γ → R in direction
~τ ∈ T~p Γ at ~p ∈ Γ, see Definition 2.10.
∇Γf tangential gradient of f : Γ → R, also denoted by
(D1f, . . . ,Ddf), see Definition 2.11.
∇Γ . ~f surface divergence of ~f : Γ→ Rd, see Definition 2.13.
∆Γf Laplace-Beltrami operator of f : Γ→ R, see Definition 2.14.
Vn normal velocity of an evolving hypersurface, see Defini-
tion 2.24. Also defined for curves on surfaces, cf. Section 4.2.
χA characteristic function for a subset A ⊂ Rd.
sign(a) sign of a real number a.
ceil(a) smallest integer larger or equal to a.
[0, T ] time interval for time-dependent hypersurfaces.
tm m = 1, . . . ,M , discrete time points with t0 = 0 and tM = T .
τm, ∆t = tm+1 − tm, m = 0, . . . ,M − 1, time step size.
c
(m)
k mean of scalar image function u0 in the region Ω
(m)
k .
c
(m)
k,j mean of the j-th channel of the image function ~u0 in the
region Ω
(m)
k .
b
(m)
k mean of the brightness component of the image function
(using CB color space) in the region Ω
(m)
k .
~v
(m)
k mean of the chromaticity component of the image function
(using CB color space) in the region Ω
(m)
k .
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~h
(m)
k mean of the hue component of the image function (using
HSV color space) in the region Ω
(m)
k .
s
(m)
k mean of the saturation component of the image function
(using HSV color space) in the region Ω
(m)
k .
v
(m)
k mean of the value component of the image function (using
HSV color space) in the region Ω
(m)
k .
σ weighting factor for the curvature term in the evolution
equations.
λ weighting factor for the external term in the evolution equa-
tions (in case of a scalar image function or in case of equal
weighting factors of different external terms).
λC weighting factor for the external term in the evolution equa-
tions (chromaticity part, CB space).
λB weighting factor for the external term in the evolution equa-
tions (brightness part, CB space).
λH weighting factor for the external term in the evolution equa-
tions (hue part, HSV space).
λS weighting factor for the external term in the evolution equa-
tions (saturation part, HSV space).
λV weighting factor for the external term in the evolution equa-
tions (value part, HSV space).
F (m), F
(m)
i external term in the evolution equations, external term with
respect to hypersurface Γ
(m)
i .
a > 0 grid size of auxiliary background grid (2D and 3D grids)
used to detect topology changes.
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Notation for planar curves in R2
Ω ⊂ R2 two-dimensional image domain.
Γ curve in Ω or union of curves.
Int(Γ) interior of an oriented curve Γ.
NR number of regions.
NC number of curves.
NT number of triple junctions.
NI number of boundary intersection points.
κ mean curvature of Γ.
~κ = κ~ν mean curvature vector.
~x parameterization of the curve (or set of curves) Γ.
Ii one-dimensional reference manifold of a curve Γi, i =
1, . . . , NC , such that the curve can be parameterized by an
~xi : Ii → R2.
~n∂Ω outer normal vector field on the boundary ∂Ω of the image
domain.
~ν a normal vector field on the curve Γ.
~τ a tangent vector field on the curve Γ.
Vn velocity of an evolving curve in direction ~ν (normal velocity).
Vtan velocity of an evolving curve in direction ~τ (tangential ve-
locity).
~Λk triple junctions, k = 1, . . . , NT .
~Qk boundary intersection points, k = 1, . . . , NI .
Pn = ~Id2 − ~xs ⊗ ~xs projection operator, projects a vector or a vector-valued
mapping onto the part normal to a curve Γ parameterized
by ~x.
(~η, ~χ)2,nor =
∫
Γ
~Pn ~η . ~Pn ~χds, an inner product for functions ~η, ~χ : I →
R2.
(~η, ~χ)2,Γ,∂Γ =
∫
Γ ~η . ~χ ds+ ~η(1) . ~χ(1) + ~η(0) . ~χ(0).∫
Γ u . v ds =
∑NC
i=1
∫
Ii
ui . vi ‖(~xi)ρ‖ dρ for scalar or vector-valued func-
tions u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈ L2(I1,R(2)) ×
. . .× L2(INC ,R(2)).
(∇su .∇sv)|Γi (ui)s . (vi)s for u = (u1, . . . , uNC ), v = (v1, . . . , vNC ).
W = H1(I1,R)× . . .×H1(INC ,R).
V certain subspace of H1(I1,R2)× . . .×H1(INC ,R2) with at-
tachment conditions at triple junctions, see (3.38b).
V ∂ subspace of V with restricted direction at boundary inter-
section points, see (3.38c).
∇ihu(~z) difference quotient, = (u(~z + h~ei)− u(~z))/h, i = 1, 2.
qij i = 1, . . . , NC , j = 1, . . . , Ni, discrete points in [0, 1],
~Xmi (q
i
j)
are corresponding mesh points (nodes) of polygonal curves
Γm.
ji0 = 0 if ∂Γ
m
i 6= ∅, and = 1 else.
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W h discrete subspace of W , contains piecewise linear, scalar-
valued functions, see Section 3.3.1.
V h discrete subspace of V , contains piecewise linear, vector-
valued functions, see Section 3.3.1.
χi,j i = 1, . . . , NC , j = j
i
0, . . . , Ni, standard basis of W
h.
Γm = (Γm1 , . . . ,Γ
m
NC
) polygonal curve, approximation of Γ(t = tm), m = 0, . . . ,M .
~Xm = ( ~Xm1 , . . . ,
~XmNC ) approximation of ~x( . , tm).
~Xmi,j =
~Xmi (q
i
j), i = 1, . . . , NC , j = 0, . . . , Ni.
δ ~Xm+1 = ~Xm+1 − ~Xm, change of the discrete curve(s).
κm = (κm1 , . . . , κ
m
NC
) approximation of κ( . , tm).
κmi,j = κ
m
i (q
i
j), i = 1, . . . , NC , j = 0, . . . , Ni.
V h∂(
~Xm) subspace of V h with 90◦ angle condition at boundary inter-
section points, see Section 3.3.1.
〈u, v〉m L2-inner product for u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈
L2(I1,R(2))× . . .×L2(INC ,R(2)), integration over polygonal
curves Γm1 , . . . ,Γ
m
NC
, see Section 3.3.1.
〈u, v〉hm mass lumped inner product for piecewise continuous func-
tions, see Section 3.3.1.
hm
i,j− 1
2
= ‖ ~Xmi,j − ~Xmi,j−1‖ > 0, distance between two neighbor mesh
points.
hm = maxi=1,...,NC ,j=1,...,Ni h
m
i,j− 1
2
, maximum distance between
two neighbor nodes.
~νm = (~νm1 , . . . , ~ν
m
NC
) discrete normal vector field on Γm, see Section 3.3.1.
~νm
i,j− 1
2
= (~νmi )|[qij−1,qij ], i = 1, . . . , NC , j = 1, . . . , Ni.
~ωm = (~ωm1 , . . . , ~ω
m
NC
) weighted, approximating normal vector field, see Sec-
tion 3.3.1.
~ωmi,j = (~ω
m
i )(q
i
j), i = 1, . . . , NC , j = 1, . . . , Ni.
X Euclidean space associated with V h∂( ~Xm), see Section 3.3.2.
Ωh spatial discretization of the image domain Ω.
Ωhk = Ω
h ∩ Ωmk , k = 1, . . . , NR.
α weighting parameter in the automatic setting of the param-
eter λ for image denoising, cf. Section 3.3.7.
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Notation for curves on surfaces in R3
M⊂ R3 two-dimensional surface in R3. Image domain for images on
surfaces.
T~pM tangent space of a surface M at ~p ∈M.
N~pM = (T~pM)⊥, normal space of a surface M at ~p ∈M.
NM = {(~p, ~n) : ~p ∈M, ~n ∈ N~pM}, normal bundle.
Γ curve on M or union of curves.
NR number of regions.
NC number of curves.
NT number of triple junctions.
κM, κΦ geodesic and normal curvature of a curve Γ on a surfaceM.
~x parameterization of the curve (or set of curves) Γ.
Ii one-dimensional reference manifold of a curve Γi, i =
1, . . . , NC , such that the curve can be parameterized by an
~xi : Ii → R3.
~nΦ normal vector field on a surface M.
~νΦ vector field along Γ ⊂ M, normal to the surface M, see
Definition 2.27.
~νM vector field along Γ ⊂M, tangent to the surfaceM, normal
to the curve Γ, see Definition 2.27.
Vn velocity of an evolving curve in direction ~νM.∫
Γ u . v ds =
∑NC
i=1
∫
Ii
ui . vi ‖(~xi)ρ‖ dρ for scalar or vector-valued func-
tions u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈ L2(I1,R(3)) ×
. . .× L2(INC ,R(3)).
V Φ =
{
~η : I → R3 : ~η is smooth and ~η . ~νφ = 0
}
.
~Λk triple junctions, k = 1, . . . , NT .
~PM projection onto the part in direction ~νM, see Section 4.2.1.
(~η, ~χ)2,M,nor =
∫
Γ
~PM~η . ~PM~χds, an inner product for ~η, ~χ : I → R3.
∇Mf surface gradient of f :M→ R.
∆Mf Laplace-Beltrami operator of f :M→ R.
W = H1(I1,R)× . . .×H1(INC ,R).
V certain subspace of H1(I1,R3)× . . .×H1(INC ,R3) with at-
tachment conditions at triple junctions, see (4.23).
V Φ subspace of V , where elements are orthogonal to ~nΦ.
qij i = 1, . . . , NC , j = 1, . . . , Ni, discrete points in [0, 1],
~Xmi (q
i
j)
are corresponding mesh points (nodes) of polygonal curves
Γm.
ji0 = 0 if ∂Γ
m
i 6= ∅, and = 1 else.
W h discrete subspace of W , contains piecewise linear, scalar-
valued functions, see Section 4.3.1.
V h discrete subspace of V , contains piecewise linear, vector-
valued functions, see Section 4.3.1.
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χi,j i = 1, . . . , NC , j = j
i
0, . . . , Ni, standard basis of W
h.
Γm = (Γm1 , . . . ,Γ
m
NC
) polygonal curve, approximation of Γ(t = tm), m = 0, . . . ,M .
~Xm approximation of ~x( . , tm).
δ ~Xm+1 = ~Xm+1 − ~Xm, change of the discrete curve(s).
κmM approximation of κM( . , tm).
〈u, v〉m L2-inner product for u = (u1, . . . , uNC ), v = (v1, . . . , vNC ) ∈
L2(I1,R(3))× . . .×L2(INC ,R(3)), integration over polygonal
curves Γm1 , . . . ,Γ
m
NC
, see Section 4.3.1.
〈u, v〉hm mass lumped inner product for piecewise continuous func-
tions, see Section 4.3.1.
~ωmΦ = (~ω
m
Φ,1, . . . , ~ω
m
Φ,NC
), vector field defined by ~ωmΦ,i(q
i
j) =
~nΦ( ~X
m
i (q
i
j)).
~ωmd = (~ω
m
d,1, . . . , ~ω
m
d,NC
), locally showing in tangential direction
w.r.t. Γmi .
~ωmM = (~ω
m
M,1, . . . , ~ω
m
M,NC ), given by cross-products: ~ω
m
M,i(q
i
j) =
~ωmd,i(q
i
j)× ~ωmΦ,i(qij).
V hΦ =
{
~η ∈ V h : ~ηi . ~ωmΦ,i = 0, i = 1, . . . , NC
}
.
X Euclidean space associated with V h, see Section 4.3.2.
XΦ Euclidean space associated with V hΦ, see Section 4.3.2.
T h triangulation of a polyhedral surface M.
σh simplices / triangles belonging to T h.
|σh| area of a simplex σh.
~pσh,j vertices of σ
h, j = 1, 2, 3.
Ωhk = Ω
M
k for k = 1, . . . , NR.
T hk = {σh ∈ T h : σh ⊂ Ωhk}.
Shk finite element space of piecewise linear functions defined on
Ωhk , see Section 4.3.6.
〈uh, vh〉h = 13
∑
σh∈T hk |σ
h|∑3j=1(uh vh)((~pσh,j)−), see Section 4.3.6.
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Notation for surfaces in R3
Ω ⊂ R3 three-dimensional image domain.
Γ two-dimensional surface or union of surfaces in Ω.
NR number of regions.
NS number of surfaces.
κ mean curvature of Γ (sum of principal curvatures).
~κ = κ~ν mean curvature vector.
~x parameterization of the surface (or set of surfaces) Γ.
Υi reference manifold of a surface Γi, i = 1, . . . , NS , such that
the surface can be parameterized by an ~xi : Υi → R3.
~ν a normal vector field on the surface(s) Γ.
Vn velocity of an evolving surface in direction ~ν (normal veloc-
ity).
g
(i)
kl (~q) =
∂~xi
∂qk
(~q) . ∂~xi∂ql (~q) for ~q ∈ Υi.∫
Γ u . v dA =
∑NS
i=1
∫
Υi
(ui . vi)◦~xi
√
det(g
(i)
kl ) dq for u, v ∈ L2(Υ1,R(3))×
. . .× L2(ΥNS ,R(3)).
W = H1(Υ1,R)× . . .×H1(ΥNS ,R).
V = H1(Υ1,R3)× . . .×H1(ΥNS ,R3).
Γm = (Γm1 , . . . ,Γ
m
NC
) polyhedral surface, approximation of Γ(t = tm), m =
0, . . . ,M .
Ni,F number of faces/simplices belonging to Γ
m
i , i = 1, . . . , NS .
Ni,V number of vertices/nodes belonging to Γ
m
i , i = 1, . . . , NS .
Ni,E number of edges belonging to Γ
m
i , i = 1, . . . , NS .
σmi,j simplices belonging to Γ
m
i , i = 1, . . . , NS , j = 1, . . . , Ni,F .
gi genus of the surface Γ
m
i .
~Xm = ( ~Xm1 , . . . ,
~XmNS ), approximation of ~x( . , tm).
δ ~Xm+1 = ~Xm+1 − ~Xm, change of the triangulated surfaces.
κm = (κm1 , . . . , κ
m
NS
), approximation of κ( . , tm).
~qmi,j vertices of Γ
m
i , i = 1, . . . , NS , j = 1, . . . , Ni,V .
h = maxi=1,...,NS ,j=1,...,Ni,F diam(σ
m
i,j), maximum diameter of a
simplex.
W (Γm) finite element space, consisting of piecewise linear, scalar-
valued functions, see Section 5.3.1.
V (Γm) finite element space, consisting of piecewise linear, vector-
valued functions, see Section 5.3.1.
χmi,j basis functions of W (Γ
m), i = 1, . . . , NS , j = 1, . . . , Ni,V .
〈u, v〉m L2-inner product over the current polyhedral surfaces Γm,
defined for u = (u1, . . . , uNS ), v = (v1, . . . , vNS ) ∈
L2(Γm1 ,R(3))× . . .× L2(ΓmNS ,R(3)), see Section 5.3.1.
〈u, v〉hm mass lumped inner product for piecwiese continuous func-
tions u, v with possible jumps across the edges of simplices.
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~qmi,jl vertices of σ
m
i,j , i = 1, . . . , NS , j = 1, . . . , Ni,F , jl ∈
{1, . . . , Ni,V } for l = 1, 2, 3.
|σmi,j | area of the simplex σmi,j .
~νm = (~νm1 , . . . , ~ν
m
NS
), discrete normal vector field on Γm, see
Section 5.3.1.
~νmi,j = ~ν
m
i |σmi,j , for i = 1, . . . , NS , j = 1, . . . , Ni,F .
~ωm = (~ωm1 , . . . , ~ω
m
NS
), weighted, approximating normal vector
field, see Section 5.3.1.
~ωmi,j = (~ω
m
i )(q
i
j), i = 1, . . . , NS , j = 1, . . . , Ni,V .
T mi,j =
{
σmi,l : ~q
m
i,j ∈ σmi,l
}
.
Λmi,j =
⋃
σmi,l∈T mi,j σ
m
i,l.
~vm = (~vm1 , . . . , ~v
m
NS
), discrete normal vector field, see Sec-
tion 5.3.1.
~vmi,j = ~v
m
i (~q
m
i,j) = ~ω
m
i,j/‖~ωmi,j‖.
~τ1, ~τ2 normal vector fields such that {~vmi,j , ~τm1,i,j , ~τm2,i,j} is an or-
thonormal basis of R3.
δXminn > 0, δX
max
n > 0,
λt
parameters for the time step control, cf. Section 5.3.4.
Adesired > 0, a > 0 parameters for the refinement of simplices, cf. Section 5.3.4.
α0 ≥ 0 parameter for mesh regularization via induced tangential
motion, cf. Section 5.3.5.
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