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Abstract
The construction of range restricted bivariate C1 interpolants to scattered data is considered. Su3cient nonnegativity
conditions on the B)ezier ordinates are derived to ensure that the nonnegativity of a cubic B)ezier triangular patch. The
gradients at the data sites are modi5ed if necessary to ensure that the nonnegativity conditions are ful5lled. The interpolating
surface is piecewise a convex combination of three cubic B)ezier triangular patches with the same set of boundary B)ezier
ordinates. Its construction is local and is easily extended to include as upper and lower constraints to the interpolant
surfaces of the form z=C(x; y) where C(x; y) is a constant, linear, quadratic or cubic polynomial. Moreover, C1 piecewise
polynomial surfaces consisting of polynomial pieces of the form z=C(x; y) on the triangulation of the data sites are also
admissible constraints. A number of numerical examples are presented graphically. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
A common problem in scienti5c visualization is to present the three-dimensional data as a surface
or a contour map. Thus, an interpolant is 5rst constructed through the data and can then be visualized.
There may be some properties inherent in the data like positivity, monotonicity and convexity which
one wishes to preserve. The preservation of nonnegativity or more generally range restrictions may
be essential. When the data arise from a physical experiment where negative values are not physically
meaningful, it is vital that the interpolant preserves nonnegativity. For example, the data that represent
concentration or pressure are nonnegative.
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Nonnegativity preserving or range-restricted interpolation has been explored in a number of papers.
For example, in [2,5,7,11,15,17–20] univariate cases have been considered. In [1,10,13,14,16] exten-
sions to bivariate cases interpolating data on rectangular grid or scattered data have been considered
by utilizing the corresponding results from the univariate cases.
The results of the univariate case have been extended in [13] to scattered data interpolation using
quadratic splines on a Powell Sabin re5nement of a triangulation of the data sites. The values of
the C1 interpolant are subject to piecewise constant lower and upper bounds. The derived su3cient
conditions for range restrictions result in a solvable system of linear inequalities with the gradients
as parameters and is separated with respect to data sites. There are an in5nite number of interpolants
meeting the constraints. The selection of the interpolant is based on a 5t-and-modify approach or the
minimization of a suitable objective functional. The 5t-and-modify approach reduces to the solution
of independent local quadratic problems. Further extension to enlarge the class of obstacles has
been made in [10] which considers scattered data interpolation subject to piecewise quadratic range
restrictions. In [14] a nonnegative interpolation to gridded data by C1 biquadratic splines on a re5ned
rectangular grid has been presented.
Ong and Wong [16] describe a local C1 scattered data interpolation scheme subject to con-
stant lower and upper bounds. The side vertex method for interpolation in triangles are used and
rational cubics are used for univariate interpolation along the line segments joining a vertex to
the opposite edge of a triangle. By using the corresponding univariate results on nonnegativity in
[7], the weights of the rational cubics are chosen to ensure that the blending surfaces lie within
the given bounds. The interpolating surface is piecewise a convex combination of three triangular
patches.
In this paper the construction of range-restricted bivariate C1 interpolants to scattered data is con-
sidered. We derive in Section 2 su3cient conditions on the B)ezier ordinates to ensure nonnegativity
for a cubic B)ezier triangular patch by using the univariate result on nonnegativity in [7]. A local
scheme applying these su3cient nonnegativity conditions for C1 nonnegativity-preserving scattered
data interpolation is described in Section 3. The interpolating surface is obtained piecewise as the
convex combination of three cubic B)ezier triangular patches, each with the same set of boundary
B)ezier ordinates. In Section 4, we extend the results to range restricted interpolation which considers
constraint surfaces of the form z = C(x; y) where C(x; y) is a constant, linear, quadratic or cubic
polynomial. Moreover, C1 piecewise polynomial surfaces consisting of polynomial pieces of the form
z = C(x; y) on the triangulation of the data sites are also admissible constraints. Some numerical
examples are presented graphically.
2. Sucient nonnegativity conditions for a cubic Bezier triangular patch
It is worth mentioning that necessary and su3cient nonnegativity conditions for a cubic triangular
B)ezier patch can hardly be found. The necessary and su3cient nonnegativity conditions for bivariate
quadratic polynomials on triangles [9] are complicated enough.
Consider a triangle T with vertices V1; V2; V3 and barycentric coordinates u, v, w such that any
point V on the triangle can be expressed as
V = uV1 + vV2 + wV3; u+ v+ w = 1; u; v; w¿0:
E.S. Chan, B.H. Ong / Journal of Computational and Applied Mathematics 136 (2001) 135–147 137
A cubic B)ezier triangular patch P on T is de5ned as
P(u; v; w) = u3b3;0;0 + v3b0;3;0 + w3b0;0;3 + 3u2vb2;1;0 + 3u2wb2;0;1
+ 3v2ub1;2;0 + 3v2wb0;2;1 + 3w2ub1;0;2 + 3w2vb0;1;2 + 6uvwb1;1;1; (2.1)
where br; s; t are the B)ezier ordinates of P.
Given that the B)ezier ordinates at the vertices are positive, i.e., b3;0;0; b0;3;0; b0;0;3¿ 0, we shall
derive su3cient conditions on the remaining B)ezier ordinates for the B)ezier patch to be nonnegative.
The following theorem [7] on the nonnegativity of the univariate cubic B)ezier on the interval [0; 1]
is used in the derivation.
Theorem 2.1. Let
r(x) = A(1− x)3 + 3B(1− x)2x + 3C(1− x)x2 + Dx3; 06x61;
where A;D¿ 0, and B¡ 0 and/or C¡ 0.
If r(x)¡ 0 for some x ∈ (0; 1) [resp. r(x) = 0 for only one point in (0; 1)], then
C2¿BD; B2¿AC (2.2)
and
3B2C2 + 6ABCD − 4(AC3 + B3D)− A2D2¿ 0 (resp:= 0): (2.3)
Moreover if (2.3) holds, then (2.2) also holds and r(x)¡ 0 for some x ∈ (0; 1) [resp. r(x) = 0 for
only one point in (0; 1)].
The su3cient conditions which we shall derive for the nonnegativity of a cubic B)ezier triangular
patch prescribe lower bounds for the B)ezier ordinates. The choice on these lower bounds is motivated
by the following observation.
Consider a cubic B)ezier polynomial curve
r(x) = A(1− x)3 + 3B(1− x)2x + 3C(1− x)x2 + Dx3; 06x61;
where A;D¿ 0. Denote  = 3B2C2 + 6ABCD − 4(AC3 + B3D) − A2D2. Suppose B = −A=3 and
C =−D=3, then = 4AD(A−D)2=27 . Thus = 0 if and only if A=D; and ¿ 0 if and only if
A = D. By Theorem 2.1, this means that the curve r(x) with A;D¿ 0; B = −A=3 and C = −D=3
just touches the x-axis if A = D and crosses the x-axis if A = D. Thus for r(x) to be positive, we
shall choose B¿− A=3 and C¿− D=3.
Lemma 2.2. Let
r(x) = A(1− x)3 + 3B(1− x)2x + 3C(1− x)x2 + Dx3; 06x61:
Suppose A= ‘; B= C =−‘=3a; D = ‘, where ‘¿ 0; ¿1 and a¿ 1; then
r(x)¿
‘(a− 1)
4a
; ∀x ∈ [0; 1]:
This lemma is easily obtained by observing that when =1, the minimum of r(x) is ‘(a−1)=4a.
By symmetry, Lemma 2.2 still holds if the values of A and D are interchanged, i.e., A= ‘; D= ‘.
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Consider now the cubic B)ezier triangular patch P(u; v; w) in (2.1) where its B)ezier ordinates at
the three vertices are positive. Without loss of generality, we may assume b3;0;0 = ‘; b0;3;0 = ‘,
and b0;0;3 = ‘, where ‘¿ 0; ¿¿1. By considering P as a patch consisting of univariate curves
along line segment joining the vertex V1 to the opposite edge of the triangle, P can be rewritten as
P(1− t; tv; tw) = (1− t)3‘ + 3(1− t)2t(vb2;1;0 + wb2;0;1)
+3(1− t)t2(v2b1;2;0 + 2vwb1;1;1 + w2b1;0;2)
+ t3(v3‘ + 3v2wb0;2;1 + 3vw2b0;1;2 + w3‘); (2.4)
where 06t; v; w61 with v+ w = 1.
The boundary curve B1(w) along the edge V2V3 for P is given by
B1(w) =P(0; 1− w; w)
= (1− w)3‘ + 3(1− w)2wb0;2;1 + 3(1− w)w2b0;1;2 + w3‘; 06w61:
Suppose b0;2;1 = b0;1;2 =−‘=3a, where a¿ 1, then by Lemma 2.2 above,
B1(w)¿
‘(a− 1)
4a
; ∀w ∈ [0; 1]:
Proposition 2.3. Consider the cubic B5ezier triangular patch P(u; v; w) of (2:1) with b3;0;0=‘; b0;3;0=
‘; b0;0;3 = ‘; ‘¿ 0 and ¿¿1. If b2;1;0; b2;0;1; b1;2;0; b1;1;1; b1;0;2; b0;2;1; b0;1;2¿ − ‘=3a; where a is
the unique solution in (1; 8=3] of the equation
16− 8+ (72− 272)a+ 542a2 − 272a3 = 0 (2.5)
then P(u; v; w)¿0; ∀u; v; w¿0; u+ v+ w = 1:
Proof. It su3ces to show that (2.4) is nonnegative for all t; v; w ∈ [0; 1] with v+ w = 1 . Let
A(w) = ‘; B(w) = (1− w)b2;1;0 + wb2;0;1;
C(w) = (1− w)2b1;2;0 + 2(1− w)wb1;1;1 + w2b1;0;2
and
D(w) = (1− w)3(‘) + 3(1− w)2wb0;2;1 + 3(1− w)w2b0;1;2 + w3(‘):
Then (2.4) becomes
P(1− t; t(1− w); tw) = (1− t)3A(w) + 3(1− t)2tB(w) + 3(1− t)t2C(w) + t3D(w): (2.6)
Observe that B(w)¿ − ‘=3a; C(w)¿ − ‘=3a; D(w)¿‘(a − 1)=4a; 06w61. By Theorem 2.1, in
order for P(1− t; t(1− w); tw)¿0, it su3ces to have
3B2C2 + 6ABCD − 4(AC3 + B3D)− A2D2 = 0;
where A= l; B=−‘=3a; C =−‘=3a; D = ‘(a− 1)=4a. This implies
3
(
− 1
3a
)4
+ 6
(
− 1
3a
)2 (a− 1
4a
)
− 4
[

(
− 1
3a
)3
+
(
− 1
3a
)3 (a− 1
4a
)]
− 2
(
a− 1
4a
)2
= 0;
i.e., 16− 8+ (72− 272)a+ 542a2 − 272a3 = 0.
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Let f(a) = 16− 8 + (72 − 272)a+ 542a2 − 272a3; ¿1; a¿1. Then f(1) = 16 + 64¿ 0
and f(8=3) = 16 + 184 − 200260, thus there exists a0 ∈ (1; 83 ] with f(a0) = 0. It can be easily
proven by simple calculus that the solution of (2.5) in (1; 83 ] is unique.
In the construction of the nonnegativity-preserving B)ezier patch, the inner B)ezier ordinate b1;1;1
will be determined after all the boundary B)ezier ordinates are 5xed, hence its lower bound as given
by Proposition 2.3 can be relaxed accordingly as described below.
When b2;1;0; b2;0;1; b1;2;0; b1;0;2; b0;2;1; b0;1;2 are determined with their values not smaller than the
lower bounds −‘=3a as stated in Proposition 2.3, the minima A; B and D for A(w); B(w) and D(w)
respectively, w ∈ [0; 1], in Eq. (2.6) can be obtained. Denote the minimum of C(w) in (2.6) by
C. An optimum value for C is found by using Theorem 2.1 so that P(u; v; w)¿0 and then a less
stringent lower bound for b1;1;1 is determined by using C. We have
P(1− t; t(1− w); tw)¿(1− t)3A+ 3(1− t)2tB+ 3(1− t)t2C + t3D:
By Theorem 2.1, in order that P(1− t; t(1− w); tw)¿0 it su3ces to have
3B2C2 + 6ABCD − 4(AC3 + B3D)− A2D2 = 0:
The above equation is solved for the value of C. The lower bound for b1;1;1 is obtained from the
relation C(w)¿C, i.e.,
(1− w)2(b1;2;0 − C) + 2(1− w)w(b1;1;1 − C) + w2(b1;0;2 − C)¿0; ∀w ∈ [0; 1]:
As b1;2;0 − C¿0 and b1;0;2 − C¿0, thus (refer to [19]) C(w)− C¿0 if and only if
b1;1;1¿C −
√
(b1;2;0 − C)(b1;0;2 − C):
Denote ‘1=C−
√
(b1;2;0 − C)(b1;0;2 − C). We conclude that by ensuring b1;1;1¿‘1; then P(1−t; t(1−
w); tw)¿0; ∀ 06t; w61. By using the same argument as above, we 5nd ‘2 and ‘3 which correspond
respectively to P(tu; 1− t; t(1− u))¿0; ∀ 06t; u61 and P(t(1− v); tv; 1− t)¿0; ∀ 06t; v61.
Thus if we ensure that
b1;1;1¿h; (2.7)
where h=min{‘1; ‘2; ‘3}, then P(u; v; w)¿0; 06u; v; w61. Observe that indeed h6−‘=3a and thus
h is a less stringent lower bound than the one suggested in Proposition 2.3.
3. Construction of nonnegativity-preserving interpolating surface
Given functional data points (xi; yi; zi) with zi ¿ 0; i=1; 2; : : : ; N , we describe the construction of
a nonnegativity-preserving functional surface F(x; y) which has continuous 5rst-order derivatives and
F(xi; yi) = zi; i = 1; 2; : : : ; N . The construction process consists of the three usual steps for scattered
data interpolation, i.e., triangulation, estimation of derivatives and generation of triangular patches.
The resulting interpolating surface is dependent upon the triangulation method and the formu-
lae used in the estimation of the derivatives. Here we shall concentrate on the generation of the
nonnegative cubic B)ezier triangular patches.
The points Ui = (xi; yi); i = 1; : : : ; N , are used as the vertices of a triangulation of domain D
which is the convex hull of {Ui; i = 1; : : : ; N}. The Delaunay triangulation method is used here to
triangulate the domain D. There are also other triangulation methods available.
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Fig. 1. Two adjacent triangular patches.
Consider two adjacent cubic B)ezier triangular patches with the same boundary curve along the
common edge of the domain triangles. We shall quote two sets of conditions for C1 continuity along
the common boundary of the two adjacent triangular patches for reference later.
The 5rst to be noted are the necessary and su3cient conditions described in [4]. Let V1V2V3
and W1W2W3 be two adjacent triangles with V2 = W3 and V3 = W2. Suppose that the cubic
B)ezier triangular patches on these two triangles have B)ezier ordinates bi; j; k and ci; j; k (see Fig.
1). Then for C1 continuity between the two patches, the necessary and su3cient conditions
are
c1;0;2 = b1;2;0 + b0;3;0 + 'b0;2;1; (3.1)
c1;1;1 = b1;1;1 + b0;2;1 + 'b0;1;2; (3.2)
c1;2;0 = b1;0;2 + b0;1;2 + 'b0;0;3; (3.3)
where W1 = V1 + V2 + 'V3. Observe that for our scheme, (3.1) and (3.3) will be automatically
ful5lled since the B)ezier ordinates c1;0;2; b1;2;0; b0;2;1 and c1;2;0; b1;0;2; b0;1;2 are determined by using
the x and y partial derivatives at the vertices V2 and V3, respectively
The second set of su3cient conditions is quoted from [6]. With the boundary B)ezier ordinates
being known and satisfying (3.1) and (3.3), the inner B)ezier ordinates are de5ned so that the
interpolant is C1 along the common boundary and will have cubic precision when the data and the
derivatives come from a cubic. This can be achieved by the following equations:
c2;0;1 = 2b2;1;0 + 2'b0;2;1 + 2b1;2;0 + 2b0;3;0 + 2'b1;1;1 + '2b0;1;2; (3.4)
c2;1;0 = 2b2;0;1 + 2'b0;1;2 + 2'b1;0;2 + 2b0;2;1 + 2b1;1;1 + '2b0;0;3; (3.5)
b2;1;0 = r2c2;0;1 + 2stc0;1;2 + 2rtc1;0;2 + s2c0;2;1 + 2rsc1;1;1 + t2c0;0;3; (3.6)
b2;0;1 = r2c2;1;0 + 2stc0;2;1 + 2rsc1;2;0 + s2c0;3;0 + 2rtc1;1;1 + t2c0;1;2; (3.7)
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Fig. 2. Triangles in the triangulation with the common vertex O.
where W1 = V1 + V2 + 'V3 and V1 = rW1 + sW2 + tW3. The above overdetermined system for b1;1;1
in (3.4) and (3.5) will have a solution if the boundary B)ezier ordinates of the two patches are from
a single cubic. To compute b1;1;1, Eqs. (3.4) and (3.5) are added and then the resulting equation is
solved for b1;1;1. The coe3cient of b1;1;1 in the sum of (3.4) and (3.5) is 2(+ '), which is never
zero because ¡ 0 and +'¿ 0. Similarly, Eqs. (3.6) and (3.7) are added before solving for c1;1;1.
To generate the interpolating surface F the values of F at the vertices are de5ned as F(xi; yi) =
zi; i = 1; 2; : : : ; N . On each triangle in the domain, a triangular surface patch will be generated as a
convex combination of three cubic B)ezier triangular patches with the same set of boundary B)ezier
ordinates. The partial derivatives Fx and Fy at each (xi; yi) are estimated by the method in [8]. Other
estimation methods for the derivatives could be used. Then for each triangular patch P as given by
(2.1), the derivative along the edge eij joining (xi; yi) to (xj; yj) is given by
@P
@eij
= (xj − xi)@F@x + (yj − yi)
@F
@y
:
From the given data together with the estimated derivatives at all the (xi; yi), all the br; s; t except
b1;1;1 are determined. For example,
b3;0;0 = F(V1); b2;1;0 = F(V1) +
1
3
@P
@e3
(V1); b2;0;1 = F(V1)− 13
@P
@e2
(V1);
where e3 and e2 are the edges from V1 to V2 and from V3 to V1, respectively. However, these B)ezier
ordinates as determined, need not ensure that the resulting B)ezier patch is nonnegative. In view of
Proposition 2.3, we shall impose upon these boundary B)ezier ordinates the condition br; s; t¿− ‘=3a,
where ‘=min{F(V1); F(V2); F(V3)} and a is determined by Eq. (2.5). This is achieved by modifying
if necessary the gradients at the vertices Vi. The modi5cation of the derivatives Fx and Fy at a vertex
is performed by scaling each of them with a positive factor ¡ 1. The scaling factor  is obtained
by taking into account all the triangular patches sharing that vertex. This is done as follows.
Take a vertex O of our triangulation and let +i; i = 1; : : : ; k, be the triangles in the triangulation
which have O as a vertex (see Fig. 2, where k = 5). Consider the triangle +1 and the lower bound
−‘+1=3a+1 where ‘+1 =min{F(O); F(A); F(B)} and a+1 is obtained by solving Eq. (2.5) in Proposition
2.3. Denote the partial derivatives at O along OA and OB by @F=@eOA and @F=@eOB, respectively.
The scalar OA and OB are de5ned as follows.
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If F(O) + 13@F=@eOA¿− ‘+1=3a+1 then OA = 1, otherwise OA is de5ned by the equation F(O) +
OA 13@F=@eOA = −‘+1=3a+1 . Similarly if F(O) + 13@F=@eOB¿ − ‘+1=3a+1 then OB = 1, otherwise OB
is given by the equation F(O) + OB 13@F=@eOB = −‘+1=3a+1 . Then de5ne +1 = min{OA; OB}. We
5nd +i ; i = 2; : : : ; k, for the rest of triangles by using the same argument above. Finally, in order
for all the B)ezier ordinates adjacent to O to ful5ll the nonnegativity preserving conditions stated in
Proposition 2.3, let O =min{+1 ; : : : ; +k}. If O ¡ 1, we rede5ne the x and y partial derivatives at
point O respectively as O times the corresponding initial values. By using the derivatives (@F=@x)(O)
and (@F=@y)(O) the B)ezier ordinates adjacent to O in each +i are determined. The above process is
repeated at all the nodes Ui.
The triangular surface patch on each triangle in the domain will be a convex combination of
three cubic B)ezier patches. All the three patches have the same set of boundary B)ezier ordinates
and hence the same cubic boundary curves, but they may have diLerent inner B)ezier ordinates. For
convenience, we denote these three patches as P1; P2; P3 on the triangle V1V2V3 and the edge of the
triangle opposite vertex Vi as ei. Now we shall describe how to determine the inner B)ezier ordinate
bi1;1;1 for Pi; i = 1; 2; 3. The values b
i
1;1;1; i = 1; 2; 3, respectively will be chosen in order to ensure
that the surface patch Pi does not cross the xy plane and Pi is C1 across the boundary ei. It su3ces
to consider only the determination of b11;1;1 as b
2
1;1;1 and b
3
1;1;1 are determined in the same manner as
b11;1;1.
When e1 is a common edge to two triangles (see Fig. 1), we assign initial values to both b11;1;1
and c11;1;1 according to (3.4)–(3.7) in order that the two adjacent triangular patches are C
1 along the
common boundary and have cubic precision when the data and derivatives come from a cubic. A
minor modi5cation is required when the edge e1 lies on the boundary of the domain D. If the edge
e1 is on the boundary of the domain and the edges e2 and e3 are interior, we 5rst compute b21;1;1
and b31;1;1 with the cubic precision method and then de5ne b
1
1;1;1 as the average of b
2
1;1;1 and b
3
1;1;1. If
both e1 and e2 are boundary edges and e3 is an interior edge, we 5rst compute b31;1;1 with the cubic
precision method and then set b11;1;1 = b
2
1;1;1 = b
3
1;1;1. In this case, the hybrid patch will be a standard
cubic patch.
When e1 is a common edge to two triangles, if the initial value of b11;1;1 is less than the lower bound
hb obtained by (2.7), then b11;1;1 is modi5ed together with c
1
1;1;1 so that the lower bound constraint in
(2.7) is ful5lled and the two adjacent triangular patches are C1 along common boundary. We note
that this modi5cation is local.
When e1 lies on the boundary of the domain D, if the initial value b11;1;1 is less than the lower
bound hb obtained by (2.7), then b11;1;1 is reset to be equal to hb.
The ordinates b21;1;1 for P2 and b
3
1;1;1 for P3 are constructed in a similar way, so that P2 will be
C1 across the boundary e2 and P3 will be C1 across the boundary e3. The interpolating surface PT
on the triangle T is de5ned as a convex combination of the above three patches, Pi; i= 1; 2; 3, that
is, PT = c1P1 + c2P2 + c3P3 where the coe3cients are given as
c1 = v2w2=(v2w2 + w2u2 + u2v2);
c2 = w2u2=(v2w2 + w2u2 + u2v2);
c3 = u2v2=(v2w2 + w2u2 + u2v2);
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where u; v; w are the barycentric coordinates of T with u= 0 on the edge e1; v= 0 on edge e2 and
w = 0 on edge e3. Since the coe3cients c1; c2; c3 have the properties
c1 + c2 + c3 = 1; cp|eq = .pq; @cp|eq = 0;
where @ represents any 5rst-order diLerentiation and .pq is the Kronecker delta, PT interpolates all
the values and derivatives which have been de5ned at the vertices of the triangle T and is C1 across
all its boundaries. The interpolating surface F which we are looking for is the composite surface
de5ned as F |T = PT , for each triangle T in the domain. F is thus a nonnegativity-preserving C1
surface interpolating the given scattered data.
4. Range-restricted interpolation
We have discussed the construction of the C1 interpolating surface which is constrained to lie
above the plane z = 0 in the previous section. We would like to extend our scheme to include a
larger set of surfaces besides the plane z = 0 as constraints. The constraint surfaces considered are
of the form z = C(x; y) where C(x; y) is a constant, linear, quadratic or cubic polynomial, i.e.,
C(x; y) = ax3 + bx2y + cxy2 + dy3 + ex2 + fxy + gy2 + hx + iy + j; (4.1)
where a; b; c; d; e; f; g; h; i and j are real numbers. Moreover, C1 piecewise polynomial surfaces
consisting of polynomial pieces of the form z = C(x; y) on the triangulation of the data sites can
also be admitted as constraint surfaces. These surfaces are considered because they can be expressed
as cubic B)ezier triangular patches on each triangle of the triangulation.
Suppose that the given functional data points (xi; yi; zi); i= 1; : : : ; N , lie on one side of the given
constraint surface z = C(x; y) and we would like to generate a C1 interpolating surface z = F(x; y)
which lies on the same side of the constraint surface as the data points. This problem can be easily
reduced to the problem of nonnegativity-preserving interpolation which we have considered earlier.
Suppose that the data points lie above the constraint surface. As before, the partial derivatives Fx
and Fy at (xi; yi) are estimated by using the method in [8]. Let G(x; y) = F(x; y)− C(x; y). A new
set of data points (xi; yi; z∗i ); i = 1; 2; : : : ; N , is derived from the original data set and the constraint
function C(x; y), i.e., z∗i = zi−C(xi; yi). Then the initial problem of constructing the C1 interpolating
function F(x; y) subject to the constraint surface z = C(x; y) is reduced to constructing the function
G(x; y) so that it is nonnegative and C1 with G(xi; yi) = z∗i . With the initial values of the gradient
of G at the data sites as Gx(xi; yi) = Fx(xi; yi)− Cx(xi; yi) and Gy(xi; yi) = Fy(xi; yi)− Cy(xi; yi), the
gradient of G is modi5ed if necessary by scaling it and the construction of G proceeds as described
in Section 3. Recall that the nonnegativity-preserving interpolating surface was constructed piecewise
as a convex combination of cubic B)ezier triangular patches. Thus, G(x; y) is piecewise a convex
combination of cubic B)ezier triangular patches and so is F(x; y).
Suppose that the data points lie below the constraint surface z = C(x; y). By using the same
construction as above with G(x; y) = C(x; y) − F(x; y), we can generate a C1 interpolating surface
z = F(x; y) which also lies below the constraint surface.
We have so far discussed the situation where there is only one constraint surface, either an upper
or a lower constraint. Let us now describe the main steps involved when the interpolating surface F
is subject to both an upper constraint surface A and a lower constraint surface B, each of the form
z = C(x; y) in (4.1).
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Let the initial estimated gradient of F at a data site be denoted by (Fx; Fy). By considering the
surface GB=F−B and the initial gradient of GB, we proceed as before to 5nd the scaling factor  for
the gradient of GB at each data site. Then by considering GA =A−F with (Fx; Fy) as the default
gradient for F at a data site, the scaling factor  for the gradient of GA is computed. At this stage,
we 5x all the boundary B)ezier ordinates of F according to the current gradient value (Fx; Fy)
at the data site. Then the initial values for the inner B)ezier ordinates of F are determined as before
by the method of Foley and Optiz [6]. We modify the inner B)ezier ordinates if necessary in order
that they ful5ll the su3cient nonnegativity conditions with respect to the upper constraint A. Finally,
by using the current set of inner B)ezier ordinates as initial values, we consider the lower constraint
B and modify the inner B)ezier ordinates which do not satisfy the su3cient nonnegativity conditions
with respect to the constraint B.
The above process can also be performed in a diLerent order, i.e. by interchanging the order in
which A and B are processed. In general, these two diLerent orders of generating the interpolating
surface do not necessarily produce the same surface. However, for the case when each unconstrained
triangular patch in the domain requires modi5cation with respect to at most one constraint surface,
then the above two diLerent orders of construction would yield the same interpolating surface.
This scheme can also accept C1 piecewise constraint surfaces consisting of polynomial pieces of
the form in (4.1) on each triangle of the triangulation, though in practice such constraint surface is
not so readily composed.
5. Graphical examples and concluding remarks
We illustrate our interpolation schemes with some graphical examples using the following test
functions:
g(x; y) =


2(y − x); 06y − x60:5;
1; y − x¿0:5;
1
2cos(4
√
(x − 1:5)2 + (y − 0:5)2) + 12 ; (x − 1:5)2 + (y − 0:5)26 116 ;
0; elsewhere on [0; 2]× [0; 1];
h(x; y) = 1:025− 0:75 exp(−(6x − 1)2 − (6y − 1)2)
−0:75 exp(− 149 (9x + 1)2 − 110 (9y + 1))
−0:5 exp(− 14 ((9x − 7)2 + (9y − 3)2))
+0:5 exp(−(10x − 4)2 − (10y − 7)2); (x; y) ∈ [0; 1]× [0; 1]:
The 5rst example consists of 36 data points obtained from the function g which is quoted from
[12]. These data are bounded above by the plane z=1:001 and below by the plane z=−0:001. The
triangulation of the domain is given in Fig. 3a and the linear interpolant in Fig. 3b. The unconstrained
interpolating surface is constructed by the method described in Sections 3 and 4 but without applying
the su3cient nonnegativity conditions. As shown in Fig. 3c, it oscillates at a number of places and
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Fig. 3. (a) Triangulated domain. (b) The linear interpolant to data from g. (c) The unconstrained interpolating surface to
data from g. (d) The constrained interpolating surface to data from g (without displaying the constraint planes).
it crosses the upper and lower bounding planes. When the nonnegativity conditions are imposed, the
range restricted interpolating surface in Fig. 3d does not oscillate unnecessarily and it stays between
the bounding planes.
In the second example the 33 data points from the function h lie above the bilinear constraint
surface z=0:1xy+0:825x− 0:125. Fig. 4a shows the triangulation of the domain and Fig. 4b shows
the linear interpolant. The unconstrained interpolating surface in Fig. 4c crosses the constraint surface
in two regions but the range restricted interpolant in Fig. 4d stays above the constraint surface. The
same data set is then subject to a new constraint surface z=−3x3 +5:55x2 +0:2xy−2:25x+0:2. The
unconstrained interpolating surface also crosses this constraint surface as shown in Fig. 4e while the
range-restricted interpolating surface in Fig. 4f does not.
We have presented a local construction of a C1 interpolating surface subject to range restrictions
which include constant, linear, quadratic or cubic polynomial surfaces as well as C1 piecewise
polynomial surfaces consisting of these polynomial pieces on the triangulation of the data sites
as upper and lower bounds. Finally, we would like to mention that by using similar arguments a
range-restricted C1 scheme for interpolating data on a rectangular grid has also been developed [3].
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Fig. 4. (a) Triangulated domain. (b) The linear interpolant to data from h. (c) The unconstrained interpolating surface
to data from h and the constraint surface. (d) The constrained interpolating surface to data from h ( without displaying
the constraint surface). (e) The unconstrained interpolating surface to data from h and the constraint surface. (f) The
constrained interpolating surface to data from h and the constraint surface.
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