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Abstract: We extend the Jang equation proof of the positive energy theorem due to
Schoen and Yau (Commun Math Phys 79(2):231–260, 1981) from dimension n = 3 to
dimensions 3 ≤ n < 8. This requires us to address several technical difficulties that are
not present when n = 3. The regularity and decay assumptions for the initial data sets to
which our argument applies are weaker than those in Schoen and Yau (Commun Math
Phys 79(2):231–260, 1981).
1. Introduction
We begin by recalling the relevant definitions.
Definition 1 (cf. [15, Defs. 3 and 4]). Let n ≥ 3. An initial data set (M, g, k) consists
of a complete boundaryless n-dimensional C2 Riemannian manifold (M, g) and a C1
symmetric (0, 2)-tensor k. The local mass density μ and the local current density J of
an initial data set (M, g, k) are defined as
μ := 1
2
(
Rg − |k|2g + trg(k)2
)
and J := divg
(
k − trg(k)g
)
.
Here, Rg denotes the scalar curvature of (M, g). Given  ∈ {2, 3, . . .}, p > n, q ∈
( n−22 , n − 2), α ∈ (0, 1 − np ], and q0 > 0, we say that an initial data set (M, g, k)
is asymptotically flat of type (, p, q, q0, α), if g ∈ C,α(M), if k ∈ C−1,α(M), and
if there exists a compact set K ⊂ M, a closed coordinate ball B¯ ⊂ Rn, and a C+1,α
diffeomorphism x = (x1, . . . , xn) : M \ K → Rn \B¯ such that
gi j − δi j ∈ W ,p−q (Rn \B¯), ki j ∈ W −1,p−q−1 (Rn \B¯), (1)
and (μ, J ) = O−2,α(|x |−n−q0) as |x | :=
√
x21 + . . . + x
2
n → ∞.
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An initial data set (M, g, k) is said to have harmonic asymptotics of type (, α) if the
diffeomorphism x = (x1, . . . , xn) above can be chosen such that in addition there exists
a positive function ϕ ∈ C,α(M) and a vector field Y ∈ C,α((T M)) for which
gi j = ϕ 4n−2 δi j and ki j = ϕ 2n−2
(
Yi, j + Y j,i
)
on Rn \B¯, (2)
and such that there exist constants a, b1, . . . , bn for which
ϕ(x) − 1 − a|x |2−n = O,α(|x |1−n) and (3)
Yi − bi |x |2−n = O,α(|x |1−n) for all i = 1, . . . , n.
The precise definitions of the (standard) weighted Sobolev and Hölder spaces in
the preceding definition are given in [15, Sect. 2]. Note that for an initial data set that
has harmonic asymptotics of type (, α) we have that (μ, J ) = O−2,α(|x |−n−1) and
trg(k) = O,α(|x |−n). For convenience and definiteness, we agree that B = B(0, 13 ),
and we denote by | · | an extension of the Euclidean coordinate radius function on
x−1(B(0, 12 )) ⊂ M to a function in C+1,α(M) that is bounded below by 13 .
We recall two facts about asymptotically flat initial data sets (M, g, k). First, the
ADM energy E and the ADM momentum tensor P of (M, g, k) are well-defined by the
expressions
E = 1
2(n − 1)|Sn−1| limr→∞
∫
|x |=r
n∑
i, j=1
(
∂ j gi j − ∂ j gii
) x j
r
dHn−1δ and (4)
Pi = 1
(n − 1)|Sn−1| limr→∞
∫
|x |=r
n∑
j=1
(
ki j − trg(k)gi j
) x j
|x |dH
n−1
δ
for i = 1, . . . , n. (5)
We refer the reader to [4,5, Sect. 5.1] by R. Arnowitt, S. Deser, and C. W. Misner for
the original definition of the energy and (linear) momentum of an initial data set and the
paper [6] by R. Bartnik concerning the independence of these quantities of the asymp-
totic coordinate system in which they are computed. When the initial data set (M, g, k)
has harmonic asymptotics, then, cf. [15],
E = (n − 2)
2
a and Pi = −n − 2
n − 1bi for i = 1, . . . , n, (6)
where a and b1, . . . , bn are as in (3).
Second, we will use the following density theorem.
Theorem 2 ([15, Thm. 18]). Let (M, g, k) be an asymptotically flat initial data set of
type (, p, q, q0, α) with asymptotic coordinate chart x : M \ K → Rn \B¯. Assume
that the dominant energy condition μ ≥ |J |g holds on M. There exist compact sets
K j ⊂ M each containing K and a sequence of asymptotically flat initial data (g j , k j )
that have harmonic asymptotics of type (, α) on M\K j in the chart x such that ||(g, k)−
(g j , k j )||W ,p−q ×W −1,p−1−q → 0, ||(μ, J )−(μ
j , J j )||C−2,α−n−q0 → 0, and (E
j , P ji ) → (E, Pi )
as j → ∞, and such that the strict dominant energy condition μ j > |J j |g j holds
for all j = 1, 2, . . .. Given q ′0 ≥ q0 we can choose (g j , k j ) such that (μ j , J j ) =
O−2,α(|x |−n−q ′0).
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The purpose of this paper is to prove the following theorem:
Theorem 3 (Spacetime positive energy theorem). Let 3 ≤ n < 8 and let (M, g, k) be
an asymptotically flat initial data set of type (2, p, q, q0, α) of dimension n such that
the dominant energy condition μ ≥ |J |g holds on M. Then E ≥ 0. If E = 0 and if
trg(k) = gi j ki j = O(|x |−γ ) for some γ > 2, (7)
then (M, g, k) is Cauchy initial data for Minkowski space, i.e. (M, g) can be embedded
isometrically as a spacelike hypersurface into (Rn ×R, dx21 + . . . + dx2n − dx2n+1) with
second fundamental form k.
A few remarks are in order. First, note that condition (7) is redundant when n > 3.
The special case of Theorem 3 when k ≡ 0 was proven by R. Schoen and S.-T. Yau in
[27] in dimension n = 3, and then in dimensions 3 ≤ n < 8 in [30]. This is known
as the “Riemannian” or “time-symmetric” positive energy theorem. They established
the special case of Theorem 3 where n = 3 in [29]. Their proof is by reduction to
the Riemannian positive energy theorem using the Jang equation. In joint work [15]
with L.-H. Huang, D. Lee, and R. Schoen, the author has recently proved the stronger
conclusion E ≥ |P|, i.e. the full positive mass theorem, when 3 ≤ n < 8. Under the
additional topological assumption that M is spin, this had been known previously in all
dimensions n ≥ 3 by work of E. Witten [32], see also [6] for details. The introduction
of [32] contains a detailed discussion of earlier results in the physics literature, notably
the paper [11] by S. Deser and C. Teitelboim and the paper [19] by M.T. Grisaru; see
also [10].
We pointed out in [15] that the full positive mass theorem, E ≥ |P|, can be obtained
from Theorem 3 via a reduction argument based on our density theorem [15, Thm. 18]
and the boost argument of D. Christodoulou and N. Ó Murchadha [9].
The extension of the proof in [29] to higher dimensions is not all straightforward.
The purpose of the present paper is to identify and resolve the ensuing difficulties. From
this point of view, the reader should look at this work as a compendium to [29].
An obvious and necessary difference with [29] is that instead of stability based cur-
vature estimates (which are available only when n ≤ 5) we rely on techniques from
geometric measure theory that have been introduced by the author to the study of the
Jang equation and the (related) study of marginally outer trapped surfaces in [13,14]. A
second difference with [29] is the analysis of the conformal structure of certain complete
exterior solutions of the Jang equation that have cylindrical blow ups or blow downs
along the boundary components of their domains. If the strict dominant energy condition
holds on (M, g, k) and n = 3, the topology of these boundary components is always
that of S2 and the cylindrical ends can be compactified conformally so they become
equivalent to the flat metric on a punctured ball. When n > 3, all we know about these
boundary components is that they have positive Yamabe type. In Propositions 12 and
13 we deal with this difference from the case n = 3 in the conformal analysis. Since all
these points are technical and delicate in nature, we supply additional details to many
of the steps in [29] throughout the paper. Finally, our regularity and decay assumptions
on the initial data (M, g, k) in Theorem 3 are weaker than those of [29]. For example,
in order to characterize the equality case in Theorem 3, the metric is assumed to be in
C4 with appropriate decay in [29].
We point out that Theorem 3 also applies to asymptotically flat initial data sets with
more than one end. In this case, the diffeomorphism x : M \ K → ∐Ni=1(Rn \B)i in
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Definition 1 is onto the disjoint union of N exterior regions {(Rn \B)i }Ni=1. The asser-
tion is that the ADM-energy of each end is non-negative, and that (M, g, k) embeds as a
spacelike hypersurface into Minkowski space (and hence in particular has the topology
of Rn) if the ADM-energy of any one end vanishes. In [29], this is shown when n = 3
by fixing one of the ends and carrying the remaining ends along throughout the proof.
This requires several additional technical steps. We point out an alternative route here.
A chosen end can be separated from all the other ends of (M, g, k) by an outermost
marginally trapped surface, see [3] for the case n = 3, and [14] for a different proof that
works for all 3 ≤ n < 8. The main result in [21] (see alternatively [14, Rem. 4.1]) shows
that one can find a complete connected hypersurface 
 = graph( f
,U
) as in (d) of
Proposition 7 such that U
 contains the exterior region of the chosen end, and such that
U
 lies beyond the outermost marginally trapped surface that separates the chosen end
from the other ends. The rest of the proof can then proceed exactly as in the case of one
end.
2. Geometric Solutions of the Jang Equation
Let U ⊂ M be an open subset and let u ∈ C2loc(U ). We let
H(u) := divg ∇gu√
1 + |du|2g
=
(
gi j − ∇
i
gu∇ jg u
1 + |du|2g
)
(∇2gu)i j√
1 + |du|2g
and
trg(k)(u) := trg(k) − (1 + |du|2g)−1k(∇gu,∇gu) =
(
gi j − ∇
i
gu∇ jg u
1 + |du|2g
)
ki j .
We recall that H(u) is the scalar mean curvature of graph(u,U ) ⊂ (M × R, g + dt2)
computed as the tangential divergence of the downward pointing unit normal, and that
trg(k)(u) is the trace over the tangent space of graph(u,U ) of the tensor k extended
trivially in the vertical direction to M × R.
In this section we study the existence of solutions fτ ∈ C2,αloc (M) of the prescribed
mean curvature equations
H( fτ ) − trg(k)( fτ ) = τ fτ (8)
for τ > 0 and geometric limits of graphs of solutions graph( fτ , M) ⊂ M ×R as τ ↘ 0.
Equation (8) with τ = 0 was first considered by P.-S. Jang in [20] in an attempt
to prove the spacetime positive energy theorem using a geometric flow argument. We
will refer to it as the Jang equation. The assumption that an entire solution of the Jang
equation with decay in the asymptotically flat end of M exists underlies the strategy of
[20]. The capillarity regularization (8) of the Jang equation was introduced by R. Schoen
and S.-T. Yau in [29]. They discovered that there are natural obstructions, namely closed
marginally trapped surfaces in the initial data set (M, g, k), to the existence of entire
solutions of the Jang equation, while solutions of (8) always exist. R. Schoen and S.-T.
Yau introduced minimal surface techniques to study geometric limits of the submani-
folds graph( fτ , M) ⊂ M × R as τ ↘ 0 when n = 3. Subsequential limits exist, and
they contain complete graphical components that are solutions of the Jang equation on
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exterior regions of M , with blow up or blow down along the boundary components of
their domains.
A basic ingredients in [29] are curvature estimates for graph( fτ , M) analogous to
those for stable minimal hypersurfaces in [23]. These estimates are available so long
as n ≤ 5. In [13] and [14] the author observed that both the stability based regularity
theory of R. Schoen and L. Simon [26] and the theory of almost minimizing bound-
aries as introduced and studied in [1,12,31] are available to extend the geometric theory
of the Jang equation and, more importantly, that of marginally trapped surfaces to all
dimensions n ≥ 3. We refer the reader to the author’s survey article with L. Andersson
and J. Metzger [2] for a discussion of related developments.
The following proposition is a simple extension of the argument in [29, p. 248] to
dimensions n ≥ 3:
Proposition 4 (cf. p. 248 in [29] when n = 3). Fix β ∈ (2, n). For  ≥ 1 define
b(r) := 
∫ ∞
r

ds√
s2(β−1) − 1 on [,∞).
Then b is positive, continuous, smooth on (,∞), and dbdr (r) tends to −∞ as r ↘ .
There exists a constant c = c(β) ≥ 1 such that b(r) ≤ c(r/)2−β and such that
b() ≥ c−1.
Let (M, g, k) be an asymptotically flat initial data set of dimension n, n ≥ 3, with
gi j ki j = O(|x |−β). There exists β = β(M, g, k, β) ≥ 1 such that for every  ≥ β ,
we have that H(b(|x |))−tr(k)(b(|x |)) > 0 and H(−b(|x |))−tr(k)(−b(|x |)) < 0
on {x ∈ M : |x | > }. We let bβ(x) := β b(|x |) on {x ∈ M : |x | > β} and
cβ := cβ−1β .
Proof. The Euclidean mean curvature of graph(b(|x |), {x ∈ Rn : |x | > })
computed as the tangential divergence of the downward pointing unit normal equals
−β−1(n − β)|x |−β , and the length squared of its second fundamental form is
2(β−1)|x |−2β(β2 − 2β + n). Since (M, g, k) is asymptotically flat, we have that
gi j − δi j = O1,1−n/p(|x |−q). It follows that the difference between the mean cur-
vature of this graph with respect to g + dt2 and its Euclidean mean curvature is
bounded above by a multiple of β−1|x |−q−β that depends only on (M, g). Using that
ki j = O0,1−n/p(|x |−q−1), it follows that trg(k)(±b(|x |)) = O(|x |−β). The assertions
follow easily from these estimates. unionsq
Assumptions. For the remainder of this section we assume that (M, g, k) is an asymp-
totically flat initial data set. If n = 3, we assume that there exists β ∈ (2, 3) such that
trg(k) = O(|x |−β). (Note that if (M, g, k) has harmonic asymptotics, then trg(k) =
O(|x |−n), so that any β ∈ (2, 3) will work.) If n > 3, we let β := 1 + q. Note that
β ∈ ( n2 , n − 1) ⊂ (2, n) and that trg(k) = O(|x |−β).
Let C := 1 + n supx∈M |k(x)|g . Given τ > 0, the constant functions −Cτ and Cτ
are, respectively, sub- and super-solutions for (8). For every R ≥ 1 sufficiently large,
there exists a unique solution fτ,R ∈ C3,α({x ∈ M : |x | ≤ R}) of (8) that vanishes
on the boundary, cf. [13, Lem. 2.2]. The maximum principle applied as in [29, Prop. 3]
shows that fτ,R(x) lies between ±Cτ on {x ∈ M : |x | ≤ R} and between ±bβ on{x ∈ M : β < |x | ≤ R}, where bβ is as in Proposition 4. It follows that the length
of the gradient of fτ,R is a priori bounded on compact subsets of M , independently of
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R (but depending on τ ), cf. [13, Lem. 2.1] (a mistake in the proof is corrected in [16,
App. A]). Standard compactness results for solutions of the prescribed mean curvature
equation, cf. e.g. [18, Chap. 16], show that we can take a subsequential limit as R → ∞
to obtain a solution fτ ∈ C3,αloc (M) of (8) with the following properties:
Proposition 5. For every τ > 0, there exists a solution fτ ∈ C3,αloc (M) of (8) such that
| fτ | ≤ Cτ on all of M. Moreover, | fτ (x)| ≤ cβ |x |2−β for all |x | ≥ β , where cβ > 0
and β ≥ 1 are as in Proposition 4.
The almost minimizing property of graphs of bounded mean curvature is most con-
veniently expressed in terms of the “λ-minimizing" currents of F. Duzaar and K. Steffen
[12]. We refer the reader to Appendix A in [13] for a summary of standard properties of
λ-minimizing boundaries that we use here, and for further references to the geometric
measure theory literature.
Proposition 6 (cf. [13, Ex. A.1]). For τ > 0 let fτ be as in Proposition 5. Then
graph( fτ ) ⊂ M × R is a 2C-minimizing boundary in M × R.
The results on the subsequential geometric limits 
¯ of graph( fτ , M) ⊂ M × R as
τ ↘ 0 stated in the following proposition correspond to those of [29, Prop. 4] in the case
n = 3. For a derivation that is valid for all dimensions 3 ≤ n < 8 and which relies on
the almost minimizing property of graph( fτ , M) ⊂ M ×R, we refer to [13, p. 568–569,
Rem. 4.1 and Lem. 2.3].
Proposition 7. Let 3 ≤ n < 8. There exists a properly embedded boundaryless C3,αloc
hypersurface 
¯ ⊂ M × R with the following properties:
(a) 
¯ is the boundary of an open set . We have that H
¯ − tr
¯(k) = 0, where the
mean curvature scalar H
¯ of 
¯ is computed as the tangential divergence of the
unit normal pointing out of . Moreover, 
¯ = ∂ is a 2C-minimizing boundary.
(b) 
¯ has finitely many connected components. Each component 
 of 
¯ is either
cylindrical of the form 
0 × R, where 
0 is a closed properly embedded C3,α
hypersurface in M, or it is the vertical graph of a C3,αloc function f
 whose domain
U
 is an open subset of M. The function f
 is a solution of the Jang equation
H( f
) − tr( f
) = 0 on its domain U
 .
(c) The boundary of the domain U
 of every graphical component
 = graph( f
,U
)
of 
¯ is a closed properly embedded C3,α hypersurface in M. In fact, ∂U
 con-
sists of two disjoint unions 
+0 and 
−0 of components such that f
(x) → ±∞
uniformly as x → 
±0 in U
 . We have that H
±0 ∓ tr
±0 (k) = 0, where the mean
curvature is computed as the tangential divergence of the unit normal pointing out
of U
 . In fact, if t → ±∞, then the hypersurfaces graph( f
 − t,U
) ⊂ M × R
converge locally uniformly in C3,α to the cylinder 
±0 × R.
(d) 
¯ contains a graphical component 
 = graph( f
,U
) such that {x ∈ M :
|x | > β} ⊂ U
 . We have that | f
(x)| ≤ cβ |x |2−β for |x | > β and that
f
 ∈ C3,αloc ∩W 3,p1−q({x ∈ M : |x | > 2β}).
Proof. We only comment on the asserted order of regularity and decay to assist the
reader.
The compactness and regularity theory for almost minimizing boundaries gives that
subsequential C1,αloc limits of the graphs exist. Such limits satisfy the marginally outer
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trapped condition weakly. Using standard arguments, one concludes that the conver-
gence and limit are in C3,αloc . To derive the rate of decay of f
 asserted in (d), we first
note that the interior gradient estimates for the Jang equation [13, Lem. 2.1] show that
|d f
(x)|g → 0 as |x | → ∞. We can rescale the coordinate balls B(x, |x |/2) to unit size,
and with it f
, ki j , gi j , and the equation. The rescaled metric converges to the Euclidean
metric in W 2,p (and hence in C1,1−n/p by Sobolev embedding) and the rescaled second
fundamental form converges to zero in W 1,p (and hence in C0,1−n/p). We can use [18,
Thm. 13.1] to obtain uniform Hölder estimates for the gradient of the rescaled function
f . (Note that the equation is independent of “z” in the notation of [18], so that “K ” is
bounded independently of |x |.) The W 2,p1−q estimate follows from writing the equation
in non-divergence form and applying L p theory (as in [18, Thm. 9.11]). This argument
can be repeated upon differentiating the equation to give the asserted W 3,p1−q estimate.
We note that when n = 3, decay rates for fτ are derived in [29, p. 250] from their
parametric estimate. The capillarity term makes their argument slightly more compli-
cated. unionsq
Corollary 8. Let f
 : U
 → R be the solution of the Jang equation on the exterior
domain U
 of (d) in Proposition 7. The metric g¯ := g + d f
 ⊗ d f
 on U
 ⊂ M
is complete and in C2,αloc . In the asymptotically flat coordinates (x1, . . . , xn) on {x ∈
M : |x | > 2β} we have that g¯i j − gi j ∈ W 2,p−2q({x ∈ M : |x | > 2β}) and that
Rg − Rg¯ ∈ W 0,p−2q−2({x ∈ M : |x | > 2β}).
The constant cn that appears in the statements of the following two propositions is
defined as cn := n−24(n−1) . We recall that k is extended to M × R trivially in the vertical
direction; h is the second fundamental form tensor of 
, oriented such that its trace is
the mean curvature.
Proposition 9 (cf. [29, p. 254–256]). Let f
 : U
 → R be as in (d) of Proposition 7.
Let φ ∈ C1(
) be such that (supp φ) \ graph( f
, {x ∈ M : |x | > 2β}) is compact in

. Then
cn
∫


2(μ − |J |g)φ2 + |h − k|2g¯φ2dLng¯ +
n
2(n − 1)
∫


|dφ|2g¯dLng¯
≤
∫


|dφ|2g¯ + cn Rg¯φ2dLng¯. (9)
Let 
10 , . . . , 

l
0 denote the components of ∂U
 . If the strict dominant energy condition
μ > |J |g holds near ∂U
 , then each (
i0, g|
i0) has positive Yamabe type. In fact, the
spectrum of the operator −g|

i0
φi + cn Rg|

i0
is positive on each component.
Proof. We adapt the arguments in [29] to general dimensions. Consider the 1-form
ω = d
(
log
√
1 + |d f
 |2g
)
− k ∇g f
√
1+|d f
 |2g
on U
 × R. Let X ∈ (T
) be the tan-
gential vector field that is g¯-dual to ω|
 . Since f
 = O2,α(|x |1−q), we have that
X = O(|x |−2q−1) = o(|x |1−n). The crucial “Schoen-Yau identity” [29, (2.25)] reads
μ − J
⎛
⎝ ∇g f
√
1 + |d f
 |2g
⎞
⎠ = 1
2
Rg¯ − 12 |h − k|
2
g¯ − |X |2g¯ + divg¯ X. (10)
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(We refer the reader to [2, Sect. 3.6] for an alternative, systematic derivation of this
identity.) Here, we evaluate at points x ∈ U
 on the left and at points (x, f
(x)) ∈ 

on the right. The left-hand side is bounded below by μ−|J |g . Multiplying the pointwise
equality (10) by φ2, integrating over 
, integrating by parts, and using the pointwise
estimate −|X |2g¯φ2 − X (φ2) ≤ |dφ|2g¯ , one obtains that
∫


2(μ − |J |g)φ2 + |h − k|2g¯φ2dLng¯ ≤
∫


Rg¯φ2 + 2|dφ|2g¯dLng¯. (11)
Recall that 
 = graph( f
,U
) has ends that are C3,α-asymptotic to (∂U
 ×R, g|∂U
 +
dt2). Using the assumption that 2(μ−|J |g) ≥ δ > 0 near ∂U
 , we see that (11) implies
that for every φ ∈ C1c(∂U
 × R),
δ
∫
∂U
×R
φ2dLng|∂U
 +dt2 ≤
∫
∂U
×R
Rg|∂U
 +dt2φ
2 + 2|dφ|2g|∂U
 +dt2 dL
n
g|∂U
 +dt2 . (12)
The same “separation of variables” argument as in [29, p.254–255] shows that the esti-
mate (12) implies
δ
∫
∂U

ζ 2dLn−1g|∂U
 ≤
∫
∂U

Rg|∂U
 ζ
2 + 2|dζ |2g|∂U
 dL
n−1
g|∂U
 for every ζ ∈ C
1(∂U
).
(13)
Using a test function ζ that is a one on one component of ∂U
 and vanishes on all the
other components when n = 3, and using that 2cn−1 ≤ 1 in the case n > 3, we conclude
from (13) that each component of (∂U
, g|∂U
 ) has positive Yamabe type, cf. with the
argument in [17]. unionsq
The proof of the perturbation of the asymptotically cylindrical ends of (
, g¯) to
exact cylindrical ends in Proposition 10, and the method of conformal “darning” of
these exact cylindrical ends leading to inequality (15) below, generalize the discussion
in [29, p. 256–257] to the case 3 ≤ n < 8.
Proposition 10 (cf. [29, p. 256–257]). Let f
 : U
 → R be as in (d) of Proposition 7.
Assume that U
 = M, that the dominant energy condition μ ≥ |J |g holds on U
 , and
that this inequality is strict near ∂U
 . For every sufficiently large number t0 > 1 that is
a regular value for both f
 and − f
 there exists a complete Riemannian metric g˜ on

 = graph( f
,U
) ⊂ M × R with the following properties:
(1) There is a compact set K ⊂ 
 such that the complement of K in 
 has finitely
many components N , C1, . . . , Cl . We have that N = 
 ∩ (M × (−t0, t0)) ⊃
(graph( f
, {x ∈ M : |x | > 2β}), g¯) and g˜|N = g¯|N . Each (Ci , g˜) is isometric
to a half-cylinder (
i0×(0,∞), g|
i0 +dt
2
i ), where 

1
0, . . . , 

l
0 are the components
of ∂U
 . The metric g˜ is uniformly equivalent to the metric g¯ on all of 
.
(2) For every φ ∈ C1(
) such that (supp φ)∩ (C1 ∪ . . .∪ Cl) is compact we have that
1
2
∫


|dφ|2g˜dLng˜ + cn
∫
N
|h − k|2g¯φ2dLng¯ ≤
∫


|dφ|2g˜ + cn Rg˜φ2dLng˜. (14)
We will refer to N as the asymptotically flat end of 
, and to C1, . . . , Cl as its cylindrical
ends.
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If U
 = M , we take g˜ := g¯.
Let (Ci , g˜) = (
i0 × (0,∞), g|
i0 + dt
2
i ) be one of the exact cylindrical ends of
(
, g˜). Let 0 < φi ∈ C2,α(
i0) be the first eigenfunction of the operator −g|
i0 +
cn Rg|

i0
, so that −g|

i0
φi + cn Rg|

i0
φi = λiφi for some λi > 0. Let Ci := e−
√
λi ti φi .
The scalar curvature of the metric 
4
n−2
Ci (g|
i0 + dt
2
i ) on 

i
0 × (0,∞) vanishes. Let
si := n−22√λi e
− 2
√
λi ti
n−2
. Note that (Ci , 
4
n−2
Ci (g|
i0 + dt
2
i )) is isometric to ((0,
n−2
2
√
λi
) ×

i0, φ
4
n−2
i (
4λi s2i
(n−2)2 g|
i0 + ds
2
i )), hence in particular uniformly equivalent
1 to the metric
cone ((0, n−22√λi ) × 

i
0, s
2
i g|
i0 + ds
2
i ). Fix a function 0 <  ∈ C2,αloc (
) that is equal to
one on K ∪ N and equal to Ci on the part of Ci , where ti ≥ 1. Let g˜ := 
4
n−2 g˜.
The scalar curvature Rg˜ of g˜ vanishes on each cylindrical end of 
. Replace φ by
φ in (14). Using that −g˜ + cn Rg˜ = cn Rg˜
n+2
n−2 , that  is one on N , that φ is
compactly supported in 
 \ N , and an integration by parts, we obtain that
∫


1
2
−2|d(φ)|2g˜ dLng˜ + cn
∫
N
|h − k|2g¯φ2dLng¯ ≤
∫


|dφ|2g˜ + cn Rg˜φ2dLng˜
(15)
for every φ ∈ C1(
) such that (supp φ) ∩ (C1 ∪ . . . ∪ Cl) is compact.2
We introduce a new “distance” function 0 < s ∈ C3,αloc (
) such that s(x) = |x | when
x ∈ N and such that s(x) = si (x) when x ∈ Ci and si (x) ≤ n−22√λi e
− 2
√
λi
n−2
. (When
U
 = M we take s(x) = |x |.)
The metric completion of (
, g˜) as a metric space is obtained by adding a point
at infinity for each cylindrical end in (
, g˜). Note that s(x) would extend continuously
(by zero) to these points in the completion. It is helpful to think of these points as virtual
singular points of (
, g˜). The g˜–harmonic capacity of these singular points vanishes.
More precisely, for  ∈ (0, 1) small consider the functions χ ∈ C3,αloc (
) defined by
χ(x) :=
⎧⎪⎨
⎪⎩
0 0 < s(x) ≤ 
−1 + −1s(x)  ≤ s(x) ≤ 2
1 2 ≤ s(x).
Note that χ ≡ 1 on K ∪ N , that χ has compact support in 
 \(K ∪ N ) = C1 ∪ . . .∪Cl ,
that χ → 1 locally uniformly on all of 
 as  ↘ 0, and that
∫


|dχ |2g˜ dLng˜ =
O(n−2).
3. The Conformal Structure of (, g˜)
When (M, g, k) has harmonic asymptotics, the decay of f
 and the properties of the
metric g¯ on 
 in Corollary 8 can be improved:
1 Two metrics g1, g2 on a manifold M are uniformly equivalent if there exists a positive constant c ≥ 1
such that c−1g2 ≤ g1 ≤ cg2.
2 Note that 
 is not complete with respect to the g˜ metric unless U
 = M . We will always refer to the
topology on 
 that comes from the complete metric g¯.
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Proposition 11. Let (M, g, k) be asymptotically flat with harmonic asymptotics of type
(2, α). For every η > 0 sufficiently small, we can arrange for the decay of f
 in Prop-
osition 7 (d) to be f
 = O3,α(|x |2−n+η). The assertions of Corollary 8 are improved to
g¯i j = gi j + O2,α(|x |2−2n+2η) and Rg¯ = Rg + O0,α(|x |−2n+2η).
Assumptions. We assume throughout this section that (M, g, k) has harmonic asymp-
totics of type (2, α) such that μ > |J |g and such that (μ, J ) = O0,α(|x |−n−q ′0) for
some q ′0 > 1. In particular, we have that g¯i j = gi j + O2,α(|x |2−2n+δ) and that Rg¯ =
O0,α(|x |−n−1−δ) for all δ > 0 sufficiently small. We will work with the (typically)
incomplete Riemannian manifold (
, g˜) associated with (M, g, k) that has been con-
structed in Sect. 2, and the modified distance function s ∈ C2,α(
).
The following proposition corresponds to Lemma 4 in [29]. The difference here is
that (
, g˜) is in general not uniformly equivalent to a smooth manifold. Apart from
necessary technical modifications, the proof is very similar to that of [29].
Proposition 12 (cf. [29, Lemma 4]). There exists u ∈ C2,αloc (
) such that for some c ≥ 1
one has that c−1 ≤ u(x) ≤ c, such that −g˜ u + cn Rg˜ u = 0 on 
, and such that
u(x) − 1 − a1|x |2−n = O2,α(|x |1−n) as |x | → ∞,
for some constant a1 ≤ 0.
Proof. Fix σ0 > 0 small so that the scalar curvature of g˜ vanishes on {s(x) < 2σ0},
and such that for all σ ∈ (0, 2σ0) both σ and σ−1 are regular values for s(x). For
σ ∈ (0, σ0), consider the Dirichlet problems
{−g˜ vσ + cn Rg˜ vσ = −cn Rg˜ on {σ < s(x) < σ−1}
vσ = 0 on {s(x) = σ } ∪ {s(x) = σ−1}.
In view of (15), the corresponding homogeneous problems (with zero right-hand side)
only admit the zero solution. Hence, by the Fredholm alternative, the above Dirichlet
problems admit unique solutions vσ . We extend each of these solutions vσ by 0 to a
compactly supported Lipschitz function on all of 
.
We have that
(∫
{s(x)≥σ0}
|vσ | 2nn−2 dLng˜
) n−2
n ≤ C1
(∫
{s(x)≥σ0}
|vσ | 2nn−2 dLng˜
) n−2
n
≤ C2
∫
{s(x)≥σ0}
−2|d(vσ )|2g˜ dLng˜ ≤ C2
∫
{σ≤s(x)≤σ−1}
−2|d(vσ )|2g˜ dLng˜
≤ 2C2
∫
{σ≤s(x)≤σ−1}
|Rg˜ ||vσ |dLng˜
≤ 2C2
(∫
{s(x)≥σ0}
|Rg˜ |
2n
n+2 dLng˜
) n+2
2n
(∫
{s(x)≥σ0}
|vσ | 2nn−2 dLng˜
) n−2
2n
,
where C1, C2 > 0 are constants that do not depend on σ ∈ (0, σ0). The first inequality
holds because  is bounded below on {s(x) ≥ σ0}, the second follows from the Sobolev
inequality in the form of Lemma 18 on ({s(x) ≥ σ0}, g˜) and because  is bounded
above, the third follows from inclusion, the forth from (15) (multiply the equation that vσ
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satisfies by vσ and integrate by parts), and the last inequality from Hölder’s inequality and
the fact that Rg˜ is supported in {s(x) ≥ σ0}. Note that
∫
{s(x)≥σ0} |Rg˜ |
2n
n+2 dLng˜ < ∞
because Rg˜ = Rg¯ = Rg˜ ∈ C0,α−n−1 on N . We conclude that
∫
{s(x)≥σ0} |vσ |
2n
n−2 dLng˜ is
bounded independently of σ ∈ (0, σ0). Standard elliptic theory shows that vσ is uni-
formly bounded in C2,α on {s(x) ≥ 2σ0}. Since vσ is harmonic on {σ < s(x) < 2σ0}
and because harmonic functions achieve their maximum and their minimum values
on the boundary, it follows that vσ is uniformly bounded above and below on all of
{σ < s(x) < σ−1}. Standard theory converts the L∞-estimate into C2,αloc bounds on all
of {σ < s(x) < σ−1}.
Let uσ := vσ + 1, and let u ∈ C2,αloc denote a subsequential limit of {uσ }σ∈(0,σ0) as
σ ↘ 0. We first claim that uσ > 0 on {σ < s(x) < σ−1}. Clearly this is true near the
boundary of {σ < s(x) < σ−1}. Let  > 0 small be a regular value of −uσ . Note that
min{uσ + , 0} is a Lipschitz function with support in {σ < s(x) < σ−1}. Using it as a
test function in (15) we obtain that
1
2
∫
{uσ <−}
−2|d((uσ + ))|2g˜ dLng˜
≤
∫
{uσ <−}
|d(uσ + )|2g˜ + cn Rg˜ (uσ + )2dLng˜
=
∫
{uσ <−}
(uσ + )(−g˜ (uσ + ) + cn Rg˜ (uσ + ))dLng˜
=
∫
{uσ <−}
cn(uσ + )Rg˜ dLng˜ .
Letting  ↘ 0, we see that uσ is constant on {uσ < 0}. It follows that {uσ < 0} is
empty and hence that uσ ≥ 0 on {σ < s(x) < σ−1}. By Harnack theory, uσ > 0 on
{σ < s(x) < σ−1}.
Recall that Rg˜ = Rg¯ = O0,α(|x |−n−1−δ) for |x | large. In conjunction with the
bound for ||vσ ||L2n/(n−2)({s(x)≥σ0}) obtained above, standard elliptic theory shows that
u(x) → 1 as |x | → ∞. Harnack theory gives that u > 0 on all of 
. Using that uσ is
harmonic on {σ < s(x) < 2σ0}, we conclude from the maximum principle that the uσ
are bounded uniformly above and below on {σ < s(x) < σ−1} by positive constants
that are independent of σ ∈ (0, σ0). Thus u is bounded above and below by positive
constants on all of 
. The existence of a1 ∈ R such that u−1−a1|x |2−n = O2,α(|x |1−n)
follows from asymptotic analysis as in e.g. [6].3
Our next goal is to show that
∫


|du|2g˜ dLng˜ < ∞. Since −g˜ u + cn Rg˜ u = 0
and Rg˜ ≡ 0 on {s(x) ≤ σ0}, we have that
∫
{s(x)<σ0}
du(∇g˜ ξ)dLng˜ =
∫
{s(x)=σ0}
ξνg˜ (u)dHn−1g˜ for every ξ ∈ C1c({s(x) ≤ σ0}).
Applying this identity with the test functions ξ = uχ2 , letting  ↘ 0, and using our
L∞-bound for u, we obtain that
∫
{s(x)≤σ0} |du|2g˜ dLng˜ < ∞. Using the test functions
ξ = uχ and letting  ↘ 0, we conclude that for every σ ∈ (0, σ0),
3 When n = 3 we use that g˜ψ = ϕ4(δi j + O2,α(|x |−3)) with ϕ(x) = 1 + a|x |−1 + O2,α(|x |−2) as well
as the conformal invariance of the equation −8g˜ u + Rg˜ u = 0 to obtain this expansion.
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∫
{s(x)<σ }
|du|2g˜ dLng˜ =
∫
{s(x)=σ }
uνg˜ (u)dHn−1g˜ . (16)
Also, since du = O1,α(|x |1−n), we obtain that ∫


|du|2g˜ dLng˜ < ∞.
Finally, to get that a1 ≤ 0, we use (16), (15), the finiteness of
∫


|du|2g˜ dLng˜ , the
integrability of |h − k|2g¯ on N , an integration by parts, and that −g˜ u + cn Rg˜ u = 0
to obtain that
0 ≤
∫
N
1
2
|du|2g¯ + cn|h − k|2g¯u2dLng¯
≤ lim inf
↘0
∫


|d(χu)|2g˜ + cn Rg˜ (χu)2dLng˜
=
∫


|du|2g˜ + cn Rg˜ u2dLng˜
= lim
σ↘0
∫
{σ<s(x)<σ−1}
|du|2g˜ + cn Rg˜ u2dLng˜
= lim
σ↘0
∫
{s(x)=σ−1}
uνg¯(u)dHn−1g¯ − lim
σ↘0
∫
{s(x)≤σ }
|du|2g˜ dLng˜
= (2 − n)a1|Sn−1|. (17)
(Recall that g¯ = g˜ on the asymptotically flat end N of 
.) unionsq
Following [29], we define a new metric g˜u := u 4n−2 g˜ = (u) 4n−2 g˜ on 
. Note
that Rg˜u = 0 since −g˜ u + cn Rg˜ u = 0. The following proposition, whose proof is
similar to that of Proposition 12, undoes the conformal darning of the cylindrical ends
in (
, g˜) that was effected by the conformal factor . It is our substitute for the explicit
Green’s function in [29, p. 259] with poles at the singular points in dimension n = 3.
Proposition 13. There exists 0 < w ∈ C2,αloc (
) such thatg˜uw ≤ 0 with strict inequal-
ity when |x | is large, such that w(x) − a2|x |2−n = O2,α(|x |1−n) as |x | → ∞ for some
constant a2 ∈ R, and such that for some c ≥ 1, one has that 1c 1usn−2 ≤ w(x) ≤ cusn−2 as
s(x) → 0.
Proof. Let σ0 > 0 be as in the proof of Proposition 12. Note that g˜u 1usn−2 = 0 on
{s(x) < 2σ0}. Fix a non-negative function w0 ∈ C2,αloc (
) that agrees with 1usn−2 on{s(x) < 2σ0} and such that supp(w0) ∩ {s(x) > σ0} is compact. Fix a non-negative
function q ∈ C2,αloc (
) with supp(q) ∩ {s(x) < 2σ0} = ∅ and such that q(x) = |x |−2n
when |x | is large. Given σ ∈ (0, σ0), let wσ be the unique solution of
{
g˜u (w0 + wσ ) = −q on {σ < s(x) < σ−1}
wσ = 0 on {s(x) = σ } ∪ {s(x) = σ−1}.
Note that w0+wσ is positive by the maximum principle. We extend wσ by 0 to a Lipschitz
function on all of 
. We have that
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C−11
(∫
{s(x)≥σ0}
|wσ | 2nn−2 dLng˜u
) n−2
n
≤
∫
{s(x)≥σ0}
|dwσ |2g˜u dLng˜u ≤
∫
{σ≤s(x)≤σ−1}
|dwσ |2g˜u dLng˜u
=
∫
{σ≤s(x)≤σ−1}
wσ (q + g˜uw0)dLng˜u ≤
∫
{s(x)≥σ0}
|wσ ||q + g˜uw0|dLng˜u
≤
(∫
{s(x)≥σ0}
|wσ | 2nn−2 dLng˜u
) n−2
2n
(∫
{s(x)≥σ0}
|q + g˜uw0|
2n
n+2 dLng˜u
) n+2
2n
.
We have used the Sobolev inequality in the form of Lemma 18 on ({s(x) ≥ σ0}, g˜u)
in the first inequality. It follows that
∫
{s(x)≥σ0} |wσ |
2n
n−2 dLng˜u is bounded independently
of σ ∈ (0, σ0). From this and the equation that wσ satisfies we obtain C2,α estimates
for wσ on {s(x) ≥ 2σ0}. Using that wσ is g˜u -harmonic on {σ < s(x) < 2σ0} and
that wσ vanishes on {s(x) = σ }, we obtain an L∞-bound for wσ that is independent of
σ ∈ (0, σ0). Passing to a subsequential limit σi ↘ 0, we obtain a non-negative func-
tion w := w0 + limi→∞ wσi ∈ C2,αloc (
) such that g˜uw = −q. Using the Harnack
principle, standard asymptotic analysis (see also footnote 3), the L∞-bound for w−w0,
and that u is bounded above and below by positive constants, we see that w has all the
asserted properties. unionsq
4. Proof that E ≥ 0
The argument in Proposition 14 below follows [29, p. 259]. We supply additional details
to explain why the Riemannian positive energy theorem can be applied for time-sym-
metric initial data sets with certain non-standard ends.
Proposition 14. Assumptions as in the first part of Theorem 3. Then E ≥ 0.
Proof. By Theorem 2, every asymptotically flat initial data set satisfying the hypotheses
of the first part of Theorem 3 can be approximated by initial data sets that satisfy the
assumptions of Sect. 3 and whose energies converge to the energy of (M, g, k). We may
and will assume that (M, g, k) is such a special initial data set.
In view of (6), we need to show that a ≥ 0, where a is as in (3). We let (
, g˜), , u,
and w as in Proposition 10, the discussion succeeding it, Proposition 12, and Proposition
13 respectively.
Fix  > 0 small. Define a new metric g˜ := ((1 + w)u)4/(n−2) g˜ on 
. By Prop-
osition 12, the metric g˜u = (u)4/(n−2)g˜ on 
 is scalar flat. Proposition 13 shows
that the scalar curvature of g˜ is non-negative and positive when |x | is large. In the
asymptotically flat coordinate chart g˜ has the expansion
g˜i j =
(
1 +
(n − 2)(a + a1 + a2)
4
|x |2−n
) 4
n−2
δi j + O2,α(|x |1−n) as |x | → ∞.
Recall that {s(x) < σ0} has l connected components, one for each of the cylindrical
ends C1, . . . , Cl of (
, g˜). On each of these components, g˜ is uniformly equivalent
to a metric of the form σ 2i g|
i0 + dσ
2
i , where σi (x) := s(x)−(n−2)/4 on Ci . It follows
588 M. Eichmair
that g˜ is a complete metric on 
. As in [29, p. 259], we conclude from the minimal
hypersurface proof of the Riemannian positive energy theorem [25,27,28,30] that
a + a1 + a2 ≥ 0. (18)
Since this holds for every  > 0, and since a1 ≤ 0, we conclude that indeed a ≥ 0.
Non-asymptotically flat ends in (
, g˜) such as (Ci , g˜) were not considered in the
original statement and proof of the Riemannian positive energy theorem [25,27], so we
include two additional remarks that explain why we can use this result here.
The first step in the minimal hypersurface proof of the Riemannian positive energy
theorem is a deformation from non-negative scalar curvature to everywhere positive
scalar curvature. What is actually required later in the proof is that the complete con-
nected area minimizing hypersurface that is constructed as a limit of least area surfaces
spanning the co-dimension 2 surfaces {(x1, . . . , xn−1, hρ) : ∑n−1i=1 x2i = ρ2}, where
hρ ∈ [−,] for a certain  ≥ 1, as ρ → ∞, passes through some region where the
scalar curvature is strictly positive. Since this hypersurface is unbounded in the asymp-
totically flat end of (
, g˜), and since Rg˜ > 0 when |x | is large, this will always be the
case.
One must also ensure that the area minimizing hypersurface that is constructed inter-
sects the non-asymptotically flat ends C1, . . . , Cl of (
, g˜) in a compact set. To see this,
one argues that the hypersurface measure of the part of the minimizing hypersurface in
{x ∈ Ci : σi (x) ∈ (σ, σ + 1)} – if non-empty – is bounded below by a positive constant
that is independent of σ . We cannot appeal to the usual monotonicity formula for station-
ary hypersurfaces directly, because we don’t have sufficient control on the metric g˜ as
σi (x) → ∞. However, a variant of a classical argument of De Giorgi is available in the
form of Lemma 19 to argue this, cf. [8, Proof of Lem. 3.3]. If the connected minimizing
hypersurface reached too far into one of the ends Ci , then one could use this estimate to
contradict the area minimizing property by capping off these “fingers”. unionsq
5. Rigidity: The Case E = 0
The following proposition is a simple consequence of the proof of Theorem 2 from [15]:
Proposition 15. Hypotheses as in Theorem 2. Then (g j , k j ) → (g, k) in C2,αloc × C1,αloc .
When n = 3 and if there exists γ > 2 such that trg(k) = O(|x |−γ ), then, given
γ ′ ∈ (2, min{γ, q0 + 2, 2q + 1}), the approximating initial data (g j , k j ) in the conclu-
sion of Theorem 2 can be chosen such that trg j (k j ) = O(|x |−γ ′) uniformly in j .
Proof. We remark that the vector fields Z in Lemma 21 and Y in Lemma 23 of [15]
have expansions of the form ci |x |2−n + O1,α(|x |2−n−η), where the constants ci and the
error term depend continuously on (g, π) ∈ W 2,p−q × W 1,p−q−1 and (μ, J ) ∈ C0,α−n−q0 , and
the parameters of the construction for any η ∈ (0, min{2q + 2 − n, q0}). Compare with
Eq. (37) and the proof of Proposition 24 in [15]. unionsq
The main idea of the proof below follows [29, Sect. 6]. Our regularity and decay
assumptions on the initial data set are weaker than those of [29]. Moreover, the potential
cylindrical ends cause some additional complications in dimensions 3 < n < 8. This is
why we give a detailed proof here. The use of the Cheeger-Gromoll splitting theorem (to
rule out cylindrical ends) and the Bishop-Gromov volume comparison theorem (to show
that the Jang graph is isometric to Euclidean space) in the final step to obtain rigidity in
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the Riemannian positive energy theorem is also different from the classical argument in
e.g. [24, Prop. 2].
Proposition 16 (cf. [29, Sect. 6]). Assume that the asymptotically flat initial data set
(M, g, k) satisfies all the conditions of Theorem 3 including the additional hypothesis
that trg(k) = O(|x |−γ ) for some γ > 2 when n = 3. If E = 0, then (M, g, k) is Cauchy
initial data for Minkowski space (Rn ×R, dx21 + . . . + dx2n − dx2n+1).
Proof. Let (g j , k j ) be a sequence of data on M of harmonic type (2, α) that approaches
(g, k) as in Theorem 2, bearing in mind Proposition 15. The results in Sect. 3 apply
to (g j , k j ). We can choose β, cβ , and bβ (with β = 1 + q when n > 3 and β ∈
(2, min{3, γ }) when n = 3) in Proposition 4 so that the conclusions there hold for all
sufficiently large j . The graphs of the functions f
 j from Proposition 7 (d) are 2C-min-
imizing boundaries in (M ×R, g j + dt2), where C := 1 + n sup j supx∈M |k j (x)|g j . The
W 3,p1−q estimates for f
 j on {x ∈ M : |x | > 2β} are uniform in j . The C3,αloc estimates
are locally uniform in j .
Passing to a geometric limit along a subsequence of { j} (which we continue to denote
by { j}), we conclude that there exist 
 ⊂ M × R, U
 ⊂ M, f
 : U
 → R as in
Proposition 7 (d) such that 
 j → 
 as single-layered C3,αloc hypersurfaces of M ×R and
such that ∂U
 j → ∂U
 as single-layered C3,αloc hypersurfaces of M .
From Proposition 9 we know that the Yamabe type of the components of ∂U
 j is
positive, because the strict dominant energy condition holds for (g j , k j ). The Yamabe
type of the components of ∂U
 might be zero though.
Let t j0 ↗ ∞ be a sequence such that ±t j0 are regular values for both f
 and f
 j
for every j . Let g˜ j be metrics on 
 j as in Proposition 10 such that g˜ j = g¯ j on

 j ∩ (M × (−t j0 , t j0 )). Let u j ∈ C2,αloc (
 j ) be the solutions of −g˜ j u j + cn Rg˜ j u j = 0
from Proposition 12. Let E j denote the energy of (g j , k j ), and let a j1 ≤ 0 be as in
Proposition 12. From (17) we see that ∫N j |du j |2g¯ j ≤ 2(2 − n)a
j
1 |Sn−1|. By assump-
tion, E j → 0 and hence a j → 0 as j → ∞. The proof of Proposition 14 gives that
a j + a j1 ≥ 0. It follows that a j1 → 0. In conjunction with the Sobolev inequality and
the equation that u j satisfies we see that u j (x) → 1 as |x | → ∞ uniformly in j . Using
standard elliptic theory we conclude that u j converges in C2,αloc to the constant function
one on 
. Applying (17) once more we deduce that Rg¯ = 0 and that h = k on 
.
Using our decay assumptions for f
 and that R
 = 0, we see that the metric g¯ =
g +d f
 ⊗d f
 on 
 is asymptotically flat of type (2, p, q, q0, α) on {x ∈ N : |x | > β}
for every q0 > 0 and that the energy of the end N with respect to g¯ vanishes. Here we
view (
, g¯) as a time-symmetric initial data set, i.e. one with zero spacetime second
fundamental form. We introduce a new distance function 0 < s ∈ C3,αloc (
) that agrees
with |x | on {x ∈ M : |x | > 2β} and such that s(x) = |t |−1 on 
 ∩ {(x, t) : x ∈ M}
for |t | large.
Next, we show that Rcg¯ ≡ 0. We follow the ideas of R. Schoen and S.-T. Yau closely
(see in particular [27, p. 72–74] and [27, Lem. 3.2]), making technical adjustments to
accommodate that (
, g¯) may contain cylindrical ends and that we assume less regular-
ity for g¯ than in [27]. Let h ∈ C2,αc (Sym2(T ∗
)) be a compactly supported symmetric
(0, 2)-tensor. For small values of κ , consider the metric g¯κ = g¯ + κh. Let σ0 > 0
small be such that for all σ ∈ (0, σ0), both σ and σ−1 are regular values of s(x). Let
0 ≤ q ∈ C2,α(
) be a function that coincides with |x |−2n on {|x | > 2β}, and such
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that supp(q) ∩ {s(x) < σ0} = ∅. For σ ∈ (0, σ0) and sufficiently small κ , we can solve
the mixed Dirichlet/Neumann problems,
⎧⎨
⎩
−g¯κ uκ,σ + cn Rg¯κ uκ,σ = κ2q on {σ < s(x) < σ−1}
uκ,σ = 1 on {s(x) = σ−1}
νg¯κ (uκ,σ ) = 0 on {s(x) = σ }.
To see this, note that if w is a solution of the corresponding homogeneous problem (with
zero right-hand side), then we can multiply the equation satisfied by w on {σ < s(x) <
σ−1}, integrate by parts, and use the Sobolev inequality on ({x ∈ 
 : s(x) > σ0}, g¯κ)
to obtain that
(∫
{σ0<s(x)<σ−1}
|w| 2nn−2 dLng¯κ
) n−2
n ≤ C
∫
{σ0<s(x)<σ−1}
|dw|2g¯κ dLng¯κ
= C
∫
{σ0<s(x)<σ−1}
−Rg¯κ w2dLng¯κ
≤ C
(∫
{σ0<s(x)<σ−1}
|Rg¯κ |
n
2 dLng¯κ
) 2
n
(∫
{σ0<s(x)<σ−1}
|w| 2nn−2 dLng¯κ
) n−2
n
.
Here, C depends only on a uniform upper bound for the Sobolev constant of ({x ∈

 : s(x) > σ0}, g¯κ) for all |κ| small. Clearly, ||Rg¯κ ||L n2 = O(|κ|), so that w = 0 on{x ∈ 
 : s(x) > σ0} when |κ| is small. Using the equation that w satisfies, we conclude
that w vanishes on all of {σ < s(x) < σ−1}, provided again that |κ| is sufficiently small.
Let vκ,σ := uκ,σ − 1. A similar argument as above shows that
(∫
{σ0<s(x)<σ−1}
|vκ,σ | 2nn−2 dLng¯κ
) n−2
n ≤ C
∫
{σ<s(x)<σ−1}
|dvκ,σ |2g¯κ dLng¯κ
=C
∫
{σ<s(x)<σ−1}
−cn Rg¯κ v2κ,σ + (κ2q − cn Rg¯κ )vκ,σ dLng¯κ
≤C
(∫
{σ0<s(x)<σ }
|Rg¯κ |
n
2 dLng¯κ
) n
2
(∫
{σ0<s(x)<σ }
|vκ,σ | 2nn−2 dLng¯κ
) n−2
n
+C
(∫
{σ0<s(x)<σ }
|κ2q − cn Rg¯κ |
2n
n+2 dLng¯κ
) n+2
2n
(∫
{σ0<s(x)<σ }
|vκ,σ | 2nn−2 dLng¯κ
) n−2
2n
.
This estimate implies that ||vκ,σ ||L2n/(n−2)({σ0<s(x)<σ−1}) = O(|κ|). Reasoning as in the
proof of Proposition 12, we obtain that ||vκ,σ ||C2,α({2σ<s(x)<(2σ)−1}) = O(|κ|), where
the quantity on the right is independent of σ ∈ (0, σ0).
Let uκ be a subsequential limit of uκ,σ as σ ↘ 0. Then ||uκ − 1||C2,α(
) =
O(|κ|), −g¯κ uκ + cn Rg¯κ uκ = κ2q, and u(x) → 1 as |x | → ∞. Since each uκ,σ
is harmonic on {σ < s(x) < σ0} and satisfies a Neumann boundary condition on
{s(x) = σ }, it follows that ∫{s(x)=σ0} νg¯κ (u)dHn−1g¯κ = 0. Asymptotic analysis as in e.g.
[6] shows that uκ(x) = 1 + Aκ |x |2−n + O2,α(|x |2−n−η) as |x | → ∞ for constants
Aκ ∈ R and any η ∈ (0, q). An integration by parts shows that (n − 2)|Sn−1|Aκ =∫


(κ2q − cn Rg¯κ uκ)dLng¯κ . As in [27], using that g¯0 = g¯, that Rg¯0 = 0, that u0 = 1, and
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that ||uκ − 1||C2,α(
) = O(|κ|), we see that Aκ is differentiable at κ = 0, and that its
derivative equals
4(n − 1)|Sn−1| d
dκ
|κ=0 Aκ = −
∫


d
dκ
|κ=0 Rg¯κ dLng¯
=
∫


g¯ trg¯(h) − divg¯ divg¯ h + g¯(h, Rcg¯)dLng¯
=
∫


g¯(h, Rcg¯)dLng¯. (19)
The scalar curvature of u4/(n−2)κ g¯κ is non-negative, and positive on {|x | > 2β} when
κ = 0. Using the same additional argument as in the proof of Proposition 14 we can
justify the use of the Riemannian positive energy theorem.4 Thus the energy of the end
N with respect to the metrics u4/(n−2)κ g¯κ is non-negative. In view of the expansion of
uκ(x) as |x | → ∞ and the fact that the energy of g¯ vanishes, we see that the energy
of the asymptotically flat end of the metric u4/(n−2)κ g¯κ equals n−22 Aκ . It follows that
d
dκ |κ=0 Aκ = 0 and hence, from (19), that
∫


g¯(h, Rcg¯)dLng¯ = 0.
Let χ ∈ C3,αc (
) be a non-negative function with support in a single coordinate chart.
Let hi ∈ C2,αc (Sym2(T ∗
)) be a sequence of symmetric (0, 2)-tensors that approximate
χ Rcg¯ in C0,α(
). We know that
∫


g¯(hi , Rcg¯)dLng¯ = 0 for all i = 1, 2, . . .. Passing
to the limit as i → ∞, we see that ∫


χ | Rcg¯ |2g¯dLng¯ = 0. Thus Rcg¯ = 0. In particular,
(
, g¯) is analytic [7, Thm. 5.26].
If 
 has cylindrical ends, then it is an easy matter to construct a geodesic line in 
. By
the Cheeger-Gromoll splitting theorem, 
 splits off a factor of R isometrically. This is
clearly impossible. Thus 
 has no cylindrical ends. By the Bishop-Gromov comparison
theorem, for any x ∈ 
, the function r → (ωnrn)−1Lng¯(Bg¯(x, r)) is non-increasing.
Explicit comparison with coordinate balls in the asymptotically flat end of 
 shows that
as r → ∞, this quantity converges to 1. It follows that Lng¯(Bg¯(x, r)) = ωnrn for all
r ≥ 0. Equality in the Bishop-Gromov comparison theorem holds only for geodesic
balls in the model space. Thus (
, g¯) is isometric to Euclidean space (Rn,
∑n
i=1 dx2i ).
The last step of the argument is exactly as in [29, p. 260]. (Reading this step back-
wards serves as motivation for introducing the Jang equation in the first place, cf. [20].)
We think of f
 as a function on 
. Let (y1, . . . , yn) be a Euclidean coordinate sys-
tem on 
. Then g¯i j = δi j and gi j = δi j − ( f
)i ( f
) j . Recall that hi j = ki j . A
computation shows that hi j = (1 + |d f
 |2g)−1/2(∇2g f
)i j = (1 + |d f
 |2g)−1/2∂2i j f
 .
It follows that g and k agree, respectively, with the pull-back metric and the second
fundamental form of the embedding M → (Rn ×R, dx21 + . . . + dx2n − dx2n+1) defined
by (y1, . . . , yn) → (y1, . . . , yn, f
(y1, . . . , yn)). unionsq
Remark 17. M. Nardmann [22] has shown that initial data sets that satisfy the Gauss and
Codazzi equations for constant curvature spaces may be imbedded therein. In particular,
initial data sets (M, g, k) with μ = 0, J = 0 are submanifolds of Minkowski space.
4 There is an additional subtlety here. The construction of barriers in the end for minimizing hypersurfaces in
[25,27] requires that the metric has harmonic asymptotics. The perturbation to harmonic asymptotics requires
an initial step that is described in detail in [28]. It proceeds by a linear homotopy of the metric to the Euclidean
metric far out in the end and a conformal perturbation to reimpose the constraint, all while changing the mass
by no more than some prescribed amount. This step can be integrated into the preceding perturbation argument.
The necessary modifications are minor. The decay of uκ is then improved to 1 + Aκ |x |2−n + O2,α(|x |1−n).
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Appendix A
The point of the following version of the Sobolev inequality is that no particular boundary
behavior is assumed for φ on ∂M .
Lemma 18 (cf. [27, Lem. 3.1]). Let (M, g) be a complete connected Riemannian man-
ifold, possibly with boundary, such that there exists a compact set K ⊂ M and a
diffeomorphism x = (x1, . . . , xn) : M \ K → Rn \B¯(0, 1) so that for some constant
c ≥ 1 we have that c−1δi j ≤ gi j ≤ cδi j , as quadratic forms. For every 1 ≤ p < n there
exists a constant C = C(M, g, p) such that
(∫
M
|φ| npn−p dLng
) n−p
np ≤ C
(∫
M
|dφ|pg dLng
) 1
p
for all φ ∈ C1c(M).
Lemma 19. Let r > 0 and c ≥ 1 be two constants and let gi j be the components of
a metric on B(0, 2r) ⊂ Rn such that c−1δi j ≤ gi j ≤ cδi j as quadratic forms. If T is
a g–area minimizing boundaryless (n − 1)-dimensional integer multiplicity current in
B(0, 2r) with 0 ∈ supp(T ), then MgB(0,r)(T ) ≥ c−3(n−1)
2
ωn−1rn−1, where the mass is
computed with respect to the g–metric.
Proof. The current T satisfies the conditions of Lemma 5.1 in [8] with γ =c2(n−1). unionsq
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