Ã : G ! G is an involution on the finite group G, then Ã extends to an involution on the integral group ring Z½G. In this paper, we consider whether bicyclic units u A Z½G exist with the property that the group hu; u Ã i generated by u and u Ã is free on the two generators. If this occurs, we say that ðu; u Ã Þ is a free bicyclic pair. It turns out that the existence of u depends strongly upon the structure of G and on the nature of the involution. One positive result here is that if G is a nonabelian group with all Sylow subgroups abelian, then for any involution Ã , Z½G contains a free bicyclic pair.
Free pairs of bicyclic units
Let R be a commutative ring with 1 and let R½G denote the group ring of G over R.
For the most part, we will be concerned with integral group rings where R ¼ Z, or with group algebras where R is a field. Furthermore, we will mainly be interested in finite groups G, although some of our results do hold more generally.
If B is a finite subgroup of G, we letB B A R½G denote the sum of the elements of B in R½G. Since ð1 À bÞB B ¼B Bð1 À bÞ ¼ 0 for any b A B, we see that group ring elements of the form ð1 À bÞaB B, with a A G, have square 0. Hence 1 þ ð1 À bÞaB B is a unit in the ring R½G with inverse 1 À ð1 À bÞaB B. When B ¼ hbi is cyclic, elements of the form u ¼ 1 þ ð1 À bÞaB B are known as bicyclic units. It is easy to see that 1 þ ð1 À bÞaB B ¼ 1 if and only if b a ¼ a À1 ba A B and hence if and only if a A N G ðBÞ, the normalizer of B. In particular, if G is a Dedekind group, namely a group with all subgroups normal, then R½G has no nontrivial bicyclic units. Now suppose that Ã : G ! G is an involution, that is, an antiautomorphism of order 2. Then Ã extends to an involution of R½G. In particular, if u is a unit of R½G, then so is u Ã , and we are interested in the nature of the subgroup hu; u Ã i of the unit group that is generated by these two elements. It was shown in [6] that if Ã : G ! G is the inverse map and if R½G ¼ Z½G, then, for every nontrivial bicyclic unit u, the group hu; u Ã i is free of rank 2. It is of interest to see whether this property remains true for other involutions, and that is the theme of [2] , where groups G with jG : ZðGÞj ¼ 4 are considered. In this paper, we study a wider class of examples. For convenience, we say that ðu; u Ã Þ is a free bicyclic pair if u is a bicyclic unit with hu; u Ã i a free group on the two generators. Section 1 is devoted to general tools. Following [6] , we consider algebras over the complex numbers C and study when units 1 þ a and 1 þ b with a 2 ¼ b 2 ¼ 0 generate a free group of rank 2, that is, when ð1 þ a; 1 þ bÞ is a free pair. In some sense, this generalizes Sanov's theorem on linear groups, and the result depends upon the absolute value of the roots of the minimal polynomial satisfied by ab. This, in turn, gives rise to numerous consequences. For example, we show in Corollary 1.10 that if a A G satisfies ha Ã ai 0 haa Ã i, then ð1 þ m; 1 þ m Ã Þ is a free bicyclic pair, where b ¼ ðaa Ã Þ À1 A G, B ¼ hbi and m ¼ ð1 À bÞaB B A Z½G. Section 2 considers a number of examples. We start with finite symmetric and alternating groups. Then we study extra-special p-groups and show that, for certain involutions, free bicyclic pairs never exist. We also consider certain Frobenius groups and then use these results to show in Theorem 2.8 that if G is a finite nonabelian group with involution Ã , and if all Sylow subgroups of G are abelian, then Z½G contains a free bicyclic pair ðu; u Ã Þ. Finally, Section 3 considers a question of a somewhat di¤erent nature, namely, whether in a group algebra K½G, every bicyclic unit 1 þ ð1 À bÞaB B with the factor 1 À b on the left can be written as 1 þĈ Cdð1 À cÞ, with the factor 1 À c on the right. For fields K of characteristic di¤erent from 2, we show in Corollary 3.6 that if this occurs, then G must be nilpotent and presumably of small nilpotence class.
In the remainder of this section, let Ã denote an involution defined on the finite group G and naturally extended to the integral group ring Z½G. The results below actually hold for infinite groups, provided that certain elements, usually b, are assumed to have finite order. Lemma 1.1. The map Ã : G ! G is an involution if and only if Ã is equal to s followed by the inverse map, where s : G ! G is an automorphism of order 1 or 2.
Proof. Suppose that
Ã is an involution on G and let s : G ! G be equal to Ã followed by the inverse map. Then s is easily seen to be an automorphism of G and, since s commutes with inverse, we see that s 2 ¼ 1. The converse is clear. r
The following is a somewhat more e‰cient version of the argument of [6] . It appeared recently in [1] in a somewhat expanded form. Lemma 1.2. Let R be an algebra over the complex numbers C and let a; b A R satisfy
(ii) ab is algebraic over C having at least one eigenvalue e with jej d 4, then ð1 þ a; 1 þ bÞ is a free pair.
Proof. It clearly su‰ces to assume that R is the C-algebra generated by a and b. Let us first study the relatively free C-algebra S generated by elements x and y, subject to the relations x 2 ¼ y 2 ¼ 0. Certainly, S is the span of all monomials in x and y, and any nonzero monomial must have the x and y factors alternating. In particular, if we set z ¼ xy, then any nonzero monomial is of the form z n , z n x, yz n or yz n x for some nonnegative integer n. It follows that the C-linear span Z of all elements z n is a commutative subalgebra with S ¼ Z þ Zx þ yZ þ yZx. Now let C½t be the ordinary polynomial ring over C in the variable t. Then there exists a homomorphism Q : S ! M 2 ðC½tÞ given by 2 ¼ xsy A I V Z, as required. Since Q is clearly one-to-one on Z, it follows from the above that Q is one-to-one on S. Thus S is isomorphic to a subring of M 2 ðC½tÞ and consequently S satisfies all polynomial identities of 2 Â 2 matrix rings. Indeed, since R is a homomorphic image of S, we see that R also satisfies these identities. We now consider the two parts of this lemma separately.
(i) If ab A R is transcendental over C, then the map S ! R given by x 7 ! a, y 7 ! b and z 7 ! ab is clearly one-to-one on Z. Hence it is one-to-one on S, so R G S and R is relatively free. It follows that the homomorphism j : R ! M 2 ðCÞ given by Sanov's theorem (see for example [9, Proposition 1.2]) implies that jð1 þ aÞ and jð1 þ bÞ generate a free group on the two generators. Thus certainly ð1 þ a; 1 þ bÞ is a free pair.
(ii) Now assume that ab is algebraic over C and let mðzÞ be its minimal polynomial. By assumption, e is a root of mðzÞ and jej d 4. Note that, under the epimorphism S ! R given by x 7 ! a, y 7 ! b and z 7 ! ab, we see that the image of Z is finite-dimensional over C. Thus since S ¼ Z þ Zx þ yZ þ yZx, it follows that R, the image of S, is also finite-dimensional over C. In particular, R is an Artinian ring and its radical J is nilpotent. Furthermore, R=J is a finite direct sum of full matrix rings over C. We let f ðzÞ be the product of the finitely many characteristic polynomials of the image of ab in each such ring. Then f ðabÞ A J, so f ðabÞ k ¼ 0 for some integer k, and therefore mðzÞ divides f ðzÞ k . If follows that e is a root of f ðzÞ and hence of one of the characteristic polynomials.
We have therefore shown that there exists an epimorphism c : R ! M n ðCÞ such that e is an eigenvalue of cðabÞ. Since a 2 ¼ 0 and e 0 0, it follows that n 0 1. On the other hand, R satisfies all polynomial identities of 2 Â 2 matrix rings over C, so the same is true of its homomorphic image M n ðCÞ. Hence n c 2 and we conclude that n ¼ 2. Again, since a 2 ¼ b 2 ¼ 0, cðabÞ must have at least one eigenvalue equal to 0. Thus the eigenvalues of ab are 0 and e and, by conjugating if necessary, we can assume that
Since cðaÞ 2 ¼ cðbÞ 2 ¼ 0 and cðaÞcðabÞ ¼ cðabÞcðbÞ ¼ 0, it follows easily that cðaÞ ¼ 0 0 a 0 and cðbÞ ¼ 0 b 0 0 for some a; b A C with ab ¼ e. Finally, conjugating by a suitable diagonal matrix allows us to assume that a ¼ 2. Then b ¼ e=2, so jbj ¼ jej=2 d 2. Sanov's theorem now implies that cð1 þ aÞ and cð1 þ bÞ generate a free group of rank 2, and hence the same is true of 1 þ a and 1 þ b. r
Recall that the group algebra trace tr : C½G ! C is the C-linear map that reads o¤ the identity coe‰cient of each element of C½G. As is well known, it satisfies tr ab ¼ tr ba for all a; b A C½G. If G is finite, then the trace is related to the character of the regular representation. Even when G is infinite, the trace contains information on the eigenvalues of algebraic elements. Because of this, we have
Proof. If ab is transcendental over C, which can happen only when G is infinite, the result follows immediately from Lemma 1.2 (i). Now suppose that ab is algebraic and let mðzÞ A C½z be its minimal polynomial. If e 1 ; e 2 ; . . . ; e n A C are the distinct roots of mðzÞ, then [8, Theorem 2.3.8] implies that there exist nonnegative rational numbers r 1 ; r 2 ; . . . ; r n such that r 1 þ r 2 þ Á Á Á þ r n ¼ 1 and r 1 e 1 þ r 2 e 2 þ Á Á Á þ r n e n ¼ tr ab:
In other words, tr ab is a suitable weighted average of the roots. In particular, if e is a root of largest absolute value then
by assumption, so Lemma 1.2 (ii) yields the result. r
Next, we prove the following two results together. While we will not have need for Lemma 1.4 in this paper, it is certainly of interest since ð1 þ mÞ 
Since C is a subgroup of G, we have trĈ Cg ¼ 1 if g A C and trĈ Cg ¼ 0 if g A GnC. We consider parts (i) and (ii) separately.
(i) Here we suppose that a
In particular, jtr m Ã mj d 1 and Lemma 1.4 is proved. Furthermore, for Proposition 1.5, we have jtr m
In this exceptional case, we still have
With this, we can obtain the following key result. 
Parts (i) and (ii) now follow almost directly from (i) and (ii) respectively in Proposition 1.5. Indeed, in the exceptional case of (ii), since
As a first consequence, we have the main result of [6] , namely
Proof. Since Ã is the inverse map, we have
The result now follows from part (ii) of the preceding theorem since if
Of course, this yields Lemma 1.8. Suppose that Ã is s followed by the inverse map, where s is an automorphism of G. If C G ðsÞ ¼ fg A G j g s ¼ gg is not a Dedekind group, then there exists a bicyclic unit 1 þ m A Z½G such that ð1 þ m; 1 þ m Ã Þ is a free pair.
Proof. Since H ¼ C G ðsÞ is not Dedekind, there exists b A H with B ¼ hbi not normal in H. In particular, we can choose a A H with a À1 ba B B. Since Ã on H is the inverse map, Corollary 1.7 applied to H yields the result. r Theorem 1.6 can also deal with inner automorphisms. Indeed, we have Corollary 1.9. Let Ã be s b followed by the inverse map, where s b is the inner automorphism induced by b A G. Set B ¼ hbi and assume that a A G does not normalize B. If
Proof. Certainly, B ¼ B Ã and jBj d 2 since B is not normal. Furthermore, since s b has order 1 or 2, we know that
is central. The result now follows immediately from Theorem 1.6 (i). r
Finally, we obtain a consequence of a somewhat di¤erent nature. It is surprisingly powerful.
r As is to be expected, a lemma of the following sort can be used to construct free bicyclic pairs. Indeed, we have already used the obvious part (i), while part (ii) is just slightly less obvious.
Lemma 1.11. Let G admit an involution
Ã and assume that either (i) G has a Ã -stable subgroup H such that Z½H has a free bicyclic pair, or
(ii) G has a Ã -stable normal subgroup N such that the group ring Z½G=N contains a free bicyclic pair.
Then Z½G has a free bicyclic pair ðu; u Ã Þ.
Proof. We only consider (ii). For this, let y : Z½G ! Z½G=N denote the natural epimorphism and let v ¼ 1 þ ð1 À bÞaB B A Z½G=N be given with B ¼ hbi and with ðv; v Ã Þ a free pair. Choose x; y A G so that yðxÞ ¼ a and yðyÞ ¼ b, and set This motivates the following s-generalization of a result of [7] on minimal nonabelian groups. We have opted to limit the group-theoretic work here by not o¤ering a complete characterization below. For convenience, we say that G=N is a s-stable homomorphic image of G if the automorphism s stabilizes the normal subgroup N. In this case, s determines an automorphism of G=N. Lemma 1.12. Let G be a finite nonabelian group that admits an automorphism s of order 1 or 2, and suppose that every proper s-stable subgroup or homomorphic image of G is abelian. Then we have either (i) G is a p-group for some prime p, jG 0 j ¼ p and jG :
where A is an elementary abelian q-group for some prime q, X is cyclic of prime order p 0 q, and ZðGÞ ¼ 1.
Proof. Suppose that s 2 ¼ 1 and assume that s acts on an elementary abelian p-group V , viewed additively. If p is odd, then V is the direct sum of the eigenspaces
On the other hand, if p ¼ 2, then s has a Jordan decomposition consisting of blocks of size 1 or 2, and hence V is a direct sum of the corresponding s-stable subgroups of order 2 or 4. In each case, it follows that V has a s-stable subgroup of order p and a s-stable homomorphic image of order p. Now let the group G and s be as given. If ZðGÞ 0 1, then s acts on W 1 ðZðGÞÞ, the set of elements of ZðGÞ of order 1 or p, and hence there exists a s-stable subgroup Z J ZðGÞ of prime order p. By assumption, G=Z is abelian, and therefore G is nilpotent of class 2 with commutator subgroup G 0 ¼ Z. Indeed, since all Sylow subgroups of G are characteristic, the minimal nature of G clearly implies that G is a p-group. Furthermore, s acts on the Frattini quotient G=FðGÞ, a nontrivial elementary abelian p-group, so we know that the latter has a s-stable subgroup of index p. Thus G has a s-stable subgroup H of index p and, by assumption, H is abelian. Finally, since G ¼ hH; gi for some group element g and since jG : C G ðgÞj c jG 0 j ¼ p, we see that H V C G ðgÞ has index at most p 2 in G. But H V C G ðgÞ is clearly central in G, and consequently G has the structure described in (i).
We can now assume that ZðGÞ ¼ 1 and hence that G is not nilpotent. We first show that G has a nonidentity normal abelian Sylow q-subgroup A. To start with, choose a nonidentity Sylow r-subgroup R having an odd number of conjugates. Indeed, if jGj is even, we just take R to be a Sylow 2-subgroup, while if jGj is odd, then we can choose any R since the index jG : N G ðRÞj divides jGj. Now s permutes the conjugates of R and since s 2 ¼ 1, it follows that s must stabilize at least one such conjugate. In particular, we can assume that s stabilizes R. Of course, R is abelian since it is a proper subgroup of G and, if R p G, we can take A ¼ R. On the other hand, if R is not normal, then N G ðRÞ is a proper s-stable subgroup of G and hence N G ðRÞ is abelian. In other words, R is in the center of its normalizer, so a result of Burnside (see [11, Theorem 6.2.9] ) implies that G has a normal r-complement S. But S 0 1 is a characteristic Hall subgroup of G, and S is abelian by the minimality of G. In this case, we can take A to be any nonidentity Sylow subgroup of S.
Obviously, A is characteristic and hence s-stable. Thus G=A is abelian of order prime to q and, since ZðGÞ ¼ 1, A cannot be central in the inverse images in G of all the Sylow subgroups of G=A. Since these inverse images are all characteristic in G, they are s-stable, and the minimality of G implies that G must equal one of these. Thus G ¼ A z P, where P is a nonidentity Sylow p-subgroup that acts nontrivially on A. Of course, P G G=A is abelian and, since C P ðAÞ is clearly central in G, we conclude that P acts faithfully on A. Thus G=A acts faithfully on A. Now s acts on W 1 ðG=AÞ, and hence it stabilizes a subgroup of G=A of order p. Since this subgroup corresponds to a nonabelian s-stable subgroup of G, we conclude that jG=Aj ¼ p and therefore that P ¼ X is cyclic of order p. Finally, since X acts faithfully on A, it acts faithfully on the Frattini quotient A=FðAÞ by [11, Theorem 7.3.12] . But then G=FðAÞ is nonabelian, so FðAÞ ¼ 1 by the minimality of G, and hence G has the structure described in (ii). r Obviously much more can be said about the above groups. For example, if G is described as in (i), then Z must be the unique s-stable subgroup of order p in V ¼ W 1 ðZðGÞÞ. In particular, if p is odd, then V has order p and hence ZðGÞ is cyclic. On the other hand, if p ¼ 2, then s can have at most one Jordan block in its action of V , and hence ZðGÞ is either cyclic or the direct product of two cyclic subgroups. Of course, if G ¼ A z X is as in (ii) and if jGj is odd, then A has no proper subgroup that is both X -stable and s-stable.
Some examples
In this section, we consider some examples of interest, and we start with the alternating and symmetric groups. Since the automorphisms of the latter groups are well understood, we have the following easy consequence of the preceding corollaries.
Example 2.1. Let G ¼ Alt n or Sym n and assume that G is nonabelian. If Ã is an involution of G extended to the integral group ring Z½G, then there exists a bicyclic unit
Proof. Since G is a nonabelian alternating or symmetric group, it is clearly not Dedekind. Now write Ã as in Lemma 1. [5] following Theorem 2.11). Furthermore, for any such s, C S ðsÞ has order 20 and hence it must be the normalizer in S of a Sylow 5-subgroup. Since G ¼ S or A, it follows that C G ðsÞ contains the normalizer in A of a Sylow 5-subgroup, and such groups are isomorphic to the dihedral group of order 10. In particular, C G ðsÞ is not a Dedekind group, and Lemma 1.8 implies that Z½G contains a free bicyclic pair ðu; u Ã Þ. This completes the proof. r A finite p-group P is said to be extra-special if ZðPÞ ¼ P 0 has order p. Here, of course, Z ¼ ZðPÞ is the center of P, and P 0 is the commutator subgroup. Such groups can be described as a finite direct product of nonabelian groups of order p 3 with their centers identified. Indeed, there are just two isomorphism classes of such groups for any fixed order p 2nþ1 . If p is odd, we can take all but one of the n direct factors to be nonabelian p-group of order p 3 and exponent p, while the last factor has exponent either p or p 2 . When p ¼ 2, we can take all but one of the n direct factors to be the dihedral group D 8 of order 8, while the last factor is either dihedral D 8 or quaternion Q 8 .
It is easy to see that all such groups admit automorphisms s of order 2 that invert P=Z, that is, act like the inverse map on this abelian quotient group. In particular, such groups admit involutions Ã that act like the identity on P=Z. We now consider whether the integral group ring Z½P has a bicyclic unit u with ðu; u Ã Þ being a free pair. As we will see, this can only occur when p ¼ 2 and with some restrictions on P.
Example 2.2. Let p be an odd prime and let P be an extra-special p-group with center Z. If
Ã is an involution of P that is the identity on P=Z, then Z½P has no free bicyclic pairs ðu; u Ã Þ. 
using the fact thatĈ C is central and ð1 À bÞĈ C ¼ 0. Now, for any integer i, we have 
using the fact that z A C. As in the previous case, we can now show that ðu Ã Þ i u i commutes with ðu Ã Þ j u j for all integers i, j, and hence ðu; u Ã Þ is not a free pair. r
Now we turn to extra-special 2-groups P with the same sort of involution. Here, it is a simple matter, using Lemma 1.8, to show that if jPj > 32, then Z½P has a bicyclic unit u with ðu; u Ã Þ a free pair. However, to handle the additional few groups of small order, we seem to require certain computations similar to those of the preceding example. Indeed, we start with Lemma 2.3. Let P be an extra-special 2-group with center Z and let Ã be an involution of P that is the identity on P=Z. Then Z½P has a bicyclic unit u with ðu; u Ã Þ a free pair if and only if P has a noncentral element b of order 2 with b ¼ b Ã .
Proof. We know that P has exponent 4 and that any cyclic subgroup of order 4 is normal. Thus nontrivial bicyclic units must be based on noncentral elements of order 2. Let b A P be such an element, set B ¼ hbi and consider m ¼ ð1 À bÞaB B ¼ ð1 À bÞað1 þ bÞ for some a B C P ðbÞ ¼ N P ðhbiÞ:
Furthermore, since ð1 þ bÞð1 þ bzÞ ¼Ĉ C, where C is the normal subgroup of order 4 generated by b and z, we have
using the fact thatĈ C is central and b A C. As in the previous example, this implies that ð1 þ m; 1 þ m Ã Þ is not a free pair. On the other hand, suppose that b Ã ¼ b. Then a Ã ¼ at for some t A Z and a À1 ba ¼ bz, so we have Example 2.4. Let P be an extra-special 2-group with center Z and let Ã be an involution of P that is the identity on P=Z. Then Z½P has a bicyclic unit u with ðu; u Ã Þ a free pair unless jPj ¼ 8 and Ã moves all noncentral elements of order 2.
Proof. Write Ã equal to the automorphism s followed by the inverse map. Since P=Z is elementary abelian, it follows that s acts like the identity on this quotient. Furthermore, if we define l : P ! Z by g s ¼ glðgÞ for all g A P, then it is easy to see that l is a homomorphism. If C is the kernel of l, then C has index at most jZj ¼ 2 in P, and C ¼ C P ðsÞ.
If C contains a noncentral element of P of order 2, then this element is fixed by the involution Ã , and hence it gives rise to a free pair ðu; u Ã Þ by the previous lemma. If this does not occur, then C has a unique element of order 2, so C is cyclic or quaternion and hence jCj c 8 since P has exponent 4. Thus jPj c 16 and, since P is extraspecial, we must have jPj ¼ 8. In other words, P G D 8 or Q 8 , and Lemma 2.3 yields the result. r
Of course, Z½Q 8 has no nontrivial bicyclic unit. Furthermore, if P G D 8 , then the involution Ã moves all noncentral elements of order 2 if and only if Ã is conjugation by either element of order 4 followed by the inverse map. In particular, the latter involution is uniquely determined.
Next, we consider the groups that appear in Lemma 1.12 (ii).
Example 2.5. Let G ¼ A z X be a finite group, where A is a normal elementary abelian q-subgroup for some prime q and where X ¼ hxi is cyclic of prime order p 0 q. Suppose that ZðGÞ ¼ 1 and that G admits an involution Ã . Then Z½G has a free bicyclic pair ðu; u Ã Þ unless possibly when jGj is odd, Ã is the inverse map on G=A, and there exists 1 0 a A A with a Ã ¼ a and hai p G.
Proof. As usual, we write Ã as an automorphism s followed by the inverse map. If s is the identity, then free bicyclic pairs ðu; u Ã Þ exist by Corollary 1.7. Thus, we can assume that s 0 1. Since ZðGÞ ¼ 1, it follows that X acts in a fixed-point-free manner on A and hence G is a Frobenius group. In particular, all elements of GnA have order p. Of course, A is characteristic in G, so s acts on both A and G=A.
Suppose first that p ¼ 2. Since there are an odd number of Sylow 2-subgroups of G, there exists a subgroup X ¼ hxi of G of order 2 that is s-stable. Clearly x s ¼ x and x Ã ¼ x. Furthermore, since x acts in a fixed-point-free manner on A, we must have b
x ¼ b À1 for all b A A. Now s acts nontrivially on G and x s ¼ x, so s must act nontrivially on A. Hence, since q is odd, there exists 1 0 a A A with a s ¼ a À1 . Finally, the subgroup H ¼ hai z X is nonabelian and s-stable, so it su‰ces to show that Z½H contains a free bicyclic pair. But this is immediate from Corollary 1.9 since the action of s on H is clearly equal to the inner automorphism of H induced by x.
We can now assume that p > 2 and, since s acts on the cyclic group G=A of order p, there are two distinct possibilities. Namely, either s is the identity on this quotient or it is the inverse map. We consider the latter case first, that is, we assume that s is the inverse map and Ã is the identity on G=A. We first show that Ã cannot fix all elements of GnA. Indeed, if this is the case, let y A GnA and a A A be arbitrary. It remains to assume that s acts trivially on G=A so that Ã is the inverse map on this quotient, and here we consider the cases q ¼ 2 and q odd separately. We suppose first that q ¼ 2. Since s 0 1 and since G is generated by the elements of GnA, there exists an element
and these elements generate distinct cyclic groups since otherwise hci p G and then c A ZðGÞ using the fact that jhcij ¼ q ¼ 2. Thus, again, the result follows from Corollary 1.10. Finally, if q is odd, then G has an odd number of Sylow p-subgroups. Thus, we can assume that X ¼ hxi is s-stable and, since s acts trivially on G=A G X , we have
If hrr Ã i 0 hr Ã ri, then Corollary 1.10 yields an appropriate free pair. On the other hand, if hrr
We have therefore shown that Z½G has a free bicyclic pair unless possibly when jGj is odd, Ã is the inverse map on G=A, and there exists 1 0 a A A with a Ã ¼ a and hai p G. r
It is easy to check, in the remaining case above, when A is cyclic and Ã is the identity on A, that jtr m Ã mj c 2 for all bicyclic units 1 þ m A Z½G. Thus, in order to handle this one special situation, we require an alternate approach to computing the eigenvalues of m Ã m. Part (i) below is a generalization of [3, Lemma 4.4] that allows A to be cyclic. As will be apparent, we do not need the full force of this result. Indeed, we only need part (ii) which follows fairly easily from the first paragraph of the proof of (i). Lemma 2.6. Let p and q be distinct odd primes, and let hxi be a cyclic group of order p acting faithfully and irreducibly on an elementary abelian q-group A. Choose 1 0 a A A. (ii) The element a 2 is not hxi-conjugate to a 1þx j for some j ¼ 1; 2; . . . ; p À 1. pÀ1 are all hxiconjugate. Since C A ðxÞ ¼ 1, it follows that these p À 1 elements are all distinct and therefore if b A A is the pth element of this hxi-conjugacy class, then
In particular, there exists a one-to-one function f from f1; 2; . . . ; p À 1g to itself such that
A. In particular, there exists a faithful irreducible submodule A 1 J A, and we set
Ã -stable and ZðG 1 Þ ¼ 1, so we can replace G by G 1 and assume that X acts faithfully and irreducibly on A. Now choose 1 0 a A A and, by part (ii) of the preceding lemma, we can find a generator x of X so that a 2 is not hxi-conjugate to a 1þx . In particular, a 2 and a 1þx are nonidentity elements belonging to di¤erent conjugacy classes of G. Now let m ¼ ð1 À x À1 ÞaX X . Since xX X ¼X X , we have x À1 aX X ¼ x À1 axX X ¼ a xX X and hence m ¼ ða À a x ÞX X . Furthermore, since Ã is the identity on A and since
X . Embed Z½G in the complex group algebra C½G and let X be a nonlinear irreducible representation of C½G with associated character w. Then, by [ 
:
It follows that XðX X Þ ¼ E is the p Â p matrix having all entries equal to 1. Since E has rank 1, we see that
has rank 0 or 1. In particular, this matrix has p À 1 eigenvalues equal to 0 and one last eigenvalue, which we denote by eðwÞ, that might also be 0. Clearly eðwÞ ¼ Tr Xðm Ã mÞ, where Tr indicates the matrix trace.
Note that E 2 ¼ pE and that Tr ED ¼ Tr D if D is a diagonal matrix. Thus, since XðAÞ is diagonal, we have
Furthermore, by definition of the character w, we have where we set g ¼ a 2 and h ¼ a 1þx .
The goal now is to show that w can be chosen with jwðgÞ À wðhÞj reasonably large. To this end, it is necessary to consider all irreducible complex characters x of G. Indeed, we use P to denote a sum over all such irreducible characters, and we let P 0 denote a sum over all nonlinear irreducible characters. We know that g; h A A ¼ G 0 , the commutator subgroup of G, so if x is a linear character of G, then xðgÞ ¼ xðhÞ ¼ 1 and xðgÞ À xðhÞ ¼ 0. Furthermore, recall that g ¼ a 2 and h ¼ a 1þx are not conjugate in G. Thus, since C G ðgÞ ¼ C G ðhÞ ¼ A, the second orthogonality character relation (see [4, Theorem 2 .18]) yields
Since each nonlinear irreducible character of G corresponds to an hxi-orbit of nonprincipal linear characters of A, the number of summands in P 0 is precisely equal to ðjAj À 1Þ=p. Thus, if w determines the largest summand in P 0 , then we have
and hence
Finally, since G is finite, m Ã m is certainly algebraic over C, and by the above, its minimal polynomial has at least one root having absolute value larger than ð2pÞ 3=2 > 14. Thus Lemma 1.2 (ii) implies that ð1 þ m; 1 þ m Ã Þ is a free pair. r
It would be nice to prove a Ã analog of Corollary 1.7, one that asserts that Z½G always has a free bicyclic pair when G is a finite non-Dedekind group. But as we have seen in Examples 2.2 and 2.4, there are p-group counter-examples to this general assertion. Thus, perhaps the best we can do here is to assume that all Sylow subgroups of G are abelian, and indeed we have Theorem 2.8. Let G be a finite nonabelian group that admits an involution Ã . If all Sylow subgroups of G are abelian, then Z½G contains a free bicyclic pair ðu; u Ã Þ.
Proof. Write Ã as s followed by the inverse map, and proceed by induction on jGj. Note that the property of having only abelian Sylow subgroups is inherited by subgroups and factor groups. If G has a proper nonabelian s-stable subgroup H or factor group G=N, then induction applies to this group of smaller order. Thus Z½H or Z½G=N has a free bicyclic pair, and hence so does Z½G by Lemma 1.11.
We can therefore assume that all proper s-stable subgroups H of G and factor groups G=N are abelian. Since G cannot be a nonabelian p-group, Lemma 1.12 implies that G is the semidirect product G ¼ A z X , where A is an elementary abelian q-group for some prime q, X is a cyclic group of prime order p 0 q, and ZðGÞ ¼ 1. But then, Example 2.5 implies that Z½G has a free bicyclic pair unless jGj is odd, Ã is the inverse map on G=A, and there exists 1 0 a A A with a Ã ¼ a and hai p G. We consider this remaining possibility. Since jGj is odd, there exists a Sylow psubgroup of G that is s-stable. In other words, we can assume that X s ¼ X and hence that X Ã ¼ X . With this, if A 1 ¼ hai, then we see that A 1 z X is a s-stable subgroup of G, and it is nonabelian since a B ZðGÞ. The minimality of G now implies that G ¼ A 1 z X and hence that A ¼ A 1 ¼ hai. But a Ã ¼ a, so we conclude that Ã is the identity on A, and Example 2.7 yields the result. r
Left and right bicyclic units
Because of the presence of the involution Ã , the types of bicyclic units that were considered in the previous sections are really right-left symmetric. By this, we mean that
On the other hand, there are papers like [1] that seem to consider both types of bicyclic units, and one wonders whether this is really necessary. In other words, is it possible that every left bicyclic unit 1 þ ð1 À bÞaB B is also a right bicyclic unit 1 þĈ Cdð1 À cÞ, and vice versa? As we will see below, this is not always the case. Indeed, if this property occurs, then G is necessarily nilpotent and quite possibly G must have small nilpotence degree.
In this section, we work in group algebras K½G over a field K. We start with the following presumably well-known result.
Lemma 3.1. Let C be a finite cyclic group and let y : C ! C be an epimorphism. If c is a generator of the cyclic group C, then there exists a generator c of C with yðcÞ ¼ c.
Of course, yðc p Þ is a generator of C p , and it is possible that some C p are trivial. Now let c be a generator of C. p , then c is certainly a generator of C, since p F a p , and
With this, we o¤er a su‰cient condition for a left bicyclic unit to also be a right bicyclic unit. Since the plus 1 part of the formula is the same in both the right and left expressions, we just consider the square zero part. 
Now H ¼ XX a and x a generates X a , so we see that the image of x a generates the cyclic group H=X . But H ¼ XY , so H=X G Y =ðX V Y Þ, and it follows from the preceding lemma that there exists a generator y of Y that maps to the image of x a . In other words, x a A Xy, so x a ¼ x j y for some x j A X . With this, we havê
as required. r
Since axa À1 generates Y ¼ aXa À1 in the above, it is tempting to think that we can take y to be x a À1 . However, this is not the case in general. Indeed, consider the following example, where we take H ¼ XX a to be an abelian direct product and where we use a mixture of additive and multiplicative notation. Proof. Note that x and x a correspond to the row vectors ½1 0 and ½0 1, respectively. Furthermore, the action of a À1 is given by the matrix Proof. If a normalizes X , then the conclusion is clearly satisfied, so it su‰ces to assume that this is not the case. Since ð1 À yÞŶ Y ¼ 0, we have ð1 À yÞð1 À xÞaX X ¼ 0 and hence aX X þ yxaX X ¼ xaX X þ yaX X :
Note that the support of aX X is aX and all group elements occur with coe‰cient 1. Therefore all group elements of aX occur in the above left-hand side with coe‰cient 1 or 2 and, since char K 0 2, they must occur on the right. But a does not normalize X , so aX 0 xaX , and we conclude that aX ¼ yaX . Thus, y a ¼ a À1 ya A X and oðyÞ c oðxÞ. By symmetry, oðxÞ c oð yÞ, so the two elements have the same order. It follows that a À1 Ya ¼ X , so we have Y ¼ X Proof. By the previous theorem, the hypothesis guarantees that all cyclic subgroups X of G are normalized by all their conjugates X a . Thus, if X G denotes the normal closure of X in G, then X p X G p G, and every cyclic subgroup of G is subnormal. It follows that every subgroup of G is subnormal, so normalizers grow in G, and consequently G is nilpotent. r
We should point out that there are nonabelian groups that satisfy the grouptheoretic conditions of Theorem 3.5, namely that X p XX a p XX a A, for all cyclic subgroups X ¼ hxi and A ¼ hai. Indeed, suppose that G is any nilpotent group of class 2, so that G 0 J ZðGÞ. Then x À1 a À1 xa ¼ ½x; a ¼ z A ZðGÞ, so x a ¼ a À1 xa ¼ xz commutes with x, and hence X p XX a . Furthermore, since a commutes with z, it follows easily that x a i ¼ xz i for all integer exponents i, and therefore XX a ¼ hx; zi is normalized by A.
Conversely, we already know by Corollary 3.6 that if these group-theoretic conditions are satisfied for all X and a, then G must be nilpotent. In fact, it is possible that when G is a p-group with p su‰ciently large, that the nilpotence class of G is forced to be reasonably small. For example, suppose that for each X and a A G, we have X a ¼ X or X a V X ¼ 1, which of course occurs when G has exponent p. Then X p XX a implies that X a p ðXX a Þ a ¼ XX a , and hence either XX a ¼ X or XX a G X Â X a . In particular, XX a is always abelian, and thus x commutes with a À1 x À1 a Á x ¼ ½a; x. In other words, G satisfies the Engel condition ½a; x; x ¼ 1 for all a; x A G, and a result of Levi (see [10, Theorem VI.8 .c]) implies that G has nilpotence class at most 3. Indeed, if p 0 3, then G has class at most 2.
More generally, if we just know that X and X a are normal in XX a , then the factor group XX a =ðX V X a Þ is abelian, so ½a; x; x A X V X a . Consequently, G satisfies the Engel condition ½a; x; x; x ¼ 1 for all a; x A G.
