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Abstract
We demonstrate a new method for projective single-shot measurement of two electron spin
states (singlet versus triplet) in an array of gate-defined lateral quantum dots in GaAs. The
measurement has very high fidelity and is robust with respect to electric and magnetic fluctuations
in the environment. It exploits a long-lived metastable charge state, which increases both the
contrast and the duration of the charge signal distinguishing the two measurement outcomes. This
method allows us to evaluate the charge measurement error and the spin-to-charge conversion error
separately. We specify conditions under which this method can be used, and project its general
applicability to scalable quantum dot arrays in GaAs or silicon.
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Improving measurement fidelities of qubits is an important step to progress with quantum
technologies. Apart from being one of the basic constituents of quantum computation[1],
or even means to perform it[2], precise measurements of qubits are indispensable for error
correction protocols[3–5], or any feedback method in general [6]. Suppressing measurement
errors also boosts sensitivity and time resolution of sensors[7, 8] and, by allowing the ma-
nipulations to be performed with less averaging and thus faster, can directly enhance the
qubit quality factor[9, 10].
For spin qubits in gate-defined quantum dots, which are among prime candidates to
realize scalable qubits in solid state [11–13], the first single-shot measurements of a spin-half
qubit exploited the spin-dependent energy and tunnel rate and reached fidelities around
80-90%[14, 15]. Later, the development of the rf-reflectometry technique[16] permitted to
use the Pauli spin blockade [17, 18] for a single-shot measurement of a singlet-triplet qubit
in double quantum dots with 90% fidelity[19]. This was further advanced by optimizing the
charge sensor sensitivity[20] up to the recent value of 98% reported in Ref. [9].
Despite the impressive progress, quantum dot spin qubits have been falling short in this
respect to other systems, most notably those based on nuclear spins of impurities accessed
electrically [21] or optically [22]. To further increase fidelity is not easy, as the signal-
to-noise ratio of the charge sensor is limited by the electrical noise in the measurement
circuitry and the short lifetime of the spin-blockade state. The latter issue becomes even
more serious in the presence of a micromagnet-induced field gradient, which is necessary for
fast [23] and addressable [24] spin manipulations. More importantly, the lifetime of the state
being detected is sensitive to both electric and magnetic disturbances, which can drastically
degrade the measurement fidelity [25].
Here we implement a single-shot measurement distinguishing two-electron spin states
(singlet S versus spin-unpolarized triplet T0) inside a quantum dot array with 99.5% fidelity.
It relies on the Pauli spin blockade, but using a different spin to charge conversion, first
identified in Ref. [26]. We find that the method leads to a substantial fidelity boost and
is robust with respect to environmental fluctuations, both magnetic and electric. This
demonstrates that electronic spin qubits can reach measurement fidelities comparable to
the highest achieved in solid state, and above the threshold for fault-tolerant quantum
computing[5, 27], without sacrificing their essential advantages of speed [28] and scalability
[29, 30]. Furthermore, the high-fidelity measurement allows us to unravel the underlying
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FIG. 1. (a) SEM micrograph of a device similar to the one measured. An array of quantum dots
is fabricated with the proximal charge sensor and a top cobalt micromagnet layer (orange-shaded
area). The dot Q1 (dashed white circle) is idle and singly occupied throughout the measurement,
while the spin pair in Q2 and Q3 (filled white circles) is measured. The fourth dot is not used.
(b) Charge stability diagram around the (111)-(102) transition, taken with the application of the
I/O/M pulse cycles shown in the inset. The positions of the initialization (I), operation (O), and
measurement (M, R) configurations are denoted by circles along with the detuning axis ε. The
main panel shows VCDS = VM − Vref, the difference of the charge sensor signal before (Vref) and
after (VM) pulsing to O to cancel out the slow drift and the smooth landscape of the background
signal. (c) Energy spectrum (solid lines) as a function of ε for the states labeled according to
their charge and spin. The dotted arrows show transitions upon gate pulses and the system can
make relaxations (solid arrows) with the corresponding rates labeled during each step. (d) Energy
configurations in each pulse step.
mechanism of the spin-to-charge conversion error, which is generally present but has been
obscured in spin-blockade measurement.
The device is a gate-defined array of quantum dots fabricated on a GaAs/AlGaAs het-
erostructure with a charge sensor and a cobalt micromagnet on the top, as shown in Fig. 1(a).
It was placed in a dilution refrigerator with a base temperature of ∼ 20 mK and an in-plane
magnetic field of Bext = 0.7 T was applied. The three left-most dots (Q1-Q3) are used, while
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the gate electrodes for the fourth dot are grounded. The dot Q1 is kept singly occupied and
decoupled from the rest by a high tunneling barrier throughout the experiment. Figure
1(b) shows the relevant part of the charge stability diagram taken as a function of DC gate
voltages on P1 and P3, with applying the voltage pulse cycles of the shape shown in the
inset. The high-fidelity measurement of the spin states is realized in the bright triangular
region shown in Fig. 1b by using the metastable (112) charge state, as discussed later in
detail. The energy spectrum along the black line with an arrow (parameterized by ε, the
detuning energy between Q1 and Q3) is given in Fig. 1(c).
The standard single-shot measurement based on the spin blockade works as follows. A
gate voltage pulse is applied to alternate between (102) and (111) charge configurations,
denoted in Fig. 1(b) and (c) by R and O, respectively. Waiting in R (reset), the system
relaxes into its ground state |σ1S3〉, meaning the first dot contains an electron with spin σ1,
the second dot is empty and the third dot is occupied by the singlet. Pulsing from here
to O (operation), the system starts singlet (S)-triplet (T0) precession. Here S and T0 are
coherent superpositions of two system eigenstates, |σ1 ↑2↓3〉 and |σ1 ↓2↑3〉, split in energy
according to the gradient of the micromagnet field ∆B23. The precession, represented in
Fig.1(c) by an orange circular arrow, is ended by pulsing back to R. It converts the spin to
charge information, because S goes adiabatically (in the nanosecond ramp time determined
by the circuit bandwidth) over to (102), while T0 will remain in (111) until it decays to
(102) by a nearest-neighbor hopping. Since the latter transition requires a change of the
spin, it is slow enough (typically microseconds) such that the charge sensor can distinguish
(111) from (102) and thus the single-shot spin measurement is accomplished.
The measured histogram of the charge sensor signal integrated over time tM = 4µs after
pulsing into R is plotted in Fig 2(a). It is well fitted by assuming that it originates from
two discrete values VT and VS, assigned to (111) and (102), smeared by the Gaussian noise
of the charge sensor [19]. While integrating the signal longer averages out the noise, it also
leads to an overall shift of the signal towards VS, because of the finite lifetime of (111), T1.
The latter can be found from the time dependence of the mean value of the sensor signal.
This is plotted in Fig. 2(c), and an exponential fit gives T1 ≈ 9µs. Therefore, there is an
optimal integration time tM and a threshold voltage Vth which maximizes the contrast by
minimizing the overlap of the two Gaussian-like distributions forming the histogram. This
overlap is the infidelity (one minus the fidelity) of the specific charge measurement, being
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the measure of the reliability with which one can discriminate the system being initially in
(111) versus (102). For the data plotted in Fig. 2(a) the fidelity is 83.8± 0.8%.
Once the (102)/(111) charge state is identified, it is interpreted as the spin singlet/triplet
measurement outcome. However, we stress that the fidelities of the charge and spin mea-
surement are not identical, since the spin measurement fidelity is further diminished by the
fidelity of the spin to charge conversion. Our measurement scheme explained below signif-
icantly improves the charge measurement fidelity. Its robustness against the magnetic and
electric fluctuations also allows us to separately analyze the spin measurement fidelity as
discussed below.
The high-fidelity single-shot measurement is performed at the readout point M inside
the bright triangular region shown in Fig. 1(b), by taking advantage of the presence of an
excited, additionally charged, state (112). As shown in Fig. 1(c), the energy of this state is
below that of (111) at M. Upon applying the measurement pulse from O, the singlet goes over
to (102) as before, but the charge sequence for a triplet changes. It first loads (with a fast
rate τ−1r ) an additional electron from the lead into Q3, going to (112), before relaxing (with
a slow rate T−1112) to the system ground state (102). This has two decisive advantages. First,
the charge states to be distinguished differ by the total number of electrons in the system
[(102) versus (112)] and not just by their position [(102) versus (111)], which gives a larger
signal contrast. Second, the lifetime of the metastable state is longer, which diminishes the
shift of the triplet signal due to the relaxation in a given integration time[31].
The resulting improvement is clearly visible from the histogram in Fig. 2(b), the analog of
Fig. 2(a), with fidelity 99.68± 0.06%. The fidelity boost is possible because of the hierarchy
of the relaxation times, T112  T1  τr, which is easily realized in quantum dot arrays.
The lifetime of (112), T112, is large [0.7 ms here, see Fig. 2(d)], because the relaxation from
(112) to (102) requires to remove an electron from a dot without a direct access to a lead, a
next nearest-neighbor tunneling. On the other hand, the relaxation of the triplet in (111) to
the singlet in (102) is caused by a nearest-neighbor tunneling accompanied by spin mixing,
resulting in T1 ≈ 9µs [see Fig. 2(c)]. Finally, since the loading of an extra electron from a
lead to Q3 is blocked by neither spin nor charge, τr is the smallest. The value of τ
−1
r is well
above the measurement bandwidth of the charge sensor such that τ−1r  10 MHz, and we
expect τ−1r to be equal to the Q3-lead tunnel rate, which can easily reach 100 MHz[32].
The infidelity of the charge measurement is of the order of the small ratios τr/T1 and
5
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FIG. 2. (a-b) Histograms of the single-shot signals in configuration (a) R ((111) readout; VS =
158.5 mV, VT = 171.7 mV) and (b) M ((112) readout; VS = 157.9 mV, VT = 177.7 mV). Thin solid
lines show Gaussian distributions for S and T0 that would have been observed if no relaxation
occurred. Dashed vertical lines show the threshold voltages. (c-e) Waiting time dependence of
the mean signal VM at (c) R (d) M, and (e) I. The values of VM differ from those in (a-b) due
to the change of the charge sensor condition. The curves are fits to A + B exp(−t/T ) with the
corresponding relaxation time T given in each panel.
tM/T112. Since we estimate τr/T1 < 10
−3 and tM/T112 ≈ 5 × 10−3, the latter dominates
the infidelity in the present setup. Employing the theory developed in Ref. [19] allows—
from a fit to the histogram—to both evaluate the fidelity and optimize it by choosing the
proper integration time tM and the threshold voltage [denoted by vertical dashed lines in
Fig. 2(a),(b)] used to assign the binary result. This is how we arrived at the value 99.68%,
and dependence of the maximal fidelity on the metastable state lifetime is further illus-
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trated in the Supplemental Material (SM)[33]. More importantly, the condition τr/T1  1
makes the measurement fidelity insensitive to modest variations of T1 due to fluctuations
of the Overhauser field and electrostatic potential[25]. This insensitivity to T1 makes our
measurement robust throughout a long-term experimental run, which is a major advantage.
Despite the long lifetime of (112), one can perform the spin initialization by inserting
an additional pulse step positioned at I in Fig. 1(b). This takes advantage of the increased
efficiency of the relaxation at the degeneracy of (112) with (111)[34], which is visible as the
bright line (larger signal) along the edge of the triangular readout region in Fig. 1(b). The
corresponding relaxation time is fitted to Tinit ≈ 3 µs from the data shown in Fig. 2e, being
more than three times smaller than T1.
To evaluate the fidelity of spin measurement, however, one has to consider additional
errors arising in its conversion to charge by pulsing from O to M. The high-fidelity charge
measurement developed here allows us to study this effect separately. The dominant source
of errors is the deviation from the pulse being perfectly adiabatic with respect to (111) and
(102) singlet-singlet anticrossing. Using the Landau-Zener formula, the probability to move
through a state crossing non-adiabatically would give this error as
pn ∼ exp
(
−2pit
2
c
~∆
∆t
)
, (1)
where 2tc is the energy splitting at the anticrossing, and ∆ is the change of the energy
difference of the crossing states during the pulse time ∆t. Additional errors, such as photon-
assisted charging, spin decay by co-tunneling, or spin relaxation by phonon-emission are,
first, not specific to the measurement pulse, and, second, we find these negligible compared
to pn based on estimates given in SM[33].
Instead of estimating pn from Eq. (1), we directly measure it. To this end, we set up a
rate-equation model (see section II of SM[33]) for the previously described I→O→M cycle
and derive
PS(t) = a+
v
2
e−(t/T
∗
2 )
2
cos(ωt+ φ) + c e−Γt, (2)
as the probability to measure signal ‘S’ after the S-T0 precession with an angular frequency
ω for a duration t, with φ an additional phase shift and T ∗2 the ensemble dephasing time.
The idea is that the same non-adiabaticity as the one causing the error in the spin to charge
conversion, pn, results in errorneous initialization to the excited (102) state rather than the
(111) singlet state at O [see Fig. 3(a)]. If this excited state lifetime 1/Γ is relatively long, as
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FIG. 3. (a) Schematics of the transition through the singlet S-S3 (black lines) anticrossing. The
blue horizontal line is the energy of the (111) triplet T0. Notation similar to Fig. 1 is used. (b)
Signal oscillation observed in the I→O→M cycle. (c) The probability pn as a function of the pulse
ramp time ∆t. A solid line is the fit according to Eq. (1) written in form exp(−t/t0), which gives
t0 = 1.16 ns. The inset shows the random fluctuation of ω in the course of measurement. (d) The
values of the phase shift φfit obtained from the fit with Eq. (2) versus the values φcalc calculated
from pn, Γ, ω, and ∆t using the theoretical model (see SM[33]).
is the case here, the imperfect initialization is directly visible as an exponentially decaying
signal downshift by c ∝ pn, described by the last term in Eq. (2).
Before discussing the other terms of Eq. (2), Fig. 3(b) shows an exemplary data set,
together with the fit according to Eq. (2). The downshift of the oscillating signal with
t is apparent and allows us to extract pn and Γ. The fit results in Γ = 13.8 ± 4.5 MHz
which complies very well with a microscopic model of the quantum dot (see SM). As shown
in Fig. 3(c), we find that pn is suppressed substantially by slowing down the pulse ramp
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between O and M. The observed dependence on the pulse ramp time ∆t follows the scaling
suggested by Eq. (1). By suppressing the non-adiabaticity error to the value fitted for
∆t = 8 ns to be pn ≈ 2 × 10−3, we arrive at the spin measurement fidelity of 99.5%, with
the 0.2% error of the spin to charge transfer[35] and 0.3% error of the charge readout. This
constitutes our main result.
We now turn to the remaining parameters of Eq. (2). Figure 3(d) shows the fitted phase
shift φ. We find that it is dominated by the phase acquired during the pulse ramp time of
∆t, rather than by a contribution from pn, and therefore does not allow us to independently
estimate pn. Similarly, we find that the values of the offset a and the visibility v are much
more susceptible to noise and therefore not reliable to estimate other parameters involved in
the model, especially the initialization fidelities into various possible states during waiting
at I (see SM). We believe this is because of the Overhauser field fluctuations. We take them
partially into account in Eq. (2) by introducing the dephasing time T ∗2 , appropriate for weak
Gaussian noise in ω. However, short acquisition times which we employ to prolong T ∗2 [10],
at the same time lead to these fluctuations varying non-uniformly over different, or even
during, measurements. These fluctuations are not weak, as we estimate that the magnetic
field gradient can be sometimes as small as the exchange coupling due to the fluctuations.
This leads to changes of the precession axis direction and additional initialization errors[36],
which our model resulting in Eq. (2) does not take into account.
We would like to make several comments now. First, metastable states such as the one
used here are a typical feature found in quantum dot arrays. Second, the presented method
is applicable to larger arrays without extensive tuning of the tunnel rates. Third, we stress
that the measurement fidelity is stable with respect to the variation of the Overhauser field,
which here leads to variations of the precession frequency. Despite the variation of ω/2pi
in a wide range of 35-95 MHz in the course of the measurement as shown in the inset of
Fig. 3(c), we did not find any apparent effects on the histogram in Fig. 2(b). Third, the very
long lifetime of the metastable state would enable sequential readout of many spins using
a switch matrix and a single transmission line[37], which will be an important technical
simplification of the circuitry for large-scale quantum computing. With spin measurement
fidelities achieved here, we estimate that 19 qubits can be read out with the fidelity above
90%[33]. Finally, we suppose that it will be possible to increase the measurement fidelity
much further by tuning the dot parameters, especially the dot-dot and dot-lead tunnel rates,
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that are not extensively optimized in this work.
Before concluding, let us discuss the results presented here from a broader view. Even
though we believe that the achieved high fidelity characterizes the measurement of the spin
(and not just a charge), it cannot be strictly proven unless the fidelities in other parts of the
experiment—spin initialization and manipulation—are higher than, or at least comparable
to, the measurement fidelity[38]. The whole cycle as we do here is aimed at observing
the S-T0 oscillations. The qubit initialization, coherent rotation and measurement, taken
all together can be regarded as a quantum algorithm, perhaps the most simple one. The
overall precision of this specific algorithm is revealed by the visibility of the oscillations,
to which imperfections of all parts contribute. Interestingly, we observe a non-monotonic
change of the visibility v upon suppressing the measurement errors (see SM), suggesting that
fidelities of these other parts are influenced upon changing the pulse time [39]. Nevertheless,
a precise measurement is the first requirement for being able to characterize and confirm
the suppression of these imperfections, for which many methods have been suggested.
In conclusion, we reached 99.5% fidelity of the single-shot spin measurement in a quantum
dot array using a metastable state for the charge readout. It has two advantages, a stronger
and a longer lived charge signal corresponding to the two possible measurement results.
Requirements for using this method are simple, and we therefore find it generally suited for
scalable structures of gate-defined quantum dots in GaAs as well as Si. The high-fidelity
measurement will bring the spin qubit platform closer to the error-correction threshold and
serve as a useful tool for distant quantum communications in which projection measurement
onto a ‘Bell basis’ is essential.
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