Analyzing longitudinal dyadic data is a challenging task due to the complicated correlations from repeated measurements and within-dyad interdependence, as well as potentially informative (or non-ignorable) missing data. We propose a dyadic shared-parameter model to analyze longitudinal dyadic data with ordinal outcomes and informative intermittent missing data and dropouts. We model the longitudinal measurement process using a proportional odds model, which accommodates the within-dyad interdependence using the concept of the actor-partner interdependence effects, as well as dyad-specific random effects. We model informative dropouts and intermittent missing data using a transition model, which shares the same set of random effects as the longitudinal measurement model. We evaluate the performance of the proposed method through extensive simulation studies. As our approach relies on some untestable assumptions on the missing data mechanism, we perform sensitivity analyses to evaluate how the analysis results change when the missing data mechanism is misspecified. We demonstrate our method using a longitudinal dyadic study of metastatic breast cancer.
Introduction
Dyadic data are collected from pairs of individuals (i.e. dyad), such as married couples, siblings, co-workers, and twins. The two members of a dyad are emotionally or behaviorally related because of sharing common genetic or/ and environmental qualities. For instance, measures of marital happiness among married couples are likely to be interdependent, and one spouse's happiness strongly influences the happiness of the other. 1, 2 In econometric and psychometric literature, peer effects, i.e. generalized form of dyadic interdependence, are frequently assumed in this context. 3, 4 In this context, dyadic studies have put great emphasis on understanding the interdependence between the two members within a dyad.
This article is motivated by a longitudinal dyadic study that investigated depression in patients with metastatic breast cancer (MBC) and their spouses. 5 For MBC patients, the spouse's support is one of the most important resources for coping with stress and depression, and a satisfactory spousal relationship shows association with lower levels of distress. 6, 7 One of the primary objectives of the study was to characterize the level of depression among MBC patients and their spouses in relation to chronic psychological stress or physical pain, and to understand the dyadic interplay between MBC patients and their spouses. As such, better understanding the spousal interaction is critical for the future development of couple-based interventions that help MBC patients and their partners to manage depression.
The study initially proposed to recruit 334 participants (167 couples) at baseline, based on the identification of female patients who were initiating treatment for metastatic breast cancer using medical chart review during routine clinic visits. Project staff approached patients who had initiated treatment for metastatic breast cancer and asked them to sign the consent form for study participation. Patients who agreed to participate in the study were asked to complete a study questionnaire. With the patient's consent, spousal information was also gathered. The same questionnaire was administered again at three and six months after the baseline measurement. The questionnaire included questions regarding psychological functioning and the depression levels of the patient and spouse. Based on the Center for Epidemiology Studies Depression Scale (CES-D), depression is categorized into three levels: no depression, mild depression, and major depression, for the ease of interpretation. 8 During the collection of data for the study, numerous dropouts occurred and data were missed intermittently (i.e. patients returned to the clinic for measurements after missing some visits before the end of the study). At baseline, data assessing the severity of depression were collected for 167 couples. After three months, 108 couples remained in the study; and at six months, only 91 couples completed the study; 16 patients and 15 spouses who had not attended the assessment at three months came back to the clinic to provide data at six months. The numbers of observations at each visit are summarized in Table 1 . The investigator worried that the dropouts and intermittent data missingness might have been related to the change of the level of depression, and that the participants with deteriorating depression might have been more likely to miss a visit or drop out of the study. In other words, the missing data might be informative or non-ignorable. In addition, it is not clear whether the missing data mechanism might differ between patients and their spouses because the patients are directly impacted by the disease.
The analysis of such longitudinal dyadic data is challenging because of the requirement to account for both the within-dyad correlations and within-subject correlations (due to repeated measurements), as well as potentially non-ignorable dropout and intermittent missing data. Statistical analysis of longitudinal data with non-ignorable missing data has been extensively investigated in the statistical literature, including selection models, [9] [10] [11] patternmixture models, [12] [13] [14] [15] [16] [17] shared-parameter models (SPM), which can be viewed as a special case of mixed-effect selection models, 11 and the mixed-effects hybrid model. 18, 19 Comprehensive reviews on methods to handle non-ignorable missing data in longitudinal studies are provided by Little, 20, 21 Verbeke and Molenberghs, 22 Ibrahim and Molenberghs, 23 Hogan et al., 24 and Daniels and Hogan. 25 Most of these existing methods focus on conventional longitudinal data, which is characterized by mutual independence between study participants. Thus, these methods cannot be directly applied to longitudinal dyadic data, which is characterized by correlated pairs of study participants.
Several approaches have been developed to handle longitudinal dyadic data with non-ignorable dropouts. Zhang and Yuan 26 proposed a selection-model-based approach to handle non-ignorable dropouts. Ahn et al. 19 proposed a latent mixed-effect hybrid model to address non-ignorable dropouts. These two methods assume that the outcomes are normally distributed and mainly focus on dropouts without considering intermittent missing data. In this paper, we propose a dyadic shared-parameter model (DSPM) using Bayesian inference to analyze the longitudinal dyadic data, where the outcomes are ordinal and subject to potentially non-ignorable intermittent data missingness. Such an approach has practical importance for two primary reasons: (1) a large percentage of psychosocial measures are ordinal in nature and are scored on the Likert scale; and (2) intermittent missing data commonly occur in practice. In the proposed DSPM, we model the outcome process using a cumulative proportional odds model, and model the missing data process using a transition model. We then link these two processes by letting them ''share'' a set of common random effects. Under the Bayesian framework, we develop the Markov chain Monte Carlo (MCMC) algorithm to fit the DSPM and make inferences. As with all methods dealing with non-ignorable missing data, our approach makes untestable assumptions on the missing data mechanism. We conduct extensive sensitivity analyses to evaluate the performance of the proposed approach when the missing data mechanism is misspecified. In Section 2, we describe our DSPM and its three ingredients in detail. In Section 3, we introduce prior and posterior distributions. In Section 4, we compare the performance of our model with those of alternative approaches through various simulated scenarios. The application to the MBC data follows in Section 5. We conclude with a brief discussion in Section 6.
Probability model 2.1 Notation
Suppose a longitudinal dyadic study is designed to collect K repeated measurements of Y, paired ordinal outcomes, for each of n dyads. We assume that Y has L categories, i.e. Y 2 ð1, 2, . . . , LÞ. Let Y ijk denote the ordinal outcome measured at the kth time point for the jth member of dyad i, with
For example, in our study, K ¼ 3 measurements, and Y i1 and Y i2 are the response vectors for the ith dyad (MBC patient and spouse), respectively.
We here distinguish two types of missing data patterns. We call that (1) Y ijk is intermittently missing if Y ijk is missing but at least one of the later measurements ðY ij,kþ1 , . . . , Y ijK Þ is observed, that is, the participant missed the kth measurement but reappeared for later measurements; and (2) Y ijk is missing due to dropout if Y ijk and all subsequent measurements ðY ij,kþ1 , . . . , Y ijK Þ are missing, that is, the participant missed the kth measurement and never came back for later measurements. Although it could be possible that some dropouts might have reappeared subsequently if the study had continued beyond K measurements, we cannot identify these subjects based on the observed data and thus we will not consider that possibility here. To this end, we define the missing data indicator D ijk as
Þ > denote the covariate matrix for the ith dyad where X ij is a vector of length p, containing the p variable measurements for the jth member of the ith dyad.
Outcome model
We model the outcome ðY i1 , Y i2 Þ for the ith dyad using the cumulative proportional odds model as follows
where l ¼ 1, . . . , L À 1; intercepts 01l and 02l satisfy 0j1 5 Á Á Á 5 0jLÀ1 , for j ¼ 1, 2; b i1 and b i2 are subject-specific random effects with corresponding design matrixes Z i1 and Z i2 , which include 1 as the first column (for random intercepts). We intentionally use negative signs before regression coefficients b 1 , b 2 , e b 1 and e b 2 such that positive values of these parameters can be intuitively interpreted as that a larger value of covariate (i.e., X) leads to a higher probability that Y falls into higher categories. The model parameters in equation (1) can be interpreted using the actor-partner interdependence (API) framework, a conceptual framework widely used in psychology and the social sciences to explain intra-dyad interdependence. 27 Under the API framework, b 1 and b 2 represent the ''actor'' effect, which describes how a participant's outcome is affected by his/her own covariates or characteristics, and e b 1 and e b 2 represent the ''partner'' effect, which describes how a participant's outcome is affected by his/her partner's covariates or characteristics. The partner effect explains within-dyad interdependence induced by measured covariates. For example, in our study, e b 1 describes how MBC patient's covariates affect her spouse's outcome. We capture the extra within-dyad interdependence that cannot be explained by the partner effect (e.g. caused by unmeasured covariates) through specifying a joint distribution of random effects b i1 and b i2 , as expressed below. There are two popular options for the ordinal responses such as a proportional odds model and a baseline-category logit model. 28 For example, when the monotone trend is not clear, the baseline-category logit model can be used by
where l ¼ 1, . . . , L À 1. In the MBC study, the cumulative logit model is chosen over the baseline-category logit model due to ordinality of the response. The further details about this choice will be discussed in Section 5.
In longitudinal dyadic data, two types of correlations need to be taken into account: the within-subject correlation derived from the repeated measurements, and the within-dyad correlation between the two members of a dyad. This can be done through specifying a joint distribution of b i1 and b i2 . We assume that b i1 and b i2 follow a multivariate normal distribution of the form
where , is a covariance matrix. In the case that b ij contains only two elements, namely a random intercept b ij0 and a random slope b ij1 , a general form of covariance , can be expressed as , ¼ j1 are the variances of the random intercept and slope, respectively, for member j, where j ¼ 1, 2. For example, with patient (j ¼ 1) and spouse (j ¼ 2) in the MBC study, there are six correlations: 1 (or 2 ) captures the correlation between random intercepts and random slopes from the patient (or spouse) in a dyad in the MBC study; 3 (or 4 ) accounts for the correlation between the patient's random intercepts and the spouse's random intercepts (or slopes), and lastly 5 (or 6 ) explains the correlation between the patient's random slopes and the spouse's random intercepts (or slopes). The latter four correlations account for within-dyad interdependence.
The multivariate normal assumption for ðb i1 , b i2 Þ can be relaxed by assuming that ðb i1 , b i2 Þ follow a multivariate t distribution, which provides more robust inference
where É is the covariance matrix and is the degree of freedom. In addition, we can also relax the homoscedastic assumption in equation (3) by letting the covariance matrix , depend on covariates X i . We demonstrate these alternative approaches in the analysis of MBC data in Section 5.
In the absence of missing data, the complete-data likelihood conditional on the random effects is given by
Þ is the vector of unknown parameters.
Transition model for intermittent data missingness and dropouts
To model the missing data process, we should account for the fact that the missing data processes for the two members of a dyad typically are correlated. If one member of a dyad misses a scheduled visit or drops out of the study, the other member tends to do so as well. On the other hand, we should also allow for the flexibility such that two members of a dyad can drop out at different times. In our motivating data, we observe that in some dyads, two members dropped out at different time points and had different patterns of intermittent data missingness. We should also account for the possibility that dropping out of a study and having intermittent missing data may be caused by different missing data mechanisms and that the two members of a dyad also may have different missing data mechanisms.
To this end, define
Þ as the transition probability from status O (observed) or I (intermittently missing data) at the ðk À 1Þ th measurement time to O at the kth measurement time, for a participant with covariates X ij and random effect b ij . Similarly, define
Þ as the transition probability from O or I to I , and define
We propose the following proportional odds transition model to describe the missing data process
where d i is the dyad-specific random effect accounting for the correlation between the two members' missing data processes, such that if one member drops out or misses a measurement, the other member tends to also drop out or miss the measurement. We assume d i $ Nðd, describes how the subject-specific random effects b ij affect the missing data process. By sharing b ij between the outcome model and the missing data model, we link the two processes together and thus account for (potentially) non-ignorable missing data. The value of f ðmÞ j , m ¼ I, D, controls the missing data mechanisms of intermittent data missingness and dropout, respectively. Specifically, when f ðIÞ j ¼ 0 (or 6 ¼ 0Þ, the intermittent data missingness is ignorable (or non-ignorable); when f ðDÞ j ¼ 0 (or 6 ¼ 0Þ, dropout is ignorable (or non-ignorable). Note that in our case, modeling the above three transition probabilities is adequate. This is because by definition, D (dropout) is an absorbing state, and thus the transition probabilities from D to other states are 0. In addition, we require that PrðD ijk ¼ DjD ij ðkÀ1Þ ¼ IÞ ¼ 0 because the intermittent data missingness, by definition, cannot be immediately followed by a dropout. Here we assume that the outcome at the first visit (i.e. baseline) is observed for all participants. To obtain reliable estimates of the transition model, a reasonable number of observations should be available for each transition (or missing data) pattern. In the MBC data, there are 27 and 25 observations with intermittent missing pattern (I ) for patients and spouses, and 97 and 98 observations with drop-out pattern (D) for patients and spouses, respectively (see Table 1 ). Our data analysis later shows that these data provide sufficient information to obtain reliable parameter estimates with reasonably wide credible intervals (see Table 2 ). In practice, with the scarcity of data in a specific missing pattern, the estimation of the missing mechanism parameters can be unstable or unidentifiable. In such a situation, one can collapse two separate missing mechanisms (ðDÞ and ðI Þ) into one missing data model that requires a less number of parameters to estimate. In doing so, one may consider an indicator variable that differentiates the two missing patterns.
Conditional on random effects b ij , the likelihood of D ij contributed by participant i of dyad j is 
Prior and posterior inference
Under the Bayesian paradigm, we assign independent vague priors to model parameters as follows
where WI v 0 ðcIÞ represents the Wishart distribution with v 0 degrees of freedom and a scale matrix cI. We assigned small constant values, 10 À6 , for v 0 and c. IGð a , b Þ denotes an inverse gamma distribution with shape parameter a and scale parameter b . In order to minimize the influence of the priors on the estimation, we set the precision q ¼ 10 À6 for normal priors Nð0, q À1 Þ and a ¼ b ¼ 10 À6 . For b 01 and b 02 , the indicator function IðÁÞ is used to ensure an appropriate ordering for intercepts. Let pðh 1 , h 2 Þ denote the above prior distributions, the posterior is given by
We sample this posterior using the Gibbs sampler with the Metropolis Hastings algorithm. Details of the Gibbs sampler are provided in Supplementary Materials.
Simulation
We conducted a simulation study to compare the performance of the proposed DSPM with that of a dyadic generalized linear mixed model (DGMM) given by equations (1) and (2) . The DGMM is a simplified version of the DSPM by ignoring the missing data process. For the purpose of comparison, we also implemented a beforedeletion version of the DGMM (denoted as DGMM-BD), i.e. fitting the DGMM based on the complete data before deleting the missing data. Although the DGMM-BD is not available in practice, it provides a benchmark for evaluating the DSPM and DGMM in a simulation study. Lastly, to appreciate the importance of accounting for the within-dyad interdependence, we also fit a standard generalized linear mixed model before deleting the missing data (denoted as GMM-BD), which is the same as the DGMM-BD except that GMM-BD assumes that b i1 and b i2 are independent. The comparison between the GMM-BD and DGMM-BD informs us of the consequence of ignoring the within-dyad interdependence.
We assumed n ¼ 200 dyadic pairs and that the ordinal outcome Y ijk ð¼ 1, 2, 3, or 4) was repeatedly measured over four time points (i.e., Z ij ¼ 1, 2, 3, or 4). We considered a single covariate X 1 for the first member and X 2 for the second member, both of which were simulated from N(1, 1). We simulated the outcome Y ijk based on the outcome process model (1) 
We considered eight scenarios with different types of missing data mechanism, among which the first six are defined based on transition model (5 (Sc. 7) Both dropout and intermittent missing data are non-ignorable, but the probability of missingness directly depends on the unobserved outcome Y ijk in the form of logitðPrðD ijk ¼ D or IÞÞ ¼ 0:5 þ 0:5Y ijk . In this case, the transition model assumption is severely violated. (Sc. 8) Both dropout and intermittent missing data are non-ignorable with the probability of missingness depending on both the unobserved outcome Y ijk and the random intercept b ij1 in the form of logitðPrðD ijk ¼ D or IÞÞ ¼ 0:5 þ 0:5Y ijk þ 0:5b ij1 . In this case, the transition model assumption is also violated.
The dyad-specific random effect d i was simulated from N(1, 1) herein. We adjust transition model parameters such that approximately 25%, 30%, and 35% missing data occurred at the second, third, and the last visits, respectively. For example, we set The proposed DSPM makes a variety of parametric assumptions, e.g. multivariate normal distributions for random effects with a homoscedastic covariance matrix, and linear mean structures for both outcome and transition models. We further investigated the impact of violations of such model assumptions through sensitivity analyses in Supplementary materials. Table 2 reports the simulation results from scenarios 1 through 8, including the relative bias (RB, bias/true value), mean squared error (MSE), and coverage probability (CP) of the parameter estimates across the 1000 replicates. As expected, the DGMM-BD had the least bias, with coverage probabilities close to the 95% nominal level. Compared to this reference standard, the GMM-BD, which is also based on the complete data but ignores the dyadic interdependence, led to biased estimates with poor coverage probabilities of approximately 20% for 1 and 2 . The low coverage probabilities indicate that under repeated sampling, the 95% credible interval has a low chance to cover the true values of the parameter. These results highlight the importance of modeling the dyadic interdependence.
The proposed DSPM performed well under different missing data mechanisms. The resulting estimates had minimal bias and sound coverage probabilities that were close to nominal 95% under scenarios 1, 2, 3, 4, and 5. These estimates were less efficient than those based on the DGMM-BD, with larger MSEs because of the missing data. In contrast, the DGMM performed reasonably well only when the dropout data and intermittent missing data are ignorable (i.e. scenario 1). When the dropout data are non-ignorable but the intermittent missing data are ignorable (i.e. scenario 2), the DGMM produced larger biases than the DSPM, and the coverage probability for some estimates (e.g., estimate of 1 and 2 ) was lower than 90%. Similar results were observed under scenario 3 when both the dropout and intermittent missing data were non-ignorable. When the random intercepts affect the missing mechanisms (i.e. scenario 4 and 5), the DGMM produced more biases in 1 and 2 compared to the DGMM under scenario 2 and 3, while the DSPM performs well equally. Scenario 6 was constructed to evaluate the sensitivity of the methods when the missing data mechanism is moderately misspecified. We can see that the estimates based on the DSPM had slightly larger biases and lower coverage than those under scenarios 1 to 5, but they are still substantially better than the estimates of the DGMM. In scenarios 7 and 8, the missing mechanism directly depends on unobserved outcomes, and the assumed (random-effects based) missing data mechanism is strongly violated. The DSPM still outperformed the DGMM with smaller biases and MSEs. 
Application 5.1 Model fitting
We applied the proposed DSPM to analyze the metastatic breast cancer (MBC) data. The outcome of interest is the severity of depression categorized as three levels: 1 ¼ no depression (63%), 2 ¼ mild depression (22%), and 3 ¼ major depression (15%). After consulting with our collaborator, four covariates that were expected to be potentially correlated with the outcome were included in the outcome model: the patient's chronic pain as measured by the multidimensional pain inventory (MPI, seven levels with 0 being for the least pain and 6 for the most pain imaginable), spouse's chronic pain as measured by the MPI, the measurement time (i.e. baseline, three months and six months, coded as 0, 1, 2). We determined to use fixed intercepts because the model with random intercepts led to a convergence problem while random slopes for the time effect did not. To this end, a simper version of covariance 2 Â 2 structure with non-null 6 , 2 11 , 2 21 was employed rather than model 3. We preliminary considered two candidate outcome models: the cumulative proportional odds model and baseline-category model. The deviance information criterion (DIC) 30 , a goodness-of-fit statistic, suggests in favor of the proportional odds model (DIC ¼ 592) over the baseline-category logit model (DIC ¼ 602). Therefore, we employed the proportional odds model to analyze the data. In the transition model for the missing data process, we included the subject's chronic pain as a sole covariate because it was expected that the probability that a subject missed a visit or dropped out of the study should largely depend on his/her own characteristics (i.e. covariates and outcome trajectory), not his/her spouse's covariates. This is also because the number of observations in each transition pattern is limited and the generous transition model had led to unstable estimates.
Considering the complexity of the model, we ran 50,000 MCMC iterations to fit the model and discarded the first 20,000 as burn-in. And after thinning every 10 posterior draws, we made inferences based on the remaining 3000 posterior samples. We monitored the convergence of the MCMC algorithm based on the trace plot and the convergence diagnostic proposed by Gelman and Rubin. 31 The trace plot shows that the MCMC chain was well mixed, and convergence diagnostic of Gelman and Rubin 31 was generally close to 1 (ranging from 1.0 to 1.03), suggesting convergence of the MCMC algorithm. Table 3 reports the parameter estimates and 95% highest posterior density (HPD) credible intervals (CIs) for the missing data model. The results suggest that for patients, dropout data are likely to be non-ignorable as the 95% credible interval of ðDÞ 11 exclude 0. For both patient and spouse, the intermittent missing data and dropout data may involve different missing data mechanisms. The significantly negative estimates of ðI Þ 11 (95% CI of ðÀ1:40, À 0:64Þ) and ðI Þ 21 (95% CI of ðÀ1:42, À 0:72Þ) for the patients and spouse in the intermittent missingness process suggest that when either patient or spouse has a higher MPI, both members of the dyad tend to adhere to the study without any delinquency. This trend is relatively weak for the dropout missingness with 95% CI barely excluding the null association. Table 4 shows the parameter estimates in the outcome process. For comparison, we also display the results when fitting the data using the DGMM, which assumes that the missing data are ignorable or missing at random. Both the DSPM and DGMM suggest significant actor and partner effects for the MPI on depression for patients, i.e. chronic pain experienced by either the patient or the spouse is associated with depression in the person who is 13Þ not including the null. Such differences may be due to the fact that the DGMM ignores the potentially non-ignorable missing data.
As the estimates of the outcome process are generally similar between the DGMM and DSPM, one may question the value of the DSPM over the DGMM and wonder what does the DSPM offer that the DGMM does not, for this specific application. The MBC data suffered from a substantial amount (approximately 40%) of missing data, and the investigators had worried about the estimation bias due to potentially non-ignorable missing data. If we only fit the DGMM, we would have no clue whether it is reasonable to ignore the missing data and whether the analysis results are biased due to ignoring the missing data. By fitting the DSPM and comparing the results between the DSPM and DGMM, we can answer these important practical questions. In this specific case, it turns out that ignoring missing data does not substantially affect the results. This provides us additional confidence and reassurance on the analysis results. Also, the DSPM here is still valuable as it provides extensive sensitivity analyses that confirm the robustness of the DSPM estimates under the moderate misspecification of the model assumptions (See Supplementary Material). In addition, the DSPM sheds lights on the missing data mechanism of the dropouts and intermittent missing data, rendering the investigators better understanding of the missing data process for the study. Table 5 displays the estimates and 95% CI of the covariance components for the random effects model under the DSPM. The results suggest a significant positive correlation between the random slopes from patients and spouses, with 6 ¼ 0:12 (95% CI ¼ ð0:02, 0:22Þ), which demonstrates the within-dyad interdependence. On the other hand, within-dyad interdependence is not significant under the DGMM with 6 ¼ 0:05 (95% CI ¼ ðÀ0:07, 0:16Þ. 
Model assessment
We assessed the goodness-of-fit of the proposed model using the posterior predictive checking method, which is based on the idea that if the model fits the data, the observed data should be consistent with the replicated data generated from the proposed model. We adopted the following Bayesian omnibus residual statistics to summarize the discrepancy between the values predicted under the fitted model and the data that were actually observed We drew S replicates of the data y, denoted as fy rep,s , s ¼ 1, . . . , Sg, from the posterior predictive distribution pð y rep j yÞ through simulations, and then computed the Bayesian p-value as the proportion of Tðy rep,l , hÞ that is equal to or larger than Tðy, hÞ out of S replicates. The estimated p-value is 0.782, which suggests that the model fits the data well. The residual Figure 1 in Supplementary Material also shows no major problems appearing on this fit.
Our model makes a proportional odds assumption on the covariate effect, that is, the covariate effect is the same across different outcome categories. We examined that assumption by fitting the data with the following model
Compared to the proportional odds model (1) The proposed DSPM assumes that random effects ðb i1 , b i2 Þ follow a multivariate normal distribution with a homoscedastic covariance matrix. To confirm these parametric assumptions are reasonable, we fitted two alternative models that (1) assumed a multivariate t distribution with degrees of freedom 1 or 5 for ðb i1 , b i2 Þ; and (2) assumed that the covariance matrix (3) depends on actor's MPI values. The estimates of the parameters of main interest for (1) and (2) are reported in Supplementary Table 4 and 5, respectively. We found that the estimates were generally similar between the DSPM and these more flexible models, suggesting the parametric assumptions are reasonable for this application. We also investigated the impact of prior specification of b, g, f on the inference by using different values of hyper-parameters (i.e. the value of q and a and b ). The results (see Supplementary Table 6 ) are almost identical to these reported in Table 4 , suggesting that our prior distributions are sufficiently non-informative.
Sensitivity analysis for the proposed missing mechanism
A fundamental inherent issue when modeling non-ignorable missing data is that the assumption of the missing data mechanism is not testable based on the observed data and thus the identification of some model parameters is largely driven by the model assumption. A common approach to address this issue is sensitivity analysis, which examines the sensitivity of the estimates of primary interest with respect to the values of the parameters that control the missing data mechanism. 25, 33, 34 In our case, f ðDÞ and f ðI Þ control the missing data mechanism. We fixed f ðDÞ and f ðI Þ as a series of fixed values (rather than estimating them from the data) and investigated how the estimates of the other parameters (based on the data) vary with respect to the values of f ðDÞ and f ðI Þ . Figure 1 depicts the changes in the estimates for the outcome model when (5) vary between À4 and 4 with 95% given estimates of m in Table 5 . In general, the estimates for the outcome model are seemingly stable when f ðDÞ and f ðI Þ change, which suggests a limited impact on our estimates and the parameter estimation under our model is reasonably robust when the missing data model parameters are misspecified.
Conclusion
In this article, we propose the DSPM to analyze longitudinal dyadic data with non-ignorable dropouts and intermittent missing data. By allowing the outcome process and dropout process to share common dyadspecific random effects, the DSPM accounts for the informative missing data. Dyadic interdependence is captured through additional random effects in the outcome model and missing data model, as well as the actor-partner effect parameters. Simulation studies show that the proposed model yields minimally biased estimates in the presence of informative missing data, and these estimates are robust to some degree of model misspecification on the missing data mechanism. It is worth noting that, as all methods dealing with non-ignorable missing data, our approach does not solve the intrinsic non-identification problem of non-ignorable missing data, and its validity strongly depends on how plausible untestable missing data mechanism is the assumed. When using the proposed method to analyze longitudinal dyadic data with missing data, it is imperative to evaluate the plausibility of the underlying model assumptions by consulting with subject matter experts, and conduct extensive sensitivity analyses to assess how the analysis results change when the missing data mechanism is misspecified.
We agree that in our MBC case study, the estimates of the outcome process are similar between the DGMM and DSPM. This may be because that the missing data mechanism is nearly ignorable. Our simulation study shows that if the missing data mechanism is strongly non-ignorable, the estimates between the DGMM and DSPM can be rather different. One fundamental difficulty of analyzing potentially non-ignorable missing data is that the missing data mechanism is not testable. That is, based on the observed data, we cannot tell whether the missing data are ignorable or non-ignorable. Because of that, the modern literature on missing data analysis 35 puts great emphasis on sensitivity analysis.
The proposed approach relies on some parametric assumptions. It is critical to assess the validity of these assumptions in applications. Alternatively, we can consider a more flexible class of shared-parameter models, such as semi-parametric approach that assumes a parametric model for the missing data mechanism and a nonparametric model for the outcome process. Smoothing splines can be used to specify the relationship between the outcome and the covariates without imposing a parametric structure on the mean. For the random effects, a multivariate t distribution or skewed multivariate normal distribution can be used to improve robustness, and various Bayesian non-parametric models 36 are available to further relax the distributional assumptions on the random effects.
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