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ABSTRACT 
An explicit representation is obtained for P(z)- ’ when P(a) is a complex n X n 
matrix polynomial in z whose coefficient of the highest power of z is the identity 
matrix. The representation is a sum of terms involving negative powers of z-h for 
each A such that P(h) is singular. The coefficients of these terms are generated by 
sequences uk, vk of 1 X n and n X 1 vectors, respectively, which satisfy u,#O, v,#O, 
Ckh;b(l/h!)~~_~P(~)(x)=O, Zlch;b(l/h!)P(h)(h)vk_h=O, and certain orthogonality re- 
lations. In more general cases, including that when P(z) is analytic at X but not 
necessarily a polynomial, the terms in the representation involving negative powers of 
z-X provide the principal part of the Laurent expansion for P(z)- ’ in a punctured 
neighborhood of .z = X. 
1. INTRODUCTION 
In [7] and [B] we have considered the inverse of A + zB near z = 0 when 
A and B are n X n matrices over the complex numbers and A is singular. In 
[6] the inverse of the matrix polynomial Az2 + Bz + C was considered using a 
variation of Leverrier’s algorithm [4,pp. 87-881. In [5] C. J. Hegediis has 
studied the problem of finding the inverse of an n X n matrix A (2) the 
elements of which are analytic functions of a complex variable. In some 
applications referred to there, the main interest resides in determining the 
residue at the poles (or other isolated singularities) of A(x)-‘. In other 
applications, especially when the elements of A (z) are rational [2,3], one is 
interested in complete knowledge of A (z)-r. Although the theory developed 
below can lead to a complete representation of A(z)-’ in such cases, it is 
perhaps of greater significance in regard to residue evaluation or the de- 
termination of the principal part of the Laurent expansion of A(z)-’ in a 
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punctured neighborhood of a pole of this function. 
By translation of the variable z we may suppose that z=O is the point at 
which we disire the residue of A(z)-‘. Thus we assume 
A(z)=A,+A,z+A,z’+..., (1.1) 
where the series converges on the disk 1.~1 < T for some r > 0. The point z = 0 
is an isolated singularity of A(z)-’ if detA(O)=O but detA(z)fO. The 
singularity must then be a pole, since adj A (z) and det A (z) are analytic at 0 
with z = 0 a zero of detA (z) of finite order. Suppose for lzl< T that 
detA(z)=z”(d,+d,+,z+...), (1.2) 
where p > 1 and d, #O. Then the elements of A (z) - ’ can have at most a pole 
of order p at .z=O. 
For any m let us write 
A (4 = Ad4 + %)(4 
where 
ACm@)=A,,+Aiz+*.* +A,,$” 
and 
R(,)(x) =Am+l~m+l+ . . . 
(1.3) 
(1.4) 
(1.5) 
for (xl< r. It is not difficult to see that 
(I-6) 
where A(x) is a scalar function analytic at z = 0. Indeed, detA(,)(z) is 
obtained by truncating all the elements in A(z) after the terms in zrn, so 
detA+,)(z) must agree with detA(z) through terms of order 2”‘. From (1.6) it 
is clear that if m > p, then z = 0 is a zero of order p of detA(,)(z). On a 
punctured neighborhood of 0 we may thus write, provided m > p, 
A(z)-’ =AC&)-‘[ Z-B(z)]-’ (1.‘) 
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with 
Assuming m > p, we see that the elements of A,(z) -I have at most a pole of 
order p at 0, so B (x)+0 as z-+0; in effect, the elements of B (z) are analytic 
with a zero of order at least m + 1 - p at z =O. Hence, to compute the 
principal part of A(z)-’ at z=O it suffices to take m > 2~ - 1 and compute 
the same for ACm,(z)-r. Indeed, 
A(z)-‘=A~,,(z)-~+ 2 AC,j(z)-lB(z)k 
k=l 
(1.9) 
near x = 0, and for m > 2~ - 1 the term represented by the summation on the 
right is, in effect, analytic at z=O. Hence, if 
Acm,(z)-l= 5 G,Z-k+ C+,(z), 
k=l 
(1.10) 
where the Gk are constant n X n matrices and G+,,(z) is analytic at 0, then 
A(z)-'= 5 GkZ-k+G(Z), (1.11) 
k=l 
where G (x) is analytic at z = 0. 
The above argument justifies the following formal statement: 
PROPOSITION 1.1. Let A(x) and A(z) be n X n matrix functions of z 
which are analytic at z=O and satisfy 
A (2) - /i (z) = (z-A)% (z), (1.12) 
where K (z) is analytic at z=X. If detA”(z) has a zero of order p >_l at z=X 
and d >2y, then the principal parts at s=X of A(z)-’ and A(x)-’ are 
identical; that is, A(z)-‘- A(z)-’ can be extended to an analytic function 
at z=X. 
From the above discussion we see that to obtain the principal part of 
A(z)-’ at z=O it suffices to obtain it in the case when A(z) is a polynomial, 
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say A (z) = P (x), where 
P(z)=P()+P,z+..* +pmzm 
and det P (z) f: 0. Hence we may assume P,,, # 0, and by virture of Proposition 
1.1, we may for our purposes assume P,,, = Z,, the n X n identity matrix. One 
method for computing P(z)- ’ is to reduce P(z) to diagonal form by pre- and 
post-multiplication by elementary polynomial matrices with constant non- 
zero determinants [4, Chapter VI]. The inverses of such matrices are likewise 
polynomials in z and determination of the principal part at .z =0 of the 
inverse of the resulting diagonal matrix may be carried out by the usual 
scalar techniques. Below we develop other theoretical relations which, 
conceivably, could be more easily applied in some situations. 
2. INVERSE OF A MATRIX POLYNOMIAL 
We consider here n X n matrix polynomials 
P(x)=P()+P,z+.*. +pmzm, (2.1) 
in which the Pk are n X n over the complex numbers C and 
p,=z,, n x n identity. (2.2) 
Associated with P(x) we introduce a generalized companion matrix of size 
6 X 6, where 6 = nm; in block form we define 
0 z, 0 *.* 0 
0 0 z, ..* 0 
9=: : : P-3) 
b b b . . . I, 
-PO -P, -Pz . .* -pnI-1 
Then one may show that 
detP(x)=det(zZs-9). (2.4) 
This also follows from (2.17) below using a Laplace expansion by n X n 
minors in the first n columns. 
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Our aim is to relate P(z)-’ to (~1~ - ??)-I. In doing this the following 
terminology is convenient. 
DEFINITION 2.1. The complex number X is a singular value for a matrix 
polynomial P(z) if det P (A) = 0; an 12 X 1 [ 1 X n] vector u over C is a singular 
column [row] vector of P(z) belonging to h if u # 0 and P (h)u = 0 [ cP (A) = 01. 
From (2.4) it is evident that h is a singular value for P(z) if and only if h 
is an eigenvalue of 9. As we shall see, one can generate eigenvectors of :? 
from the singular vectors of P(z). 
Our representation for P(x)- ’ will be derived from a representation of 
(zZ, - G?)-’ obtained through a Jordan form for ?? using a decomposition of 
the type described in [l]. Let us first introduce certain S X n matrices in 
block form as follows: 
Ek=[o )...) o,z,,o )..., 01: k=l,...,m, (2.5) 
in which the zeros denote nX n zero matrices and Z,, appears as the kth 
block. For convenience we also introduce two 6 X n matrices of zeros 
denoted by E, and E,,, + 1 : 
E,=O (6 Xn), Em+,=0 (6 Xn). P-6) 
Now define 
F(z)=El+zEz+... +z”‘-lE,. (2.7) 
From (2.3), (2.5), and (2.6) we readily get 
9Ek= Ek-,-E,,,Pk_l, k=l,...,m. (2.8) 
Using this and the fact that P,,, = I,,, we may verify the identity [cf. (2.1) and 
(2.711 
(2.9) 
Since EzEm = Z,, (2.9) implies the following representation for P(x): 
P(z)=E,T(zZ~-‘??)F(z). (2.10) 
To obtain a representation for P(z)-’ we use (2.9) and the results 
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obtained by differentiating it m - 1 times. One readily finds for k > 0 
‘!?F@)(z) = zFck)(z) + kF+ “(z) - E,P(k)(z). 
Now introduce the 6 X 6 matrix polynomial 
F(z), F’(x), . &F”(z),..., 
When T(z) is partitioned into n x n blocks, we have 
i,i block in T(z) = ( ;.;)zi-fl. 
with the usual conventions 
=l, k=O,l,...; 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
Note that 5(z) is lower triangular with ones on the main diagonal, so T(z) - ’ 
exists for all z. Using (2.11) and (2.12), one may verify that 
(zZ,-‘?))S(z)=E, P(x), P’(z),..., (m-1)(z)] -T(z)% (2.15) 
where u% is the 6 X S nilpotent matrix 
?x=[E~,E, ,..., E,,,_,]. (2.16) 
From (2.13) we see that E,= %(x)E,. Using this in (2.15), we find 
0 -In ... 0 
qz)-1(zzs-9)qz)= b b *. . 1 I” . (2.17) 
P(z) P’(z) *. * 
It is not difficult to find the inverse of the matrix on the right in (2.17). 
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Indeed, when z is not a singular value for P(s) we have 
T(z)-‘(xl,- 9)~‘S(z) 
1 P(z)_lP'(z) 
= - L 
I : b 
. . . P(z)-’ @ll)! --P(m-l)(z) P(z)_1 1 
. . . 0 0 . (2.18) 
It follows that 
P(z)-l= E,T~(z)-1(zZ8--_)-1~(z)Em. 
. . . - tl 
(2.19) 
A simpler presentation is possible. 
THEOREM 2.1. Zf Pm = 1, and x is not a singular value for P(z), then 
(2.20) 
Proof We have already used the relation E,,, = ??(z)E,, so it remains to 
show that ET??(z)-' = ET. To this end we introduce $8 = 
[Ez,...,jEj+l,...,mE,+,l, in which the last n columns are zero by (2.6). 
From (2.12) it readily follows that T’(z)= g(z)%, since F(“)(z)~O. More- 
over, T(O) = I, by virtue of (2.13), so g(z) = eQ’. Hence g(z)-‘= 9( - 2) and 
ET'%(x)-l= EFC?( -z) = ET by (2.13). Thus (2.19) reduces to (2.20). n 
3. REPRESENTATION FOR P(z)-1 
Now let ?r be a nonsingular S X 6 matrix such that 
(3.1) 
is a Jordan form. That is, we suppose _lk is uk X uk, ok > 1, ul + . . + i- a, = 8, 
and 
Ik= [hk] Or Jk=hkI+ N, (3.2) 
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where I is an identity matrix and N the same size nilpotent matrix of the 
form 
0 1 0 *.. 0 
0 0 1 ... 0 
N= : : : . . (3.3) 
b b b . . . ; 
0 0 0 .*. o_ 
Let 
Q,T-1. (3.4 
We partition (?L and ?r as follows: 
where Uii is oi x n and Vii is n X cri. Since ‘3 ?i-= ‘y$, it follows that for 
i=l,...,r 
vi+l,i = vi j.liT i= 1 ,..,,m-1 (3.6) 
and 
POVii + . ’ ’ +P,_,V,j+ vmj.lf=oa (3.7) 
From (3.6) we find 
vii= vliJ;-l’ i=2 m, ,a.., P-8) 
and these substituted in (3.7) give 
PO Vii + P, Vli_ri + . * . + Pm VJi” = 0, i=l > * . * > r, ( 3.9) 
since Pm = I,, by (2.2). Similarly, since %9 =&9L, we get for i=l,...,r 
Ui,i-l= Uj,p/_l+Jiuij, j=2,...,m, (3.10) 
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and 
U,,P,+Jiui,=o. (3.11) 
Equations (3.10) may be used to express Uii in terms of U,, i = 1,. . . , m - 1. 
Substituting the result for Vi, into (3.11), we get, since Z’, = I,,, 
uimPo+JiUi,P,+*.* +Ji”Ui,P,,,=O, i=l,...,r. 
Turning to our representation (2.20), we have by virtue of (3.1) 
But 
(3.12) 
where the identities on the right are the same size as the associated Jk. From 
- (3.5) and (3.4) we have 
E:Y= [ Vll,...,Vlr], 
so substituting into (3.12) we find 
P(zp= i: 
k=l 
for z#?+ i=l,..., r. 
V,,(ZZ-J~)-~Q,,, (3.13) 
Our ultimate aim is to describe the structure of the matrices Vi, and U, 
in (3.13). Before doing this, however, let us state formally the way these are 
related to li‘ and % = ‘v- ‘. In this connection the following terminology is 
useful. 
DEFINITION3.1. Let VbeSxaand UbeaxS,andletJ=XZ+N[Nas 
in (3.3)] be a u X u Jordan block with X an eigenvalue of ??. We say V is a 
right eigenmatrix of C? belonging to the eigenvalue A if the first column of V 
is nonzero and 
9 v= VJ. (3.14) 
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We say U is a left eigenmatrix of 9 belonging to A if the last row of U is 
nonzero and 
UC? =lU. 
Note that V is a right eigenmatrix for C?’ if and only if the columns of V 
in order form a Jordan chain for ??. (See [4], p. 165.) Similarly U is a left 
eigenmatrix for G? if and only if the rows of U in reverse order form a Jordan 
chain of row vectors for 9. 
Some of the relations derived earlier are contained in the following: 
THEOREM 3.1. Let P,,,= I,,. Let V be 6 X u and U be aX 6, and let 
J= AZ + N be a o X (I Jordan block. Define 
Vi = EiTV, Ui = UE,, i=l,...,m. (3.15) 
Then V is a right eigenmatrix of 9 belonging to h if and only if 
vi = vp, i=2,...,m, (3.16) 
where 
P()V, + P, v, J + * . - + P, VJ” = 0, (3.17) 
and the first column of V, is nonzero. Also U is a left eigenmutrix of 9 
belonging to X if and only if 
vi= u,Pi+Jui+,, i=l ,...,m-1, (3.18) 
where 
(3.19) 
and the last row of U,,, is nonzero. 
Proof. The derivations of (3.8) and (3.9) given above are essentially the 
proof that (3.16) and (3.17) are implied by (3.14). Now from (3.16) one sees 
that the first column of Vi is Ai- ’ times the first column of V,, i = 2,. , . , m. 
Hence the first column of V is nonzero if and only if the first column of V, is 
nonzero. Now suppose (3.16) and (3.17) hold. Then we have 
v,+1 = VJ, i=l ,...,m-1 
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and 
P,V,-t P,vg+. * . +Pm_lvm+ VJ=O, 
since P, = I,,. But these last two relations are equivalent to (3.14). This 
completes the proof of the assertion in the theorem regarding V. That 
regarding U is likewise straightforward, so we omit the details except to note 
that (3.18) is equivalent to 
ui=ump,+JumPi+,+~~* +.T”-iumPm, 
i=l ,...,m-1. 
4. DEVELOPMENT 
(3.20) 
n 
In this section we consider the representation (3.13) for P (.z-’ in finer 
detail. It will be convenient at first to suppress the index k in considering the 
terms V,,(zl-I,)-‘U,, in the sum yielding P(x)- ‘. Accordingly, we suppose 
J = XI + N is a u x CJ Jordan block [cf. (3.3)j. Then one has 
p-J)-‘= 
___ ..* A (& i;lAi” 
0 
1 1 - . . . 
z-x (z-h)“-’ (44 
Now let V, be n X (I and U,,, be aX n, and let their columns and rows, 
respectively, be indexed as in 
r u. i 
Then we may write 
(4.2) 
(4.3) 
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0+1--j 
wi= x ‘hUo+2-h-p j=l,..*,u. (4.4) 
h=l 
In (4.4) the n x n coefficient matrices in the expansion (4.3) are given in 
terms of the columns and rows of V, and U,,,, respectively.These in turn 
satisfy certain relations defined in terms of P (z) and its derivatives at z = X. 
Specifically we have the following result. 
THEOREM4.1. LetV,benXaand U,,,beaXm,andletJ=XZ+Nbea 
(I x u Jordan block. Let the columns and TOWS of V, and U,,,, respectively, be 
indexed as in (4.2). Then V, satisfies (3.17) if and only if 
k-l 
1 p(h) ,s,g (+,_,=O, k=l,.*.,u. 
Also U,,, satisfies (3.19) if and only if 
k-l 
h~O+k_hP~h)(h)=o, k=l,..., u. (4.6) 
Proof. From (4.2) and (3.3) one finds that the kth column of V,Ji is 
given by 
Hence (3.17) holds if and only if 
for k=l,..., u. This is (4.5). The proof of the equivalence of (3.19) and (4.6) 
is similar. n 
The above result suggests that some terminology be introduced for 
sequences such as vi,. . . ,v, or ui, . , . ,u,. We propose the following. 
DEFINITION 4.1. The n X 1 vectors vi,. . . ,v, [or 1 X n vectors ul,. . . ,u,] 
form a singular column [row] sequence for P(z) belonging to the singular 
value h if v,#O and (4.5) holds [u,#O and (4.6)) holds]. 
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Note that by this definition t‘i (ui) is a singular column (row) vector of 
P(x) belonging to X as in Definition 2.1. The same singular value may be 
represented in two or more of the Jordan blocks Jk in (3.1). In any case, the 
right and left eigenmatrices defined through (4.2), (3.16) and (3.18) by the 
corresponding singular column and row sequences for P(z) must satisfy 
%7i=I,. (4.7) 
We will refer to the relations among singular column and row sequences 
which are implicit in (4.7) as the normalizing conditions. 
Using the partitioning in (3.7) we define 
UCk)= [ Ukl,‘.“UkJ, (4.8) 
Thus Uck) is a, X 6, Vck) is S X ok, and these are left and right eigenmatrices 
of G? , respectively, belonging to the singular value A, of P(z). In terms of 
them, Eq. (4.7) is equivalent to 
UC+(k) = 1 
9 
k=l,...,r, (4.9) 
and 
v(Wv(k) =o k’#k, k,k’=l,..., r. (4.10) 
If hV #hk for some k, k’ with k’# k, then the corresponding condition (4.10) 
will hold automatically. Specifically we have, dropping the indices k, k’: 
THEOREM 4.2. Let the 8 X o matrix V be a right eigenmutrir for $7’ 
belonging to the eigenvalue X associated with the CJ X (J Jordan block J = XI + 
N [cf. (3.3)]. Let the o’X S matrix U be a left eigenmutrir of 9 belonging to 
the eigenvalue A’ associated with the (I’ X CT’ Jordan block I’ = h’l’ + N’. lf 
A’ #A, then UV= 0. 
Proof. From ‘?? V = VJ and V ?? = J’ V it readily follows that UV]= 
J’ UV. This in turn implies 
(A-X)UV= N’UV- UVN. (4.11) 
From (4.11) it is not difficult, by examining the element by element equa- 
tions in proper sequence, to show that UV= 0 if h - A’# 0. n 
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In somewhat the same manner one finds that when &=h, for some k, k’ 
with k’ # k, the relation (4.10) is equivalent to fewer conditions than the 
number of elements in the product U @‘)V@). a similar remark applies also to 
(4.9). Indeed, dropping subscripts and using the basic assumptions given in 
Theorem 4.2, we see that if A’ =X then by (4.11) we must have 
N’ UV= UVN. (4.12) 
Let us use xii to denote the element in the ith row and jth column of UV. 
Then (4.12) is equivalent to 
xij=xj-i,i-i~ i=2 ,.,., (J’, j=2 ,..., 0, (4.13) 
and 
%’ j =o, j=l,...,a-1 (4.14) 
xjr = 0, i=2,...,0’. (4.15) 
From these it follows that 
xii = 0, i-j>min{O,o’-o}, (4.16) 
xii=ci_i, i-i<min{O,a’-a}. (4.17) 
Accordingly we have the following result. 
THEOREM 4.3. Let V, U satisfy the basic assumptions given in Theorem 
4.2, and let UV=(xJ. lf h’=h, then UV=O if and only if 
xi0 = 0, l<iGu+min{O,u’-a}. (4.18) 
lf x’ =A and u’ = u, then UV= Z, if and only if 
xi0 = 0, i=l,...,u-1, (4.19) 
and 
x 1. = 00 (4.20) 
We now wish to represent the elements of the various products U@‘)V(k) 
in terms of the respective singular row and column sequences. From Theo- 
rem 4.2 it is evident that we need concern ourselves only with the cases for 
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which h, = h,. Accordingly we again suppress the indices k, k’, but since the 
same eigenvalue X of 9’ may appear in different sized blocks in & [cf. (3.I)], 
we assume V is 6 X u and U is CJ’ X 6 as in Theorem 4.2. Using the notation in 
(3.15), we have 
uv= 2 u,v,, (4.21) 
k=l 
and by (3.16) and (3.20) this becomes 
uv= 2 5 (Jy-kUmPhVIJk-l. 
k=l h=k 
(4.22) 
By (4.2) and the relation ]‘=A1 + N (recall we are assuming h’ =h), the ith 
row of (.J’)h-kU, is 
if we adopt the convention 
u,=o if i<O. (4.23) 
Similarly the jth column of ViJk- ’ is 
Hence 
Interchanging the order of summation on the right, we may write this as 
m-1 i-1 
4j= 2 z1 ua’+l-i-s 
s=o p-o 
,$+l $I( h; k)( kpy-“-P-lPhvi_p. 
Use of an identity between binomial coefficients leads to 
m-1 i 
(4.24) 
s=o p=l 
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We are now in a position to specify the normalizing conditions equiv- 
alent to (4.7). For notational convenience let us introduce a sequence of 
n X 1 column vectors 
(4.25) 
associated with the singular column sequence 0 r, . . . , o,, of P (z) belonging to 
the singular value X of P (z). Then by (4.24) we may write 
m-1 
%+1-i (I , = szo ui-sws, (4.26) 
DEFINITION 4.2. Let P(z) be any n X n polynomial as in (2.1), and let X 
be a singular value of P(z) with multiplicity EL. as a zero of det P(Z). Let a(a), 
(Y=l , . . . , T, be a set of positive integers such that 
u(l)+ *. . +u(7)=p (4.27) 
and let u,(a), vi(a), i= l,..., a(a) be, respectively, singular row and column 
sequences of P(z) belonging to X which satisfy 
m-l 1 if (~‘=a, i=l, 
z ~~_,(o’)~,(o)= 0 if ty’=a, 2<i<a(a), 
s=o 
1 0 if a’#cw, l+max{O,u(a’)-u(a)}<i<u(ar’), 
(4.28) 
where wS (a) is defined in terms of the Us by (4.25) with u = u(a), and 
where ~~(a)=0 for i<O. Then we call the sequences z+(a), u,(a), i= 
1 )..., u(a), Ly=l,..., 7, a complete normalized set of singular row and 
column sequences of P(z) belonging to A. 
It should be clear from our earlier developments that when Pm = I,, the 
sizes of the Jordan blocks Jk [in (3.1)] f or which A, = A are positive integers uk 
the sum of which gives the multiplicity of h as a zero of detP (z). To each 
such block we have corresponding left and right eigenmatrices U(k’, Vck) of 
9 as in (4.8) satisfying the hypotheses of Theorem 4.3. The resulting 
normalizing conditions (4.18)-(4.20) translate into (4.28) by virtue of (4.26). 
The various Jordan blocks for which A, =A are indexed by IY in Definition 
4.2. We may summarize these remarks as follows. 
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THEOREM 4.4. Let the n x n polynomial 
P,,, = I,,. Let the distinct singular values for P(z) 
ties pL1,. . , pt as zeros of detP(.z): 
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P(z) given by (2.1) have 
be h 1,. . . ,A, with multiplici- 
Then for each hk, k= l,..., t, there is a complete normalized set ui(&, a), 
vi&a), i=l,..., Ok(a), a=1 ,..., TV, of singular row and column sequences 
of P(z) belonging to Ak. Moreover, any such collection generates a family of 
left and right eigenmatrices of ?? via Eqs. (4.2), (4.8), (3.16) and (3.18) with 
./=A,1 + N of size (~~(a). When these are combined as in (3.5), they generate 
6 X 6 matrices % and ?r satisfying (4.7) and (3.1). 
Proof. Aside from our earlier discussion we need only point out that by 
Theorem 4.2 the cases h,#X, contribute no normalizing conditions. In 
relation to (3.1) we point out that 71 + . * . + 7t = r, inasmuch as the Jordan 
blocks there do not necessarily correspond~to distinct eigenvalues of ‘9. n 
5. FINAL RESULT 
We can now describe P(z)- ’ precisely in terms of complete normalized 
singular row and column sequences of P(z) when P,,, = I,,. When P, is 
nonsingular we can apply our previous results to F(Z) = PG ‘P(z). One gets 
the same form then for P(t)-’ in terms of a complete normalized set of 
singular row and column sequences of P(z). Whe_n P,,, is singular we may 
appeal to Proposition 1.1 and applly our result to P(z) = P(x) + I”(z--~)~ for 
sufficiently large d in order to obtain a representation for the principal part 
of P(z)- ’ at a singular value X of P(z). We state the end results formally as 
follows: 
THEOREM 5.1 Let the Nan polynomial P(z) be given in (2.1), and let 
x 1,. . . ,A, be the distinct singular values for P(z). Let ui(A,, a), vi& a), 
i=l ,.*., Uk(Cx), a=1 )...) rl; be a complete normalized set of singular row and 
column sequences of P(z) belonging lo &,,, k = 1,. . . , t. Zf P,,, is singular, then 
the principal part of P (z) - 1 at Ak is 
284 
where 
C.E. LANGENHOP 
lf P,,, is nonsingular, then 
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