Abstract. Given a trivalent graph in the 3-dimensional Euclidean space. We call it a discrete surface because it has a tangent space at each vertex determined by its neighbor vertices. To abstract a continuum object hidden in the discrete surface, we introduce a subdivision method by applying the Goldberg-Coxeter subdivision, and discuss the convergence of a sequence of discrete surfaces defined inductively by the subdivision. We also study the limit set as the continuum geometric objects associated with the given discrete surface.
Introduction
One of the important problems for discrete geometry in general is to find a continuum associated with a given discrete object and compare their geometries. For a triangularization of a continuous surface, the continuum is the continuous surface itself (for example, see [4] ). A typical question is how geometric data of the triangularization converges to the corresponding geometric data of the continuous surface when meshes get finer. What we do with discrete objects with no obvious underlying continuum? To address the issue, in the present paper, we study a discrete surface, whose notion is defined in [5] as a trivalent graph in R 3 . We introduce a method to subdivide a given discrete surface M , discuss convergence of the sequence {M i } of the iterationally subdivided discrete surfaces, and find a continuous object as its limit when there is no obvious underlying surface for M .
Let us state more precisely. Let X = (V, E) be a trivalent topological graph, where V denotes the set of vertices, and E the set of edges. We often identify a graph X with the set V of its vertices. Although X is a one-dimensional object, it is convenient to consider a circuit, a closed simple curve without self-intersections, as a "face" of X. An n-gonal face is f = {v 0 , . . . , v n−1 } with the ordered vertices v i ∈ V in the circuit of the length n. Let us denote F the set of faces in X. Two faces are said to be neighbored when they share a common edge. A trivalent graph is said to be "branched" when an edge is shared with more than two faces. For later use, we also introduce the notion of "leaf". The set of a face f and its neighboring faces is called a leaf with a core face f and is denoted by L(f ).
Given a discrete surface Φ : X → M = Φ(X) ⊂ R 3 , where X is a trivalent graph and Φ is a piecewise linear map, and let V, E, F be the image set of V , E, F . Note that through the paper we write X for a topological graph and M for a graph (discrete surface) realized in R 3 . Let {X i } be a sequence of Goldberg-Coxeter construction (GC-construction, for detail see Section 3) iterationally constructed from X 0 = X. For a given M i = Φ i (X i ), its subdivision M i+1 is construct iterationally by the following two steps:
(1) Solving the Dirichlet energy minimizing equation for X i+1 with the boundary condition Φ i (X i ), (2) Replace Φ i (X i ) by the barycenter of its nearest neighbors, and rename it as M i .
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More precisely, we do the process leafwise. We call {M i } a sequence of subdivisions of a discrete surface M and prove {M i } forms a Cauchy sequence in the Hausdorff topology (Theorem 4.1) and show the energy monotonicity formula (Theorem 4.3). Note that the above subdivision method is a modification of what introduced in [14] , and we call this procedure the Goldberg-Coxeter subdivision (GC-subdivision).
The limit of this Cauchy sequence M ∞ = ∪M i is divided into three kinds of sets:
The first two come from accumulating points of leafwise convergence and the third one appears from global accumulation. Given a leaf with its center f (i) , which is an n-gon in M i , its GC-subdivision is an n-gon f (i+1) in M i+1 and its neighboring n hexagons (see Figure 2 ). The first one is the set M F of accumulating points associated with each face in M i . We prove in Lemma 5.4, for a fixed face
sequence and all vertices of {f
and also of all f
k . We call it an accumulating point associated with the face and put
The second one is the set of all vertices, replaced as in the above step, i.e., M V = ∪ i M i . Regularity of the limit set is not trivial at all, although we have the energy monotonicity formula (Theorem 4.3). It seems a balancing condition plays an important role. For example, when we take a C 60 , a polygonal graph on the sphere, which does not satisfy the balancing condition, we obtain a pathological shape as the limit of its subdivisions (Section 6).
We also prove the convergence to a point in M F is of C 1 class in the sense that the corresponding normal vectors converges to a unique unit vector independent of the choice of converging sequence in M F .
The third one is the set M S of the rest of the accumulating points. We know little about M S in general, however, we prove an un-branched discrete surface do not have such M S . Theorem 1.1 (Theorem 4.1 and Theorem 5.1). A sequence {M i } of iteratively subdivided discrete surface constructed forms a discrete surface M form a Cauchy sequence in Hausdorff topology. The limit set M ∞ consists of M V , M F and M S . When M is un-branched, M S is empty.
The first statement of the above theorem was proved by the last author with a little different subdividing method in [14] . In the present paper, we propose a modified method. The proof needs some modification but almost same. We explain why we think the modified one is better. Theorem 1.2 (Theorem 4.3). The total Dirichlet energy E D (M i ) is bounded when it is subjected to a finite domain at the initial stage M 0 . Moreover it monotonically decreases if M 0 contains n-gonal faces with n < 6.
Finally we note that the condition "un-branched" is necessary for a graph to be considered as a "surface" is shown in Section 7. The K 4 -lattice is the triply periodic trivalent graph in R 3 discovered by T. Sunada [13] , which is the one of the two structures satisfy the strongisotropic property. The K 4 -lattice is branched. Actually each edge is shared by 10 faces. The numerical computation shows each leaf of the K 4 -lattice converges to a smooth leaf. Two leaves, however, which have all common neighboring faces but one do not converge to the same leaf.
Preliminaries
There are many approaches to formulate "Discrete Surface Theory" on different motivations. In [5] , a discrete surface is defined as a trivalent graph in R 3 so that the tangent space is assigned at each vertex as the unique plane determined by the three nearest neighbor vertices. We briefly review their discussions and results.
Discrete surface in R 3 and their curvatures
Let X = (V, E) be a trivalent topological graph, where V denotes the set of vertices, E denotes the set of edges. The origin and the terminus of an edge e are denoted by o(e) and t(e), respectively. For any v ∈ V , E v refers to the set of edges that emerge from v.
It is convenient to introduce a notion of a "face" although X is a discrete object. For a circuit, a closed simple curve without self-intersections, we define a face f as an ordered set {v 0 , . . . , v n−1 } of vertices in the circuit and the set F of faces.
Given a trivalent topological graph X, we define a discrete surface M in R 3 by a piecewise linear map Φ : X → R 3 with M = Φ(X). Here we mean by "piecewise linear", the image of each edge e = (v 0 , v 1 ) is given by the line segment connecting two vertices Φ(v 0 ) and Φ(v 1 ).
Definition 2.1 (Discrete Surface). An injective piecewise linear realization Φ : X → R 3 of a trivalent graph X = (V, E) is said to be a discrete surface in R 3 , if
(1) for all v ∈ V at least two elements of {Φ(e) | e ∈ E v } are linearly independent in R 3 , (2) Φ(X) is locally oriented, that is, the order of the three edges is assumed to be assigned to each vertex of X.
Let Φ : X → M = (V, E) ⊆ R 3 be a discrete surface, in which V = Φ(V ) denotes the set of vertices of M , E = Φ(E) denotes the set of edges of M and F denotes the set of polygonal faces of M . In particular, We do not assume the image of a face lie on a plane or a continuous surface.
As you see, we consider X and M discrete sets and often identify them with the sets of vertices V and V, respectively.
Let v = Φ(v) and e = Φ(e) as the corresponding vertex and edge in M for v ∈ V and e ∈ E. Let E v = {e 1 , e 2 , e 3 } be the oriented edges at v and let v i be the tail vertex of each e i . The tangent plane T v M is defined as the plane with n(v) as its unit normal vector n(v) at v ∈ M is given by n(v) = e 1 × e 2 + e 2 × e 3 + e 3 × e 1 |e 1 × e 2 + e 2 × e 3 + e 3 × e 1 | , (e i = Φ(e i )).
It is perpendicular to the triangle (
For any v ∈ V , e ∈ E v , we define the directional derivative of Φ at v along e as the orthogonal projection of e to the tangent plane T v M , i.e.,
Similarly, the directional derivative of n := n(v) along e is given by
The first and second fundamental form of v ∈ M are given by, respectively I(v) = e 2 − e 1 , e 2 − e 1 , e 2 − e 1 , e 3 − e 1 e 3 − e 1 , e 2 − e 1 , e 3 − e 1 , e 3 − e 1 ,
where
is not necessarily symmetric.
Definition 2.2 (Curvatures). Let Φ : X → M be a discrete surface. Then for each vertex v ∈ M , the Gauss curvature K(v) and mean curvature H(v) are represented as follows, respectively (2.1)
Definition 2.3 (Discrete Minimal Surface). A discrete surface Φ : X → M is called a discrete minimal surface if its mean curvature vanishes at each vertex.
Discrete harmonic and minimal surfaces
Given a trivalent graph X with weight m : E → R + , satisfying m(e) = m(ē), whereē is the reverse edge of e.
Let Φ : X → M be a discrete surface in R 3 . For a finite subgraph X = (V , E ) ⊂ X, we define the Dirichlet energy E D (Φ| X ) given as the sum of square norm of all edges, i.e.,
A realization of a graph X that minimizes the Dirichlet energy defined above for arbitrary finite subgraphs is called as a harmonic realization [7] or an equilibrium placement [2] .
Proposition 2.4 (Harmonic Discrete Surface ( [5, Definition 3.15])).
A discrete surface Φ : X → R 3 is harmonic with respect to the weight m, when it satisfies
for any v ∈ V , and E v = {e v,1 , e v,2 , e v,3 }.
The equation (2.2) is called the balancing condition, and plays an important role later on.
Proposition 2.5 ([5, Proposition 3.16]).
Let F : X → R 3 be a discrete harmonic surface with respect to the weight m, for v ∈ V and E v = {e 1 , e 2 , e 3 }, the Gauss curvature K(v) and the mean curvature H(v) are respectively given by
where m i = m(e i ), (i, j, k) is the alternate of (1, 2, 3).
By Proposition 2.5, we notice that a discrete harmonic surface may not be minimal. The following theorem provides a sufficient condition for a discrete harmonic surface which has vanished mean curvature at each vertex.
Theorem 2.6 ([5, Theorem 3.17]).
A discrete harmonic surface Φ : X → R 3 is minimal if for any v ∈ V and E v = {e 1 , e 2 , e 3 } Φ(e 1 ), Φ(e 2 ) + Φ(e 2 ), Φ(e 3 ) + Φ(e 3 ), Φ(e 1 ) = 0.
In particular, if m : E → R + is constant, the equation above is equivalent to |Φ(e 1 )| = |Φ(e 2 )| = |Φ(e 3 )|.
In the present paper, we always use m ≡ 1 from now on.
Construction of subdivisions
The process of subdivision consists of two steps. The first step is a topological subdivision X i of X by using the GC-construction, and the second step is to construct subdivision M i of M = Φ(X) in R 3 with M i = Φ i (X i ) so that energy of Φ i monotonicically decreases and converges to a natural continuum object.
Goldberg-Coxeter construction of trivalent topological graphs
The Goldberg-Coxeter construction (GC-construction) is a way to subdivide a trivalent planar graph defined by M. Deza and M. Detour Sikirić [3] . Definition 3.1 (Goldberg-Coxeter construction). Let X = (V, E) be a trivalent planar graph. The graph GC(X) is built in the following steps (see Figure 1 ).
(1) Take the dual graph X * of X. Since X is trivalent, X * is a triangulation, namely, a plane graph whose faces are all triangles. (2) Every triangle in X * is subdivided into another set of faces. If we obtain a face which are not triangle, then it can be glued with other neighboring non-triangle faces to form triangles. (3) By duality, the triangulation of (2) is transformed into GC(X).
To apply the GC-construction for a planar graph to our case, we need a notion of "leaves". A leaf with an n-gonal face f as its core is the set
of f and all its neighboring faces f 1 , . . . , f n in X (see Figure 2) . A leaf can be considered as a planar graph and thus be subdivided topologically by using the GC-construction (see [3] ). It should be noted, for a given leaf L embedded in the plane, the limit set ∪L i of iterated subdivision L i of L forms a domain in the planar in the Hausdorff topology. Thus we have a sequence of topological subdivisions X i of X leafwise. We denote the system of leafwise GC-constructions by GC(X). (1) In the present paper we only use GC 2,0 (GC-construction of type (2, 0)) to subdivide the plane graph and denote it GC for simplicity. For more general cases, please see [3] . (2) The construction of GC-subdivision increases the number of hexagons of the plane graph only. It does not change the number of other types of polygons. More precisely, on a leaf L with an n-gonal face f at the center we obtain an n-gonal face f in it surrounded by n hexagonal faces in GC(L) (see Figure 2) . Figure 1 . the GC subdivision of the hexagonal lattice: For a given trivalent graph (a), its dual graph (c) is constructed as shown in (b). The subdivision of (c) is obtained as (d) and its dual graph, (f) is constructed as shown in (e).
(3) The limit metric on the domain is not the Euclidean metric but a similar metric studied as the tangent cone at the infinity in [6] . We do not study it in the present paper because the metric concerned in our problem is the induced metric through the realization in R 3 .
(a) (b) (c) Figure 2 . Application of the GC construction to a leaf with an octagon at the center (a). (b) shows its dual graph.The result as is shown at (c) is a smaller octagon (gray region) and 8 hexagons (light-gray region) around it.
Next we explain how to determine their configurations in R 3 as a geometric subdivisions of a given discrete surface.
GC-subdivision of discrete surfaces
For a discrete surface Φ : X → M ⊂ R 3 , we first introduce the method of its subdivision and then discuss the convergence of the sequence {M i } ∞ i=0 inductively constructed with M 0 = M and M i+1 as the subdivision of M i .
Let X 0 = (V 0 , E 0 ) be a trivalent topological graph and X i+1 be the GC-construction of X i , i.e., X i+1 := GC(X i ), for any i ∈ N.
Assume we have already obtain
and define
as a minimizing map of the Dirichlet energy from X i+1 with M i = Φ i (X i ) as the boundary condition, namely it satisfies
2. Φ i+1 takes the minimum of the Dirichlet energy in local, i.e., on any fixed face
The vertices set of
is the set of solution vertices of the boundary problem.
Define a projection
with M i+1 as the image. For any v ∈ M i+1
barycenter of its neighbors v ∈ V i .
Finally, let
Then we define a sequence of {M i } i step by step as the following diagram;
It is clear there exists such Φ i+1 and it is unique. We call the Goldberg-Coxeter subdivision (GC-subdivision) Φ i+1 (X i+1 ).
In [14] , we use M i as the subdivision but we found the modified subdivision composing the projection π works better.
Estimate of distance
To discuss its convergence in the Hausdorff topology, we use the following energy estimate on a face; Proposition 3.3 ( [14] ). For any fixed n-gonal face f (i) ∈ F i , there exists a constant number λ(n) < 1 such that
We make a quick review of the proof in our setting for a reader's convenience.
Proof. It is sufficient to prove the assertion for the case i = 0.
where O = (0, 0, . . . , 0) t ∈ R n−1 . Then
where | · | is the vector norm and · is the Hilbert-Schmidt norm of the square matrix. The minimizer of Dirichlet energy infers that
and I n is the identity matrix of size n. Direct computation shows the eigenvalue of A(n) as following
On the other hand, since A(n) is symmetric, we have
Here we claim that
where φ 0 = (1, . . . , 1) T is the eigenvector of λ 0 = 1. In fact, if we let
⊥ , where f (0) ⊥ ⊥ φ 0 , then by noticing that T φ 0 = φ 0 , we have
Similarly, we can also prove f (1) − T f (1) ⊥ φ 0 by noticing the fact that
Letσ(A(n)) be the second large eigenvalue of A(n), by (3.5) we have
Similarly,
where λ 1 (n) = 1/(1 + 4 sin 2 (π/n)) < 1 as desired.
4 Convergence of subdivided discrete surfaces
Cauchy sequence
Firstly we prove the sequence of subdivided discrete surface forms a Cauchy sequence in the Hausdorff topology. Proof. Let f (i) be a fixed n-gonal face in X i , f (i+1) be the face defined by the inner vertices of X i+1 | f (i) . Consider the Hausdorff distance
where E 0 (n) := 2nE D (Φ 0 (∂f (0) )) is constant which determined by Φ 0 : X 0 → M 0 and λ 1 (n) = 1/(1 + 4 sin 2 (π/n)). Since each face of a fixed 3-valent graph has finite many of edges, that is, n is bounded from above. Let λ 1 = max{λ 1 (n)}, E = max{E 0 (n)}, we have
On the other hand, take v ∈ f (i) , also we have v ∈ V i . Since π i+1 (v) is the barycenter of its nearest neighbors, It is easy to see
That is,
1 . Thus for any ε > 0, let N = [2 log 1/λ 1 (Λ/ε)]. Then for any i, j > N (j > i), we have
Monotonicity of the Dirichlet energy
be the sequence of discrete surfaces, Φ i :
) be a discrete surface of i-th step constructed from a un-branched bounded domain in a discrete surface. In this subsection, we show the monotonicity of the Dirichlet energy. It is sufficient to prove it on the energy of the subdivision sequence constructed from a leaf in M = M 0 . A core idea is simple. When we take a subdivision, the size of each face gets smaller and smaller, but the number of faces increases. Fortunately, however, the number of n-gonal faces with n = 6 does not change in the subdivision process, but the number of hexagonal faces only increases. We study the sum of the energy of hexagonal faces to find it well balanced.
For any fixed i, F i is consist of two parts as following (4.5) are the set of n-gonal faces in M i with n < 6 and n > 6, respectively. Note firstly there is the largest n, which we denote N , because we are working with a bounded domain, and secondly we have
since the GC-subdivision increases the number of hexagonal faces only. Let
Lemma 4.2. Let f be an n-gonal face in M i and f be a face in M i+1 as a solution of the Dirichlet problem with the boundary f . be the sequence of discrete surfaces constructed from a leaf or a bounded domain. The Dirichlet energy of M i is bounded from above by the constant independent of n. Moreover, it is monotonicically decreases after some steps if there is an n-gonal face with n < 6.
Proof. By the definition,
For any f (i) ∈ F i , let f (i) be the set of vertices of f i and f (i+1) ∈ M i+1 , the solution of the Dirichlet problem with the boundary f (i) , and the all the edges connecting the corresponding vertices (see Figure 6) . Then
Now we compute the Dirichlet energy of M i+1 , (4.8)
The first inequality is due to (3.1) and the second estimate is due to the inequality λ 1 (n) < 1/2 for n < 6,
The first term of the left hand is equal to the E D (M i ). To estimate the second term, the number of the faces in F n>6 i is constant independent of i, and therefore bounded. By Lemma 4.2, we finally obtain
When there are n-gonal faces with n < 6, then the inequality is strict for large enough i.
The limit set
be the sequence constructed by the GC-subdivision. The limit set in the Hausdorff topology is divided into three kinds:
The first two come from accumulating points of the leafwise convergence and the third one emerges as a global accumulation.
un-branched surface
For a general discrete surface M , we know little about M S in general, but under a natural condition, we prove M S is empty.
When every edge of M is shared by two faces only, we say M is un-branched.
(1) Each edge of M 0 is shared by two faces at most.
(2) Any two faces intersect at one edge or empty.
In the followings, we prove Theorem 5.1. A leaf with an n-gonal face f as its core is a set
of f and the neighboring faces f α , α = 1, . . . , n of f . The set of vertices of faces belong to
where conv(Ω) is the convex hull of the set Ω.
Proof. In the subdividing process, we have two kinds of faces; The first kind is obtained as a solution f of the Dirichlet problem with the boundary condition f by the equation (3.2). Let us denote f = Af . Note that
and the leaf with f as its core is
The second kind is a face connecting two faces f = A(f ) and f α = A(f α ) (α ∈ {1, · · · n}) of the first kind. We denote it f f α . The set of its vertices is
and the leaf with f f α as its core is
Let F(M i ) be the set of all faces in M i and notice for a given F ∈ F(M i+1 ), there is a face f ∈ F(M i ) such that F ∈ L(f ). More precisely F is either a solution face f = Af or a connecting face f f α .
For the first case, namely for for
where π is the action of taking the barycenter of the three nearest neighboring vertices. They are all combination of elements of V(L(f )), and this relation yields the claim.
For the second case, namely for F = f f α in F(M i+1 ) with f ∈ F(M i ) and a neighboring face We also have the relation
where π is the action of taking the barycenter of the three nearest neighboring vertices, and here we use the vertices of L(f α ) only. Therefore elements in V(L(F )) are again all combination of elements of V(L(f )) and V(L(f α )). Putting those two cases together, we have
We define
The lemma claims
∈ M V and take a sequence of vertices x k such that lim x k = x ∞ . Because x ∞ / ∈ M V , we can assume no two x k and x j are in the same stage, i.e., there is a unique x i ∈ F(M i ) for every i without loss of generality. Let x i ∈ f i and x i+1 ∈ i+1 , then we have
we assume two convex hulls of leaves L(f ) and L(f α ) intersect only when f ∼ f α or there is a connecting face f f α .
In the latter case, x i+1 ∈ f i ∩ f i,α which contradicts the choice of the sequence. Therefore
That implies x ∞ is the accumulate point of a face, that is, x ∞ ∈ M F , and complete the proof of Theorem 5.1.
We include the numerical tests on both C 60 and the Mackay crystal (Figure 4 ). Figures 7-9  and Tables 1-2 are at the end of this paper. The Mackay crystal is a carbon network introduced by Mackay and Terrones [8] as a discrete triply periodic minimal surface (Schwarz P surface). In [5] , its geometry is carefully studied.
C 60 is the atomic structure of the famous fullerene and is studied as a carbon network on the sphere. Because each carbon atom has three bonds, we can apply our method to study its subdivisions. C 60 is a good test to illustrate difficulties in Discrete Surface Theory as it has "positive curvature" and does not satisfy the balancing condition.
Firstly we point out the Mackay crystal satisfied the balancing condition (as it is a discrete minimal surface) while C 60 is not. In the present paper, we modify the original subdivision method we used in [14] . Numerical computations (Figure 7) shows we have smooth convergence with the Mackay crystal in both the original and modified subdivisions, while better condition in the modified than the original with C 60 . We observe singularities appears at the vertices of the given discrete surface and that of the subdivided discrete surfaces and therefore modify the original subdivision methods so that vertices at each steps are satisfy the balancing conditions (see the first row in Figure 7 ). Now we see numerical test of curvatures. The Gauss curvature and mean curvature of the sequence of subdivisions constructed from the Mackay crystal ( Figure 9 and Table 2 ) are computed and showed their convergence. The Gauss curvature remains negative and the mean curvature goes to zero. In particular the limit surface exactly is the Schwarz P surface (minimal surface). The Gauss curvature and mean curvature of of the sequence of subdivisions constructed from the C 60 ( Figure 8 and Table 1 ) are also computed. The convergence is better in the modified version. Curvature seems to concentrate at the barycenter of the pentagons in the modified version and at the all vertices in the original version.
Lastly we include the graph of the Dirichlet energy ( Figure 5 , cf. Theorem 4.3). C 60 has hexagonal faces and pentagonal faces. The energy monotonically decreases since it has no face with n > 6-gons. On the other hands, the Mackay has hexagonal faces and octagonal faces. The energy monotonically increases since it has no face with n < 6-gons but we have upper bound of the energy. It would be interesting how we study the regularity of the convergence. C 60 Mackay crystal 7 Branched surface: the K 4 -lattice
In this section, we study an example of branched surface whose limit surface is branched. When a face f has a branched edge, i.e., an edge which is shared with more than two faces, the Goldberg-Coxeter construction cannot be done for the whole graph but for the leaf with the central face f . For each leaf, we take the subdivision process and obtain its limit surface as we prove in the previous section.
Now we see such an example. The K 4 -lattices is a triply periodic trivalent graph in R 3 discovered by Sunada [13] , as one of the two structure satisfy strong-isotropic property. The K 4 -lattices is branched, actually each edge is shared by 10 faces. The numerical computation shows each leaf of K 4 converges to a smooth leaf. Two leaves, however, which have all common neighboring faces but one do not converge to the same leaf. 
