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UNIPOTENT REPRESENTATIONS ATTACHED TO THE
PRINCIPAL NILPOTENT ORBIT
LUCAS MASON-BROWN
Abstract. In this paper, we construct and classify the (special) unipotent
representations of a real reductive group attached to the principal nilpotent
orbit. Our construction gives rise to a formula for the K-types and associated
varieties of all such representations.
1. Introduction
Let k be a local field and let G(k) be the k-rational points of a connected,
reductive, algebraic group. The Arthur Conjectures ([6],[7]) predict the existence of
some very interesting unitary representations of G(k) (called unipotent by Arthur).
In the special case when k = R, these representations have proven to be extremely
complex and mysterious.
In this special case, there is a second set of conjectures, called the ‘Orbit Method,’
regarding the unitary representations of G(R) (see [28] for a good exposition).
Roughly speaking, the Orbit Method predicts a natural correspondence between
the unitary representations of G(R) and the orbits of G(R) on the dual space of its
Lie algebra (these conjectures, somewhat vaguer than Arthur’s, were inspired by
quantization heuristics from theoretical physics and by precise results obtained by
Kirillov ([17]) and Kostant ([21]) for nilpotent and solvable groups)
In [1], Adams, Barbasch, and Vogan study the implications of the Arthur Conjec-
tures for real reductive groups. They offer, among other things, a precise definition
of Arthur’s unipotent representations in the case when k = R. Their definition
suggests that the Arthur Conjectures and the Orbit Method are intimately linked:
Arthur’s representations should correspond under the Orbit Method to the nilpo-
tent orbits of G(R).
In this paper, we study the unipotent representations of G(R) attached to the
principal nilpotent orbit 1. In Theorem 5.4, we provide a complete classification.
Roughly, the conclusion is this: every such representation is cohomologically in-
duced from a spherical principal series representation of a split Levi subgroup.
In [5], Arinkin and Bezrukavnikov develop a theory of perverse coherent sheaves.
If G is a complex reductive group and N ∗ is the cone of nilpotent elements in
g∗, this theory hands us a finite collection of canonical classes in the equivariant
K-theory of N ∗. These classes play a central role in the Lusztig-Vogan bijection
(conjecture: [23],[30] and proof: [10]). If G is replaced by a real reductive group
G, N ∗ is replaced by a more complicated variety N ∗θ . Vogan has conjectured the
existence of a Lusztig-Vogan-type correspondence for N ∗θ . Such a correspondence
1By ‘principal nilpotent orbit’ we will always mean the set of principal nilpotent elements in
the dual space g∗ of the complexified Lie algebra of G(R)
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would provide deep insight into the representation theory of G(R). Unfortunately,
in the real setting, the ideas of Arinkin and Bezrukavnikov do not straightforwardly
apply (their construction requires a codimension condition on the smooth strata,
which is rarely satisfied in the case of N ∗θ ). The theory of unipotent representa-
tions offers an alternative approach. If X is any representation, one can define
an associated class gr(X) in the equivariant K-theory of N ∗θ . In this manner, the
unipotent representations of G(R) provide a finite collection of canonical classes in
K CohK(N ∗θ ). In Section 5.8, we describe these classes explicitly in the special case
of the principal nilpotent orbit.
2. Organization
In Section 3 we review some key facts and ideas from the structure theory of real
reductive groups. In Section 4 we develop the theory of parabolic induction in a
rather general setting. For the main results in this paper, we will need only a special
case of this construction (assuming q has a θ-stable Levi), but we will need the more
general notion in future work on non-principal orbits. In Section 5, we provide a
classification of the unipotent representations attached to the principal nilpotent
orbit (the main result is Theorem 5.4). The proof of this result is essentially an
exercise in the Langlands classification. Our construction gives rise to a Blattner-
type formula for the K-structure of these representations, which we state and prove
in Section 5.8. In Section 6, we apply the ideas of Section 5 to the group G =
Sp(4,R) (this example is simple enough to be computable, but complicated enough
to illustrate many of the key features of our classification).
3. Structure Theory
3.1. The Basic Setup. If A is a Lie group, we will write a0 for its Lie algebra
and a for the complexification of a0. If A is algebraic (i.e. the real points of an
algebraic group) we can define its complexification A. This is a complex algebraic
group with an antiholomorphic involution σ : A → A satisfying Aσ = A. This
involution defines (by differentiation) a conjugate-linear involution of a, which we
will also denote by σ. If we identify a = a0 ⊕ ia0, then
σ(X + iY ) = X − iY X, Y ∈ a0
Now let G be a real reductive group. Mostly (unless otherwise specified), this will
mean that G is the real points of a connected, reductive, algebraic group defined
over R. Fix K ⊂ G a maximal compact subgroup and let θ : G → G be the
corresponding Cartan involution. Define g0, k0,G,K, and σ as indicated above.
The involution θ : G→ G defines (by differentiation and complexification) invo-
lutions of g0, g, and G (all denoted by θ). By definition, σ and θ commute.
If we write p0 for the −1-eigenspace of θ : g0 → g0, there is a decomposition
g0 = k0 ⊕ p0
called the Cartan decomposition of g0. There is also a global decomposition
G = Kexp(p0)
called the Cartan decomposition of G.
Fix a G- and θ-invariant non-degenerate, symmetric, bilinear form on g0
B : g0 ⊗ g0 → R
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We can (and will) arrange so thatB is negative definite on k0 and positive definite on
p0. We will use the same notation for the complexification of B, a complex-valued
form on g.
Define the dual spaces
g∗0 := {R-linear maps g0 → R}
g∗ := {C-linear maps g→ C} = {R-linear maps g0 → C} = g
∗
0 ⊕ ig
∗
0
The involution σ of g defines an involution (still σ) of g∗. Under the identification
g∗ = g∗0 ⊕ ig
∗
0, this involution is given by
σ(λ+ iµ) = λ− iµ λ, µ ∈ g∗0
B induces a G- and θ-invariant R-linear isomorphism
B : g0 → g
∗
0 X 7→ B(X, ·)
and hence (by complexification) a G-, θ-, and σ-invariant C-linear isomorphism
B : g→ g∗ X 7→ B(X, ·)
3.2. Cartan Subgroups. Recall that a Cartan subalgebra of g0 is by definition a
subalgebra h0 ⊂ g0 whose complexification h is a Cartan subalgebra of g. A Cartan
subgroup of G is by definition the centralizer in G of a Cartan subalgebra of g0.
Any such subgroup is conjugate by G to one preserved by θ. If H ⊂ G is a θ-stable
Cartan subgroup of G, then we can define
T := H ∩K a0 = h0 ∩ p0 A0 := exp(a0)
Then the Cartan decomposition is a direct product
H = TA
Under our assumptions on G, H is abelian (though possibly disconnected).
3.3. Roots. Let H be a θ-stable Cartan subgroup of G. We will write ∆(g, h) ⊂ h∗
for the roots of h on g and ∆∨(g, h) ⊂ h for the co-roots. If α ∈ ∆(g, h), we will
write gα ⊂ g for the corresponding root space. H acts on gα by a complex character
with differential α. Abusing notation, we will denote this character by α. We will
call it a root of H on g, and we will write ∆(g, H) ⊂ Hˆ for the set of all such
characters. Since H is θ-stable, there is a natural action of θ on ∆(g, h) (and on
∆(g, H), which is in natural bijection), defined by
θ(α) := α ◦ θ α ∈ ∆(g, H)
Since θ is involutive, orbits for θ on ∆(g, h) have either one or two elements.
In general, roots come in three different varieties.
Proposition 3.1. Every root α ∈ ∆(g, h) takes real values on a0 and imaginary
values on t0. It is real if one (any) of the following equivalent conditions is satisfied
(1) α(h0) ⊂ R
(2) α(H) ⊂ R×
(3) α|t0 ≡ 0
(4) θ(α) = −α
(5) σ(α) = α
It is imaginary if one (any) of the following equivalent conditions is satisfied
(1) α(h0) ⊂ iR
4 LUCAS MASON-BROWN
(2) α(H) ⊂ S1
(3) α|a0 ≡ 0
(4) θ(α) = α
(5) σ(α) = −α
It is complex if it is neither real nor imaginary.
Define
∆R(g, h) := {α ∈ ∆(g, h) : α real}
∆iR(g, h) := {α ∈ ∆(g, h) : α imaginary}
It is clear from Proposition 3.1 that ∆R(g, h) and ∆iR(g, h) form root subsystems
of ∆(g, h). If α ∈ ∆iR(g, h), then θ(α) = α and hence θ(gα) = gα. Since gα is
one-dimensional, this means either gα ⊂ k or gα ⊂ p. We say that α is compact or
noncompact, accordingly.
Define
∆c(g, h) := {α ∈ ∆iR(g, h) : α compact}
∆n(g, h) := {α ∈ ∆iR(g, h) : α noncompact}
Since
[k, k] ⊆ k [p, p] ⊆ k [k, p] = [p, k] ⊆ p
we have
∆c(g, h) + ∆c(g, h) ⊆ ∆c(g, h)
∆n(g, h) + ∆n(g, h) ⊆ ∆c(g, h)
∆c(g, h) + ∆n(g, h) ⊆ ∆n(g, h)
In other words, the assignment
ǫ(β) = 0 if β ∈ ∆c(g, h)
ǫ(β) = 1 if β ∈ ∆n(g, h)
defines a Z/2Z-grading on ∆iR(g, h).
It is clear from these observations that ∆c(g, h) forms a root subsystem of
∆iR(g, h). If h is maximally compact (i.e. dim(t) is as large as possible), then
t is a Cartan subalgebra of k and the restriction map h∗ → t∗ defines an isomor-
phism
∆c(g, h) ∼= ∆(k, t)
which we will regard as an identification.
The symmetry between real and imaginary roots (and a bit of wishful thinking)
suggests a partitioning of ∆R(g, h) analogous to the partitioning of ∆iR(g, h) into
compact and noncompact roots. In fact, such a partitioning exists. However, the
analog of ǫ for ∆R(g, h) is a co-grading, rather than a grading, and depends on a
choice of character χ of H . We will define this co-grading in Section 3.7.
A word on simple roots is in order. A choice of positive system ∆+(g, h) for
∆(g, h) will determine (by intersection) positive systems ∆+
R
(g, h), ∆+iR(g, h), and
∆+c (g, h) for ∆R(g, h), ∆iR(g, h), and ∆c(g, h), respectively. For obvious reasons,
a real root which is simple for ∆+(g, h) is also simple for ∆+
R
(g, h). However, a
simple root for ∆+
R
(g, h) is not (in general) simple for ∆+(g, h). Similar statements
hold for ∆iR(g, h) and ∆c(g, h). Said another way, the adjective ‘simple’ does not
commute with the adjectives ’real,’ ’imaginary,’ or ’compact.’ When we talk about
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simple roots in this context, word order is important. When we say ‘simple real
root’ with respect to a positive system ∆+(g, h), we will mean a real root which
is simple for the positive system ∆+
R
(g, h). When we say ‘real simple root,’ on the
other hand, we will mean a simple root for the positive system ∆+(g, h) which also
happens to be real.
If o is a finite-dimensional h-module, we will write ∆(o, h) for the multi-set of
h-weights on o and define
ρ(o) :=
1
2
∑
∆(o, h) ∈ h∗
Usually, o will be the nilradical u of a parabolic subalgebra of g (or its intersection
with k or with p). In this case, the functional 2ρ(u) corresponds to a complex
character of H (the product of the characters in ∆(u, H)), which we will also denote
by 2ρ(u). If q is σ-stable, then this complex character is real and we can define its
absolute value |2ρ(u)|, a positive-valued character of H . Let
|ρ(u)| :=
√
|2ρ(u)|
Finally, we will define the Weyl groups W (g) and W (G,H). Choose a Cartan
subalgebra h ⊂ g and a positive system ∆+(g, h). If α is a simple root for ∆+(g, h),
we will write sα ∈ GL(h∗) for the simple reflection through the hyperplane orthog-
onal to α. This can be defined without recourse to forms
sα(X) := X − 〈X,α
∨〉α
We have sα∆(g, h) = ∆(g, h) and, importantly,
sα∆
+(g, h) = ∆+(g, h) ∪ {−α} \ {α}
The (finite) subgroup of GL(h∗) generated by the elements sα for simple roots
α ∈ ∆+(g, h) will be denotedW (g). The definition of this group appears to depend
on a choice of h and ∆+(g, h), but in fact this appearance is misleading. If we
choose a second Cartan subalgebra h1 ⊂ g and a choice of positive roots ∆+(g, h1),
there is a uniquely defined inner automorphism ζ ∈ exp(ad(g)) ⊂ Aut(g) such that
ζ(h) = h1 ∆
+(g, h) ◦ ζ−1 = ∆+(g, h1)
This automorphism defines a canonical group isomorphism W (g) ∼=W (g)1. Hence,
W (g) depends only on g (up to canonical isomorphism), justifying the notation.
The real Weyl group W (G,H) is defined by
W (G,H) := NG(H)/H
The map
W (G,H)→ GL(h∗) gH 7→ Ad(g)|h
defines an inclusionW (G,H) ⊆W (g). UnlikeW (g), the real Weyl groupW (G,H)
depends in a serious way on h
3.4. The Harish-Chandra Isomorphism. Let h be a Cartan subalgebra of g
and let ∆+(g, h) be a positive system. Write
n :=
⊕
α∈∆+
gα n
− :=
⊕
α∈−∆+
gα b := h⊕ n
so that
g = n− ⊕ h⊕ n
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The Poincare-Birkhoff-Witt provides a linear decomposition
U(g) =
(
n−U(g) + U(g)n+
)
⊕ U(h)
of the universal enveloping algebra U(g) of g. Let
π : U(g)→ U(h)
be the projection map. Since h is abelian, we can identify U(h) = S(h) = C[h∗].
For every µ ∈ h∗, there is an algebra automorphism (translation by µ)
τµ : C[h
∗]→ C[h∗] τµ(f) = f − f(µ)
The Harish-Chandra homomorphism is
ζ := τρ(n) ◦ π : U(g)→ C[h
∗]
Theorem 3.1 (Harish-Chandra). Let Z(g) denote the center of U(g). The homo-
morphism
ζ : U(g)→ C[h]∗
restricts to an algebra isomorphism
ζ : Z(g) ∼= C[h∗]W (g)
which is independent of ∆+(g, h).
If λ ∈ h∗, let γλ be the character of Z(g) defined by
γλ(X) := ζ(X)(λ)
Then Theorem 3.1 (together with Hilbert’s nullstellensatz) implies that
(1) every infiniteismal character γ : Z(g)→ C is γλ for some λ ∈ h∗, and
(2) γλ = γλ′ if and only if λ
′ = wλ for some w ∈W (g)
3.5. Cayley Transforms: Preliminaries. Write E,F,D for the usual (split)
basis of sl2(C):
E =
(
0 1
0 0
)
F =
(
0 0
1 0
)
D =
(
1 0
0 −1
)
and Ec, Fc, Dc for the (compact) basis:
Ec =
1
2
(
1 −i
−i −1
)
Fc =
1
2
(
1 i
i −1
)
Dc =
(
0 i
−i 0
)
Proposition 3.2. Let α ∈ ∆(g, h) be real or noncompact imaginary. Write sα ⊂
g for the three-dimensional subalgebra generated by the root spaces gα and g−α.
Let θs be the involution of sl2(C) defined by θs(X) = −Xt and let σs be complex
conjugation. There is an isomorphism
φα : sl2(C)→ sα
intertwining θ with θs and σ with σs. If α is real, we can choose φα so that
φα(E) ∈ gα φα(F ) ∈ g−α φα(D) = α
∨
This isomorphism is unique up to pre-conjugation by(
1 0
0 −1
)
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If α is noncompact imaginary, we can choose φα so that
φα(Ec) ∈ gα φα(Fc) ∈ g−α φα(Dc) = α
∨
This isomorphism is unique up to pre-conjugation by(
0 1
−1 0
)
Proof. The existence statements are immediate from Theorem 4.1. If α is real, two
isomorphisms of the type described in the proposition differ by an automorphism
ζ of sl2(C) satisfying
(1) ζ ◦ θs = θs ◦ ζ
(2) ζ ◦ σs = σs ◦ ζ
(3) ζ(E) ∈ CE
(4) ζ(D) = D
Every automorphism of sl2(C) corresponds to conjugation by a matrix g ∈ SL2(C).
By an easy calculation in SL2(C), g ∈ {±Id} ∪ {±
(
1 0
0 −1
)
}. The noncompact
imaginary case is handled similarly. 
3.6. Cayley Transforms Through Noncompact Imaginary Roots. In this
subsection, we will describe a procedure for producing, from a θ-stable Cartan sub-
group and a noncompact imaginary root, a new Cartan subgroup which is slightly
less compact.
LetH ⊂ G be a θ-stable Cartan subgroup and let α ∈ ∆n(g, H) be a noncompact
imaginary root. Fix an isomorphism
φα : sl2(C)→ sα
as in Proposition 3.2. Define a new θ-stable Cartan subalgebra hα0 of g0
tα0 := kerα ∩ t0 a
α
0 := a0 ⊕ RφαD h
α
0 := t
α
0 ⊕ a
α
0
and write Hα for the corresponding Cartan subgroup of G
Tα := ZK(t
α
0 ) A := exp(a
α
0 ) H
α := TαAα
Although the element φα(D) depends on φα, pre-conjugation by(
0 1
−1 0
)
takes φα(D) to −φα(D). In particular, the real line Rφα(D) is independent of φα
and hence Hα is well-defined.
The subalgebras h0 and h
α
0 are non-conjugate under G (since their compact
dimensions differ). But their complexifications h and hα (like any pair of com-
plex Cartan subalgberas) are conjugate under G. The Cayley transforms d±α are
explicitly-defined inner automorphisms of g taking h to hα
Definition 3.1. The Cayley transforms of g through α are the inner automorphisms
d±α := exp(ad(
±π
4
(φα(Fc − Ec)))) ∈ Aut(g)
This definition depends on φα, but not in a serious way. Pre-conjugation by(
0 1
−1 0
)
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takes Fc − Ec to Ec − Fc. Hence, the pair d±α is independent of φα (although the
individual automorphisms are not).
Proposition 3.3. Both d±α act by the identity on kerα ⊂ h and on α
∨ ∈ h by
d±αα
∨ = ±φα(D)
In particular,
d±αh = h
α
Proof. If V ∈ kerα, then
±π
4
[φα(Fc)− φα(Ec), V ] =
±π
4
(α(V )φα(Fc) + α(V )φα(Ec)) = 0
Hence, d±αV = V .
On the other hand, by an easy calculation with infinite series
d±αα
∨ = exp(ad(
±π
4
φα(Fc − Ec)))φα(Dc)
= φα(Ad
(
1 ±i
±i 1
)
Dc)
= ±φα(D)
There is a decomposition
h = kerα⊕ Cα∨
and hence
d±αh = kerα⊕ Cd
±
αα
∨ = kerα⊕ Cφα(D) = h
α

In view of Proposition 3.3, the automorphisms d±α induce bijections (which we
will also denote by d±α ):
d±α : ∆(g, h)→ ∆(g, h
α) β 7→ β ◦ (d±α )
−1
One can understand completely how these bijections behave with respect to the
properties of being real, imaginary, complex, compact, and noncompact. For our
purposes, the following proposition is sufficient.
Proposition 3.4. Write ∆(g, h)α for the set of roots orthogonal to α (i.e. roots β
with 〈β, α∨〉 = 0). Then
(1) The bijections
d±α : ∆(g, h)
∼= ∆(g, hα)
are related by
d−α = d
+
α ◦ sα d
+
α = d
−
α ◦ sα
(2) d±αα are real roots (and, by (1), negatives of one another)
(3) d±α restrict to a (single, well-defined) bijection
dα : ∆iR(g, h)
α ∼= ∆iR(g, h
α)
(4) and a bijection
dα : {β ∈ ∆n(g, h)
α : α±β /∈ ∆(g, h)} ∪ {β ∈ ∆c(g, h)
α : α±β ∈ ∆(g, h)} ∼= ∆n(g, h
α)
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Proof. For (1), it will suffice to show
((d−α )
−1 ◦ d+α )|h = sα
By proposition 3.3, the left hand side acts by the identity on kerα and by −1 on
α∨. sα is also characterized by these properties, from which the equality follows.
By Proposition 3.3, the roots d±αα vanish on kerα and hence on the subspace
tα = kerα ∩ t. Hence, d±αα are real by Proposition 3.1.
For (3), note that β ∈ ∆iR(g, h)α if and only if β(a) = 0 and 〈β, α∨) = 0.
Since d±α a = a, d
±
αα
∨ = ±φα(D), and aα = a ⊕ Cφα(D), this is equivalent to
the requirement d±αβ(a
α) = 0, i.e. to d±αβ ∈ ∆iR(g, h
α). Hence, d±α restrict to
bijections of the type described in (3). Since sα acts by the identity on ∆iR(g, h)
α,
these bijections coincide.
Now, let β ∈ ∆(g, h)α. If α ± β /∈ ∆(g, h), then adφα(sl2(C)) preserves gβ. In
particular, since
d±α ⊂ exp(ad(φα(sl2(C))))
d±α preserve gβ .
On the other hand, if α± β ∈ ∆(g, h), then
gβ−α ⊕ gβ ⊕ gβ+α
is an irreducible representation of φα(sl2(C)), and therefore isomorphic to its adjoint
representation. Under any such isomorphism, the root spaces gβ−α, gβ , and gβ+α
map onto the −2, 0, and 2-weight spaces, respectively, for the Cartan subalgebra
Cφα(Dc). By a matrix calculation
exp(ad(
±π
4
(Fc − Ec)))(Dc) = Ad
(
1 i
i 1
)
(Dc) = D ∈ CEc + CFc
Hence,
d±α gβ ⊂ gβ−α ⊕ gβ+α
In summary, we have shown
α± β /∈ ∆(g, h)⇐⇒ d±α gβ ⊂ gβ(1)
α± β ∈ ∆(g, h)⇐⇒ d±α gβ ⊂ gβ−α ⊕ gβ+α(2)
If β is compact imaginary, then gβ ⊂ k and gβ−α ⊕ gβ+α ⊂ p. Hence, d±α gβ ⊂ p
if and only if α + β ∈ ∆(g, h). If β is noncompact imaginary, then gβ ⊂ p and
gβ−α ⊕ gβ+α ⊂ k. Hence, d
±
α gβ ⊂ p if and only if α ± β /∈ ∆(g, h). This completes
the proof of (4).

A reformulation of (3) and (4) is helpful. Write ǫ for the Z/2Z-grading on
∆iR(g, h) defined in Section 3.3, and use dα to identify the subsystem ∆iR(g, h)
α
with ∆iR(g, h
α). The Z/2Z-grading on ∆iR(g, h
α) induces a Z/2Z-grading dαǫ on
∆iR(g, h)
α, which is given by
dαǫ(β) = 0 if β ∈ ∆cand α± β /∈ ∆iR
dαǫ(β) = 1 if β ∈ ∆cand α± β ∈ ∆iR
dαǫ(β) = 0 if β ∈ ∆nand α± β ∈ ∆iR
dαǫ(β) = 1 if β ∈ ∆nand α± β /∈ ∆iR
We need the following technical lemma.
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Lemma 3.1. Let (∆iR,∆
+
iR, ǫ) be a Z/2Z-graded root system with a choice of pos-
itive roots. The triple (∆iR,∆
+
iR, ǫ) is large if every β ∈ Π
+
iR has ǫ(β) = 1. Let
α ∈ Π+iR, and consider the grading dαǫ on ∆
α
iR.
(1) If (∆iR,∆
+
iR, ǫ) is large, so is (∆
α
iR, (∆
+
iR)
α, dαǫ)
(2) If (∆αiR, (∆
+
iR)
α, dαǫ) is large, either (∆iR,∆
+
iR, ǫ) or (∆iR, sα∆
+
iR, ǫ) is too.
Proof. (1) Suppose (∆iR,∆
+
iR, ǫ) is large, and let β be a simple root for the
positive system (∆+iR)
α. If β is simple for ∆+iR, then ǫ(β) = 1. Since α and
β are both simple for ∆+iR, α − β /∈ ∆iR. Hence, dαǫ(β) = 1. So we can
assume that β is not simple for ∆+iR.
Suppose β =
∑
βi for βi ∈ Π
+
iR. Since β is simple for (∆
+
iR)
α, no βi can
be orthogonal to α. Hence, β is a sum of simple roots for ∆+iR, all adjacent
to α. Passing to a subsystem if necessary, we can assume every simple root
for ∆+iR is adjacent to (or equal to) α. This leaves ten possibilities, which
we consider one-by-one.
(i) ∆iR = A1. Since ∆
α
iR = ∅, the assertion in this case is vacuous.
(ii) ∆iR = A2. Since ∆
α
iR = ∅, the assertion in this case is vacuous.
(iii) ∆iR = A3. Let Π
+
iR = {α, β1, β2}. Then (∆
+
iR)
α = {α + β1 + β2}.
We have ǫ(α + β1 + β2) = 1, since (by assumption) ǫ(α) = α(β1) =
α(β2) = 1. And since β1 + β2 /∈ ∆iR, dαǫ(α+ β1 + β2) = 1.
(iv) ∆iR = B2, α long. Let Π
+
iR = {α, β}. Then (∆
+
iR)
α = {α + 2β}. We
have ǫ(α+2β) = 1, since ǫ(α) = 1, and hence dαǫ = 1, since 2β /∈ ∆iR.
(v) ∆iR = B2, α short. Let Π
+
iR = {α, β} (note that in the previous case,
α and β are reversed). Then (∆+iR)
α = {α+β}. We have ǫ(α+β) = 0,
since (by assumption) ǫ(α) = ǫ(β) = 1, and hence dαǫ = 1, since
β ∈ ∆iR.
(vi) ∆iR = B3. Let Π
+
iR = {α, β1, β2} with β2 short. Then (∆
+
iR)
α =
{α+ β1 + β2, α+ 2β2}. Both are simple for this subsystem. We have
ǫ(α+β1+β2) = 1, since (by assumption) ǫ(α) = ǫ(β1) = ǫ(β2) = 1, and
hence dαǫ = 1, since β1+β2 /∈ ∆iR. On the other hand, ǫ(α+2β2) = 1,
since ǫ(α) = 1, and hence dαǫ(α+ 2β2) = 1 since 2β2 /∈ ∆iR.
(vii) ∆iR = C3. Let Π
+
iR = {α, β1, β2} with β2 long. Then (∆
+
iR)
α =
{2α+2β1+ β2, α+ β2}. Both are simple for this subsystem. We have
ǫ(2α + 2β1 + β2) = 1, since (by assumption) ǫ(β2) = 1, and hence
dαǫ = 1, since α+ 2β1 + β2 /∈ ∆iR. On the other hand, ǫ(α+ β2) = 0,
since ǫ(α) = ǫ(β2) = 1, and hence dαǫ(α+ β2) = 1 since β2 ∈ ∆iR.
(viii) ∆iR = D4. Let Π
+
iR = {α, β1, β2, β3}. Then (∆
+
iR)
α = {α + β1 +
β2, α + β2 + β3, α + β3 + β1}. Each is simple for this subsystem. We
have ǫ(α + β1 + β2) = 1, since ǫ(α) = ǫ(β1) = ǫ(β2) = 1 and hence
dαǫ(α + β1 + β2), since β1 + β2 /∈ ∆iR. We get dαǫ(α + β2 + β3) = 1
and dαǫ(α+ β3 + β1) by similar calculations.
(ix) ∆iR = G2, α long. Let Π
+
iR = {α, β}. Then ∆
+
iR)
α = {α + 2β}. We
have ǫ(α + 2β) = 1 since ǫ(α) = 1, and hence dαǫ(α) = 1 , since
2β /∈ ∆iR.
(x) ∆iR = G2, α short. Let Π
+
iR = {α, β} (note that in the previous case,
α and β are reversed). Now, (∆+iR)
α = {3α + 2β}. We have ǫ(3α +
2β) = 1, since ǫ(α) = ǫ(β) = 1, and hence dαǫ(3α + 2β) = 1, since
2α+ 2β /∈ ∆iR.
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(2) Suppose (∆αiR, (∆
+
iR)
α, dαǫ) is large, and let β ∈ Π
+
iR. If β is orthogonal
to α, then β is simple for (∆+iR)
α and hence dαǫ(β) = 1. Since α and β
are both simple for ∆+iR, α − β /∈ ∆iR, and therefore ǫ(β) = 1. So we can
assume that β is adjacent to α. Passing to a subsystem if necessary, we
can assume that every simple root for ∆+iR is adjacent to (or equal to) α.
Again, this leaves 10 possibilities, which we consider one-by-one:
(i) ∆iR = A1. ǫ(α) = 1 by assummption.
(ii) ∆iR = A2. Let Π
+
iR = {α, β}. If ǫ(β) = 1, we are done. Suppose
ǫ(β) = 0. Then sα(β) = α+ β, and ǫ(α+ β) = ǫ(α) + ǫ(β) = 1.
(iii) ∆iR = A3. Let Π
+
iR = {α, β1, β2}. Then (∆
+
iR)
α = {α + β1 + β2}.
Hence, dαǫ(α + β1 + β2) = 1 by assumption. Since β + β2 /∈ ∆iR,
this implies that ǫ(α + β1 + β2) = 1 and hence that ǫ(β1) = ǫ(β2). If
ǫ(β1) = ǫ(β2) = 1, we are done. Otherwise, note that sα{β1, β2} =
{α+ β1, α+ β2} and by our assumption ǫ(α+ βi) = ǫ(α) + ǫ(βi) = 1.
(iv) ∆iR = B2, α long. Let Π
+
iR = {α, β}. If ǫ(β) = 1, we are done.
Otherwise, sα(β) = α+ β and ǫ(α+ β) = ǫ(α) + ǫ(β) = 1.
(v) ∆iR = B2, α short. Let Π
+
iR = {α, β} (note that in the previous case,
α and β are reversed). Then (∆+iR)
α = {α + β}. By assumption,
dαǫ(α + β) = 1. Since β ∈ ∆iR, this implies that ǫ(α + β) = 0 and
hence that ǫ(β) = ǫ(α) = 1.
(vi) ∆iR = B3. Let Π
+
iR = {α, β1, β2} with β2 short. Then (∆
+
iR)
α =
{α+ β1 + β2, α + 2β2}. By assumption, dαǫ(α + β1 + β2) = 1. Since
β1 + β2 /∈ ∆iR, this implies that ǫ(α + β1 + β2) = 1, and hence that
ǫ(β1) = ǫ(β2). If ǫ(β1) = ǫ(β2) = 1, we are done. Otherwise, sα(β1) =
α+ β1 and sα(β2) = α+ β2 and we have ǫ(α+ βi) = ǫ(α) + ǫ(βi) = 1.
(vii) ∆iR = C3. Let Π
+
iR = {α, β1, β2} with β2 long. Then (∆
+
iR)
α =
{2α + 2β1 + β2, α + β2}. By assumption, dαǫ(2α + 2β1 + β2) = 1.
Since α + 2β1 + β2 /∈ ∆iR, this implies that ǫ(2α + 2β1 + β2) = 1,
and hence that ǫ(β2) = 1. If ǫ(β1) = 1, we are done. Otherwise,
sα(β1) = α + β1 and sα(β2) = 2α + β2. And by our assumption
ǫ(α+ β1) = ǫ(α) + ǫ(β1) = 1 and ǫ(2α+ β2) = ǫ(β2) = 1.
(viii) ∆iR = D4. Let Π
+
iR = {α, β1, β2, β3}. Then (∆
+
iR)
α = {α + β1 +
β2, α + β2 + β3, α + β3 + β1}. By assumption, dα(α + βi + βj) = 1.
Since βi + βj /∈ ∆iR, this implies ǫ(α + βi + βj) = 1 and hence that
ǫ(βi) = ǫ(βj). If ǫ(β1) = ǫ(β2) = ǫ(β3) = 1, we are done. Otherwise,
we note that sα(βi) = α+ βi and ǫ(α+ βi) = ǫ(α) + α(βi) = 1.
(ix) ∆iR = G2, α long. Let Π
+
iR = {α, β}. If ǫ(β) = 1, we are done.
Otherwise, we have sα(β) = α+ β and ǫ(α+ β) = ǫ(α) + ǫ(β) = 1.
(x) ∆iR = G2, α short. Let Π
+
iR = {α, β} (note that in the previous case,
α and β are reversed). If ǫ(β) = 1, we are done. Otherwise, we have
sα(β) = β + 3α and ǫ(β + 3α) = ǫ(β) + 3ǫ(α) = 1.

3.7. Cayley Transforms Through Real Roots. In this subsection, we will de-
scribe a procedure for producing, from a θ-stable Cartan subgroup and a real root,
a new Cartan subgroup which is slightly more compact. For the most part, the
exposition will be parallel to Section 3.6. Many results from the noncompact imag-
inary theory have obvious real counterparts. When the proofs are analogous, we
will omit them.
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Let H be a θ-stable Cartan subgroup of G and let α ∈ ∆R(g, H) be a real root.
Fix an isomorphism
φα : sl2(C)→ sα
as in Proposition 3.2. Define a new θ-stable Cartan subalgebra hα0 of g0
tα0 := t0 ⊕ iRφα(Dc) a
α
0 := kerα ∩ a0 h
α
0 := t
α
0 ⊕ a
α
0
and write Hα for the corresponding Cartan subgroup of G
Tα := ZK(t
α
0 ) A := exp(a
α
0 ) H
α := TαAα
As in the noncompact imaginary case, the subalgebras h0 and h
α
0 are non-conjugate
under G (since their compact dimensions differ). But their complexifications h and
hα (like any pair of complex Cartan subalgebras) are conjugate under G. The
Cayley transforms c±α are inner automorphisms of g mapping h onto h
α.
Definition 3.2. The Cayley transforms of g through α are the inner automorphisms
c±α := exp(ad(
±iπ
4
φα(E + F )))
Once again, this definition depends on φα, but not in a serious way. By Propo-
sition 3.2, there are two choices for φα, differing by the automorphism
Ad
(
1 0
0 −1
)
∈ Aut(sl2(C))
By a matrix calculation in sl2(C),
Ad
(
1 0
0 −1
)
(E + F ) = −E − F
Hence, the pair c±α is independent of φα (although the individual automorphisms
are not).
Proposition 3.5. Both c±α act by the identity on kerα ⊂ h and on α
∨ ∈ h by
c±αα
∨ = −± φα(Dc)
In particular,
c±αh = h
α
In view of Proposition 3.5, the automorphisms c±α induce bijections:
c±α : ∆(g, h)→ ∆(g, h
α) β 7→ β ◦ (c±α )
−1
and
Proposition 3.6. We have
(1) The bijections
c±α : ∆(g, h)
∼= ∆(g, hα)
are related by
c−α = c
+
α ◦ sα c
+
α = c
−
α ◦ sα
(2) The roots c±αα are noncompact imaginary (and, by (1), negatives of one
another)
(3) c±α restrict to a (single, well-defined) bijection
cα : ∆R(g, h)
α ∼= ∆R(g, h
α)
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Since φα commutes with complex conjugation, it restricts to an isomorphism
φα : sl2(R)→ sα ∩ g0
Of course, this is also true in the noncompact imaginary case. The difference now is
that sα∩g0 contains the root vectors for ±α. Because G is algebraic, φα integrates
to a group homomorphism
Φα : SL2(R)→ G
Define the element
mα := Φα
(
−1 0
0 −1
)
∈ T
By Proposition 3.2, this element is independent of φα. We will need the following
structural fact:
Lemma 3.2 ([29], Lemma 8.3.13). Define
Tα1 := kerα ∩ T
Then
Φα(SO2(R)) ∩ T
α
1 = {1,mα}
and there is a decomposition
Tα = Φα(SO2(R))T
α
1
Now, suppose χ is a (complex) character of H . Since m2α = 1 and χ is a group
homomorphism, we have χ(mα) = ±1.
Definition 3.3. If α ∈ ∆R(g, H) is a real root and χ is a character of H, we say
that α is even (resp. odd) for χ if χ(mα) = 1 (resp. −1).
A useful fact which we will use occasionally is
Proposition 3.7 ([29],Corollary 4.3.20). If α, β, γ ∈ ∆R(g, H) and
γ∨ = α∨ + β∨
then
mγ = mαmβ
In particular, if γ∨ = α∨ + β∨, γ is even for χ if and only if α and β are either
both even or both odd. Said another way, the assignment
ǫˆχ(α
∨) = 0 if α is even for χ
ǫˆχ(α
∨) = 1 if α is odd for χ
defines a grading of the dual root system ∆R(g, H)
∨.
If α is odd for χ, we will define two characters c±αχ of H
α called the Cayley
transforms of χ. First, define two characters τ±1 of SO2(R)
(3) dτ±1
(
0 1
−1 0
)
= ±i
Then
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Definition 3.4. Since φα is injective, kerΦα ⊂ Z(SL2(R)) = {±1}. Under the
assumption that α is odd, we must have Φα(−1) = mα 6= 1. So in this case, Φα
is an embedding. Define characters c±αχ of the product group Φα(SO2(R))× T
α
1 by
the formulas
c±αχ(Φα(g), t) = τ±1(g)χ(t)
Multiplication defines a group homomorphism
Φα(SO2(R))× T
α
1 → T
α
which is surjective with kernel {(1, 1), (mα,mα)} by Lemma 3.2. Since α is odd,
c±αχ(mα,mα) = (−1)
2 = 1
and therefore both characters c±αχ descend to well-defined characters of T
α. Extend
these characters to Hα by defining
c±αχ(ta) = c
±
α (t)χ(a) t ∈ T
α, a ∈ Aα ⊂ A
3.8. Classification of θ-stable Cartan Subalgebras. The automorphisms c±α
and d±α are inverse to one another. More precisely
Proposition 3.8. If α ∈ ∆(g, h) is real, then the roots c±αα ∈ ∆(g, h
α) are non-
compact imaginary, and (reversing signs if necessary)
d±
c
±
αα
◦ c±α = c
±
α ◦ d
±
c
±
αα
= 1
If β ∈ ∆(g, h) is noncompact imaginary, then the roots d±β β ∈ ∆(g, h
β) are real,
and (reversing signs if necessary)
c±
d
±
β
β
◦ d±β = d
±
β ◦ c
±
d
±
β
β
= 1
Proof. We will prove
d+
c
+
αα
◦ c+α = 1
The others equalities are analogous. Recall the decomposition
h = kerα⊕ Cα∨
By Proposition 3.5, c+α acts by the identity on kerα. By Proposition 3.3, d
+
c
+
αα
acts
by the identity on ker c+αα = c
+
α kerα = kerα. Hence, d
+
c
+
αα
c+α acts by the identity
on kerα. To prove d+
c
+
αα
◦ c+α = 1, it now suffices to show that d
+
c
+
αα
c+α (α
∨) = α∨.
Fix an isomorphism
φα : sl2(C)→ sα
as in Proposition 3.2. First, we will show that φα(E
c) is a root vector for c+αα ∈
∆(g, hα). Choose an arbitrary element X + cφα(Dc) ∈ kerα⊕Cφα(Dc) = hα. The
root c+αα ∈ ∆(g, h
α) acts on this element by
(c+αα)(X + cφα(Hc)) = cα((c
+
α )
−1φα(Hc))
= cα(α∨)
= 2c
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On the other hand,
[X + cφα(Hc), φα(Ec)] = [X,φα(Ec)] + c[φα(Hc), φα(Ec)]
= [X,φα(H)− iφα(E)− iφα(F )] + cφα[Hc, Ec]
= 2cφαφα(Ec)
Hence, φα(Ec) is a root vector for c
+
αα. By a similar argument φ(Fc) is a root
vector for −c+αα.
Since the elements Ec, Fc, and Dc satisfy the relations
[Dc, Ec] = 2Ec [Dc, Fc] = −2Fc [Ec, Fc] = Dc
so do their images under φα. The conclusion is that
φα(Dc) = (cαα)
∨ ∈ hα
From these observations it follows that sα = sc+αα and φα is a valid choice for
φc+αα (i.e. satisfies the Properties laid out in Proposition 3.2 for the noncompact
imaginary root c+αα). Using this choice for φc+αα, we calculate
d+
c
+
αα
φα(Dc) = d
+
c
+
αα
(c+αα)
∨
= φc+αα(D)
= φα(D)
= α∨
Hence,
d+
c
+
αα
c+α (α
∨) = d+
c
+
αα
φα(Dc) = α
∨
which completes the proof. 
It is not hard to show that a θ-stable Cartan subalgebra h ⊂ g is maximally
compact (resp. maximally split) if and only if there are no real (resp. noncompact
imaginary) roots. This fact, along with the basic properties of c±α and d
±
α implies
Theorem 3.2. Let h ⊂ g be a θ-stable Cartan subalgebra. There is a maximally
split θ-stable Cartan subalgebra hsplit ⊂ g and a sequence of simple real roots
α1 ∈ ∆
+
R
(g, hsplit) α2 ∈ ∆
+
R
(g, c±α1h
split) ... αn ∈ ∆
+
R
(g, c±αn−1 ...c
±
α1
hsplit)
such that
c±αn ...c
±
α1
hsplit = h
There is also a maximally compact θ-stable Cartan subalgebra hcomp ⊂ g and a
sequence of noncompact simple imaginary roots
β1 ∈ ∆
+
iR(g, h
comp) β2 ∈ ∆
+
iR(g, d
±
β h
comp) ... βn ∈ ∆
+
n (g, d
±
βn−1...d
±
β1
hcomp)
such that
d±βn ...d
±
β1
hcomp = h
This theorem, together with Proposition 3.8, hands us a classification of θ-stable
Cartan subalgebras of g: up to conjugation byK, each is obtained by applying a se-
quence of c±α to a fixed, maximally split θ-stable Cartan subalgebra (or alternatively
by applying a sequence of d±α to a fixed maximally compact Cartan subalgebra).
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4. Harish-Chandra Modules
Let g be a (finite-dimensional) complex Lie algebra and let K be a complex
algebraic group. We say that (g,K) is a pair if
(1) The Lie algebra k of K is a subalgebra of g
(2) K acts on g by Lie algebra automorphisms Ad(k) ∈ Aut(g) extending the
adjoint action of K
(3) The Lie algebra of Ad(K) is the subalgebra ad(k) ⊂ ad(g)
Note that this definition is more general than the usual one (see, e.g. 1.64, [19]).
We do not require that K is reductive (often it will not be). However, many of
the basic facts about (g,K)-modules remain true in our setting. We will refer the
reader to the standard sources (e.g. [29], [19]) for proofs, with the caveat that these
proofs should be (slightly and easily) modified to accomodate our more general
setting.
Definition 4.1. Let (g,K) be a pair. A (g,K)-module is a complex vector space
V with a Lie algebra action of g and an algebraic group action of K such that
(1) The action map
(4) g⊗C V → V
is K-equivariant, and
(2) The g-action, restricted to the subspace k ⊂ g, coincides with the differen-
tiated action of K.
A morphism of (g,K)-modules is a linear map which commutes with the actions of
g and K. We will write M(g,K) the abelian category of (g,K)-modules. We say
that a module M ∈ M(g,K) is quasi-simple if the center Z(g) of U(g) acts on M
by a character χ : Z(g)→ C. M is finitely-generated if it has a finite-dimensional
K-invariant generating subspace. M has finite-length if it has a finite composition
series
0 =M0 ⊂M1 ⊂ ... ⊂Mn =M
with irreducible quotients. We will write M fg(g,K) and Mfl(g,K) for the full sub-
categories of finitely-generated and finite-length (g,K)-modules, respectively.
There is a version of Schur’s lemma for irreducible (g,K)-modules.
Proposition 4.1 ([19], Proposition 4.87). Let M ∈M(g,K). If M is irreducible,
then M is quasi-simple.
To do homological algebra in M(g,K), we will need
Proposition 4.2 ([19], Corollary 2.26). The category M(g,K) has enough injec-
tives.
If G is a real reductive group, then (g,K) is a pair. In this case, it makes sense
to define
Definition 4.2. Suppose G is a real reductive group. A (g,K)-module X is admis-
sible if each irreducible representation of K appears in X with finite multiplicity.
We now have three distinct finiteness conditions on M(g,K): finite-generation,
finite-length, and admissibility. They are related by the following proposition
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Proposition 4.3. Let G be a real reductive group and let X be a (g,K)-module.
Write
I := Ann(X) := {v ∈ U(g) : vX = 0}
The following are equivalent
(1) X is finitely-generated and admissible
(2) X is finitely generated and
I ∩ Z(g) ⊂ Z(g)
has finite codimension
(3) X is admissible and
I ∩ Z(g) ⊂ Z(g)
has finite codimension
(4) X has finite-length
All of these equivalences are standard. The hardest part (that (4) implies (3))
is Theorem 10.1 in [19].
4.1. Three Nilpotent Cones. Return to the setting of Section 3.1. Let N ⊂ g
be the set of nilpotent elements of g. N is closed in the Zariski topology on g
and invariant under the commuting actions of G and C×. The G-action on N has
finitely many orbits, which are C×-invariant and partially ordered by
O1 ≤ O2 ⇔ O1 ⊆ O2 O1,O2 ∈ N/G
N contains a unique open G-orbit Oprin called the principal nilpotent orbit. We
will review its key properties in Section 5.5.
By definition, a functional λ ∈ g∗ is nilpotent if it corresponds under B to a
nilpotent element of g. A more invariant definition is helpful: λ ∈ g∗ is nilpotent if
and only if λ(gλ) = 0. Write N ∗ for the set of nilpotent elements of g∗. B restricts
to a G- and C×-invariant isomorphism of algebraic varieties
B : N → N ∗
Although N is often easier to work with in examples, N ∗ is a more natural setting
for representation theory. One advantage is this: every G-orbit on N ∗ carries a
distinguished, G-invariant symplectic form. If λ ∈ N ∗ and O = G · λ, then there
is a natural identification
TλO = g/g
λ
and
ωOλ (X,Y ) = [X,Y ] X,Y ∈ g
defines a non-degenerate, skew-symmetric, bilinear form on TλO, and hence a G-
invariant symplectic form ωO on O.
There are two smaller cones Nθ,N0 ⊂ N which play a special role in the repre-
sentation theory of G:
Nθ = N ∩ p N0 = N ∩ g0
Nθ is aK- and C×-invariant Zariski-closed subset ofN with finitely-manyK-orbits.
N0 is a G- and R×-invariant analytically-closed subset of N with finitely many G-
orbits. The K-orbits on Nθ and the G-orbits on N0 are partially ordered. In both
cases, the definition is the same: O1 ≤ O2 ⇐⇒ O1 ⊆ O2.
There is an elegant relationship between K-orbits on Nθ and G-orbits on N0,
first observed by Sekiguchi ([25]). The following formulation is due to Vogan:
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Theorem 4.1 ([30], Theorem 6.4). Write θs for the involution of sl2(C) defined
by θs(X) := −Xt and σs for complex conjugation. Then the following sets are in
natural bijection
(1) N0/G
(2) G-conjugacy classes of homomorphisms
φσ : sl2(C)→ g
intertwining σ with σs
(3) K-conjugacy classes of homomorphisms
φσ,θ : sl2(C)→ g
intertwining σ with σs and θ with θs
(4) K-conjugacy classes of homomorphisms
φθ : sl2(C)→ g
intertwining θ with θs
(5) Nθ/K
The maps from (3) to (2) and (3) to (4) are the inclusions. The map from (2)
to (1) is defined by
φσ 7→ φσ(E)
The map from (4) to (5) is defined by
φθ 7→ φθ(Ec)
Using the isomorphism B : N → N ∗, we can identify N0 and Nθ with subsets
N ∗0 and N
∗
θ of N
∗
N ∗θ = N
∗ ∩ (g/k)∗ = {λ ∈ N ∗ : λ(k) = 0}
N ∗0 = N
∗ ∩ g∗0 = {λ ∈ N
∗ : λ(g0) ⊆ R}
Of course, the bijection Nθ/K ∼= N0/G of Theorem 4.1 induces a bijection N ∗θ /K
∼=
N ∗0 /G. Some features of this correspondence are slightly easier to see on the ‘dual’
side:
Theorem 4.2 (Kostant-Sekiguchi-Vergne-Barbasch-Sepanski, [22], [25], [27],[8]).
The bijection
η : N ∗θ /K→ N
∗
0 /G
defined by the requirements of Theorem 4.1 has the following properties:
(1) η respects the closure orderings on N ∗θ /K and N
∗
0 /G.
(2) For every O ∈ N ∗θ /K, there is a K-invariant diffeomorphism
O ∼= η(O)
(3) For every O ∈ N ∗θ /K
G · O = G · η(O)
Inside this co-adjoint G-orbit, O is a Lagrangian submanifold, and η(O) is
a real form.
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Example 4.1. Let
G = SU(1, 1) =
{(
a b
b a
)
: |a|2 − |b|2 = 1
}
g0 =
{(
xi y + zi
y − zi −xi
)
: x, y, z ∈ R
}
Choose
K =
{(
a 0
0 a
)
: |a|2 = 1
}
Then
G = SL2(C) K =
{(
a 0
0 a−1
)
: a ∈ C×
}
p =
{(
x y
y −x
)
: a, b ∈ C
}
Because of the trace condition, an element X ∈ sl2(C) is nilpotent if and only if
det(X) = 0. Therefore
N =
{(
x y
z −x
)
∈ sl2(C) : x
2 + yz = 0
}
Nθ =
{(
x y
y −x
)
∈ sl2(C) : x
2 + y2 = 0
}
N0 =
{(
xi y + zi
y − zi −xi
)
∈ sl2(C) : x
2 = y2 + z2
}
In words: N is a complex quadric cone of complex dimension two, Nθ is the union
of two intersecting complex lines, and N0 is a real quadric cone of real dimension
two. G has two orbits on N : the origin, and everything else. K has three orbits
on Nθ: the origin, and the two punctured lines. G has three orbits on N0: the
origin, and the two punctured half-cones. The bijection of Theorem 4.2 matches the
punctured complex lines with the punctured real half-cones and the origin with the
origin. Consistent with Theorem 4.2, there are diffeomorphisms between correlated
orbits and the ordering is preserved.
Now, let q be a parabolic subalgebra of g. Fix a Levi decomposition
q = l⊕ u
Use subscripts to distinguish between the nilpotent cones N ,N ∗,Nθ,N ∗θ for g and
for l, i.e. write Ng,Nl,N ∗g ,N
∗
l , etc.
There is a Q-invariant restriction map
πq : (g/u)
∗ → (q/u)∗ ∼= l∗
with kernel (g/q)∗. Let
N ∗q := π
−1
q (N
∗
l ) ⊂ N
∗
g
The map πq turns N ∗q into an affine-space bundle over N
l,∗ (with fibers equal to
(g/q)∗).
Now, πq restricts to a map
πq,θ : (g/(u+ k))
∗ → (q/(u+ k))∗ ∼= (l/(l ∩ k))∗
with kernel (g/(q+ k))∗. Let
N ∗q,θ := π
−1
q,θ(N
∗
l,θ) ⊂ N
∗
g,θ
Again, this is an affine-space bundle over N ∗l,θ (with fibers equal to (g/(q+ k))
∗).
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Let Q be the variety of parabolic subalgebras q′ ⊂ g, G-conjugate to q. If
Q ⊂ G is the parabolic subgroup corresponding to q, then NG(q) = Q and the
adjoint action of G provides an identification
G/Q ∼= Q gQ 7→ g · q
(in fact, this is how the variety structure on Q is most commonly defined).
Define
N ∗Q = {q
′ ∈ Q, µ′ ∈ N ∗q′}
The adjoint action of G provides an identification
G×Q N
∗
q
∼= N ∗Q (g, µ) 7→ (g · q, g · µ)
Off of N ∗Q, there is a G-invariant moment map
η : N ∗Q → N
∗
g (q
′, µ′) 7→ µ′
which is proper and surjective and a G-invariant projection
p : N ∗Q → Q
which is affine and surjective.
Let QK ⊂ Q be the K-orbit of q ∈ Q. It is identified (by the adjoint action
of K) with the homogeneous space K/(Q ∩K). If q is θ-stable, then QK ⊂ Q is
closed and if q is σ-stable, then QK ⊂ Q is open. In general, it is locally closed.
Over QK, there is a bundle
N ∗Q,θ := {q
′ ∈ QK, µ
′ ∈ N ∗q′,θ}
which is a sub-bundle of the restriction of N ∗Q to QK. The adjoint action of K
provides an identification
K×Q∩K N
∗
q,θ
∼= N ∗Q,θ (k, µ) 7→ (k · q, k · µ)
The image of N ∗Q,θ under η is by definition the K-saturation of N
∗
q,θ. Since N
∗
g,θ is
K-invariant and N ∗q,θ ⊂ N
∗
g,θ, η restricts to a map
η : N ∗Q,θ → N
∗
g,θ
This map is proper when q is θ-stable, but it is very rarely surjective. When q is
‘large’ (a condition we will define in Section 5.1), its image is a closed subvariety of
maximal dimension.
It will sometimes be convenient to use the G-invariant isomorphism B : g→ g∗
to transport all of this geometry to g. Note that B−1 takes
(g/u)∗ ∼= q (q/u)∗ ∼= l (g/(u+ k))∗ ∼= u ∩ p (q/(u+ k))∗ ∼= l ∩ p
and therefore
N ∗q
∼= Nq := Nl + u
N ∗q,θ
∼= Nq,θ := Nl,θ + u ∩ p
N ∗Q
∼= NQ :=G×Q (Nl + u)
N ∗Q,θ
∼= NQ,θ := K×Q∩K (Nl,θ + u ∩ p)
For orientation: if q happens to be a Borel subalgebra of g, then Q is the flag
variety of G, N ∗Q is its cotangent bundle, η : N
∗
Q → N
∗ is the Springer resolution,
and N ∗Q,θ is the total space of the co-normal bundle for QK ⊂ Q.
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4.2. Associated Varieties. Let I ⊂ U(g) be a two-sided ideal. If we equip U(g)
with its degree filtration, then
gr(I) ⊂ grU(g) ∼= S(g) ∼= C[g∗]
Make the following
Definition 4.3. The associated variety of I is the Zariski-closed subset of g∗ de-
fined by the graded ideal gr(I) ⊂ C[g∗]
AV(I) := V (gr(I))
⊂ g∗
Since gr(I) ⊂ C[g∗] is G-invariant and graded, AV(I) ⊂ g∗ is G and C×-invariant.
Theorem 4.3 ([30], Theorem 5.7). Suppose I ∩ Z(g) ⊂ Z(g) is an ideal of finite
codimension. Then AV(I) ⊂ N ∗.
In the setting of Proposition 4.3, AV(I) is a finite union of G-orbits on N ∗. If
we write OC1 , ...,O
C
n for the open G-orbits on AV(I), then O
C
i are the irreducible
components of AV(I) and
AV(I) =
⋃
O
C
i
It is also useful to know
Theorem 4.4 (Joseph, Borho-Brylinski, [16], [11]). If I is primitive, there is a
G-orbit OC ⊂ N ∗ such that
AV(I) = O
C
Now suppose X is a (g,K)-module. The annihilator I := Ann(X) is a two-
sided ideal in the universal enveloping algebra of g, and it has an associated variety
AV(I) ⊂ g∗. This set provides a course measurement of ‘size’ for the (g,K)-module
X . We will need a refinement of this invariant, first defined by Vogan ([30]).
Definition 4.4. Let X be a (g,K)-module. A filtration of X
... ⊆ X−1 ⊆ X0 ⊆ X1 ⊆ ...,
⋂
m
Xm = 0,
⋃
m
Xm = X
by complex subspaces is compatible if
(1) Um(g)Xn ⊆ Xm+n
(2) KXm ⊆ Xm
for everym,n ∈ Z. The first condition allows us to define on gr(X) =
⊕
nXn/Xn−1
the structure of a graded S(g)-module. The second condition allows us to define on
gr(X) a graded algebraic K-action. These two structures satisfy compatibility con-
ditions mirroring conditions (1) and (2) of Definition 4.1:
(1) The action map S(g)⊗ gr(X)→ gr(X) is K-equivariant,
(2) The subspace k ⊂ g ⊂ S(g) acts by 0 on gr(X)
In short, gr(X) has the structure of a graded, K-equivariant S(g/k)-module.
Under the natural equivalence between quasi-coherent sheaves on an affine variety
and modules for its functions, gr(X) corresponds to a graded, K-equivariant quasi-
coherent sheaf on (g/k)∗. A compatible filtration is good if additionally
(3) gr(X) is finitely-generated over S(g)
or (equivalently) if gr(X) is coherent.
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Thus, if X is a (g,K)-module with a chosen good filtration, gr(X) is a K and
C×-equivariant coherent sheaf on (g/k)∗. If X is finitely-generated, then good
filtrations exist. For example, if X0 ⊂ X is any finite-dimensional K-invariant
generating subspace, then
Xm := Um(g)X0 m ≥ 0
defines a good filtration of X . The converse is also true (and only slightly harder
to prove): good filtrations only exist for finitely-generated modules.
Now suppose X ∈ Mfl(g,K). By Proposition 4.3, X ∈ M fg(g,K). If we choose
a good filtration of X , there is an obvious containment (of ideals)
gr(I) ⊆ Ann(gr(X))
and hence a containment (of sets)
Supp(gr(X)) ⊆ AV(I)
where Supp(gr(X)) = V (Ann(gr(X)) is the set-theoretic support. By Proposition
4.3, AV(I) ⊂ N ∗, and therefore
Supp(gr(X)) ⊆ N ∗ ∩ (g/k)∗ = N ∗θ
Let KMfl(g,K) denote the Grothendieck group ofMfl(g,K). It is freely-generated
as a Z-module over the set of (isomorphism classes of) irreducible (g,K)-modules.
If X ∈ Mfl(g,K), write [X ] for the class of X in KMfl(g,K). By the remarks
above, [gr(X)] ∈ K CohK(N ∗θ ). Although gr(X) depends on the filtration used to
define it, its class [gr(X)] does not.
Proposition 4.4 ([30], Proposition 2.2). gr defines a group homomorphism
KMfl(g,K)→ K CohK(N ∗θ ), X 7→ [gr(X)]
In fact, this homomorphism is surjective. For a proof of this rather difficult fact,
see [4].
In light of Proposition 4.4, we can define
Definition 4.5. Let X be a (g,K)-module of finite-length. The associated variety
of X is the Zariski-closed subset of N ∗θ defined by the ideal Ann(gr(X)) ⊂ S(g/k)
AV(X) := Supp(grX)
:= V (Ann(gr(X)))
⊆ N ∗θ
Since Ann(gr(X)) ⊂ S(g/k) is K-invariant and graded, AV(X) ⊂ N ∗θ is K and
C×-invariant. It is well-defined (as a set) by Proposition 4.4.
In the setting of 4.5, AV(X) is a finite union of K-orbits on N ∗θ . If we write
O1, ...,On for the openK-orbits on AV(X), then Oi are the irreducible components
of AV(X) and
AV(X) =
⋃
Oi
If X is irreducible, then these K-orbits O1, ...,On are related to the G-orbit OC of
Proposition 4.4 by the following result of Vogan
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Theorem 4.5 ([30], Theorem 8.4). Let X be an irreducible (g,K)-module. Let
O1, ...,On be the open K-orbits on AV(X) and let OC be the open (dense) G-orbit
on AV(I). Then
OC =G · Oi
for each i = 1, ..., n. In particular (by Theorem 4.2), the K-orbits Oi have the same
dimension (equal to 12 dim(O
C)).
By Proposition 4.3, the irreducible representations of K appear in a finite-length
(g,K)-module with finite multiplicities. Hence, restriction to K defines an exact
functor
resK :M
fl(g,K)→ Rep(K)
where Rep(K) denotes the category of algebraic K-representaitons. This induces a
group homomorphism
resK : KM
fl(g,K)→ KRep(K) X 7→ X |K
IfM ∈ CohK(N ∗θ ), then Γ(N
∗
θ ,M) is aK-equivariant module for the ring of regular
functions C[N ∗θ ]. Restriction to K again defines a functor
resK : Coh
K(N ∗θ )→ Rep(K) M 7→ (ΓM)|K
which is exact since N ∗θ is affine. This induces a second group homomorphism
resK : K Coh
K(N ∗θ )→ KRep(K) X 7→ X |K
and the obvious triangle
KMfl(g,K) K CohK(N ∗θ )
KRep(K)
gr
res|K
res|K
commutes. We will occasionally use the following:
Theorem 4.6 ([4], Corollary 6.4). The restriction map
resK : K Coh
K(N ∗θ )→ KRep(K) X 7→ X |K
is injective.
An immediate consequence of Theorem 4.6 is the somewhat surprising fact that
the associated variety of a finite-length (g,K)-module is determined by its K-types.
4.3. Parabolic Induction. In [29] (inspired by a construction of Zuckerman),
Vogan defines an algebraic version of parabolic induction. In Vogan’s setting, the
inducing parabolic q ⊂ g should have the special property of admitting a θ-stable
Levi factor l ⊂ q (in [19], parabolics with this property are called germane). For
our arguments to work, we will need to relax this assumption on q. Fortunately,
most of the key definitions and proofs carry over to this more general setting. Once
again, we will direct the reader to the standard references for proofs, with the
understanding that these proofs often require trivial modification.
Let G be a real reductive group. Let q be a parabolic subalgebra of g, and let Q
be the corresponding parabolic subgroup of G. Then there is an inclusion of pairs
(q,Q ∩K) ⊆ (g,K)
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Since q is not assumed to have any compatibility with θ, the group Q ∩K can be
quite strange. Nevertheless, we can define a functor
(5) I
(g,K)
(q,Q∩K) :M(h,L)→M(g,K)
Roughly speaking, if W ∈M(l,Q ∩K), I
(g,K)
(l,Q∩K)W is the (g,K)-module
K− finite vectors in Homq(U(g),W ⊗ det(u))
where det(u) is the top exterior power of u, the nilradical of q. This definition is
not quite correct (or meaningful, strictly speaking) if K is disconnected. We review
the correct definition below.
LetK0 denote the identity component ofK, and letK1 = LK0. Then I
(g,K)
(q,Q∩K)W
is defined in stages
(1) Let
W ′ :=W ⊗ det(u)
(2) Form
Homq(U(g),W
′)
This vector space has the structure of a (g,Q ∩K)-module
(3) Take K0-finite vectors
Γ0Homq(U(g),W
′) := Homq(U(g),W
′)K0
This vector space has the structure of a g-module with algebraic actions of
Q ∩K and K0. These group actions are both compatible with g, but not
necessarily with eachother. They restrict to two (often distinct) actions of
Q ∩K0.
(4) Form the subspace of Γ0Homq(U(g),W
′) on which both Q ∩ K0-actions
coincide:
Γ1Homq(U(g),W
′) := {v ∈ Γ0Homq(U(g),W
′) : g ·1 v = g ·2 v ∀g ∈ Q ∩K
0}
This is a g-module with compatible algebraic actions of K0 and Q∩K, and
hence of K1 = (Q ∩K)K0
(5) Perform a finite induction
ΓHomq(U(g),W
′) := IndKK1Γ
1Homq(U(g),W
′)
This vector space has the structure of a (g,K)-module.
Proposition 4.5. The assignment
(6) W 7→ ΓHomq(U(g),W
′)
defines a left-exact functor
I
(g,K)
(q,Q∩K) :M(q,Q ∩K)→M(g,K)
Proof. The assignment 7 is funtorial, since the operations (1) − (5) defining it are
functorial. Operations (1), (2), (4), and (5) are exact. Operation (2) is left exact.
Hence, their composition I
(g,K)
(q,Q∩K) is left exact. 
In view of Propositions 4.2 and 4.5, we can define the right derived functors
RiI
(g,K)
(q,Q∩K) :M(q,Q ∩K)→M(g,K)
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If we fix a Levi decomposition q = l⊕u (and hence a Levi decomposition Q = LU),
then (l, Q∩K
U∩K ) is a pair (with Q ∩K acting on l via the isomorphism l
∼= q/u), and
there is a surjective morphism of pairs
(q,Q ∩K)։ (l,
Q ∩K
U ∩K
)
Pulling back along this morphism defines a fully faithful embedding
M(l,
Q ∩K
U ∩K
) ⊂M(q,Q ∩K)
The restriction of I
(g,K)
(q,Q∩K) to this subcategory has many favorable properties. Here
are three:
Theorem 4.7 (Vanishing Above a Degree, [29], Corollary 6.3.21). There is an
integer s such that
RiI
(g,K)
(q,Q∩K)W = 0
for every W ∈M(l, Q∩K
U∩K ) and i > s.
Theorem 4.8 (Preservation of Infinitesimal Character, [29], Proposition 6.3.11).
Let W ∈ M(l, Q∩K
U∩K ) and let h ⊂ l be a Cartan subalgebra. Suppose W has infini-
tesimal character λ ∈ h∗. Then for every i ≥ 0, the (g,K)-module
RiI
(g,K)
(q,Q∩K)W
has infinitesimal character λ+ ρ(u).
Theorem 4.9 (Preservation of Finite Length, [29], Theorem 6.3.12). Let W ∈
Mfl(l, Q∩K
U∩K ). Then for every i ≥ 0,
RiI
(g,K)
(q,Q∩K)W ∈M
fl(g,K)
In light of Theorems 4.7 and 4.9, we can define a group homomorphism
(7)
I(l, q, ·) : KMfl(l,
Q ∩K
U ∩K
)→ KMfl(g,K) I(l, q, [W ]) :=
∑
i
(−1)i[RiI
(g,K)
(q,Q∩K)W ]
This homomorphism will be our primary tool for producing unipotent representa-
tions. It has the following important property
Theorem 4.10 (Induction by Stages). Let
q = l⊕ u
be a parabolic subalgebra of g, and let
q′ = l′ ⊕ u′
be a parabolic subalgebra of l. Then q′ ⊕ u is a parabolic subalgebra of g, and
I(l, q, ·) ◦ I(l′, q′, ·) = I(l′, q′ ⊕ u, ·)
Theorem 4.10 is a formal consequence of a Spectral sequence in M(g,K) ([29],
Proposition 6.3.6).
In two special cases, the homomorphism I(l, q, ·) is particularly well-understood.
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4.3.1. Real Parabolic Induction. If we assume that q = l⊕ u is σ-stable and l is θ-
stable, then Q := Qσ is a parabolic subgroup of G, and Q∩K
U∩K is naturally isomorphic
to the reductive subgroup L ∩K ⊂ L. In this case, there is an idenfitication
(8) I
(g,K)
(l,L∩K)W
∼=(g,K) Ind
G
Q(W ⊗ |ρ(u)|) W ∈M(l,L ∩K)
where IndGQ is the usual (analytically-defined) functor of parabolic induction (see
Section 11.2 of [19] for a proof).
The main fact we will need in this case is the following.
Theorem 4.11. Suppose q = l ⊕ u is a σ-stable parabolic subalgebra of g and l is
θ-stable. Then the functor
I
(g,K)
(l,L∩K) :M
fl(l,L ∩K)→Mfl(g,K)
(1) is exact, and
(2) takes nonzero modules to nonzero modules
In particular, I(l, q, ·) is injective.
Proof. Part (1) is Proposition 11.52 in [19]. Part (2) is clear from the analytic
definition of IndGQ and the equivalence 8. 
Let hsplit0 be a maximally split θ-stable Cartan subalgebra of g0. Choose an
element a ∈ asplit0 such that α(a) 6= 0 for every α ∈ ∆(g, h
split) and define the
parabolic subalgebra
lmin := hsplit ⊕
⊕
α(a)=0
gα u
min :=
⊕
α(a)>0
gα q
min = l⊕ u
Since σ(a) = a, qmin is σ-stable and since θ(a) = −a, lmin is θ-stable. The corre-
sponding parabolic subgroup Qmin = (Qmin)σ is minimal among parabolics of G.
We will eventually need the following deep result of Casselman:
Theorem 4.12 (Casselman Subrepresentation Theorem, [12]). Let X be an irre-
ducible (g,K)-module. Then there is finite-dimensional representation V of Lmin
and an embedding of (g,K)-modules
X ⊆ I
(g,K)
(lmin,Lmin∩K)V
4.3.2. Cohomological Induction. If we assume that q = l⊕u is θ-stable and l is a θ-
stable Levi, then Q∩K
U∩K is naturally isomorphic to the reductive subgroup L∩K ⊂ L,
and I
(g,K)
(l,L∩K) is the functor of cohomological induction. The main facts we will need
in this case are the following:
Theorem 4.13 ([19],Theorem 8.2). Suppose q = l⊕ u is a θ-stable parabolic sub-
algebra of g and l is a θ-stable Levi. Let h be a Cartan subalgebra of l. There is an
integer t ≥ 0 such that for every irreducible (l,L∩K)-module W with infinitesimal
character λ ∈ h∗ satisfying
Re〈λ + ρ(u), α∨〉 ≥ 0 ∀α ∈ ∆(u, h)
the (g,K)-module
RiI
(g,K)
(l,L∩K)W
(1) is irreducible, or 0, if i = t, and
(2) is 0 if i 6= t
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In particular, I(l, q, ·) takes irreducibles to irreducibles (or 0).
There is also a non-vanishing theorem for cohomological induction, which is a
useful companion to Theorem 4.13. To state it, we will need to define the minimal
K-types of a (g,K)-module X . Choose a maximally compact θ-stable Cartan subal-
gebra h ⊂ g and a positive system ∆+(k, t). If τµ is an irreducible K-representation
with highest weight µ ∈ t∗, define
|τµ| := B(µ+ 2ρk, µ+ 2ρk)
A minimal K-type of X is a K-type τµ with minimal norm among all K-types
occuring in X . It is easy to see that minimal K-types exist (if X 6= 0) and are
independent of ∆+(k, t).
Theorem 4.14 ([19], Theorem 10.44,). Suppose q = l ⊕ u is a θ-stable parabolic
subalgebra of g and l is a θ-stable Levi. Let h be a maximally compact θ-stable
Cartan subalgebra of l and choose a positive system ∆+(k, t). Let W be a finite-
length (l,L ∩K)-module with infinitesimal character λ ∈ h∗ satisfying
Re〈λ + ρ(u), α∨〉 ≥ 0 ∀α ∈ ∆(u, h)
Write µ1, ..., µn ∈ h∗ for highest-weights of the minimal L ∩K-types of W . Then
I(l, q,W ) 6= 0 if and only if some of the weights
µ+ 2ρ(u ∩ p)
are dominant for ∆+(k, t). In this case, the dominant weights of this form are
minimal K-types of I(l, q,W ).
We conclude this subsection by describing a geometric version of cohomological
induction. The correct setting for this construction is N ∗θ . For notational conve-
nience (at the cost of some conceptual rigor), we will work instead in Nθ, which is
identified by B : g→ g∗ with N ∗θ (see the remarks at the end of Section 4.1).
Recall the group homomorphisms
gr : KMfl(g,K)→ K CohK(N gθ ) gr : KM
fl(l,L ∩K)→ K CohL∩K(N lθ)
defined in Section 4.2. What we seek is a group homomorphism
gr I(l, q, ·) : K CohL∩K(N lθ)→ K Coh
K(N gθ )
making the following diagram commute
KMfl(l,L ∩K) KMfl(g,K)
K CohL∩K(N lθ) K Coh
K(N gθ )
I
gr gr
gr I
Indeed, such a homomorphism exists, and we can describe it explicitly. In the
notation of Section 4.1, there is a functor
π∗q,θ : Coh
L∩K(Nl,θ)→ Coh
Q∩K(Nq,θ)
which is exact, since πq,θ is flat (recall that πq,θ is a fiber bundle). Also, there is
an exact equivalence of categories
E : CohQ∩K(Nq,θ) ∼= Coh
K(NQ,θ)
Hence, there is a well-defined class
[E(π∗q,θ gr(W ))] ∈ K Coh
Q∩K(NQ,θ)
28 LUCAS MASON-BROWN
Since η : NQ,θ → Ng,θ is proper, the higher direct images
Riη∗E(π
∗
q,θ gr(W ))
are coherent sheaves on Ng,θ (and vanish, for i >> 0). Hence, there is a well-defined
class ∑
i
(−1)i[Riη∗E(π
∗
q,θ gr(W ))] ∈ K Coh
K(Ng,θ)
Theorem 4.15 (Geometric Blattner Formula). Let W ∈ Mfl(l,L ∩K). There is
an equality in K CohK(Ng,θ)
[gr I(l, q,W )] =
∑
i
(−1)i[Riη∗E(π
∗
q,θ gr(W ))]
Proof. Since the restriction map
res|K : Coh
K(Ng,θ)→ KRep(K)
is injective (see Theorem 4.6), it suffices to prove
I(l, q,W ) =K
∑
i
(−1)i[Riη∗E(π
∗
q,θ gr(W ))]
in KRep(K). Since Ng,θ is affine, the functor η∗ is equivalent (modulo an exact
equivalence of categories) to the global sections functor Γ(NQ,θ, ·). Hence
(9) Riη∗E(π
∗
q,θ gr(W ))
∼= Hi(NQ,θ, E(π
∗
q,θ gr(W )))
Form the co-normal bundle
T ∗QQK
∼= K×(Q∩K) u ∩ p ⊂ NQ,θ
and write
ν : NQ,θ → T
∗
QQK
for the projection map. There is a diagram
CohK(NQ,θ) Coh
Q∩K(Nq,θ)
CohK(T ∗QQK) Coh
L∩K(Nl,θ)
CohK(QK) Coh
L∩K(pt)
ν∗
E
π∗q,θ
res|L∩Kp∗
E
The commutativity of this diagram is not particularly deep, but is a somewhat
technical exercise in algebraic geometry. We leave the details to the reader. The
conclusion is that there is an isomorphism
ν∗E(π
∗
q,θ gr(W ))
∼= p∗E(gr(W )|L∩K)
in CohK(TQQ
∗
K). Since the projection map ν is affine (its fibers are identified with
affine variety Nl,θ), ν∗ is exact, and hence
(10)
Hi(NQ,θ, E(π
∗
q,θ gr(W ))
∼= Hi(T ∗QQK, ν∗E(π
∗
q,θ gr(W ))
∼= Hi(T ∗QQK, p
∗E(gr(W )|L∩K))
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Since p : T ∗QQK → QK is affine (it is a vector bundle with fibers u∩ p), p∗ is exact,
and hence
(11) Hi(T ∗QQK, p
∗E(gr(W )|L∩K)) ∼= H
i(QK, p∗p
∗E(gr(W )|L∩K))
The right hand side of 11 can be rewritten using the projection formula (see, e.g.,
[14], Exercise 5.1)
(12) p∗p
∗E(gr(W )|L∩K) ∼= E(gr(W )|L∩K ⊗ C[u ∩ p])
Comparing 9,10, 10 and 12, we obtain∑
i
(−1)i[Riη∗E(π
∗
q,θ gr(W ))] =K
∑
i
(−1)i[Hi(QK, E(gr(W )|L∩K ⊗ C[u ∩ p])]
in KRep(K). Then the desired equality
I(l, q,W ) =K
∑
i
(−1)i[Hi(QK, E(gr(W )|L∩K ⊗ C[u ∩ p])]
follows from the Blattner formula ([15], which describes the K-multiplicities on the
left) and the Borel-Weil-Bott Theorem (which describes the K-multiplicities on the
right). 
5. A Classification of Principal Unipotent Representations
Let G be a real reductive group. There is a beautiful correspondence between
nilpotent orbits and infinitesimal characters defined by Barbasch and Vogan in
[9]. To define it, fix a Cartan subalgebra h ⊂ g. There is a complex reductive
algebraic groupG∨, called the Langlands dual ofG. Under the equivalence between
connected reductive algebraic groups and root data, G∨ corresponds to the dual
root datum of G. By construction, g∨ contains a distinguished Cartan subalgebra
h∨ which is naturally identified with h∗. If we write N∨ for the cone of nilpotent
elements in g∨, there is an order-reversing map
ψ : N∨/G∨ → N/G
first defined by Spaltenstein ([26]). If O∨ ⊂ N∨ is a nilpotent G∨-orbit, we can
find a Lie algebra homomorphism (far from unique)
φO∨ : sl2(C)→ g
∨ φ(E) ∈ O∨
Then d∨ := 12φO∨(D) is a semisimple element of g
∨. Conjugating by G∨ if neces-
sary, we can assume that d∨ ∈ h∨ ∼= h∗. This element of h∗ is well-defined modulo
W (g) and hence determines an infinitesimal character
γO∨ := γd∨ : Z(g)→ C
by the Harish-Chandra isomorphism (Theorem 3.1). If O ⊂ N is a G-orbit, let
Arth(O) = {γO∨ : ψ(O
∨) = O}
This is a finite (sometimes empty) set of small (often singular) infinitesimal charac-
ters associated to O. If O′ is a G-orbit on N ∗, the set Arth(O′) is defined by first
replacing O with its image in N under the G-invariant identification B : g ∼= g∗.
In [1], Adams, Barbasch, and Vogan turn the vague ideas of Arthur ([6],[7]) into
a precise definition:
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Definition 5.1 (Adams-Barbasch-Vogan, [1]). Suppose O ⊂ N ∗ is a nilpotent G-
orbit. A special unipotent ideal attached to O is a primitive ideal I ⊂ U(g) such
that
(1) The infinitesimal character of I belongs to Arth(O), and
(2) AV(I) = O
A special unipotent representation attached to O is an irreducible (g,K)-module X
with the property that Ann(X) is a special unipotent ideal. Write Unipspec(O) for
the set of (isomorphism classes of) special unipotent representations attached to O.
If O = Oprin, the principal nilpotent orbit, then only the 0-orbit of G∨ maps to
Op under ψ. So in this case, Definition 5.1 becomes
Definition 5.2. A special unipotent representation attached to Oprin is an irre-
ducible (g,K)-module X such that
(1) X has infinitesimal character 0, and
(2) AV(Ann(X)) = N ∗
In Section 5.7, we will parameterize Unipspec(Oprin) and construct its elements.
5.1. The Parameter Space BB0(G).
Definition 5.3. A Beilinson-Bernstein parameter of infinitesimal character 0 (a
BB-parameter, for short) is a triple (H, b, χ) consisting of a θ-stable Cartan sub-
group H ⊂ G, a Borel subalgebra b ⊂ g containing h, and a character χ of H
satisfying dχ = −ρ(n). We will write BB0(G) for the set of all BB-parameters for
G.
The construction 7 defines a function
I : BB0(G)→ KM
fl(g,K) I(H, b, χ) :=
∑
i
(−1)i[RiI
(g,K)
(b,T)χ]
By Theorem 4.8, I(H, b, χ) has infinitesimal character 0 (this explains the sub-
script appearing in BB0(G)).
There is a natural K-action on BB0(G), defined by
k · (H, b, χ) := (k ·H, k · b, k · χ)
We will write BB0(G)/K for the set of K-orbits on BB0(G). For obvious reasons,
I descends to a well-defined function on BB0(G)/K.
We will consider BB-parameters with various special properties.
Definition 5.4. Let h ⊂ g be a θ-stable Cartan subalgebra and let ∆+(g, h) ⊂
∆(g, h) be a positive system. We say that ∆+(g, h) is
(1) large if every simple root is noncompact.
(2) type Z if for every complex simple root α
θ(α) ∈ ∆+(g, h)
(3) type L if for every complex simple root α
θ(α) ∈ −∆+(g, h)
If (H, b, χ) ∈ BB0(G), the Borel subalgebra b ⊂ g defines a positive system ∆+(g, h) =
∆(b, h) for ∆(g, h). We say that (H, b, χ) is large, type Z, or type L according to
the properties of this positive system.
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We will conclude this section by providing some clues as to how Properties (2)
and (3) of Definition 5.4 will be deployed. If h ⊂ g is a θ-stable Cartan subalgebra
and ∆+(g, h) is a positive system, there are two naturally defined parabolic sub-
algebras qZ , qL ⊂ g. The first, qZ , is the standard parabolic corresponding to the
real roots for ∆+(g, h)
(13) lZ := h⊕
⊕
α∈∆R
gα u
Z :=
⊕
α∈∆+\∆R
gα q
Z := l⊕ u
The second, qL, is the standard parabolic corresponding to the imaginary roots for
∆+(g, h)
(14) lL := h⊕
⊕
α∈∆iR
gα u
L :=
⊕
α∈∆+\∆iR
gα q
L := l⊕ u
Proposition 5.1. In the setting described above
(1) qZ is θ-stable if and only if ∆+(g, h) is type Z
(2) qL is σ-stable (i.e. real) if and only if ∆+(g, h) is type L.
Proof. We will only prove the first statement. The second statement can be proved
using a similar argument, replacing θ with −θ.
For the first statement, one implication is clear: if qZ is θ-stable, then the set of
complex positive roots is preserved by θ. In particular, every complex simple root
α ∈ ∆+(g, h) satisfies θ(α) ∈ ∆+(g, h).
Conversely, suppose ∆+(g, h) is type Z. To prove that qZ is θ-stable, it suffices to
show that θ preserves the set of complex positive roots. Denote the real, imaginary,
and complex simple roots by αi, βj, and γk, respectively.
Every root µ ∈ ∆(g, h) has a unique decomposition
µ =
∑
liαi +
∑
mjβj +
∑
nkγk
for integers li,mj , nk which are either all nonnegative or all nonpositive.
Now suppose µ is positive and complex. If all nk = 0, then
θ(µ) = −
∑
liαi +
∑
mjβj /∈ ∆(g, h)
a contradiction. So every complex root has at least one complex simple root in its
simple root decomposition.
Assuming still that µ is positive and complex,
θ(µ) = −
∑
liαi +
∑
mjβj +
∑
nkθ(γk)
By hypothesis, each θ(γk) is positive and complex. And therefore, each has a
complex simple root in its simple root decomposition. Consequently, θ(µ) has at
least one complex simple root in its simple root decomposition. Since θ(µ) is a root,
this means θ(µ) ∈ ∆+(g, h). 
5.2. Getting Around BB0(G). Let (H, b, χ) ∈ BB0(G). If α ∈ ∆+(g, H) is a
complex simple root, we will define a second BB parameter
sα(H, b, χ) ∈ BB0(G)
called the simple reflection of (H, b, χ) through α.
If β ∈ ∆+(g, H) is an odd simple real root, we will define two new BB parameters
c±β (H, b, χ) ∈ BB0(G)
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called the Cayley transforms of (H, b, χ) through β.
The definitions are rigged so that c±α and sβ commute (approximately) with the
induction function I : BB0(G) → KMfl(g,K) defined in Section 5.1. As a result,
these operations can be deployed in inductive arguments to relate the induced
modules I(H, b, χ) as (H, b, χ) varies over BB0(G).
For these inductive arguments to work (or, more accurately, to stop), it will be
convenient to have at hand a numerical invariant that keeps track of how many op-
erations have been performed. There are several good candidates for this invariant.
We will use
d(H, b, χ) := dim(b ∩ k)
We will see that Cayley transforms and simple reflections have a predictable effect
on d(H, b, χ).
5.3. Simple Reflections Through Complex Roots. Let (H, b, χ) ∈ BB0(G)
and let α ∈ ∆+(g, H) be a simple root.
Definition 5.5. Let sαb ⊂ g be the Borel subalgebra corresponding to the positive
system
sα∆
+(g, h) = ∆+(g, H) ∪ {−α} \ {α}
Define
sαχ := χ⊗ α
Finally, let
sα(H, b, χ) := (H, sαb, sαχ)
Proposition 5.2. In the setting of Definition 5.5,
sα(H, b, χ) ∈ BB0(G)
Proof. We need only to verify that
dsαχ = −ρ(sαn)
This follows trivially from definitions
dsαχ = dχ+ dδ(α) = −ρ(n) + α = −ρ(sαn)

Although sα(H, b, χ) is well-defined for any simple root, we will give special
attention to the case when α is complex. This is largely due to the following
Theorem 5.1. Let (H, b, χ) ∈ BB0(G) and let α ∈ ∆+(g, h) be a complex simple
root. Then
I(H, b, χ) = −I(sα(H, b, χ))
Proof. This is an easy consequence of the Transfer Theorem of Knapp and Vogan
(See [19], Theorem 11.87). 
Under the conditions of Theorem 5.1, sα has a predictable effect on d(H, b, χ).
Proposition 5.3. Let (H, b, χ) ∈ BB0(G) and let α ∈ ∆
+(g, H) be a complex
simple root.
(1) If
θ(α) ∈ −∆+(g, h)
then
d(sα(H, b, χ)) = d(H, b, χ) + 1
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(2) If
θ(α) ∈ ∆+(g, h)
then
d(sα(H, b, χ)) = d(H, b, χ)− 1
Proof. Since h is θ-stable, we have
d(H, b, χ) = dim(t) + dim(n ∩ k)
Choose a basis of root vectors Xµ for n as in the proof of Proposition 5.9. Then
n ∩ k is spanned by
{Xµ : µ positive compact imaginary}∪
{Xµ +Xθµ : pairs {µ, θµ} of complex positive roots}
Since
sα∆
+(g, h) = ∆+(g, h) ∪ {−α} \ {α}
the positive systems sα∆
+(g, h) and ∆+(g, h) contain the same number of compact
imaginary roots. If θ(α) ∈ −∆+(g, h), sα∆+(g, h) contains one additional pair
{−α, θα} of complex positive roots. If θ(α) ∈ ∆+(g, h), then ∆+(g, h) contains one
additional pair {α, θα} of complex positive roots. 
An extremely useful consequence of Theorem 5.1 is the following:
Proposition 5.4. Let (H, b, χ) ∈ BB0(G).
(1) There is a BB-parameter (H, b1, χ1) ∈ BB0(G) of type Z such that
I(H, b, χ) = ±I(H, b1, χ1)
(2) There is a BB-parameter (H, b2, χ2) of type L such that
I(H, b, χ) = ±I(H, b2, χ2)
Proof. Let S ⊂ BB0(G) be the set of all BB parameters which can be obtained from
(H, b, χ) through a sequence of simple reflections through complex simple roots α
satisfying θ(α) ∈ −∆+(g, h). Since d : BB0(G) → N is bounded from above (by
dim(b), for example), there is an element (H, b1, χ1) ∈ S which maximizes d. If α ∈
∆+(g, h) is a complex simple root satisfying θ(α) ∈ −∆+(g, h), then sα(H, b1, χ1) ∈
S and by Proposition 5.3 d(sα(H, b1, χ1)) > d(H, b1, χ1), a contradiction. Hence,
(H, b1, χ1) is type Z. The equation
I(H, b, χ) = ±I(H, b1, χ1)
follows by induction from Theorem 5.1. This proves (1).
The proof of (2) is analogous. Let S′ ⊂ BB0(G) be the set of all BB parame-
ters which can be obtained from (H, b, χ) through a sequence of simple reflections
through complex simple roots α satisfying θ(α) ∈ ∆+(g, h). Since d ≥ 0, there is
an element (H, b2, χ2) ∈ S which minimizes d. If α ∈ ∆+(g, h) is a complex simple
root satisfying θ(α) ∈ ∆+(g, h), then sα(H, b2, χ2) ∈ S
′ and by Proposition 5.3
d(sα(H, b, χ)) < d(H, b2, χ2), a contradiction. Hence, (H, b2, χ2) is type L. The
equation
I(H, b, χ) = ±I(H, b2, χ2)
follows by induction from Theorem 5.1. 
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5.4. Cayley Transforms Through Real Roots. Let (H, b, χ) ∈ BB0(G) and
let α ∈ ∆(g, H) be an odd real root. Recall the Cartan subgroup Hα, the inner
automorphisms c±α of g, and the characters c
±
αχ of H
α defined in Section 3.7.
Definition 5.6. In the setting described above, let
c±α (H, b, χ) := (H
α, c±α b, c
±
αχ)
Note that the pair c±α (H, b, χ) is independent of the isomorphism φα : sl2(C)→
sα used to define it (see the remarks preceding Proposition 3.5).
Proposition 5.5. In the setting of Definition 5.6,
c±α (H, b, χ) ∈ BB0(G)
Proof. The only condition to check is
dc±αχ = −ρ(c
±
αn)
This will follow from the condition
dχ = −ρ(n)
if we can prove that dc±αχ = dχ ◦ (c
±
α )
−1 We will check this equality independently
on kerα and φ(Hc) (which together span h
α). By definition, dc±αχ|kerα = dχ|kerα
and on kerα, both c±α act by the identity (see Proposition 3.5). On φα(Hc), we use
Proposition 3.5 again to compute
dχ(c±α )
−1φα(Dc) = ±dχ(α
∨) = ±〈ρ(n), α∨〉 = ±1
and indeed
dc±αχ(φ(Dc)) = τ±1(Dc) = ±1

Make the following
Definition 5.7. Suppose α ∈ ∆(g, H) is a real root. The image of T under α is a
compact subgroup of R×. Hence, α restricts to a group homomorphism
α : T → {±1}
We say that α is type 1 (resp. type 2) if the image of this map is {1} (resp. {±1}).
The analogue of Theorem 5.1 for Cayley transforms is the following.
Theorem 5.2. Let (H, b, χ) ∈ BB0(G) and let α ∈ ∆+(g, H) be an odd simple real
root. Then
(1) If α is type 1,
I(H, b, χ) = −I(c+α (H, b, χ))− I(c
−
α (H, b, χ))
(2) If α is type 2,
I(H, b, χ) = −I(c+α (H, b, χ)) = −I(c
−
α (H, b, χ))
Our proof of Theorem 5.2 will involve reduction to SL2(R) and, in the type 2
case, the basic Clifford theory of index 2 subpairs. To simplify notation, let
Gs = SL2(R) K
s = SO2(R) H
s = {
(
t 0
0 t−1
)
} T s = {±Id}
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Let ǫ⊗ −1 be the character of Hs defined by
(ǫ ⊗−1)(
(
t 0
0 t−1
)
= t−1
Let τ±1 be the characters ofK
s defined in Equation 3. Let bs ⊂ gs be the Borel sub-
algebra of upper triangular matrices, and let bsc(±) ⊂ g
s be the Borel subalgebras
containing ks. Arrange the signs so that
dτ1 = −ρ(n
s
c(+)) dτ−1 = −ρ(n
s
c(−))
We will need the following basic fact about SL2(R):
Proposition 5.6. There is an equality in KM(gs,Ks)
I(Hs, bs, ǫ⊗−1) = −I(Ks, bsc(+), τ1)− I(K
s, bsc(−), τ−1)
The classes on the right correspond to irreducible (gs,Ks)-modules.
Proof. There is a well-known decomposition of the non-spherical principal series
representation
IndG
s
BS ǫ⊗ 0
into the two limit of discrete series representations, which are obtained by cohomo-
logical induction (in degree 1) from the θ-stable Borel subalgebras bsc(±)
IndG
s
Bsǫ⊗ 0 ∼=(gs,Ks) R
1I
(gs,Ks)
(bsc(+),K
s)τ1 ⊕R
1I
(gs,Ks)
(bsc(−),K
s)τ−1
Now use Theorems 4.11, 4.13, and the identification 8. 
Now let (H, b, χ) ∈ BB0(G) and let α ∈ ∆
+(g, H) be any real root. Define a
θ-stable Levi subgroup
Lα := ZG(kerα)
Since Φα(G
s) centralizes kerα, there is a group homomorphism
rα : G
s × kerα→ Lα rα(g, h) = Φα(g)h
We will also consider its restrictions
rα : H
s × kerα→ H rα : K
s × kerα→ Hα
Proposition 5.7. The group homomorphisms
rα : G
s × kerα→ Lα(15)
rα : H
s × kerα→ H(16)
rα : K
s × kerα→ Hα(17)
have the following properties
(1) All three homomorphisms are isogenies (i.e. give rise to Lie algebra iso-
morphisms)
(2) All three homomorphisms are two-to-one, with
ker rα = {(1, 1), (−1,mα)}
(3) Homomorphism 17 is surjective (independent of α). Homomorphisms 15
and 16 are either surjective (if α is type 1) or surjective onto index-2 sub-
groups (if α is type 2).
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Proof. (1) The differential of rα is given by
drα : g
s ⊕ kerα→ Zg(kerα) drα(X,H) = φα(X) +H
φα : g
s → g is an injection, with image Cφα(H)⊕ gα ⊕ g−α. In particular,
φα(g
s) ∩ kerα = 0 and drα is injective. To conclude that homomorphisms
15,16, and 17 are isogenies, note that
drα(g
s ⊕ kerα) = Cφα(H)⊕ gα ⊕ g−α ⊕ kerα = h⊕ gα ⊕ g−α = Zg(kerα)
drα(h
s ⊕ kerα) = Cφα(H)⊕ kerα = h
drα(k
s ⊕ kerα) = Cφα(Hc)⊕ kerα = h
α
(2) Since drα is injective, ker rα is a discrete, normal subgroup of G
s × kerα.
Let π1 : G
s × kerα → Gs be the projection map. Then π1(ker rα) is a
discrete, normal subgroup of Gs, and hence a subgroup of Z(Gs) = {±1}.
On the other hand, the restriction of π1 to ker rα is injective. Hence,
π1 : ker rα ⊆ {±1}. Note finally that rα(−1,mα) = Φα(−1)mα = m
2
α = 1.
So indeed, ker rα = {(1, 1), (−1,mα)}.
(3) The statement for homomorphism 17 follows from Lemma 3.2. We will
prove the statement for homomorphism 16. The statement for homomor-
phism 15 will then follow from the Bruhat decomposition for Lα.
The restriction of Φα to H
s coincides with the co-root α∨ : R× → H .
Since α(α∨(t)) = t2 > 0, there is an inclusion
rα(H
s × kerα) ⊆ α−1(R>0)
The reverse inclusion is equally clear: if h ∈ H has α(h) > 0, then
α∨(
√
α(h))−1h ∈ kerα
and hence
h = α∨(
√
α(h))
(
α∨(
√
α(h))−1h
)
∈ α∨(R×) kerα = rα(H
s × kerα)
Combining these facts, we obtain
rα(H
s × kerα) = α−1(R>0)
Now, α(H) ⊆ R× is a finite-index subgroup. There are two such subgroups
of R×: R× and R>0. If α is type 1, then α(H) = α(TA) = α(A), which is
connected, and therefore necessarily R>0. In this case rα(H
s×kerα) = H .
If α is type 2, then α(H) contains −1 and is therefore the full multiplicative
group R×. In this case, rα(H
s × kerα) has index 2 in H .
Since rα(G
s×kerα)∩H = rα(H
s×kerα), the inclusion H ⊂ Lα induces
an injection of cosets
(18) H/rα(H
s × kerα) ⊆ Lα/rα(G
s × kerα)
We want to show that this mapping is onto. First note that the element
σα := Φα(E − F )
normalizes h nontrivially. Hence, σα represents the nontrivial element of
the real Weyl group W (Lα, H) ∼= Z/2Z. Let Uα = exp(gα ∩ g0). By the
Bruhat decomposition for real reductive groups (see [18], Theorem 7.40),
Lα = HUα ⊔HUασαUα
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Since Uα is connected and uα ⊂ lα, Uα ⊆ rα(Gs × kerα). Also, σα ∈
rα(G
s × kerα) by definition. It follows from these observations and the
decomposition above that every coset in Lα/rα(G
s× kerα) has a represen-
tative in H and hence the injection 18 is onto.
The conclusion is that [Lα : rα(G
s × kerα)] = [H : rα(H
s × kerα)].
Hence, the statement for homomorphism 16 implies the statement for ho-
momorphism 15.

Form three Borel subalgebras of lα
blα := b ∩ lα ⊃ h b
lα
c (±) = c
±
α b ∩ lα ⊃ cαh
The conjugacy of blαc (±) under Lα depends on the type of α.
Lemma 5.1. If α is type 1, then blαc (±) are non-conjugate under Lα. If α is type
2, then for any element t ∈ T with α(t) = −1, Ad(t) acts by inversion on Φα(Ks)
and interchanges blαc (±).
Proof. Suppose α is type 1 and assume there is a group element g ∈ Lα such that
Ad(g)blαc (+) = b
lα
c (−)
By Proposition 5.7
(19) Φα(G
s) kerα = Lα
Write g = Φα(g
′)h for elements g′ ∈ Gs and h ∈ kerα. Since kerα is central in Lα,
we can replace g with Φα(g
′) in Equation 19 above. We deduce that
Ad(g′)(blαc (+) ∩ g
s) = blαc (−) ∩ g
s
The Borels appearing above are exactly bsc(±). These are non-conjugate under G
s
by an explicit calculation. We deduce that blαc (±) are non-conjugate under Lα.
Now suppose α is type 2. Choose t ∈ T with α(t) = −1. Then
Ad(t)φα(D) = φα(D)
Ad(t)φα(E) = α(t)φα(E) = −φα(E)
Ad(t)φα(F ) = α(t)
−1φα(F ) = −φα(F )
Therefore,
Ad(t)φα(E − F ) = −φα(E − F )
Therefore, since E−F spans ks, Ad(t) acts by negation on φα(ks) and consequently,
since Φα(K
s) is connected, by inversion on Φα(K
s).
By definition, hα = φα(k
s) ⊕ kerα. Ad(t) preserves this Cartan subalgebra:
it normalizes the first factor by the computation above and centralizes the sec-
ond factor since H is abelian. A Lie algebra automorphism of lα which preserves
hα permutes the Borel subalgebras containing it. Hence, Ad(t) permutes b
lα
c (±).
Since Ad(t) acts nontrivially on the co-root cαα
∨ ∈ hα, it acts by the nontrivial
permutation. 
Proposition 5.8. Let (H, b, χ) ∈ BB0(G) and let α ∈ ∆+(g, H) be a odd real
simple root. Then
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(1) If α is type 1, there is an equality in KM(lα, Lα ∩K)
I(H, blα , χ) = −I(Hα, blαc (+), c
+
αχ)− I(H
α, blαc (−), c
−
αχ)
and the summands on the right are irreducible classes.
(2) If α is type 2, there are equalities in KM(lα, Lα ∩K)
I(H, blα , χ) = −I(Hα, blαc (+), c
+
αχ) = −I(H
α, blαc (−), c
−
αχ)
and all terms are irreducible classes.
Proof. First, assume α is type 1. Consider the character r∗αχ of H
s×kerα obtained
by pulling back χ along the surjective homomorphism
rα : H
s × kerα→ H
This character has the form
r∗αχ = τ ⊗ χ|kerα
for some character τ of Hs. Since α is odd, τ(−1) = −1, and since dχ = −ρ(n),
dτ(H) = dχ(α∨) = −ρ(n)(α∨) = −1
Hence, τ = ǫ⊗−1. Applying Proposition 5.6, we obtain an equality in KMfl(gs ⊕
kerα,KS × (kerα ∩ T ))
I(Hs × kerα, bs ⊕ kerα, r∗αχ) = I(H
s, bs, ǫ⊗−1)⊗ χ|kerα
(20)
= − (I(Ks, bsc(+), τ1) + I(K
s, bsc(−), τ−1))⊗ χ|kerα
= −I(Ks × kerα, bsc(+)⊕ kerα, τ1 ⊗ χ)− I(K
s × kerα, bsc(−)⊕ kerα, τ−1 ⊗ χ)
and the terms on the right are irreducible classes by the second half of the same
proposition. By the definitions of c±αχ and rα, we have r
∗
αc
±
αχ = τ±1 ⊗ χ. Substi-
tuting these identities into 20, we get
I(Hs×kerα, bs⊕kerα, r∗αχ) = −I(K
s×kerα, bsc(+)⊕kerα, r
∗
αc
+
αχ)−I(K
s×kerα, bsc(−)⊕kerα, r
∗
αc
−
αχ)
Since the homomorphisms of Proposition 5.7 are surjective, we can move r∗α past
I, obtaining
r∗αI(H, b
lα , χ) = −r∗αI(H
α, blαc (+), c
+
αχ)− r
∗
αI(H
α, blαc (−), c
−
αχ)
which forces an equality in KMfl(lα, Lα ∩K)
I(H, blα , χ) = −I(Hα, blαc (+), c
+
αχ)− I(H
α, blαc (−), c
−
αχ)
as desired.
Now suppose α is type 2. Define the subgroups
H ′ := rα(H
s × kerα) ⊂ H L′α := rα(G
s × kerα) ⊂ Lα
By Proposition 5.7, these are index-2 subgroups. By the argument provided above,
there is an equality in KMfl(lα, L
′
α ∩K)
(21) I(H ′, blα , χ) = −I(Hα, blαc (+), c
+
αχ)− I(H
α, blαc (−), c
−
αχ)
and the terms on the right are irreducible classes.
By Proposition A.1,
(22) I
(h,T )
(h,H′∩K)χ
∼= χ⊕ (χ⊗ ǫ)
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where ǫ (as in the statement of Proposition A.1) is the unique nontrivial (h, T )-
module with trivial restriction to (h, H ′ ∩K). Substituting 22 into 21, we get an
equality (still in KMfl(lα, L
′
α ∩K))
(23) I(H, blα , χ) + I(H, blα , χ⊗ ǫ) = −I(Hα, blαc (+), c
+
αχ)− I(H
α, blαc (−), c
−
αχ)
To deduce the desired equalities in KM(lα, Lα∩K), we must apply Proposition A.1
once more, this time a little less trivially. By Lemma 5.1, the two-element quotient
group (Lα ∩K)/(L′α ∩ K) exchanges the summands appearing on the right hand
side of 23. Therefore by Proposition A.1, the classes
I(Hα, blαc (±), c
±
αχ) ⊂ KM
fl(lα, Lα ∩K)
are isomorphic and irreducible. If we apply the (exact) functor I
(lα,Lα∩K)
(lα,L′α∩K)
to both
sides of 23, we obtain an equality in KMfl(lα, Lα ∩K)
I(H, blα , χ) + I(H, blα , χ⊗ ǫ) = −I(Hα, blαc (+), c
+
αχ)− I(H
α, blαc (−), c
−
αχ)
Since all terms are irreducible, this implies
I(H, blα , χ) = I(H, blα , χ⊗ ǫ) = −I(Hα, blαc (+), c
+
αχ) = −I(H
α, blαc (−), c
−
αχ)
which proves part (2) of the proposition. 
We are now prepared to prove Theorem 5.2.
Proof of Theorem 5.2. Recall the parabolic subalgebra qZ = lZ ⊕ uZ defined in 13.
By assumption, α is an odd simple root for the positive system ∆+(lZ , H). Let
pα = lα ⊕ uα ⊂ l be the corresponding minimal parabolic. Then by definition
b = blα ⊕ uα ⊕ u
Z c±α b = b
lα
c (±)⊕ uα ⊕ u
Z
Suppose α is type 1. Using Proposition 5.8 and Theorem 4.10, we obtain an equality
I(H, b, χ) = I(LZ , qZ , I(Lα, pα, I(H, b
lα , χ)))
= −I(LZ , qZ , I(Lα, pα, I(H
α, blαc (+), c
+
αχ)))− I(L
Z , qZ , I(Lα, pα, I(H
α, blαc (−), c
−
αχ)))
= −I(Hα, c+αb, c
+
αχ)− I(H
α, c−α b, c
−
αχ)
= −I(c+α (H, b, χ))− I(c
−
α (H, b, χ))
If α is type 2, we obtain
I(H, b, χ) = I(LZ , qZ , I(Lα, pα, I(H, b
lα , χ)))
= −I(LZ , qZ , I(Lα, pα, I(H
α, blαc (±), c
±
αχ))
= −I(Hα, c±α b, c
±
αχ)
= −I(c±α (H, b, χ))

As promised, the operations c±α have a predictable effect on d(H, b, χ).
Proposition 5.9. Let (H, b, χ) ∈ BB0(G) and let α ∈ ∆+(g, H) be an odd simple
real root. Then
d(c±α (H, b, χ)) = d(H, b, χ) + 1
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Proof. Choose a basis of root vectors Xµ in n such that
θXµ = Xθµ
for every pair (µ, θµ) of positive complex roots. Then the subspace n∩ k is spanned
by the elements
{Xµ : µ positive compact imaginary}∪
{Xµ +Xθµ : pairs (µ, θµ) of positive complex roots}
If we define
n′ :=
⊕
α6=µ>0
gµ ⊂ n
then dim(n ∩ k) = dim(n′ ∩ k), since α is real. Since h is θ-stable, we have
b ∩ k = h ∩ k⊕ n ∩ k
and therefore
dim(b ∩ k) = dim(t) + dim(n ∩ k) = dim(t) + dim(n′ ∩ k)
Next, we show that c±αn
′ = n′. Recall,
c±α = exp(ad(Xα +X−α))
for a particular choice of root vectors Xα and X−α. If β is a positive root not equal
to α, then
[Xα +X−α, Xβ ] ∈ gα+β ⊕ g−α+β
If −α+ β is a root, then the simplicity of α implies that −α+ β is positive. In any
case, neither α+ β nor −α+ β is equal to α, so in fact
[Xα +X−α, Xβ ] ∈ n
′
And hence,
c±αn
′ ⊆ n′
by exponentiation. Since c±α is an automorphism of g, this inclusion is an equality.
Now, we have a decomposition
b = h⊕ n′ ⊕ gα
and hence a decomposition
c±α b = h
α ⊕ n′ ⊕ gc±αα
Since hα is θ-stable (by construction) and gc±αα is non-compact (by Proposition
3.6.2), we have
c±α b ∩ k = (h
α ⊕ gc±αα) ∩ k⊕ n
′ ∩ k = tα ⊕ n′ ∩ k
and so
dim(c±α b ∩ k) = dim(t) + 1 + dim(n
′ ∩ k) = 1 + dim(b ∩ k)

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5.5. Principal Nilpotent Elements and Quasi-split Groups. A nilpotent el-
ement e ∈ N is principal if dim(ge) is minimal. The set of principal nilpotent
elements forms a G-orbit in N , which we will denote by Oprin. It is open and dense
in N (and the unique G-orbit in N with those properties). We will need several
basic facts about principal nilpotent elements (for proofs, consult Section 5 of [20]).
Proposition 5.10. (1) If e is a principal nilpotent element belonging to the
nilradical u of a parabolic subalgebra q ⊂ g, then q is a Borel subalgebra of
g.
(2) If e is a principal nilpotent element and
φ : sl2(C)→ g
is any homomorphism with φ(E) = e, then φ(H) is G-conjugate to
1
2
∑
α∈∆+(g,h)
α∨ ∈ h
for any choice of Cartan subalgebra h and positive system ∆+(g, h).
(3) If h ⊂ g is a Cartan subalgebra, ∆+(g, h) is a positive system, and b = h⊕n
is the corresponding Borel subalgebra of g, then e ∈ n
e =
∑
α∈∆+
cαXα
is a principal nilpotent element if and only if cα 6= 0 for every simple root
α ∈ ∆+(g, h).
Principal nilpotent elements are related to quasi-split groups.
Proposition 5.11. The following are equivalent:
(1) g contains a σ-stable Borel subalgebra b ⊂ g.
(2) g contains a θ-stable Cartan subalgebra h and a θ-stable positive system
∆+(g, h) such that every simple imaginary root α ∈ ∆+(g, h) is noncompact
(i.e. ∆+(g, h) is large)
(3) g contains a θ-stable Cartan subalgebra h and a θ-stable positive system
∆+(g, h) such that every imaginary simple root α ∈ ∆+(g, h) is noncompact.
(4) Nθ contains a principal nilpotent element of g.
If any one of these equivalent conditions is satisfied, we say that G (or g0) is quasi-
split.
These facts are standard. Proofs can be found in [3]. We will need a refinement
of this result.
Proposition 5.12. Let q ⊂ g be a θ-stable parabolic subalgebra. Choose a θ-stable
Levi decomposition
q = l⊕ u
The following are equivalent:
(1) g0 is quasi-split and the K-saturation of u∩p+Nl,θ has the same dimension
as Ng,θ.
(2) u ∩ p+Nl,θ contains a principal nilpotent element of g
(3) There is a maximally compact θ-stable Cartan subalgebra hcomp ⊂ l and a
large, type Z system ∆+(g, hc), compatible with q.
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(4) There is a maximally split θ-stable Cartan subalgebra hsplit ⊂ l and a large,
type Z system ∆+(g, hs), compatible with q.
Proof. (1)⇒ (2): Recall from Section 4.1 that Ng,θ decomposes into finitely-many
K-orbits. If O ⊂ Ng,θ is one such K-orbit
dim(O) =
1
2
dim(GO)
This is an easy consequence of part (3) of Theorem 4.2. In particular,
if Oprin ∩ Ng,θ is nonempty, it decomposes into finitely-many K-orbits
O1, ...,On and these are precisely the K-orbits of maximal dimension on
Ng,θ.
Since g0 is quasi-split, Oprin ∩ Ng,θ is nonempty (by part (4) of Propo-
sition 5.11). Then the condition
dim(K · (u ∩ p+Nl,θ)) = dim(Ng,θ)
implies that Oi ⊂ K · (u∩p+Nl,θ) for some i = 1, ..., n. Hence, u∩p+Nl,θ
contains a principal nilpotent element of g.
(2)⇒ (1): Since u∩ p+Nl,θ ⊂ Ng,θ, and u∩ p+Nl,θ contians a principal nilpotent
element, g0 is quasi-split (by part (4) of Proposition 5.11). Hence, u∩p+Nl,θ
has nonempty intersection with Oi, for some i = 1, ..., n. Then by K-
invariance, Oi ⊂ K · (u ∩ p+Nl,θ) and therefore
dim(K · (u ∩ p+Nl,θ)) = dim(Ng,θ)
(2)⇒ (3): Let eu ∈ u ∩ p, el ∈ N lθ, and assume eu + el ∈ u ∩ p +N
l
θ is a principal
nilpotent element of g. By Theorem 4.1, there is an embedding
φ : sl2(C)→ g
intertwining θ with θs and σ with σs with the property that φ(Ec) = eu+el.
Then φ(Dc) is a semisimple element of l ∩ k. Choose a maximally compact
θ-stable Cartan subalgebra hcomp ⊂ l containing φ(Dc). By Proposition
5.10, there is a positive system ∆+(g, hcomp) such that
φ(Dc) =
1
2
∑
α∈∆+(g,hcomp)
α∨
Hence, the 2-eigenspace of adφ(Dc) is the sum of the simple root spaces.
Write Π+ for the simple roots for ∆+(g, hcomp), and choose root vectors
Xα for every α ∈ Π+. Then
(24) eu + el =
∑
cαXα cα ∈ C
If one of the cα is zero, then eu + el is contained in the nilradical of the
corresponding minimal parabolic pα ⊂ g, which is impossible by Proposi-
tion 5.10. Hence, all cα are nonzero. Since eu + el ∈ p, the simple roots for
∆+(g, hcomp) are either complex (occuring in pairs) or noncompact imagi-
nary. It remains to show that ∆+(g, hcomp) is compatible with q. By 24
eu =
∑
α∈Π+\∆+(l,hcomp)
cαXα el =
∑
α∈Π+∩∆+(l,hcomp)
cαXα
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The former implies that Π+ \ ∆+(l, hcomp) ⊆ ∆(u, hc), and hence that
∆+(g, hc) \∆+(l, hc) ⊆ ∆(u, hc), since u is invariant under the adjoint ac-
tion of l.
(3)⇒ (2): Since hcomp is maximally compact, all of its roots are complex or imag-
inary. The complex positive roots are θ-stable, since ∆+(g, hcomp) is type
Z. Choose positive root vectors Xα so that
θ(Xα) = −Xθα
whenever α is complex, Define
eu :=
∑
α∈∆(u,hcomp) complex or noncompact
Xα
and
el :=
∑
α∈∆+(l,hcomp) complex or noncompact
Xα
By construction, eu ∈ u ∩ p and el ∈ Nl ∩ p = Nl,θ. Since ∆+(g, hcomp) is
large, every simple root for ∆+(g, hcomp) appears in eu + el with nonzero
coefficient. So by part 3 of Proposition 5.10, eu+ el is a principal nilpotent
element of g.
(3)⇒ (4): By Theorem 3.2, there is a maximally split θ-stable Cartan subalgebra
hsplit ⊂ l and sequence of noncompact simple imaginary roots
β1 ∈ ∆
+
iR(l, h
comp) β2 ∈ ∆
+
iR(l, d
±
β h
comp) ... βn ∈ ∆
+
iR(l, d
±
βn−1...d
±
β1
hcomp)
such that
d±βn ...d
±
β1
hcomp = hsplit
By Lemma 3.1 and an easy induction on n, we see that the positive system
d±βn ...d
±
β1
∆+(g, hcomp) ⊂ ∆(g, hsplit)
is large (for any sequence of signs). Applying simple reflections through
complex simple roots, we can make this system type Z (see the proof of
Proposition 5.4).
Each d±βi acts on g by an element of Ad(l) and therefore preserves the
nilradical u. Hence, this positive system is compatible with q.
(4)⇒ (3): By Theorem 3.2, there is a maximally compact θ-stable Cartan subal-
gebra hcomp ⊂ l and sequence of simple real roots
α1 ∈ ∆
+
R
(l, hsplit) α2 ∈ ∆
+
R
(l, c±α1h
split) ... αn ∈ ∆
+
R
(l, c±αn−1 ...c
±
α1
hsplit)
such that
c±αn ...c
±
α1
hsplit = hcomp
By Lemma 3.1 and an easy induction on n, there is a sequence of signs
ǫ1, ..., ǫn so that the positive system
cǫnαn ...c
ǫ1
α1
∆+(g, hsplit) ⊂ ∆(g, hcomp)
is large. Applying simple reflections through complex simple roots, we can
arrange so that this positive system is type Z. It is compatible with q for
the same reasons as above.
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
5.6. The Representation S0(G). Write Rep0(G) ⊂ KM
fl(g,K) for the set of
(isomorphism classes of) nonzero irreducible (g,K)-modules of infinitesimal char-
acter 0. By definition 5.2, there is an inclusion
Unipspec(Oprin) ⊆ Rep0(G)
We will soon see that this inclusion is an equality, but this will require some work.
Suppose G is quasi-split. Then by Proposition 5.11, there is a Borel subgroup
B ⊂ G defined over R. Write B ⊂ G for the real points of B and S0(G) for the
(g,K)-module corresponding to the principal series representation
IndGBC
Proposition 5.13. Suppose G is quasi-split. Then S0(G) is independent (up to
isomorphism) of B and
[S0(G)] ∈ Rep0(G)
Proof. By Theorem 4.8 and 8, S0(G) has infinitesimal character 0. It is nonzero by
4.11. Its irreducibility was established by Kostant in [21]. 
In [21], Kostant also calculates the K-structure of S0(G). He proves that S0(G)
has the same K-multiplicities as C[Ng,θ], the ring of regular functions on Ng,θ.
Together with Theorem 4.6 this implies
Theorem 5.3. There is an equality in K CohK(Ng,θ)
[grS0(G)] = [ONg,θ ]
In particular,
[S0(G)] ∈ Unip
spec(Oprin)
If G is quasi-split, then Rep0(G) 6= ∅ by Proposition 5.13. The converse is also
true.
Proposition 5.14. G is quasi-split if and only if
Rep0(G) 6= ∅
Proof. If G is quasi-split, then [S0(G)] ∈ Rep0(G) by Proposition 5.13.
Now suppose Rep0(G) 6= ∅, and choose an element [X ] ∈ Rep0(G). Let Q
min =
LminUmin ⊂ G be a minimal parabolic. By the Casselman subrepresentation theo-
rem (Theorem 4.12), there is a finite-dimensional representation V of Lmin and an
embedding of (g,K)-modules
X ⊆ I
(g,K)
(lmin,Lmin∩K)V
By Theorem 4.8, the representation V has infinitesimal character −ρ(u). Since the
infinitesimal character of a finite-dimensional representation is always nonsingular,
this means that lmin has no roots. Hence, lmin is a Cartan subalgebra and Qmin is
a Borel. 
To summarize: whenever Rep0(G) is nonempty, it contains a distinguished ele-
ment [S0(G)], which (by Theorem 5.3) provides a canonical quantization of Ng,θ.
This element is also contained in Unipspec(Oprin). In a certain sense, the classes
[S0(L)], as L ⊂ G varies, form the building blocks of Unip
spec(Oprin) (see 5.4 for a
precise statement and proof).
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5.7. Main Results.
Definition 5.8. A BB-parameter (H, b, χ) ∈ BB0(G) is unipotent if
(1) ∆+(g, h) is large
(2) ∆+(g, h) is type Z
(3) Every simple, real root for H is even for χ
Write BB∗0(G) for the set of unipotent BB-parameters.
The K-action on BB0(G) defined in Section 5.1 preserves the subset BB
∗
0(G).
Definition 5.9. A Zuckerman parameter of infinitesimal character 0 (a Z-parameter,
for short) is a triple (L, q, χ#) consisting of a θ-stable Levi subgroup L ⊂ G, split
modulo center, a θ-stable parabolic subalgebra q ⊂ g containing l as a Levi subal-
gebra, and a character χ# of L satisfying dχ# = −ρ(u). Write Z0(G) for the set
of all Z-parameters for G. A Z-parameter is unipotent if it satisfies the additional
condition
u ∩ p+Nl,θ contains a principal nilpotent element of g
Write Z∗0(G) for the set of unipotent Z-parameters.
There is a K-action on Z0(G), defined in the obvious way
k · (L, q, χ#) := (k · L, k · q, k · χ#)
and the subset Z∗0(G) ⊂ Z0(G) is invariant.
There is also a natural K-invariant mapping
Z : BB∗0(G)→ Z
∗
0(G)
To define it, we will need a lemma
Lemma 5.2 ([2], Lemma 16.1.4). Let H ⊂ G be a θ-stable Cartan subgroup. A
character χ of H is an extremal weight of an irreducible, finite-dimensional repre-
sentation of G if and only if
(1) 〈dχ, α∨〉 ∈ Z for every root α ∈ ∆(g, h), and
(2) χ(mα) = (−1)〈dχ,α
∨〉 for every real root α ∈ ∆(g, h)
Now, suppose (H, b, χ) ∈ BB∗0(G). Recall the parabolic subalgebra q
Z = lZ ⊕uZ
of g defined in Equation 13. Let LZ := NG(l
Z), a θ-stable Levi subgroup of G. By
Condition 3 of Definition 5.8, every simple real root α ∈ ∆+(g, H) is even for χ.
Hence, every real root is even for χ by Proposition 3.7. Define a new character of
H
χL := χ⊗ |ρ(n ∩ lZ)|
Since |ρ(n ∩ lZ)| takes strictly positive values, every real root is also even for χL.
Now
dχL = −ρ(n) + ρ(n ∩ lZ) = −ρ(uZ)
Since dχL is the differential of a one-dimensional representation of lZ , we have
〈dχL, β∨〉 = 0 for every β ∈ ∆(lZ , h). Hence by Proposition 5.2, χL is an extremal
weight of a finite-dimensional representation of LZ . Since 〈dχL, β∨〉 = 0 for every
β ∈ ∆(lZ , h), dχL has minimal norm among its root lattice translates. So this
finite-dimensional representation of LZ is necessarily a character, which we will
also denote by χL.
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Proposition 5.15. Let (H, b, χ) ∈ BB∗0(G). Then (L
Z , qZ , χZ) ∈ Z∗0(G). The
mapping
Z : BB∗0(G)→ Z
∗
0(G) Z(H, b, χ) = (L
Z , qZ , χZ)
is surjective and K-equivariant.
Proof. The Levi LZ is split modulo center, since all of the roots ∆(lZ , h) are real.
the parabolic qZ is θ-stable by Condition 2 of Definition 5.8 and Proposition 5.1.
The character χL satisfies dχL = −ρ(uZ) by the calculation following Lemma 5.2.
The final condition, namely that
u ∩ p+Nl,θ contains a principal nilpotent element of g
follows from Condition 1 of Definition 5.8 and Proposition 5.12. Hence, (LZ , qZ , χZ) ∈
Z∗0(G), as desired.
Now suppose (L, q, χ#) ∈ Z∗0(G). By Proposition 5.12, there is a maximally split
θ-stable Cartan subalgebra h ⊂ l and large, type Z system ∆+(g, h), compatible
with q. Let b be the corresponding Borel subalgebra of g. Define a character χ of
H by
χ := χ#|H ⊗ |ρ(n ∩ l)|
−1
Then (H, b, χ) ∈ BB∗0(G) (Conditions 1 and 2 are automatic by our choice of
∆+(g, h) and Condition 3 follows from Lemma 5.2) and Z(H, b, χ) = (L, q, χ#).
Hence, Z is surjective onto Z∗0(G). The K-invariance is obvious. 
Next, define the mapping
I˜ : Z0(G)→ KM0(g,K) I˜(L, q, χ
#) = I(L, q, χ# ⊗ S0(L))
Proposition 5.16. The triangle of functions
BB∗0(G) Z
∗
0(G)
KM0(g,K)
Z
I
I˜
commutes.
Proof. Let (H, b, χ) ∈ BB∗0(G). Let B
L ⊂ LZ be the real Borel subgroup corre-
sponding to lZ ∩ b. By 8, there is an isomorphism of (lZ , LZ ∩K)-modules
I
(lZ ,LZ∩K)
(lZ∩b,T )
χ ∼= IndL
Z
BLχ
Z
And since χZ extends to a character of LZ
IndL
Z
BLχ
Z ∼= χZ ⊗ IndL
Z
BLC
Therefore by Theorem 4.11, there is an equality in KMfl(lZ , LZ ∩K)
I(H, bl, χ) = χL ⊗ [S0(L
Z)]
Using this and Theorem 4.10, we deduce
I(H, b, χ) = I(LZ , qZ , I(H, bl, χ))
= I(LZ , qZ , χZ ⊗ S0(L
Z))
= I˜(LZ , qZ , χZ)

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Proposition 5.17. Let (H, b, χ) ∈ BB0(G). Then
I(H, b, χ) 6= 0
if and only if ∆+(g, h) is large.
Proof. By Proposition 5.1, we can assume without loss of generality that (H, b, χ)
is type L. Recall the parabolic subalgebra qL = lL ⊕ uL of g defined in 14. By
Proposition 5.1, qL is σ-stable. Let LL = NG(l
L), a θ-stable Levi subgroup of G.
By Theorem 4.10
I(H, b, χ) = I(LL, qL, I(H, lL ∩ b, χ))
Since q is real, I(LL, qL, ·) is injective (see Theorem 4.11). Thus, by replacing g
with lL, we can reduce to the case where ∆(g, h) has only imaginary roots.
Now, assume I(H, b, χ) = 0. Choose a positive system for ∆(k, t) = ∆c(g, h).
Then, by Theorem 4.14, the weight −ρ(n)+ 2ρ(n∩ p) is non-dominant for ∆+(k, t).
Hence, there is a simple compact root α ∈ ∆+(k, t) with
0 > 〈−ρ(n) + 2ρ(n ∩ p), α∨〉
= 〈ρ(n)− 2ρ(n ∩ k), α∨〉
= 〈ρ(n), α∨〉 − 2〈ρ(n ∩ k), α∨〉
= 〈ρ(n), α∨〉 − 2
Since 〈ρ(n), α∨〉 is an integer, this implies 〈ρ(n), α∨〉 ≤ 1, and hence 〈ρ(n), α∨〉 = 1,
which implies that α is simple for ∆+(g, h).
Conversely, if there is a compact simple root, then I(H, b, χ) = 0 by a character
identity of Schmid ([24], Theorem 1). 
Proposition 5.18. Let (H, b, χ) ∈ BB∗0(G). Then
I(H, b, χ) ∈ Rep0(G)
Proof. We have already seen that I(H, b, χ) has infinitesimal character 0. It is
nonzero by Proposition 5.17. It remains to show that I(H, b, χ) is irreducible. By
Proposition 5.16, we have
I(H, b, χ) = I(LZ , qZ , χL ⊗ S0(L))
We know that S0(L) is irreducible by Proposition 5.13. Hence, I(L
Z , qZ , χL⊗S0(L))
is irreducible by Theorem 4.13. 
In view of Proposition 5.18, the commutative triangle of Proposition 5.16 restricts
to a commutative triangle
BB∗0(G) Z
∗
0(G)
Rep0(G)
Z
I
I˜
This triangle is K-equivariant and therefore descends to a commutative triangle
BB∗0(G)/K Z
∗
0(G)/K
Rep0(G)
Z
I
I˜
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At the moment, all we know about this diagram is that horizontal map Z :
BB∗0(G)/K → Z
∗
0(G)/K is surjective (see Proposition 5.15). We will soon see that
the map I : BB∗0(G)/K → Rep0(G) is both surjective and injective. Together,
these facts will imply that all three maps are bijective.
First, we will prove that I : BB∗0(G)/K→ Rep0(G)/K is surjective.
Proposition 5.19. Let (H0, b0, χ0) ∈ BB0(G) and assume
I(H0, b0, χ0) 6= 0
Then there is a collection of unipotent parameters Ω∗ ⊂ BB∗0(G) such that
I(H0, b0, χ0) =
∑
(H,b,χ)∈Ω∗
±I(H, b, χ)
Proof. Let S ⊂ BB0(G) be the set of all parameters which can be obtained from
(H0, b0, χ0) through a sequence of
(1) Cayley transforms through odd simple real roots, and
(2) simple reflections through complex simple roots α satisfying
θ(α) ∈ −∆+(g, h)
By a decomposition of (H0, b0, χ0), we will mean a subset Ω ⊂ S such that
(1) Every parameter (H, b, χ) ∈ Ω has
I(H, b, χ) 6= 0
and
(2)
I(H0, b0, χ0) =
∑
(H,b,χ)∈Ω
±I(H, b, χ)
Let D be the set of all decompositions of (H0, b0, χ0). Note that D 6= ∅, since
{(H0, b0, χ0)} ∈ D.
Define a function d˜ : D → N by
d˜(Ω) :=
∑
(H,b,χ)∈Ω
dim(b ∩ k)
Since I(H, b, χ) has finite-length, there is an integer N ∈ N such that |Ω| ≤ N for
every Ω ∈ D. In particular, d˜ is bounded from above (by N dim(b), for example).
Now define a partial order on D by declaring Ω1 ≤ Ω2 whenever every parameter
in Ω2 can be obtained from some parameter in Ω1 through a sequence of Cayley
transforms and simple reflections (of the types described above). Propositions 5.9
and 5.3 show that d˜ is strictly monotonic. Together with the boundedness of d˜,
this implies that there is a fixed upper bound on the lengths of chains in D. In
particular, D contains a maximal element Ω∗.
Now suppose (H, b, χ) ∈ Ω∗. We want to show that (H, b, χ) ∈ BB∗0(G). Condi-
tions 2 and 3 and of Definition 5.8 follow from the maximality of Ω∗. Condition 1
follows from Proposition 5.17. 
Corollary 5.1. The map
I : BB∗0(G)→ Rep0(G)
is surjective.
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Proof. Assume G is quasi-split (if it is not, Rep0(G) = ∅ by Proposition 5.14 and
the Corollary is vacuous). Let B0 = H0N0 ⊂ G be a Borel subgroup of G and
let X ∈ Rep0(G). By the Casselman Subrepresentation Theorem (Theorem 4.12)
there is a character χ0 of H and an embedding of (g,K)-modules
X ⊆ I
(g,K)
(b0,T0)
χ0
Since X has infinitesimal character 0, dχ0 = −ρ(n0).
Evidently (H0, b0, χ0) ∈ BB0(G) and I(H0, b0, χ0) 6= 0, since X 6= 0 is a sub-
module. So Proposition 5.19 furnishes a collection Ω∗ ⊂ BB∗0(G) of unipotent
BB-parameters such that
I(H0, b0, χ0) =
∑
(H,b,χ)∈Ω∗
±I(H, b, χ)
By Proposition 5.18, the terms on the right are irreducible. Hence, there is a
parameter (H, b, χ) ∈ Ω∗ with
X = I(H, b, χ)
as desired. 
The injectivity of I : BB∗0(G)/K→ Rep0(G) is the final piece of the puzzle. For
this, we will use the translation principle and the Beilinson-Bernstein classification
of irreducible (g,K)-modules.
Proposition 5.20. The map
I : BB∗0(G)/K→ Rep0(G)
is injective.
Proof. The idea is to translate to a regular, dominant infinitesimal character (we
will use 2ρ for concreteness) and to apply the Beilinson-Bernstein classification of
irreducible (g,K)-modules. Define the sets BB2ρ(G) and BB
∗
2ρ(G) by replacing the
condition dχ = −ρ(n) in Definition 5.3 with the condition dχ = ρ(n) (conditions
(1) − (3) of Definition 5.8 remain the same). Let Rep2ρ(G) be the set of (isomor-
phism classes of) irreducible (g,K)-modules with infinitesimal character 2ρ. We
will consider the translation functor
T 02ρ :M
fl
2ρ(g,K)→M
fl
0 (g,K)
Since 0 is more singular than 2ρ, T 02ρ induces a mapping
T 02ρ : Rep2ρ(G)→ Rep0(G) ⊔ {0}
and the restriction of this mapping to (T 02ρ)
−1Rep0(G) is an injection (see Theorem
7.171 in [19] for a more precise statement and proof).
By the obvious analogues of Propositions 5.18 and 5.17, there is a mapping
I : BB∗2ρ(G)→ Rep2ρ(G)
There is also a bijection ψ2ρ0 : BB0(G)→ BB2ρ(G) defined by
ψ2ρ0 (H, b, χ) = (H, b, χ⊗ 2ρ(n))
Its inverse is the map ψ02ρ defined by
ψ02ρ(H, b, χ) = (H, b, χ⊗ (2ρ(n))
−1)
These maps fit into a commutative diagram
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Rep0(G) ⊔ {0} Rep2ρ(G)
BB∗0(G)/K BB
∗
2ρ(G)/K
T 02ρ
I I
ψ02ρ
Since 2ρ is regular and dominant, the Beilinson-Bernstein classification of irre-
ducible (g,K)-modules implies that the mapping I : LP∗2ρ(G)/K → Rep2ρ(G) is
injective. Thus, it suffices to show that T 02ρI(H, b, χ) 6= 0 for every (H, b, χ) ∈
BB∗2ρ(G). This follows from Proposition 5.17 and the commutativity of the dia-
gram. 
Theorem 5.4. The map I˜ defines a bijection
I˜ : Z∗0(G)/K
∼= Unipspec(Oprin)
Proof. Since Z : BB∗0(G)/K → Z
∗
0(G)/K is a surjection (by Proposition 5.15) and
I : BB∗0(G)/K → Rep0(G) is a bijection (by Corollary 5.1 and Proposition 5.20),
I˜ : Z∗0(G)/K → Rep0(G) is a bijection. There is an inclusion Unip
spec(Oprin) ⊆
Rep0(G). To see that this inclusion is an equality, we need to check that for every
[X ] ∈ Rep0(G),
AV(Ann(X)) = Ng
This follows from the theory of primitive ideals (see [9], Proposition 5.10). 
5.8. The K-types of Principal Unipotent Representations. Theorem 5.4
provides an explicit description of the special unipotent representations attached
to the principal nilpotent orbit. One advantage of the construction we have provided
is that theK-structure is made especially legible. Recall the varieties Q, QK, NQ,θ,
etc. defined in Section 4.1. Combining Theorems 5.4,5.3, and 4.15, we obtain the
following result
Corollary 5.2. Let G be a real reductive group and let [X ] ∈ Unipspec(Oprin). Then
there is a unipotent Z parameter (L, q, χ#) ∈ Z∗0(G), unique up to conjugation by
K, such that
[X ] = I˜(L, q, χ#)
and there is an equality in K CohK(Ng,θ)
(25) [grX ] =
∑
i
(−1)i[Riη∗E(π
∗
q,θ(χ
# ⊗ONl,θ ))]
and hence an equality in K(Rep(K))
(26) [X ] =K
∑
i
(−1)i[Hi(QK, E(χ
# ⊗ C[Nl,θ]⊗ C[u ∩ p]))]
6. An Example
In the setting of Section 5, suppose X ∈ Unipspec(Oprin) is the unipotent repre-
sentation corresponding to a Z parameter (L, q, χ#). Then Corollary 5.2 hands us
a formula for X |K. If K is connected, this formula is particularly easy to compute.
Choose a maximal torus T ⊂ K and a positive system ∆+(k, t) compatible with
q. Consider the dot-action of W (k) on t∗:
w · (λ) = w(λ+ ρ(n))− ρ(n)
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If λ ∈ t∗, there is at most one element w ∈ W (k) such that w ·λ is weakly dominant
for ∆+(k, t). Write wλ for this element (if it exists) and ℓ(wλ) for its length. If λ is
integral (for T) and dominant (for ∆+(k, t)), write V (λ) for the unique irreducible
K-representation with highest weight λ (if λ is not integral or dominant, let V (λ) =
0). Define the multi-set
Λ(L, q, χ#) := ∆(2ρ(u ∩ p)− ρ(u)⊗ C[Nl,θ]⊗ S[u ∩ p], t)
Then Borel-Weil-Bott (applied to the right hand side of 26) gives us an equality in
K(Rep(K))
[X ] =
∑
λ∈Λ(L,q,χ#)
(−1)ℓ(w0)+ℓ(wλ)[V (wλ · λ)]
A class in K(Rep(K)) is equivalent to a Z-valued multiplicity function m on the set
of integral dominant weights. If we write m(L, q, χ#) for the multiplicity function
corresponding to X , then the equation above is equivalent to
m(L, q, χ#)(λ) =
∑
w∈W (k)
(−1)ℓ(w0)+ℓ(w)
(
multiplicity of w · λ in Λ(L, q, χ#)
)
To write down the elements of the parameter space Z∗0 (G)/K, fix a maximally
compact θ-stable Cartan subalgebra h ⊂ g and a positive system ∆+(k, t) for the
compact imaginary roots. Then an element of Z∗0 (G)/K is specified by the following
combinatorial data
(1) A large, positive system ∆+ for ∆(g, h), compatible with ∆+(k, t)
(2) A subset S of the simple roots Π+ for ∆+(g, h). This determines a standard
parabolic q = l⊕ u. Make sure that [l, l] is split and that ρ(u) integrates to
a charater of L (in general, neither of these conditions is vacuous).
The set of pairs
(∆+, S)
obtained in this fashion maps in an obvious way onto Z∗0 (G)/K. This map is always
surjective, though it is not always injective (often there are several large, positive
systems ∆+ compatible with ∆+(k, t). In this case, the pairs (∆+,Π+) correspond
to the same Zuckerman parameter).
Suppose G = Sp(4,R). Then K = GL2(C) is connected. Let h ⊂ g be a compact
Cartan subalgebra (so that t = h). With respect to usual basis {e1, e2} for h∗,
∆(g, h) = {e1 − e2, e2 − e1, e1 + e2,−e1 − e2, 2e1, 2e2,−2e1,−2e2}
The roots {e1 − e2, e2 − e2} are compact imaginary. The others are noncompact
imaginary (there are no complex roots).
Fix the positive system ∆+(k, t) = {e1 − e2}. Then there are two ∆+ with the
properties described above. The simple roots of these systems are
Π+1 = {e1 + e2,−2e2} Π
+
2 = {−e1 − e2, 2e1}
Below, we compute the multiplicity functions m(L, q, χ#) for all admissible pairs
(∆+, S) (see also Figures (1)− (7) in Appendix B)
Π+1 :
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S = ∅ :
L = U(1)2, −ρ(u) = (−2, 1), 2ρ(u ∩ p) = (3,−1), ∆(C[Nl,θ], t) =
{(0, 0)}, ∆(u ∩ p, t) = {(1, 1), (2, 0), (0,−2)}. Hence, Λ(L, q, χ#) con-
sists of dominant weights (a, b) with a + b odd and a ≥ 0. The mul-
tiplicity of (a, b) is given by
⌊
1+a
2
⌋
if b ≤ 0 and
⌊
a+1
2
⌋
−
⌊
b
2
⌋
if b ≥ 0.
Hence
−m(L, q, χ#)(a, b) =


⌊
a+1
2
⌋
if b ≤ 0, a ≥ 0, and a+ b odd⌊
a+1
2
⌋
−
⌊
b
2
⌋
if b ≥ 0, a ≥ 0, and a+ b odd
0 otherwise
S = {e1 + e2} :
L = GL2(R), −ρ(u) = (3/2,−3/2). Not integral for L, no unipotent
at this parameter.
S = {−2e2} :
L = GL2(R), −ρ(u) = (−2, 0), 2ρ(u ∩ p) = (3, 1), ∆(C[Nl,θ], t) =
{(2n, 0)}, ∆(u ∩ p, t) = {(1, 1), (2, 0)}. Hence, Λ(L, q, χ#) consists of
weights (a, b) with a + b even and b ≥ 1. The multiplicity of (a, b) is
given by
⌊
b+1
2
⌋
. Since not all elements of Λ(L, q, χ#) are dominant,
when we compute m(L, q, χ#) there are cancellations:
−m(L, q, χ#)(a, b) =


⌊
a+1
2
⌋
if b ≤ 0, a ≥ 0, and a+ b even⌊
a+1
2
⌋
−
⌊
b
2
⌋
if b ≥ 0, a ≥ 0, and a+ b even
0 otherwise
S = {e1 + e2,−2e2} :
L = Sp(4,R), −ρ(u) = (0, 0), 2ρ(u ∩ p) = (0, 0), and ∆(u ∩ p, t) =
{(0, 0)}. If we write M := (±1)2 ⊂ K, then by Mackey theory
C[Nl] ∼=K Ind
K
MC
Hence by Frobenius reciprocity, ∆(C[Nl,θ], t) consists of all dominant
weights (a, b) with a+ b even (with multiplicity
⌊
a
2
⌋
−
⌊
b−1
2
⌋
). Hence,
m(L, q, χ#)(a, b) =
{⌊
a
2
⌋
−
⌊
b−1
2
⌋
if a+ b even
0 otherwise
Π+2 :
S = ∅ :
L = U(1)2, −ρ(u) = (−1, 2), 2ρ(u ∩ p) = (1,−3), ∆(C[Nl,θ], t) =
{(0, 0)}, ∆(u ∩ p, t) = {(−1,−1), (2, 0), (0,−2)}. Hence, Λ(L, q, χ#)
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consists of dominant weights (a, b) with a + b odd and b ≤ 0. The
multiplicity of (a, b) is given by
⌊
1−b
2
⌋
if a ≥ 0 and
⌊
1−b
2
⌋
−
⌊
−a
2
⌋
if
a ≤ 0. Hence
−m(L, q, χ#)(a, b) =


⌊
1−b
2
⌋
if a ≥ 0, b ≤ 0, and a+ b odd⌊
1−a
2
⌋
−
⌊
−a
2
⌋
if a ≤ 0, b ≤ 0, and a+ b odd
0 otherwise
S = {−e1 − e2} :
L = GL2(R), −ρ(u) = (3/2,−3/2). Not integral for L, no unipotent
at this parameter.
S = {2e1} :
L = GL2(R), −ρ(u) = (0, 2), 2ρ(u ∩ p) = (−1,−3), ∆(C[Nl,θ], t) =
{(0, 2n)}, ∆(u∩p, t) = {(−1,−1), (0,−2)}. Hence, Λ(L, q, χ#) consists
of weights (a, b) with a+ b even and a ≥ −1. The multiplicity of (a, b)
is given by
⌊
1−b
2
⌋
. Since not all elements of Λ(L, q, χ#) are dominant,
when we compute m(L, q, χ#) there are cancellations:
−m(L, q, χ#)(a, b) =


⌊
1−b
2
⌋
if a ≥ 0, b ≤ 0, and a+ b even⌊
1−b
2
⌋
−
⌊
−a
2
⌋
if a ≤ 0, b ≤ 0, and a+ b even
0 otherwise
S = {−e1 − e2, 2e1} :
See calculation for (∆+, S) = (∆+1 ,Π
+
1 ).
Hence, there are exactly five elements of Unipspec(Oprin). We describe them
below:
(∆+1 , ∅):
This representation is cohomologically induced from a θ-stable Borel sub-
algebra. It has minimal K-type (1, 0) and irreducible associated variety.
(∆+1 , {−2e2}):
This representation is cohomologically induced from a principal series rep-
resentation of a θ-stable Segal parabolic. It has lowest K-type (1, 1) and
irreducible associated variety.
(∆+2 , ∅):
This representation is cohomologically induced from a θ-stable Borel sub-
algebra. It has minimal K-type (0,−1) and irreducible associated variety.
(∆+2 , {2e1}):
This representation is cohomologically induced from a principal series rep-
resentation of a θ-stable Segal parabolic. It has lowest K-type (−1,−1)
and irreducible associated variety.
(∆+1 ,Π
+
1 ) or (∆
+
2 ,Π
+
2 ):
This is the spherical principal series representation S0(G) described in Sec-
tion 5.6. It has minimal K-type (0, 0) and reducible associated variety
(equal to Ng,θ).
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Appendix A. Clifford Theory for Harish-Chandra Modules
Let (g,K) be a pair in the sense of Section 4. Suppose K′ ⊂ K is an index-2
subgroup and writeA = K/K′. The theory of induction from finite-index subgroups
(developed by Clifford in [13]) has a (g,K)-module analog.
Proposition A.1 (Clifford Theory for Harish-Chandra Modules). Choose an ele-
ment s ∈ K \K′, so that
K = K′ ⊔ sK′
Let ǫ be the one-dimensional (g,K)-module which is trivial as a g-module with K
acting by the nontrivial character of A. Since K′ has finite index in K, we have
that K0 ⊂ K′, so ǫ is indeed a well-defined (g,K)-module.
If X is an irreducible (g,K)-module, we can define a second (possibly isomorphic)
irreducible (g,K)-module X ⊗ ǫ. If X ′ is an irreducible (g,K′)-module, we can
define a second (possibly isomorphic) irreducible (g,K′)-module X ′s by twisting the
K-action on X ′ by s, i.e.
k′ · x := (sk′s−1) · x
The assignments X 7→ X ⊗ ǫ and X ′ 7→ X ′s define A-actions on the sets Irr(g,K)
and Irr(g,K′) of irreducible (g,K)- and (g,K′)-modules, respectively. We have
(1) If X ∈ Irr(g,K) is fixed by A, then Res
(g,K)
(g,K′)X is reducible, with two irre-
ducible summands. If X,Y ∈ Irr(g,K) are A-conjugate, then Res
(g,K)
(g,K′)X
and Res
(g,K)
(g,K′)Y are isomorphic, irreducible (g,K
′)-modules.
(2) If X ∈ Irr(g,K′) is fixed by A, then I
(g,K)
(g,K′)X is reducible, with two irre-
ducible summands. If X ′, Y ′ ∈ Irr(g,K′) are A-conjugate, then I
(g,K)
(g,K′)X
′
and I
(g,K)
(g,K′)Y
′ are isomorphic, irreducible (g,K)-modules.
(3) In this fashion, induction and restriction define inverse bijections
Irr(g,K′)/A←→ Irr(g,K)/A
These bijections exchange one-element and two-element A-orbits.
Proposition A.1 can be deduced from the corresponding result for classical in-
duction and a description ([19], Proposition 2.75) of I
(g,K)
(g,K′). We leave the details
to the reader.
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Appendix B. Figures
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Figure 1. K-multiplicities of X(Π+1 , ∅)
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Figure 2. K-multiplicities of X(Π+1 , {−2e2})
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Figure 3. K-multiplicities of X(Π+2 , ∅)
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Figure 4. K-multiplicities of X(Π+2 , {2e1})
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Figure 5. K-multiplicities of S0(G) ∼= X(Π
+
1 ,Π
+
1 )
∼= X(Π+2 ,Π
+
2 )
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Figure 6. K-multiplicities of Γ(O+,Lodd) ∼= Γ(O−,Lodd)
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Figure 7. K-mutiplicities of Γ(O+,Leven) ∼= Γ(O−,Leven)
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