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MONOTONE AND CONVEX STOCHASTIC ORDERS FOR
PROCESSES WITH INDEPENDENT INCREMENTS
DAVID CRIENS
Abstract. We study monotone and convex stochastic orders for processes
with independent increments. Our contributions are twofold: First, we relate
stochastic orders of the Poisson component to orders of their (generalized) Le´vy
measures. The relation is proven using an interpolation formula for infinitely
divisible laws. Second, we derive explicit conditions on the characteristics of the
processes. In this case, we prove the conditions via constructions of couplings.
1. Introduction
In this article we study monotone and convex stochastic orders for processes with
independent increments (PIIs). The law of a PII can be described by a deterministic
triplet, called the characteristics, which has a similar structure as a Le´vy-Khinchine
triplet corresponding to a Le´vy process. The first characteristic represents the drift,
the second characteristic encodes the Gaussian component and the third character-
istic measures the frequency of jumps. Our goal is to give conditions for stochastic
orders in terms of the characteristics of PIIs.
Let us explain our main ideas. We start with the observation that PIIs can be
decomposed into two independent parts: A quasi-left continuous PII and a sum of
independent random variables which represents the fixed times of discontinuity. By
the independence of the parts, for monotone and convex stochastic orders it suffices
to order both parts individually. The fixed times of discontinuities can be ordered
by ordering each summand. Hence, our main focus lies on the quasi-left continuous
parts.
In this regard, our discussion is divided into two parts. In the first one, we de-
compose the (quasi-left continuous) PIIs further into a Gaussian and a Poisson
component. Again, it suffices to order each of them separately. In the case of the
Gaussian parts, conditions for finite-dimensional stochastic orders are well-studied.
Thus, we restrict our discussion to the Poisson parts, for which we show that or-
dering the third characteristics implies finite-dimensional stochastic orders. In the
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Le´vy case, the Poisson parts are ordered if, and only if, the Le´vy measures are or-
dered. The main tool in our proof is an interpolation formula for infinitely divisible
laws in the spirit of the formulas studied in [9, 10].
In the second part, we are interested in conditions which can be read immediately
from the characteristics of the PIIs.
For the monotone stochastic order, we first give a majorization condition: The
PIIs satisfy a drift condition, have the same Gaussian components and their jump
frequencies are ordered in the sense that the negative jumps of the stochastically
smaller process dominate the negative jumps of the stochastically larger process and
vise versa for the positive jumps. Instead of deducing the result from our previous
results, we present an alternative proof. The main idea is to couple the processes
via so-called Itoˆ maps, which relate Le´vy measures to a reference Le´vy measure.
The alternative proof brings additional aspects to the table: First, it shows that
the conditions imply a pathwise order instead of a finite-dimensional one. Second,
the Itoˆ maps imply an easy sufficient and necessary condition for the monotone
ordering of the third characteristics, which can be considered as a generalization
of the ordering of survival functions. Third, the proof illustrates the relation be-
tween the conditions and their intuitive interpretations via the characteristics of
the processes.
We also give cut criteria, which allow the majorization of the frequencies of
jumps to change once. In this case, we present a third alternative proof based on
another coupling, which is built using the interpretation of the characteristics.
For the convex stochastic order, we also give amajorization condition: The expec-
tations and the covariance functions of the PIIs are ordered and the stochastically
larger PII has a higher jump frequency than the stochastically smaller PII. For this
condition we present a short proof, which applies to all PIIs with finite first mo-
ments. It uses the observation that the stochastically larger PII can be decomposed
in law into the stochastically smaller PII and a PII with non-negative expectation
such that both are independent. Now, as in Strassen’s theorem, the convex order
follows by Jensen’s inequality.
Comparison results for Le´vy processes and PIIs with absolutely continuous char-
acteristics were obtained by Bergenthum and Ru¨schendorf [3, 4] and Ba¨uerle, Blat-
ter and Mu¨ller [2]. The main idea in [3] is to start with two compound Poisson
processes with the same jump intensity and to observe that these processes can
be compared by (stochastically) ordering the jump size distribution. By putting
mass into the origin, the case of compound Poisson processes with different jump
intensities can be reduced to the case with equal jump intensities. Approximation
arguments yield conditions for Le´vy processes with infinite activity.
We show that the results obtained in [3] for compound Poisson processes with
equal jump intensity hold for more general PIIs without modifying the character-
istics. Moreover, our explicit conditions improve several results in [4] by showing
that parts of the conditions are not necessary.
The focus in [2] lies on the supermodular stochastic order, which is not studied
in this article. As our first part, the proofs are based on an interpolation formula
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from [9], which applies to functions in C2b . Since the supermodular stochastic order
is generated by the supermodular functions in C2b , the interpolation formula in [9]
can be applied directly. The convex stochastic order, however, is not generated by
bounded functions and we have to generalize the interpolation formula to Lipschitz
continuous functions.
This article is structured as follows. In Section 2 we recall the concepts of PIIs
and stochastic orders. In Section 3 we state and prove our general conditions and
in Section 4 we present our majorization conditions and cut criteria together with
the corresponding coupling arguments. In Section 5 we discuss how to generalize
our conditions to semimartingales with conditionally independent increments and
we give examples.
Let us end the introduction with a short remark on notation: For all non-
explained notation we refer the reader to [11, Chapters I and II].
2. Stochastic Orders and PIIs
In this section we introduce the two main objects in this article: Processes with
independent increments and stochastic orders. We fix some d ∈ N.
Definition 2.1. An Rd-valued ca`dla`g adapted stochastic process X on the filtered
probability space (Ω,F, (Ft)t∈[0,∞), P ) is called PII, if X0 = 0 and Xt − Xs is
independent of Fs for all s ∈ [0, t] and t ∈ [0,∞).
Stochastic ordering is a concept depending only on probability measures. Since
the law of a PII can be described by a deterministic triplet, the filtration (Ft)t∈[0,∞)
is no active player in this article. We formalizes this: Let h be a fixed truncation
function. As stated in [11, Theorem II.5.2], laws of PIIs have a one-to-one corre-
spondence to a deterministic triplet (B,C, ν), called the characteristics, consisting
of the following:
(i) B : [0,∞)→ Rd is ca`dla`g with B(h)0 = 0.
(ii) C : [0,∞) → Rd ⊗ Rd is continuous with C0 = 0, such that Ct − Cs is
non-negative definite for all 0 ≤ s < t.
(iii) ν is a σ-finite measure on ([0,∞)× Rd,B([0,∞))⊗B(Rd)).
Providing an intuition, B represents to the drift, C encodes the Gaussian component
and ν encodes the Poisson component.
We define
Fmst , {f : Rd·m → R, f Borel and increasing},
Fmcx , {f : Rd·m → R, f convex},
Fmicx , {f : Rd·m → R, f increasing and convex}.
Here, a function f : Rd·m → R is increasing if f(x) ≤ f(y) whenever x ≤ y, which
means xi ≤ yi for all i ≤ d ·m.
For two PIIs X and Y , we write X • Y if for all m ∈ N, 0 ≤ t1 < t2 < ... <
tm <∞ and f ∈ Fm• it holds that
E[f(Xt1 , ..., Xtm)] ≤ E[f(Yt1 , ..., Ytm)], (2.1)
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whenever the integrals are well-defined. Needless to say that X and Y may defined
on different probability spaces and that (2.1) is a property of the laws of X and Y .
We denote by D the space of all ca`dla`g functions [0,∞)→ R and equip it with
the Skorokhod topology. In the one-dimensional case d = 1 we also consider the
following class:
Fpst , {f : D→ R, f Borel and f(α) ≤ f(ω) if αt ≤ ωt for all t ∈ [0,∞)}.
We use p as an acronym for pathwise. In this case, we write X pst Y if
E[f(X)] ≤ E[f(Y )] for all f ∈ Fpst.
3. Stochastic Orders for PIIs
3.1. Decomposition of PIIs. In this section we show that a PII X with char-
acteristics (BX , CX , νX) can be decomposed into a quasi-left continuous PII Xqlc
and a sum of independent random variables Xftd such that Xqlc and Xftd are
independent. We assume that |h(x)|1JX ⋆ νXt < ∞ for all t ∈ [0,∞), where
JX , {t ∈ [0,∞) : νX({t} × Rd) > 0}. Moreover, we set
νX,qlc(dt× dx) , 1∁JX (t)νX(dt× dx),
BX,qlc , BX − h(x)1JX ⋆ νX .
For a Borel function f : [0,∞)× Rd → [0,∞) we write(
f · νX) (dt× dx) , f(t, x)νX(dt× dx).
Following Jacod and Shiryaev [11], we denote the Dirac measure by ε.
Lemma 3.1. The process Xftd , x1JX ⋆ µ
X is a.s. well-defined as a sum of
independent random variables (∆Xs)s∈JX such that
P (∆Xs ∈ dx) = νX({s} × dx) +
(
1− νX ({s} × Rd)) ε0(dx). (3.1)
Moreover, Xqlc , X − Xftd is a quasi-left continuous PII with characteristics
(BX,qlc, CX , νX,qlc) and Xftd and Xqlc are independent.
Proof: The process Xftd is well-defined since
E
[|h(x)|1JX ⋆ µXt ] = |h(x)|1JX ⋆ νXt <∞,
by assumption, and |x − h(x)|1JX ⋆ µXt < ∞, by the ca`dla`g paths of X . The
independence of the sequence (∆Xs)s∈J follows by the independent increments of
X and the fact that independence extends to a.s. limits. The formula (3.1) is due to
[11, Theorem II.5.2]. It follows from [11, Theorem II.5.10] that Xqlc is a quasi-left
continuous PII with characteristics (BX,qlc, CX , νX,qlc). The independence of Xftd
and Xqlc follows from [12, Corollary 2.7, Lemma 2.8] and [11, Theorem II.5.2].
Let us give a few more details on this point: By [12, Corollary 2.7] it suffices to
show that for all sequences 0 ≤ t1 < ... < tn < ∞ the vectors (Xftdt1 , ..., Xftdtn ) and
(Xqlct1 , ..., X
qlc
tn
) are independent. Moreover, by [12, Lemma 2.6], it even suffices to
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show that for all 0 ≤ s < t <∞ the random variables Xftdt −Xftds and Xqlct −Xqlcs
are independent. We define the (deterministic) processes
B̂ ,
(
h(x)1JX ⋆ ν
X
BX,qlc
)
, Ĉ ,
(
0 0
0 CX
)
and the measure
ν̂(dt× dx× dy) , 1JX (t)νX(dt× dx)ε0(dy)
+ 1∁JX (t)ν
X(dt× dy)ε0(dx).
It is routine to check that the triplet (B̂, Ĉ, ν̂) satisfies [11, II.5.3 - II.5.5] w.r.t.
the truncation function hˆ(x, y) , (h(x), h(y)). Thus, using [11, Theorem II.5.10],
it follows that the R2d-valued process (Xftd, Xqlc) is a PII with characteristics
(B̂, Ĉ, ν̂) corresponding to the truncation function hˆ. Now, an application of [11,
Theorem II.5.2] yields that for all u, v ∈ Rd and 0 ≤ s < t <∞
E
[
exp
(√−1〈u,Xftdt −Xftds 〉+√−1〈v,Xqlct −Xqlcs 〉)]
= E
[
exp
(√−1〈u,Xftdt −Xftds 〉)]E [exp(√−1〈v,Xqlct −Xqlcs 〉)] .
Thus, the independence of Xftdt and X
qlc
t follows by the uniqueness theorem char-
acteristics functions. 
By the independence we can consider the fixed times of discontinuity and the
quasi-left continuous parts separately. Let Y be a second PII with characteristics
(BY , CY , νY ) such that |h(x)|1JY ⋆ νYt <∞ for all t ∈ [0,∞).
Proposition 3.2. Let • ∈ {pst, st}. If Xftd • Y ftd and Xqlc • Y qlc, then
X • Y . If |x − h(x)| ⋆ νXt + |x − h(x)| ⋆ νYt < ∞ for all t ∈ [0,∞), then the
statement also holds for • ∈ {cx, icx}.
Proof: Let f ∈ Fpst be bounded. Then, by the independence and Fubini’s theorem,
E[f(X)] =
∫∫
f (ω + α)P (Xftd ∈ dω)P (Xqlc ∈ dα)
≤
∫∫
f (ω + α)P (Y ftd ∈ dω)P (Xqlc ∈ dα)
=
∫∫
f (ω + α)P (Xqlc ∈ dα)P (Y ftd ∈ dω) (3.2)
≤
∫∫
f (ω + α)P (Y qlc ∈ dα)P (Y ftd ∈ dω) = E[f(Y )].
Since the stochastic order pst is generated by the class of bounded functions
in Fpst, see [15, pp. 81], we can conclude that X pst Y . The case st follows
identically.
For the convex cases, we note that each (increasing) convex function can be
approximated pointwise in a monotone manner by (increasing) Lipschitz continu-
ous convex functions. More precisely, for a function f : Rd → R we set fn(x) ,
infz∈Rd(f(z) + n|x − z|), which is the inf-convolution of f . It is well-known that
in the case where f is convex, the inf-convolution fn is Lipschitz continuous and
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convex, fn(x) ≤ fn+1(x) ≤ f(x) and fn → f pointwise as n → ∞, see, e.g., [5,
Lemma 2]. Moreover, if f is increasing, then fn is also increasing. To see this, note
that for x ≤ y we have
fn(x) = inf
z∈Rd
(f(z) + n|x− z|) ≤ inf
z∈Rd
(f(z + y − x) + n|y − (z + y − x)|)
= inf
z∈Rd
(f(z) + n|y − z|) = fn(y).
(3.3)
Thus, by the monotone convergence theorem, we may restrict ourselves to (increas-
ing) Lipschitz continuous convex functions Rd·n → R. Denote one of these by f .
To use the same argumentation as in the case pst, we only have to verify the
application of Fubini’s theorem, see (3.2). The assumptions |x − h(x)| ⋆ νXt < ∞
and |x−h(x)|⋆νYt <∞ imply that E[|Y ftdt |] <∞ and E[|Xqlct |] <∞. Hence, since
all Lipschitz continuous functions are of linear growth, we have∫∫
|f(x+ y)|P
((
Y
ftd
t1
, ..., Y
ftd
tn
)
∈ dx
)
P
((
X
qlc
t1
, ..., X
qlc
tn
)
∈ dy
)
≤ const.
1 + n∑
k=1
E
[∣∣∣Y ftdtk ∣∣∣]+ n∑
j=1
E
[∣∣∣Xqlctj ∣∣∣]
 <∞
for all 0 ≤ t1 < ... < tn < ∞. Therefore, we can apply Fubini’s theorem and the
claim follows similar to the case pst. 
3.2. Stochastic Orders for the Fixed Times of Discontinuity. For the fixed
times of discontinuity it suffices to order each summand separately. Let X and Y
be as in the previous section.
Proposition 3.3. If for all t ∈ [0,∞) it holds that ∆Xftdt st ∆Y ftdt , then
Xftd pst Y ftd. Moreover, if for all t ∈ [0,∞) it holds that |x|1JY ⋆ νYt < ∞
and ∆Xftdt (i)cx ∆Y ftdt , then Xftd (i)cx Y ftd.
Here, ∆Xftdt • ∆Y ftdt refers to stochastic orders of Rd-valued random variables.
Proof: In the case pst the claim follows from Strassen’s theorem [14, Theorem
1]: We find a probability space which supports two sequences (∆Xt)t∈JX∪JY and
(∆Yt)t∈JX∪JY of independent random variables such that ∆Xt has law (3.1), ∆Yt
has law (3.1) with νX replaced by νY and a.s. ∆Xt ≤ ∆Yt for all t ∈ JX ∪ JY .
Set Jt , (J
X ∪ JY ) ∩ [0, t] for t ∈ [0,∞). We claim that the sums ∑s∈Jt ∆Xs and∑
s∈Jt
∆Ys converge a.s. To see this, set Zs , ∆Xs1{|∆Xs|≤1} and note, by [11,
II.5.5.(i)], that we have∑
s∈Jt
P (Zs 6= ∆Xs) =
∑
s∈Jt
P (|∆Xs| > 1) ≤ νX([0, t]× {|x| > 1}) <∞.
Hence, by the Borel-Cantelli lemma,
∑
s∈Jt
∆Xs converges a.s. if, and only if,∑
s∈Jt
Zs converges a.s. Since h is a truncation function there exists an ǫ > 0
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such that h(x) = x on {|x| ≤ ǫ}. Since∑
s∈Jt
E[|Zs|] ≤ |x− h(x)|1{|x|≤1} ⋆ νXt + |h(x)| ⋆ νXt
≤ const. νX([0, t]× {ǫ < |x| ≤ 1}) + |h(x)| ⋆ νXt <∞,
due to [11, II.5.5.(i)] and the assumption that |h(x)| ⋆ νXt < ∞, we conclude that∑
s∈Jt
Zs converges a.s. Thus,
∑
s∈Jt
∆Xs converges a.s. and
∑
s∈Jt
∆Ys converges
a.s. by the same arguments. We also claim that
∑
s∈J·
∆Xs has the same law as
Xftd and
∑
s∈J·
∆Ys has the same law as Y
ftd. By the ca`dla`g paths, we only have
to show that the processes have the same finite dimensional distributions, see, for
instance, [11, Lemma VI.3.19]. Now, take 0 = t0 ≤ t1 < ... < tn < ∞ and let
A ∈ Rn ⊗ Rn be the lower triangular matrix with Aij = 1 for all i ≥ j. Then,(
X
ftd
t1
, ..., X
ftd
tn
)tr
= A
(
X
ftd
t1
−Xftdt0 , ..., Xftdtn −Xftdtn−1
)tr
,∑
s∈Jt1
∆Xs, ...,
∑
s∈Jtn
∆Xs
tr = A
 ∑
s∈Jt1\Jt0
∆Xs, ...,
∑
s∈Jtn\Jtn−1
∆Xs
tr .
Now, using the uniqueness theorem for characteristic functions and the fact that
the entries of the right hand vectors are independent, it suffices to show that for
all 0 ≤ s < t <∞ the sum ∑r∈Jt\Js ∆Xr has the same law as Xftdt −Xftds . This,
however, follows from the fact that for all u ∈ Rd
E
exp
√−1 〈u, ∑
r∈Jt\Js
∆Xr
〉
=
∏
r∈(s,t]
(
1 +
∫ (
exp
(√−1〈u, x〉)− 1) νX({r} × dx)) ,
[11, Theorem II.5.2] and the uniqueness theorem for characteristic functions. Thus,
we conclude that
∑
s∈J·
∆Xs has the same law as X
ftd. The same argument
also shows that
∑
s∈J·
∆Ys has the same law as Y
ftd. Now, a.s.
∑
s∈J·
∆Xs ≤∑
s∈J·
∆Ys implies the stochastic order X
ftd pst Y ftd.
Let us presume that |x|1JY ⋆ νYt < ∞ for all t ∈ [0,∞). If ∆Xt cx ∆Yt
for all t ∈ JX ∪ JY , then, by Strassen’s theorem [15, Theorem 3.4.2], we find a
probability space which supports two sequences (∆Xt)t∈JX∪JY and (∆Yt)t∈JX∪JY
of independent random variables such that ∆Xt has law (3.1) and ∆Yt has law
(3.1) with νX replaced by νY and a.s. E[∆Yt|H] = Xt for all t ∈ JX ∪ JY , where
H ≡ σ(∆Xs, s ∈ JX ∪ JY ). Fix t ∈ [0,∞) and set Jt as above. The assumption
|x|1JY ⋆ νYt <∞ implies that
E
[∑
s∈Jt
|∆Ys|
]
<∞.
Thus, we have a.s.
E
[∑
s∈Jt
∆Ys
∣∣∣∣H
]
=
∑
s∈Jt
E [∆Ys|H] =
∑
s∈Jt
∆Xs.
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Since
∑
s∈J·
∆Xs has the same law as X
ftd and
∑
s∈J·
∆Ys has the same law as
Y ftd, we conclude Xftd cx Y ftd from the conditional Jensen’s inequality. The
case icx follows similarly. 
Explicit conditions for stochastic orders of Rd-valued random variables can be
found in [15]. Next, we will discuss the quasi-left continuous parts.
3.3. Stochastic Orders for Quasi-Left Continuous PIIs. Let X and Y be
quasi-left continuous PIIs with characteristics (BX , CX , νX) and (BY , CY , νY ) re-
spectively. First, we assume that the discontinuous parts of X and Y are of finite
variation and that X and Y have first moments, i.e. for all t ∈ [0,∞) we assume
that |x| ⋆ νXt + |x| ⋆ νYt <∞. In this case, the PIIs X and Y have a decomposition
X = BX − h(x) ⋆ νX +Xc + x ⋆ µX ,
Y = BY + h(x) ⋆ νY + Y c + x ⋆ µY ,
whereXc is a Wiener process with variance function CX and Y c is a Wiener process
with variance function CY in the sense of [11, Definition I.4.9]. In particular, Xc is
independent of x ⋆ µX and Y c is independent of x ⋆ µY , see [12, Lemma 13.6].
Proposition 3.4. Let • ∈ {pst, st, cx, icx}. If BX−h(x)⋆νX+Xc • BY −h(x)⋆
νY + Y c and x ⋆ µX • x ⋆ µY , then X • Y .
Proof: This follows as in the proof of Proposition 3.2. 
For all t ∈ [0,∞) the random variable BXt − h(x) ⋆ νXt + Xct is Gaussian with
expectation BXt − h(x) ⋆ νXt and covariance matrix CXt , and the random variable
BY − h(x) ⋆ νYt + Y ct is Gaussian with expectation BYt − h(x) ⋆ νYt and covariance
matrix CYt . Hence, the question when B
X −h(x)⋆νX+Xc • BY −h(x)⋆νX+Y c
is a question when two Gaussian vectors are stochastically ordered. This question,
however, is well-studied, see, e.g., [15], and we restrict ourselves to the Poisson sums
by assuming that
BX − h(x) ⋆ νX = BY − h(x) ⋆ νY = 0, Xc = Y c = 0.
We note the following technical observation:
Lemma 3.5. There exist a decomposition
K•(t, dx) dAt = ν
•(dt× dx)
where K• is a Borel transition kernel from [0,∞) to R and A is an increasing
continuous function of finite variation.
Proof: It is well-known that such a decomposition exists, see [11, II.1.2, Theorem
II.1.8]. That we can take the same A for both decompositions is a consequence of
the Radon-Nikodym theorem. 
We write KX • KY if
∫
f(x)KX(t, dx) ≤ ∫ f(x)KY (t, dx) for dAt-a.a. t ∈
[0,∞) and all Lipschitz continuous f ∈ F1• with |f(x)| ≤ const. |x|. We stress that
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for Lipschitz continuous functions f the growth condition |f(x)| ≤ const. |x| is
equivalent to f(0) = 0.
Remark 3.6. If dAt-a.e. K
X(·,Rd) < ∞ and KX(·,Rd) = KX(·,Rd), then KX
and KY are ordered if, and only if, for dAt-a.a. t ∈ [0,∞) the random variables
with laws KX(t,Rd)−1KX(t, dx) and KY (t,Rd)−1KY (t, dx) are ordered. Thus, in
the one-dimensional case d = 1, we have the following characterizations:
KX st KY ⇐⇒ KY (t, (−∞, x]) ≤ KX(t, (−∞, x])
for all x ∈ R and dAt-a.a. t ∈ [0,∞),
KX icx KY ⇐⇒
∫
(y − x)+KX(t, dy) ≤
∫
(y − x)+KY (t, dy)
for all x ∈ R and dAt-a.a. t ∈ [0,∞),
KX cx KY ⇐⇒
∫
(y − x)+KX(t, dy) ≤
∫
(y − x)+KY (t, dy)
and
∫
yKX(t, dy) =
∫
yKY (t, dy)
for all x ∈ R and dAt-a.a. t ∈ [0,∞).
These characterizations can be deduced from [15, Theorems 1.2.8, 1.5.3 and 1.5.7]
together with the fact that the stochastic order st is generated by the increasing
functions of class C2b , see [15, Theorems 2.4.2, 2.5.5 and 3.3.10]. In Lemma 4.4 below
we will see a generalization of the first equivalence to cases where KX(·, dx) and
KY (·, dx) are not finite nor have the same mass.
Theorem 3.7. Let • ∈ {st, cx, icx}. It holds that
KX • KY =⇒ X • Y.
If X and Y are Le´vy processes, then also
KX • KY ⇐= X • Y,
where KX and KY are the Le´vy measures.
Proof: Let us start with the first claim. The following is a version of [4, Lemma 31].
Lemma 3.8. If for all 0 ≤ s < t <∞ it holds that
Xt −Xs • Yt − Ys, (3.4)
then X • Y .
Proof: We use an induction argument. Take 0 ≤ s < t < ∞. Note that (Xs, Xt) =
(Xs, Xs) + (0, Xt − Xs) and (Ys, Yt) = (Ys, Ys) + (0, Yt − Ys), which are sums of
independent random variables due the independent increment property of X and
Y . Since the monotone and convex stochastic orders are closed w.r.t. identical
concentration, see [15, Theorems 3.3.10 and 3.4.4], Xs • Ys implies (Xs, Xs) •
(Ys, Ys). Moreover, since all stochastic orders under consideration are closed w.r.t.
independent concentration, see [15, Theorems 3.3.10 and 3.4.4], Xt−Xs • Yt−Ys
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implies (0, Xt −Xs) • (0, Yt − Ys). Thus, by the convolution property, see again
[15, Theorems 3.3.10 and 3.4.4], (Xs, Xt) • (Ys, Yt) follows.
Now, take 0 ≤ t1 < ..., < tn <∞. We have
(Xt1 , ..., Xtn) = (Xt1 , ..., Xtn−1 , Xtn−1) + (0, ..., 0, Xtn −Xtn−1),
(Yt1 , ..., Ytn) = (Yt1 , ..., Ytn−1 , Ytn−1) + (0, ..., 0, Ytn − Ytn−1).
By the independent increment property, the vectors on the right hand sides are
independent. Using the induction hypothesis and the same arguments as above
concludes the proof. 
Thus, it suffices to show (3.4). Our main tool is an interpolation formula in the
spirit of [10]. A related formula was used in [2] to prove a supermodular stochastic
order for Le´vy processes.
Let the process Z(α) be a PII with characteristics (αh(x) ⋆ νY + (1 − α)h(x) ⋆
νX , 0, ανY + (1 − α)νX), see [11, Theorem II.5.2] for the existence, and set
L•s,tf(x) ,
∫ t
s
∫
(f(x+ y)− f(x))K•(r, dy) dAr
for Lipschitz continuous functions f : Rd → R. The assumption |x|⋆ν•t <∞ implies
that L•s,tf is well-defined.
Lemma 3.9. For all Lipschitz continuous f : Rd → R it holds that
E [f (Yt − Ys)]− E [f (Xt −Xs)]
=
∫ 1
0
∫ (LYs,tf(z)− LXs,tf(z))P (Zt(α) − Zs(α) ∈ dz) dα.
Proof: For f ∈ C2b (Rd,R) the claim follows from [10, Proposition 1]. The claim
for Lipschitz continuous f follows by approximation: First, we approximate f by
bounded Lipschitz continuous functions. Set fn , n on {x ∈ Rd : f(x) ≥ n},
fn , −n on {x ∈ Rd : f(x) ≤ −n} and fn , f otherwise. It is routine to check
that fn is Lipschitz continuous with the same Lipschitz constant as f . Thus,
for U ∈ {X,Y } we have |fn(Ut − Us)| ≤ const. (1 + |Ut − Us|) and |fn(z +
y) − fn(z)| ≤ const. |y|, where both constants are independent of n. Since, us-
ing our assumptions, |Ut − Us| is integrable w.r.t. P and |y| is integrable w.r.t.
1[0,1](α)1(s,t](r)K
U (r, dy) dArP (Zt(α) − Zs(α) ∈ dz) dα, we can apply the domi-
nated convergence theorem to obtain
lim
n→∞
E[fn(Ut − Us)] = E[f(Ut − Us)] (3.5)
and
lim
n→∞
∫ 1
0
∫
LUs,tfn(z)P (Zt(α) − Zs(α) ∈ dz) dα
=
∫ 1
0
∫
LUs,tf(z)P (Zt(α) − Zs(α) ∈ dz) dα.
(3.6)
Hence, the claim holds for all bounded Lipschitz continuous function. We approx-
imate a second time. Let φ be the standard mollifier, i.e. φ(x) = c exp((|x|2 −
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1)−1)1{|x|≤1}, where c is a normalization constant, and set φn(x) , n
dφ(nx). Define
fn , f ∗φn, where ∗ denotes the convolution. It is well-known that fn ∈ C∞(Rd,R),
see, for instance, [17, Theorem II.6.30]. In particular, since f is bounded and ddxiφn
has compact support, we deduce from the formula ddxi (f ∗φn) = f ∗ ddxiφn, see, for
instance, [17, Theorem II.6.30], that f ∗ φn ∈ C2b (Rd,R). It is routine to check that
f ∗φn is Lipschitz continuous with the same Lipschitz constant as f . Moreover, for
all x ∈ Rd, we have
|(f ∗ φn)(x) − f(x)| ≤
∫
|z|≤1
φ(z)
∣∣∣f(x)− f (x− z
n
)∣∣∣ dz
≤ const.
∫
|z|≤1
φ(z)|z|
n
dz ≤ 1
n
n→∞−−−−−−−→ 0,
i.e. fn → f pointwise as n→∞. Thus, as above, we conclude from the dominated
convergence theorem that (3.5) and (3.6) hold. This finishes the proof. 
For all f ∈ F1• and x ∈ Rd we have f(x + ·) − f(x) ∈ F1• . Thus, KX • KY
implies LYs,tf(z) − LYs,tf(z) ≥ 0 for all 0 ≤ s < t < ∞, z ∈ Rd and all Lipschitz
continuous f ∈ F1• . In particular, this yields E[f(Xt − Xs)] ≤ E[f(Yt − Ys)] by
Lemma 3.9.
We note that the stochastic order st is generated by the increasing functions
in C2b (R
d,R). To see this note first that the stochastic order st is generated by
all increasing functions in Cb(R
d,R), see [15, Theorems 2.4.2 and 3.3.10]. Then,
applying a mollification argument to each of these functions yields the claim, see
[15, Theorem 2.5.5] or the proof of Lemma 3.9. Since all f ∈ C2b (Rd,R) are Lipschitz
continuous, we conclude Xt −Xs st Yt − Ys.
To obtain the claim for (i)cx we can use the fact that all f ∈ F1(i)cx can be
approximated by (increasing) convex Lipschitz continuous functions in a monotone
manner, see the proof of Proposition 3.2. Hence, Xt − Xs (i)cx Yt − Ys follows
from the monotone convergence theorem.
For the rest of the proof we assume that X and Y are Le´vy processes with Le´vy
measures KX , KY respectively.
Lemma 3.10. For U ∈ {X,Y } and all Lipschitz continuous f : Rd → R the process
f(U·)− f(0)−
∫ ·
0
∫
(f(Us + x)− f(Us))KU (dx) ds
is a martingale.
Proof: The same approximation arguments as used in the proof of Lemma 3.9 yield
that it suffices to show the claim for f ∈ C2b (Rd,R). In this case, Itoˆ’s formula
yields that the process is a local martingale. Using that |f(x)| ≤ const.(1+ |x|) and
|f(y + x)− f(y)| ≤ const.|x| yields
sup
s∈[0,t]
∣∣∣∣f(Us)− f(0)− ∫ s
0
∫
(f(Ur + x)− f(Ur))KU (dx) dr
∣∣∣∣
≤ const.
(
1 + t+ sup
s∈[0,t]
|Us|
)
,
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where the constant is uniform. Since U is a Le´vy process, sups∈[0,t] |Us| is integrable
if
∫ |x − h(x)|KU (dx) < ∞, see [18, Corollary 25.8, Theorem 25.18]. Hence, the
martingale property follows from the dominated convergence theorem. 
Thanks to this observation and Fubini’s theorem, for all Lipschitz continuous
functions f with f(0) = 0 it holds that
lim
t↓0
E[f(Xt)]
t
= lim
t↓0
1
t
∫ t
0
E
[∫
(f(Xs + x)− f(Xs))KX(dx)
]
ds
= E
[∫
(f(X0 + x)− f(X0))KX(dx)
]
=
∫
f(x)KX(dx).
Using the same arguments for X replaced by Y , we obtain for all Lipschitz contin-
uous f with f(0) = 0 that
0 ≤ lim
t↓0
E[f(Yt)]− E[f(Xt)]
t
=
∫
f(x)KY (dx)−
∫
f(x)KX(dx).
This concludes the proof of Theorem 3.7. 
For compound Poisson processes with equal jump intensity a related result was
shown in [3, Lemma 3.2] with a different proof. By a modification of the Le´vy
measure and approximation arguments, the conditions are generalized more general
Le´vy processes, see [3] for details. In fact, Theorem 3.7 shows that the claims of [3,
Lemma 3.2] hold for all finite variation pure-jump Le´vy processes without modifying
the Le´vy measures.
Now, we will relax the integrability assumptions. To be precise, let X and Y
be quasi-left continuous PIIs with characteristics (BX , CX , νX) and (BY , CY , νY )
such that |x− h(x)| ⋆ ν•t <∞ for all t ∈ [0,∞) and suppose that h is continuous.
Take a sequence (Gn)n∈N ⊆ Rd of Borel sets such that 1Gn is vanishing in a
neighborhood of the origin and
⋃
n∈NGn ⊇ Rd\{0}.
Theorem 3.11. (i) Suppose that for all n ∈ N and t ∈ [0,∞) it holds that
1Gn ·KX st 1Gn ·KY , CX = CY and
h(x)1Gn(x) ⋆ ν
Y
t − h(x)1Gn(x) ⋆ νXt ≤ BYt −BXt . (3.7)
Then X st Y .
(ii) Suppose that for all n ∈ N and t ∈ [0,∞) it holds that 1Gn · KX icx
1Gn · KY , CYt − CXt is non-negative definite and (3.7) is satisfied. Then
X icx Y . If, additionally, for all t ∈ [0,∞)
BXt + |x− h(x)| ⋆ νXt = BYt + |x− h(x)| ⋆ νYt , (3.8)
then X cx Y .
Proof: We start with some general observations. Define the truncated processes
Z•(n) , B• + h1Gn ⋆ (µ
• − ν•) + (x − h(x))1Gn ⋆ µ•. (3.9)
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Lemma 3.12. Z•(n) is a PII with characteristics (B•, 0,1Gn · ν•). Moreover, if
Zc is a Wiener process with covariance function C which is independent of Z•(n),
then Z•(n) + Zc is a PII with characteristics (B•, C,1Gn · ν•).
Proof: The first claim follows from [11, Theorem II.5.10] and the second claim
follows from [11, Lemma II.2.44, Theorem II.5.2]. 
We pose ourselves in the setting of (i). Let Zc be as in the previous lemma
with C , CX = CY and set Ẑ•(n) , Z•(n) + Zc. By Lemma 3.8, it suffices to
show that Xt − Xs st Yt − Ys for all 0 ≤ s < t < ∞. The same arguments
as used in the proof of Theorem 3.7 together with Proposition 3.4 yields that
ẐX(n)t− ẐX(n)s st ẐY (n)t− ẐY (n)s for all n ∈ N. It follows from [11, Theorem
VII.3.4] that ẐX(n) convergences in law to X and ẐY (n) converges in law to Y
as n→∞. Since the stochastic order st for Rd-valued random variables is closed
under weak convergence, see [15, Theorem 3.3.10], we conclude that Xt −Xs st
Yt − Ys. This proves X st Y by Lemma 3.8.
Next, we prove (ii). First, we do not assume (3.8). Let Z•,c be a Wiener process
with covariance function C• independent of Z•(n) for all n ∈ N and set Z˜•(n) ,
Z•(n) + Z•,c. The same arguments as used in the proof of Theorem 3.7 together
with Proposition 3.4 yields that Z˜X(n)t − Z˜X(n)s icx Z˜Y (n)t − Z˜Y (n)s for all
n ∈ N. We note that [11, Theorem VII.3.4] implies that Z˜X(n) convergences in law
to X and Z˜Y (n) converges in law to Y as n→∞. For U ∈ {X,Y } the dominated
convergence theorem yields that
E
[
ZU (n)t − ZU (n)s
]
= BUt −BUs +
∫
(x− h(x))1GnνU ((s, t]× dx)
n→∞−−−−→ BUt −BUs +
∫
(x − h(x))νU ((s, t]× dx)
= E[Ut − Us].
Hence, we conclude from [15, Theorem 3.4.6] that Xt − Xs icx Yt − Ys and,
therefore, X icx Y by Lemma 3.8.
Finally, suppose that (3.8) holds. In this case, E[Xt −Xs] = E[Yt − Ys] and we
deduce from [15, Theorem 3.4.2] that Xt −Xs cx Yt − Ys. Again due to Lemma
3.8, this yields X cx Y . 
For the stochastic order cx it might be natural to assume that 1Gn ·KX cx
1Gn ·KY . However, in this case
∫
Gn
xKX(t, dx) =
∫
Gn
xKY (t, dx) has to hold. This
seems to be a restrictive assumption on the sequence (Gn)n∈N. On the contrary,
(3.8) is a necessary condition for X cx Y such that we consider our conditions for
cx to be weaker.
4. Explicit Conditions for Quasi-Left Continuous PIIs
In this section we give explicit conditions and we present alternative proofs via
coupling arguments.
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4.1. A Majorization Condition for the Monotone Stochastic Order. We
suppose that d = 1. Let X and Y be quasi-left continuous PIIs with characteristics
(BX , C, νX) and (BY , C, νY ).
Our approach is based on a coupling constructed via the Itoˆ map which relates
Le´vy measures to a reference Le´vy measure. The main result of this section is the
following
Theorem 4.1. Assume that
KY (t, (−∞, x]) ≤ KX(t, (−∞, x]), x < 0,
KX(t, [x,∞)) ≤ KY (t, [x,∞)), x > 0,
(4.1)
for dAt-a.a. t ∈ [0,∞). Moreover, assume that for all t ∈ [0,∞)
|h(x)| ⋆ νXt + |h(x)| ⋆ νYt <∞, (4.2)
h(x) ⋆ νYt − h(x) ⋆ νXt ≤ BYt −BXt . (4.3)
Then, X pst Y .
The stochastic order pst is stronger than the stochastic order st. In this re-
gard, Theorem 4.1 brings a new condition.
Proof: We show that there exists a probability space which supports copies of X
and Y such that a.s. Xt ≤ Yt for all t ∈ [0,∞). This clearly implies X pst Y .
Let F be the Le´vy measure of a 1-stable Le´vy process, i.e. F (dx) = 1|x|2 dx, and
set
ρ•(t, x) ,

sup
(
y ∈ [0,∞) : K•(t, [y,∞)) ≥ 1|x|
)
, x > 0,
0, x = 0,
− sup
(
y ∈ [0,∞) : K•(t, (−∞,−y]) ≥ 1|x|
)
, x < 0.
(4.4)
Adapting the terminology in [19], the function ρ• is called Itoˆ map. Now,
K•(t, G) =
∫
1G(ρ
•(t, x))F (dx), G ∈ B(R), (4.5)
see [19, Theorem 9.2.4]. Set νL(dt× dx) , dAtF (dx).
Lemma 4.2. There exists a PII L with characteristics (0, 0, νL).
Proof: This follows readily from [11, Theorem II.5.2]. 
Let Zc be a Wiener process with variance function C. We set
Z• , B• + Zc + h(ρ•) ⋆ (µL − νL) + (ρ• − h(ρ•)) ⋆ µL. (4.6)
Lemma 4.3. The process ZX is well-defined and has the same law as X. Moreover,
the process ZY is well-defined and has the same law as Y .
Proof: To establish that Z• is well-defined, it suffices to verify that µZ
•
([0, t]×G) ,∫ t
0
∫
1G(ρ
•(s, x))µL(ds×dx), where G ∈ B(R), is a random measure of jumps with
compensator ν•. Since µL is an optional random measure, so is µZ
•
. It remains
to show that µZ
•
is P˜-σ-finite. Consider the set Gn , {x ∈ R : |x| > 1n}. Now,
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E[µZ
•
([0, t] × Gn)] = ν•([0, t] × Gn) < ∞, see [11, II.5.5 (i)]. Hence, Z• is well-
defined. Moreover, it follows readily from [11, Theorem II.5.10] that Z• is a PII
with characteristics (B•, 0, ν•). Therefore, the equality of the laws follows from [11,
Theorem II.5.2]. 
Using (4.2), we compute that for all t ∈ [0,∞)
ZYt − ZXt = BYt −BXt − h(x) ⋆ νYt + h(x) ⋆ νXt +
(
ρY − ρX) ⋆ µL.
Our assumption (4.1) implies that ρX ≤ ρY . Hence, using (4.3) we obtain ZYt ≥ ZXt
for all t ∈ [0,∞). This concludes the proof of Theorem 4.1. 
In view of [11, Corollary II.5.13], the finite variation condition (4.2) and the drift
condition (4.3) are independent of the choice of h.
Let us shortly comment on the assumptions of Theorem 4.1.
Proposition 4.4. If |x| ⋆ ν•t <∞ for all t ∈ [0,∞), then (4.1) holds for dAt-a.a.
t ∈ [0,∞) if, and only if, the order KX st KY holds.
Proof: Denote F, ρX and ρY as in the proof of Theorem 3.7, let f ∈ F1st such that
|f(x)| ≤ const. |x| and suppose that (4.1) holds. Now, recalling (4.5), for dAt-a.a.
t ∈ [0,∞) ∫
f(x)KX(t, dx) =
∫
f(ρX(t, x))F (dx)
≤
∫
f(ρY (t, x))F (dx) =
∫
f(x)KY (t, dx).
In other words, KX st KY holds.
For the converse direction, we approximate. Namely, consider f(y) , −1(−∞,x](y)
for some x > 0 and set fn to be the inf-convolution of f , i.e. fn(y) , infz∈R(f(z)+
n|y − z|). Since f is a bounded lower semi-continuous function, by [7, Lemma
1.3.5] (see also the proof), the inf-convolution fn is Lipschitz continuous, fn(y) ≤
fn+1(y) ≤ f(y) and fn → f pointwise as n → ∞. Moreover, fn is increasing as f
is increasing (see (3.3)) and fn(0) = infz∈R(f(z) + n|z|) = 0 for n ≥ |x|−1. Thus,
using the monotone convergence theorem, KX st KY implies the first part of
(4.1). The second part follows in the same manner. 
So far our conditions for the stochastic order pst apply to PIIs with discontin-
uous parts of finite variation. Similarly to Theorem 3.11, we can relax this assump-
tion using the fact that pst is closed under weak convergence. Take a sequence
(Gn)n∈N ⊆ R of Borel sets such that 1Gn is vanishing in a neighborhood of the
origin and
⋃
n∈NGn ⊇ R\{0}.
Theorem 4.5. Let h be continuous and suppose that for all n ∈ N and dAt-a.a.
t ∈ [0,∞) the condition (4.1) holds with KX replaced by 1Gn ·KX and KY replaced
by 1Gn ·KY , and that for all n ∈ N and t ∈ [0,∞) the inequality (3.7) holds. Then
X pst Y .
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Proof: Let Ẑ•(n) , Z•(n) + Zc, where Z•(n) and Zc are as in Lemma 3.12. We
deduce from [11, Theorem VII.3.4] that ẐX(n) convergences in law to X and ẐY (n)
converges in law to Y qlc as n → ∞. Now, Theorem 4.1 yields ẐX(n) pst ẐY (n)
and by [14, Proposition 3] we conclude that X pst Y . 
4.2. Cut Criteria for the Monotone Stochastic Order. In this section we
study the case where the frequencies of jumps change once. Together with some
integrability conditions, this implies the stochastic order pst. We start with a
technical observation:
Lemma 4.6. There exists a σ-finite measure ν on ([0,∞)×R,B([0,∞))⊗B(R))
such that νX ≪ ν and νY ≪ ν.
Proof: Since νX and νY are σ-finite, by the Radon-Nikodym theorem, ν , νX +νY
has the desired properties. 
Let | be either [ or ] and let |c be the converse, i.e. if | = ], then |c = [.
Proposition 4.7. Let k ∈ R and suppose that ν-a.e.
dνX
dν
1[0,∞)×|k,∞) ≤
dνY
dν
1[0,∞)×|k,∞),
dνX
dν
1[0,∞)×(−∞,k|c ≥
dνY
dν
1[0,∞)×(−∞,k|c .
(4.7)
Moreover, assume for dAt-a.a. t ∈ [0,∞)∫
|k,0]
(
KY (t, dx)−KX(t, dx)) ≤∫
(−∞,k|c
(
KX(t, dx)−KY (t, dx)) (4.8)
in the case k < 0, and∫
[0,k|c
(
KX(t, dx) −KY (t, dx)) ≤∫
|k,∞)
(
KY (t, dx)−KX(t, dx)) (4.9)
in the case k > 0. Finally, suppose that for all t ∈ [0,∞)∣∣∣∣h(x)(dνYdν − dνXdν
)∣∣∣∣ ⋆ νt <∞, (4.10)
BYt −BXt − h(x)
(
dνY
dν
− dν
X
dν
)
⋆ νt ≥ 0. (4.11)
Then X pst Y .
We stress that the r.h.s. of (4.8) and (4.9) are finite due to [11, II.5.5 (i)].
Remark 4.8. Suppose that X and Y are semimartingales with independent incre-
ments and that their laws are locally absolutely continuous. Then, by Girsanov’s
theorem [11, Theorem III.3.24], we find ν such that (4.10) holds and (4.11) only
depends on the Gaussian parts of X and Y .
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We provide the intuitions behind the assumptions of Theorem 4.7. The condition
(4.7) means that Y has a higher frequency of jumps with size larger than k compared
to X and that X has a higher frequency of jumps with size less than k compared
to Y . The conditions (4.8) and (4.9) compensate negative jumps which are done by
Y but not by X and positive jumps which are done by X but not by Y .
Following this intuition, we can construct explicit couplings ofX and Y which are
pathwise ordered. We reveal that Proposition 4.7 is (modulo integrability issues) a
consequence of Theorem 4.1. However, we think the alternative proof explains very
nicely the origin of the conditions and illustrates the relations of the characteristics
of the PIIs and the stochastic order.
Proof: We only discuss the cases k = 0 and k > 0, since the case k < 0 follows
similarly to the case k > 0.
The case k = 0. We set νX ∧ νY , 1[0,∞) · νX + 1(−∞,0] · νY . Due to [11,
Theorem II.5.2] we find a filtered probability space which supports a PII Z with
characteristics (0, C, νX ∧νY ), a PII ZX with characteristics (BX , 0,1(−∞,0] ·(νX−
νY )) and a PII ZY with characteristics (BY , 0,1[0,∞) · (νY − νX)) such that Z,ZX
and ZY are independent. Then, by independence and [11, Lemma II.2.44, Theorem
II.5.2], Z+ZX has the same law as X and Z+ZY has the same law as Y . Moreover,
a.s. x1[0,∞) ⋆µ
ZX
t = 0 and x1(−∞,0] ⋆µ
ZY
t = 0 for all t ∈ [0,∞), noting the support
of the third characteristics. Thanks to [11, Proposition II.1.28] and (4.10), we obtain
for all t ∈ [0,∞)
ZYt − ZXt = BYt −BXt − h(x)
(
dνY
dν
− dν
X
dν
)
⋆ νt
+ x1[0,∞) ⋆ µ
ZY
t − x1(−∞,0] ⋆ µZ
X
t .
Hence, using (4.11), Zt + Z
X
t ≤ Zt + ZYt for all t ∈ [0,∞). This proves X pst Y .
The case k > 0. We define a Borel measure ν+ on [0,∞)× R× R× R by
ν+(dt× dx× dy × du)
[KX(t, dx)−KY (t, dx)] [KY (t, dy)−KX(t, dy)] du dAt
,
1[0,k|c(x)1|k,∞)(y)1[0,1](u)∫
[0,k|c
(KX(t, dz)−KY (t, dz)) ,
with the convention that 10 = 1. Here, we use (4.9), i.e. that the denominator on
the r.h.s. is bounded from above for dAt-a.a. t ∈ [0,∞), see [11, II.5.5 (i)].
Lemma 4.9. There exists a PII Z+ with characteristics (0, 0, ν+).
Proof: In view of [11, Theorem II.5.2] it suffices to show that ν+ is finite on [0, t]×R3
for all t ∈ [0,∞). It holds that ν+([0, t]×R3) = (νY − νX)([0, t]× |k,∞)) <∞, see
[11, II.5.5 (i)]. Hence, the lemma is proven. 
We find a filtered probability space which supports a PII Z with characteristics
(0, C, νX ∧ νY ), where νX ∧ νY , 1|k,∞) · νX + 1(−∞,k|c · νY , a PII ZX with
characteristics (BX , 0,1(−∞,0] · (νX − νY )) and the PII Z+ such that they are
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independent. We define
m(t, u) , 1
{
u ≤
∫
[0,k|c(K
X(t, dz)−KY (t, dz))∫
|k,∞)
(KY (t, dz)−KX(t, dz))
}
.
Now, set
ZX,− , xm(t, u)1[0,k|c(x)1|k,∞)(y) ⋆ µ
Z+ − h1[0,k|c ⋆ (νX − νY ),
ZY , y1[0,k|c(x)1|k,∞)(y) ⋆ µ
Z+ +BY − h1|k,∞) ⋆ (νY − νX).
By assumption (4.10), the processes ZX,− and ZY are well-defined.
Lemma 4.10. The process ZX,− is a PII with characteristics (0, 0,1[0,k|c · (νX −
νY )) and ZY is a PII with characteristics (BY , 0,1|k,∞) · (νY − νX)).
Proof: Let C+ be a set of test functions as defined in [11, II.2.20]. All functions
in C+ are bounded and vanish in a neighborhood of the origin. In view of [11,
Proposition I.1.28, Theorem II.1.33, Theorem II.5.10] for the first claim suffices
to show that for all g ∈ C+ the process g ⋆ µZX,− − g1[0,k|c ⋆ (νX − νY ) is a
local martingale. In fact, since g vanishes in a neighborhood of the origin, we have
g ⋆ µZ
X,−
= g(x)m(t, u)1[0,k|c(x)1|k,∞)(y) ⋆ µ
Z+ , which compensator is given by
g(x)m(t, u)1[0,k|c(x)1|k,∞)(y) ⋆ ν
+ = g1[0,k|c ⋆
(
νX − νY ) . Here, we use (4.9). This
proves the first claim. The second claim follows in the same manner. 
Now, by independence and [11, Lemma II.2.44, Theorem II.5.2], Z+ZX +ZX,−
has the same law as X and Z + ZY has the same law as Y . Moreover, for all
t ∈ [0,∞)
ZYt − ZXt − ZX,−t = BYt −BXt − h(x)
(
dνY
dν
− dν
X
dν
)
⋆ νt + x1[0,∞) ⋆ µ
ZY
t
+ (y − xm(t, u))1[0,k|c(x)1|k,∞)(y) ⋆ µZ
+
t .
Since m(t, u) ≤ 1, we obtain ZYt − ZXt − ZX,−t ≥ 0 for all t ∈ [0,∞). Again, this
proves X pst Y . 
4.3. A Majorization Condition for the Convex Stochastic Order. In this
section we show that if the third characteristic of Y dominates the third character-
istics of X , then X (i)cx Y . Our proof is based on a coupling. We stress that the
proof is very robust in sense that it applies to all PIIs with finite first moments.
Theorem 4.11. Suppose that for all t ∈ [0,∞) the matrix CYt −CXt is non-negative
definite, νY − νX is a non-negative measure, |x− h(x)| ⋆ ν•t <∞ and
BXt + |x− h(x)| ⋆ νXt ≤ BYt + |x− h(x)| ⋆ νYt , (4.12)
Then X icx Y . If, additionally, (4.12) holds with equality, then also X cx Y .
Theorem 4.11 generalizes the majorization criterion [4, Proposition 19] for Le´vy
processes with infinite activity by showing that the conditions [4, Proposition 19
(a), (b)] are not necessary.
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Proof: In view of [11, Theorem II.5.2], we can extend our probability space such that
it supports a PII ZY with characteristics (BY −BX , CY −CX , νY − νX), which is
independent of X . Now, by independence and [11, Lemma II.2.44, Theorem II.5.2],
the process X + ZY has the same law as Y . Note that E
[
ZYt
]
= BYt −BXt + (x−
h(x)) ⋆ (νY − νX)t for all t ∈ [0,∞). Hence, we obtain a.s. for all t ∈ [0,∞)
E
[
Xt + Z
Y
t |σ(Xs, s ∈ [0,∞))
]
= Xt + E
[
ZYt
]≥ Xt, if (4.12) holds,= Xt, if (4.12) holds with equality.
Now, X (i)cx Y follows from the conditional Jensen’s inequality. 
5. Generalizations and Examples
In this section we discuss generalizations of our conditions to semimartingales
with conditionally independent increments (called H-SIIs in the following). More-
over, we give examples.
5.1. Comparison of H-SIIs. Let (Ω,F) be a Polish space equipped with its topo-
logical Borel σ-field and let P be a probability measure on (Ω,F). We choose two
not necessarily right-continuous filtrations (F1t )t∈[0,∞) and (F
2
t )t∈[0,∞) on (Ω,F)
consisting of countably generated σ-fields. Moreover, let H1 and H2 be two count-
ably generated sub-σ-fields of F. For example, Hi could be σ(Zs, s ∈ [0,∞)) where
Z is right- or left-continuous and takes values in a Polish space. For i = 1, 2 we
define the filtrations Gi = (Git)t∈[0,∞) on (Ω,F) by G
i
t , G
i,o
t+, where G
i,o
t , F
i
t ∨Hi.
A process B ∈ Vd (or ∈ Vd×d) is said to have an Hi-measurable version, if for
all t ∈ [0,∞) the random variable Bt has an Hi-measurable version. We say that
a compensator ν of a random measure of jumps has an Hi-measurable version, if
for all t ∈ [0,∞) and all Borel functions g : Rd → R such that |g(x)| ≤ 1 ∧ |x|2 the
random variable g ⋆ νt has an H
i-measurable version.
Let X be an Rd-valued G1-semimartingale with characteristics (BX , CX , νX),
and Y be an Rd-valued G2-semimartingale with characteristics (BY , CY , νY ), such
that (BX , CX , νX) has an H1-measurable version and that (BY , CY , νY ) has an
H2-measurable version.
In this setting there exists a regular conditional probability P (·|Hi)(·) from
(Ω,Hi) to (Ω,F), see, e.g., [19, Theorem 9.2.1]. The following is the main ob-
servation to transfer our conditions for PIIs to H-SIIs.
Lemma 5.1. There exists a null set N ∈ F such that for all ω ∈ ∁N the process
X is a P (·|H1)(ω)-PII with characteristics (BX(ω), CX(ω), νX(ω)) and Y is a
P (·|H2)(ω)-PII with characteristics (BY (ω), CY (ω), νY (ω)).
Proof: The claim follows from [11, Lemma II.6.13, Corollary II.6.15] and [6, Lemma
A.1]. 
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In view of this lemma it is strait forward to transfer our conditions for PIIs to
H-SIIs. More precisely, assume that for all ω ∈ ∁N , where N is as in the previ-
ous lemma, the characteristics (BX(ω), CX(ω), νX(ω)) and (BY (ω), CY (ω), νY (ω))
satisfy our conditions for •. Then, with abuse of notation, for all f ∈ F•∫
f(X(ω∗))P (dω∗|H1)(ω) ≤
∫
f(Y (ω∗))P (dω∗|H2)(ω).
Since N is a null set, taking expectation yields X • Y .
We omit to state explicit conditions as these are similar to our previous conditions
with an additional almost surely. However, we give examples in the following section.
5.2. Examples. In this section we provide examples. Here, we focus on processes
which are not discussed in [3, 4]. We start with an example of a PII with infinite
variation and fixed times of discontinuity.
Example 5.2 (Time-inhomogeneous CGMY Le´vy processes with fixed times of
discontinuity). For n ∈ N fix 0 < t1 < t2 < ... < tn <∞. Moreover, for k = 1, 2 and
i = 1, ..., n let F k,i be probability measures on (R,B(R)) such that F k,i({0}) = 0
and for all x ∈ R we have F 2,i((−∞, x]) ≤ F 1,i((−∞, x]). Let X1 and X2 be
real-valued PIIs such that CX
1
= CX
2
= 0 and
νX
1
(dt× dx) = Ct|x|1+Yt e
−M1t x1{x>0} dt dx
+
Ct
|x|1+Yt e
G1tx1{x<0} dt dx+
n∑
i=1
εti(dt)F
1,i(dx),
νX
2
(dt× dx) = Ct|x|1+Yt e
−M2t x1{x>0} dt dx
+
Ct
|x|1+Yt e
G2tx1{x<0} dt dx+
n∑
i=1
εti(dt)F
2,i(dx).
Here, C,G1, G2,M1,M2 : [0,∞)→ (0,∞) are continuous and bounded away from
0 on compact sets, and Y : [0,∞)→ (−∞, 2) is continuous and bounded away from
2 on compact sets. If ν = νX + νY , then the integrability condition (4.10) holds.
Moreover, (4.7) is satisfied if M2t ≤ M1t and G1t ≤ G2t for all t ∈ [0,∞) except of
a dt-null set. If we choose BX
1
and BX
2
according to (4.11), the Propositions 3.2
and 4.7 imply X1 pst X2.
Next, we compare H-SIIs, using the notation from the previous section.
Example 5.3 (Comparison of Time-Changed Le´vy Processes). For i = 1, 2, let Zi
be a [0,∞)-valued ca`dla`g processes and let V i be a real-valued Le´vy process (w.r.t.
its natural filtration) with Le´vy-Khinchine triplet (bV
i
, 0, FV
i
). Assume that the
process Zi is independent of V i and set X i· , V
i∫
·
0
Zis ds
, Fit , σ(X
i
s, Z
i
s, s ∈ [0, t])
and Hi , σ(Zit , t ∈ [0,∞)). The next lemma follows from [13, Lemma 2.4].
Lemma 5.4. For i = 1, 2 the process X i is a Gi-semimartingale and its Gi-
semimartingale characteristics are given by
BX
i
= bV
i
∫ ·
0
Zis ds, C
Xi = 0, νX
i
(dt× dx) = Zit− dtFV
i
(dx).
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Using Lemma 5.1 and the Theorems 4.1 and 4.11, we obtain the following
Corollary 5.5. (a) Suppose that
∫ |h(x)|FV i(dx) <∞, that
FV
2
((−∞, x]) ≤ FV 1((−∞, x]) x < 0,
FV
1
([x,∞)) ≤ FV 2([x,∞)), x > 0,
and that a.s. for all t ∈ [0,∞)(
bV
1 −
∫
h(x)FV
1
(dx)
)∫ t
0
Z1s ds ≤
(
bV
2 −
∫
h(x)FV
2
(dx)
)∫ t
0
Z2s ds.
Then X pst Y .
(b) If a.s. Z1t ≤ Z2t for all t ∈ [0,∞), FV
2 − FV 1 is a non-negative measure,∫ |x− h(x)|FV i(dx) <∞, and
bV
1 ≤
∫
(x− h(x))FV 1(dx), bV 2 ≥
∫
(x− h(x))FV 2(dx), (5.1)
then X1 icx X2. If, additionally, the inequalities in (5.1) are equalities,
then X1 cx X2.
Example 5.6 (Comparison of Integrated Le´vy Processes). For i = 1, 2, let Bi be
a d-dimensional Brownian motion (w.r.t. its natural filtration), and let µi be a left-
continuous Rd-valued process and σi be a left-continuous Rd ⊗ Rd-valued process,
both of which are independent of Bi. Moreover, we set Fit , σ(B
i
s, µ
i
s, σ
i
s, s ∈ [0, t])
and Hi , σ(µit, σ
i
t, t ∈ [0,∞)). Note that, since Bi is independent of both µi
and σi, it follows from [16, Theorem II.68.2] and [1, Theorem 15.5] that Bi is an
(Fit+)t∈[0,∞)-Brownian motion. Thus, the process
X i ,
∫ ·
0
µis ds+
∫ ·
0
σis dB
i
s
is well-defined as an (Fit+)t∈[0,∞)-semimartingale. The following lemma follows from
[13, Lemma 2.3].
Lemma 5.7. For i = 1, 2 the process X i is a Gi-semimartingale and its Gi-
semimartingale characteristics are given by
BX
i
=
∫ ·
0
µis ds, C
Xi =
∫ ·
0
σis(σ
i
s)
∗ ds, νX
i
= 0,
where (σi)∗ denotes the adjoint of σi.
Obviously, the Gi-semimartingale characteristics of X i are Hi-measurable. We
deduce the following comparison result from Lemma 5.1 and Theorem 4.11.
Corollary 5.8. If a.s. µ1t ≤ µ2t and σ2t (σ2t )∗ − σ1t (σ1t )∗ is a non-negative definite
matrix for all t ∈ [0,∞), then X icx Y . If, additionally, a.s. µ1t = µ2t for all
t ∈ [0,∞), then X cx Y .
Remark 5.9. Results in the spirit of Corollary 5.8 were given by Hajek [8] using a
coupling technique different from ours. More precisely, in the one-dimensional case,
Hajek shows the first part of Corollary 5.8 in the case where µ2 and σ2 are constant
and µ1 and σ1 are not necessarily independent of B1.
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