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 Simple methods to aid in the determination of forensic or archaeologic relevancy 
of skeletonized remains have been researched since the 1950s.  With advances in 
microscopic imaging techniques and machine learning computer data analysis methods 
the relevancy of decontextualized, comingled remains has room for improvement.  This 
thesis is a study done to pioneer a new approach to analyzing dental skeletal remains to 
determine forensic relevancy.   
 Archaeological dental samples collected from the ancient city of Ur in modern day 
southern Iraq in addition to modern dental extractions were processed for scanning 
electron microscopy imaging.  Archaeological and modern samples displayed different 
surface and dentinal tubule opening characteristics.  The image files were then analyzed 
using a custom-built convolutional neural net model.  The model’s performance metrics 
indicate that the model made better than random predictions based on learned 
associations.  Thus, the use of scanning electron microscopy and machine learning analysis 



































 The recovery, identification, and estimation of time death of forensically relevant 
remains are important pieces of information used by investigators to piece together the 
timeline of a crime (Bartsiokas & Middleton, 1992; Blau & Ubelaker, 2016; Burns, 2013; 
Klepinger, 2006).  Medicolegal death investigation is a complex and multi-disciplinary 
system used to methodically investigate the unnatural and unexplained deaths that occur 
within a society (Burns, 2013).  The analysis of fresh and decomposing human remains is 
generally carried out by the medical examiner who has legal authority over the 
confirmation of manner and time of death. However, the analysis of skeletonized, badly 
decomposed, burned, or otherwise unrecognizable remains falls under the purview of a 
forensic anthropologist (Klepinger, 2006).  Forensic anthropologists specialize in extracting 
information from remains where a medical examiner might lack experience.  Forensic 
anthropologists are trained to determine whether a bone found at a crime scene or 
recovered from a clandestine burial is human or animal in nature.  They are also trained in 
osteology which is crucial in developing a biological profile and of attributes such as sex, 
height, weight, and age from skeletonized and less-than-pristine remains that could lead 
to an identification of the decedent (Burns, 2013).  Forensic anthropologists can aid the 
medical examiner in estimating time by drawing taphonomic conclusions from the burial 
site or crime scene while excavating or removing the body (Forbes & Nugent, 2016). 
 Of significant importance, and among the first steps of an anthropological forensic 
case, is whether the bones found at the scene are ancient or modern (Forbes & Nugent, 
2016; Knight & Lauder, 1969).  If remains are uncovered in a location it is possible that the 
area could have once been a cemetery or burial ground of indigenous people.  Remains 
that suggest more antiquarian or ancient origins could shift focus of the gravesite 
excavation towards a more archaeological and less police-oriented investigation, whereas 
remains that are more clearly contemporary or modern in origin will require an 
investigation involving law enforcement as the outcome of the investigation may lead to 
immediate legal consequences (Burns, 2013; Forbes & Nugent, 2016). 
 Often found amongst skeletonized remains are teeth which can be helpful in 






Townsend, & Austin, 2015; Manoilescu, Ion, & Ioan, 2015).  Mammalian teeth are resistant 
to factors such as high humidity, wet weather conditions, bacterial infestation, and 
potential insect or terrestrial scavengers due to their structurally sound morphology 
(Burns, 2013; Carrasco et al., 2017; Manoilescu et al., 2015).  Specifically, the enamel of 
teeth creates a hard, protective outer coating that shields the softer tissues of the teeth 
from exposure (Burns, 2013; Manoilescu et al., 2015).  The inherent protective structural 
nature of dental evidence suggests their use as samples for determining the deposition 
time of remains as a valid option.  Obvious visual indicators such as occlusal wear and 
indicators of dental healthcare can provide a rudimentary categorization that draws 
conclusions from advances in modern food processing and dental medicine.   Modern diets 
have less physical wear on the grinding surfaces of the teeth as well as a general increase 
in caries lesions (cavities) as processed carbohydrates became more prevalent (Grimoud 
et al., 2011).  Personal dental care as well as dental restorations (caries fillings, orthodontal 
hardware, surgical repairs, etc.) are readily indicative of a more modern origin of the 
remains in question with a casual glance (Senn & Weems, 2013).  However, a more detailed 
analysis into the morphological, histological, and chemical changes that occur over 
prolonged periods of time can be carried out to approximate the post mortem interval and 
deposition time of remains with more scientific accuracy (Forbes & Nugent, 2016). 
 Observing microstructures within the interior calcified tissues of the tooth under 
high resolution magnification techniques such as scanning electron microscopy (SEM) may 
reveal characteristic morphological and histological differences between potentially 
ancient and modern teeth.  These observations could influence investigatory tactics by 
providing insight into the morphological changes of teeth over time.  These observations 
could be used in helping to identify remains as ancient or modern, which then could direct 
the progress of an investigation. 
 Due to limitations in access to specialized and expensive equipment sometimes 
faced by scientists in the field, the purpose of this research was to attempt to find an 
affordable and accessible method to estimate forensic or archaeological relevancy of 






scanning electron microscopy is simple and affordable, and the imaging techniques 
required are straightforward and easily delegated if the instrumentation is not readily 
available.  Advances in computer processing power and machine learning techniques have 
led to the ability to custom build data analysis programs specifically designed for predicting 
group membership of visual data.  The analysis programs can easily be interpreted and 
continuously improved upon to drive more accurate predictions.  By using the techniques 
investigated within this thesis it was hypothesized that morphological changes in the 



































Section 1: Dating Skeletal Remains 
There are two ways of interpreting post-mortem interval (PMI).  First, the most 
common, is the attempt to determine the moment of death by studying the remains in the 
context of the criminal justice system (Forbes & Nugent, 2016).  Examinations are most 
often carried out by a medical examiner on the bodies’ soft tissues still in active decay 
(Burns, 2013).  Estimations of the PMI can be drawn from observations of body 
temperature (algor mortis), body fluid accumulation (livor mortis) and muscle stiffening 
(rigor mortis) (Forbes & Nugent, 2016).  The second interpretation of PMI is when the 
remains found are skeletonized and can be either of forensic or archaeological relevance.  
The period of time at which the death occurred may not be relevant to the criminal justice 
system.  This is due to the relations of the decedent being deceased themselves, or the 
potential perpetrator(s) being long dead themselves (Burns, 2013).  The deposition time, 
the period of time between burial and discovery can change the course of the investigation 
from forensic interest to archaeological interest (Jarvis, 1997). 
Morphological and Chemical Methods 
 Multidisciplinary research into determining the deposition time of skeletonized 
remains has been an important focus in the fields of forensic anthropology as well as 
archaeology (Forbes & Nugent, 2016).  Early investigations into the morphological changes 
in bone involved procedures of grading exterior weathering of bone, changes in bone 
weight, and specific gravity.  However, these methods concluded with highly subjective 
results that were prone to deviation due to susceptibility to environmental factors 
(Behrensmeyer, 1978; Berg & Specht, 1958).  Behrensmeyer’s (1978) six weathering stages 
of bone laid foundations for later investigations where the conclusions were more or less 
confirmed with the caveat that internment in areas that undergo freezing and thawing 
cycles can exhibit altered degrees of weathering (Janjua & Rogers, 2008). 
 One of the earliest comprehensive studies to investigate the effects of time on 
skeletal remains was published by Berg and Specht in 1958 (Berg & Specht, 1958; Forbes 
& Nugent, 2016).  The study focused on macroscopic and microscopic methods of testing 






extensive and involved studying differences in specific gravity and bone weight over time, 
testing for levels of carbonate, use of UV fluorescence, dyability with indophenol and Nile 
blue, nitrogen level detection by the Kjeldahl technique, and changes in bone triglycerides 
over time, among others.  Many of the techniques explored in this study showed some 
promise to contribute to a determinable deposition time of skeletal remains, though it was 
noted that most of these methods had fairly subjective results and required further 
development. 
 Another early comprehensive study into dating skeletonized remains was done by 
Knight and Lauder in 1969 (Knight & Lauder, 1969) wherein the authors set thresholds for 
“ancient” and “modern” categories.  “Modern” was considered to be between <0-100 
years from present and “ancient” was considered to be from >70-100 years from present.  
The study focused on similar dye staining and carbonate testing methods as was explored 
by Berg and Specht in 1958 and concluded that the findings did not show a significant 
correlation with sample age.  It was also concluded that fat content showed no correlation, 
though the authors deemed that further investigation would be required.  Most 
significantly the study showed that nitrogen content could be a reliable guide in 
determining antiquity of skeletal samples, as well as chromatographically identifying the 
presence of certain amino acid combinations. 
 A 1977 study by Facchini and Pettener further explored chemical and physical 
methods for dating skeletal remains. The study focused on the reaction samples had to 
benzidine, as well as trends seen using ultraviolet fluorescence, and measuring changes in 
superconductivity and specific gravity (Facchini & Pettener, 1977). The final conclusions of 
the study noted that the results appeared dependent on not only the age of the samples, 
but most importantly on the environmental conditions of the area in which they were 
interred.  It was also addressed that though they sampled remains from over a large span 
of time they lacked samples that would contribute to an interim time period between 
modern and ancient. 
 Further comprehensive investigations were carried out building and improving on 






were able to expand on the nitrogen content analysis as well as expanding the technique 
to include sulfur, phosphorous, potassium, and urea.  They found significant relationships 
with PMI estimations using sulfur , phosphorus, and urea levels (Prieto-Castello et al., 
2007). 
 Various studies done to investigate the changes in bone fluorescence with time 
have been explored (Berg & Specht, 1958; Facchini & Pettener, 1977; Knight & Lauder, 
1969).  As well as investigations into quantification of amino acids and blood protein 
chemical reactions such as benzidine (Facchini & Pettener, 1977; Knight & Lauder, 1969) 
and luminol (Introna, Di Vella, & Campobasso, 1999; Ramsthaler, Kreutz, Zipp, & Verhoff, 
2009) though the results were suggestive of decline in fluorescence and reactivity the 
results were suggestive in possibly excluding forensic relevance but authors strongly 
suggested that the methods used alone were not sufficient enough to determine ancient 
or modern identification. 
 With the increase of instrumental analytical techniques came a new wave of 
studies.  Studies on the crystalline structure of bone in fossils (Bartsiokas & Middleton, 
1992) showed promise in X-ray diffraction techniques (XRD) that could be used as a survey 
tool in determining forensic relevance for bone samples.  Prieto-Castello and associates’ 
(2007) finding corroborated the use of XRD in approximating the internment period of 
skeletonized remains in conjunction with biochemical analyses.  Raman spectroscopy 
studies developed methods that could approximate the PMI of skeletonized remains by 
comparing the organic and inorganic components of bone to mineralization indexes 
(Bertoluzza et al., 1997; Patonai et al., 2013).  Fourier transform infrared (FTIR) 
spectroscopy studies have shown promise in discriminations archaeological and forensic 
samples by comparing mineral phases of bone using crystallinity indexes and carbon-
phosphate indexes (Nagy et al., 2008). 
Radioisotope Testing Methods 
 Radiocarbon dating is currently the most reliable PMI estimation method for dating 
skeletonized remains.  Due to nuclear weapons testing from 1950-1963 C.E. high levels of 






been incorporated into living tissues via the food chain (Wild et al., 2000).  With the 
detonation of the bomb isotope levels of 14C increased roughly two-fold compared to prior 
records of the levels made in 1890.  Though the levels of 14C have decrease exponentially 
over-time, present levels are still roughly 10% higher than that same base reference level 
(Wild et al., 2000).  “Bomb pulse” dating uses the collagen fraction of bone extracts to 
detect the levels of 14C in the sample and compares the levels of radioactive decay to 
known half-life decay values to approximate the PMI. 
 A foundational study on bone dating by R. E. Taylor and associates (1989) 
established three periods of time that could be used to determine the forensic relevance 
of skeletal remains based on the estimation of the PMI using 14C testing.  Remains 
estimated to be pre-1650 C.E. were given no forensic relevance and classified as 
nonmodern.  The premodern classification was given to remains that dated between 1650 
and 1950 C.E.  Remains from this era were considered to have potential forensic relevancy 
depending on situation factors surrounding the identification of the remains.  Remains 
classified as modern and of definite forensic interest were dated from 1950 C.E. to present 
day (Taylor, Myers Suchey, Paey, & Slota, 1989).  The classification periods established 
stretch wide periods of time, but the study was able to determine group membership 
based on the 14C levels in the material remains.  However, the study was limited by sample 
size and the method itself which was very involved and costly (Taylor et al., 1989).  Further 
investigation into the improvement of radioisotope methods have been successful.  Use of 
the collagen fraction of bone extracts has improved the techniques in dating remains with 
more accurate precision (Geyh, 2001).  Studies into the type of bone used for analysis as 
well as alternative tissues such as dental tissue or hair have determined that the precision 
of the method can be improved and provide a reliable estimation of the PMI (Geyh, 2001; 
Ubelaker, Buchholz, & Stewart, 2006; Wild et al., 2000).   
 Studies into the use of other radioistopes to determine PMI have been successful.  
The measurement of lead-210 (210Pb) and polonium-210 (210Po) can be used to estimate 
PMI as well (Schrag, Uldin, Mangin, & Froidevaux, 2012). The quantitative measure of 






historical or premodern period.  Both isotopes are abundantly represented in nature and 
the inadvertent ingestion and contact of 210Pb during historical times through cosmetics, 
lead piping, and lead paint create a notable spike in levels compared to 210Po in historical 
bone samples as compared to modern (post 1930 C.E.) and ancient samples (Swift, Lauder, 
Black, & Norris, 2001).  Strontium-90 (90Sr) testing is another method that can be used to 
date skeletal remains.  Pre-bomb and post-bomb skeletal remains show significant 
differences in 90Sr levels which can be used to reliably determine if the remains are pre- 
or post-1950 (Maclaughlin-Black, Herd, Willson, Myers, & West, 1992). However, the 
investigations found that the 90Sr levels found in remains were susceptible to various types 
of contamination, usually from environmental factors such as groundwater contamination.  
 Radioisotope methods have been used with success in forensic cases in 
determining the PMI of remains however, the costs and time associated with the methods 
can be prohibitive for common use.  The reliability of the estimations is also susceptible to 
contamination from exterior sources or personal habits of the individual during their life.  
Despite these drawbacks the methods are the most accurate methods in use today of 
dating skeletonized remains for forensic use. 
Section 2: Samples Context - The Alluvial Plains of Mesopotamia 
 Context of the burial site is paramount to driving the investigation of a death.  A 
burial discovered at an archaeological dig site can at first suggest that the burial is of 
archaeological interest.  However, the deeper context of the site may not be so readily 
apparent. The remains used as archaeological samples for this study originate from an 
archaeological mission focused on the residential and private housing areas of the ancient 
city of Ur in southern present-day Iraq.  The site first excavated in 1933 by Sir Leonard 
Woolley explored uncovered public areas as well as two areas of private housing dating to 
the second millennium B.C.E. (Woolley, 1933) The remains used in this study were 
collected during a subsequent excavation in 2015 by Elizabeth C. Stone and Paul Zimansky 







 Woolley’s expedition publication describes the stratified layers of up to eight 
different periods of occupation (Woolley & Mallowan, 1976).  The archaeological site was 
excavated down to the level where the structures found were dated to the Isin-Larsa 
period of Mesopotamia (2000-1800 B.C.E).  The goals of the 2015 excavation focused the 
study domestic life in and around Mesopotamia during the span of time between the third 
dynasty of Ur, Ur III (2122-2004 B.C.E.) and the Isin-Larsa period (Stone & Zimansky, 2016). 
 There are difficulties inherent with the site that make identification of the burial 
remains difficult to attribute definitely to a specific period of time.  The ecology and 
geology of the area is not stable as the site is located in the floodplains between the Tigris 
and the Euphrates rivers.  The alluvial plains of the Mesopotamian river valley endure 
seasonal flooding and receding of the surrounding rivers which deposit sediment and 
minerals from further up river (Salman et al., 2014).  The shifting of the waterways through 
history also causes issues as the floodplains maintained no constant structure throughout 
antiquity (Stone, 2008a).  The plains surrounding the dig site are patterned with dried river 
valleys snaking their way through the arid soils (Woolley, 1933).  The unstable ecology also 
accounts for the stratification of human occupation and civilization that is present at the 
ancient city of Ur.  Written documentation states that the city of Ur had been abandoned 
in the Old Babylonian period (Stone & Zimansky, 2016).  When either waterway would shift, 
settlements would be abandoned for years, even decades, as the inhabitants followed the 
rivers.  Then, eventually the rivers would shift again and return years later, bringing 
inhabitants back to previous sites that were now with shifting sands and soil of the desert.  
Cities were built next to and on top of previous cities of different eras and periods 
throughout the years. 
 Additionally, the arid, windy climate of the dry periods caused pronounced 
weathering of all structures exposed to it.  Relying on the morphological wear of structures 
and artifacts around in the area cannot be taken at face value.  Even cities of the same eras 
would enter the archaeological record differently depending on the materials the 
structures were made of (Stone & Zimansky, 2016).  Buildings of mud brick would erode 






so than public places due to a greater amount of discarded pottery in trash heaps shielding 
the private houses from the desert sands.   
 Looting of the sites has also been noted in both modern day as well as throughout 
antiquity (Stone, 2008b).  Specifically, tombs discovered during the 2015 excavation were 
noted to have been sealed upon their finding them, however once opened it was revealed 
that the tombs had been looted before (Stone & Zimansky, 2016).  Burials were located 
under floors of some settlements and public buildings from the Isin-Larsa period and some 
areas were dug down past the Ur III era into Akkadian levels.  During the 2015 excavation 
two distinct ashy soil layers were found that potentially linked to the sacking of the city of 
Ur in 1739 B.C.E. by the Babylonian king Samsuiluna.  The second ashy layer could be 
attributed to either local conflagration or another earlier Babylonian conquest of the 
Southern parts of Mesopotmia and the city (Stone & Zimansky, 2016). Such occurrences 
cause decontextualization of the artifacts and burial remains and can be a hinderance to 
investigation.  In the case of an archaeological find, are the bones actually from antiquity?  
Looting can mix the historical layers making them difficult to differentiate.   The comingling 
of remains of multiple individuals in a single location also causes issues.  Remains of 
multiple individuals buried together, possibly from different time periods can muddle the 
waters of declaring the bones are of true archaeological interest. 
 Modern disruptions of the area can also cause decontextualization making dating 
difficult.  Stone and Zimansky address that their excavation was situated next to a helipad 
and modern reconstruction of the ancient building structures that were built on the site in 
preparation for a Papal visit in the late 1990-early 2000 C.E.  The area of southern Iraq 
where the site is located is also no stranger to the casualties of war.  Areas just north of 
the site are known to have been used for military training excursions and maneuvers 
throughout the Gulf War (Stone & Zimansky, 2004), and current events of the war in the 
middle east cannot be ignored when addressing modern influences of the site.  
 All these variables lead to decontextualization of artifacts and burial remains found 
at the site.  It’s impossible to know how pristine the uncovered burials are, just by using 






the remains of a person who met an unfortunate end while looting the burial site millennia 
later? 
Section 3: Odontology 
 Dentition plays an important role in anthropological, archaeological and forensic 
identifications (Manoilescu et al., 2015; White & Folkens, 2005).  Teeth are generally 
present at burial sites due to their structural integrity providing resistance to chemical and 
physical destruction (Carrasco et al., 2017; Manoilescu et al., 2015).  Their small size and 
firm attachment to the jaw and skull also provide protection from scavenging.  Human 
dentition can also be individualizing in that the placement, wear, anomalies and dental 
restorations can lead to identification of a person provided there is previous 
documentation and dental records of the individual (Krishan, Kanchan, & Garg, 2015).  
Human Dentition 
 The arrangement and condition of teeth in a species or individual is referred to as 
“dentition” (Berkovitz & Shellis, 2018).  Human dentition like most mammals is 
heterodontus, meaning that there are various tooth forms and sizes (Berkovitz & Shellis, 
2018).  Depending on how many wisdom teeth are present in an individual, the average 
adult human possesses 28-32 teeth of four tooth types: incisors, canines, premolars, and 
molars (Berkovitz & Shellis, 2018; Klepinger, 2006; White & Folkens, 2005).  The human 
mouth contains eight incisors, four in the upper and lower jaws with two each on the right 
and left sides of each jaw (White & Folkens, 2005). Incisors are the most anterior of the 
teeth (most forward in the mouth) anchored by a single root and are relatively flat and 
smooth with a single edge used for biting and scraping (Berkovitz & Shellis, 2018).  There 
are four canine teeth, one of either side of both the upper and lower jaws are distally 
situated (towards the back of the head) following the incisors (White & Folkens, 2005). 
Canines have a single root and come to a pointed edge, with a single cusp (elevated bump 
or projection on the occlusal (chewing) surface of the crown (protruding part of the tooth 
in the mouth)).  They are used for tearing food (Burns, 2013).  Distal to the canines are the 






2005).  Premolars can have one or two roots and two cusps with a slightly pointed occlusal 
edge. They are used mainly for piercing and crushing (Berkovitz & Shellis, 2018).  The 
remaining twelve teeth are the molars sitting the most distal in the mouth with three on 
either side of both the upper and lower jaws (White & Folkens, 2005).  Molars are the 
largest teeth with the broadest occlusal surface which is used for grinding (Berkovitz & 
Shellis, 2018).  The number of roots the molars can have vary from three on the molars of 
the upper jaw, to two on the molars of the lower jaw (White & Folkens, 2005).  The roots 
of the molars can fuse together depending on the individual, and the occlusal surface can 
have a varying number of cusps, specifically in the most distal, third molars also known as 
the wisdom teeth (Burns, 2013). 
 Human teeth are also fairly differentiable from most other mammalian teeth at a 
glance as they exhibit relatively small canines, a lack of diastema (gaps between teeth), 
non-sectorial (non-chiseled and blunt occlusal surface) premolars, and rounded molar 
cusps (Forbes & Nugent, 2016). Herbivorous mammals exhibit distinctive crests rather than 
rounded cusps on the molars and often exhibit adaptations to the occlusal surfaces to 
prevent excessive wear due to a diet of highly fibrous foods requiring extensive grinding 
(Berkovitz & Shellis, 2018). Hypsodonty, exhibiting increased height in the crown or 
hypselodonty, exhibiting continuously growing roots are common adaptations in 
herbivorous mammals (Berkovitz & Shellis, 2018).  Carnivorous mammals generally exhibit 
large, sharp, and pointed canine teeth along with sectorial post-canine teeth that have v-
shaped cutting edges rather than the blunt occlusal surfaces of human premolars 
(Berkovitz & Shellis, 2018).  Human teeth are comparably uniform in size compared to 
other mammals and equally spaced within the jaw with each tooth directly articulating 
with (touching) its direct neighbors (White & Folkens, 2005).  Carnivorous mammals, due 
to their large canines, generally exhibit large gaps (diastemas) in order to fit the larger 
teeth in amongst the smaller ones (Berkovitz & Shellis, 2018).  Large diastemas are also 
prevalent in herbivores to accommodate the softer tissues separating the incisors from the 







 The mammalian tooth consists of an exposed crown and one or more roots that 
hold the tooth in the alveolar socket of the jaw (Berkovitz & Shellis, 2018).  The crown and 
roots of the tooth consist of several distinct layers of hard, soft, and supporting tissues: 
enamel, dentin, cementum and dental pulp as shown in Figure 1 (Berkovitz & Shellis, 2018).  
Enamel, the outermost and hardest layer encasing the crown, is constructed from a highly 
mineralized lattice of hydroxyapatite crystallites incorporated with organic nonfibrous 
matrix, proteins and water  (Berkovitz, Moxham, Linden, & Sloan, 2011; Berkovitz & Shellis, 
2018).  Given the highly mineralized and tight packing of the crystallites into enamel prisms 
the tissue is very resistant to wear with little tendency to deform.  Enamel is only 
synthesized during development of the tooth and does not regenerate (Berkovitz et al., 
2011).  Tooth pulp is the innermost soft connective tissue that fills the interior dental cavity 
chamber and contains the living cells crucial to the formation of dentin.  Tooth pulp is the 
only dental tissue of the tooth that is innervated and nourished by blood vessels (Berkovitz 
Figure 1. Transverse cross-section of tooth 







et al., 2011).  Cementum is the thin layer of mineralized connective tissue covering the 
outer surface of the root.  Cementum is synthesized continuously throughout life providing 
articulation points for the periodontal ligaments which hold the teeth in the sockets of 
alveolar bone (Berkovitz et al., 2011).  
 Dentin is the second layer of calcified dental tissue which forms the bulk of the 
crown and root of the tooth surrounding the pulp cavity under the enamel layer (Lopes, 
Sinhoreti, Gonini Júnior, Consani, & Mccabe, 2009).  Though avascular, dentin is a living 
tissue that is constantly, albeit slowly, repaired throughout the life of the tooth via the 
odontoblasts of the tooth pulp within the dentin-pulp complex.  These odontoblasts are 
cells that secrete newly formed predentine (uncalcified dentin) composed of 
hydroxyapatite (70%), Type I Collagen fibers (20%), and water (10%) (Lopes et al., 2009).  
Dentin can further be differentiated by structural differences in the mineral content and 
organization of each layer: mantle dentin, circumpulpal dentin, and predentin 
(Domoráková, 2014).  Mantle dentin is the outermost layer in the crown of the tooth which 
contains a higher percentage of collagen fibers than minerals.  Circumpulpal dentin is the 
most calcified layer of dentin that is continuously replenished throughout life.  Predentine 
is the non-mineralized layer closest to the pulp cavity (Berkovitz et al., 2011).  
 In the circumpulpal dentin the hydroxyapatite molecules calcify and form a 
crystalline prism structures (crystallites) similar in structure to the crystallites of the 
enamel though smaller in size (Berkovitz et al., 2011; Domoráková, 2014).  The crystallites 
lattice together to form the basic repeatable unit of the dentin called dentinal tubules.  
These tubules have an average diameter of 3 µm near the dentin-pulp complex and form 
branching canals in the dentin which extend radially from the pulp cavity to the dento-
enamel and dento-cemental junctions where the average diameter averages 1 µm in size 
(Berkovitz et al., 2011).  Closer to the dentin-pulp complex the tubules house the long 
cytoplasmic processes (Tomes' Fibers) of the odontoblasts.    The dentinal tubules also are 






 The dentinal tubules are composed of peritubular dentin, which is highly calcified, 
and surrounded by intertubular dentin which is less calcified than the peritubular dentin 
(Berkovitz et al., 2011).  Dentinal tubules are visible through microscopy, either 
histologically stained and mounted on slides for light microscopy (Figure 2) or scanning 
electron microscopy (Zapletalová, Kubínek, Vůjtek, & Novotn ý, 2004).  SEM is of interest 
in this study due to the amount of resolution with which samples can be imaged.  Once a 
tooth is removed from its nutrient source either by extraction or by death of the individual, 
the repair function and secretion of the odontoblasts no longer occur (Domoráková, 2014).  
The removal of these functions could cause changes within the morphology of the dentin 
that can be observed by SEM. 
Section 4: Overview of Scanning Electron Microscopy (SEM) Imaging 
 SEM, much like optical microscopy, is used to enlarge microscopic features of the 
surface and near-surface of a sample material that would otherwise be invisible to human 
sight (Ul-hamid, 2018). The instrument differs from optical microscopy in that an electron 
beam is used rather than light.  Images are obtained by scanning a high energy electron 
beam over the sample surface.  This electron beam has a notably smaller wavelength to 
Figure 2. Histological photomicrograph of lateral cross-section of dento-cavity 






that of visible light which allows for a significantly higher resolving power.  The human eye 
has a resolving power of 200 µm, meaning it is capable of separating two objects down to 
200 µm (roughly the thickness of a hair) (Ul-hamid, 2018).  Optical microscopy techniques 
can magnify objects up to 1000 times thus enabling the human eye to have an effective 
resolving power of 0.2 µm.  Electron microscopy is capable of magnifications up to 2 million 
times which can achieve a resolution power of 0.2 nm.  SEM also allows for a large depth 
of field in images, allowing large areas in view within an image to remain in focus at the 
same time, thus creating more 3-dimensional image.  SEM also works with solid samples 
of varying sizes (though not very large) which require minimal preparation where optical 
microscopy requires samples to be thinly sliced to allow for transmission of light through 
the sample. 
Components of the Microscope 
 The SEM can be divided into three major components: the electron column, the 
specimen chamber and the computer control system.  The electron column, which is under 
high vacuum at all times, is a long cylindrical body situated above the specimen chamber 
and holds the electron gun, electromagnetic lenses and scanning coils.   The electron 
gun’s primary function is to generate electrons to be accelerated down the column by 
differences in electrical potential (Ul-hamid, 2018).  The gun consists of a cathode and 
Wehnelt cylinder both of which are connected to a negative electric potential, and an 
anode connected to the ground potential along with the rest of the electron column 
(TESCAN, 2013; Ul-hamid, 2018).  In the Vega 3 Electron microscope used in this project, 
the cathode is a Lanathanum Hexaboride (LaB6) filament.  In a vacuum, when the negatively 
charged filament is heated by an electrical current, the negatively charged electrons 
accelerate towards the more positively charged grounded anode through the Wehnelt 
cylinder (Skoog, Holler, & Crouch, 2007).  The cylinder focuses the electrons through the 
anode and down the electron column towards the specimen. 
 The electron beam is further controlled and focused through a series of 
electromagnetic lenses, apertures, and stigmators before contacting the surface of the 






visible light in optical microscopy, however, electromagnetic lenses are comprised of an 
electromagnetic field in a restricted area of the electron column generated by an electric 
current running through an iron encased copper coil (TESCAN, 2013).  The magnetic fields 
exert force upon the electrons travelling through the column and deflect them towards 
the optic axis, focusing and demagnetizing the beam until it the spot size of the beam 
interacting with the sample is between 0.5 um – 10 nm (Ul-hamid, 2018).  Small 
imperfections in lens construction can cause the lenses to be inconsistent in the focusing 
of the beam creating distortion in the resulting images.  Electromagnetic octuple lenses 
located near the objective lens called stigmators can be adjusted to compensate for these 
aberrations by applying an electromagnetic field at 90° relative to the field distortion (Ul-
hamid, 2018). The imaging raster is controlled by scanning coils which scan the signal 
generated by interaction of the incident beam and the sample surface. 
 The specimen chamber consists of a rotating carousel stage and various detectors 
the most common of which include the secondary electron detector (SE) and the 
backscatter electron detector (BSE).  SE detectors work only in high vacuum and are used 
to enhance the topographic contract of the material including the surface features and 
textures of the sample (TESCAN, 2013).  The Everhart-Thornley (E-T) SE detector used in 
the Vega 3 SEM gathers the low-energy secondary electrons leaving the surface of the 
sample and focuses them through a scintillator and through a photomultiplier tube (PMT).  
The PMT amplifies the electric signal and transfers its output to another amplifier device 
where the signal strength is further increased to a level that can be processed by the 
computer’s video control unit (Ul-hamid, 2018).  The signal is transformed from analog 
data coming from the detector into digital data that can be displayed on the computer 
monitor.  BSE detectors can be used to enhance topographic contrast similar to the SE 
detector, but also enhances material and compositional contrast by atomic number 
(TESCAN, 2013).  The Yttrium Aluminum Garnet (YAG) mono-crystal scintillator BSE 
detector used in the Vega 3 SEM collects the electrons elastically scattered from the 








 Sample preparation of biological samples, specifically bone, for SEM imaging 
requires, sectioning samples into appropriate sizes, polishing and etching the surface of 
interest, dehydrating the sample, and coating the samples with a conductive substance.  
To observe an internal dental tissue such as dentin, and specifically the dentinal tubule 
openings, sectioning the individual teeth into discs 2-3 mm in width from the bulk of the 
crown isolates the tissue of interest, provides a flat, polishable surface to examine and 
removes the bulk of the tooth from taking up limited space within the specimen chamber 
(Janda, 1995; Saeves, Klinge, & Risnes, 2016; Zapletalová et al., 2004).  Since enamel and 
dentin are highly calcified tissues cutting should be carried out using a diamond sectioning 
blade or bone saw (Janda, 1995).  Embedding samples in high-quality, conductive resin is 
also an option in sample preparation, however the process can be complicated, costly, and 
time consuming (Martin & Wahlert, 1999).  Calcified dental tissues such as dentin and 
enamel can be more easily prepared and imaged with through polishing and a conductive 
coating just as successfully, without embedding (Janda, 1995; Lopes et al., 2009; Saeves et 
al., 2016; Zakarea et al., 2014; Zapletalová et al., 2004).  
 Due to the high magnification power used in SEM, scratches upon the surface that 
are invisible to the human eye will become glaringly obvious and can mar the details of 
interest in the sample.  To prevent such imperfections sample surfaces of interest should 
be polished to a high gloss prior to coating (Janda, 1995; Saeves et al., 2016; Zapletalová 
et al., 2004). Using increasingly smaller grit sizes of silicon carbide paper designed for SEM 
use can be used in conjunction with water cooling to prevent excessive heating of the 
sample due to friction (C. R. Hurlbut, personal communication, June 5, 2019).  A final glossy 
shine can be achieved using synthetic microfiber polishing cloths in a similar manner as the 
silicon carbide paper. 
 The polishing process for dental samples creates a smear layer of debris that can 
plug the openings of the dentinal tubules (Janda, 1995; Zakarea et al., 2014).  Various acids 
and chelating solutions can be used to remove and irrigate the smear layer debris from the 






submersion need only be brief for the effect to take place, and once etched the sample 
can be moved on to dehydration and coating. 
 As the electron microscope requires samples to be imaged in high vacuum, the 
samples need to be thoroughly dehydrated (Janda, 1995; Ul-hamid, 2018; Zakarea et al., 
2014).  Dehydration prevents the samples from samples from shrinking when placed in a 
vacuum chamber.  Shrinking can cause the sample to collapse in on itself if a soft tissue 
and it has not been chemically fixed.  For hard tissues, the shrinkage can cause sample 
cracking (Ul-hamid, 2018).  Dehydration can be achieved using critical point drying 
techniques or, more simply, progressive, step-wise alcohol bath submersions (Janda, 1995; 
Zakarea et al., 2014).  Beginning with a mid-range percent solution of water and high-proof 
ethanol and cycling through progressively higher percent alcohol solutions until the final 
bath of 100% ethanol will effectively dehydrate the sample discs (Zakarea et al., 2014).  
Once dehydrated, samples can be mounted using carbon sticky tape and designated SEM 
sample stubs.  Samples should be kept in a desiccated environment and can remain at 
room temperature over silica gel desiccant beads or held in a desiccator cabinet (C. R. 
Hurlbut, personal communication, June 5, 2019). 
 Electrically non-conductive samples, such as teeth and bone, require a coating of 
conductive material to improve imaging results, inhibit surface charging under the electron 
beam, and reduce thermal damage to the sample (Ul-hamid, 2018).  Topographical 
examinations of samples are generally carried out with a thin layer of conductive metal 
such as gold, palladium, or silver.  Elemental, material, and compositional analysis is usually 
carried out with a carbon coating, as carbon has minimal interference with the detectors, 
however carbon coating can also be used for topographical examinations of samples as 
well (J. Ratka, personal communication, August 12, 2019).  The thin layers of metal are 
applied using a sputter coating technique which allows for the sample to be uniformly 
covered from all angles.  Carbon-coating, as used in this study, involves the samples being 
placed in a vacuum chamber where two, touching, finely-sharpened carbon-graphite rods 
are resistively heated by a passing current.  The current evaporates the carbon from the 






atoms travel to the flat surface of the samples for as long as the electric spark is held on 
the rods, 2-4 seconds is adequate to effectively coat most biological samples with a coating 
20 nm thick (J. Ratka, personal communication, August 13, 2019). 
Section 5: Machine Learning and Convolutional Neural Nets 
 Machine learning, sometimes called data mining, computational intelligence, or 
pattern recognition (Chicco, 2017), is a subset of artificial intelligence that uses 
mathematical models and purpose-built algorithms to “train” a computer program to draw 
conclusions from large sets of data (Murphy, 1991).  Machine learning algorithms have a 
basis in computational statistics and are used to analyze large datasets with the goal of 
detecting hidden patterns that can subsequently be used to make reliable predictions 
about similar datasets (Chicco, 2017).  A machine learning system is trained and not 
explicitly programmed.  The datasets provided to the algorithm are all examples that are 
relevant to a specific task and the system defines rules for automating the task using 
statistics models and pattern recognition (Chollet, 2018).   
 Machine learning has a basal relation to traditional statistical analysis methods, 
however there are key methodological differences between the two.  Machine learning 
models attempt to make accurate predictions, statistical models attempt to infer 
relationships between variables (Stewart, 2019).Statistical methods are driven by 
inferencing techniques and data distributions. After fitting the models to the data, 
confidence, and significance measures are taken to analyze the data and model.  A model’s 
predictive power and ability to understand the data is then used in relation to how true 
the model captures the data distribution given the model’s built in assumptions (Bzdok, 
Altman, & Krzywinski, 2018; Chollet, 2018).  Therefore, understanding the underlying 
assumptions of the statistics model and how it applies to the data is the first step in the 
process.  Contrarily, classical machine learning is driven by predictive power, meaning 
general-purpose algorithms are used on the data (Chollet, 2018).  The algorithms then 
process the data by using a variety of means depending on the algorithm in question to 






algebra and optimization.  Some practitioners of machine learning use model 
interpretations methods which can be used to understand the model’s decision making.  
Classical Machine Learning and the General Methodology 
 When beginning down the path of machine learning analysis the data should be 
pre-processed to some degree.  The data at hand may require some engineering of input 
features, data cleaning, and scaling to a normalized range to optimize the data prior to 
beginning the learning process.  Outliers and incomplete data points should be discarded, 
if the dataset is large enough, or the outlier data points should be rounded to the upper or 
lower limit values among the other data (Chicco, 2017).  Randomly shuffling data instances 
to remove trends possibly related to data collection should also be done to prevent any 
unintended influences in the training process that could alter the effectiveness of the 
resulting model’s predictive power (Chicco, 2017).  This data cleaning is done to prevent 
the algorithm from incorrectly classifying the data set by incorrectly learning the upper 
limit is an extreme outlier, thus incorrectly classifying the rest of the data as the lower limit.  
Ideally, the dataset is large enough to divide into three independent subsets: training, 
validation, and testing (Chicco, 2017).  Generally, a larger proportion of the data is set aside 
for training the model, for example 50%. The validation set would consist of a larger 
proportion of the remaining unused data, for example 30%. The validation set is used to 
fine-tune any hyperparameters of the model. The testing set is the remaining amount of 
data not yet exposed to the model, the last 20% of data.  The testing set is crucial as it is 
used to test and establish the trained and fine-tuned model’s performance (Chicco, 2017).  
Including all the available data in the training phase and not setting aside at least some 
data for testing can cause issues.  The model will learn all the data and not be tested on 
something previously unseen.  Thus, the test may show a high level of accuracy, which is 
not a true reflection of the model’s capability in application.  Dividing the initial dataset 
into smaller subset prevents this. 
 In supervised learning, data points require labels in order for the machine learning 
algorithm to learn.  The labels are known to the researcher and represent the inclusion of 






are either “ancient” or “modern.”  Since these labels are attributed to one of two known 
origins of the dental samples the machine learning classification task falls under the 
supervised learning category with binary target values.  It is possible for data sets to have 
no classification labels, in these cases the hidden structure of the data can be analyzed 
using unsupervised learning methods such as clustering (Chicco, 2017). 
 In the case of this study, a simple machine learning algorithm designed for this type 
of classification task includes the k-nearest neighbors (k-NN) (Chicco, 2017; Starmer, 
2017).  The k-NN algorithm is also known as a “lazy learner” and it clusters the training data 
with known categories with the other members of its group.  When a new “unknown” point 
is added from the testing data set and its inclusion in either of the two categories depends 
on whichever category the point is physically closest to on the plot (Starmer, 2017).  If the 
“k” of “k-nearest neighbors” is set equal to one, then group inclusion of the testing data 
point is decided based on the single closest training data point to the testing data point in 
the plot.  If k is set equal to 11 then the prediction of group inclusion for the testing data 
point will be the group with the greatest number of training data points within the closest 
11 training data point to the testing data point.  Other learning algorithms can be used, but 
k-NN is one of the simplest and thus, easiest to oversee, debug and apply (Chicco, 2017).  
That being said. K-NN is also prone to overfitting and outliers which can make it inaccurate. 
 Hyper-parameters require some optimization.  Once the model has been trained 
using the training set the validation data should be used to tweak the settings of the 
prediction model to improve the prediction accuracy (Chicco, 2017).  Hyper-parameters 
include variables such as the “k” of k-NN.  Depending on how wide the net is spread can 
affect the outcome of the model, so figuring out the parameters that provide the best 
predictive results improves the learning of the model.  However, perfect parameter 
selection is not possible and the validation subset of data that was set aside at the start of 
analysis can be used to figure out the ideal hyper parameters of the model prior to training.  







 Model overfitting is a common problem that can occur during training.  As the 
model is learning it can excessively adapt itself to the training data in an attempt to 
minimize its performance error and maximize its ability to make correct predictions on new 
data (Chicco, 2017).  This causes the model to “memorize” the testing data subset instead 
of learning the data trend which in turn makes the predictions the model is making appear 
perfect on the training data, but when applied to the testing data the model fails to predict 
correctly.  Overfitting can be addressed by cross-validating and regularization techniques.  
Cross-validation involves sectioning out the input data of the training set and learning from 
each smaller set in turn (Chicco, 2017).  Within each of these smaller sets a random point 
is used as a validation point during learning. 
Deep Learning 
 Deep learning is an advanced machine learning technique that, like classical 
machine learning, uses a family of algorithms to build models that meaningfully transform 
large amounts of input data into useful representations of output data (Chollet, 2018).  The 
“deep” of deep learning, refers to the structural difference between the method and 
classical machine learning.  Specifically, deep learning focuses on learning successive layers 
of increasingly meaningful representations stacked on top of each other.  These layers of 
learning are called neural networks because they are neurologically inspired to reflect 
human learning. 






 Given a neural network architecture, the first layer is the input layer, where the data is 
introduced.  For example, the input layer can be 28 x 28-pixel, greyscale image of a 
handwritten “4,” (Figure 3).  The image is made up of 784 total pixels graded some shade 
of grey between 0 (black) and 1 (white).  The input layer thus consists of 784 nodes 
(neurons) each one representing a single pixel of the image as read left to right starting 
from the top-leftmost pixel and continuing row-by-row.  Skipping to the end, the output 
layer represents the target goal of the model, ‘identify the handwritten digit.”  In this 
example are 10 targets in the final layer, each representing each a single digit from 0-9.  
Situated between the input and output layers of the model are a number of “hidden layers” 
populated with neurons that process the available data from the previous layer (Figure 4).  
It’s within these hidden layers that the learning occurs (Chollet, 2018).  During the training 
process, the hidden layers process the neuronal inputs of the layer previous using machine 
learning algorithms to determine a new output. This new output then feeds the next layer 
for a determined number of times, eventually reaching the final output layer.  The 
prediction determined during the training process is then compared to the true target of 
the input data, in this example “4.”  Each hidden layer can be influenced by weights, 






numerical parameters that drive the learning of the network (Chollet, 2018).  If the learning 
model predicted an incorrect target the weights can be adjusted, and the input data ran 
again in an attempt to predict the correct target.  This process can loop numerous times 
providing feedback to the model that helps it improve its prediction power and accuracy. 
Convolutional Neural Nets 
  Convolutional neural nets (convnets, CNNs) are a specific type of deep-
learning model that can be applied to image-classification problems with small training 
datasets (Chollet, 2018).  Dense-layer neural net approach explained above are designed 
to learn global patterns in their input feature space (a pixel).  Convnets are designed to 
learn local patterns of features extracted from the input image thus preserving the spatial 
relationships between pixels and learning features using small blocks of data from the 
whole input image (Karn, 2016).  The convolution of the input image (Figure 5) involves the 






input image being scanned over by a kernel matrix resulting in a convolved feature 
extraction.  Each position of the convolved feature matrix is computed using element wise 
multiplication between the two matrices then adding the multiplication outputs into the 
final integer displayed.  The convolved feature, or feature map becomes the input for the 
next layer of the convnet node. 
 The kernel matrix structure can also be altered to gain different feature extractions 
(Figure 6).  The different feature maps extracted from the convolutions of the input image 
can detect different features from the image such as curves, edges, etc.  A convnet uses 
these feature maps during the training process and assigns value to them that helps the 
network learn (Chollet, 2018).  The number of filters used and the size of the kernel directly 
influence the size of the feature map which is the output of each layer.  The reduction of 
the resulting image feature maps as it moves through each layer of the convnet narrows 
down to the key features extracted thus enabling a prediction at the output layer. 







 Cross-validation, also called out-of-sample testing, can be implemented to assess a 
trained model’s fit and determine how well the model is doing at its training task.  Cross-
validation methods involve testing a trained model and its learned parameters on 
previously unseen data, and evaluating the prediction outcomes.  Cross-validation provides 
an unbiased estimate of error in machine learning.  Using such techniques can prevent the 
model from overfitting to the data sets during training.  Hyperparameter optimization is 
usually done during cross-validation to improve the prediction power of the model before 
exposing it to new unseen data. 
 A common cross-validation method used in machine learning is k-fold cross-
validation.   Validation is done by splitting the training dataset into a number (k) of parts 
then trains the model using k-1 of those parts. The remaining part not used in training is 
then used to test the model for every k iterations of the learning phase.  The k out-of-
sample folds are averaged together to produce a mean sample prediction error (Chicco, 
2017).  
 Should there be an imbalance in the data set where samples belonging to one class 
greatly outnumber samples belonging to another class stratified k-fold cross-validation 
may be more appropriate.  Similar to k-fold cross-validation, the data is split into parts prior 
to learning, however, where in k-folds the data is arbitrarily split into folds, stratified k-
folds splits the parts in such a way as to maintain the percentages of sample classes in each 
group.  This way the class frequencies and distributions are preserved in representation 
for each k fold (He & Garcia, 2009).  Again, the k out-of-sample folds are averaged together 
to produce a mean sample prediction error. 
Imbalanced Data Learning 
 When it comes to imbalanced datasets problems can arise in the prediction results.  
If one classification category has significantly more data points than the other, the training 
of the model will be more biased towards the category that has the greater number 
(Chicco, 2017; Weiss, 2013).  While valid methods exist to remedy imbalance issues, the 






shut down access to samples and imaging instrumentation, there are plenty of viable 
methods that can be used to address data imbalance.  Ratioing data to a more equal 
distribution during the separation of the full dataset into the training, validation, and 
testing subsets can alleviate sampling biases as well as assigning weights place more or less 
importance on the skewed classes depending on which is the majority or minority (Chicco, 
2017).  Under-sampling can also be done, where data points of the majority class are 
discarded until the number data points of the classes are of similar amounts  
 The commonly used ways to rectify data imbalance by is to either gather more data 
or by use data augmentation algorithms to artificially inflate the data size using the data at 
hand.  Images can be rotated, flipped, zoomed, etc. to augment the minority data class 
(Chollet, 2018) (Figure 7).  Training a convnet with data augmentation may not be the most 
successful way to prevent overfitting issues however, so other methods such as transfer 
learning can be explored (Chollet, 2018). 
 
Figure 7. Generation of cat pictures via random data 







 Transfer learning is a machine learning technique that utilizes a successfully pre-
trained neural network.  If the network has been trained on a large enough and general 
enough dataset the hierarchies established in the previous training can be effective in 
modeling a generic structure for a new network trained on the data at hand (Chollet, 2018).  
The VGG-19 architecture is a convnet with 19 layers pretrained on ImageNet databases of 
everyday objects.  The network is capable of 1000 different object categories indicating a 
model that has learned a robust number of feature representations  (MathWorks, 2020).  
Such pretrained models can be applied to new datasets and further developed to make 
predictions with new outcomes (Chollet, 2018). 
Section 6: Machine Learning Evaluation Metrics 
 Model evaluation metrics vary greatly in machine learning literature depending on 
the goals of the model and the field of study involved (He & Garcia, 2009). In data mining 
and classification models the validation scores, also called out-of-sample evaluation scores 
usually calculated are precision, recall, and accuracy measures (Chicco, 2017).  However, 
the use of these metrics alone can give a biased representation of the performance of the 
model.  Reporting multiple evaluation metrics can help establish the predictive power of 
the model in a less unbiased manner. 
Confusion Matrix 
 With a binary classification model, the two classifying categories, also called classes 
or cases, can arbitrarily be denoted as “positive” (P) and “negative” (N).  The confusion 
matrix lays out the classes as they are predicted by the model and their true classifiers as 
seen in Figure 8 (Chicco, 2017).  Samples where the predicted class matches the actual 
class care classified as true positives (TP) or true negatives (TN).  For this study the positive 






case class was given to the archaeological samples and the modern samples were given 
the negative case class.  Looking at the confusion matrix, an archaeological sample 
classified as archaeological by the model would count as a TP.  Whereas, a modern sample 
classified as a modern sample would be a TN.  A false negative (FN) would be an 
archaeological sample getting classified as a modern sample, and a false positive (FP) 
would be a modern sample getting classified as an archaeological sample. 
Accuracy, Recall, and Precision 
 Accuracy is a simple and commonly reported metric that assesses the overall 
performance of a model across all classes and is calculated using the following equation: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
This score, however, is not an adequate summarization of the overall performance of the 
model in many cases as it does not summarize class accuracy.  For example, if a model is 
trained on a total of 100 inputs where the negative class representation consisted of 95 
samples and the positive class representation consisted of 5 samples, the accuracy of the 
model could be calculated to be 95% even if the model simply classified all samples as 
negative cases. 
 To help remedy this issue, recall and precision metrics can be calculated to 
represent the predictive performance of the model as relative to each class.  Recall 
measures the individual class accuracy, or the sensitivity and predictive power of the 
positive class.  It takes into account the fraction of the correct predictions made within the 
total number of predictions made within the actual class. 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁




Precision represents the number of correct predictions made in a class in relation to the 
total number of predictions made in the predicted class.  It can be said the precision 







Matthew’s Correlation Coefficient 
 The Matthew’s correlation coefficient (MCC) calculates a correlation between the 
predicted class and the true class taking into consideration proportion of each class as 
assessed in the confusion matrix.  The MCC can give a more accurate, standardized score 
of the model’s predictive power (Chicco, 2017).  The MCC score is high only if the model is 
doing well on both the negative and the positive classifiers.  It can be calculated as follows: 
𝑀𝐶𝐶 =
(𝑇𝑃 × 𝑇𝑁) − (𝐹𝑃 × 𝐹𝑁)
√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 
Geometric Mean 
 A geometric mean is calculated as the nth root of a product of n numbers.  In the 
context of machine learning evaluation metrics, n=2 using the calculated precision and 
recall metrics. 
𝐺𝑒𝑜𝑚𝑡𝑟𝑖𝑐 𝑀𝑒𝑎𝑛 =  √𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙) 
The geometric mean indicates the central tendency of a set of numbers using the product 
of their values.  It is employed when calculating a single “figure of merit” for comparing 
different items when each item has multiple properties with different numeric ranges, such 
as comparing ratings of 1-5 stars to ratings of 0-100 points.  The geometric mean 
normalizes data, and provides a single metric that can be used to assess a model’s 
predictive power.  In comparison to the arithmetic mean, the geometric mean does not 
accept negative or zero values giving a calculated output range from 0-1 rather than -1 – 1 
that the arithmetic mean would give.  The geometric mean can be used to determine how 
well the model is classifying (He & Garcia, 2009).  If the metric is greater than 0.5 it can be 
































Section 7: Sample Acquisition and Identification 
 Over 350 archeological remains from the alluvial plains of Mesopotamia were 
identified and catalogued.  Each bone or fragment was measured, photographed, and its 
general condition noted.  Of the 36 identified dental samples, four mandibular molars from 
Lot 825 were selected for use in this study as they were intact and in good condition.  Three 
of the four selected molars articulated with each other (LLM1-LLM3) the fourth sample 
(LRM1) was surmised to belong to the same individual as the other three due to 
robustness, color, amount calculus build-up, and dental wear present.   
 Modern-day dental extractions were collected in the offices of Dr. David A. 
Koslovsky, DDS, FACS.  Extractions were carried out between the dates of 12 November 
2018 through 12 December 2018 for batch 1 (REB 1) and 6 May 2019 through 20 May 2019 
for batch 2 (REB 2).  The samples of REB 1 were washed in saline solution post-extraction, 
stored in plastic bag, and refrigerated until pick-up.  Upon retrieval teeth were stored at -
4°C until 20 May 2019, at such time as sterilization and fixing chemicals were obtained.  In 
total, extractions collected contained 35 teeth total, 22 of which were in good condition 
and unbroken or chipped, 13 teeth exhibited caries lesions, were split, and or fractured, 
along with 3 fragmented pieces including root tips and severed crown.  Teeth were 
transferred to 4°C location and allowed to thaw to that temperature prior to cleaning and 
chemical fixation. 
 The samples of REB 2 were rinsed in a saline solution post-extraction and stored in 
a solution of sodium hypochlorite (NaOCl) until pick-up.  Upon collection specimens were 
rinsed in hot water and patted dry before being transferred to an autoclave sanitation bag.  
Specimens were stored dry at 4°C for 2 weeks prior to cleaning and chemical fixation.  In 
total, extractions collected included 27 specimens, 13 of which were in good condition, 
whole and undamaged.  14 teeth exhibited caries lesions, were fractured or split and 
partial samples. 
 All modern extraction specimens were soaked in a 0.9% NaOCl / deionized water 
(dH2O) solution for one hour.  Soaked teeth were individually scrubbed with a soft-bristled 






Specimens were rinsed with deionized water prior to storage in fresh 0.9% NaOCl/dH2O 
solution in a screw cap specimen container at room temperature over the following 3 days.  
Samples were removed from solution, air-dried overnight and stored in glassine envelopes 
long-term. 
 Modern extraction samples were identified and appropriate samples for analysis 
were selected.  Care was made to find analogues of the archaeological teeth.  Samples 
selected included only completely intact and non-carious teeth. Additional selections were 
made to obtain a larger sample size.  From REB 1: 7 mandibular samples were selected, 3 
of which were direct analogues to the archaeological samples, and 5 maxillary samples 
were included as well in an attempt to create an adequate sample size.  From REB 2: 6 
mandibular samples were selected, 2 of which were direct analogues of the archaeological 
samples, and 7 maxillary samples were also included.  Final sample sizes are as follows 
Archeological Extractions: Lot 825.2 - 825.5, Recent Extractions Batch 1: REB 1.1 - REB 1.12, 
and Recent Extractions Batch 2: REB 2.1 – REB 2.13. 
 All selected samples of Lot 825 and REB 2 were examined under a standard 10X/20 
dissection microscope.  Photomicrographs were taken using an Amscope MW1000, 10MP 
APTINA color CMOS 5mm microscope camera, Amscope LED-1445 light ring and Amscope 
Software x64, 3.7.13522.20181209 to document the exterior condition of the teeth from 
all anatomical angles including: Buccal Aspect, Lingual Aspect, Distal Aspect, Mesial Aspect, 
Apical Aspect, and Occlusal Aspect.  
Section 8: SEM Sample Preparation 
 Teeth were sectioned into 2-3 mm width transverse cross-sectional discs using a 
BUEHLER IsoMet™ Low Speed Saw.  Teeth were fit and secured to a single saddle chuck 
and fixed to the gravity-fed specimen arm.  Saw blade was IsoMet™ 15HC Diamond 
Wafering Blade (4in) and was cooled using BUEHLER IsoCut Fluid.  Gravity-feed was 150g 
in weight and saw was run on speed 4.  Initial facing cut was made to remove occlusal 
surface and sectioning cut was made 2-3mm from facing cut.  Dentin discs were rinsed 
with dH2O and washed with Dawn dish detergent to remove blade coolant.  Discs were 






 Dentin discs were manually polished on a BUEHLER HandiMet® 2 Roll Grinder.  
Polishing was carried out, water cooled, with digital pressure in a figure-8 motion starting 
with 240 grit CarbiMet® Abrasive Paper (BUEHLER) and increasing to 320 grit, 400 grit and 
600 grit papers.  Discs were then dried at room temperature for 2 days. 
 To remove debris blocking the dentinal tubule openings caused by the polishing 
procedure the dentin discs were etched in a 2N HCl (Fisher Scientific, Fairlawn NJ) solution 
for 10 seconds, and rinsed in dH2O three times before drying at room temperature 
overnight. 
 As the imaging would be carried out in high vacuum, the samples would require 
complete dehydration prior to carbon coating. Stepwise ethanol concentrations were used 
to dehydrate sample discs before storage in silica gel desiccant beads and mounting on 
stubs.  Using 200 proof anhydrous EtOH (Fisher Scientific, Fairlawn NJ), five solutions were 
made (70%, 80%, 90%, 95% and 100% EtOH/dH2O). Discs were submerged in batches of 4 
into each solution for 30 minutes and the 100% solution for 1 hour.  Upon removal from 
the 100% solution discs were dried on a warm watch glass over a 60°C hot plate for 15 
seconds to evaporate liquids and transferred to an enclosed bed of silica gel desiccant 
beads for 1 hour. 
 Discs were mounted to aluminum, 12.7mm diameter Zeiss specimen mounts (Ted 
Pella, Inc.) using 12mm Carbon Conductive, double coated, Spectro Tabs (Ted Pella, Inc.).  
Mounted specimens were stored in 14 SEM Pin Mount Specimen Holder and Box (Ted 
Pella, Inc) with Dry + Dry silica gel desiccant packets.  Samples were transported from New 
York, NY to Independence, OH by air to Element Cleveland Materials Testing Laboratory 
for carbon coating.  Carbon coating was carried out at 150 millitorr, with a spark at 20 
Amperes for 2 seconds using a Denton Vacuum Carbon Coater Desk II instrument.  
Procedure was carried out by John Ratka, Senior metallurgist at Element Cleveland. 
 Section 9: SEM Imaging 
 Imaging was carried out using TESCAN Vega3 XMU Scanning Electron Microscope 
with TESCAN Vega TC 4.2.30.0 software.  Three images total were kept for each sample 






position of 3 mm, minor adjustments to the x- and y-axis positions were made to limit the 
amount of visible debris in the image.  Images were taken at a magnification of 1.74 kx 
using a backscatter electron detector with an electron accelerating voltage of 13.5 kV, a 
beam intensity of 12.00, and a scan speed of 7.  Stigmators were set at 9.7%/3.2% to 
correct for lens astigmatism.  Images were saved as .tiff file extension. 
Section 10: Feature Data Extraction 
 Image analysis and feature data extraction was carried out in Fiji, a distribution of 
ImageJ, which is an open source image processing java package.  A global scale setting of 
6.05 pixels/µm was set prior to image analysis.  Imported image filed were binarized using 
the Triangle auto threshold setting and the maximum threshold limit was adjusted 
individually for each image to maximize the inclusion of the extracted features while 
eliminating potential noise.  Analysis measurements were set to include: area, perimeter, 
bounding rectangle, fit ellipse, shape descriptors, and Feret’s diameter.  The Analyze 
Particles macro was run on each image to include all particles 50-infinity µm2 with a 
circularity of 0.75-1.00 in order to focus the analysis on the tubule openings rather than 
debris or shadowing features in the images.  The resulting spreadsheet of features 
(measurements) per each extracted particle (tubule opening) included several features 
that related the particle to its placement within the image itself rather than describe an 
attribute of the particle.  Thus, the following feature measurements were removed from 
the final analysis spreadsheet for each image: BX, BY, angle, Feret X, Feret Y, Feret angle, 
and solidity.  The remaining 11 features for each extracted particle from each of the three 
images taken per dental sample were combined into a single spreadsheet for each dental 
sample.  These 11 features were: area, perimeter, width and height of bounding rectangle, 
major and minor axes of fit ellipse, maximum and minimum Feret’s diameter (caliper), 
aspect ratio of the fit ellipse (𝑚𝑎𝑗𝑜𝑟 𝑎𝑥𝑖𝑠 𝑚𝑖𝑛𝑜𝑟 𝑎𝑥𝑖𝑠⁄ ), roundness of the fit ellipse 
(4 × 𝑎𝑟𝑒𝑎 𝜋 × 𝑚𝑎𝑗𝑜𝑟 𝑎𝑥𝑖𝑠2⁄ ), and circularity (4𝜋 × 𝑎𝑟𝑒𝑎 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟2⁄ ) where 1.0 






Section 11: Statistical Model Analysis 
 A Monte Carlo Parallel Analysis Simulation was carried out for each dental sample 
in SPSS® Statistics 26 (IBM®) using the syntax published by Brian O’Connor (2000).  
Modifications to the desired number of parallel datasets and desired percentile were 1000 
and 95 respectively, and the analysis was run for principal components analysis using 
permutations of the raw data set rather than normally distributed random data 
generation.  The resulting number of eigenvalues was noted and carried over to a Principal 
Components Analysis (PCA) simulation where the number of MCS eigenvalues were 
extracted from the PCA analysis using Direct Oblimin rotational method.  Further analysis 
was going to be carried out using discriminant function analysis (DFA), though the data set 
was deemed too complicated for the method and alternative methods were explored. 
Section 12: Machine Learning Analysis 
 Classical supervised machine learning methods for binary classification were 
carried out on the numerical datasets extracted from dental samples.  Each row of data, 
representing one particle, was labelled according to the origin of the file.  Ancient teeth 
particles were labelled 1 and all modern teeth were labelled 0.  An initial exploratory 
analysis was carried out using the simple mean and standard deviations of the features of 
each particle.  Labelled particle rows of feature data from all images were combined into 
a single large dataset and modeled as a m by n set of data, m being the features and n 
being the different particles.  The model was set up to attempt to classify each particle as 
being ancient or modern origin. A stratified k-folds sampling method was used to sample 
data according to the distribution in order to evaluate the model and perform out-of-
sample testing.  Followed by k-nearest neighbors decision tree modeling and random 
forest classifiers. 
 Imbalanced learning methods of sampling were employed in an attempt to remedy 
the class sample size discrepancies.  The synthetic minority oversampling technique 
(SMOTE) algorithm was applied to the data set in an attempt to derive artificial data based 






modern particles were being classified as ancient, causing an increase of false positive and 
false negatives using this sampling technique.   
 Classification was redirected to convolutional neural nets (CNN) in an attempt to 
deduce a pattern within the raw images.  The three images taken of each sample were 
labelled accordingly as ancient teeth images (1) and all modern teeth (0).  As the original 
image dimensions were too large, the images were rescaled from 768 x 768 pixels to 256 
x 256 pixels, an arbitrary number that would provide a large enough dimension to be 
processed (but not too large) that is a power of 2.  The simple CNN model applied to the 
images consisted of <30k parameters, standard neurons, data augmentation, and a 
stratified sampling on images.  Each image was treated as an independent observation and 
used a stratified k-fold cross-validator.  The python code repository can be accessed at the 
following GitHub link https://github.com/jho9/Deep-Learning-Analysis-of-Teeth-Scans. 
 The simple CNN model was tuned by adding weights geared towards driving a more 
accurate prediction of the archaeological class and improve classification predictions. In 
addition, transfer learning was set up using ResNet50, VGG16, VGG19, and Xception 
convnets to explore the possibility that the addition of a model architecture previously 







































Visual Interpretation of Images 
 Though subjective, there were some visible trends noticeable pertaining to the 
archaeological and modern samples.  The archaeological samples were, in general, more 
delicate than the modern samples which is well represented in the SEM images.  The 
archaeological samples have a surface with more friable debris than their modern 
counterparts, as well as a softer appearance or edge of the dentinal tubule openings.  The 
archaeological samples also have chalky, lighter discoloration, as well as hairline cracks in 
the peritubular dentin surrounding the tubule openings.  Darker discoloration in the 
peritubular dentin is also more prominent in the archaeological samples.  In some images 
there is a film of possible connective tissue visible that clouds the tubule openings with a 
waxy appearance.  This is particularly visible in the modern samples, though an analogous 
film is present in some archaeological samples as well.  One discriminating detail appears  
in the archaeological teeth: the film appears dried and crumbled.  Particularly prominent, 
and the most telling difference between the two classes of samples are the presence of 
filamentous fibers visible inside the dentinal tubule openings of the modern teeth samples.  
Presumably these fibers are the cytoplasmic processes of the odontoblasts, also known as 
Tomes’ fibers. 
 The delicate and friable nature of the archaeological samples is expected as they 
were recovered from less than pristine conditions in an arid climate.  Arid climates have 
some weathering effects on bones (Behrensmeyer, 1978) which would be visible in teeth 
as well.  The Tomes’ fibers are part of the living cells of the teeth, so once a body is 
deceased, the cells are no longer supplied with nutrients and thus shrink.  The modern 
teeth were more freshly removed from their nutrient sources, and the desiccation of the 
tissues and cells were not as drastic as observed in the archaeological teeth. 
Statistical Methods 
 Principal components analysis (PCA) is a statistics model that looks for linear 
components that can explain the dataset.  Traditionally, the method is used on cross-
sectional data and is designed to produce decorrelated features that can reconstruct the 






dimensionality of a dataset.  Discriminant function analysis (DFA) is a similar model of 
statistical analysis that used to build a predictive model to determine group membership 
based on the relationship between a group of independent variables and one categorical 
variable (Feinstein, 1996).  The categorical variable is modern vs. ancient.  The independent 
variables were designated to consist of some parameters of the dental samples.  The data 
acquired from the particle extraction via ImageJ however did not fit the mathematical 
assumptions of the PCA and DFA statistical models. The data set is too unstructured, 
consisting of numerical representations of 3-dimensional image data.  The linear algebra 
required of these statistical analysis methods was not successful in determining a 
meaningful interpretation of the input data. 
Classical Supervised Machine Learning 
 The classical supervised machine learning methods applied to the numerical data 
revealed that there was not enough discriminating power to effectively classify the input 
data.  Due to the unstructured and non-linear nature of the dataset, small sample size, and 
significant class size discrepancies the model produced results which leaned toward 
classifying the majority of particles as modern teeth. Despite preemptively employing 
sampling measures to combat the class size discrepancy, the layers of discrimination 
available were still not enough to produce an effective model.  Given the non-linear 
dataset, the level of discrimination provided by a classical model is limited whereas a deep 
learning model can be more useful in classifying the data.  The results from this analysis 
method on the numerical data extracted from the sample images were not retained.  Since 
the methods was using numerical representations of significant features of the visual data 
as independent inputs the analysis was not taking the whole image into account during the 
learning process.  The numerical sample set alone did not have enough discriminating 
power to build a model that could make accurate predictions.  As the raw image files were 
at hand, analysis of the images themselves would build a better predictive network for 






Convolutional Neural Net (CNN) Deep Learning 
 The move from classical machine learning to CNNs was driven by assessing the 
image data available at hand. It was theorized that the shape of the particles or some 
ordering within the images could hold some analytical power and that the particle rows 
possibly should be analyzed as a whole, per sample, rather than individually in order to 
construct a classification.  The unstructured data consisting of images could be analyzed 
for different patterns where the extracted particle data may be indistinguishable 
mathematically at a glance through classical machine learning techniques.  CNNs directed 
the classification to focus on the particle shapes and their order within the image.  This 
way rather than having the model process features of individual particles and make a 
classification for each, the CNN could attempt to process the “interactions” between 
multiple particles and classify the image data as a whole.   
 Preliminary summary metrics showed that the simple CNN showed promise as far 
as classifying images into either prediction class.  Preliminary class summary metrics 
showed that the base model has a bias towards predicting the modern class, which given 
the imbalanced nature of the data, is expected.  Hyperparameters of the base model were 
tuned in order to drive a more accurate prediction of the archaeological class by weighting 
the parameters associated with that class. The weighted model metrics show improvement 
in both recall and precision cross-validation scores for the archaeological class, with only 
the recall score of the modern class suffering, as seen in Table 1. 
Table 1. 
Preliminary class summary metrics from simple convolutional neural net with 






 The preliminary whole model summary metrics show a decrease in the cross-
validation accuracy score with the changes in hyperparameters and an improvement in the 
geometric mean (Table 2).  The detrimental effect to the accuracy score can be attributed 
to the decrease in the weighted model’s recall score for the modern class.  Which 
demonstrates the tendency for accuracy summary metric to not being an adequate 
summarization of the overall performance of the model.  The metric is not geared towards 
taking into account individual class performances.  The weighted model was made to 
improve the performance of the model in predicting the archaeological class, which it did, 
the negative effect it had on the modern class does not negate the improvement the 
change in hyperparameters made on the model as a whole.  For a more representative 
depiction of the overall performance of the model the geometric mean should be noted.  
The increase from the base model’s score of 0.55 to 0.58 in the weighted model’s score 
shows the overall effect of altering the hyperparameters improved the performance of the 
model.  The geometric mean itself having a range of 0-1 shows the overall performance of 
the model is over 0.5 (50%), thus the model is doing more than simply guessing 50/50 
either class.  Actual, learned classification is being carried out to a degree that is driving 
the outcomes of the model. 
 Final class summary metrics of the custom convolutional net model tuned since the 
preliminary metrics were taken compared to the pretrained models used for transfer 
learning class summary metrics can be seen in Table 3.  All convnet models showed a bias 
for predicting the modern class with the base, un-augmented data sets showing the 
greatest bias discrepancies for both recall and precision scores.  With the addition of 
Table 2. 
Preliminary whole model summary metrics from simple convolutional neural net with 






weights in the gradient decent process as noted during the preliminary metrics discussion, 
the recall scores of the archaeological class improve, aside from the base data using the 
Xception model where the improvement in this score is noted in the modern class.  Since 
the weights are added to drive a more accurate prediction of the archaeological class, the 
tuning of the model with the weights as assigned is beneficial for archaeological class recall 
scores despite the decrease in recall scores of the modern class.  In comparing the non-
weighted model metrics to the weighted model metrics, the recall scores depict a more 
balanced prediction network.  Precision scores also show a generally favorable trend with 
the addition of weights.  However, the custom model augmented data set precision scores 
suffered as did the precision scores for the base data Xception model.  Overall, the addition 
of model weights was a favorable addition in class metrics when applied to both 
augmented and base data sets. 
 The usage of data augmentation techniques during the training process is not 
designed to drive the prediction in favor of one class or the other, it serves chiefly to 
Table 3. 
Class summary metrics from custom-made and transfer learning convolutional neural nets 






present the learning network with more data to learn from by framing the data at hand in 
a different context.  For the class recall scores the addition of data augmentation appears 
to benefit the scores of the archaeological class.  Notably, the custom model did not show 
improvement in the either weighted or non-weighted models, though only a decrease in 
score where there were no weights applied.  However, for the model summary scores 
(Table 4) there is an improvement in the augmented, non-weighted accuracy score, which 
is the only model that had an improvement in that score.  Decrease of recall or precisions 
scores with the addition of data augmentation can be attributed to the model having a 
larger data set to learn from. 
 The final whole model summary metrics show a decrease in the cross-validation 
accuracy score with the addition of weights (Table 4).  Again, the detrimental effect to the 
accuracy score can be attributed to the decrease in the weighted model’s recall score for 
the modern class.  When observing the geometric means of each model and data set, 
overall, the custom model performed best with the unweighted model applied to non-
augmented data having the highest score of 0.64.  Though the addition of weights to the 
model did decrease the geometric mean of the custom model, all scores were above 0.50 
assert that the model is doing more than guessing, weights or no weights, data 
augmentation or no data augmentation. Though each of the verified models used for 
transfer learning have some geometric means above 0.50, the custom-made model 






 The Matthew’s correlation coefficient is a summary metric that considers the 
proportion of each class of the confusion matrix and provides a score between -1 and 1 
that represents how well the classifier model is performing on both the archeological and 
modern classes.  A score of 1 indicates that the classifiers are in perfect agreement with 
each other whereas a score of -1 asserts that the prediction and the observation are in 
complete disagreement.  A score of 0 indicates that the prediction is no better than 
guessing.  For the custom-built model, the MCC scores are above 0.00 for all but the 
augmented data with weights category.  The metric confirms that the custom model is 
outperforming the transfer learning models as it is the only model that has geometric 
means above 0.50 and (aside from the one case previously mentioned) MCC scores above 
0.00.  Therefore the custom-built model is predicting group membership at a level that is 
better than a 50/50 guess. 
 Archaeological samples as a sample pool are finite and due to the destructive 
nature of the sample preparation process used in this study, difficult to get ahold of for 
Table 4. 
Whole model summary metrics of from custom-made and transfer learning 
convolutional neural nets with stratified leave-one-out sampling of archaeological and 






continued study.  Some attempts were made to locate a verified, radiocarbon-dated, 
ancient sample for this study, but these attempts were unsuccessful.  This study had a 
limited number of samples, particularly of archaeological origin and yet the machine 
learning algorithm was able to build a prediction model of learned associations.  While 
there is still room for improvement, possibly with the addition of more samples of both 
modern, archaeological, and possibly ancient teeth, the fact that the model was able to 
learn and predict group membership at a level that is better than guessing shows that the 
small sample sizes and class size discrepancies can be managed effectively with established 
machine learning techniques.  The technique has promise in identifying archaeological 


































 The use of SEM imaging in conjunction with convolutional neural net machine 
learning has potential in determining the differences between archaeological dental 
samples and modern dental specimens.  The geometric mean and Matthew’s correlation 
coefficient summary metrics calculated for the custom-built convolutional neural net 
confirm that learning is taking place and that the networks have potential to improve with 
the addition of more balanced data. 
 Initially this project was designed to use measurements of the dentinal tubule 
openings to build a statistical predictive model.  This influenced the SEM imaging process 
in that the backscatter electron detector was used to capture the visual data as it produced 
a clearer depiction of the tubule openings.  With the shift in analysis towards machine 
learning using visual data, the topographical contrast possible with using a secondary 
electron detector might hold more predictive power and extractable feature data that the 
convnet model could learn from.  In general, additional image data would be beneficial to 
the training and learning of the convnet model, with a focus in creating a less unbalanced 
dataset.  However, it is worth noting that despite the limitations of the visual data given by 
the backscatter electron detector, the data’s class imbalance, and the small initial dataset, 
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Appendix 1: Sample Identifications 
Context Sample Notation a Identification 
Archaeological 
Lot 825.2 LM1 Left Mandibular First Molar 
Lot 825.3 LM2 Left Mandibular Second Molar 
Lot 825.4 LM3 Left Mandibular Third Molar 
Lot 825.5 RM1 Right Mandibular First Molar 
Modern Set 1 
REB 1.1 RM3 Right Mandibular Third Molar 
REB 1.2 RM3 Right Mandibular Third Molar 
REB 1.3 LM1 Left Mandibular First Molar 
REB 1.4 LM3 Left Mandibular Third Molar 
REB 1.5 RM3 Right Mandibular Third Molar 
REB 1.6 RM1 Right Mandibular First Molar 
REB 1.7 RM2 Right Mandibular Second Molar 
REB 1.8 RM1 Right Maxillary Third Molar 
REB 1.9 LM2 Left Maxillary Second Molar 
REB 1.10 LM3 Right Maxillary Third Molar 
REB 1.11 RM3 Right Maxillary Third Molar 
REB 1.12 RM3 Right Maxillary Third Molar 
Modern Set 2 
REB 2.1 RM2 Right Mandibular Second Molar 
REB 2.2 RM1 Right Mandibular First Molar 
REB 2.3 LM1 Left Mandibular First Molar 
REB 2.4 RM2 Right Mandibular Second Molar 
REB 2.5 RM2 Right Mandibular Second Molar 
REB 2.6 RM3 Right Mandibular Third Molar 
REB 2.7 LM1 Left Maxillary First Molar 
REB 2.8 RM2 Right Maxillary Second Molar 
REB 2.9 LM3 Left Maxillary Third Molar 
REB 2.10 RM3 Right Maxillary Third Molar 
REB 2.11 RM3 Right Maxillary Third Molar 
REB 2.12 LM3 Left Maxillary Third Molar 
REB 2.13 LM3 Left Maxillary Third Molar 







Appendix 2: Dissection Microscope Images of exterior surfaces of Lot 825 and REB 2 
Lot 825.2 Buccal Aspect 
 
Lot 825.2 Distal Aspect 
 
  
Lot 825.2 Mesial Aspect 
 
 









Lot 825.2 Occlusal Aspect 
 
 
Lot 825.2 Apical Aspect Apex 
 

























Lot 825.3 Buccal Aspect
 
Lot 825.3 Distal Aspect 
 
  
Lot 825.3 Mesial Aspect 
 










Lot 825.3 Occlusal Aspect 
 
 
Lot 825.3 Apical Aspect Apex 
 

























Lot 825.4 Buccal Aspect 
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Lot 825.5 Buccal Aspect 
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REB 2.1 Buccal Aspect 
 
REB 2.1 Distal Aspect 
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REB 2.2 Buccal Aspect 
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REB 2.3 Buccal Aspect 
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REB 2.4 Buccal Aspect 
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REB 2.5 Buccal Aspect 
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Appendix 3: SEM Images of Archaeological and Modern Dental Samples 
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