In reasoning about time and duration, researchers often use Allen's Interval Algebra. This algebra describes possible relations between l-D intervals. An interval can precede the other one, follow the other one, start the other one, etc. This algebra describes the relationship between different intervals in terms of words from natural language. To give a natural language description of 2D images, it is desirable to develop a similar approach for describing the relationship between 2-D objects in a picture. In their recent papers, Jim Keller and his collaborators proposed a new approach based on a simulation of a "force" between these objects. In this paper, we show that their force formula is theoretically optimal.
Introduction 1.How to describe relation between 2-D objects: informal description of the problem
In reasoning about time and duration, researchers often use Allen's Interval Algebra; see, e.g., [2-51. This algebra describes possible relations between 1 -D intervals. An interval can precede the other one, follow the other one, start the other one, etc. This algebra describes the relationship between different intervals in terms of words from natural language.
To give a natural language description of 2D images, it is desirable to develop a similar approach for describing the relationship between 2-D objects in a picture.
Force histogram method of describing the relation between 2-D objects
A new method of describing the relation between the 2-D objects, a method that seems to be in a very good accordance with the expert reasoning, was recently described in [6] , [7] , [9] . Namely, to describe the relation between the two sets A and B, this "force histogram" method proposed, crudely speaking, to do the 0 take all possible pairs a E A and b E B, compute, for each pair, the "force" whose direction is from a to b and whose value is r W 2 , and then, following:
0 add up these force vectors.
The orientation of the resulting vector F' describe the intuitive understanding of where the sets are in relation to each other, and the length of this vector describes how close these sets are to each other.
This method is somewhat ad hoc
In the above description of the force 0 take all possible pairs compute, for each pair of points a E A and b E B, the "force" whose direction is from a to b and whose value f ( r ) depends on the distance between the points, and then, method, the idea that we should 0 add up these force vectors is very natural. What is not very natural is the exact form of the dependence on f ( r ) on T . It is therefore desirable to consider all possible dependencies and come up with the optimal (best possible) function f ( r ) . 
What we are planning to do
In order to solve this problem, we must describe, in precise terms, which functions are possible and which functions are the best. In this paper, we propose such a description, and show that this description leads to a new symmetry-based justification for the above formula (actually, for a slightly more general formula r-*).
This new justification is in line with.the general symmetry-based approach which has been shown, in [8] , to explain similar heuristic formulas in fuzzy, neural, genetic, and other approaches, and to explain a similar heuristic force formula in robotic control.
First Idea: Only Decreasing Functions f ( r ) Make Sense
The function f(r) describes the "weight" with which directions between different pairs (a, b) inhence the resulting sum. Intuitively, when we decide which of the two objects is, say, to the lefi and which is to right, we pay more attention to close points and less attention to points which are far away from each other. Therefore, it is reasonable to require that the weight f(r) should be larger for closer points and smaller for more distant points. In other words, it is reasonable to require that the function f(r) be strictly decreasing. Our main goal is to describe the orientation, i.e., the typical angle between the two sets. We also get some information from the value of the "closeness" C, get the exact same orientation as before, and for every two pairs, we get the exact same ratio between their ''closenesses';. So, intuitively, there is no big difference between using the original function f(r) and the new function C . f(r).
Hence, we cannot select a unique function f(r) and claim it to be the best, because for every function f(r), the function C. f ( r ) leads to exactly the same results. In view of this, instead of formulating a problem of choosing the best force@nction, it is more natural to formulate a problem ofchoosing the best@umi& { C -, \r)}c of force functions.
Which Family Is the Best? We May Need Non-Numerical Optimality Criteria
Among all the families {C.f(r)} C, we want to choose the best one.
In mathematical optimization problems, numerical criteria are most frequently used, when to every alternative (in our case, to each family) we assign some value expressing its performance, and we choose an alternative (in our case, a family) for which this value is the largest. In our problem, as such a numerical criterion, we can select, e.g., the average approximation error A , measured as the mean squaie deviation between the orientation generated by the corresponding force method and the orientation marked by an expert.
However, it is not necessary to restrict ourselves to such numerical criteria only. For example, if we have several different families that have the same average approximation error A, we can choose between them the one that has the minimal computation time T. In this case, the actual criterion that we use to compare two families is not numerical, but more complicated: a family F 1 is better than the family F 2 if and only if either A(F1) < A(F2), or terion can be even more complicated. What a criterion must do is to allow us for every pair of families to tell whether the first family is better with respect to this criterion (we'll denote it by F 1 + Fz), or the second is better (Fl i F2) or these families have the same quality in the sense of this criterion (we'll denote it by F 1 N F2). Of course, it is necessary to demand that these choices be consistent, e.g., if F 1 4 E12 and F 2 i F 3 thenFl 4 F3.
The Optimality Criterion Must Select a Unique Optimal Family
Another natural demand is that this criterion must choose a unique optimal family (i.e., a family that is better with respect to this criterion than any other family). The reason for t h s demand is very simple.
If a criterion does not choose any family at all, then it is of no use.
If several different families are "the best" according to this criterion, then we still have a problem to choose among those "best". Therefore, we need some additional criterion for that choice. For example, if several families turn out to have the same average approximation error, we can choose among them a family with the minimal computation time.
So what we actually do in this case is abandon that criterion for which there were several "best" families, and consider a new "composite" criterion instead Fl is better than F 2 according to this new criterion if either it was better according to the old criterion or according to the old criterion they had the same quality and Fl is better than F, according to the additional criterion.
In other words, if a criterion does not allow us to choose a unique best family it means that this criterion is not fmal. We have to modify it until we come to a final criterion that will have that property.
The Optimality Criterion Must Be Scale-Invariant
The next natural conmtion that the criterion must satisfy is connected with the fact that the numerical value of the distance r depends on the choice of the unit for measuring distance.
If we replace the original unit of length by a new unit which is X times larger (i.e., replace feet by meters), then numerical values change from r to F = r / X . How will the force fwiction look in the new units? Let us assume that in the new units, the distance between the two points equals r". Then, the same distance in the old units is equal to T = X . F. Thus, the force between the two points is equal to f ( r ) = f b . ).
Thus, if we know the distance F in the new units, we can compute the corresponding force value as T(F), where T(z) denotes f@ . 2 ) . So, the same force function whch, in the old units, had the form f ( r ) , in the new units, has a new form Since this change is simply a change in a unit of length, it is reasonable to require that going from f ( r ) from f@ . T ) should not change the relative quality of the force functions, i.e., if a family { C . ,F )}c is better that the family {C . g ( r ) } c , then for every X > 0, the family {C . f@ . r)} c must be still better than the family { C . g(X ' r)} C.
So, we arrive at the following definitions.
f b -r ) .
Definitions and the Main Result Definition 1.
e By a force function we mean a strictly decreasing function fiom non-negative real numbers to non-negative real numbers.
o By a famib of functions we! mean the fm- 
Definition 2.
Assume a set A is given. Its elements will be called alternatives. By an optimality criterion we mean a consistent pair (3, -)
ofrelations on the set A ofall alternatives.
If b < a, we say that a is better than b; if a -b, we say that the alternatives a and b are equivalent with respect to this criterion.
We say that an alternative a is optimal (or best) with respect to a criterion (<, -) if for every other alternative b either b < a or a -b.
We say that a criterion is$nal if there exists an optimal alternative, and this optimal alternative is unique. In this paper, we consider optimality criteria on the set F of all families. 
Rx(F) -RA(G).
As we have already remarked, the demands that the optimality criterion is final and scaleinvariant are quite reasonable. The only problem with them is that at first glance they may seem rather weak. However, they are not, as the following Theorem shows: Thus, both sides of the equality (1) are differentiable with respect to A. Differentiating both sides relative to X and substituting X = 1, we get the following equation:
where CO denotes the derivative of the function C(X) at X = 1. Multiplying both sides of the equation (2) by dr/(r . f), we conclude that:
Integrating, we get In( f ) = CO . ln(r) + C1.
Hence, J = exptu. In(r)+ G~) = exp(Gl) . PO,
i.e., the desired formula for A = exp(C1) and a = -Co.
