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Abstract
The activity in the polar marine areas is increasing from offshore and shipping activities
supporting both commercial and tourist operations. Particular of interest is the expansion
in offshore oil and gas exploration and productions activities in ice covered waters in the
northern hemisphere. The presence of sea ice is the main factor for the complexity for
operations in these regions.
The presence of sea ice is the main factor hindering the operations in Arctic. Sea ice
is a complex material, and induces high pressures in contact with ships or structures. Dif-
ferent types of sea ice and their mechanical and physical properties are briefly described.
There exist different models for calculation of contact pressure acting on a vessel or a
structure due to ice. This thesis will briefly present three different and popular approaches
to predict ice pressure on structures and ships, namely; empirical pressure relationships,
physical models and stochastic models. The best approach to predict ice pressure depends
much on the problem and what kind of data that is available.
Ice class rules for vessels operating in ice infested waters are reviewed. The ice-class rules
developed by IACS and DNV are summarized, and both principles behind the rules and
the numerical values have been compared. The main difference is that IACS us a plastic
method of approach, while DNV uses an elastic method. Despite the difference in method
of analyses, the numerical comparison shows they are relative similar. The IACS rules are
typically most conservative for larger vessels with large displacement, while the DNV rules
are conservative for smaller vessels with small displacement.
A review of two different formulations for estimation of ice resistance for ship is given.
This is inexpensive analytical models that can give an early estimation of the ice resistance
and power requirement. Using main properties from KV Svalbard the two different formu-
lations is compared, and they seem two compare quite well for thin ice (hi < 1m) when
the vessel speed is low. For higher vessels speeds the results differs more from each other.
The increasing activity in polar areas is the main motivation for Det Norske Veritas project
Ice Load and Monitoring (ILM). The overall aim of the ILM-project is to increase the
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knowledge about the actual ice conditions a vessel meets and its effect on the hull. As a
part of the project a prototype of a monitoring system was mounted on the coast guard
vessel KV Svalbard, which is described. During research work with KV Svalbard for a
total of two weeks in late March 2007 operating in ice covered waters around Spitsbergen,
measurement from the ILM-system was stored for later usage.
Based on conservation of energy a formulation is outlined to describe how the ice resistance
can be estimated for a particular case. In this thesis KV Svalbard is used with available
measurements of ice thickness, speed and power from the voyage in late March 2007. The
estimated resistance is compared with the two reviewed formulations from literature, and
the trend in the results seems to agree well.
In the final task, a regression analysis was used to find the "best fit" line or curve to
the estimated resistance of KV Svalbard. Different Least Square curves was evaluated and
discussed and it was found out that an exponential curve fitted best to the estimated data.
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Chapter 1
Introduction
The activity in the polar marine areas is increasing from offshore and shipping activities
supporting both commercial and tourist operations. Particular of interest is the expansion
in offshore oil and gas exploration and productions activities in ice covered waters in the
northern hemisphere. Presence of sea ice is the main factor for the complexity for opera-
tions in these regions.
In order to transport large volumes of oil and gas from Russia to western markets, the
number of ships strengthened for ice breaking operation will increase. This does not only
include oil and gas tankers, but also ice breakers, offshore support ships, bulk carriers and
to some extent also container carriers and passenger cruise vessels.
Evaluation of the actual load on the hull is identified as one of the major uncertainties
when operating ships in ice, and this is the background for the Ice Load and Monitoring
(ILM) by Det Norsk Veritas (DNV) with partners. The overall aim of the ILM-project is
to increase the knowledge about the actual ice conditions a vessel meets and its effect on
the hull.
The purpose of the present work is to consider how the measurements which are available
as a result of this project also can be applies for the purpose of estimating ice resistance.
This will be an important parameter e.g. in order to estimate the additional transportation
cost for arctic as compared to non-arctic areas.
1
1. Introduction
1.1 Outline of the Thesis
This thesis is divided into chapters, covering the following topics:
2: The Arctic This chapter gives an introduction to the Arctic area and why this area
is interesting for companies and government.
3: Types of Sea Ice and their Physical and Mechanical Properties Different types
of sea ice and features is presented together with a brief review of mechanical and
physical properties for ice with focus on important engineering properties.
4: Models for Calculation of Contact Pressure This chapter presents three differ-
ent and popular approaches to predict ice loads on structures and ships with relevant
examples of methods.
5: Ice Class Rules The class society’s focuses on additional risks when moving ship op-
erations from worldwide trade to cold-climate areas. A review of DNV and IACS
ice class rules and corresponding procedures for calculation of ice pressure and hull
scantlings are briefly described in this chapter.
6: Numerical Comparison of Rule Requirements A numerical study between the
two rule sets presented in last chapter.
7: Estimation of Ice Resistance of Ships A review of two different formulations for
estimation of ship resistance in ice.
8: Measurement System for KV Svalbard This chapter gives a short description of
the measuring system installed on board KV Svalbard due to the ILM project.
9: Collected Data from KV Svalbard This chapter points out the sequences of inter-
est from the measured data during the scientific voyage in March 2007 with KV
Svalbard, and discusses the data quality.
10: Resistance Formulation Based on conservation of energy a formulation is devel-
oped to estimate resistance in ice using available measurements from the ILM project.
11: Processing of Collected Data Based on the proposed formulation the ice resis-
tance is estimated for selected sequences of interest from the available measurements.
12: Curve Fitting This chapter studies if it possible to fit a model to the estimated
resistance.
13: Conclusion This chapter conclude important findings from preceding chapters.
14: Recommendation for Further Work
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Chapter 2
The Arctic
The Arctic area has numerous of definitions, in the past the Arctic Circle (66◦ 33’ N) was
frequently used. Today it is based on climate and ecology, such as the 10C◦ isotherm in
July. This corresponds roughly to the tree line in most of the Arctic [10].
The extent of sea ice in the arctic areas varies significantly throw the year and during
winter time the ice covers most part of the Arctic basin. The thickness of the sea ice in the
Arctic varies from sea to sea. Areas were ice is present throw the whole year (multi-year
ice) ice thickness is approximately 3-4m. In areas with only ice present during the winter
month (first-year ice), ice thickness of 1-2m can be expected. First-year ice is also present
in sub-arctic region such as in the Bohai Sea in China, Baltic Sea, Caspian Sea in Kaza-
khstan, the Sea of Okhotsk in Russia, Cook Inlet in Alaska and several rivers and lakes in
Scandinavia, Russia and North America. The thickness of the ice in these areas will vary
between 0.4-1.0m [16].
Figure 2.1: Arctic boundary, navigation routes and areas with oil/gas resources
Problems due to sea ice have been reported since the days Nansen (1897) reported his
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experiences with the vessel "Fram" in the Arctic Basin. These first attempts to understand
the Arctic were based on "trial and error" methods, and the researchers defied the harsh
and cold climate in Arctic taking significant risks to achieve their goals [2]. Nowadays
Arctic research is carried out by national and international companies and governments to
achieve better knowledge of this area.
If the ice pack in the Arctic melts from global warming, it is predict that this area will
have large reserves of offshore oil and gas, new shipping routes and fishing grounds. A
total amount of 25% of undiscovered resources is expected to be in the Arctic region [16].
With lack of agreement for distribution of this territory, different countries try to claim for
area in Arctic. With being present in the Arctic, countries hope to get a greater piece of
the undiscovered resources.
In comparison with areas like the North Sea, the arctic area offers lack of infrastructure
and effect of low temperatures, ice and reduced daylight. To operate in this harsh and cold
environment is challenging, and arctic engineering requires knowledge about ice types, ice
behavior, physics and mechanical properties.
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Chapter 3
Types of Sea Ice and their Physical
and Mechanical Properties
3.1 Types of sea ice and features
In literature and in everyday talk about sea ice different names of ice types, features and
definitions are used. This section will shortly mention and describe some of the most
frequency used. Some of the ice types and features are used later in this thesis with now
further explanation.
3.1.1 Sea ice types
Looking at figure 3.1 we first have the fast ice zone with sea ice that has frozen along the
coast or to the seafloor over shallower parts. Further out we have the pack ice zone with
grounded ice bergs and drift ice that floats on the water surface, and packed together in
large masses we call it pack ice. The general types of sea ice is described in table 3.1.
Figure 3.1: Sea ice zones
5
3. Types of Sea Ice and their Physical and Mechanical Properties
Sea ice type Description
New ice A general for for recently formed ice. Thickness <10cm
Young ice Ice in transition between new ice and first-year ice.
Thickness 10 - 30cm
First-year ice 1 years’s growth, level when undeformed, but ridges and
hummocks occur. Thickness 30cm - 2m
Multi-year ice More that 1 year’s growth, hummocks and ridges are
smooth. Thickness >2m
Table 3.1: Sea ice types
Sea ice feature Description
Polynia Open water surrounded by sea ice
Fast ice Sea ice that remains fast along the coast, or grounded
icebergs
Pancake ice Pieces of new ice, circular shaped 30cm - 3m across
Nilas Continuous thin sheet of young ice, transparent
Ice floe Flat piece of ice, >20m across and >1m thick
Level ice Sea ice that is unaffected by deformation
Deformed ice General term for ice that has been squeezed together
Rafted ice A form of pressure ice in which one floe overrides another
Brash ice Accumulations of ice made up of fragments
Hummocked ice A form of pressure ice in which pieces of ice are piled
arbitrarily
Ridge A ridge or wall of broken ice forced up by pressure
Table 3.2: Sea ice feauteres and definitions
3.1.2 Sea ice features
Sea ice is not always flat and unaffected by deformation, different sea ice features and
definitions are given in table 3.2.
3.2 Physical and mechanical properties
In Arctic regions, presence of sea ice is the main factor hindering the operations. This
effect the shipping, and oil and gas exploration and development. This chapter will look
at some physical properties (microstructure, thickness, salinity, porosity and density) and
some mechanical properties (tensile, flexural, shear, and compressive strength) for first-
year ice. This is typically engineering properties that are essential in Arctic design. The
source of this information is mainly taken from a review of the engineering properties of
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sea ice by G.W. Timco et. al[18].
3.2.1 Growth and microstructure of sea ice
Sea ice is a complex material that is composed of solid ice, brine, gas, and depending upon
the temperature, various types of solid salt. The different variations in the environmental
conditions results in different grain structures. The most common grain structures include
granular, columnar, and discontinuous columnar. Granular ice forms in the initial stages of
sea ice formations, and usually occur between the ice crystals instead of within the crystals.
Columnar ice forms at the surface when the conditions are relatively calm, and they may
extend through nearly the complete thickness. This columnar crystal follows the direction
of the heat flow, which normally is vertical in the ice sheet. The brine and salt inclusions
are located in vertically planes within the columnar crystals.
3.2.2 Ice thickness
The thickness of ice determines its volume and strength. For most engineering purpose,
thickness is a key parameter to estimating the force acting on structures. This is therefore
the most important property to measure and predict. For instance, the speed of a ship in
ice is directly related to the thickness of sea ice.
The thickness of first-year ice is controlled by the air temperature, freezing time, cov-
ering snow type and thickness, wind speed, ocean heat flux and surface radiation balance.
The first two parameters, air temperature and freezing time are governing. Ice is therefore
thickest in arctic areas with cold and long winters.
The thickness of the first-year ice can be estimated with the freezing degree method, which
determines the thickness based on energy balance. The maximum growth of sea ice during
a winter season is about 2 meters.
3.2.3 Ice salinity and porosity
In sea ice there is normally a salinity variation with depth in the ice sheet. This is because
salt within the ice migrates downward through the ice during the winter. The salinity
fraction in the ice varies much, so often an average salinity profile is used as a first approx-
imation.
The porosity is assumed to be expressed by the sum of relative brine volume and rela-
tive air volume. During the spring and early summer when the temperature increases, the
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Figure 3.2: Plot of density versus temperature for four different salinities[18]
solid salt dissolves back into liquid phase. This happens approximately when the temper-
ature warms to about -8 C◦. Further increase in the temperature will increase the size
of the brine pockets rapidly, and "brine drainage channels" will form. This factor gives a
thinner and significantly weaker ice.
3.2.4 Ice density
The density is an important parameter for many applications. First of all the density
determines the weight of the ice and how much the ice moves out of the sea water. For
fixed installations the weight of the ice can be important to determine the load when ice
ridges up. The density also determines the buoyancy force as the difference between density
of ice and sea water. Buoyancy can be an important factor for a vessel moving through an
ice cover. A reasonable density estimate for first-year sea ice is 0.90 (Mg/m3).
3.2.5 Tensile strength
Tensile strength is an another important property of the sea ice. The tensile strength
defines the maximum tensile stress that the ice can sustain before failure, and is therefore
a key failure mode when sea ice interacts with offshore structures and ship. This is an im-
portant parameter for an icebreaker proceeding in level ice because the necessary bending
force is related to the vertical tensile strength in ice.
The true tensile strength of ice can found through number of tests. Since test of sea
ice is time consuming and it is difficult to get reliable results, so few extensive test has
been carried out.
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Figure 3.3: Tensile strength of first-year ice as a function of total porosity[18]
A small number of tests of tensile strength of first-year sea ice have been done. In gen-
eral there is a decrease in tensile strength with increasing temperature, and the strength
will drop off with increased porosity, see figure 3.3. The tensile strength in vertical- and
horizontal-direction is different because of the growth direction of the sea ice (vertical).
Tests of ice under loading with different orientations have showed that the vertical tensile
force can be about three times larger.
3.2.6 Flexural strength
Flexural strength is not a basic material property, but many real sea ice failures occur in
flexure. For instance is the flexure strength important for pressure ridge formation, ice-
breaking and bending of ice on conical-shaped structures. A large number of measurements
for this property have been done because of its importance in engineering problems, and
because it is easy to measure. The flexural strength of sea ice ranges from about 1Mpa
and deceases with brine volume as illustrated in figure 3.4.
3.2.7 Shear strength
Ice sheets interacting with structures or similar are often subjected to biaxial stress condi-
tions involving tensile and compressive stresses or a shear stress. The shear strength is an
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Figure 3.4: Flexural strength versus the square root of the brine volume[18]
important property, but it is difficult to perform experiment to obtain the reasonable val-
ues. In engineering practice, the shear strength is not frequently used. This is because the
ice tends to fail in tension rather than in shear because of the tensile strength is normally
lower.
3.2.8 Compressive strength
Compressive strength is another important property of sea ice. Since sea ice often tends
to fail in compression, this property has been extensively studied. Failing in compression
of sea ice can occur during formation of pressure ridges and crushing against a platform
or ship. As for other sea ice properties many factors affect the compressive strength, for
instance; temperature, salinity, density, ice type, crystal size and orientation.
3.3 Summary
Different types of sea ice and their mechanical and physical properties are briefly described.
Thickness of sea ice is the key parameter to determine the strength of the ice, and the
thickness also directly affects the speed of a vessel in ice. The main parameters deciding
thickness of sea ice is the air temperature and freezing time. In addition to the thickness
of the sea ice, also temperature, salinity, density, ice type, crystal size and orientation have
an influence on the ice strength.
The mechanical properties of sea ice, as an engineering material, are tensile, flexural,
compressive and shear stress. Flexural strength is not a basic material property, but an
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important property for icebreaking and bending of ice. The tensile strength is also a
key failure mode when sea ice interacts with offshore structures and ships. Compressive
strength is important property when ice fails in crushing.
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Chapter 4
Models for Calculation of Contact
Pressure
There exist a handful of different methods of describing the ice load and actions from ice on
ships and structures. Even given the same input values, the scatter will vary for the different
methods. This section will briefly present three different and popular approaches to predict
ice loads on structures and ships, namely; empirical pressure relationships, physical models
and stochastic models.
4.1 Empirical pressure relationships
A well known approach to predict ice loads on ship hulls and fixed structures was pre-
sented by Masterson and Frederking[12]. They collected information from ship impacts,
field tests and large scale offshore platforms to develop a design criteria covering a large
range of contact areas. The result was a pressure vs. area graph, see Figure 4.1.
Figure 4.1: Design curve based on contact area[12]
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The results indicated a trend that decreasing local ice pressures levels off at larger areas.
However, side shell and bow pressures on a ship still present a challenge when designing
frames, plates and bracings. As the design curve indicates the pressure on small loaded
areas will be high. In case of an impact with a mass such as an iceberg, often with uneven
surfaces, the load area may be low, resulting in very high pressure.
An empirical design curve is preferable for most users of design codes because they are
user friendly and give often good predictions. Because the curves often are fitted to a large
amount of data measured under different conditions, users of design code must check if the
conditions are comparable for the new design.
4.2 Physical model
A physical model tries to reproduce the original problem to a model. The idealized phys-
ical model is usually based on observations from measurements. In a physical model it is
difficult to account for all physical effect, so different models normally are tailor made for
the problem. There exists considerable amount of physical models to describe ice interac-
tion with structures, but their range of application is limited. In the later years simplified
models, finite element and finite difference approaches has been used to model ice-structure
interactions.
Historically, the uniaxial strength of ice has been found using empirical formulas and ana-
lytical equations to calculate ice loads on marine structures as described in section 4.1. In
recent year, with availability of high power computers, numerical methods are being used
more than ever before. A computer simulation based on computational techniques such as
finite elements, boundary elements and discrete elements require constitutive models and
failure criteria to represent the mechanical behavior of ice[6].
A paper by Derradji-Aouat[6] describes how to formulate a mathematical model for colum-
nar grained ice, on the basis of laboratory test results. The model describes the behavior of
ice subjected to any loading, including cycling loading conditions. The paper points in the
direction that there is a possibility for the existence of a ’universal and general failure crite-
rion’ that can be used for numerical predictions of ice loads on ship and offshore structures.
There is need for this kind of general ice model capable of describing the response of
ice to arbitrary loading, unloading and reloading conditions. Suchlike models are needed
by finite elements codes to compute impact forces exerted by ice on ships. This does not
mean that physical model is the best way of predicting the loads on a structure or ship.
So far no physical model has been trusted in prediction of ice loads on a structure[2].
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Figure 4.2: Long term response analysis of ice loads[16]
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Figure 4.3: Long term distribution of ice load on a bow frame[9]
4.3 Stochastic model
Stochastic models apply probabilistic theories and the ideas with random processes. In-
stead of dealing with one possible solution of how the ice load may evolve over time, there
are many possible solutions, but some are assumed to be more probable than others.
Ice load on ships can be described as individual pulses. The pulses are induced by the
bending of ice floes or impact with ice floes. The long term response can be found by first
finding the distribution of the maximum ice loads from a given period (for instance 12
hour period). Then the predicted maximum for this period can be established. Further,
the maximum from each period be fitted to a Gumbel distribution ore similar distribution.
The following Figure 4.2 illustrates the step from measurements to a Gumbel distribution
of long term ice loads.
Pentti Kujala presented in 1995 a semi-empirical evaluation of long term ice loads on a ship
hull[9]. The aim of the project was to give a result that could be used in the development of
design codes for ice-strengthened ships. The method Kujala developed for determination
of long term ice loads for transverse frames was based on observation that the measured 12
hour maximum ice loads values are approximately piece-wise linearly related to the winter
maximum equivalent ice thickness on various sea areas[9].
The model from his work can be useful in design of safe and reliable structures for ship
navigating in ice covered waters. With long term distribution of ice loads established, the
lifetime loads on various parts of the ship can be evaluated.
Another example of a stochastic model is described in a paper by Qu et al.(2007)[21]. The
paper presents an ice force spectrum model for narrow conical offshore structures deployed
in ice infested areas. The force spectrum was developed from a spectral analysis of ice load
data for a full-scale test for a platform in Bohai Bay.
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Figure 4.4: The PSD function obtained form test data and model[21]
Statistical methods are well established for wave induced loads on ships. With spectral
analyses, various sea states can be described with a few parameters and the statistical char-
acteristics can be established by relating the statistical load parameters to the sea state
parameters. These methods can also easily be implemented in commercial finite element
software used in structural design. Use of stochastic models to evaluate ice loads is useful
because the fluctuating part of ice loads can be represented and applied in design to reveal
lifetime loads and fatigue problems due to ice actions[2].
4.4 Summary of contact pressure
Three different approaches for calculations of ice loads were presented. The empirical
pressure relations approach is easy to apply, but have limitations that are difficult to
control. A physical model is challenging to establish because many details about the ice-
structure interaction phenomenon are still unknown[2]. The last approach is to determine
ice loads based on a stochastic model. This is a well known method for engineers, as
there are similar methods from wind and wave engineering. Based on measurements and
observations quite good models can be designed for representing the long term ice loads
with this model. The best approach to predict ice forces depends on the problem and what
kind of data you have. In general there is still need for more theoretical and empirical
research on this problem before a method can be trusted to properly predict realistic ice
forces[2].
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Chapter 5
Ice Class Rules
Ships operating in areas experiencing seasonal or year round ice covered oceans and seas
must take extra precaution to maintain environmental and ship integrity. To ensure safe
navigation, ice class rules are implemented by the coastal states for these regions. Nor-
mally, ice class rules are developed in cooperation with the coastal state and classification
societies. The existence of different sets of ice rules is due to the variations in the design
conditions and the assumptions used in the requirements for the different areas. Specific
oceans and sea areas are covered by the following ice class rules[8].
Baltic Sea
Bay and Gulf of Bothnia and Golf of Finland are covered by Finnish and Swedish
Finnish Swedish Ice Class Rules (FSICR) while the Russian territorial water in Gulf
of Finland is covered by Russian Maritime Register of Shipping (RMRS).
Arctic Ocean
Russian Maritime Register of Shipping (RMRS) Ice Class Rules covers the Russian
territorial waters stretching from the Barents Sea to the Chukchi Sea while the Beau-
fort Sea and Baffin Bay is covered by Canadian Arctic Shipping Pollution Prevention
Rules (CASPPR).
Sea of Okhotsk
The Sea of Okhotsk is also covered by the Russian Maritime Register of Shipping
(RMRS) Ice Class Rules.
5.1 Introduction
Ice class rules are generally divided in two main groups, requirement for navigation in
first-year ice and requirements for navigation in multi-year ice. First-year ice have not
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more than one winter growth and can be typically up to 120 cm thick and has typically
low ice strength. Multi-year ice is sea ice that has survived at least one summer with melt
and can be up to 3 m thick or more and have high ice strength.
Each Classification Society has a set of rules for strengthening during navigation in ice.
In an attempt to unify the Ice Class Rules the International Association of Classification
Societies (IACS) is in process of introducing Polar Ships Rules. IACS are working for safe
ships and clean seas, and to achieve these goals IACS contribute with technical support,
compliance verification and research and development. The IACS Polar Rules are created
in line with the IMO Guidelines for ships operating in Arctic waters. Due to variations
in design conditions and the assumptions used in determination of requirements, Russian
Maritime Register of Shipping will retain rules for Arctic vessels and Finnish Swedish Ice
Class Rules will also be retained for vessels operating in the Northern Baltic. These rules
have been recognized as standard in their areas.
Classification rules are based on the ice thickness the vessel is intended to navigate in.
Further are the ice class rules categorized into various levels depending upon the ice con-
dition. Thicker ice requires greater hull reinforcement, propeller increasing and steering
gear strengthening to resist the additional loads. The rules also accounts for independent
or escorted navigation.
5.1.1 DNV ice class rules
The ice class rules in the DNV rules for ships is applied to vessels intended for navigation in
waters with ice conditions. DNV have divided the rules into the three following categories
based on service area and expected ice conditions.
1. Basic Ice Strengthening Pt.5 Ch.1 Sec.2
2. Ice Strengthening for the Northern Baltic Pt.5 Ch.1 Sec.3
3. Vessels for Arctic and Ice Breaking Service Pt.5 Ch.1 Sec.4
Table 5.1 and 5.2 gives an overview of the different ice classes in the DNV rules
The vessels requirement will be given by the suitable ice class, where the highest class
has highest requirements. The highest ice class is for icebreakers and vessels intended to
operate unassisted in ice-infested waters in Arctic and Antarctic regions. The supplemen-
tary requirements for relevant vessels deal with hull strength/fatigue, corrosion, coating,
machinery and winterization.
20 Anders Madsen
5. Ice Class Rules
Ice Class Ice conditions Ice Thickness
ICE-1A* Difficult ice conditions, without the as-
sistance of icebreakers
1.0
ICE-1A Difficult ice conditions, with the assis-
tance of icebreakers when necessary
0.8
ICE-1B Moderate ice conditions, with the assis-
tance of icebreakers when necessary
0.6
ICE-1C Light ice conditions,with the assistance
of icebreakers when necessary
0.4
ICE-C Light ice conditions,with the assistance
of icebreakers when necessary
0.4
ICE-E Light localised drift ice in mouths of
rivers and coastal areas
0.4
Table 5.1: Basic and Ice Strengthening and Ice Strengthening for the Northern Baltic[7]
Throughout this thesis the coast guard vessel KV Svalbard will be used as an exam-
ple. This vessel is approved according to the Icebreaker POLAR-10 class, shown in table
5.2. The main focus in this part of the thesis is regarding design loads and structural
requirements for Vessels for Arctic and Ice Breaking Service, other requirements will not
be discussed.
5.1.2 IACS Polar Rules
The IACS Polar Rules are intended for Arctic and Antarctic navigation. In these remote
areas Polar rules has to account for limited or no icebreaker assistance and impacts of ice
floes. In general the highest Polar rules are used for vessels intended for year round nav-
igation in multi-year ice, while the lower ones PC-6 and PC7 are intended for navigation
in ice conditions comparable with the conditions in the Baltic sea.
The IACS Polar Rules are divided in three paramount requirements UR I1 to UR I3.
This chapter emphasizes UR I2 Structural Requirements for Polar Class Ships which is
most relevant. The UR I2 specify structural requirement to enable polar class ship to
withstand global and local ice loads. The main scope of UR I2 is to treat plating, fram-
ing, plated structures and hull girders strength requirements in addition with material and
corrosion allowances. Table 5.3 gives an overview of the different ice classes in the IACS
rules.
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Class notation Type of ice encountered Nominal ice
strength σice
[N/mm2]
Nominal ice
thickness hice
[m]
Limiting
impact condi-
tions
ICE-05
ICE-10
ICE-15
Winter ice with pressure
ridges
4.2
5.6
7.0
0.5
1.0
1.5
No ramming
anticipated
POLAR-10
POLAR-20
POLAR-30
Winter ice with pressure
ridges and multiyear ice-
floes and glacial ice inclu-
sions
7.0
8.5
10.0
1.0
2.0
3.0
Occasional
ramming
Icebreaker As above As above As above Repeated
ramming
Table 5.2: Vessels for Arctic and Ice Breaking Service[7]
Polar Class Ice Description
(based on WMO Sea Ice Nomenclature)
PC-1 Year-round operation in all Polar waters
PC-2 Year-round operation in moderate multi-year
ice conditions
PC-3 Year-round operation in second-year ice
which may include multi-year ice inclusions.
PC-4 Year-round operation in thick first-year ice
which may include old ice inclusions
PC-5 Year-round operation in medium first-year
ice which may include old ice inclusions
PC-6 Summer/autumn operation in medium first-
year ice which may include old ice inclusions
PC-7 Summer/autumn operation in thin first-year
ice which may include old ice inclusions
Table 5.3: Polar Class Description[7]
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5.2 Introduction to Structural Requirements
The objective of the structural requirements in ice class rules is to ensure that ship oper-
ating in ice infested waters can withstand the effect of ice load and temperature. Strength
requirements are generally based on a design scenario, for instance is the Polar Rules based
on a glancing impact on the bow for determining the scantlings required to resist ice loads.
The structural resistance to ice action may be assessed by means of elastic or plastic
methods of analysis. Both principles are used by ship classification societies. Require-
ments from DNV are based on elastic theory, while the International Association of ship
Classification Societies (IACS) rules is based on plastic methods. Elastic and plastic meth-
ods are based on different principles, but the two approaches may give very similar results.
In conventional analysis it is assumed that the response of the structure is elastic to the
applied loads. This means that the structure returns to its initial state with no deformation
if the load is removed. In plastic methods of analyses the structure is allowed to deform
plastically so that permanent deflections will be developed. Plastic methods are therefore
generally accepted if the action effects are dominated by a few extremes and not cyclic of
nature. Additionally should the structure have redistribution capability of action effects
and ductility. This applies notable to resistance of shell plating; the ice action is one side
excursion and the plate resistance increases for finite deformations (membrane effects)[1].
In the following chapter, both DNV and IACS ice class rules will be reviewed. The main
focus is design loads and plate, stiffener, girder and framing requirements.
5.3 Design loads
The following section is a review of the general principles behind the development of the
DNV design loads and IACS design loads.
5.3.1 Rule Methodology
Determination of the extent of reinforcement is closely linked with design scenarios and
damage experience. Due to the nature of ice, it is difficult to model and assess every design
scenario, and therefore many rules are based on damage statistics to circumvent such a
situation. Ships are designed for differing operational uses and will be reinforced in areas
that have experienced damage from this, e.g. in areas with icebreaker convoy system ves-
sels will have different damages than areas where ships have limited icebreaker escort.
The extent of reinforcement according to DNV ice class rules and IACS Polar Rules are di-
vided into 7 and 10 different areas based on damage experience, see figure B.11. DNV and
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(a) DNV (b) IACS
Figure 5.1: Ice reinforced areas from DNV and IACS rules[7]
IACS ice class rules have factors associated with each region which are used to interpolate
from the design bow impact pressure.
5.3.2 DNV Design loads
The following section is based on the book DNV hull structural rules : development, back-
ground, motives by Det Norske Veritas[13]. Research and experience has shown that the
loads imposed by ramming and subsequent beaching on large and hard ice ridges and floes
may result in critical hull girder stresses.
The evaluation of the vertical bow impact design force is based on studies of the be-
havior of the hull girder when the ship is ramming an ice floe at a certain speed VRAM , and
the kinetic energy is transferred to a sliding/lifting motion of the bow, initially considered
as a rigid body motion. In this studies both mathematical formula and a ship hull/ice
interaction model were used.
The mathematical study involves simplify the elastic energy model and combine with
expression for crushing energy and related to the input energy. The total kinetic energy of
the ship is given by:
Ek =
1
2∆ · V
2
RAM (5.1)
EIMP = EK
tan2γ
tan2γ + 2, 5 (5.2)
The impact energy is equated to the crushing energy, being a function of the nominal ice
strength and the contact area. The vertical ice load force is then found and calibrated with
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simulations and full scale measurements:
PR =
(
C
EIMP
tan γ
)0,6
(σice tanα)0,4 (5.3)
The constant C in this formula has been calibrated by simulations, and this final formula
is seen to involve ∆ and V as a function of ∆0,6V 1,2.
Line load is when a vessel is trapped between moving ice floes and pressure is action
simultaneously in the horizontal plane at water level and shall be taken as
q = 165sin βh
1.5
ice (5.4)
The basic local pressure is directly proportional to the ice crushing strength, multiplied
with a weight factor FA for the different areas of the hull.
p0 = 1000 · FA · σice (5.5)
The design pressure shall be applied over a corresponding contact area, given in the correc-
tion factor FB. The area shall reflect the type of load and the design pressure is in general
to be taken as
p = FB · p0 (5.6)
The correction factor FB for size of design area AC is given as:
FB =
{ 0.58
(AC)0.5
for AC ≤ 1.0m2
0.58
(AC)0.15
for AC > 1.0m2
(5.7)
5.3.3 IACS Design loads
The following section is based on presentation notes of "IACS Requirements for Polar Class
Ships, Overview and Background" by Claude Daley[5]. The basis for the Polar Rules is the
concept that ice loads can be rationally linked to a design scenario. The design scenario
in this case is a glancing collision with an ice edge. Parameters such as ice thickness, ice
strength (crushing pressures), hull form, ship size and ship speed are all taken into account
in the design code.
The load equation is derived from the solution of a collision model and the maximum
impact force is than found by equating the normal kinetic energy of the ship with the ice
indentation energy.
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(a) Glancing collision (b) Flexural failure
Figure 5.2: Design scenarios for derivation of ice loads[5]
Figure 5.3: Contact area and penetration depth[5]
KEnormal = IEice (5.8)
The kinetic energy is related to the effective mass and the normal velocity of the ship, this
shall be equal to the integral of the normal force over the penetration depth in the ice.
1
2Me · V
2
n =
∫ δm
0
Fn(δ) · dδ (5.9)
Penetration geometry and pressure are needed to define the normal crushing force. Figure
5.3 indicates how the contact area is assumed to be a triangle and how the penetration
length is found. Further is the equation for the normal ice load simplified, where the fa
factor take into account the bow area load characteristics.
Fn = fa · Po0.36 · Vship1.28 ·Mship0.64
The rule equation is then simplified with class factors that represent the increasingly chal-
lenging ice conditions that different ice class are designed for. In deriving these values, ice
thickness, strength and ship speed are all take into account.
Fn = fa · CFC ·Mship0.64 (5.10)
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Figure 5.4: Plate strip analogy
From equation 5.10 the other rule equations for pressure P (equation 5.11) and line load
Q (equation 5.12) can be derived.
P = F .22n · CF 2D · AR0.3 (5.11)
Q = F .61n · CFD · AR−0.35 (5.12)
Fn = rule force
CFD = Load patch dimensions class factor
AR = Aspect ratio
The aspect ratio is given as AR = 7.46sinβ′ for the bow region. For the other areas
than the bow the design load is taken as portion of the bow load. The different areas are
defined based on the shape and waterlines of the vessel.
5.4 Plating requirements
5.4.1 DNV requirements
The DNV plating requirement is based on elastic methods of analysis and plate stripe
analogy as shown in figure 5.4. When a plate is subjected to uniform pressure over a
continuous plate field, the plate boundaries may be assumed clamped. The stripe analogy
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is applicable for plates with large aspect ratio to predict the plate stresses. The thickness
formula developed by DNV is based on the general formula for plate thickness derived in
equation 5.15. According to the rules the bending stress is evaluated at the mid-span of
the plate strip and not at the boundaries where the bending stresses is largest. This is
probably to account for the increase in resistance of the plate at finite deformations due
to development of membrane stresses.
W = 16t
2 (5.13)
M = p · s
2
m
(5.14)
σ = M
W
= 6 p · s
2
m · t2 → t =
77.4 s√p√
mσ
(5.15)
The plating requirement in ice is based on a wheel load patch area expression where an
aspect ratio factor ka and pressure distribution factor kw is added to the thickness expres-
sion based on a plate strip.
t = 77.4 ka
√
kw c s p√
mσ
(5.16)
This formula is then modified for determination of plate thickness for plates exposed to
loads from ice, and the final rule expression for plate thickness should not be taken less than:
t = 23ka
s0.75
h0.250
√
kw p0√
mp σf
+ tk (5.17)
where
ka = aspect ratio factor
kw = pressure distribution factor
mp = bending moment factor
ho = height of contact area
p0 = basic pressure
s = stiffener spacing
5.4.2 IACS requirements
The analysis model that IACS uses for polar ships is shown in figure 5.5. It is based on
a yield line model where the plate folding is based on a perfectly plastic hinge formation.
The method is further evaluated by equate internal plastic work with external work.
28 Anders Madsen
5. Ice Class Rules
Figure 5.5: Yield line analysis according to IACS Polar ships
Introducing some simplification in the expression for the collapse resistance, and assuming
the plate is loaded over the entire length the required plate thickness can be written as
t = 0.5 s
√
p
fy
· 11 + s/(2b) (5.18)
The first term in this solution is recognised as the plate strip solution and the second part
represents the plate aspect ratio effect. The formulation as it is expressed in the rules, the
equation is simplified with tabulated values
tnet = 500s
√
AF · PPFp · Pavg
σF
1
1 + s/(2b) (5.19)
where
AF = Hull Area Factor
PPFp= Peak Pressure Factor
Pavg = average pressure
σF = material yield
s = frame spacing
b = height of design load patch
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5.5 Framing requirements
5.5.1 DNV Stiffeners and Girder requirement
The formula for stiffener and girders are based on elastic bending of beams. Using basic
mechanics the general expression for section modulus to a fixed beam can be found.
Z = M
σ
,M = p · s · l
2
m
(5.20)
Z = p · s · l
2
mσ
(5.21)
This is the general expression for a uniform beam with length l. To make this equation
valid for ice loads factors are included to cover size and distribution of the patch load. The
rule formulation for longitudinal stiffeners shall not be taken less than:
Z = 41h0
1−αl2−αp0wk
σ sin β [cm
3] (5.22)
wk = section modulus corrosion factor
β = angle of web
σ = 0.9 of material yield
ho = height of contact area
p0 = basic pressure
l = stiffener span
5.5.2 IACS Stiffeners and Girder requirement
Stiffeners and girders formulation in the IACS rules are based on a simplified plastic col-
lapse mechanism. For the framing requirement a 3 limit states is checked, two involving
shear/bending and the third is pure shear. Figure 5.6 illustrates the three different follow-
ing limit states; 3 hinge formation, shear panel formation and end shear.
A real structure would have substantial reserve at design load levels because of mechanisms
are simplified and membrane stresses and strain hardening is ignored. The derivation of the
formulation is based on energy methods which gives useful design equations. The rule re-
quirement for a frame with ice load acting at the midspan of the transverse frame is given as
Zpt=
1003LL · Y · s · (AF · PPFt·Pavg)a·A1A
4·σF (5.23)
LL = length of loaded portion of span
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(a) 3 hinge formation
(b) Shear panel formation
(c) End shear
Figure 5.6: Three limit states for a frame
Y = 1− 0.5(LL/a)
s = transverse frame spacing
AF = Hull Area Factor
PPFt= Peak Pressure Factor
Pavg = average pressure
a = frame span
σF = upper yield stress
5.6 Comparison of DNV and IACS rules
Through the last chapter two different ice-class rules, DNV and IACS, are reviewed with
respect to design pressure from ice and the resulting hull scantlings. Both of this ice-class
rules are being used today for ships navigating in ice.
The two rules are based on different principles, but the approach may give very simi-
lar results. DNV rules is based on the elastic methods of analyses, while IACS polar rules
are based on the plastic method of analyses. Comparing the rules using only rule equations
is difficult when the method of analysis is different. A numerical study between the two
rule sets will give a better understanding about the difference.
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Chapter 6
Numerical Comparison of Rule
Requirements
In chapter 5, a review of the DNV and IACS rules were presented. To get a better under-
standing of the difference between the two rule set a short numerical study is presented in
this chapter. The numerical study will focus on comparing design loads and plate thick-
ness for the two different rule sets. The comparison will be performed only for the bow area.
The class rule requirements is functions of different hull parameters such as displacement,
frame spacing and hull shape angels. In this comparison geometry from KV Svalbard has
been used to give numerical values to the equations. However, since KV Svalbard already
has a given class, some of the input parameters are made up.
It is important to keep in mind that the two rule sets are based on different approach
of analysis, and the results are therefore not expected to be directly comparable. All rule
requirements given are net requirements, i.e. additional requirements due to corrosion etc.
are not included. The classes that is used in this numerical comparison is PC-1, PC-2,
PC-3, PC-5 and PC-7 from the IACS rules, and POLAR-30, POLAR-20 and POLAR-10
with and without Icebreaker notation from the DNV rules.
6.1 Design load
The design loads from DNV and IACS are based on two completely different theories, and
it is therefore of interest to see how the two different requirements compares. Local ice
pressure is the governing factor for scantlings requirement, and will be the main focus in
this section.
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Figure 6.1: DNV design loads
6.1.1 DNV design load
The design pressure is a function of the basic local pressure, and from equation 5.5 in
previous chapter we can see that the basic local pressure is directly proportional to the ice
crushing strength. Ice crushing strength σice is only dependent on the ice class, this can
be found in table 5.2. Applied design load is therefor only dependent on the selected ice
class.
Considering equation 5.6 for design pressure, the factor FB accounts for the effect of contact
area and is defined in equation 5.7. The size of the contact area has an important influence
on the design load, and the contact area will vary from different vessels. If considering
only one specific plate field the design load is only depending upon the class.
Figure 6.1 shows the DNV design load when considering a specific plate field from KV
Svalbard. Higher ice class results in higher design loads which again results in higher
structural requirements. The same plate field is used when calculating the different loads
design loads using IACS rules. Since ice crushing strength for vessels with and without
class notation Icebreaker is equal, the design pressure is equal for both notations.
6.1.2 IACS design load
Local ice pressure in the IACS rules is given by equation 5.11 in previous chapter. How-
ever, the pressure used in the scantling requirement are only depending on Pavg as defined
in equation 6.1. b and w in the equation defines contact area. To simplify the different
formulas IACS has introduced many class factors that is listed in tables, and the average
pressure is depending upon all the class factors given in table C.6 except the Longitudinal
Class Factor (CFL). The factors take into account all the different parameters such as ice
thickness, ice strength, hull form, ship size and speed. The main focus in this section is
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Polar
Class
Crushing
Failure Class
Factor (CFC)
Flexural Fail-
ure Class Fac-
tor (CFF )
Load Patch
Dimensions
Class Factor
(CFD)
Displacement
Class Factor
(CFDIS)
Longitudinal
Strength
Class Factor
(CFL)
PC-1 17.69 68.6 2.01 250 7.46
PC-2 9.89 46.8 1.75 210 5.46
PC-3 6.06 21.17 1.53 180 4.17
PC-4 4.5 13.48 1.42 130 3.15
PC-5 3.1 9 1.31 70 2.5
PC-6 2.4 5.49 1.17 40 2.37
PC-7 1.8 4.06 1.11 22 1.81
Table 6.1: Class factors used in IACS rules
limited to local ice pressure.
Pavg =
F
b · w (6.1)
Figure 6.2 shows the design loads for the polar class using IACS rules. As opposed to
the DNV rules, design load is proportional to the displacement when using IACS rules,
and design pressure is therefore presented versus vessel displacement. It is clearly that
displacement influences the design load, this is because they have used a energy model
based on kinetic energy to find the design pressure.
6.1.3 Comparison of DNV and IACS design loads
Figure 6.3 show a comparison of DNV and IACS design loads for the selected classes. As
mention, DNV design load will be constant when considering a specific plate field. Despite
that the rules are based on two completely different design principles, the applied design
load is in the same range.
The DNV design load seems to be somewhat smaller than the IACS loads, especially
for vessels with large displacement. Comparing the design loads for KV Svalbard that
have a Icebreaker POLAR-10 class in DNV, a class between PC-2 and PC-3 from IACS is
comparable, illustrated in figure 6.3. The difference in design load could be explained with
the fact that DNV rules are based on elastic analysis, and will typically underestimate the
resistance compared with a plastic analysis.
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Figure 6.2: IACS design load
Figure 6.3: Comaprison of DNV and IACS design load
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6.2 Plate thickness requirement
The plate thickness requirement is derived to resist design pressure for selected class. DNV
and IACS uses different theories of analysis to find the thickness requirement, as described
in chapter 5.4.
Figure 6.4 shows the comparison of plate thickness as function of vessel displacement.
Only the higher class from IACS is covered in this figure, the lower one has obvious smaller
thickness than the ones given. The plate used for investigation is taken from KV Svalbard
together with geometry such as hull shape angels.
The DNV plate thickness requirement is as given in equation 5.17
tnet = 23ka
s0.75
h0.250
√
kw p0√
mp σf
(6.2)
The IACS plate thickness requirement is as given in equation 5.19
tnet = 500s
√
AF · PPFp · Pavg
σF
1
1 + s/(2b) (6.3)
If we first consider a vessel with small displacement (<20[kt]) the requirements from DNV
is quite high compared with the rules from IACS. For a vessel with larger displacement the
plate thickness is comparable. The space between different DNV classes are considerably
smaller compared with the IACS rules.
For both class rules, it seems that the design pressure is the governing factor. The shape
of the required thickness curve in figure 6.4 from the IACS rules are similar to the design
load curve.
6.3 Summary
This chapter presented a short numerical comparison of design loads and required plate
thicknesses using class rules from DNV and IACS. The two sets of rules depends on two
different design principles, and a numerical comparison is therefore more suitable to illus-
trate the difference between the rule sets.
Design load using the two different rules as illustrated in figure 6.3, shows that the IACS
rules are generally higher for vessels with large displacement. The dependence of the vessel
displacement is notable in the IACS rules, while for the DNV rules design load is indepen-
dent on displacement. The IACS rules are typically most conservative for larger vessels
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Figure 6.4: Comparison of plate thickness DNV and IACS
with large displacement, while the DNV rules are conservative for smaller vessels with
small displacement.
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Chapter 7
Estimation of Ice Resistance of Ships
The literature has provided a wide range of equations to estimate ship resistance in ice,
but the quality of these formulas can be discussed. In general they are based on experience
and observation of ships in service.
In this section a review of two formulations for estimation of ice resistance for ship will be
presented. The methods is based on parameters that is easy accessible. The first formula-
tion is collected from the paper a straightforward method for calculation of ice resistance
of ships (Lindqvist, 1989)[11]. This paper also describes the ice breaking process in a
physical and understanding way by identifying and simplify the problem. The second is
a modification of the previous formulations given in the report performance of merchant
vessels in ice in the Baltic (Kaj Riska, 1997)[17]. These two formulations will later be
quantified and compared with resistance estimations from KV Svalbard that is a later part
of this thesis.
Usage of these inexpensive analytical models can give an early estimation of the ice re-
Figure 7.1: KV Svalbard in ice
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Figure 7.2: The forces acting in Ice breaking
sistance and most important, the power requirement. In future, as the knowledge of the
physics behind icebreaking advances and more experience has been gathered, one can ex-
pect greater reliability from these types of formulation.
7.1 Lindqvist
This is a short review of the formulation Lindqvist published in his paper[11]. The approach
used by Lindqvist is to identify the main components in the resistance and approximate
the contribution with simple physical formulas. With this simplified approach, it is also
easy to show how resistance is affected by main dimensions and hull form.
Lindqvist has not included all resistance components to describe the ice breaking pro-
cess, but he has chosen the components that are generally accepted as dominating. The
components that are included in his formulation of ice resistance are breaking, crushing
and resistance due to submersion (buoyancy and frictional forces) together with the effect
of speed.
7.1.1 Crushing
Crushing of ice occur almost continuous at the stem for a wedge-shaped icebreaker. It is
observed that the force never grows large enough to break the ice in bending at the stem.
This is due to the geometry of the bow and the undamaged ice, whereas further astern
we will have cracks due to the interaction with the stem. It is difficult to determine the
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magnitude of this force, and no exact formulation appears to exist.
Fv =
1
2σb ·Hice (7.1)
In Lindqvist method this force is based on an intelligent guess. He estimates the average
vertical force acting on the ice based on bending strength of ice, equation 7.1. With
analysis of the force components Lindqvist came up with the following resistance force due
to crushing
Rc = Fv ·
(
tanφ+ µ · cosφcosψ
)
/
(
1− µ · sinφcosψ
)
(7.2)
7.1.2 Breaking by bending
Ice is best broken in bending, and it is clearly that this will happen at the bow some dis-
tance from the stem. The bending failure of the ice is initiated by crushing and shearing.
As the ship hits a sharp edge of ice, the edge is crushed until the force is big enough to
shear away a small piece of ice. The plane of failure is close to the contact area and the
crushing of the edge will continue. The process with crushing and shearing continues and
results in increased contact area with the ice. This process will continue until the force
transmitted through the area is big enough to cause the ice to fail in bending.
The method by Lindqvist tries to describe the breaking process (as mention above) math-
ematical by using different assumptions. The mathematical calculation of the process will
not be presented here, but the calculation is generally based on simplifying the problem.
The required vertical force for breaking the ice is assumed and the force acting will increase
linearly. The average vertical force necessary to break off one ice piece is then derived based
on the assumption mentioned. Further this expression is used to find the total breaking
resistance for the whole ship.
Rb = 0.003 · σb ·B ·H3/2ice ·
(
tanψ + µ · cosφsinα · cosψ
)
/
(
1 + 1cosψ
)
(7.3)
The resulting expression for the breaking resistance gives some interesting values. First,
the resistance is proportional to the ice thickness to the power of 1.5, which is very realistic
value. Further is the resistance very dependent on the breaking angle psi which makes a
bad performance to a wedge-shaped bow in thick ice.
7.1.3 Submersion
When a ship is running in level ice and the ice starts to break at the bow, ice floes starts
to flow along the buttock lines of the ship. As ice is lighter than water, the buoyancy force
Anders Madsen 41
7. Estimation of Ice Resistance of Ships
starts to create motion upwards. When the ice floes are lifted against the hull they give
resistance through normal forces and friction.
When calculating the friction part of the submersion resistant, Lindqvist has assumed
that the bow will be completely covered in ice and the bottom to be covered 70% of the
length of ship. This knowledge is obtain threw observation of model tests and underwater
observations of full-scale tests.
The mathematical expression for the submersion resistance is calculated by separate the
loss of potential energy and frictional resistance. Loss of potential energy is estimated
based on that the ice is evenly distributed along the ship. Further is the submersion draft
for the ice floes under the ship equal to the ship draft, and the submersion draft for the
side is assumed to be half the draft. When energy is described as force times distance
Lindqvist made an approximation for the loss of energy.
The frictional resistance that is caused by the floes sliding along the hull is estimated
by the lifting force from the density difference between water and ice and the frictional
coefficient. Using approximation for the contact area described above an approximation of
the submersion resistance is obtained:
Rs = (ρw − ρi) · g ·Hice ·B ·
{
T B+T
B+2T +
µ
[(
0.7− Ttanϕ − B4 tanα
)
+ T cosϕ cosψ
√
1
sin2ϕ +
1
tan2α
]} (7.4)
7.1.4 Speed
The breaking and submersion resistance have been estimated using relatively simple the-
ory. How the speed will affect the resistance components are more uncertain. Many factors
are suggested to influence the total resistance due to speed of the vessel. Such factors are:
increase of breaking resistance, increase of submersion resistance, acceleration of ice floes,
ventilation of ice floes and viscous drag. How much each factor influences the resistance is
not known, but the resistance seems to increase fairly linearly with the speed. The total
resistance is then obtained:
Rice = (Rc +Rb) ·
(
1 + 1.4 · v√
g ·Hice
)
+Rs ·
(
1 + 9.4 · v√
g · L
)
(7.5)
The method presented by Lindqvist gives an easy method of calculating the ice resistance.
This formula is not a scientific explanation of the icebreaking process but a tool in the
design process. The formula takes account of friction and hull geometry of the ship, which
differs from many earlier formulations.
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7.2 Riska
The ice resistance formulation published by Kaj Riska et el.[17] aimed to obtain the required
powering for vessels operating in the Baltic Sea. With sufficient powering the transporta-
tion in winter time can be quick and continues without extensive use of ice-breakers. The
work was a result of a five year program supported by the Finnish and Swedish Maritime
Administrations.
The work was carried out together with an extensive collecting campaign during the five
years of the program. The resulting formulation of ship resistance in level ice was then
developed based on earlier formulations and calibrated with the new data obtained from
observations of Finnish vessels.
The aim of the program was not only finding the resistance in level ice but an exten-
sive effort was also put into developing formulation of resistance in old navigation channel.
This is of great importance in the Baltic where the most common ice condition is nav-
igating in these old channels. This section will only focus on the resistance in level ice.
Figure 7.3: Ferry breaking ice in the baltic sea
7.2.1 Level ice resistance
The formulation of ice resistance in level ice that Riska(1997) published are based on
the assumption that the open water and ice resistance components can be separated and
superimposed to obtain the total resistance.
RT = Row +Ri (7.6)
The open water resistance is usually very small compared with the ice resistance in ice-
breaking speed so ignoring the cross coupling between ice and hydrodynamic forces does
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Figure 7.4: Ice resistance versus ship speed deduced from full scale tests
not lead into significant error.
Ice resistance is defined as the average value of towing force. When testing ship, the thrust
is increased until the ship starts to move, then if the thrust is not reduced, the ship will
speed up to a higher speed. This is because the ice resistance is higher at zero speed than
at very low speeds. As the thrust further increases, the ship speed increases approximately
linearly, as illustrated in figure 7.4.
The main ice parameter that will influence the level ice resistance is the ice thickness.
Ice strength, density and friction between the ice and ship will also naturally influence, but
the values of these can be assumed to be constant when estimating ice resistance for a area.
The parameters used in Riska’s formulation can be divided into three groups. The first is
the external parameters: ice thickness and ship speed. The two other groups describe the
shape and size of the ship. The resulting equation for ice resistance is split into parts and
the parameter dependency of each part is determined. The ice resistance and functions is
as given
Ri = C1 + C2v (7.7)
where
C1 = f1
1
2 T
B
+ 1
B LparHi + (1 + 0.021φ)(f2BH2i + f3LbowH2i + f4LbowHi)
C2 = (1 + 0.063φ)(g1H1.5i + g2Hi) + g3Hi
(
1 + 1.2T
B
)
B2√
L
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f1, f2, f3, f4, g1, g2, g3 = constants
To find the constants in the formula above Riska has modified already existing formulations
from Ionov and Lindqvist. As the formulations shows, the speed dependency is assumed
to be linear. If this is a good assumption is not mention, but Riska emphasizes that based
on the scatter in the data available at the time no other form is appearing.
The formulations derived by Riska can be important when deciding the design require-
ments and power requirements. This formulation is based on previous formulations but
modified, and does not give a scientific explanation of the icebreaking process. Simpli-
fications is also made in order to only be dependent on main dimensions and the stem
angle.
7.3 Comparison
The formulas presented will give a good prediction of the ice resistance. This kind of
formulations can be a important tool when estimating required power consumption in a
early stage of the design process. Riska’s method is based on different formulation, among
them is Lindqvist’s formulation. To see how the formulations perform and if they are
comparable, a numerical comparison is done. The main parameter from the coastal vessel
KV Svalbard is used in this connection to quantify the ice resistance, see table 7.1. The
main difference between Riska’s and Lindquist’s formulation is the ice parameters, Riska
has fixed these parameters based on experience while in Lindqvist’s formulation they can
be given by the user. When comparing the formulations the ice parameters are selected
according to those given in Riska’s study.
Looking at figure 7.5 and 7.6 the calculated results are comparable in most cases when
the ice is thin (hi < 1m). When the ice is thicker Lindqvist’s formulations give a slightly
higher resistance. It is possible that Lindqvist overpredicts the resistance, but without the
true ice resistance for vessel it is not to possible to make a conclusion. Riska’s formulation
is of newer date and has been modified through an extensive validation program in the
Baltic. Since the formulation by Riska is developed and validated in the Baltic, it is also
expected a slightly difference in the result because of local conditions.
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Description Symbol Value
Ship length between perpendiculars [m] Lpp 89
Length of parallel midbody [m] Lbow 27.2
Length of the bow at waterline [m] Lpar 36.3
Ship breath [m] B 19.1
Ship depth [m] D 10.8
Ship draft [m] T 6.5
Ship displacement [t] ∆ 6530
Bow shape angles [deg] α 35.0
φ 34.0
ψ 34.3
Hull/ice friction µ 0.15
Ice strength [kPa] σ 500
Difference in density (water/ice) [kg/m3] ρ∆ 125
Table 7.1: Main properties of KV Svalbard used in the comparison
Figure 7.5: Ice resistance comparison Riska vs Lindqvist, different ice thickness
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Figure 7.6: Ice resistance comparison Riska vs Lindqvist, different speed
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Chapter 8
Measurement System for KV
Svalbard
This chapter contains a short presentation of the Ice Load Monitoring system (ILM)
mounted onboard the coast guard vessel KV Svalbard illustrated in figure 8.1. The system
was mounted as a part of the project run by Det Norske Veritas. Other measurement
systems which are not a part of the ILM system, but are used later in this thesis is also
mentioned.
The hull monitoring system installed on KV Svalbard is a prototype of a planned Ice Load
Monitoring system. The system installed during the voyage in March 2007 included only
the three first components of the five following items.
1. Fiber Optic sensors to measure the strain at selected frames. The actual ice load is
then possible to measure.
2. Electro Magnetic equipment to measure the thickness of the ice at the bow.
3. Necessary software and a computer to analyse and display measured data at bridge.
Figure 8.1: The Ice Load Monitoring system (ILM)
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(a) Location (b) Mounting
Figure 8.2: Frames instrumented with sensors
4. Utilize meteorological and satellite data and apply this data on the electronic chart.
5. Update and display the ice information continuously.
8.1 Fiber Optic strain sensors
Evaluation of the actual load on the hull is identified as one of the major uncertainties when
operating a ship in ice. To measure the actual load, fiber optic strain sensors have been
mounted onboard KV Svalbard. Fiber optic strain sensors are used because the advantages
over an electrical alternative. This sensors offer high sensitivity and sampling rate, they
are also relatively easy to install and have good resistance toward water, chemicals and
electromagnetic interference. A total of 66 strain sensors where installed on 9 critical
frames mainly in the bow area. The location of the strain sensors is indicated in figure 8.2.
8.2 Electro magnetic ice thickness measuring device
This section gives a short review of the technical report Ship-borne sea ice thickness electro-
magnetic measurements[15] with emphasize on method description and accuracy. A more
detailed explanation of the system can be found in the reference.
The ice thickness measurement system is composed of two instruments, an Electro Mag-
netic (EM) instrument to measure the distance between the EM system and the water
surface dEM , and a laser or a sonic altimeter to determine the height of the EM system
above the ice surface dSonic, shown in figure 8.3. The ice thickness Zi is then obtained
as the difference between those two measurements. The thickness measured is the sum of
snow plus ice thickness since the sonic measures the distance to the surface.
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(a) Principle of EM instrument (b) Measuring device mounted in the bow
Figure 8.3: Measuring of ice thickness[15]
Zi = dEM − dSonic (8.1)
8.2.1 Method description
The EM instrument sends out an EM sound to measure the electrical conductivity structure
of the underground. The underground is composed of a sea ice layer above a deep sea water
layer. Since the conductivity of sea ice is very low the EM field penetrates the ice layer
almost unaffected into the underlying sea water. Sea water has high conductivity which
will be sensed by the EM instrument.
8.2.2 Accuracy over level ice
The accuracy of the EM ice thickness measurement depend on the sensitivity of the instru-
ment, the actual ice thickness, instrumented height above the water surface and problems
due to special situation in front of the ship. Thickness measurements is also strongly de-
pendent on accurate calibration. The calibration will only be valid for a certain area, and
open water of at least 50 meter in diameter is recommended to calibrate the EM.
The sensitivity of the instrument decreases with increasing instrument height above the
water. This means a higher installation height or greater ice thickness results in a weaker
signal. With an instrument height of 4m above ice surface and a thickness of 2m still can
be measured with an accuracy of 0.1m.
In front of the ship, ice conditions are normally very variable. The ship passes often
small floes or cracks which can result in numerous deviations of the ice thickness from the
real ice thickness. Cracks in front of the ship might be seen by the sonic instrument, but
not by the EM. These can under- or overestimate the true ice thickness. The thickness
of pressure ridges gives the most inaccurate measurements over deformed ice. Because
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Figure 8.4: Different parameters measured onboard KV Svalbard
pressure ridges is rafted ice blocks that are unconsolidated they have a large porosity and
a mixture of ice blocks and water. This highly increases the conductivity resulting in a
underestimating in the maximum thickness.
8.3 Other measurements
KV Svalbard is equipped with many other sensors in addition to the ILM system. The
most important parameters that used in this thesis are
• Vessel speed over ground
• Course over ground
• Ice thickness
• Power from Azipods
• Angles of Azipods
RPM, sea water temperature and ship motion is other parameters that also is available
but not used in this thesis.
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Chapter 9
Collected Data from KV Svalbard
This chapter presents the collected data that is used further in this thesis. They were
collected in connection with research work done with KV Svalbard around Spitsbergen for
a total of two weeks in late March 2007(19.March - 31.March 2007). During seven of this
days from 22nd to 28th March 2007 KV Svalbard was operating in ice covered waters in
Storfjorden and the Barents Sea. This chapter picks out data sequences of interest from
the collected data. Additionally a section discussing the quality of the collected data and
variations in ice thickness measurements. This chapter is inspired by Chapter 5 - Collected
Data from Ice Action and Response Monitoring of Ships by Øyvind Espeland[22].
9.1 Sequences of Interest
In order to find data of particular interest for further analysis, a screening of the collected
data is necessary. Favourable sections should have speed, power, heading and ice conditions
that are not fluctuating. For this reason, the screening process focused on finding intervals
with acceptable stable conditions.
9.1.1 Screening
The screening tries to separate interesting parts of data from parts with less relevance for
estimation of resistance. Each day from March 22nd to March 28th is shortly described
based on field reports and measured data, and sequences of interest are pointed out. The
sequences of interest is presented in 10min length with mean values and standard deviation.
53
9. Collected Data from KV Svalbard
March 22nd
KV Svalbard transit northward through Storfjorden March 22nd, ice condition consist
of refrozen polynya with low ice concentration and mostly nilas with small thickness[15].
Since the thickness sensor was not calibrated correctly until this day, no investigation of
measurements from March 22nd is done.
March 23rd
This day the ice conditions are reported as rafted and ridged nilas with ice thickness around
50cm. After investigating the measurements from this day no interesting sequences was
found, only small transfer in low speed was registered. No data from this day will be
included in further analysis.
March 24th
The morning on March 24th KV Svalbard navigated through concentrated fast ice with a
thickness around 60 cm[14]. Several promising intervals were found during the first hour,
but the best interval found is between 05:08-05:38. The mean ice thickness from this in-
terval is registered between 47–89cm, which agrees with the observed ice conditions.
Interesting shorter periods were also found scattered throughout the day. The ice con-
ditions changed during the day, and mean ice thickness higher than 1.5m was measured.
Reported ice conditions described heavily ridged ice resulting in that the vessel gets stuck
with all engine running at full speed[15]. The speed is relative constant for each sequence,
but the mean speed is varying from 0.71–3.39m/s for all sequences of interest from March
24th. Mean power is also constant for many of the sequences apart from the first two, and
it generally seems that mean power increases with higher thickness. The selected sequences
of interest with standard deviation is given in table 9.1, used further in the analyses.
March 25th
In the start of the day maneuver tests were carried out in fast ice in Freemansund. The
speed and heading is therefore not stable, and this part of the day is not included further
in the analysis. The rest of the day ice conditions were varying from thin pancake ice to
parts that were heavily ridged[14]. Mean speed for the selected sequences varied between
2.23–3.32m/s with low standard deviation. Further is the mean power very stable with low
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March 24th Mean power Std Mean speed Std Mean ice Std
05:08-05:18 1953 937 1.96 0.38 0.47 0.44
05:18-05:28 2997 710 2.29 0.18 0.63 0.48
05:28-05:38 3479 34 1.82 0.24 0.89 0.43
14:04-14:14 3231 65 3.18 0.17 0.45 0.20
14:29-14:39 3556 47 3.39 0.21 0.53 0.34
14:40-14:50 3587 73 1.26 0.56 1.32 0.25
14:50-15:00 3617 30 1.22 0.41 1.22 0.42
15:30-15:40 6656 121 0.71 0.15 1.68 0.34
15:55-16:05 9671 179 1.31 0.58 1.53 0.25
Table 9.1: Sequences of interest for March 24th
standard deviation, and the mean ice thickness is spanning from 5–131cm. The interesting
sequences that was found is included in table 9.2.
March 25th Mean power Std Mean speed Std Mean ice Std
16:00-16:10 2546 24 3.13 0.07 0.41 0.19
16:10-16:20 2743 178 3.12 0.10 0.39 0.21
16:20-16:30 2854 39 3.17 0.11 0.45 0.22
16:45-16:55 3597 100 2.33 0.25 1.21 0.58
16:55-17:05 3557 115 2.23 0.30 1.31 0.64
17:05-17:15 3716 20 3.02 0.10 0.87 0.37
17:32-17:42 1976 31 3.32 0.11 0.05 0.22
Table 9.2: Sequences of interest for March 25th
March 26th
Through March 26th the ice conditions was varying, but the best data are found between
19:00 and 21:15. The speed for the different sequences are varying from 2.05–3.17m/s with
with general low standard deviation. Ice thickness is stretching from 41–141cm, and the
mean power seems to increase with ice thickness. Sequences of interest are given in table
9.3.
March 27th
The vessel stayed anchored to the floe the whole day, so no thickness data were measured
this day[15].
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March 26th Mean power Std Mean speed Std Mean ice Std
19:00-19:10 5330 761 2.33 0.60 1.41 0.82
19:10-19:20 2331 73 2.60 0.25 0.92 0.43
19:20-19:30 2250 56 2.35 0.12 0.94 0.42
19:30-19:40 2407 59 2.85 0.18 0.65 0.36
19:40-19:50 2470 29 3.05 0.09 0.51 0.26
19:50-20:00 2466 47 3.07 0.11 0.44 0.29
20:00-20:10 2488 64 3.17 0.19 0.41 0.49
20:10-20:20 2292 39 2.49 0.13 0.95 0.37
20:20-20:30 3144 679 2.41 0.26 1.14 0.39
20:30-20:45 3727 136 2.79 0.28 0.93 0.55
20:45-20:55 4717 714 2.33 0.51 1.33 0.82
20:55-21:05 4422 1365 2.12 0.38 1.29 0.77
21:05-21:15 2934 752 2.05 0.22 1.04 0.69
Table 9.3: Sequences of interest for March 26th
March 28th
March 28th was the last day of the voyage, KV Svalbard headed north through 90-100%
first year ice mainly with big level floes. The speed variations made it difficult to find
usable sequences, and therefore no measurements are used from this day.
9.2 Quality of measurement
This section discusses shortly the quality of measurement used from KV Svalbard collected
during the voyage in late March 2007. Power, speed and ice thickness measurements makes
the basis for resistance formulation presented in chapter 10, and the quality of data should
therefore be discussed.
9.2.1 Power measurements
Measurements of power output is assumed to be quite accurate, and the measured values
are stable and does not fluctuate much. When the vessel is at rest the recorded power still
gives a positive value, but in comparison with recorded power at full speed, a error around
1% is neglectable.
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9.2.2 Speed measurements
Speed is measured with GPS, where speed is calculated based on positions. This means the
speed over ground is quite exact, but in many cases this is not equal to the relative speed
due to drift. The contribution from drift to the relative speed is assumed to be neglectable.
Measured speed over ground is therefore a good approximation for the relative speed.
9.2.3 Ice Thickness Sensor
Ice thickness is one of the most important parameter when dealing with resistance in ice,
but also the one most difficult to measure. The validity of the ice thickness measurements
done during the voyage in March 2007 is questionable. For instance is negative values
found which is physical impossible and should be investigated. This section will discuss
the validity of the collected ice thickness and present possible explanations.
Calibration error and sensor uncertainties is a natural source of error. The accuracy of the
electro magnetic ice thickness measuring device was discussed in section 8.2. Assuming an
instrument height of 4 meters over an area between 12 m2 and 16 m2 a accuracy of the
measurements is about 0.1m in level ice. The accuracy is expected to be lower for pack
ice. Other source of error, also mention in section 8.2, is motion of the ice sensor, uneven
ice sheet, submerged ice features or ice crack in front of the measuring device.
The model outlined to describe resistance in ice, reviewed in chapter 10, is based on
average ice thickness. Small errors or deviation will therefore not influence the average
value notable. Calibration errors or other source of measuring error that gives a constant
deviation is on the other hand not desirable, and can result in bad results. Based on the
data available it is difficult to give an estimate of the total error of the measurements. In
many cases ice thickness can be measured relatively good, but it should be kept in mind
that ice is not only a length parameter also strength parameter.
Distribution of ice thickness
To illustrate how much the ice thickness can vary for a given time, the sequences fromMarch
26th were picked and plotted in a density plot, see figure 9.1. This sequence selected was
chosen due to stable speed and relative constant ice thickness. The figure displays all the
ice thickness samples obtain between 19:00 and 21:15, and the mean ice thickness is equal
to 0.92 m with standard deviation 0.63 of for the hole sequence. Observing negative values
in the time series is clearly measurement error, but they are few and the deviation from
zero small.
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Figure 9.1: Ice observations from March 26th
A log-normal distribution is fitted to the positive data. This is suggested as a model for
level ice observations[22]. The suggested distribution is a skewed to the left, this indicates
that the observations are slightly higher than the level ice model.
9.2.4 Summery of screening and quality of measurements
The screening process of this data has identified different intervals of interest from the
voyage. Sequences from three of the days were pointed out based on stable conditions and
reported ice conditions. These sequences are recommended for further analysis. Since the
measurements are used for estimating the resistance in ice, the quality of the measurements
used is discussed.
Power and speed measurement is found to be quite accurate, while the ice thickness mea-
surements are questionable. In calm weather with level ice and correct calibrated mea-
surement equipment the accuracy should be good, but the conditions during the voyage
with ice ridges and different types of floes and openings the accuracy is lowered. If the
ice thickness is underestimated or overestimated is difficult to conclude, but studying the
mean thickness and density distribution of ice thicknesses for the different sequences and
compare with manual observations, it seems like the mean ice thickness is over predicted
for some sequences. The ice thickness is however been regarded as applicable for this the-
sis, but an uncertainty to the results of the ice thickness measurements should be kept in
mind.
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Chapter 10
Resistance Formulation
As the growing Russian oil and gas market opens to western markets the number of ships
strengthened for ice breaking operations will increase. This include ship types as ice break-
ers, offshore support ships, oil tankers, LNG transport, bulk carriers, and to some extent
also container carriers and passenger cruise vessels. The ice resistance can be an impor-
tant parameter e.g. in order to estimate the additional transportation cost for arctic as
compared to non-arctic areas. The following chapter presents how ice resistance can be
estimated based on available measurements of ice thickness, speed and power.
When a ship proceeds in ice a resistance arises when the ship crushes and breaks ice
floes, turns them parallel to the ship hull and forces them to slide down and eventually up
along the hull. The forces have large variations in time partly because the breaking process
is not continuous. Ice resistance is defined as the average value of the instantaneous total
force, see figure 10.1.
The parameter that can be measured continuously is the power required to proceed in
a certain ice condition with a constant average speed. The propulsion power is a good
Figure 10.1: Ice resistance is an average force
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Figure 10.2: Time variation of force during collision and average force
parameter to use when estimating ice resistance because the ship performance in ice is
strongly related to the output power.
10.1 Conservation of energy
The law of conservation of energy is an empirical law of physics. It states that the to-
tal amount of energy remains constant over time in an isolated system. This means that
energy can neither be created or destroyed, it can only be transformed from one state to
another. A way to transfer energy into or out of a system is do work on the system from
the outside. Assuming this is the only method of energy transfer the law of conservation
of energy becomes
Wext = ∆Esys (10.1)
Where Wext is the work done on the system by external forces and ∆Esys is the change in
the system’s total energy. This theorem is a powerful tool for studying a wide variety of
systems.
10.2 Average Force
Figure 10.2 shows the time variation of the magnitude of a typical impulse load. During
the time of the impulse load ∆t = tf − ti the force is large. The impulse ~I of the force is
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defined as
~I =
∫ tf
ti
~F · dt (10.2)
The average force for the interval ∆t = tf − ti is defined as
~Fav =
1
∆t
∫ tf
ti
~F · dt (10.3)
The average force is the constant force that gives the same impulse as the actual force in
the time interval ∆t. Ice breaking induces impulse forces when the ice sheet repeatedly
breaks, and based on equation 10.3 the average force can be calculated. The proposed
formulation in this chapter uses the average force delivered by the propulsion system with
corresponding ice thickness to estimate the average resistance force.
10.3 Resistance Formulation
Using the law of conservation of energy for estimating resistance in ice of a ship, an isolated
system has to be defined. Choosing the ship as the system makes it is easy to determine
the energy into or out of the system. The total forces done by all the forces WTotal equals
the change in kinetic energy of the system ∆EK,sys.
WTotal = ∆EK,sys (10.4)
The change in kinetic energy in the system can be derived from Newton’s second law of
motion, equation 10.5. Net force is allowed to change magnitude as long as the system is
rigid. M is the displacement of ship, and v is the velocity of the ship at a given point in time.
WNet =
s1∫
s0
FNet· ds =
s1∫
s0
Ma· ds
=
s1∫
s0
Mv · dv
ds
· ds =
v1∫
v0
Mv· dv
= M
v1∫
v0
v· dv = M · v2|v1v0
= 12Mv
2
1 − 12Mv20
(10.5)
The total work done on the system is equal to the difference between work from propeller
and work from resistance.
WTotal = WThrust −WResistance (10.6)
Anders Madsen 61
10. Resistance Formulation
Figure 10.3: Equilibrium between resistance and thrust when speed is constant
Thrust from the propellers is not usually measured because it requires advanced measuring
instruments, however power delivered to the shaft is common available parameter. The
power describes the rate at which work is performed or energy converted. For a ship
driven by propeller thrust, power is the rate which the mechanical work from the shaft
is converted. The integral of the power usage for a period of time gives the amount of
work performed to overcome the resistance for that period. Work done by the resistance
is assumed equal to the work done by the thrust
WThrust ≈
∫ t1
t0
POutput · dt (10.7)
Inserting equation 10.8 into equation 10.6 and inserting the change in kinetic energy for
WTotal which describes net work, we get the following relation.∫ t1
t0
POutput · dt−WResistance = 12M
(
v21 − v20
)
(10.8)
Relocating equation 10.8 to get the resistance term, resistance now is equal to the sum of
work done by the thrust and the change in kinetic energy.
WResistance =
∫ t1
t0
POutput · dt+ 12M
(
v20 − v21
)
(10.9)
A formulation of the work done bye the resistance for a sequence is found in equation 10.9.
Dividing the work done by the resistance with the distance the system has moved gives the
average resistance force for the selected sequence as given in equation 10.10. The distance
the system has moved can be calculated by integrating the vessel speed over the sequence
time, as in equation 10.11.
FResistance,seq =
WResistance,seq
∆Sseq
(10.10)
∆Sseq =
∫ t1
t0
v(t) · dt (10.11)
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Figure 10.4: Time sequence illustrated
Figure 10.4 shows briefly how the resistance can be calculated from available measurements.
In this illustration a sequence length of 10 minutes or 600 seconds is selected.
10.4 Summery
Based on the law of conservation of energy a formulation is outlined to estimate the resis-
tance for a particular case. The formulation uses the parameters ice thickness, speed and
power in the estimation, parameters that also is measured onboard KV Svalbard during
the voyage in March 2007. The formulation outlined simplifies the ice breaking problem,
but the estimations should give reasonable prediction for a given ship if the quality of
measurements is good.
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Chapter 11
Processing of Collected Data
The previous chapter derived a formulation using energy conversation to estimate resistance
in ice based on measurements of speed, ice thickness and power. During the scientific voyage
with KV Svalbard late in March 2007 measurement from the Ice Load Monitoring system
(ILM) were saved for later processing and related research. The measurements collected
during this voyage is summarized in chapter 8, further is sequences of interest picked out
as described in chapter 9. This chapter will use the sequences of interest found in chapter
9 and the proposed model to estimate the resistance for KV Svalbard in ice.
11.1 MATLAB System
Data that was received contained measurements from different sensors on board KV Sval-
bard. The different storage files received and belonging parameters is given in table 11.1.
Measurements were collected at different frequency, and due to relatively high sampling
frequency MATLAB was used to handle the large amount of data. The following section
gives a short description of how the data was managed in MATLAB.
11.1.1 Screening
A simple screening script was made to visualise the measurements and find sequences of
interest for further analysis. The screening process was done manually and therefore time
consuming. Sequences of interest was found, and different scripts was made to analyse the
data further.
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Sensor Parameter
Azipod sensor AZ1RPMSetpunkt
AZ1RPMAktuell
AZ1Angleactual
AZ1AngleCommand
AZ1Power
AZ2RPMSetpunkt
AZ2RPMAktuell
AZ2Angleactual
AZ2AngleCommand
AZ2Power
Ice sensor IceThickness
Navigation sensor Latitude
Longitude
Speed Over Ground
Course Over Ground
Table 11.1: Measurements received
11.1.2 Loading and selecting data
To process the measured data it was loaded from files into MATLAB, a simple script was
made for this purpose. All measurements was further loaded into different matrix’s where
they were easy accessible for other scripts. Despite that the measurement have different
sampling frequency, a time and date tag is linked to the measurements to keep track. Using
the tag made it easy to find sequences of interest and pick them out from the different
matrixes.
11.1.3 Processing and analysing
No additional processing or filtering is done with the data received. An attempt to down-
sample the measurements was done, but it was concluded that is was unnecessary. Further
is different scripts and functions made for generation of plots and other repeated tasks.
The script used to analyse the sequences of interest using the proposed formulation from
previous chapter saves the results to an excel file for further process of the result. To
solve the integrals in the proposed formulations a trapezoidal rule that is implement in
MATLAB was used.
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11.2 Results
This section will presents the results from the analysis run in MATLAB. The result is
presented for each day of the voyage with sequences of interest. The results from each
day will be shortly commented. Further in next section, the results are compared with
existing formulation of ice resistance. Fitting of statistical models to the calculated data
is discussed in later chapter 12.
11.2.1 March 24th
The results using sequences of interest from March 24th are illustrated in figure 11.1 and
11.2. 10 minutes long sequences were used in the first analysis, while in the second analysis
the sequence length was reduced in half. The resulting resistance force that is calculated
shows a clear trend to increase with increasing mean ice thickness. As commented in
chapter 9 and as illustrated in the figures, the vessel encounter heavily ridged ice during
this day which resulted in high resistance. Since the vessel got stuck in ridged ice, it is
uncertain if the results from the sequences with heavy ridges can be used later as a model
for continuous resistance in ice.
Dividing the already 10 minutes long sequences into 5 minutes long sequences can be
useful in many ways. First, the number of data points increases which is an advantage
for statistical analysis of the data. On the down side it is expected that further dividing
will increase the scatter of the data. The length of the sequences should be chosen in such
way that a clear trend is formed. Inspecting the results from March 24th, sequences with
length of 5 minutes is acceptable. Further dividing into shorter sequences is investigated
and do not give any particular new information, and the results seems to be rather more
scattered.
Figure 11.1: March 24th - Resistance vs mean ice thickness, 10 min sequences
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Figure 11.2: March 24th - Resistance vs mean ice thickness, 5 min sequences
11.2.2 March 25th
The first to notice comparing the results from March 25th in figure 11.3 and 11.4 with
the previous results from March 24th is that the resistance looks noticeable lower. The
difference is obvious a result in different ice properties. As mention the vessel experienced
heavily ridges during March 24th while the ice conditions during March 25th was more
moderate. Yet for lower ice thicknesses (<1.2m) the results are comparable and follows an
apparently straight line. Also for March 25th it looks acceptable to split into 5 minutes
long sequences, but it is noted that data is grouping for some ice thicknesses.
Figure 11.3: March 25th - Resistance vs mean ice thickness, 10 min sequences
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Figure 11.4: March 25th - Resistance vs mean ice thickness, 5 min sequences
11.2.3 March 26th
The last day with measurements the same trend as the previous results appears, increasing
mean ice thickness gives a corresponding increase in the resistance force. Compared with
the two other days, the number of data points is nearly twice from March 26th which is
a good basis for further analyses. The plot with 5 minutes sequence length in figure 11.6
indicate that the results is more scattered compared with the 10 minutes sequence length
in figure 11.5. A good regression line is more difficult to draw if the results is scattered,
this will be discussed in the next chapter.
Figure 11.5: March 26th - Resistance vs mean ice thickness, 10 min sequences
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Figure 11.6: March 26th - Resistance vs mean ice thickness, 5 min sequences
11.3 Comparison and summary
Figure 11.7 and 11.8 shows the results from all three days compared. It should be noted
that some of the highest values from March 24th are left outside the range of the axis.
As commented, the highest values from March 24th are not comparable with results from
the other days. It seems to be a clear correlation between the three days for lower ice
thicknesses, while for higher ice thicknesses there is a wider range of scatter in the results.
This scatter is obvious from different ice properties or small error from ice thickness mea-
surements. While the results from March 25th and 26th compares quite good, the results
from March 24th indicate a slightly higher resistance for increasing ice thickness.
Reducing the length of the sequences from 10 minutes to 5 minutes gives obvious ad-
ditional data points, but as illustrated the scatter becomes larger. How long sequences
that is necessary to give a good trend depends much on the quality of the measurements
and how much data that is available. Based on the amount of sequences of interest and
the quality of the data, sequences with length between 5-10 minutes is preferable for the
data set used in this thesis.
11.3.1 Comparison with existing formulation
In chapter 7, two different formulations for ice resistance was presented. Comparing the
estimated resistance in ice with already existing formulation gives a possibility to compare
the results with models based on research and tests results. The resistance obtained by
using formulations from literature gives the ice resistance, and to get the total resistance,
open water resistance should be added. The estimated resistance using measurements from
KV Svalbard gives the total resistance in ice. It is therefore expected that the formulations
from literature gives a lower value compared with the calculated.
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Figure 11.7: March 24th–26th - Resistance vs mean ice thickness, 10 min sequences
Figure 11.8: March 24th–26th - Resistance vs mean ice thickness, 5 min sequences
Comparing the formulations with the estimated resistance as illustrated in figure 11.9 it
appears that the estimated resistance is higher than the one calculated from formulations.
As commented the open water resistance is not included in the equations by Riska and
Lindqvist. To illustrate the effect of open water resistance a intelligent guess of this re-
sistance components is done. Using the measurements where the ice thickness is about
zero an open water resistance is estimated to be around 500 [kN]. With a shift of the axis
to the resistance from literature set equal to 500 [kN] gives the figure 11.10. Comparing
the estimated data with the formulations with a shift indicate nearly the same trend and
resistance level. The results form March 24th show a slightly higher resistance than the
highest resistance from using Lindqvist’s formulation.
The formulations by Riska and Lindqvist is illustrated in figure 11.9 and 11.10 is a function
of constant speed. The speed during the voyage with KV Svalbard in late March 2007 is
measured around 2-4 m/s, and the curves is in the same range. Comparing the estimated
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Figure 11.9: Results compared with Riska and Lindqvist formulations
Figure 11.10: Results compared with Riska and Lindqvist formulations with 500kN shift
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Figure 11.11: Results from March 26th compared with Riska and Lindqvist using equal
speed and ice thickness
resistance with Riska and Lindqvist with equal speed and ice thickness gives the results
as given in figure 11.11. The linear trend is comparable for the results from March 26th,
the result from March 25th fits also good while the results from March 24th indicates a
steeper trend.
Using the sequences of interest from the screening process and the outlined formulation ice
resistance is estimated. Examine the scatter of calculated data shows that the resistance
increases with ice thickness. The estimated resistance is compared with the two reviewed
formulations from literature, and it seems to agree. Some of the sequences of interest were
found too poor, and was removed in further analysis.
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Chapter 12
Curve Fitting
Curve fitting, also known as regression analysis, is used to find the "best fit" line or curve
for a series of data points. The curve fitting will produce an equation that can be used
to find points anywhere along the curve. In some cases, instead of finding an equation, a
curve fit is used to smooth the data to improve the appearance of a plot.
To find an equation that can be used to find resistance for different ice thicknesses can
be of interest. In chapter 11, resistance values for different ice thicknesses was estimated.
Using curve fitting to this series of data points can produce an applicable model that can
predict future resistance given the ice thickness. The model obtain is not a universal model
that fits for every vessel, but a model to determine the resistance for a specific vessel, in
this case KV Svalbard. To choose the right curve fit model to the estimated resistance in
ice for KV Svalbard, a study is necessary. There are many different types of curve fits, and
this chapter will give a overview of some Least Square curve fits and will try to suggest
the best fit to the analysed data.
Figure 12.1: Illustration of Least Squares method
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12.1 Least Squares method
Least Squares is a method of curve fitting that has been popular for a long time. The
method tries to minimizes the square of the error between the original data and the values
predicted by the equation, see figure 12.1. The method has the advantage that it is simple
and easy to understand, but the method is not the most statistically robust method of
fitting a function to a data set. The weakness of the Least Squares method is that is
sensitive to outlines in the data. For instance if a data point is widely different from the
majority of the data, the result from the regression can be bad. The data should for this
reason always be examined before fitting. The most common Least Square fits are: Linear,
Polynomial, Exponential, Logarithmic and Power.
In the following section theory is collected from Probability and statistics for engineers
and scientists[20] and only linear theory is reviewed.
12.1.1 Linear curve fitting
The simplest regression is linear, and many natural processes follows this linear relation-
ship. When dealing with natural independent variables or regressors, a linear form of
relationship between the response Y and the regressor x is given as
Y = α + βx (12.1)
where, α is the intercept and β is the slope. If this relationship is exact, then it is a
deterministic relationship between two scientific variables and there is no random or prob-
abilistic component to it. In general in scientific and engineering studies, the relationship
is not deterministic which means a given x does not always give the same value for Y .
To estimate the parameters α and β is very simple using least square method. The fitted
line is an estimated of the true regression line, an the fitted line should be closer to the true
regression line when large amount of data are available. When dealing with estimation it
is important to now the concept of residual. A residual is an error in the fit of the model.
If a set of n residual is large, it is obviously that the fit of the model is not good. Small
residuals are a sign of a good fit.
Given a set of regression data (xi, yi) and a fitted model, yˆi = a + bxi the residuals is
given by
ei = yi − yˆi, i = 1, 2, ..., n (12.2)
When using the method of Least Squares, a and b shall be found as estimates for α and
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Functional form relating y to x Proper transformation
Exponential: y = αeβx y∗ = ln y
Power: y = αxβ y∗ = log y;x∗ = log x
Reciprocal: y = α + β
(
1
x
)
x∗ = 1
x
Hyperbolic function: y = x
α+βx y
∗ = 1
y
;x∗ = 1
x
Table 12.1: Transformations to Linearize
β so that the sum of squares of the residuals is a minimum. The residual sum of squares
is often called the sum of squares of the errors about the regression line and is denoted by
SSE
SSE =
n∑
i=1
e2i =
n∑
i=1
(yi − a− bxi)2 (12.3)
12.1.2 Linearizing
A model which x or y is transformed should not be viewed as a nonlinear regression model.
We normally refer to a regression model as linear when it is linear in the parameters. If
the complexion of the data suggest that we could regress y∗ against x∗ where each is a
transformation of the natural data x and y. Then the model of the form
y∗i = α + βx∗i + ei (12.4)
is a linear model since it is linear in the parameters α and β. A example is the log-log model.
log yi = α + β log xi + ei (12.5)
This model in is not linear in x and y, but is linear in the parameters and is thus treated
as a linear model. A truly nonlinear model is
yi = β0 + β1xβ2 + ei (12.6)
Several function are given describing relationships between y and x that can produce linear
regression through the transformation given in table 12.1.
12.1.3 Coefficient of Determination
The coefficient of determination, R2, is a measure of quality of the fit. It is a measure of the
proportion of the variability explained by the fitted model. The analyses of variance uses
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the error sum of squares SSE and the total corrected sum of squares SST . SST describes
the variation in the response values that ideally would be explained by the model, while
SSE is the variation due to error. The R2 is given as:
R2 = 1− SSE
SST
(12.7)
If the fit is perfect, all residuals are zero, and thus R2 = 1.0. But if SSE is only slightly
smaller than SST, R2 ≈ 0.
The reliability of R2 is function of the size of the regression data set and the type of
application. Clearly, 0 ≤ R2 ≤ 1 and the upper bound is archived when the fit to data
is perfect. So what is an acceptable value for R2? When using high-precision piece of
equipment a very high R2 value is expected (perhaps exceeding 0.99), while dealing with
data impacted by variability in human behavior an R2 value of 0.70 is accepted. Based on
experience in model fitting it is possible to evaluate when a value is large enough.
For fitting of the estimated resistance for KV Svalbard, what is an acceptable value for
R2? The measurements of speed and power output are assumed to be good, while the
thickness measurement have a lower precision in predicting the true ice thickness. An R2
value larger than 0.8 is in this case assumed to be acceptable, depending of numbers of
data points that used in the fit.
The R2 criterion is dangerous to use for comparing different fitting models for the same
data set. If adding additional terms to the model, it decreases SSE and thus increases R2.
In this way the R2 can be made artificially high by overfitting.
12.2 Choosing a Curve Fit Model
There exist a number of different curve fit types and choosing the right model for a par-
ticular data set can be a difficult task. When deciding a curve fit model, knowledge of the
underlaying properties associated with the data helps to make a good fit. If the fit to use
is unknown, a scatter plot is useful to find the general shape of the curve. Some generals
shape of various fits are illustrated in figure 12.2.
Earlier formulation of ice resistance can give a good indication of what kind of fit that
is used on regular basis. In the review of two different formulations from literature de-
scribed in chapter 10 a power equation was used to describe ice resistance for different ice
thicknesses. A power fit should therefore be included in this study.
In the following part linear, exponential and power will be attempt to fit the estimated
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(a) Exponential growth (b) Hyperbola (c) Power
Figure 12.2: General shape of various curve fits
(a) 10 min sequences (b) 5 min sequences
Figure 12.3: March 24th - Linear regression with formula and R2
resistance in ice. Each day from the voyage is presented separately. For each day, both
sequences with length of 5 and 10 minutes is discussed and compared. Since numbers of
data points with sequence length of 10 minutes are few, fitting using 5 minutes sequences
is more emphasized.
12.2.1 March 24th
Some of the estimated results from March 24th was quite high compared with the majority
of the data sets, and they are not included in further regression. The first choice is to
use the simplest regression, the linear fit. A simple linear regression fit to the data, figure
12.3a and 12.3b, produces the fitted models and the coefficient of determination
10 min seq.: yˆ = −126.7 + 2356x (R2 = 0.9803) (12.8)
5 min seq.: yˆ = −318.7 + 2710x (R2 = 0.8117) (12.9)
Equation 12.8 is the fitted line from the data with sequence length of 10 minutes. A linear
fit seems to fit this data good. The residuals are low and the coefficient of determination
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(a) 10 min sequences (b) 5 min sequences
Figure 12.4: March 24th - ln(y) transformation with formula and R2
(a) 10 min sequences (b) 5 min sequences
Figure 12.5: March 24th - log(x)-log(y) transformation with formula and R2
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R2 emphasize this to be a good fit. On the other hand number of data points are quite low
and the span of thicknesses is low. A linear model looks to fit good for a narrow collection
of ice thicknesses.
Decreasing the sequence length from 10 to 5 minutes gives a linear regression equal to
the equation 12.9. This results in wider span of thicknesses and increased number of data
points, see figure 12.3b. In this case a linear fit does not seems to be the best fit, and R2
is also now lower. Looking at the residuals, this is not an ideal set of residuals because
they do not show a random scatter around the fitted line. Clusters of positive and negative
values might suggest that a curvilinear trend in the data should be investigated.
The general shape of the scattered data with 5 minutes length indicates that an expo-
nential or a power curve may fit better. Starting with a ln transformation to see if the
estimated resistance fits better to a exponential curve. Regressing ln(y) against x produces
the regression
5 min seq.: lnyˆ = 6.25 + 1.40x (R2 = 0.910) (12.10)
Figure 12.4b shows that the data fits better to a exponential curve than a linear, the resid-
uals are more evenly distributed and R2 is also higher. The last model to test is the power
fit. Using a log-log transformation as viewed in figure 12.5b, and regressing log(y) against
log(x) produces the following regression
5 min seq.: logyˆ = 3.35 + 0.99log(x) (R2 = 0.8684) (12.11)
A power fit seems to be better than the linear regression, but compared with the expo-
nential fit a power fit is not that good. A power fit will start from the origin while the
exponential curve will cross the horizontal axis. If the resistance was suppose to be equal to
zero at zero ice thickness a power fit would have been a better fit. Since my model include
all resistance the resistance at zero thickness is always larger than zero. The best fit for
the estimated data is found to be the exponential, and writing it in the true functional form
10 min seq.: yˆ = 558 e1.31x (R2 = 0.983) (12.12)
5 min seq.: yˆ = 521 e1.40x (R2 = 0.910) (12.13)
The equation 12.12 is fitted to the sequences with 10 minutes length and the equation
12.13 is fitted to 5 minutes length. Despite that the equations are different, figure 12.6
show that they are nearly identical for small ice thickness values (<1.5m).
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Figure 12.6: Comparison of fitted curves
(a) 10 min sequences (b) 5 min sequences
Figure 12.7: March 25th - Linear regression with formula and R2
12.2.2 March 25th
Starting with linear regression fitted to the data form March 25th as illustrated in figure
12.7a and 12.7b gives the following expressions
10 min seq.: yˆ = 532.5 + 817x (R2 = 0.995) (12.14)
5 min seq.: yˆ = 536.9 + 811x (R2 = 0.981) (12.15)
Both equation 12.14 and 12.15 seems to fit very good to a linear fit. The residuals are
low both for the equation with 10 and 5 minutes long sequences. The span of estimated
data varies also from nearly no ice thickness up to nearly 1.5m, this is good because data
is available in the thickness span of interest. Even though the linear fit is good, also the
other fits are tested.
Using ln transformation to see how the data fits to an exponential curve gives the re-
gression when ln(y) is regressed against x
5 min seq.: lnyˆ = 6.42 + 0.76x (R2 = 0.970) (12.16)
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(a) 10 min sequences (b) 5 min sequences
Figure 12.8: March 25th - ln(y) transformation with formula and R2
(a) 10 min sequences (b) 5 min sequences
Figure 12.9: March 25th - log(x)-log(y) transformation with formula and R2
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Figure 12.10: Comparison of fitted curves
Equation 12.16 gives the linear regression for data with sequence length of 5 minutes when
using the ln transformation. This model seems to fit quite good, despite that the power fit
is a curved fit. The exponential function is nearly equal to the linear regression line in the
ice thickness range of interest, a linear fit is therefor a simpler model that gives the same
results.
The figure 12.9 shows that the power fit is not a good model in this case. Since the
power model starts at zero resistance at zero ice thickness this model will not fit good else
we introduce more parameters, but this is not looked into.
The best fit to the results from March 25th is either the linear equation 12.17 or the
exponential equation 12.18. The linear and the exponential functions are illustrated in
figure 12.10, and the compare quite good.
10 min seq.: yˆ = 536.9 + 811x (R2 = 0.981) (12.17)
5 min seq.: yˆ = 615 e0.76x (R2 = 0.970) (12.18)
12.2.3 March 26th
Linear regression of the estimated ice resistance from March 26th, see figure 12.11, gives
the following regression for 5 and 10 minutes long sequences
10 min seq.: yˆ = −39.1 + 1423x (R2 = 0.765) (12.19)
5 min seq.: yˆ = 2 + 1386x (R2 = 0.708) (12.20)
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(a) 10 min sequences (b) 5 min sequences
Figure 12.11: March 26th - Linear regression with formula and R2
(a) 10 min sequences (b) 5 min sequences
Figure 12.12: March 26th - ln(y) transformation with formula and R2
(a) 10 min sequences (b) 5 min sequences
Figure 12.13: March 26th - log(x)-log(y) transformation with formula and R2
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Figure 12.14: Comparison of fitted curves
Figure 12.11 illustrates that a linear fit is possible not the best fit. The set of residuals
is not ideal because they do not show a random scatter around the linear regression line.
Clusters of positive and negative values indicates that a curvilinear fit to the data should
be investigated.
Using transformation, the new linearized models is shown in figure 12.12. Regressing
the parameter ln(y) aqainst x produces the regression line
5 min seq.: lnyˆ = 6.15 + 1.00x (R2 = 0.762) (12.21)
For both the 5 and 10 minutes long sequences a better fit is obtain. There are still some
scatter around the fitted curve, but the residuals are better. Comparing with a power fit
as illustrated in figure 12.13 a exponential fit is best. The exponential fit seems to be the
best fit even though that it not is perfect and due to the scatter around the fitted curve.
The best fit found for the estimated resistance from this day written in the true functional
form
10 min seq.: yˆ = 439 e1.07x ((R2 = 0.817) (12.22)
5 min seq.: yˆ = 469 e1.00x (R2 = 0.762) (12.23)
For small values of ice thickness (<1.5m) both the equations 12.22 and 12.23 resulting in
nearly equal resistance force. Figure 12.14 illustrates the two fitted models.
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Figure 12.15: Comparison of fitted curves
12.3 Comparison and summery
Three different days with data are tried fitted with different curve models. Sequences split
in 5 and 10 minutes length are studied with linear, exponential and linear fit for each of
the three days. Linear fit seems to be good in most cases, but clusters of negative and
positive values is observable and suggest a more curved fit. The exponential fits best to
the data in most cases. The coefficient of determination R2 measure the quality of the fit.
This value are for the majority of the data higher when fitting with an exponential curve.
Residuals are also more randomly scattered around the exponential fit compared with the
linear which indicates that the exponential curve fits is best. A power curve was also tried
fitted to the data sets, but it seems to be a poor fit. The reason for this is the fact that a
power fit are fitted threw the origin.
Looking at the fitted models for each of the three days, as illustrated in figure 12.15,
it seems that the fitted curve from March 24th stands out from the two other days. The
cause to the large deviation from the two other days is probably due to heavy ice con-
ditions this day. According to the technical note for the sea ice thickness measurement
equipment[15], EM measurements will dramatically underestimate the total thickness of
unconsolidated pressure ridges. The actual thickness of ice may for this reason be underes-
timated, and the report indicate a underestimating by a factor of 2 or more is possible for
keels of pressure ridges. How much the mean thickness will be underestimated is difficult to
say without physical measurements of the ice thickness. The size of floes and ice strength
may also influence, this because the measurements are collected at different areas. Due to
lack of detailed information of ice conditions a conclusion is difficult to make.
The fitted models for March 25th and 26th seems to fit quite good. The gradient is different,
but in the range of ice thickness with interest they are quite comparable. Comparing this
fitted curve with ice resistance formulations developed by Riska and Lindqvist, see figure
12.16, proves that the shape of the fitted models are similar to the formulations. Adding
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Figure 12.16: Fitted curves compared with Riska and Linqvist
an open water resistance equal to 500[kN] on the top of the ice resistance calculated from
Riska and Lindqvist, the total resistance in ice is now comparable.
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Chapter 13
Conclusion
Different types of sea ice and their mechanical and physical properties are briefly described.
Thickness of sea ice is the key parameter to determine the strength of ice, and the thick-
ness also directly affects the speed of a vessel in ice. The main parameters to decide the
thickness of sea ice is air temperature and freezing time. In addition to the thickness of
sea ice, also temperature, salinity, density, ice type, crystal size and orientation have an
influence on the ice strength.
Three different approaches for calculating contact pressure due to ice are reviewed. Empir-
ical pressure relations are often fitted to a large number of data measured under different
conditions and is therefore preferred by class societies. Physical models can give good
result, but is often tailor-made and not applicable for all conditions. Stochastic models is
good to establish long term distribution of ice loads and can therefore be used to find the
lifetime of different part of the ship or structure.
Ice class rules for vessels operating in ice infested waters are reviewed, and the requirement
deals with hull strength/fatigue, corrosion, coating, machinery and winterization. This
thesis has in general looked at ice induced load and strengthening in Arctic areas by com-
paring ice class rules from DNV and IACS. The main difference between the two is that
IACS use a plastic method of approach, while DNV uses an elastic method. Despite the
difference in method of analyses, the numerical comparison shows they are relative similar.
The IACS rules are typically most conservative for larger vessels with large displacement,
while the DNV rules are conservative for smaller vessels with small displacement.
A review of two different formulations for estimating ice resistance for ship is given. This
is inexpensive analytical models that can give an early estimation of the ice resistance and
power requirement. Using main properties from KV Svalbard the two different formula-
tions is compared, and they seem two compare quite well for thin ice (hi < 1m) when the
vessel speed is low. For higher vessels speeds the results differs more from each other.
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During research work with KV Svalbard for a total of two weeks in late March 2007
operating in ice covered waters around Spitsbergen, measurement from the ILM-system
was stored for later usage. The screening process of this data has identified different in-
tervals of interest from the voyage. Sequences from three of the days is pointed out based
on stable conditions and reported ice conditions. These sequences are recommended for
further analysis. Since the measurements are used for estimating the resistance in ice, the
quality of the measurements used is discussed. Power and speed measurements are found
to be quite accurate, while the ice thickness measurements are questionable. In calm
weather with level ice and correct calibrated equipment the accuracy should be good, but
the conditions during the voyage with ice ridges and different types of floes and openings,
the accuracy is lowered. If the ice thickness is underestimated or overestimated is difficult
to conclude, but by studying the mean thickness and the density distribution of ice thick-
nesses for the different sequences and compare with manual observations, it seems like the
mean ice thickness is over predicted for some sequences. The ice thickness is however been
regarded as applicable for this thesis, but an uncertainty to the results of the ice thickness
measurements should be kept in mind.
Based on the law of conservation of energy a formulation is outlined to estimate the resis-
tance for a particular case. The formulation uses the parameters ice thickness, speed and
power in the estimation. The formulation outlined simplifies the ice breaking problem,
but the estimations should give reasonable prediction for a given ship if the quality of
measurements is good.
Using the sequences of interest from the screening process and the formulation outlined, ice
resistance is estimated. Examine the scatter of calculated data shows that the resistance
increases with ice thickness. The estimated resistance is compared with the two reviewed
formulations from literature, and the trend in the results seems to agree well. Some of the
sequences of interest were found to poor, and was removed in further analysis.
A regression analysis was used to find the "best fit" line or curve to the estimated re-
sistance of KV Svalbard. Different Least Square curves was evaluated and discussed and
it was found out that an exponential curve fitted best to the estimated data.
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Chapter 14
Recommendation for Further Work
The resistance formula proposed in this thesis contains all resistance components. Many
ice formulations are based on the assumption that the open water and ice resistance can
be separated and superimposed to obtain the total resistance. In this thesis an intelligent
guess of the open water resistance was proposed based on measurements with very thin ice
and no ice. The open water resistance should be studied more thoroughly to see how large
the open water resistance is compared with the pure ice resistance.
The ice resistance depends on many parameters such as thickness, floe size and ice strength.
During the voyage in late March 2007 with KV Svalbard only ice thickness was measured.
Manually observations of concentration and prevailing ice conditions were also noted, but
the manual observations are not complete and not good enough to get a clear picture of
the ice conditions. For further work with the same data set or with new measurements ice
conditions should be more thoroughly looked into, and ice resistance should be compared
based on ice conditions, rather than only thickness.
Generally during ice breaking the vessel speed is low, also the measurement during the
voyage in March 2007 shows that the speed was low. How the resistance is dependent on
speed could be looked into. In this thesis the speed dependency is not emphasized, and
this could be done with the available data set. The amount of data from the voyage is
quite large, but the number of sequences with interest found was relative small. A more
thoroughly examination of the measured data should also be done to get a larger data set.
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Appendix A
Ice Conditions
I
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Appendix B
Sequences of Interest
This section contains plots of the sequences of interest found in chapter 9. The plots are
presented for each sequence with ice thickness versus vessel speed and vessel speed versus
power output.
V
B. Sequences of Interest
(a) 05:08–05:18 (b) 05:08–05:18
(c) 05:18–05:28 (d) 05:18–05:28
(e) 05:28–05:38 (f) 05:28–05:38
Figure B.1: March 24th
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B. Sequences of Interest
(a) 14:04–14:14 (b) 14:04–14:14
(c) 14:29–14:39 (d) 14:29–14:39
(e) 14:40–14:50 (f) 14:40–14:50
Figure B.2: March 24th
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B. Sequences of Interest
(a) 14:50–15:00 (b) 14:50–15:00
(c) 15:30–15:40 (d) 15:30–15:40
(e) 15:55–16:05 (f) 15:55–16:05
Figure B.3: March 24th
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B. Sequences of Interest
(a) 16:00-16:10 (b) 16:00-16:10
(c) 16:10-16:20 (d) 16:10-16:20
(e) 16:20-16:30 (f) 16:20-16:30
Figure B.4: March 25th
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B. Sequences of Interest
(a) 16:45-16:55 (b) 16:45-16:55
(c) 16:55-17:05 (d) 16:55-17:05
(e) 17:05-17:15 (f) 17:05-17:15
Figure B.5: March 25th
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B. Sequences of Interest
(a) 17:32-17:42 (b) 17:32-17:42
Figure B.6: March 25th
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B. Sequences of Interest
(a) 19:00-19:10 (b) 19:00-19:10
(c) 19:10-19:20 (d) 19:10-19:20
(e) 19:20-19:30 (f) 19:20-19:30
Figure B.7: March 26th
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B. Sequences of Interest
(a) 19:30-19:40 (b) 19:30-19:40
(c) 19:40-19:50 (d) 19:40-19:50
(e) 19:50-20:00 (f) 19:50-20:00
Figure B.8: March 26th
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B. Sequences of Interest
(a) 20:00-20:10 (b) 20:00-20:10
(c) 20:10-20:20 (d) 20:10-20:20
(e) 20:20-20:30 (f) 20:20-20:30
Figure B.9: March 26th
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B. Sequences of Interest
(a) 20:30-20:40 (b) 20:30-20:40
(c) 20:45-20:55 (d) 20:45-20:55
(e) 20:55-21:05 (f) 20:55-21:05
Figure B.10: March 26th
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B. Sequences of Interest
(a) 21:05-21:15 (b) 21:05-21:15
Figure B.11: March 26th
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Appendix C
Processed Data
This chapter contains the results from using the proposed formula in this thesis. For all
sequences of interest all calculated values are given.
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