Abstract This paper studies stability aspects of solutions of parametric mathematical programs and generalized equations, respectively, with disjunctive constraints. We present sufficient conditions that, under some constraint qualifications ensuring metric subregularity of the constraint mapping, continuity results of upper Lipschitz and upper Hölder type, respectively, hold. Furthermore, we apply the above results to parametric mathematical programs with equilibrium constraints and demonstrate, how some classical results for the nonlinear programming problem can be recovered and even improved by our theory.
Introduction
Consider the optimization problem P(ω) min x f (x, ω) subject to q(x, ω) ∈ P,
depending on the parameter vector ω belonging to some topological space Ω . In (1), f : R n × Ω → R and q : R n × Ω → R m are continuous mappings and P ⊂ R m is the union of finitely many convex polyhedra P i , i = 1, . . . , p, having the representation
with a i j ∈ R m and b i j ∈ R. We will study stability results of Lipschitz or Hölder type for stationary and optimal solutions of P(ω) if ω varies near some reference parameterω. Of course, the parameter dependent nonlinear programming problem
where f (x, ω) : R n × R s → R, g : R n × R s → R m I and h : R n × R s → R m E , is a special case of (1) with q(x, ω) := (g(x, ω), h(x, ω)) and P := R
Example 1 Consider the parameter dependent MPEC

MPEC(ω)
min f (x, ω) subject to g(x, ω) ≤ 0, h(x, ω) = 0,
where f : R n × R s → R, g : R n × R s → R m I , h : R n × R s → R m E and G, H : R n × R s → R m C . The problem MPEC(ω) fits into our setting (1) − | ab = 0}. Since Q EC is the union of the convex polyhedra R − × {0} and {0} × R − , P is the union of 2 m C polyhedra.
Example 2 Another prominent example is the mathematical program with vanishing constraints (MPVC)
MPVC(ω)
where f : R n × R s → R, g : R n × R s → R m I , h : R n × R s → R m E and G, H : R n × R s → R m V . For more details on MPVCs we refer the reader to [1, 15] . Again, the problem MPVC(ω) can be written in the form (1) with
VC , where Q VC := {(a, b) ∈ R + × R | ab ≤ 0} is the union of the two convex polyhedra R + × R − and {0} × R + .
If f is partially differentiable with respect to x, then the first order optimality conditions at a local minimizer x for P(ω) can be written as a generalized equation 0 ∈ ∇ x f (x, ω) +N(x; F (ω)), whereN(x; F (ω)) stands for the Fréchet normal cone to the set F (ω) at x and
denotes the feasible region of the problem P(ω). We also consider the generalized equation
for arbitrary continuous mappings F : R n × Ω → R n . Throughout this paper we will make the following assumption:
Assumption 1 There are neighborhoods U ofx and W ofω such that f and q are twice partially differentiable with respect to x, F is partially differentiable with respect to x on U ×W , F(x,
), q(x, ω), ∇ x f (x, ω), ∇ x q(x, ω), ∇ x F(x, ω), ∇ 2 x f (x, ω) and ∇ 2 x q(x, ω) are continuous at (x,ω) and ∇ 2 x f (·, ω), ∇ 2 x q(·, ω) are continuous on U for every ω ∈ W .
Given a fixed parameterω and a solutionx of P(ω) respectively GE(ω), we are interested in estimates of the distance of solutions x of problem P(ω) respectively GE(ω) tox for parameters ω belonging to some neighborhood ofω.
We will present such estimates in terms of the mappings e l , τ l ,τ l : Ω → R, l = 1, 2, given by e l (ω) = ∇ x q(x, ω) − ∇ x q(x,ω) + q(x, ω) − q(x,ω) The quantities τ l (ω) andτ l (ω) measure how much the problem data at the reference pointx for the perturbed problem P(ω) and GE(ω), respectively, differ from that for the unperturbed problem P(ω) and GE(ω), respectively.
In case that we can bound the distance of a solution x of P(ω) (GE(ω)) tox by the estimate Lτ 1 (ω) (Lτ 1 (ω)), where L denotes some constant, we speak of upper Lipschitz stability of the solutions. We speak of upper Hölder stability when a bound of the form x −x ≤ Lτ 2 (ω) (or x −x ≤ Lτ 2 (ω)) is available. This notation is motivated by the situation that Ω is a metric space equipped with the metric d, and q(x, ·), ∇ x q(x, ·) and ∇ x f (x, ·) (or F(x, ·)) are Lipschitz nearω, because in this circumstance the bounds are of the form x −x ≤ Ld(ω,ω) and x −x ≤ L d(ω,ω), respectively. Note that in this case the property of upper Lipschitz stability is also called isolated calmness in the literature (see, e.g., [6] ).
Many quantitative stability results are known for the parameter dependent nonlinear programming problem NLP(ω). We refer to the monographs [4, 6, 20] and the references therein. Compared with the huge amount of stability results for NLP, very little research has been done with the stability of P(ω). Most of the results are known for MPEC(ω), see e.g. [3, 16, 18, 27, 29] . Stability of M-stationarity solutions was characterized in the recent paper [5] for a special type of problems with complementarity constraints. Sensitivity and stability results for MPVC are given in [17] . In the recent paper [12] , Guo, Lin and Ye presented various stability results for more general problems. In particular, they proved upper Lipschitz stability for stationary pairs consisting of stationary solutions and associated multipliers under the structural assumption that the graph of the limiting normal cone mapping to the set P is the union of finitely many convex polyhedra.
In contrary to the stability results of [12] , we focus our interest on the stability of solutions of (4) on its own and not of stationary pairs. This has the advantage that our theory is also applicable in case when multipliers do not exist or the multipliers do not behave continuous, cf. Examples 3 and 4 below.
Our results are mainly based on characterizations of metric subregularity as introduced in [8, 9, 10, 11] . The main constraint qualifications used in this paper are that, at the reference pointx, either the first order or the second order sufficient conditions for metric subregularity are fulfilled for the problem P(ω). Although the property of metric subregularity is not stable in general, we will see that the sufficient conditions of order l, l = 1, 2, for metric subregularity guarantee some stability. In particular, we will prove that there is some constant γ such that for all points x feasible for the problem P(ω) and satisfying x −x > γe l (ω), the constraints of P(ω) are metrically regular near (x, 0) with some uniform modulus. This result allows us to divide the solution sets of P(ω), similarly for GE(ω), into two parts: one part is contained in a ball aroundx with radius γe l (ω) and behaves upper Lipschitz (l = 1) or Hölder (l = 2) stable by the definition, whereas the other part is outside this ball and we can assume metric regularity. Moreover, we can show that locally optimal solutions for the perturbed problems P(ω) exist, provided ω is sufficiently close toω. The obtained results are partially new even in case of NLP(ω).
The rest of the paper is organized as follows: In section 2 we recall the basic definitions of metric (sub)regularity and their directional versions, together with the characterization of these properties by objects from generalized differentiation. In section 3 we give some stability results for the feasible point mapping F . Section 4 is devoted to the stability behavior of solutions of the generalized equation GE(ω) and the optimization problem P(ω), respectively. In section 5 we apply the obtained results to the special problem MPEC(ω) by explicitly calculating all objects from generalized differentiation. Moreover we present some examples.
Preliminaries
We start by recalling several definitions and results from variational analysis. Let Γ ⊂ R n be an arbitrary closed set and x ∈ Γ . The contingent (also called tangent or Bouligand) cone to Γ at x, denoted by T (x;Γ ), is given by
We denote byN
the regular (or Fréchet) normal cone to Γ . Finally, the limiting (or basic/Mordukhovich) normal cone to Γ at x is defined by
If x ∈ Γ , we put T (x;Γ ) = / 0,N(x;Γ ) = / 0 and N(x;Γ ) = / 0. The limiting normal cone is generally nonconvex, whereas the regular normal cone is always convex. In the case of a convex set Γ , both the regular normal cone and the limiting normal cone coincide with the standard normal cone from convex analysis and, moreover, the contingent cone is equal to the tangent cone in the sense of convex analysis.
Note that ξ ∈N(x;Γ ) ⇔ ξ T u ≤ 0 ∀u ∈ T (x;Γ ), i.e.,N(x;Γ ) is the polar cone of T (x;Γ ).
is the collection of all ξ ∈ R n for which there are
For more details we refer to the monographs [23, 26] The following directional versions of these limiting constructions were introduced in [9] , see also [11] for the finite dimensional setting. Given a direction u ∈ R n , the limiting normal cone to a subset Γ ⊂ R n in direction u at x ∈ Γ is defined by
. We now turn our attention to the set P from problem (1). For every y ∈ P, we denote by P(y) := {i ∈ {1, . . . , p} | y ∈ P i } the index set of polyhedra containing y, and for each i ∈ P(y), we denote by A i (y) := { j ∈ {1, . . . , m i } | a T i j y = b i j } the index set of active constraints. Then for every y ∈ P we have
Some formulas for the limiting normal cone respectively its directional counterpart can be found in [10] .
The following lemma will be useful for applications. 
and for every u = (u 1 , . . . , u l ) ∈ T (y;Γ ) one has
Furthermore, equality holds in both inclusions if Γ is the union of finitely many convex polyhedra.
Proof The inclusion (6) can be found in [26, Proposition 6 .41], and the inclusion (7) follows immediately from the formula for the regular normal cone from this proposition and the definition of the directional normal cone. To show equality, assume that Γ coincides with the set P from (1), and let
By passing to subsequences we can assume that there are index sets P ⊂ {1, . . . , p} and A i , i ∈ P, such that P = P(z k ) and A i = A i (z k ), i ∈ P, hold for all k. Furthermore, we can assume that for each i ∈ P there is an index j i with a i j i z k > b i j i for all k.
Since the convex polyhedra P j are closed, for each j ∈ P we also have lim k z k = y ∈ P j and therefore (1 − α)y + αz k ∈ P j ∀α ∈ [0, 1], ∀k. Further, for every α ∈ (0, 1) and every k we have 
In this paper we are mainly concerned with multifunctions M : R n ⇒ R m of the form M(x) = q(x) − Γ , where q : R n → R m is smooth and single valued. For this special type of multifunctions, we now give a formula for the directional limiting coderivative of M.
Lemma 2 Let the multifunction M
) by the definition, and consider corresponding sequences
we obtain λ k ∈ N(γ k ;Γ ) and
To show the converse inclusion, we fix an arbitrary element λ ∈ N(q(x);Γ ; ∇q(x)u − v) and consider se- (9) . Passing to the limit and taking into account that
, and, by the definition of the directional limiting coderivative, we can conclude ∇q(x) T λ ∈ D * M((x; 0); (u, v))(λ ). This completes the proof.
⊓ ⊔
Now we consider the notions of metric regularity and subregularity, respectively, and its characterization by coderivatives and limiting normal cones.
Definition 1
Let M : R n ⇒ R m be a multifunction, let (x,ȳ) ∈ gph M and let κ > 0.
1. M is called metrically regular with modulus κ around (x,ȳ) if there are neighborhoods U ofx and V of y such that
2. M is called metrically subregular with modulus κ at (x,ȳ) if there is a neighborhood U ofx such that
It is well known that metric regularity of the multifunction M around (x,ȳ) is equivalent to the Aubin property of the inverse multifunction M −1 . A multifunction S : R m ⇒ R n has the Aubin property with modulus L ≥ 0 around some point (ȳ,x) ∈ gph S if there are neighborhoods U ofx and V ofȳ such that
where B R n denotes the unit ball in R n in the underlying norm. Metric subregularity of M at (x,ȳ) is equivalent to the property of calmness of the inverse multifunction M −1 . A multifunction S : R m ⇒ R n is called calm with modulus L ≥ 0 at (ȳ,x) ∈ gph S if there are neighborhoods U ofx and V ofȳ such that
To introduce directional versions of metric (sub)regularity it is convenient to define the following neighborhoods of a direction: Given a direction u ∈ R n and positive numbers ρ,
This can also be written in the form
M is called metrically regular with modulus κ in direction w
holds for all (x, y)
M is called metrically subregular with modulus κ in direction u at (x,ȳ) if there are positive real numbers ρ and δ such that
Note that metric regularity in direction (0, 0) and metric subregularity in direction 0 are equivalent to the properties of metric regularity and metric subregularity, respectively. Further, metric regularity in direction (u, 0) implies metric subregularity in direction u, cf. [9, Lemma 1]. Taking into account that in finite dimensions a multifunction is metrically subregular if and only if it is metrically subregular in every nonzero direction, see [11, Lemma 2.7] , and N(q(x);Γ ; ∇q(x)u) = / 0 if ∇q(x)u ∈ T (q(x);Γ ), we obtain the following consequence of Theorem 1: 
Theorem 1 Let the multifunction M
: R n ⇒ R m be given by M(x) := q(x) − Γ , where q : R n → R m is continuously differentiable and Γ ⊂ R m is a closed set. Further let (x, 0) ∈ gph M, u ∈ R n and v ∈ R m be given.
(Mordukhovich criterion): M is metrically regular around (x, 0) if and only if
∇q(x) T λ = 0, λ ∈ N(q(x);Γ ) =⇒ λ = 0.
M is metrically regular in direction (u, v) at (x, 0) if and only if
∇q(x) T λ = 0, λ ∈ N(q(x);Γ ; ∇q(x)u − v) =⇒ λ = 0.
Assume that q is twice Fréchet differentiable atx, that Γ is the union of finitely many convex polyhedra and the condition
∇q(x) T λ = 0, λ ∈ N(q(x);Γ ; ∇q(x)u), u T ∇ 2 (λ T q)(x)u ≥ 0 =⇒ λ = 0 is fulfilled. Then M is metrically subregular in direction u at (x, 0).Corollary 1 Let the multifunction M : R n ⇒ R m be given by M(x) := q(x) − Γ ,= u ∈ R n with ∇q(x)u ∈ T (q(x);Γ ) one has ∇q(x) T λ = 0, λ ∈ N(q(x);Γ ; ∇q(x)u) =⇒ λ = 0.
Second order sufficient condition for metric subregularity (SOSCMS): q is twice Fréchet differentiable atx, Γ is the union of finitely many convex polyhedra, and for every
Next we consider optimality conditions for the problem
where f : R n → R, q : R n → R m are continuously differentiable and Γ ⊂ R m is closed. We denote the feasible region of (15) by F . Given a feasible pointx ∈ F , we define the linearized cone by
Definition 3 Letx ∈ F be feasible for the problem (15).
We say thatx is B-stationary
if 0 ∈ ∇ f (x) +N(x; F ).
We say thatx is
SinceN(x; F ) is the polar cone of T (x; F ), B-stationarity can be equivalently written as ∇ f (x)u ≥ 0 ∀u ∈ T (x; F ). Hence, B-stationarity means that there does not exist feasible descent directions atx, which is a first-order necessary condition forx being a local minimizer.
Usually B-stationarity is not very useful in practice, since the regular normal cone of F atx is difficult to compute, in general. Hence, M-stationarity conditions are used as first-order necessary condition, which, however, are only valid under some constraint qualification condition. Indeed, the following lemma even shows: Under some weak constraint qualification, M-stationarity is not only necessary for local minimizers, but also for B-stationarity. (15) , and assume that either C (x) = {0} and the
Lemma 3 Letx ∈ F be B-stationary for the problem
Since the mappingM(u) is assumed to be metrically subregular at (0, 0), by [9, Corollary 2] there is some
, showing M-stationarity ofx. In the second case, since −∇ f (x) ∈N(x; F ) , by [26, Theorem 6.11] there is some smooth functionf :
andx is a global minimizer of the problem
Now, again by [9, Corollary 2], we obtain that there is some multiplier
If Γ is the union of finitely many convex polyhedra, then so is T (q(x);Γ ), and hence the multifunctionM is a polyhedral multifunction and consequently metrically subregular by Robinson's result [25] .
Given any element g ∈N(x; F ), then, by the definition,x is a B-stationary solution of the problem
If M is metrically subregular in (x, 0), then it is also metrically subregular in every direction, and further,M is metrically subregular by [8, Proposition 2.1]. Hencex is also M-stationary, and we obtain g ∈ ∇q(x) T N(q(x);Γ ). Thus we rediscover the following formula, which would also follow from [13, Theorem 4.1]:
Stability properties of the feasible set mapping F
In this section, we study conditions for metric regularity as well as Hölder and Lipschitz stability of the feasible set mapping F . In particular, we introduce and discuss two regularity properties which imply metric regularity around points near some reference point. We start with the following technical lemma, where the functions q and F are supposed to satisfy the basic Assumption 1:
hold for all (x, ω) ∈Û ε ×Ŵ ε .
Proof Let ε > 0 be fixed, and choose a ballÛ ε aroundx and a neighborhoodŴ ε ofω such that
and consequently
Then there is a point z belonging to the line segment
and (17) follows. The estimate (18) follows analogously. To show (19) note that there is some pointz belonging to the line segment
and from this inequality (19) follows.
⊓ ⊔
For every ω ∈ Ω we define the linearized cone
By [14, Proposition1] and Corollary 2, respectively, we have 
In particular we have
for all ω ∈ W and for every x ∈ F (ω) ∩U with ω ∈ W the multifunction M ω is metrically regular with modulus κ around (x, 0). Proof A similar result was stated in [12, Lemma 3.1] . However, the given proof appears to be not correct, since the variable x is used in an ambiguous way and therefore, in the notation of [12] , the claimed equa-
Setting ε := 1 24(κ ′ +1) , we denote byÛ ε andŴ ε the neighborhoods according to Lemma 4, and we choose some radius r ∈ (0, min{ δ 2 , 1}) withx + rB R n ⊂Û ε . Then we choose some positive radiusr ≤ 1 2 r and some neighborhood W ⊂Ŵ ε such that
We now show that the assertion of the theorem holds with U :=x+rB R n , V := 1 4 εrB R m and κ = 2(κ ′ + 1). Consider arbitrarily fixed elements (ξ , y, ω) ∈ U × V × W and define the functions
and, consequently, ζ ≤ 2 y + q(ξ , ω) − q(x,ω) < εr. Then g and g ′ are Lipschitz onx + rB R n with constant less than or equal to
,
where the first inequality follows from (17). Further we have
.
Since g(ξ ) ∈ Mω (ξ ), we can apply [20, Theorem 4.3] 
showing (20) . Taking ξ =x, y = 0, we obtain d(
To complete the proof, note that metric regularity of M ω around (x, 0), where x ∈ F (ω) ∩U, is a simple consequence of (20) .
⊓ ⊔ When we do not assume metric regularity of Mω around (x, 0), then we cannot expect in general that the multifunctions M ω , for ω nearω, are metrically regular around all points (x, 0) with x ∈ F (ω) close tox. To handle also this situation, we give the following definition.
Definition 4
Let l ∈ {1, 2}. We say that property R l holds if there are neighborhoods U ofx, W ofω and constants κ > 0 and γ > 0 such that for every ω ∈ W and every x ∈ F (ω) ∩U with x −x > γe l (ω), the multifunction M ω is metrically regular with modulus κ around (x, 0).
In particular, properties R 1 and R 2 imply that Mω is metrically regular with some uniform modulus around every point (x, 0) with x ∈ F (ω) \ {x} close tox.
We will now show that property R 1 or property R 2 holds if Mω fulfills at (x, 0) the condition FOSCMS or SOSCMS, respectively.
Proposition 1 1. Assume that FOSCMS is fulfilled for Mω atx, i.e., for every direction
Then property R 1 holds.
If for every direction
then property R 2 holds. In particular, SOSCMS implies property R 2 .
Proof To prove the first part, assume on the contrary that for every k we can find (
According to the definition of the limiting normal cone, for each k we can find elements q k ∈ (q(x k , ω k ) +
. By passing to a subsequence if necessary, we can assume that
we obtain a contradiction to the assumption. Hence the first part is proved.
To prove the second part, assume on the contrary that for every k we can find (
is not metrically regular around (x k , 0) with some modulus less than or equal to than k.
Hence we can proceed similarly as in the first part of the proof to find the sequences (λ k ), (ξ k ) and (q k ) together with the limits 0 = u ∈ T lin ω (x) and 0 = λ ∈ N(q(x,ω); P; ∇ x q(x,ω)u) satisfying ∇ x q(x,ω) T λ = 0, with the only difference that we now
By passing to a subsequence if necessary, we can assume that there are index sets P ⊂ {1, . . . , p} and A i ⊂ {1, . . . , m i }, i ∈ P, such that P(q k ) = P and
and
By passing to a subsequence once more, we can assume that the sequences µ k i j converge to µ i j ≥ 0 for each j ∈ A i , i ∈ P, and it follows that λ − ∑ j∈A i µ i j a i j = 0, i ∈ P. Since P ⊂ P(q(x,ω)) and A i ⊂ A i (q(x,ω)), i ∈ P, we obtain for each i ∈ P
Using Lemma 4 we have
and so, together with
contradicting (21) . The last statement follows from the observation that SOSCMS implies (21) . ⊓ ⊔ Proposition 2 Letx ∈ F (ω).
Assume that there is some
Then there is a constant κ > 0 and a neighborhood W ofω such that
Proof We can assume without loss of generality that u = 1. In both cases, the assumption ensures that Mω is metrically subregular at (x, 0) in direction u. Now we make some preliminary considerations, before proving the assertions of the proposition. For every k we can find a neighborhood W k ofω and a radius
Now consider sequences (t k ) ↓ 0 and (ω k ) such that t k < ρ k /2 and ω k ∈ W k hold for all k. Since ∇ x q(x,ω)u ∈ T (q(x,ω); P) and P is the union of finitely many convex polyhedral sets, we have q(x,ω) + t k ∇ x q(x,ω)u ∈ P for all k sufficiently large. Thus there is some constant L such that d(q(x + t k u,ω), P) ≤ L(t k ) 2 and, by metric subregularity of Mω in direction u, there is some κ ′ > 0 such that for every k there is some point
and we obtain
By using Ekeland's variational principle, we can find for every k some point
Since P is closed, there is for every k some q k ∈ P with d(q(x k , ω k ), P) = q(x k , ω k ) − q k , and we conclude
By applying first-order optimality conditions, it follows that
. Now let us prove the first assertion by contraposition. We assume on the contrary that for every k there is some
From (23) we can conclude q(
Hence ξ k is well defined, and we can proceed as in the proof of Proposition 1 to obtain the contradiction that every limit point λ of the sequence (ξ k ) fulfills λ = 1, λ ∈ N(q(x); P; ∇ x q(x,ω)u) and ∇ x q(x,ω) T λ = 0. We prove the second part similarly. Assuming on the contrary that for every k there is some 
As before we obtain
k , and thus (22) as well as
and (24) hold. This implies again that (ξ k ) is well defined; using the same arguments as in the proof of the second part of Proposition 1, we obtain that every limit point λ of the sequence
Lipschitz and Hölder stability of solution mappings
In what follows we denote by X : Ω ⇒ R n the mapping which assigns to every ω the set of local minimizers for the problem P(ω) in (1), and by S : Ω ⇒ R n and S M : Ω ⇒ R n the mappings which assign to every ω ∈ Ω the sets of B-stationary points and M-stationary points, respectively, for the problem P(ω), i.e.,
S(ω)
Then we have X(ω) ⊂ S(ω) ∀ω ∈ Ω . Further we consider the solution mappingŜ : Ω ⇒ R n of the generalized equation (4),
and the related mappinĝ
The first result of this section are sufficient conditions such that estimates of the form
hold, where L > 0 and U and W are neighborhoods ofx andω. The following result is only stated for the solution mappingsŜ(ω) ∪Ŝ M (ω) for GE(ω), the corresponding statement for P(ω) follows immediately by taking F(x, ω) := ∇ x f (x, ω).
Theorem 3 Letx ∈ F (ω).
If property R 1 holds and there does not exist a triple
then there are neighborhoods U ofx, W ofω and a constant L > 0 such that (25)- (29) and
If property R 2 holds and there does not exist a quadruple
where I (u) := {i | ∇ x q(x,ω)u ∈ T (q(x,ω); P i )}, then there are neighborhoods U ofx, W ofω and a constant L > 0 such that
Proof We prove the first part by contraposition. Let W denote the neighborhood according to the definition of property R 1 . Assume on the contrary that for every k we can find (
k , and, due to property R 1 , we have that M ω k is metrically regular with modulus κ around (x k , 0) for all k sufficiently large. Hence, x k ∈Ŝ M (ω k ) and there exists a vector
By the definition of the limiting normal cone, we can find for each k elements q k ∈ (q(x k , ω k ) +
. By passing to a subsequence if necessary, we can assume that u k := (x k −x)/ x k −x → u and λ k → λ .
Because of Lemma 4 we have
showing 0 = u ∈ T lin ω (x) and λ ∈ N(q(x,ω); P; ∇ x q(x,ω)u). Using Lemma 4 again, we similarly obtain
Further
By passing to a subsequence once more, we can assume that there are index sets P ⊂ {1, . . . , p} and 
and ∑ j∈A i ζ k i j ≤ β i ξ k , i ∈ P, for some constants β i . By passing to a subsequence once more, we can assume that the sequences ζ k i j converge to ζ i j ≥ 0 for each j ∈ A i , i ∈ P, and it follows that λ − ∑ j∈A i ζ i j a i j = 0, i ∈ P. Further, F(x,ω) + ∇ x q(x,ω) T λ = 0 and thus, by Hoffman's lemma, there is some realγ > 0 such that for each k we can findξ k ∈ R m and nonnegative numbersζ
where the last equation follows from (32). Hence for each j ∈ A i , i ∈ P, the sequence (ζ k i j −ζ k i j )/ x k − x is bounded, and we can assume that it converges to some ν i j , where we have eventually passed to a subsequence. Now consider the set
Otherwise we choose an indexk such that (ζ¯k i j −ζ¯k i j )/ x¯k −x < ν i j /2 hold for all (i, j) ∈ I with ν i j < 0 and setν i j = ν i j + 2(ζ¯k i j − ζ i j )/ x¯k −x , j ∈ A i , i ∈ P. Then we have for every
and hence in any case there is somet > 0 such that ζ i j + tν i j ≥ 0 holds for all j ∈ A i , i ∈ P and t ∈ [0,t]. Setting µ := ∑ j∈A iν i j a i j for an arbitrarily chosen i ∈ P, we either have µ = lim k→∞
, and therefore µ = ∑ j∈A iν i j a i j holds for all i ∈ P. Hence λ + tµ ∈N(q k ; P)
Thus the triple (u, λ , µ) fulfills conditions (25)- (29), a contradiction, and the first part is proved. We also prove the second assertion by contraposition. Let W now denote the neighborhood according to the definition of property R 2 . Assume on the contrary that for every k we can find (
and we can proceed as in the first part to find (u, λ , µ). Thus, in order to prove the second assertion, it remains to show that there is some v such that (30)-(31) holds. Since P ⊂ P(q(x,ω)) and
Now fix anyī ∈ P and consider an arbitrarily fixed vector ξ ∈ R m such that F(x,ω) + ∇ x q(x,ω) T ξ = 0 and there exist nonnegative num-
where
, by dividing by x k −x 2 and taking the limit k → ∞, we obtain
Setting ζ¯i j = 0, j ∈ A¯i(q(x,ω)) \ A¯i, we obtain that ζ¯i j , j ∈ A¯i(q(x,ω)), is a solution of the linear optimization problem
Then, by duality theory of linear optimization, the dual program also has a solution v ∈ R n and ,ω) ). ,ω) , P¯i), and sinceī ∈ P ⊂ I (u), the quadruple (u, λ , µ, v) fulfills (25)-(31), a contradiction, and the second part is also proved.
⊓ ⊔ Now we consider the solution mappings for the the problem (1). It turns out that the assumptions of Theorem 3 can be partially replaced by a second-order sufficient condition and a quadratic growth condition, respectively. Further we can guarantee the existence of locally optimal solutions.
Recall that a pointx ∈ F (ω) is an essential local minimizer of second order for the problem P(ω) if there is a neighborhood U ofx and a constant η > 0 such that
This implies that the quadratic growth condition for the problem P(ω) holds atx, i.e.,
The opposite direction is true if Mω is metrically subregular at (x,ω). To see this one could use similar arguments as in [7, Section 3] by noting that convexity of P is not needed and the assumption of metric regularity used in [7] can be replaced by assuming metric subregularity.
Note that the proof of the following proposition does not use the polyhedral form of P, it suffices to suppose that P is a nonempty closed set.
Proposition 3 Letx be an essential local minimizer of second order for the problem P(ω).
Then there are constants γ 1 , γ 2 > 0 and a neighborhood W ofω such that for all ω ∈ W with d(x, F (ω)) < γ 1 one has
Proof Let η > 0 and ρ > 0 be such that (34) hold for all x ∈x+ρB R n , and define
, 2 L/η}. Then we choose 0 <ρ ≤ ρ and W ⊂Ŵ η/2 such that
and finally, that τ 2 (ω) < min{L/2,ρ/(2γ 2 )} ∀ω ∈ W . Further, we set
Now let ω ∈ W with d(x, F (ω)) < γ 1 be arbitrarily fixed, and choose y ∈ F (ω) with
and, together with Lemma 4,
and therefore
showing α(x, y, ω) > 0. Hence we conclude that for every x ∈ F (ω) with γ 2 ( y−x
and for every ω ∈ Ω , every x ∈ F (ω) and every u ∈ C ω (x) we define the set of multipliers
Definition 5 Letx ∈ F (ω). We say that the refined strong second-order sufficient condition (RSSOSC) holds atx for the problem P(ω) if for every nonzero critical direction 0 = u ∈ Cω (x) one has
Note that RSSOSC is sufficient forx being an essential local minimizer of second order only under some additional first-order optimality condition, e.g., ifx is an extended M-stationary point in the sense of [11] ,
In what follows, the first-and second order sufficient conditions for metric subregularity FOSCMS and SOSCMS are used as in Proposition 1.
Theorem 4
Letx ∈ F (ω), and assume that Assumption 1 is fulfilled.
If FOSCMS is fulfilled for Mω atx and RSSOSC holds atx for P(ω), then there are neighborhoods U
ofx, W ofω and a constant L > 0 such that
In addition, ifx is an essential local minimizer for P(ω) and either T lin ω (x) = {0} or Mω is metrically regular around (x, 0), then X(ω) ∩U = / 0 ∀ω ∈ W .
If SOSCMS is fulfilled for Mω atx andx is an essential local minimizer of second order for P(ω), then there are neighborhoods U ofx, W ofω and a constant L > 0 such that
In addition, if either T lin ω (x) = {0} or Mω is metrically regular around (x, 0),
Proof We show the first part by contraposition. If the assertion does not hold, by virtue of Theorem 3 with F = ∇ x f together with Proposition 1, there is some triple (u, λ , µ) satisfying λ ∈ Λ 1 ω (x; u), (25) , (27) and 0 = ∇ 2 x L (x, λ ,ω)u + ∇ x q(x;ω) T µ. By (27) , there are sequences (α k ) ↓ 0 and (µ k ) → µ with λ + α k µ k ∈ N(q(x,ω); P; ∇ x q(x,ω)u), and by using [11, Lemma 2 
x L (x, λ ,ω)u, contradicting RSSOSC. We also prove the second part by contraposition. Assuming on the contrary that the assertion does not hold, by applying Theorem 3 with F = ∇ x f together with Proposition 1, we find (u, λ , µ, v) satisfying λ ∈ Λ 1 ω (x; u), (25) , (27) 
Hence we can conclude from [11, Lemma 3.16] thatx is not an essential local minimizer of second order for P(ω) contradicting our assumption.
Finally, in both cases the assertion that X(ω) ∩U = / 0 ∀ω ∈ W follows from Proposition 2 respectively Theorem 2 and Proposition 3.
⊓ ⊔
Remark 2
The statements (36) and (37), respectively, remain valid if we replace FOSCMS and SOSCMS by the formally weaker assumption that properties R 1 and R 2 , respectively, hold. In order that the statement X(ω) ∩ U = / 0 holds in case thatx is an essential local minimizer, we must ensure that F (ω) = / 0 for ω close toω, e.g. by the assumption that there is a direction 0 = u ∈ T lin ω (x) fulfilling the assumptions of Proposition 2 or by the assumption of metric regularity of Mω around (x, 0).
Remark 3 If p = 1, i.e. if P is a polyhedron, then it follows from [8, Proposition 3.9] that the conditions FOSCMS for Mω and T lin ω (x) = {0} imply metric regularity of Mω around (x, 0).
Application to MPECs
In this section we consider the special case MPEC(ω) as given in Example 1. In what follows we denote byx a point feasible for the problem MPEC(ω). Recall that the set P is given by P = R 
Further, for every direction (u, v, w) ∈ T ((g,h,ã); P) we have
For the inequality constraints we obviously have
By straightforward calculation we can obtain the formulas for the regular normal cone, the limiting normal cone and the contingent cone of the set Q EC as follows: For all a = (a 1 , a 2 ) ∈ Q EC we havê
and for all u = (u 1 , u 2 ) ∈ T (a; Q EC ) we have
Given u ∈ T lin ω (x) we define
Then we have the following characterizations of metric subregularity: FOSCMS is fulfilled for Mω atx if and only if for every direction 0 = u ∈ T lin ω (x) the only multiplier
is the trivial multiplier λ = 0. Similarly, SOSCMS is fulfilled for Mω atx if and only if for every direction 0
is λ = 0. Further, Mω is metrically regular around (x, 0) if and only if in case u = 0 the only multiplier λ fulfilling (38)-(41) is λ = 0. Note that I g (0) =Ī g , I +0 (0) = I 0+ (0) = / 0 and I 00 (0) =Ī 00 . We now translate Theorem 3 into terms of MPEC(ω). To do this it is convenient to consider the (extended) Lagrangian 
is not empty. Further recall that under some constraint qualification (CQ), e.g. the Mangasarian-Fromovitz CQ (MFCQ), the three concepts of M-stationarity, B-stationarity and KKT-stationarity coincide. Since MFCQ persists under small perturbations in our setting, hence S(ω) ∩U and S M (ω) ∩U coincide for some neighborhood U ofx ∈ S(ω) and all ω close toω, provided thatx satisfies MFCQ. We show how to prove two classical results by means of Corollary 3 or Theorem 4, respectively. 
has no solution (u, α, β ) with u = 0.
Proof Take any (u, λ , µ) which satisfies u ∈ T lin ω (x), (38), (43), (48) and (49). It is sufficient to show that (u, λ , µ) also satisfies both λ ∈ Λ (x,ω) and (59) when putting α = µ g and β = µ h . Indeed, then the assumption of the corollary says that u = 0. Since MFCQ at (x,ω) implies property R 1 , Corollary 3 thus immediately gives in the special case NLP(ω) S(ω) ∩U ⊂x + Lτ 1 (ω) ∀ω ∈ W.
By our assumptions for f and q = (g, h), we have for all ω sufficiently close toω, τ 1 (ω) = ∇ x f (x, ω) − ∇ x f (x,ω) + ∇ x q(x, ω) − ∇ x q(x,ω) + q(x, ω) − q(x,ω) ≤ const. ω −ω and so we are done.
It remains to show that (u, λ , µ) satisfies both λ ∈ Λ (x,ω) and (59) when putting α = µ g and β = µ h . First, we observe that (38) says that λ The following Hölder stability result is a generalization of Proposition 4.41 in Bonnans and Shapiro [4] , where global minimizing sets of NLP(ω) are considered instead of the sets of stationary solutions or local minimizers as here. Recall thatx ∈ F (ω) satisfies the quadratic growth condition for NLP(ω) if f (x,ω) − f (x,ω) ≥ η x −x 2 ∀x ∈ V ∩ F (ω) holds for some η > 0 and some neighborhood V ofx. Proof The corollary is an immediate consequence of the second part of Theorem 4 by taking into account that MFCQ is equivalent to metric regularity of the multifunction Mω around (x, 0) implying SOSCMS by virtue of Theorem 1, and that under MFCQ the quadratic growth condition is equivalent to the property thatx is an essential local minimizer of second-order.
Results of this type are classical, but concern global or so-called complete local minimizing (CLM) sets, see e.g. [2, 3, 4, 19] . Corollary 5 extends this by providing even existence and upper Hölder continuity for stationary solution sets and the sets of all local minimizers, while part 2 of Theorem 4 allows us in addition to weaken the assumption MFCQ by assuming SOSCMS (which implies R 2 ) instead. Note that upper Hölder stability of the global minimizing or CLM set mapping even holds ifx is not locally isolated (see e.g. [4, 19] ). Recently, Kummer [22] presented an alternative characterization of upper Hölder stability of KKT-stationary solutions via convergence properties of suitable iteration procedures.
Remark 5
For nonlinear programs, a standard second order sufficient optimality condition atx ∈ F (ω) (see for example [4, Prop.5 .48]) is equivalent to the property (34) (i.e.,x is an essential local minimizer of second order for the problem NLP(ω)). This is true without any constraint qualification, see the remarks following Thm. 5.11 in [7] . At the end of this paper let us mention, that our results incorporate the combinatorial structure of the problem and are more far reaching than those results which one could obtain by decomposing into different branches and applying direct arguments to the subproblems. One simple reason is that (globally optimal) solutions of the subproblems may not be M-stationary solutions of the overall problem, as the following example demonstrates.
and for the second problem we obtain
Hence, for the union X 1 (ω) ∪ X 2 (ω) we only have upper Hölder continuity and this demonstrates that in a straightforward way we cannot derive the stability property of solutions of the MPEC from the continuity properties of solutions of the different branches.
