ABSTRACT Traditional object detection methods always assume both of the training and test data follow the same distribution, but this cannot always be guaranteed in the real world. Domain adaptive methods are proposed to handle this situation. However, existing methods generally ignore the semantic alignment at feature level when they try to align data distributions between source and target domains. In this paper, we propose a novel unsupervised cross-domain object detection method, named Cycle-consistent domain Adaptive Faster RCNN (CA-FRCNN). A couple of Generative Adversarial Nets (GAN) are used to make the features from two domains consistent at both data distribution level and semantic level. Specifically, features from source domain are transformed to the target domain. Then they are aligned with features from target domain. At the same time, target features are handled with similar operations. Furthermore, a cycleconsistent loss is optimized to guarantee that the semantic information is preserved before and after the style translations. In the end, identity module is used to make the feature in source domain equivalent to the reconstructed feature output by the source generator, whose input is from the source domain. For the feature in the target domain, similar identity is required. Experiments on multiple datasets show that our method performs better than previous state-of-the-art methods.
I. INTRODUCTION
The task of object detection is to identify and locate multiple interested objects in an image. In recent years, a large number of object detection methods based on deep learning have been proposed, which are mainly divided into two categories: single-stage methods and two-stage methods. Single-stage methods directly locate the position of the object boxes as a regression problem without producing candidate boxes, such as memory based detector [1] , YOLO [2] , SSD [3] , RetinaNet [4] , etc. Two-stage methods produce candidate boxes, such as Fast R-CNN [5] , Faster R-CNN [6] and Cascaded R-CNN [7] , etc. In addition, some new anchor free methods have been proposed recently, i.e, object detection based on keypoints, such as CornerNet [8] and CenterNet [9] .
Although great improvements have been made on object detection research based on deep learning, there still exist two problems: 1) The source and target domains are assumed to obey the same distribution, which may not always exist
The associate editor coordinating the review of this article and approving it for publication was Chao Shen. in the real world scenario. As shown in Fig.1 , the left and right images are the scenes without and with fog respectively. It can be seen that even in the same scene, environments at different moments have great differences in resolution and illumination. 2) A large number of labeled data are needed, which is almost impractical due to costing lots of human resources and financial resources.
To solve the above mentioned problems, deep learning based object detection methods incorporating domain adaptation scheme have been explored. These methods can be divided into two categories according to whether the samples in target domain have labels or not. The first category is semi-supervised method [10] - [14] . In this case, there exist some labeled data or useful information in the target domain, but once there are not any information in the target domain, the performance drops dramatically. The other category is unsupervised method which has not any label information in target domain. In this case, there exist two subcategories. The first subcategory does not have source samples, such as some meta learning methods [15] , [16] . While the other subcategories have source domain data. These methods try to align feature distributions from two domains [17] , [18] . All of these methods do not consider the alignment of semantic information when trying to match distributions of two domain data. For example, as shown in Fig.1 , because the similar characteristics of truck and train, the recognition result is wrong after the transfer from the source domain by the method in [17] .
Inspired by the ideas of CycleGAN [19] and CyCADA [20] , we propose a novel method to make these two domains consistent at both visual feature level and semantic level. Our method consists of three parts, i.e. domain matching module, cycle consistence module and identity module. The domain matching module in [17] ensures the domain consistency at both instance level and image level. The cycle consistence module utilizes a couple of generative adversarial networks(GAN) [21] to train a basic feature extraction network, so that semantic information is preserved after bidirectional transformations between the source and target domains. To make the generators have better performance, the identity module is adopted to make the source feature equivalent to the feature reconstructed from the source domain generator, whose input is from the source domain. Furthermore, the identity module is also applied to target features.
Our main contributions are: 1) A new domain adaptive detection framework is proposed, which not only notably aligns features from both source and target domains, but also guarantees semantic consistency during the process of domain adaptation. 2) An identity module is used to train the generators of both source and target domains to make those generators have better generation performance. 3) Extensive experiments on multiple datasets are performed to demonstrate the effectiveness of our method. The reminder of the paper is arranged as follows. Section 2 introduces the related works of domain adaptive object detection. We detail our CA-FRCNN model in Section 3. The experimental results are shown in Section 4 and conclusion is given in Section 5.
II. RELATED WORKS
Domain adaptation [22] - [26] , is a branch of transfer learning. The categories of source and target domain data are generally the same, but with different distributions. Through domain adaptation at different stages, the researchers propose three kinds of different domain adaptive methods: 1) Instance re-weighting adaptation [27] , weighted re-sampling of the source domain samples by feature distribution matching across different domains to approximate the distribution of the target domain [28] - [30] . 2) Feature adaptation, projecting the source domain and target domain into the common feature subspace and making their feature distribution as identical as possible [31] - [33] . 3) Classifier adaptation, learning general classifier by utilizing the labeled source domain data and unlabled target domain data or few labeled [34] , [35] . Our method belongs to the second category.
With the progress and popularity of deep learning [36] , deep learning is used in more applications. For example, [37] , [38] mainly use CNN to solve some authentication problems. Meanwhile some deep transfer learning methods are appeared [39] - [41] . They make use of advantages of deep learning and transfer learning. For example, JAN [42] uses the deep network to learn the transfer network based on a joint maximum mean discrepancy(JMMD) criterion. [43] combines deep network and the siamese structure with contrastive loss to solve domain transfer and generalization problems. In recent years, adversarial transfer learning [20] , [44] - [46] , has made great progress, which uses the generating adversarial theory to perform implicit distribution matching. Especially CyCADA [20] applies Cycle-GAN [19] to align two domains in generative image space and latent representation space, and enforces the consistency of relevant semantics before and after adaptation to avoid divergence. Our work is inspired by this research field.
Different from domain adaptive methods respect to classification problem, our method focuses on domain adaptive object detection, which not only needs to classify, but also needs to locate interested objects in an image. Only a small amount of works have been published on this issue. For the case of keeping source data, there exist two unsupervised domain adaptive detection methods closely relate to our work [17] , [18] .
Da Faster RCNN [17] is the first paper to apply unsupervised domain adaptation technique to detection, which utilizes the gradient reversal strategy in Faster R-CNN framework to conduct domain adaptive detection. This framework trains the feature extraction network by distribution matching at both image level and instance level. This can only ensure the alignment of some features in two domains, but this is not significant alignment, and semantic consistence is not guaranteed during the transfer process. FAFRCNN [18] introduces a pairing mechanism over source and target features and also aligns features at both image level and instance level. It has advantages of less data collection cost and fast adaptation for few-shot domain adaptation. On unsupervised domain adaptive detection, it only uses CycleGAN [19] to transform source image to target domain at the pixel level. However, transferring at the feature level is more important to object detection. Moreover, the method hardly considers semantic feature.
To tackle the aforementioned limitations, our method not only uses CycleGAN-like network to guarantee the semantic consistency between two domains, but also introduces an identity module to ensure better performance of those generators. And our framework also combines domain matching module in [17] , which aligns the features at both instance level and image level. So our structure can guarantee semantic consistency as well as notably align two domains at the same time.
III. THE PROPOSED METHOD
In this section, we first formulate the problem of domain adaptation detection. Then an implicit model, CA-FRCNN model, is introduced. Finally, how to train and use the method is also illustrated. s . In our case, the object categories of both domains are the same. There is a mapping f : X s → Y s learned by Faster R-CNN. Assume y j t ∈ Y t is the corresponding label of the jth image which is unknown. Our goal for the unsupervised domain adaptive detection problem is to learn a mapping g, such that, the mapping g•f : X t → Y t is better than the direct mapping f : X t → Y t .
B. THE CA-FRCNN MODEL
The mapping g is implicit expression based on adversarial learning. This is composed by three modules: domain matching, cycle consistence and identity modules. As shown in Fig.2 , the images I s in source domain and the images I t in target domain are simultaneously input into the same CNN network, then the corresponding features x s and x t can be obtained. Domain matching module is used to train the feature extraction network to enforcing consistent at both the image level and instance level as far as possible. The cycle consistence module ensures the semantic consistency during the transfer process. The identity module is to make the generator have better performance, and thus notably aligns the two domains.
1) DOMAIN MATCHING MODULE
Domain matching module is composed of three parts: imagelevel adaptation, instance-level adaptation and consistency regularization, which focus on the distribution matching of feature representations and enforce consistency between two domains at both instance level and image level. We directly adapt the domain matching module in [17] since the effectiveness of this module has already been proved. The objective function L Dm of this module consists of three parts:
L img is the image-level adaptation part which is to eliminate the mismatch of domain distribution at the image level layer. The gradient reverse Layer (GRL) is used [44] between the basic feature extraction network (CNN network) and the domain classifier. L ins is the loss function of the instance level adaptation, which is used to align ROI samples extracted by Faster R-CNN from two domains. L cst is to enhance the consistency between the image level and instance level in two domains. For detail, please refer to the reference [17] .
2) CYCLE CONSISTENCE MODULE
As shown in Fig.2 
where G st (x i s ) is the fake target domain feature with aforementioned. We should maximize the function D t (G st (x i s )) to optimize generator G st . For optimizing G ts , the same derivation is applied.
The above mentioned losses of discriminator and generator can only guarantee the unidirectional alignment between the source domain features X s and the target domain features X t , but it is possible to miss the original semantics during the transfor process, as shown in Fig.1 . Motivated by this observation, we introduce the cycle-consistent loss, which can ensure bidirectional alignment. The original feature is consistent with the reconstructed original feature after two domain adaptations, which indicates that the semantic information is retained in the process of transfer, otherwise it cannot be transferred back. For instance, the style translation operation may lead to highly entangled representations due to its invariance under arbitrary invertible transformations, e.g, making handwritten digit 4 like 9 during the style translation. However, the cycle-consistent loss guarantees that 4 is always a 4, before and after the tranlations. Therefore the cycle-consistent loss guarantees the semantic consistency between two domains during the transformation process.
For the source feature x s : 
In the end, the generator loss L cyc in the cycle consistence module is as follows:
3) IDENTITY MODULE
As shown in Fig.2 , the right part is the identity module, which is to make these generators have better generation performance by training the generator G st and G ts respectively. The basic principle is that if the generator is robust, the feature in one domain should be consistent with the reconstructed feature output by the corresponding generator, whose input is from this domain. The final loss is as follows:
The overall model is shown in Fig.2 , which contains three modules. So the overall generator loss function is as follows:
where L det is from Faster R-CNN [6] , which is only trained on the source domain data. β, γ are the hyperparameters controlling interaction between losses. And the overall discriminator loss function is as follows:
For the training phase of our model, we take the images I s in source domain with annotation and the images I t in target domain without annotation as the input. The initial weights of the base network CNN (as shown in Fig.2 ) are obtained by training on ImageNet and other parameters are randomly initialized. In the first step, we fix discriminator parameters inorder to train the base network and the generators both using L g . For the second step, we fix other parameters inorder to train discriminators using L d . In the end, the step 1 and step 2 alternately run until the parameters stabilize. At the test phase of our model, only the model parameters of Faster R-CNN are retained for test and evaluation, the above three modules and their parameters are removed.
IV. EXPERIMENTS
In this section, we conduct extensive experiments and evaluations of our model CA-FRCNN for cross-domain detection on multiple datasets: Cityscapes dataset [47] , Foggy Cityscapes dataset [48] , SIM 10k dataset [49] , and KITTI dataset [50] , etc. In the experiment, VGG16 network is used as the basic network for extracting features.
A. IMPLEMENTATION DETAILS AND DATASETS 1) IMPLEMENTATION DETAILS
The detailed structures of the generators and discriminators are shown in Table 1 and Table 2 , respectively. As shown in Table 1 , the first five convolutions are the dowmsampled convolutions, and the last four are the interpolating convolutions. BatchNorm is used behind each convolution layer. These settings of parameters can make the size of generated feature consistent with the size of the input feature. For the discriminators, InstanceNorm is used to normalize the channel of the feature output by the convolution layer.
For the fairness of comparison, our setup is basically consistent with Da Faster RCNN [17] . The VGG16 pre-trained by ImageNet is used as the basic feature extraction network. To train generators, Adam optimizer with a fixed learning rate of 1e-4 is used. For learning discriminators, we use Adam with a fixed learning rate of 2e-4. Since Adam optimizer is not sensitive to the learning rate, we do not perform weight decay. Meanwhile, for the basic network, we fine-tune the learning rate of 2e-3 for 50k iterations and then reduce their learning rate to 2e-4 for another iterations until they remain steady.
Unless otherwise state, following the method in [17] , we set β = 0.1, γ = 0.1 for all experiments, and these parameters work best.
2) DATASETS
In this experiment, we perform cross domain object detection experiments on multiple datasets. These datasets are as follows:
1) The Cityscapes dataset [47] is an image segmentation dataset of multiple urban streetscapes, providing 5,000 finely annotated images, including 2,975 iamges in the training set, 500 images in the validation set, and the rest for test set. In order to match the detection dataset, following [17] , we use the rectangle enclosing of its instance mask as the ground-truth bounding box annotation.
2) The Foggy Cityscapes dataset [48] is the corresponding cityscapes dataset with simulated fog interference.
3) The SIM10k dataset [49] is a synthetic dataset, synthesizing images leveraging footage from the Grand Theft Auto V(GTAV) game, which contains 10,000 images labeled with categories: car, motorbike and person. 4) The KITTI dataset [50] is a set of scene graph data taken by different vehicle camera settings. It contains a total of 7,481 images. We evaluate our model and compare it with other methods on these cross-domain adaptation scenarios including: Cityscapes to Foggy Cityscapes (C → F), SIM 10k to Cityscapes (S → C), and KITTI to Cityscapes (K → C).
B. PERFORMANCE COMPARISON AND ANALYSIS
The original object detection model Faster R-CNN [6] is used as the baseline, which is only trained with the source domain data and tested in the target domain. The advanced Da Faster RCNN [17] and FAFRCNN [18] are used as contrasts.
1) CITYSCAPES TO FOGGY CITYSCAPES ADAPTATION
C → F transfer is a basic transfer scenario for cross domain detection, where Cityscapes is as the source domain data and Foggy Cityscapes is as the target domain data. In the domain adaptive object detection, since the common categories of the two datasets are same but the feature distributions are greatly different, domain adaptive object detection of multiple categories can be implemented. In the experiment, we use the training set of Cityscapes with annotation for training and the training set of Foggy Cityscapes without annotation for domain adaptation. Verification set of Foggy Cityscapes is used for test. The experimental results are shown in Table 3 , which can be seen that the mAP of our experimental results is higher than that of Da Faster RCNN [17] around 2.0%, and higher than that of the FAFRCNN [18] around 1.0%.
2) SIM 10K TO CITYSCAPES ADAPTATION
In the domain adaptive object detection experiment of SIM10k dataset to Cityscapes dataset, we take SIM dataset as the source domain data and Cityscapes dataset as the target domain data, where SIM is a synthetic dataset and Cityscapes is a real dataset. Since the common category of the two datasets is car only, we just evaluate the AP of car. The results of the experiment are reported in Table 4 . From the table, it can be observed that the performance of our model exceeds the other models in the transfer process from synthetic data to real data.
3) KITTI TO CITYSCAPES ADAPTATION
KITTI serves as the source domain dataset, with 7,481 images used for training. At the same time, 2,975 images from the Cityscapes training set are used for domain transfer, and 500 images on the verification set are used for test. The experimental results are shown in Table 5 . We compare our [6] , whose category can be correctly identified. The middle is the result of Da Faster RCNN model [17] , and the result of recognition is wrong. The right is the result of our model, which can correctly identify the corresponding category.
TABLE 4.
The experimental results of the transfer from the dataset SIM 10K to the Cityscapes dataset, which are presented using the AP of car. model with other models on the transference of these two realworld datasets and it can be seen from the table that our model has better performance. Fig.3 shows results of domain adaptive detection from the dataset Cityscapes to the dataset Foggy Cityscapes for Faster R-CNN [6] , Da Faster RCNN [17] , and our model. It can be observed that: 1) The accuracy of our model is higher than others. For example in the first column, the accuracy of motorcycle detected by our model is higher than that of Da Faster RCNN [17] . And Faster R-CNN [6] cannot recognize it at all. That's because our model contains cycle consistence module and identity module, which can better align the feature distribution of the two domains compared with Da Faster RCNN [17] . However, for Faster R-CNN [6] , it only trains in the source domain and tests in the target domain. Due to the large distribution gap between the source domain and the target domain, the instances in the target domain cannot be well identified. 2) Identification error rate of our model is lower than others. Such as in the first column, the Da Faster RCNN identifies the fence as a car. It is possible to lose some semantic information in the process of domain adaptation, while our model just alleviates this problem.
C. QUALITATIVE ANALYSIS
3) The Da Faster RCNN [17] may miss some objects, but our model can recognize them, such as the second column images in Fig.3 . Since our model cannot only significantly align the features of the two domains, but also preserve the semantic information in the process of domain adaptation. Our model is less likely to lose the objects during the detection process.
D. SEMANTIC ANALYSIS
There are some cases, which some categories are correctly identified by the original Faster R-CNN [6] , and are misidentified by Da Faster RCNN [17] . As shown in Fig.4 , Faster R-CNN correctly identifies the car category, but Da Faster RCNN incorrectly identifies it as a bus after domain adaption. Namely, semantic information is missed during domain adaption. However the car can be correctly identified again after domain adaption by our model.
From the above experimental analysis, it verifies that our model preserves semantic information during domain adaption. Our model address the problem of Da Faster RCNN without semantic alignment while preserving its advantages.
E. ABLATION ANALYSIS
In order to analysis the validity of each module in our method, we evaluate mAP of domain adaptive detection experiment from Cityscapes to Foggy Cityscapes. The experimental results are shown in Table 6 . The mAP of the cycle consistence module is significantly improved compared with the baseline, which is because domain consistency and semantic feature consistency are guaranteed at the feature level. The identity module mainly improves the performance of the generator. The L ident of this module is used to constrain the generator to make it more robust. From the experimental results, we can see that this module is very useful. While domain matching module performs domain adaptation between two domains not only at the feature level, but also at the instance level. Therefore, its mAP is higher than that of cycle consistence module and identity module. However it ignores consistent alignment of features and semantic information. In a nutshell, each module produces a certain effect, and all modules will work best together.
V. CONCLUSION
In this work, to address the problem that previous works cannot guarantee the semantic consistency and notably align data distributions between source domain and target domain, we propose a novel object detection method, named CA-FRCNN. Our method not only introduces CycleGAN to keep semantic consistency, but also uses identity module to improve the robustness of the generator, so that the features of the two domains can be better aligned. In addition, the domain matching module can guarantee the alignment of the features at the instance level. Comparing our method with the Faster R-CNN [6] and Da Faster RCNN [17] , the mAP of our model is highest, which demonstrates the effectiveness of our method. DAN 
