Abstract: Land surface temperature (LST) is a basic parameter in energy exchange between the land and the atmosphere, and is frequently used in many sciences such as climatology, hydrology, agriculture, ecology, etc. Time series of satellite LST data have usually deficient, missing, and unacceptable data caused by the presence of clouds in images, the presence of dust in the atmosphere, and sensor failure. In this study, the singular spectrum analysis (SSA) algorithm was used to resolve the problem of missing and outlier data caused by cloud cover. The region studied in the present research included an image frame of the Moderate Resolution Imaging Spectroradiometer (MODIS) with horizontal number 22 and vertical number 05 (h22v05). This image involved a large part of Iran, Turkmenistan, and the Caspian Sea. In this study, MODIS LST products (MOD11A1) were used during 2015 with approximately 1 km × 1 km spatial resolution and day/night LST data (daily temporal resolution). On average, the data have 36.37% gaps in each pixel profile with 730 day/night LST data. The results of the SSA algorithm in the reconstruction of LST images indicated a root mean square error (RMSE) of 2.95 Kelvin (K) between the original and reconstructed LST time series data in the study region. In general, the findings showed that the SSA algorithm using spatio-temporal interpolation can be effectively used to resolve the problem of missing data caused by cloud cover.
Introduction
Land surface temperature (LST) is a principal characteristic for the evaluation of energy exchange between the land and the atmosphere [1] [2] [3] . This parameter is applicable to numerous sciences such as climatology, hydrology, agriculture, ecology, public health, and the environment [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . One of the methods for measuring LST is to use satellite data and thermal remote sensing techniques. However, time series of the satellite observations of LST often have missing data and outliers. Missing values and/or outliers can arise from cloud cover, sensor failure, aerosol, and the inefficiency of cloud-masking algorithms [1, 2, 16, 17] . Atmospheric dust, aerosol, gases, and clouds in particular can dramatically affect the energy reflected from the surface and expose the reading of optical and thermal sensors to error [16] . Clouds in satellite images are identified as phenomena that have higher reflection in visible bands of the electromagnetic spectrum than most other terrestrial phenomena, and have a study showed that SSA could be effective in an analysis of a hydrologic time series, including the reconstruction of time series and extraction of trends, fluctuations, and prediction [39] .
The current study was aimed to (1) assess the performance of SSA and M-SSA algorithms in removing the clouds and outliers in a daily MODIS LST time series; and (2) reconstruct the cloud-free daily MODIS LST time series with validation. We hope that this study can be helpful and practical in pushing this researching domain forward, especially concerning climate change and associative hazard risks.
Study Area, Data

Study Area
The study region, which covers a large part of Iran, Turkmenistan, small fragments of Iraq, Uzbekistan, and the Caspian Sea, is located in the Middle East. The Caspian coastline, with a height of 28 m below sea level, is located at the north part of the study area, and the Alborz and Zagros mountain ranges (with a highest peak of 5610 m in Mount Damavand) are located at the western and northern parts of the study area, respectively. This vast area, together with severe topographical changes, has led to different vegetation coverage, from the vegetation-free areas (generally in the center of Iran) to areas with 100% vegetation coverage (southern Caspian Sea). The latitudes of the study area are between 30 • N and 40 • N and the longitudes are between 46 • 11 6 E and 65 • 16 14 E.
Data (Satellite Time Series Images)
The study region covers an image frame of the MODIS sensor (LST product) with horizontal number 22 and vertical number 5 (h22v5) in the MODIS sinusoidal tiling system. As an example, Figure 1 displays an LST image of the studied region in the Universal Transverse Mercator (UTM) coordinate system.
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Study Area
The study region, which covers a large part of Iran, Turkmenistan, small fragments of Iraq, Uzbekistan, and the Caspian Sea, is located in the Middle East. The Caspian coastline, with a height of 28 m below sea level, is located at the north part of the study area, and the Alborz and Zagros mountain ranges (with a highest peak of 5610 m in Mount Damavand) are located at the western and northern parts of the study area, respectively. This vast area, together with severe topographical changes, has led to different vegetation coverage, from the vegetation-free areas (generally in the center of Iran) to areas with 100% vegetation coverage (southern Caspian Sea). The latitudes of the study area are between 30° N and 40° N and the longitudes are between 46°11′6″ E and 65°16′14″ E.
Data (Satellite Time Series Images)
The study region covers an image frame of the MODIS sensor (LST product) with horizontal number 22 and vertical number 5 (h22v5) in the MODIS sinusoidal tiling system. As an example, Figure 1 displays an LST image of the studied region in the Universal Transverse Mercator (UTM) coordinate system. In this study, daily MODIS LST products (MODIS11A1) from the Terra satellite were used during 2015. The MOD11A1 product contains LST data from instantaneous measurements at specific hours of the day and night. Scan times are given in the local solar time in separate product layers named "Day_view_time" and "Night_view_time". The spatial and temporal resolution are 1 km × 1 km (the exact grid size is 0.928 km by 0.928 km at a spatial resolution of 1 km) and daily (day and night), respectively. In this study, daily MODIS LST products (MODIS11A1) from the Terra satellite were used during 2015. The MOD11A1 product contains LST data from instantaneous measurements at specific hours of the day and night. Scan times are given in the local solar time in separate product layers named "Day_view_time" and "Night_view_time". The spatial and temporal resolution are 1 km × 1 km (the exact grid size is 0.928 km by 0.928 km at a spatial resolution of 1 km) and daily (day and night), respectively. This MODIS LST product were obtained from two thermal infrared bands of channels 31 (wavelength range of 10.78-11.28 µm) and 32 (wavelength range of 11.77-12.27 µm) using split-window algorithm 2 [5, 40, 41] . The annual LST time series in this study included 365 day and 365 night LST images. The LST images in the present study were considered as day/night sequences during the year. Hence, in this time series with 730 images, the odd numbers showed the LST images during the day, and the even numbers indicated the LST images at night. Images 1 and 2 are for 1 January, and images 729 and 730 are for 31 December. First, a time series with 730 LST images along with missing data due to the cloud cover is shown in Figure 2a ,b, which depicts the LST changes along one pixel in this time series. For a sharper display in Figure 2c , a part of this time series is magnified.
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Methodology
Singular Spectrum Analysis (SSA)
For sake of clarity, the SSA algorithm can be divided in four steps illustrated as follows based on Ghafarian et al. (2012) and Musial et al. (2011) [1, 42] :
Step 1: Let's have a single scalar time series x(t); with t =1, 2, 3, …, n that is embedded into a multi-dimensional trajectory matrix of lagged vectors:
where n′ = n − m + 1, and each lagged vector is defined as: 
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where n = n − m + 1, and each lagged vector is defined as:
This trajectory matrix contains the complete record of patterns presented within a window of size m. By selecting a large window size, more information about the basic pattern of the time series will be captured. A small window size value enhances the statistical confidence of the final results [43] , since the structure of the time series will be captured repeatedly [44] . The final form of the trajectory matrix X is a rectangular matrix of the form:
Step 2: The next step is a decomposition of trajectory matrix X of size m × n using the singular value decomposition (SVD) method, which yields:
where D and E are the left and right singular vectors of X with m × m and n × n sizes, respectively, and L is a rectangular diagonal matrix of size m × n. The elements of L, which are called singular values, are the square roots of the eigenvalues of the lagged-covariance matrix S = XXT of size m × m. The columns of matrix D are the eigenvectors of S, and are also known as empirical orthogonal functions (EOFs). The rows of E T are eigenvectors of matrix XTX. If we plot the singular values in descending order, one can often distinguish between an initial steep slope, representing a signal, and a (more or less) flat floor, representing the noise level [30] . Then, any subset of the d eigenvalues (EOFs), 1 ≤ d ≤ m, for which related eigenvalues are positive, provides the best representation of the matrix X as a sum of matrices X i , i = 1, 2, . . . , d [32] .
Step 3: Partitioning d eigentriples into p distinct subsets. Then, summing all of the components inside each subset such that:
The matrices X In have the form of a Hankel matrix in an ideal case, and consequently fit the trajectory matrices.
Step 4: Since the ideal case described in step 3 is not usually the case, the X In matrices should be transformed into the form of a Hankel matrix to fit the trajectory matrices. This step is known as diagonal averaging. In this sense, the original matrix can be reconstructed as the sum of these matrices:
where for each p, the series x t n is the result of the diagonal averaging of the matrix X In .
The SSA workflow for the gap-filling procedure consists of several steps, which are explained as follows:
For a given window width (m), the original time series is centered by computing the unbiased value of the mean, and the missing data is set to zero. The first leading EOF is found by an iterative procedure that applies the SSA algorithm on the zeroed and centered set. The missing values are updated based on the reconstructed component of the current EOF. Using this updated set, the SSA algorithm is applied again, and the missing values are updated based on the result of this new iteration.
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The process repeats until convergence is achieved. Then, the iteration starts for the second leading EOF (keeping the first one fixed) until convergence has been achieved for the second EOF. This process repeats for the selected number of EOFs, each time keeping the previous ones as fixed. To find the optimal value for the window width and the number of dominant SSA modes to fill the gaps, cross-validation is applied. It means that a portion of the available data (selected as random) is flagged as missing, and the RMSE error from the reconstruction is computed to find the best value for the window size and number of EOFs. The SSA can only be applied on a single time series, but the SSA technique can be generalized to be used for a multivariate time series (applying on the multi-time series namely as, M-SSA, multi-singular spectrum analysis) and gap-filling the missing values in those time series [45] .
In this research, the spatio-temporal dispersion of the missing data in time series is shown. The spatial dispersion is the same missing data caused by cloud cover in each time series image, and temporal distribution is the missing data along 730 images over time. To display the spatial dispersion of the missing data, the image statistics in ENVI 4.8 software were used. Also, to show the temporal distribution of the missing data, the missing data caused by cloud cover along each pixel of this time series were counted and then divided by the total number of data over time. Hence, the map of missing data in this time series was prepared.
SSA-MTM software was used to reconstruct the LST time series with 730 images during 2015. This software is accessible via http://research.atmos.ucla.edu/tcd//ssa/form.html for free. To reconstruct the time series in SSA software, it is necessary to determine the number of significant components and window size. As these components are the results of the movement of the sun and the seasonal and annual variation of LST, the whole LST observations over time are shown as those components. To determine these parameters, first, a single time series without missing data was selected as a representative of the whole time series. Then, the effects of window size and the number of components in the reconstruction of this time series were assessed by SSA. Next, the significant components were determined by different tests in SSA software such as the Monte Carlo test. This will be explained in further detail in the results section. Having determined the window size and significant components, the time series of all of the images were reconstructed by M-SSA using these results. It should be pointed out that due to the lengthy discussion of SSA software, tests such as the Monte Carlo test, as well as testing the null hypothesis of EOFs and a theoretical discussion on the trends and periods, more information can be found in the study of Ghafarian Malamiri (2015) [19] .
To evaluate the M-SSA performance in reconstructing the images of this time series, the root mean square error (RMSE) was used, which is obtained from Equation (7). In this equation, x i and y i represent original and reconstructed data, respectively.
To calculate the RMSE, firstly the cloud data, which means the data with zero value, was removed. Then, the RMSE was computed between the true data and reconstructed data by the SSA algorithm along each pixel of this time series, and displayed as an RMSE map.
Results
Spatio-Temporal Distribution of the Missing Data
To analyze the performance of the SSA algorithm in reconstructing LST images, the distribution style and amount of missing data in the LST time series were calculated temporally and spatially. For a better display, the time series with 730 images were depicted in the LST time series during the day and night. The percentages of missing data in each LST time series image (temporal dispersion) are shown during the day and at night in Figures 3 and 4 . On the horizontal axis (Figure 3 ), number one is related to 1 January 2015. Based on Figures 3 and 4 , the amount of missing data is higher at the start and end of the time series. The start and end of the times series, depending on the winter and fall seasons, have the highest rates of missing data, which is possibly due to higher cloudiness in these seasons.
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Determining the Parameters of SSA Algorithm
Determining the window size and number of components are two important parameters in reconstructing a time series by SSA algorithm. Therefore, it is necessary to select the window size and number of components optimally. Figure 6 shows the effects of the number of components in a window size of 60 in reconstructing a time series with 730 images. By increasing the number of components from 1 to 2, the coefficient of determination value (R 2 ) increased significantly between the original data and reconstructed signal by SSA algorithm. Then, by increasing the number of components from two to eight, the R 2 value was not significantly increased. Figure 6a illustrates the effect of different window sizes on the reconstruction of the same time series with four components. By increasing the window size, the R 2 value between the original data and reconstructed data was reduced. Using small window sizes to reconstruct a time series with long-distance missing data has no favorable results, and using large window sizes not only reduces the accuracy of reconstruction, it also increases the time of processing. Thus, in the present study, a window size of 60 was used to process the time series. In the following, the accurate determination of the number of significant components and window sizes by SSA algorithm are fully described. 
Determining the window size and number of components are two important parameters in reconstructing a time series by SSA algorithm. Therefore, it is necessary to select the window size and number of components optimally. Figure 6 shows the effects of the number of components in a window size of 60 in reconstructing a time series with 730 images. By increasing the number of components from 1 to 2, the coefficient of determination value (R 2 ) increased significantly between the original data and reconstructed signal by SSA algorithm. Then, by increasing the number of components from two to eight, the R 2 value was not significantly increased. Figure 6a illustrates the effect of different window sizes on the reconstruction of the same time series with four components. By increasing the window size, the R 2 value between the original data and reconstructed data was reduced. Using small window sizes to reconstruct a time series with long-distance missing data has no favorable results, and using large window sizes not only reduces the accuracy of reconstruction, it also increases the time of processing. Thus, in the present study, a window size of 60 was used to process the time series. In the following, the accurate determination of the number of significant components and window sizes by SSA algorithm are fully described.
Atmosphere Figure 7 shows the singular values spectrum of the specific pixel (the one with no missing data) that employs 60 images as the window size. When plotting the singular values of a time series in descending order, we can recognize an initial steep slope that represents signals, and a more or less flat tail related to noise. Since the window size of 60 was selected, SSA divided this time series into 60 components. Therefore, there are 60 modes in the horizontal axis. The vertical axis shows the variance of components. Based on Figure 7 , components 1, 2, and 3 have the highest variance, respectively. Since components 1, 2, and 3 are located singly in the figure, each of them shows one trend of changes in the signal [34] . When two components are paired equally, their EOFs are transferred in a quarter-phase (phase difference). These components are effectively indicative of fluctuation in a time series and are a part of periodic components [34] . Number of components Figure 7 shows the singular values spectrum of the specific pixel (the one with no missing data) that employs 60 images as the window size. When plotting the singular values of a time series in descending order, we can recognize an initial steep slope that represents signals, and a more or less flat tail related to noise. Since the window size of 60 was selected, SSA divided this time series into 60 components. Therefore, there are 60 modes in the horizontal axis. The vertical axis shows the variance of components. Based on Figure 7 , components 1, 2, and 3 have the highest variance, respectively. Since components 1, 2, and 3 are located singly in the figure, each of them shows one trend of changes in the signal [34] . When two components are paired equally, their EOFs are transferred in a quarter-phase (phase difference). These components are effectively indicative of fluctuation in a time series and are a part of periodic components [34] . Figure 8 presents the normalized curve of specific figures in window sizes of 30, 60, 120, and 240. As shown, by selecting the window size of 30 images, components 1 and 2 showed maximum variance in the signal, so that a total of 95% of variance in this time series was related to these components (62% for component 1 and 33% for component 2). By increasing the window size to 60 images, almost the same results were obtained. By increasing the window size to 120 and 240 images, the effect of variance of component 3 increased; as in window size 240, components 1, 2, and 3 have 61%, 24%, and 10% of changes in this time series. In general, this figure showed two important points. Firstly, components 1, 2, and 3 have the highest variance in this time series. On the other hand, the failure to select any of these components to reconstruct this time series causes an inaccurate signal. Secondly, the window size change in this time series will not have a significant effect on the results of signal reconstruction, because by increasing the window size, components 1, 2, and 3 will still have the highest variance.
Determining the Significant Periodic Components in the SSA Algorithm
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Data Basis and Null Hypothesis Basis Monte Carlo Test Results
The null hypothesis EOFs test, which is visible as the lower graph of Figure 9 , confirms the significance of these pairs. The null hypothesis-based test has the advantage of having a lower probability of selecting a noise component as a signal component, which helps to identify significant signal better, and thus the result is more reliable [44] . Figure 9 shows the results of data and null hypothesis EOFs for pure red noise, indicating the power in the data eigenvalues and surrogates data bars versus the frequency associated to EOFs. Obtaining a single frequency for each EOF is not straightforward, given that the EOFs resulting from SSA for an intrinsically periodic time series are not purely sinusoid unless they are composed of entirely strictly periodic components (e.g., synthetic periodic time series). To do so, Allen and Smith (1996) associated a frequency to each EOF by maximizing the R-squared (R 2 ) with a pure sinusoid for better visualization. The top graph of Figure 9 shows the result of the data-based Monte Carlo test. Figure 8 illustrates the eigenvalues versus their relevant frequencies at window sizes of 30, 60, 120, and 240 images. Figure 9 shows that components 1, 2, and 3 are significantly major components of this time series with a specific percentile of 97.5%. In this figure, the components are named according to the larger variance, respectively. The frequencies of components 1, 2, and 3 are 0.449, 0.002, and 0.006 (cycle/day), which belong to periods of 2 (2/2 = 1 as daily component), ~500 (500/2 ~250, or almost one year), and 166 (166/2 = 88 days or almost three months as a trend) of the images, respectively.
The null hypothesis EOFs test, which is visible as the lower graph of Figure 9 , confirms the significance of these pairs. The null hypothesis-based test has the advantage of having a lower probability of selecting a noise component as a signal component, which helps to identify significant signal better, and thus the result is more reliable [44] . Figure 10a ), which belongs to a significant trend. Component 2 is shown as a small part of the annual period, and it is periodically repeated in approximately each of the 730 images. For a better display, component 2 is drawn in window size 730 (Figure 10b ). Component 3 is only part of a periodic signal with 166 images, which is shown as a trend in the window size of 60 images (Figure 10a) .
Generally, the results of the Monte Carlo test and those of other tests showed that window size 60 yielded reliable results for the reconstruction of this time series. In window size 60, three significant components can be differentiated in this time series. Therefore, three components, including 1, 2, and 3, were used to reconstruct the whole time series in window size 60 in M-SSA. Generally, the results of the Monte Carlo test and those of other tests showed that window size 60 yielded reliable results for the reconstruction of this time series. In window size 60, three significant components can be differentiated in this time series. Therefore, three components, including 1, 2, and 3, were used to reconstruct the whole time series in window size 60 in M-SSA. Figure 11 displays the RMSE map between the original data and reconstructed data by SSA along an annual LST time series with 730 images. As shown in Figure 11a , the minimum RMSE is observed on the Caspian Sea. At other points, the RMSE is variable from 2 to 4 kelvin (K). Figure 11b shows the histogram of the RMSE map of LST. Overall, the mean RMSE of the reconstructed LST by SSA algorithm in the studied time series with 730 images is 2.95 K. Figure 11 displays the RMSE map between the original data and reconstructed data by SSA along an annual LST time series with 730 images. As shown in Figure 11a , the minimum RMSE is observed on the Caspian Sea. At other points, the RMSE is variable from 2 to 4 kelvin (K). Figure 11b shows the histogram of the RMSE map of LST. Overall, the mean RMSE of the reconstructed LST by SSA algorithm in the studied time series with 730 images is 2.95 K. Figure 11 displays the RMSE map between the original data and reconstructed data by SSA along an annual LST time series with 730 images. As shown in Figure 11a , the minimum RMSE is observed on the Caspian Sea. At other points, the RMSE is variable from 2 to 4 kelvin (K). Figure 11b shows the histogram of the RMSE map of LST. Overall, the mean RMSE of the reconstructed LST by SSA algorithm in the studied time series with 730 images is 2.95 K. Figure 12 indicates image number 215 (18 April 2015) as an example in the studied time series before and after reconstruction by the SSA algorithm. As shown in Figure 12a , 50.25% of the data of this image are missing due to cloud cover (black areas). It should also be noted that in addition to the missing data in this image, the outlier data exist, which are not detectable spatially but are detectable in a time domain. Hence, the missing data cannot be reconstructed by spatial interpolation techniques. According to Figure 12b , the SSA algorithm could reconstruct the missing and outlier data of the LST image by spatio-temporal interpolation technique. The reconstructed LST image shows that the missing data (due to cloud coverage with zero value) of the image that are filled by SSA are similar to the main image pattern, i.e. the spatial pattern after reconstruction is rather smooth locally (no "salt" and "pepper" appearance). This is indicative of the capability of this algorithm in solving the missing and outlier data problem caused by cloud cover. (18 April 2015) as an example in the studied time series before and after reconstruction by the SSA algorithm. As shown in Figure 12a , 50.25% of the data of this image are missing due to cloud cover (black areas). It should also be noted that in addition to the missing data in this image, the outlier data exist, which are not detectable spatially but are detectable in a time domain. Hence, the missing data cannot be reconstructed by spatial interpolation techniques. According to Figure 12b , the SSA algorithm could reconstruct the missing and outlier data of the LST image by spatio-temporal interpolation technique. The reconstructed LST image shows that the missing data (due to cloud coverage with zero value) of the image that are filled by SSA are similar to the main image pattern, i.e. the spatial pattern after reconstruction is rather smooth locally (no "salt" and "pepper" appearance). This is indicative of the capability of this algorithm in solving the missing and outlier data problem caused by cloud cover.
Assessment of Results
data of the LST image by spatio-temporal interpolation technique. The reconstructed LST image shows that the missing data (due to cloud coverage with zero value) of the image that are filled by SSA are similar to the main image pattern, i.e. the spatial pattern after reconstruction is rather smooth locally (no "salt" and "pepper" appearance). This is indicative of the capability of this algorithm in solving the missing and outlier data problem caused by cloud cover. As an example, Figure 13 indicates a time series along a pixel together with the reconstruction results of the SSA algorithm. As shown, the SSA algorithm effectively reconstructed the missing and outlier data in this time series. According to Figure 13a , the temperature difference between day and night is lower at the start and end of the time series than the middle parts of this time series. The SSA algorithm was effective in the identification of these changes and trends, and considered these temperature changes in the reconstructed signal. As shown in Figure 13a , there is a growing temperature rise from the start to the middle of time series, followed by a decreasing trend. This trend is the same annual temperature changes that are being considered as component 2 in determining the significant periodic components. Partial thermal fluctuations are observed during the year, which are detectable as multi-month periods in Figure 13 . These changes are due to considering component 3. Figure 13b presents a more translucent display of a part of a reconstructed signal. The temperature changes during the day and night are seen in this figure, which are caused by component 1. Hence, the failure to consider any of the mentioned components in the reconstruction of this time series causes inaccurate findings. As an example, Figure 13 indicates a time series along a pixel together with the reconstruction results of the SSA algorithm. As shown, the SSA algorithm effectively reconstructed the missing and outlier data in this time series. According to Figure 13a , the temperature difference between day and night is lower at the start and end of the time series than the middle parts of this time series. The SSA algorithm was effective in the identification of these changes and trends, and considered these temperature changes in the reconstructed signal. As shown in Figure 13a , there is a growing temperature rise from the start to the middle of time series, followed by a decreasing trend. This trend is the same annual temperature changes that are being considered as component 2 in determining the significant periodic components. Partial thermal fluctuations are observed during the year, which are detectable as multi-month periods in Figure 13 . These changes are due to considering component 3. Figure 13b presents a more translucent display of a part of a reconstructed signal. The temperature changes during the day and night are seen in this figure, which are caused by component 1. Hence, the failure to consider any of the mentioned components in the reconstruction of this time series causes inaccurate findings.
are detectable as multi-month periods in Figure 13 . These changes are due to considering component 3. Figure 13b presents a more translucent display of a part of a reconstructed signal. The temperature changes during the day and night are seen in this figure, which are caused by component 1. Hence, the failure to consider any of the mentioned components in the reconstruction of this time series causes inaccurate findings. 
Conclusions
In the present study, the SSA algorithm was used to reconstruct the missing data caused by cloud cover in a daily LST time series of a MODIS sensor during 2015. According to the results of an accuracy evaluation of the SSA algorithm, the mean reconstruction error in the whole studied region was 2.95 °K. These results are promising owing to the amount of missing data caused by cloud cover in the time series with 730 LST images, because these figures are in line with the temperature measurement errors (±3 °K) by remote sensing [46] . The findings showed the minimum reconstruction error on the Caspian Sea (<2.6 °K). This is due to the high thermal specific capacity of water, which results in little and gradual water temperature changes per day and during the year. Hence, the reconstructed signal is more compatible with the original data. Malamiri and Khormizie (2017) reconstructed a daily MODIS LST time series over a year by the HANTS algorithm and reported that the reconstruction error of the LST time series was lower on the sea [47] . Further, the results of Malamiri and Khormizie (2017) showed that the reconstruction error in the annual LST time series during the day from a MODIS sensor in this study region was 3.87 °K on average [47] . Therefore, the reconstruction accuracy is higher in the SSA algorithm than in the HANTS algorithm. This is because only temporal interpolation is used in the HANTS algorithm; whereas, spatiotemporal interpolation is used in the SSA algorithm in M-SSA to reconstruct the time series. Since the daily MODIS LST time series includes LST during the day and night, this time series can be processed in two different ways to reconstruct the effects of cloud cover. First, LST images during the day and at night can be reconstructed into two separate time series. Second, LST images can be put together as a day/night sequence and reconstructed as a time series. In this study, the second method was applied. When a daily MODIS LST time series is used in a day/night sequence, a significant component (component 1, which indicates the day/night sequence) is created. When this component is used to reconstruct the time series, the accuracy will increase dramatically, because the daily missing data caused by cloud cover at certain points may be present during the night and vice versa.
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In the present study, the SSA algorithm was used to reconstruct the missing data caused by cloud cover in a daily LST time series of a MODIS sensor during 2015. According to the results of an accuracy evaluation of the SSA algorithm, the mean reconstruction error in the whole studied region was 2.95 • K. These results are promising owing to the amount of missing data caused by cloud cover in the time series with 730 LST images, because these figures are in line with the temperature measurement errors (±3 • K) by remote sensing [46] . The findings showed the minimum reconstruction error on the Caspian Sea (<2.6 • K). This is due to the high thermal specific capacity of water, which results in little and gradual water temperature changes per day and during the year. Hence, the reconstructed signal is more compatible with the original data. Malamiri and Khormizie (2017) reconstructed a daily MODIS LST time series over a year by the HANTS algorithm and reported that the reconstruction error of the LST time series was lower on the sea [47] . Further, the results of Malamiri and Khormizie (2017) showed that the reconstruction error in the annual LST time series during the day from a MODIS sensor in this study region was 3.87 • K on average [47] . Therefore, the reconstruction accuracy is higher in the SSA algorithm than in the HANTS algorithm. This is because only temporal interpolation is used in the HANTS algorithm; whereas, spatio-temporal interpolation is used in the SSA algorithm in M-SSA to reconstruct the time series. Since the daily MODIS LST time series includes LST during the day and night, this time series can be processed in two different ways to reconstruct the effects of cloud cover. First, LST images during the day and at night can be reconstructed into two separate time series. Second, LST images can be put together as a day/night sequence and reconstructed as a time series. In this study, the second method was applied. When a daily MODIS LST time series is used in a day/night sequence, a significant component (component 1, which indicates the day/night sequence) is created. When this component is used to reconstruct the time series, the accuracy will increase dramatically, because the daily missing data caused by cloud cover at certain points may be present during the night and vice versa.
Three significant components were identified in a daily MODIS LST time series with a day/night sequence. The first component was the same day and night temperature changes, the second component was annual temperature changes, and the third component was seasonal temperature changes. The number of significant components (periods or trends) varies in different time series. Reconstructing the hourly LST time series, Malamiri (2015) reported three significant periodic components-24 h, 12 h, and 8 h-were differentiated in the window size of 72 h [19] .
According to the findings, the SSA algorithm can effectively resolve the missing data problem in a MODIS LST time series. In research using SSA and M-SSA algorithms, Ghafarian et al. (2012) reconstructed the time series of hourly LST data, and showed an absolute mean error of 2.25 • K in an hourly time series with 63% missing data caused by cloud cover [1] . Another study indicated that M-SSA using spatio-temporal correlation effectively reconstructed the MODIS LAI [38] . In general, the results showed that the SSA algorithm could be effectively used to resolve the missing data problem caused by cloud cover in a daily MODIS LST time series.
