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Abstract
We establish a relationship between decay centrality and two widely used and computation-
ally cheaper measures of centrality, namely degree and closeness. We show that for low values
of the decay parameter the nodes with maximum decay centrality also have maximum degree,
whereas for high values of the decay parameter they also maximize closeness. For intermediate
values, we provide sufficient conditions that allow the comparison of decay centrality of different
nodes and we show via numerical simulations that in the vast majority of networks, the nodes
with maximum decay centrality are characterized by a threshold on the decay parameter below
which they belong to the set of nodes with maximum degree and above which they belong to
the set of nodes with maximum closeness. We also propose a simple rule of thumb that ensures
a nearly optimal choice with very high probability.
JEL Classification: C15, C63, D85
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1. Introduction
The identification of individuals with influential positions in a network is of outmost importance for
a number of problems in economics and beyond, as for instance regarding the diffusion of epidemics
(Pastor–Satorras and Vespignani, 2002), the stability of systems of interconnected banks (Gofman,
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2015) and the development of criminal networks (Liu et.al, 2015). Different contexts often lead to
different measures of centrality that capture the level of the said influence more appropriately. Degree
centrality is found to be important in problems of adoption with word–of–mouth communication
(Galeotti and Goyal, 2009) and biases in the perception of social norms (Jackson, 2016). Katz–
Bonacich centrality (Katz, 1953; Bonacich, 1987) is found to be crucial in problems related to criminal
behavior (Ballester et.al, 2006), whereas eigenvector centrality is found to be important in diffusion
processes (Banerjee et.al, 2013).
In this article we focus on Decay Centrality. This is a measure of centrality in which a node is
rewarded for how close it is to other nodes, but in a way that very distant nodes are weighted less
than closer ones (see Jackson, 2008). It is defined as
∑
j 6=i
δd(i,j), where 0 < δ < 1 is a decay parameter
and d(i, j) is the geodesic distance between nodes i and j. For low values of δ decay centrality puts
much more weight on closer nodes, thus becoming proportional to degree centrality, whereas for high
values of δ it measures the size of the component a node lies in
It is considered to be richer than other distance related measures, because it captures the idea
that the importance of a node for another is proportional to their distance (see for instance Jackson
and Wolinsky, 1996). It has been considered important in problems of optimal targeting selection
in networks (see Banerjee et.al, 2013; Chatterjee and Dutta, 2015; Tsakas, 2016). In particular,
Chatterjee and Dutta (2015) and Tsakas (2016) find decay centrality to be the measure that helps
selecting the node that can lead to the maximum diffusion of a given action in a social network.
Nevertheless, its use is cumbersome for two main reasons. First, except in very simple structures,
the nodes with maximum decay centrality cannot be easily identified, since the measure depends
vastly on the exact network topology and the value of the decay parameter. Second, calculating
the decay centrality of all nodes and subsequently choosing the one that maximizes it might be
computationally costly, since it requires calculating the geodesic distance between each pair of nodes
and subsequently summing a function of them.1
The aim of this article is to show the close connection between decay centrality and two well–
studied and computationally cheaper measures, namely degree and closeness centrality. The relations
are established both analytically and numerically and suggest that the nodes with maximum decay
centrality usually belong either to the set of nodes with maximum degree or to the set of nodes with
1For a network with n nodes, the time complexity for calculating degree and closeness centrality are in O(n2) and
O(n3) respectively (see Brandes and Erlebach, 2005), where for the calculation of shortest paths that is necessary
for closeness centrality is used the simple Dijkstra algorithm (see Dijkstra, 1959). Once the shortest paths have been
calculated, decay centrality requires the calculation of δd(i,j) for each pair of nodes (i, j). Hence, the time complexity
of calculating decay centrality is in O(n5).
2
maximum closeness.
In particular, focusing on connected networks, we show that for sufficiently low values of the
decay parameter the nodes that maximize decay centrality belong to the set of nodes with maximum
degree, whereas for sufficiently high values of the decay parameter the nodes that maximize decay
centrality maximize closeness as well. The first proposition is not surprising as it is already known
that for low values of δ decay centrality is proportional to degree. However, the second proposition
establishes a novel relationship between decay and closeness centrality for high values of δ, for which
so far decay centrality was associated only with the size of the component a node lied in.
Furthermore, we provide two conditions that are sufficient to order a pair of nodes with respect
to their decay centrality for all values of the decay parameter. The conditions depend, in an intuitive
way, on the distances between the nodes under comparison and all other nodes in the network.
Finally, we provide a more general relation between decay centrality, degree and closeness that
extends to intermediate values of the decay parameter. In particular, we provide sufficient conditions
for a node with higher degree than another node to also have higher decay centrality for all δ ≤ 1/2
and similarly for a node with higher closeness to also have higher decay centrality for all δ ≥ 1/2.
Based on those theoretical findings, we attempt to obtain a better understanding on these relations
for intermediate values of the decay parameter via numerical simulations. We find that in the vast
majority of cases the nodes with maximum decay centrality belong either to the set of nodes with
maximum degree or to the set of nodes with maximum closeness. When the two sets intersect a
node that belongs to their intersection almost always maximizes decay centrality as well, whereas
when the two sets do not intersect for low values of δ decay centrality is maximized by nodes with
maximum degree and as δ increases there is a threshold above which decay centrality is maximized
by nodes with maximum closeness. The threshold varies with the network parameters, however a
rule of thumb with a threshold at δ = 0.5 is sufficient to ensure that the chosen node is ranked among
the top nodes in terms of decay centrality, with high probability.
The relation between different measures of centrality has attracted research interest over the years
(see Valente et.al, 2008, and references therein). For instance, Faust (1997) found strong correlation
among centrality measures that included degree and closeness, but not decay centrality, in a network
of relations between CEOs. Similarly, Rothenberg et.al (1995) found strong concordance in the
ranking of individuals across different network centrality measures in a network of individuals who
participated in activities with the risk of HIV transmission. Finally, Valente et.al (2008) find similar
results, although not as strong correlation coefficients as the previous studies, for a variety of networks
corresponding to different process. All of these studies show particularly strong connection between
degree and closeness, but do not consider decay centrality.
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More recently, and closer to the flavor of our analysis, Bloch et.al (2016) provided an axiomati-
zation of several centrality measures, including decay centrality, and showed that all of them can be
described using the same set of axioms. Given these axioms, the measures differ only in that they
consider different vectors of data that describe the position of nodes in the network. The authors also
provide correlation coefficients between different measures in simulated networks and their results
are in line with our findings. The simulations report results on correlation coefficients, similarly to
the previously mentioned articles, whereas the emphasis of our analysis is put particularly on nodes
that are highly ranked in different measures. To some extent our analysis is related to the problem
of identifying networks for which different centrality measures generate the same ranking, which
remains largely unexplored for non–tree networks. For degree and closeness centrality König et.al
(2014) show that this is indeed the case for nested–split graphs. Finally, there is a broad connection
with the literature related to the axiomatization of centrality measures, although not decay centrality
per se, and other related problems (see Dequiedt and Zenou, 2014; Palacios–Huerta and Volij, 2004).
2. Notation and Analytical Results
Consider a set of nodes N , with cardinality n, which are connected through a network. A network is
represented by a family of sets N := {Ni ⊆ N | i = 1, . . . , n}, with Ni denoting the set of nodes that
are directly connected with i. Ni is called i’s neighborhood and has cardinality, |Ni|. We focus on
undirected networks, where j ∈ Ni if and only if i ∈ Nj. A path in a network between nodes i and
j is a sequence i1, ..., iK such that i1 = i, iK = j and ik+1 ∈ Nik for k = 1, ..., K − 1. The geodesic
distance, d(i, j), between two nodes is the length of the shortest path between them. Two nodes are
connected if there exists a path between them. The network is connected if every pair of nodes is
connected. Our analysis focuses on connected networks.
For a given network N , a centrality measure is a function that maps from the set of nodes to the
real numbers, i.e. c : N → R, where ci is the centrality of node i in the network N .
The degree centrality (or simply degree) maps from each node to the cardinality of its neighbor-
hood, i.e. Di = |Ni|. We also define the set of nodes with maximum degree, i.e. Ideg = argmax
i∈N
Di.
Similarly to this, denote by Dli the number of nodes that have geodesic distance l from node i, i.e.
Dli = |N li | where N li = {j ∈ N | d(i, j) = l}. The superscript l will often be omitted when referring
to l = 1 (degree). Also, for connected networks it holds by definition that
n−1∑
l=1
N li = n− 1.
The closeness centrality (or simply closeness) maps from each node to the inverse of the sum of
the geodesic distances from each other agent in the network, i.e. Ci = 1∑
j 6=i
d(i,j)
. Notice that closeness
4
centrality measures how easily a node can reach all other nodes in the network. According to this
definition, we define the set of nodes with maximum closeness centrality, i.e. Iclos = argmax
i∈N
Ci.
For some of the analytical results we focus on the inverse of closeness, which is known as farness
and is defined as Fi =
∑
j 6=i
d(i, j). This is essentially a measure of discentrality, as it measures how far
a node is from all other nodes. Obviously the order of nodes with respect to closeness is the reverse
of that with respect to farness, hence central nodes are going to be considered those that minimize
farness.
Finally, given a decay parameter δ ∈ (0, 1), decay centrality is a measure that maps from each
node to the sum of distances from each other node in the network, adjusted by a decay parameter that
makes distant nodes count less than closer ones, i.e. DCδi =
∑
j 6=i
δd(i,j). As in the previous two cases,
for each value of δ, we define the set of nodes with maximum decay centrality, i.e. Iδdc = argmax
i∈N
DCδi .
Proposition 1. Exists δ such that for all δ ∈ (0, δ) and i, j ∈ N , if Di > Dj then DCi(δ) > DCj(δ).
The proposition states that for low values of the decay parameter a node with higher degree
than another will necessarily have higher decay centrality as well. This result implies immediately
Corollary 1 which states that for sufficiently low values of the decay parameter the set of nodes with
maximum of decay centrality will be a subset of the set of nodes with maximum degree.
Corollary 1. Exists δ such that for all δ ∈ (0, δ) holds that Iδdc ⊆ Ideg.
The reason why the two sets may not be identical is that two nodes with the same degree might
have different decay centralities. When the degrees of two nodes are equal, differences arise from the
factors corresponding to more distant nodes, which previously had a negligible effect. In fact, again
for low values of δ, between two nodes with equal degrees, higher decay centrality has the node with
higher number of nodes at distance equal to 2, i.e. D2i . If these quantities are also equal then we
move to D3i etc. In order to state this result formally we need an additional definition.
Definition 1. Given two vectors of real numbersAi = (A1i , A2i , . . . , An−1i ) andAj = (A1j , A2j , . . . , An−1j )
the first vector is larger than the second one according to the lexicographic order, i.e. Ai >L Aj,
if Ali > Alj for the first l for which Ali and Alj differ. The two vectors are equal according to the
lexicographic order, i.e. Ai =L Aj, if Ali = Alj for all l ∈ {1, . . . , n− 1}.
It is apparent that two vectors that are equal according to the lexicographic order, i.e. Dli = Dlj
for all l, will also have equal decay centralities. The following result covers the remaining cases.
Proposition 2. Exists δ such that for all δ ∈ (0, δ) and i, j ∈ N , if Di >L Dj then DCi(δ) > DCj(δ),
where Di = (Di, D2i , . . . , Dn−1i )
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Propositions 1 and 2 allow the comparison of decay centralities between any pair of nodes for low
values of δ. We proceed in a similar way to obtain the respective results for high values of δ.
Proposition 3. Exists δ such that for all δ ∈ (δ, 1) and i, j ∈ N , if Ci > Cj then DCi(δ) > DCj(δ).
Proposition 3 establishes a relation between the order of nodes with respect to decay centrality
and closeness for high values of the decay parameter. This also implies immediately Corollary 2
which states that for sufficiently high values of the decay parameter the set of nodes with maximum
decay centrality will be a subset of the set of nodes with maximum closeness.
Corollary 2. Exists δ such that for all δ ∈ (δ, 1) holds that Iδdc ⊆ Iclos.
Similarly to the previous case, Proposition 3 does not allow the comparison between nodes with
equal closeness centralities. In order to do so it is necessary to define for each node the vector
Fi = (F 1i , F 2i , . . . , F n−1i ), with typical element F ki = (−1)k−1
n−1∑
l=k
(
l
k
)
Dli, where 0! = 1 by definition.
Observe that F 1i =
∑
k 6=i
d(i, k), i.e. the farness of node i. Note that, the rest of the terms of vector F
are related to the derivatives of farness, which is a different interpretation compared to D.2
Based on this definition, one can also define the vector Ci = (C1i , C2i , . . . , Cn−1i ), where Cki = 1/F ki
if F ki 6= 0 and Cki = 0 if F ki = 0 for all k ∈ {1, . . . , n− 1}. Note that C1i corresponds to the closeness
centrality, thus the overscript will often be omitted, and the following equivalence relations hold
always.
Remark 1. Fi >L Fj ⇔ Ci <L Cj and Fi =L Fj ⇔ Ci =L Cj. /
It is important to underline that such an equivalence does not hold for all orders. For instance,
it does not hold for the unsorted dominance order that is defined and used later in the article.
Having said that, we are ready to provide a result that determines the complete order among
nodes in terms of decay centrality.
Proposition 4. Exists δ such that for all δ ∈ (δ, 1) and i, j ∈ N , if Ci >L Cj then DCi(δ) > DCj(δ),
where Ci = (Ci, C2i , . . . , Cn−1i )
The results so far have established a clear relation between decay centrality, degree and closeness,
in the two limits, which provides a more intuitive picture of the characteristics of nodes with high
decay centrality for some values of the decay parameter. However, the established relations still leave
unanswered what happens for intermediate values of δ.
2The alternating signs appear due to the following result: Let f, g continuously differentiable functions in R such
that f(1) = g(1), f (l)(1) = g(l)(1) for all l ∈ {1, . . . , k} and f (k+1)(1) > g(k+1)(1). Then, there is x such that for all
x ∈ (x, 1) it holds that f(x) > g(x) if k is even and f(x) < g(x) if k is odd. f (l) denotes l-th order derivative of f .
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Definition 2. Given two vectors of real numbersAi = (A1i , A2i , . . . , An−1i ) andAj = (A1j , A2j , . . . , An−1j )
the first one is larger than the second one according to the unsorted dominance order, i.e. Ai >UD Aj,
if
k∑
l=1
Ali ≥
k∑
l=1
Alj for all k ∈ {1, . . . , n− 1} and at least one of the inequalities is strict.
We use the term unsorted because the standard definition of dominance order considers vectors
whose elements are already sorted in decreasing order, which is not the case here. Moreover, notice
that unsorted dominance is a partial order, thus it may not allow the comparison between all nodes.
Finally, observe that, under certain assumptions on the vectors under comparison, the unsorted
dominance order can be seen as a deterministic analog of first order stochastic dominance.
Definition 2 allows us to establish the following result:
Proposition 5. For i, j ∈ N , if Di >UD Dj then DCi(δ) > DCj(δ) for all δ ∈ (0, 1).
Despite not providing a complete order, the result grasps the important relation between degree
and closeness in the calculation of decay centrality. On one hand a high degree is beneficial as it is
included in all sums
k∑
l=1
Dli, on the other hand, high closeness implies, though indirectly, that a higher
number of nodes will be in a shorter distance from i, thus boosting all relevant sums upwards.
A similar result can be established using the relation between Fi and Fj as follows:
Proposition 6. For i, j ∈ N , if Fj >UD Fi then DCi(δ) > DCj(δ) for all δ ∈ (0, 1).
Observe that the subscripts in the first relation are reversed compared to Proposition 5, meaning
that lower values of the elements of Fi are associated with higher decay centrality. Additionally,
as it has already been mentioned, there is no equivalence relation between F and C with respect
to unsorted dominance, thus the result needs to be stated using the vector associated with farness,
rather than the one associated with closeness.
The next result, builds upon Propositions 1 and 2, as it provides several sufficient conditions that
characterize nodes with high decay centrality for values of δ < 1/2. Namely,
Proposition 7. Consider two distinct nodes i, j ∈ N and let A1 = Di −Dj and Al = Dli −Dlj for
all l ∈ {2, . . . , n− 1}. Then, if A1 > 0 either of the following four conditions is sufficient to ensure
that DCi(δ) > DCj(δ) for all δ ∈ (0, 1/2].
1. 2A1 ≥ (n− 1)−Dj
2. 4A1 + 2A2 ≥ (n− 1)− (Dj +D2j )
3. A1 ≥ max{|A2|, . . . , |An−1|}
4. A1 ≥ max
{∣∣∣∣ 2∑
l=1
Al
∣∣∣∣ , . . . , ∣∣∣∣n−2∑
l=1
Al
∣∣∣∣}
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The essence of all conditions is that as long as node i has sufficiently many more immediate
neighbors than node j (high A1) then node i has higher decay centrality not only very close to the
limit, but for a large range of values of δ. The first two conditions provide also a simple illustration of
the higher relative importance of closer neighbors compared to more distant ones, which is essential
for decay centrality. A closer look at the proof of Proposition 7 reveals that the conditions are
relatively demanding and the bounds are not tight, which is to be expected given that they hold for
any potential network structure.
The next result establishes similar conditions for high values of δ, where high decay centrality is
more closely associated with low farness. Namely,
Proposition 8. Consider two distinct nodes i, j ∈ N and let B1 = Fi − Fj and Bl = F li − F lj for all
l ∈ {2, . . . , n− 1}. Then, if B1 < 0 either of the following two conditions is sufficient to ensure that
DCi(δ) > DCj(δ) for all δ ∈ [1/2, 1).
1. |B1| ≥ max{|B2|, . . . , |Bn−1|} 2. |B1| ≥ max
{∣∣∣∣ 2∑
l=1
Bl
∣∣∣∣ , . . . , ∣∣∣∣n−2∑
l=1
Bl
∣∣∣∣}
Propositions 7 and 8 provide a connection between decay centrality, degree and closeness for
values that extend away from the limits. An important observation is that δ = 1/2 is the maximum
upper bound for which conditions 3 and 4 of Proposition 7 guarantee the order of decay centralities,
given that the remaining conditions hold. Similarly, δ = 1/2 is also the minimum lower bound for
which conditions 1 and 2 of Proposition 8 guarantee the order of decay centralities, given that the
remaining conditions hold. This last observation provides a natural motivation for the rule–of-thumb
that is proposed in the next section.
3. Numerical Results
The theoretical results have provided several conditions that support the relation between decay
centrality, degree and closeness. Nevertheless, some of these conditions may not be easily satisfied in
certain networks. For this reason, we perform an extensive set of simulations that intends to identify
how strong this relation is in general networks. In particular, we focus on analyzing the extent to
which the set of nodes with maximum decay centrality, Iδdc, coincides with either Ideg or Iclos (or
both) for different values of the decay parameter δ.
We simulate undirected Èrdos-Renyi networks (Erdős and Rényi, 1959), G(n, p), where n is the
network size and p is the link probability. The networks are required to be connected so that
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geodesic distances are well defined. We consider five network sizes, n ∈ {10, 20, 50, 100, 200} and ten
link probabilities p ∈ {0.05, 0.1, . . . , 0.45, 0.5} and perform 10000 trials for each combination (n, p).3
The first question is how often Iδdc, i.e. the set of nodes with maximum decay centrality, intersects
with either Ideg, i.e. the set of nodes with maximum degree, or with Iclos, i.e. the set of nodes with
maximum closeness. We find that in the vast majority of the cases Iδdc ⊆ (Ideg ∪ Iclos) for almost all
values of δ and not only for the limit values.
It is important to mention that Ideg intersects with Iclos quite often for random networks. The
reasons why this occurs are outside the scope of this paper, however it has an apparent effect on our
results as it provides a natural connection between the two limit cases explored by theory. In fact, in
“almost all” cases where there are nodes that belong both to Ideg and Iclos, those nodes also belong
to Iδdc. This result cannot be generalized as there are cases in which, for some values of δ, the nodes
with maximum decay centrality do not belong to either Ideg or Iclos. Nevertheless, as it becomes
apparent from Tables 1 and 2 the frequency with which such cases arise is practically negligible.
@
@
@
@n
p
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
10 8620 8756 8951 9035 9341 9570 9752 9879 9971 9987
20 6600 7229 8113 8711 9349 9752 9969 9998 10000 10000
50 5921 7620 8220 9330 9964 10000 10000 10000 10000 10000
100 6783 7401 8794 9989 10000 10000 10000 10000 10000 10000
200 7209 7593 9976 10000 10000 10000 10000 10000 10000 10000
Table 1: Frequency of occassions where Ideg ∩ Iclos 6= ∅.
We turn our attention to the case where Ideg and Iclos do not intersect. In this case, we expect
from theory a transition in the nodes that belong to Iδdc as δ increases. It turns out that most of the
times the transition is immediate, meaning that any node in Iδdc belongs to either Ideg or Iclos. This
can become apparent in Figure 1, which contains the percentage frequencies with which Iδdec ⊆ Ideg,
Iδdec ⊆ Iclos and Iδdc ∩ (Ideg ∪ Iclos) = ∅. For each value of δ the frequencies correspond to the fraction
of the simulated networks in which each of the three conditions held true. The fact that in the
left subfigure Ideg and Iclos can intersect means that the sum of the frequencies may exceed 100%,
which seems to be the case rather often. This is no longer possible in the right subfigure, where
we include only the cases where Ideg and Iclos do not intersect, therefore the three conditions are
3The main body of the article contains representative figure and tables. The Online Appendix contains results for
(n, p) = (1000, 0.05), some additional figures and some extensions. Additional figures are available upon request.
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@
@
@
@n
p
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
10 0 0 0 0 0 0 0 0 0 0
20 11 2 0 0 0 0 0 0 0 0
50 30 0 0 0 0 0 0 0 0 0
100 14 0 0 0 0 0 0 0 0 0
200 0 0 0 0 0 0 0 0 0 0
Table 2: Frequency of occassions where Ideg ∩ Iclos 6= ∅ and Iδdc * (Ideg ∩ Iclos) for some value of δ.
mutually exclusive. Note that, observing a node that maximizes decay centrality without belonging
either to Ideg or Iclos is never observed in more than a 2% of the trials, with the percentage becoming
much lower away from δ = 0.5. This suggests that for most networks there is a threshold value of δ
below which Iδdec ⊆ Ideg and above which Iδdec ⊆ Iclos.
(a) Including cases where Ideg ∩ Iclos 6= ∅ (b) Excluding cases where Ideg ∩ Iclos 6= ∅
Figure 1: The dotted (dashed) line shows the frequency with which Iδdec ⊆ Ideg (Iδdec ⊆ Iclos), whereas
the solid line shows the frequency with which it does not belong to any of the two sets.
Figures 2 and 3 contain the three percentage frequencies of interest for all network sizes and values
of p ∈ {0.05, 0.1, 0.15, 0.2}, focusing on networks where Ideg and Iclos do not intersect. The results are
qualitatively similar in all configurations, presenting an inverted S-shaped curve for the frequency of
Iδdec ⊆ Ideg, an S-shaped curve for Iδdec ⊆ Iclos and an inverted bell curve for Iδdc ∩ (Ideg ∪ Iclos) = ∅.
The latter one never exceeds 10%, with this being the case only for p = 0.05 and values of δ close
10
Figure 2: Percentage frequency of networks for which Iδdec ⊆ Ideg (first row), Iδdc ∩ (Ideg ∪ Iclos) = ∅
(second row) and Iδdec ⊆ Iclos (third row) for each value of the decay parameter, presented separately
for each network size. The two columns correspond to p = 0.05 (left) and p = 0.1 (right).
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Figure 3: Percentage frequency of networks for which Iδdec ⊆ Ideg (first row), Iδdc ∩ (Ideg ∪ Iclos) = ∅
(second row) and Iδdec ⊆ Iclos (third row) for each value of the decay parameter, presented separately
for each network size. The two columns correspond to p = 0.15 (left) and p = 0.2 (right).
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to 0.5. We also observe the transition of maximizers of decay centrality from belonging to the set of
nodes with maximum degree to that of nodes with maximum closeness occurs for lower values of δ
as networks become larger, with the result being more prevalent for low values of p; as p increases
we observe a sharp transition occurring for δ around 0.5.4
At this point one might wonder what is the rank in terms of decay centrality of nodes with
maximum degree and closeness, when they are not ranked first? Figures 4 and 5 show the average
rank, as well as the 5th and 95th percentiles of rank distribution in decay centrality of nodes with
maximum degree and closeness respectively. It turns out that nodes belonging to Ideg or Iclos are
highly ranked in terms of decay centrality for all values of δ, even when they are not ranked first.
The result is similar if we exclude the networks in which Ideg and Iclos intersect.
Nevertheless, focusing only on degree or only on closeness leads to increasingly suboptimal choices
as δ moves towards the extremes. Hence, it remains unclear which of the two sets would provide
better candidates depending on the value of δ. Ideally, we would like to have a simple rule of thumb
that would facilitate this choice. A natural rule would be to choose a node from Ideg for δ < 0.5 and
a node from Iclos for δ > 0.5. Given that the two sets usually contain few nodes, it should not be too
costly to calculate the decay centrality of each of these nodes and pick the one that maximizes it. It
turns out that this rule of thumb is sufficient to ensure that the chosen node will be highly ranked in
terms of decay centrality. Figure 6 shows the same statistics as Figures 4 and 5 for p = 0.05 and all
network sizes, in which it can be seen that in all networks a node chosen according to this rule will
be ranked in terms of decay centrality among the top three with probability 95%. Additional figures
in the Online Appendix suggest that the result is robust to different parameter values and even for
networks with 1000 nodes.
4. Discussion
We have established, both analytically and numerically, a relation between decay centrality, degree
and closeness, showing that nodes that maximize one of the two measures are natural candidates
for maximizing decay centrality as well. In fact, the majority of networks has a threshold value of δ
below which maximum decay centrality coincides with maximum degree and above which it coincides
with maximum closeness. We show that a simple rule of thumb that considers a common threshold
at δ = 0.5 performs particularly well. It still remains rather unexplored whether there are particular
characteristics of the network that can allow the accurate characterization of this threshold value
with some accuracy. Finally, simulations are limited to networks of small to medium size. In the
4For p ≥ 0.2 there are very few observations where Ideg and Iclos do not intersect.
13
Figure 4: Average rank (solid), 5th (dotted) and 95th (dashed) percentiles of decay centrality of
nodes with maximum degree. Subfigures correspond to n = 50, 100, 200 from top to bottom and
p = 0.05. 14
Figure 5: Average rank (solid), 5th (dotted) and 95th (dashed) percentiles of decay centrality of
nodes with maximum closeness. Subfigures correspond to n = 50, 100, 200 from top to bottom and
p = 0.05. 15
Figure 6: Average rank (solid), 5th (dotted) and 95th (dashed) percentiles, of decay centrality of
nodes with maximum degree for δ < 0.5 and maximum closeness for δ > 0.5. Subfigures correspond
to n = 50, 100, 200 from top to bottom and p = 0.05.
16
Online Appendix we provide some additional support in favor of our results by considering networks
with 1000 nodes, however a more systematic extension of the analysis to large networks would ensure
their applicability to problems where decay centrality has been shown to play an important role.
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A. Proofs
Proof of Proposition 1. Notice that decay centrality can be rewritten as DCi(δ) = δDi+
n−1∑
l=2
δlDli
and consider the limit lim
δ→0
DCi(δ)−DCj(δ)
δ
0
0= Di − Dj > 0, where the last inequality is implied by
Di > Dj. The expression that appears inside the limit is continuous in δ, therefore exists δ such that
for all δ ∈ (0, δ) it holds that DCi(δ)−DCj(δ)
δ
> 0 or equivalently DCi(δ) > DCj(δ).
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Proof of Proposition 2. If Di > Dj then the result holds immediately by Proposition 1. Other-
wise, let l˜ ≥ 2 be the first instance such that Dl˜i > Dl˜j. In this case, the difference between decay
centralities can be written asDCi(δ)−DCj(δ) =
n−1∑
l=l˜
δl(Dli−Dlj), because all previous terms of the sum
are equal to zero. Hence, lim
δ→0
DCi(δ)−DCj(δ)
δl˜
0
0= Dl˜i −Dl˜j > 0 and by continuity with respect to δ, there
is δ such that for all δ ∈ (0, δ) it holds that DCi(δ)−DCj(δ)
δl˜
> 0 or equivalently DCi(δ) > DCj(δ).
Proof of Proposition 3. We need three direct observations to obtain the result. First, note that
Ci > Cj ⇔
∑
k 6=i
d(i, k) <
∑
k 6=j
d(j, k). Second, recall the alternative formulation of decay centrality as
DCi(δ) = δDi +
n−1∑
l=2
δlDli and third to observe that
∑
k 6=i
d(i, k) = Di +
n−1∑
l=2
lDli. Therefore,
lim
δ→1
DCi(δ)−DCj(δ)
1− δ = limδ→1
(
δDi +
n−1∑
l=2
δlDli
)
−
(
δDj +
n−1∑
l=2
δlDlj
)
1− δ
0
0=
= lim
δ→1
(
Di +
n−1∑
l=2
lδl−1Dli
)
−
(
Dj +
n−1∑
l=2
lδl−1Dlj
)
−1 =
= −
(∑
k 6=i
d(i, k)−
∑
k 6=j
d(j, k)
)
> 0
where the last inequality is implied by Ci > Cj. Hence, by continuity with respect to δ, exists δ such
that for all δ ∈ (δ, 1) holds that DCi(δ)−DCj(δ)
1−δ > 0 or equivalently DCi(δ) > DCj(δ).
Proof of Proposition 4. If Ci > Cj the result holds immediately by Proposition 3. Otherwise, let
l˜ ≥ 2 be the first instance such that C l˜i > C l˜j, hence also the first instance in which F l˜i < F l˜j . Hence:
lim
δ→1
DCi(δ)−DCj(δ)
(1− δ)l˜ = limδ→1
(
n−1∑
l=1
δlDli
)
−
(
n−1∑
l=1
δlDlj
)
(1− δ)l˜
0
0=
0
0= lim
δ→1
(
n−1∑
l=1
lδl−1Dli
)
−
(
n−1∑
l=1
lδl−1Dlj
)
−l˜(1− δ)l˜−1 = (1)
0
0= lim
δ→1
(
n−1∑
l=2
l(l − 1)δl−2Dli
)
−
(
n−1∑
l=2
l(l − 1)δl−2Dlj
)
l˜(l˜ − 1)(1− δ)l˜−2 =
0
0= . . .
0
0= lim
δ→1
(
n−1∑
l=l˜
l!
(l−l˜)!δ
l−l˜Dli
)
−
(
n−1∑
l=l˜
l!
(l−l˜)!δ
l−l˜Dlj
)
l˜!
=
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= lim
δ→1
n−1∑
l=l˜
l!
l˜!(l − l˜)!δ
l−l˜Dli
−
n−1∑
l=l˜
l!
l˜!(l − l˜)!δ
l−l˜Dlj
 = −(F l˜i − F l˜j) > 0
and by continuity with respect to δ, there is δ such that for all δ ∈ (δ, 1) it holds that DCi(δ)−DCj(δ)
(1−δ)l˜ > 0
or equivalently DCi(δ) > DCj(δ).
Proof of Proposition 5. DCi(δ) = δDi+
n−1∑
l=2
δlDli, which gives DCi(1) = n−1 for all i. Therefore,
the polynomial DCi(δ) −DCj(δ) has a root for δ = 1 and another for δ = 0, for any pair i, j ∈ N .
Having observed that, we obtain the following expression.
DCi(δ)−DCj(δ) = δ
[
A1 + A2δ + · · ·+ An−1δn−2
]
=
= δ(1− δ)
[
−
n−1∑
l=2
Al −
n−1∑
l=3
Alδ − · · · − (An−1 + An−2)δn−4 − An−1δn−3
]
where A1 = Di−Dj and Al = Dli−Dlj for l ∈ {2, . . . , n− 1}, with the crucial observation being that
n−1∑
l=1
Al = 0. This last equation allows us to rewrite the above expression as follows:
DCi(δ)−DCj(δ) = δ(1− δ)
[
A1 +
2∑
l=1
Alδ + · · ·+
n−3∑
l=1
Alδ
n−4 +
n−2∑
l=1
Alδ
n−3
]
(2)
From the last expression is apparent that a sufficient condition, though not necessary, to satisfy
DCi(δ) > DCj(δ) is that
k∑
l=1
Al ≥ 0 for all k ∈ {1, . . . , n−1}, with at least one inequality being strict.
This in turn is equivalent to
k∑
l=1
Dli ≥
k∑
l=1
Dlj for all k, which by definition means that Di >UD Dj.
Proof of Proposition 6. Let  = 1−δ and restate decay centrality as follows: DCi() = (1−)Di+
n−1∑
l=2
(1− )lDli which gives DCi( = 0) = n− 1 for all i. Therefore, the polynomial DCi()−DCj()
has a root for  = 1 (equivalent to δ = 0) and another for  = 0 (equivalent to δ = 1), for any pair
i, j ∈ N . In addition to this, we consider the binomial identity: (1 − )l =
l∑
k=0
(−1)k( l
k
)
k, which
allows us to rewrite DCi()−DCj() as follows:
DCi()−DCj() = A1
1∑
k=0
(−1)k
(
1
k
)
k + A2
2∑
k=0
(−1)k
(
2
k
)
k + · · ·+ A1
n−1∑
k=0
(−1)k
(
n− 1
k
)
k =
=
n−1∑
l=1
Al︸ ︷︷ ︸
=0
+
n−1∑
l=1
Al
(
l
1
)
(−) +
n−1∑
l=2
Al
(
l
2
)
(−)2 + · · ·+
n−1∑
l=n−1
Al
(
l
n− 1
)
(−)n−1 =
= −
[
n−1∑
l=1
Al
(
l
1
)
+
n−1∑
l=2
Al
(
l
2
)
(−) + · · ·+
n−1∑
l=n−1
Al
(
l
n− 1
)
(−)n−2
]
=
20
= − [B1 +B2+ · · ·+Bn−1n−2]
where B1 = Fi−Fj and Bl = F li −F lj for l ∈ {2, . . . , n− 1}. Having observed that and knowing that
 = 1 is also a root of the polynomial, we obtain the following expression via Euclidean division:
DCi()−DCj() = −(1− )
[
−
n−1∑
l=2
Bl −
n−1∑
l=3
Bl− · · · − (Bn−1 +Bn−2)n−4 −Bn−1n−3
]
with the crucial observation being that
n−1∑
l=1
Bl = 0, which is the remainder of the division of the
polynomial by 1− , which we know that it should be equal to zero. Hence, similarly to Proposition
5, we obtain the following expression:
DCi()−DCj() = −(1− )
[
B1 +
2∑
l=1
Bl+ · · ·+
n−3∑
l=1
Blδ
n−4 +
n−2∑
l=1
Blδ
n−3
]
(3)
It is apparent from the last expression that a sufficient condition, though not necessary, to satisfy
DCi() > DCj() for all  ∈ (0, 1), hence equivalently for all δ ∈ (0, 1), is that
k∑
l=1
Bl ≤ 0 for all
k ∈ {1, . . . , n−1}, with at least one inequality being strict. This in turn is equivalent to
k∑
l=1
F li ≤
k∑
l=1
F lj
for all k, which by definition means that Fj >UD Fi.
Proof of Proposition 7. 1. DCi(δ) ≥ DCj(δ) ⇒ Diδ ≥ Djδ + [(n − 1) − Dj]δ2 ⇒ δ ≤ A1n−1−Dj .
The last inequality holds for all δ ∈ (0, 1/2] if 2A1 ≥ (n− 1)−Dj.
2.DCi(δ) ≥ DCj(δ)⇒ Diδ+D2i δ2 ≥ Djδ+D2j δ2+[(n−1)−Dj−D2j ]δ3 ⇒ δ ≤
A2+
√
A22+4A1[(n−1)−Dj−D2j ]
2[(n−1)−Dj−D2j ]
.
The last inequality holds for all δ ∈ (0, 1/2] if A1 + 2A2 ≥ (n− 1)−Dj −D2j .
3. The result can also be implied by Rouché’s Theorem, but it is presented here with an in-
dependent proof, which follows a similar process to the one used for obtaining Cauchy’s Bound of
Polynomial Roots. More specifically, observe that by Proposition 1 together with A1 > 0 it must hold
true that DCi(δ) − DCj(δ) = δ (A1 + A2δ + · · ·+ An−1δn−2) > 0 for δ close to zero and obviously
has a root for δ = 0. We also know that it has another root for δ = 1. Then it is sufficient to show
that DCi(δ)−DCj(δ) has no other root for δ ∈ (0, 1/2) as long as A1 ≥ |Al| for all l ∈ {2, . . . , n−1}.
To prove this, it is sufficient to focus on the term (A1 + A2δ + · · ·+ An−1δn−2).∣∣A1 + A2δ + · · ·+ An−1δn−2∣∣ ≥ |A1| − (|A2|δ + · · ·+ |An−1|δn−2) =
= |A1|
(
1− |A2||A1|δ − · · · −
|An−1|
|A1| δ
n−2
)
≥
≥ |A1|
(
1− δ − · · · − δn−2) = |A1|(1− n−2∑
l=1
δl
)
=
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= |A1|
(
1− δ − δ
n−1
1− δ
)
= |A1|1− 2δ + δ
n−1
1− δ
Therefore, the polynomial has the same number of roots in (0, 1) as P (δ) = 1−2δ+δn−1, which by
Descartes’ Rule of Signs has either zero or two positive roots. One of them is obsviously for δ = 1 and
and the other is for some δˆ < 1, because the polynomial has a unique minimum for some δ < 1 and
is positive for δ = 0. Moreover, note that P (1/2) > 0 for any n, and in fact P (1/2)→ 0 as n→∞.
Hence, the expression is always positive in (0, 1/2], which turn means that A1+A2δ+ · · ·+An−1δn−2
has no root for δ ∈ (0, 1/2] and in fact it is always positive in that region, by continuity.
4. The proof is identical to that of condition 3, if one considers the alternative expression of
difference between decay centralities, DCi(δ)−DCj(δ), that is provided by Equation (2).
Proof of Proposition 8. 1. Consider again the reformulated expression with  = 1− δ, for which
we know that DCi() −DCj() = − [B1 +B2+ · · ·+Bn−1n−2], for which it is sufficient to show
that it has no root for  ∈ (0, 1/2] as long as |B1| ≥ |Bl| for all l ∈ {2, . . . , n − 1}. This is proven
identically to condition 3 of Proposition 7. The obtained result, together with the fact that B1 < 0
ensures that DCi() > DCj() for all  ∈ (0, 1/2], which is identical to saying that DC(δ) > DCj(δ)
for all δ ∈ [1/2, 1).
2. The proof is identical to that of condition 1, if one consider the alternative expression of
difference between decay centralities, DCi()−DCj(), that is provided by Equation (3).
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