The probability of excitation and ionization of the hydrogen atom by short strong laser pulses is calculated by solving numerically the time-dependent Schrödinger equation. The probability of excitation to different states is investigated, which helps to identify the important ionization mechanisms. The ionization probability density was also calculated and a good agreement with the other theoretical results was found.
Introduction
In the last decades laser technology has been developed significantly [1] . Nowadays the intensity of lasers used in experiments reaches 3 × 10 16 W/cm 2 , while the duration of the pulses are of the order of 10
s [2] . In such a short time period the electric component of the laser field oscillates only a few times. During the interactions between such laser beams and atoms or molecules new and only partially understood processes are taking place. The most important ones are multi-photon, tunneling, direct (over-the-barrier) ionization and high harmonics generation. These processes are of considerable interest for both basic and applied sciences. Such ultra-short pulses are widely used in medical research [3, 4] , in laser-driven fusion research (plasma heating [5] ) and also in manipulat- * E-mail: sborbely@phys.ubbcluj.ro ing chemical reactions or to develop fast opto-electronical devices.
The duration of these short laser pulses is the time scale of many phenomena in nature, like chemical reactions, vibration and rotation of molecules. Hence, these processes may be investigated [6] or even controlled [7] by short laser pulses. It is very important to accurately describe the laser-matter interactions for improving the scientific applications mentioned above. Theoretical models are usually based on solving the time-dependent Schrödinger equation (TDSE) . Due to the fact that it has no analytical solution even in the simplest case (hydrogen atom in laser field), the TDSE can be solved in certain cases with some approximations or one can perform a full numerical solution.
In the present paper we follow the second possibility, and we solve the TDSE numerically. In order to test our program, we choose to investigate the excitation and ionization of the hydrogen atom. The investigation of the occupation probability of different excited bound states also allows the identification of different ionization paths causing the partial population of intermediate bound electronic states. This analysis makes it possible to draw conclusions about the validity of the theoretical models, which are based on the strong field approximation (SFA). In the framework of the SFA, the TDSE is solved on a restricted basis set, the configuration space consists of the bound initial state and of free electronic states described by Volkov wave functions [8] . The Coulomb-Volkov models [9] are improved SFA approaches in which the free electron states are described by Coulomb-Volkov wave functions [10] . In both type of models the intermediate bound states are excluded from the electron dynamics, which in certain cases, when photons with energies lower than the ionization potential barrier are present in the laser pulse, can be a significant source of error. Several mechanisms may occur in the ionization of atoms by short laser pulses. The single-photon ionization is important for low intensities of the laser field, and if the energy of one photon is larger than the ionization potential. Multi-photon ionization is observed when the intensity of the laser field is moderate or higher and electrons are freed by absorbing two or more photons. Tunneling ionization occurs when the intensity of the laser is high and its frequency is low. In this case the electromagnetic field distorts the Coulomb potential, resulting in a potential barrier. If the frequency of the laser is sufficiently low, the electron will have sufficient time to escape by tunneling through the barrier. The dominant mechanism of the ionization is determined by the Keldysh parameter:
where I is the ionization potential and U is the ponderomotive energy of the electron. If γ 1 tunneling ionization takes place, otherwise multi-photon ionization is relevant. In special cases, when the intensity of the laser is very high, the potential barrier can go below the energy of the electron, causing the escape of the electron. This mechanism is called over-the-barrier ionization. In the present calculations the relevant ionization mechanisms are tunneling and over-the-barrier ionization. The parameters of the laser pulses are chosen in order to obtain the Keldysh parameter below 1. Atomic units are used throughout the present paper.
Theory
The behaviour of the hydrogen atom is investigated in an intense and short laser field. The electric component of the electromagnetic field is taken to be
whereε is the polarization vector, ω is the angular frequency of the carrier wave, φ 0 is the carrier envelope phase, E 0 is the amplitude of the electric component, and τ is the pulse duration. In order to obtain a symmetric laser pulse, the carrier envelope phase is set to be
The time-dependent Schrödinger equation (TDSE) of the active electron in the dipole approximation can be written as
where Ψ( ) is the wave function of the electron, V ( ) is the Coulomb potential created by the nucleus, and · E( ) is the interaction potential between the laser field and the electron. The wave function of the electron is expanded in terms of the Volkov wave functions
The Volkov wave functions are the solutions to the TDSE in the dipole approximation for a charged particle in a radiation field
and they can be written as (7) is the vector potential of the electromagnetic field. Substituting the expansion (5) into the TDSE of the active electron, we get
Using the equation for the Volkov wave functions (6), Eq. (8) above becomes
By performing simple calculations from (9) the following integro-differential equation for the ( ; ) expansion coefficients was obtained (10) where
is the Coulomb potential between the electron and the nucleus. Using its Fourier transform
Eq. (11) may be solved numerically in three dimensions, where ( ; ) = ( ; ) and can be written explicitly
The running time of the numerical program scales with the 6th power of the density of the used grid. In special cases, when the laser pulse is linearly polarized, important amount of computer time can be saved. According to the selection rules of optical transitions, the magnetic quantum number of the electron by absorbing a photon remains unchanged (∆ = 0). The wave functions of the quantum states with = 0 have a cylindrical symmetry relative to the 0 axis, which is also the polarization direction of the laser field. As a consequence, the time dependent wave function of the electron has cylindrical symmetry, and in this special case (12) may be solved in two dimensions
The running time of the numerical program in this case is proportional to the 4th power of the density of the twodimensional grid.
Further we discuss how the transition probability to a bound state is calculated. Expansion (5) may be applied also to bound states
where Ψ ( ) is the wave function of the bound state and ; are the corresponding expansion coefficients.
The transition probability to a bound state up to the moment is P =| Ψ ( ) | Ψ( ; ) | 2 . The scalar product Ψ | Ψ( ; ) can be written using the expansion coefficients
The expansion coefficients for the bound states, ( ), are calculated as follows. The time dependent wave function of a bound state is given by
where E is the energy and ψ ( ) is the stationary wave function of the bound state. Using the expansion in terms of Volkov wave functions (14) Ψ ( ) = ;
(17) and performing some transformations, the expansion coefficients are obtained to be
where
are the expansion coefficients of the state before the laser pulse is turned on. The 0 ( ) represent the wave function ψ ( ) in momentum space and its values for excited bound state are calculated by solving the integrals in Eq. (19) numerically. For the 1 ground state the expansion coefficients are calculated analytically and they can be expressed as
which will be the initial state for the solution of Eq. (12) and Eq. (13) .
Once the expansion coefficients defined in (5) are obtained, we have all the information about the studied system. Knowing the wave function of the bound state and the time propagated wave function, using Eq. (15), we can calculate and analyze the occupation probability of different bound states. Also, in many cases it is useful to determine the momentum distribution of the ionized electrons.
To describe a free electronic states with a momentum , we use the plane wave functions
These wave functions are used instead of the exact Coulomb wave functions due to the simpler calculations. The transition probability of the electron from the ground state to final state with momentum may be written as One disadvantage of using plane waves is that they are not orthogonal to the bound states, hence the calculated probability densities are deformed by the contribution of these states. This can be corrected by orthogonalyzing the time dependent wave functions to the bound states. The orthogonalization is done using the Gram-Schmidt procedure.
As discussed earlier, the exact analytical solution of Eq. (10) is not known. For high laser field intensities the interaction potential between the laser pulse and electron may be much higher than the Coulomb potential. In this case the potential V ( ) in the Schrödinger equation (4) can be neglected, and Eq. (13) becomes much more simple
This differential equation can be solved analytically and its solutions are known as the solutions to the Volkov model [12] . These approximate solutions give reliable results only in the case of high intensities.
Numerical solution of the TDSE
More accurate results are obtained by solving Eq. (11) and Eq. (13) numerically. The disadvantage of the numerical solution is that it requires extensive computational resources (memory and CPU time). One of the most important parts of an "exact" numerical approach in the underlying numerical grid on which the TDSE (in our case Eq. (13)) is discretized. In the present approach a finite element discrete variable representation (FEDVR) grid is used [13] . In the framework of the FEDVR approach the configuration space on which the differential equation needs to be solved is divided into finite elements (FE) [14] . In each finite element the wave function is expressed using a local discrete variable representation (DVR) basis [15] . In this way, the flexibility of the FE method is combined with the accuracy of the DVR. In the present work a 9-point polynomial DVR is employed, where the DVR basis is formed by interpolating Legendre polynomials. The integrals in Eq. (13) . The convergence of the wave function as a function of the simulation box size and of the grid point's density was checked. Convergent results were obtained for a simulation box size = 6 a.u. and for 1 a.u. wide finite elements.
Results and discussions
For the present calculations, the duration and the frequency of the laser pulse were set to be τ = 5 a.u. and ω = 0 05 a.u. The period of the carrier wave (T = 2π/ω = 40π) is much larger then the duration of our laser pulses and the electric field of the laser pulse does not have time to oscillate. We solved Eq. (13) numerically with laser pulses having different values for the amplitude of electric field, namely E 0 ∈ {1, 0.8, 0.6, 0.4, 0.2, 0.1 a.u.}. The form of the laser field is illustrated in Fig. 1 . The spectral amplitude of such pulses is centered around the photon energy Ω = 0 a.u. with a spectral width of ∆Ω = 4π/τ ≈ 2 5 a.u. The spectral width of the pulses (∆Ω) is much larger than the frequency of the carrier wave (ω), thus in the present calculations the frequency of the carrier wave does not have the usual physical interpretation [16] , i.e. it can not be associated with a dominant photon energy.
The duration of the laser pulses was fixed to 5 a.u. in order to have the possibility of comparing our results with other published data [11] . The short pulse duration is also advantageous from the point of view of the numerical time propagation, because it requires less computational capacity. For a longer laser pulse, besides the longer time propagation, a denser numerical grid is also needed. The duration of the laser pulse is limited only by the available computational capacity and not by the numerical methods used.
As a first test of the present numerical approach, we solved the three-dimensional equation (12) calculated the occupation probability of the magnetic sublevels of the 2 orbital. Fig. 2 illustrates these values as a function of time. One can observe, that the occupation probability of 2 ( = 0) increases in time, while the probability of the sublevels having the magnetic quantum number = ±1 does not depend on time and its value remains practically zero. This confirms the validity of the ∆ = 0 selection rule in our numerical approach, and further results are based on the numerical solution of the two-dimensional equation (13) . Fig. 3 shows the occupation probability of the ground state 1 as a function of time calculated at different pulse intensities. It can be observed that in the case of high intensities (E 0 = 1 a.u. which corresponds to an intensity of 3 5 × 10 16 W/cm 2 ) at the end of the pulse the ground state is practically emptied. In Fig. 3 one can see that the significant change in the occupation probability takes place when the electromagnetic field is the strongest (τ = 2 5 a.u.), suggesting that the important ionization mechanisms are tunneling and over-the-barrier ionization. We have also analyzed the occupation probabilities of states 2 and 2 shown in Fig. 4 and Fig. 5 . In both figures one observes that in the case of high intensities (E 0 = 1 0 8 0 6), after reaching a maximum value, the probability of both states begin to decrease. This observation can be explained by the fact that after a certain time, state 1 has practically emptied, and there are no more atoms in ground state to be excited. Since the occupation probability of the 1 state is monotonically decreasing, the electrons from the 2 and 2 states must be further excited or ionized. The amplitude of these occupation probabilities is relatively high, 3 % for the 2 and 8% for the 2 orbital, which indicates that these intermediate excited bound states may play an important role in the ionization process. The influence of these intermediate states is not included in the SFA and CV approaches, which may lead to inaccurate results in cases where photons with energies lower than the ionization threshold are present in the laser pulse and the population of intermediate bound states is possible. The importance of the excited bound states on the ionization process was also shown by Rodríguez et al. [17] , when they observed the significant improvement of the above threshold ionization spectrum obtained with a modified CV model containing the intermediate bound states. The decrease in the occupation probability of the 2 and 2 states cannot be observed in the cases of lower intensities (E 0 = 0 2 0 1), because at such low intensities the state 1 is not emptied. Further conclusions can be formulated by comparing the variation in time of the occupation probability of states 1 , 2 , 2 , while the parameters of the laser pulse remain fixed (Fig. 6) . The occupation probability of the state 2 begins to increase earlier than the probability of the 2 state. This behaviour can be explained by applying the selection rules for optical transitions. In the transition 1 → 2 the electron has to absorb an even number of photons (minimum two), while the transition 1 → 2 can be induced by an odd number of photons (minimum one). The transition 1 → 2 takes place also for lower intensities, while for transition 1 → 2 higher laser intensity is needed (minimum 2 photons). This conclusion is confirmed by the observation that in the case of low intensities (E 0 = 0 1), when the laser field was switched off, the occupation probability of 2 is negligible (< 0 1%), while in the case of 2 is important (≈ 2 5%). Using expression (22) and the expansion coefficients ; , we have calculated the ionization probability densities of laser pulses with different intensities. We illustrate several cases in Fig. 7 , where the first column shows the results for our TDSE-O model (using the wave function after the orthogonalization to the bound states = 1 2), the second one contains the results of TDSE (without orthogonalization), while the third column illus- trates the values obtained using the Volkov model.
It can be observed that for all the three models the electrons are ionized with the highest probability in the polarization direction of the laser field. The energy of these electrons is A(τ) 2 /2 where A(τ) is the momentum transfer to the electron from the laser field. For the TDSE and TDSE-O models one may observe an equally spaced ridge structure. These ridges can be identified as singlephoton ionization peaks and they are caused by the finite duration of the laser pulses. Due to the fact that the intensity of these maxima is much lower than the intensity of the main peak, single-photon ionization is the secondary mechanism next to tunneling and over-the-barrier ionization. The ionization probability density as a function of the electron energy was calculated by integrating expression (22) over the ejection angle of the electrons. In Fig. 8 we show the ionization probability densities for the laser pulse parameters τ = 5 a.u., E 0 = 1 a.u. and ω = 0 05 a.u. Our TDSE, TDSE-O and Volkov results are compared with the TDSE calculations of Duchateau et al. [11] . We found that for high energies our TDSE calculations are in very good agreement with those of Duchateau et al. At the same time, some differences may be observed at lower energies (2 a.u. < electron energy < 4 a.u.), where the probability diagrams obtained using our TDSE model are shifted in the direction of higher electron energies. This shift is caused by the fact that for describing a free electronic states instead of using Coulomb wave functions, we have used plane waves. In the case of very low energies our TDSE model has a strange, unphysical shoulder. This is due to the fact, that the used plane waves are not orthogonal to the bound electronic states, and the numerically calculated expansion coefficients contain these bound states as well. This error is corrected by the TDSE-O model by orthogonalyzing the wave function to the bound electronic states with = 1 2. Our model can be improved by using the exact Coulomb wave functions, but this has the disadvantage of needing more computer time. The probability densities calculated using the Volkov model are in qualitative agreement with the exact results, but they are not useful for quantitative investigations.
Conclusions
In this paper we have investigated the behaviour of the hydrogen atom in interaction with short laser pulses.
Our calculations are based on the numerical solution of the time-dependent Schrödinger equation. The timedependent wave function is represented on a FEDVR grid. This wave function was propagated in time according to the Schrödinger equation using the Kutta-Merson method and convergent time-dependent wave functions were obtained.
Studying the excitation processes, we have observed, that for high pulse intensities the 1 state is emptied in a short time. Comparing the occupation probabilities of the 2 and 2 orbitals, we have observed that the 1 → 2 transition occurs much earlier than the 1 → 2 one. This can be explained by the fact, that the 1 → 2 transition needs at least two photons, while the 1 → 2 can be produced by only one. Analyzing the occupation probability of the excited bound electronic states, their importance in the ionization process was identified in accordance with [17] .
The ionization probability densities were also calculated and the important ionization mechanisms were identified. In the case of high intensities, the electrons were ionized by tunneling and over-the-barrier ionization mechanisms. However, single-photon ionization was also observed.
We have compared our calculated ionization probability densities with other theoretical calculations, and a good agreement was found. Some discrepancies occur for small ejected electron energies, but these can be corrected by using the exact Coulomb wave functions for the description of the final state.
