The performance of two energy relaying schemes, namely backscatter relaying and store-andforward relaying are compared with the system where no relaying is incorporated by considering time-torecharge as a performance metric. The non-linearity of energy harvesting efficiency and its dependency on the waveform of energy signal and received power are taken into consideration while evaluating the performance of the relay assisted schemes as well as no relay scenario. Additionally, we considered a multiantenna energy transmitter and formulated optimization problems for finding the optimal beamforming vectors that maximize the received power for the relay assisted schemes. Exploiting the structure of the optimization problems, we also derived analytical expressions that characterize the optimal solutions. Finally, using numerical results we demonstrated the effectiveness of the presented relaying schemes in comparison with the no relay scheme.
I. INTRODUCTION
Adoption of radio frequency (RF) energy harvesting in commercial products, e.g., wearable electronics, wireless sensor nodes is thwarted by its low end-to-end energy transfer efficiency. As the received RF power decreases drastically with the distance between a transmitter and a receiver, the current RF energy harvesting based solutions are suitable only for short-range energy transfer, which in turn curbs the applicability of such solutions to the scenarios where they are really needed, e.g., charging the electronic devices located in hazardous environment and inaccessible to humans. Therefore, to ensure the viability of RF harvesting based solutions for such scenarios one needs to address the issues pertaining to efficiency either using the existing techniques or newly devised schemes. To this end, employing multiple-inputmultiple-output (MIMO) technology [1] , designing energyspecific signals (waveforms) [2] and deploying multiple energy transmitters [3] were shown to be effective.
Unlike omnidirectional transmitters that radiate power in all the directions uniformly, multi-antenna transmitters can steer the radiation beam in a certain direction using The associate editor coordinating the review of this manuscript and approving it for publication was Alessandra De Benedictis.
beamforming and thereby improve the efficiency of wireless energy transfer systems. Additionally, harvested power can be increased by transmitting specially designed signals while keeping the average transmit power the same. Therefore, a wisely devised combination of all these schemesdeploying multiple energy transmitters equipped with MIMO technology that can transmit those specific signals-will certainly lead to significant improvement of the efficiency of wireless energy transfer and harvesting systems.
A few researchers also reported the possibility of introducing energy relays that harvest the energy from an energy transmitter and forward it to a target device through wireless energy transfer [4] , [5] . They also analysed the impact of such relays in terms of improvement of throughput or the amount of energy harvested within a given time [6] . However, the study of the energy relay and the corresponding relaying schemes are still at an early stage. This motivated us to investigate the wireless energy transfer and harvesting systems that comprise energy relays and multi-antenna transmitters.
In this article, to address the low energy transfer efficiency, we considered a combination of schemes and techniques that were mentioned in the earlier two paragraphs. To assist the MIMO transmitter in delivering the power at the energy harvester, we introduced an energy relay. Further, we considered two possible (energy) relaying schemes: relaying with the help of a backscatter transmitter and store-andforward relaying with the help of an energy harvester device. The backscatter relay (transmitter) can be seen as a predecessor of the intelligent reflecting surfaces (IRS)-an array of reflecting surfaces with reconfigurable properties. However, unlike the IRS, the backscatter relay considered in this article is not reconfigurable, i.e., it has a fixed reflection coefficient. To understand the impact of different waveforms and relaying schemes on the harvested power, we employed two types of waveforms: continuous wave (CW) and white noise. It may be noted that the OFDM signals with a sufficient number of sub-carriers or higher-order modulation can be considered as white noise for all practical purposes [7] . As the optimal beamforming vector at the MIMO transmitter depends on the waveform and the relaying scheme, we formulated separate optimization problems for each of the combinations of relaying schemes and waveforms. In the (energy) receiver side, for a given combination of relaying scheme and waveform, we calculated the received power at the target energy harvester by finding the expressions of the signals that are picked up by the harvester. While calculating the harvested power from the received power, we also accounted for the dependency of harvesting efficiency on the waveform and the received power.
Most of the earlier works on wireless energy harvesting assumed a constant harvesting efficiency. While such an assumption facilitates tractability in the ensuing mathematical analyses, but the results obtained from such analyses hardly corroborate experimental findings. In the current article, the rationale behind considering a non-linear harvesting function is twofold-firstly, we wanted our analyses to closely model the harvesting process so that they provide insights into practical energy harvesting system design and secondly, to gain a precise understanding of the effect of relaying schemes and waveforms on the energy harvesting process. However, incorporating the non-linearity of the harvesting efficiency in its original form will render the consequent mathematical expressions intractable and therefore, we have considered a piecewise linear approximation of that as a sensible compromise of tractability and accuracy. Additionally, in [2] , [8] , the authors pointed out that the non-linearity can be exploited to improve the system performance and transmitting signals having high a peakto-average-power ratio (PAPR) is shown to be beneficial to the harvesting systems [9] . Therefore, while considering piecewise linear approximation, we also accounted for the PAPR of the respective signals. Finally, we would like to point out that unlike several recent works where the authors have considered the non-linearity that stems from the nonlinear rectifier model [2] , we assumed a general non-linear energy harvesting system that consists of several non-linear sub-systems.
While a significant portion of the existing literature on wireless powered systems either study the throughput or the outage probability associated with the respective systems [10] , we felt that such metrics have very limited applicability in the context of wireless powered wireless sensor networks, the most prominent application area for RF energy harvesting. Given that the sensor nodes are designed to provide real-time updates by transmitting small size information packets on regular intervals, a suitable metric should be the one that captures the frequency of the updates or the interval between two consecutive updates. As wireless powered devices cannot transmit an update unless they have harvested a sufficient amount of energy, the frequency of updates is dictated by the underlying energy harvesting and accumulation processes. Therefore, the performance metric we considered is the time to replenish the energy storage at (or time-to-recharge) the energy harvesting node. This time-to-recharge is also closely linked with other system design parameters, such as, the capacity of the energy storage (super-capacitor or rechargeable battery) at the node and other performance metrics, e.g., Age-of-Information (AoI) [11] . While recharge time analysis had appeared in the literature before for ambient [12] and RF energy [13] harvesting systems, the current article significantly differs from them due to the system model we have considered.
To characterize the time-to-recharge, we obtained a mathematical formulation for the same by modelling the energy accumulation process with the help of a simplified circuit model. Using that we first computed the time-to-recharge for all the schemes and the waveforms for a deployment scenario where the channel gains are distributed according to the Rayleigh distribution and then compared both the relaying schemes and no relay scheme using those computed values. The plots obtained from the numerical values show that the presented relaying schemes reduce the time-to-recharge and therefore, will be beneficial to the scenarios where the frequency of real-time updates is of primary interest.
The novelty of the current article and our contributions are summarized below:
• Considering different types of energy relays, namely backscatter relay and energy harvesting energy (storeand-forward) relay to facilitate energy harvesting at a target energy harvester device.
• Deriving expressions for the received power at the target energy harvester for these two types of relays.
• Providing mathematically tractable expressions for the harvested power by considering a piecewise linear approximation of the non-linear harvesting efficiency.
• Analysing the impact of different types of energy signals on the relay assisted energy harvesting system.
• Formulating optimization problems to find the optimal beamforming vectors that lead to maximum received power at the target energy harvester for the different types of relays and the energy signals. We also derived analytical expressions that can be solved efficiently to find the optimal beamforming vectors.
• Identifying a suitable metric for the performance evaluation of different energy relaying schemes by considering VOLUME 7, 2019 a simplified circuit model for the energy accumulation process. Organization of the Paper: In Sec. II, we have presented the system model and its different components. Sec. III provides the mathematical formulations pertaining to the energy harvesting system where no relay is used. Additionally, mathematical formulations related to the piecewise linear approximation of the harvesting efficiency and its dependence on the waveforms are also included in that section. The expressions for the received power for the different relaying schemes and waveforms, the optimization formulations for finding the corresponding optimal beamforming vectors and the analytical expressions for the solutions to those problems are provided in Sec. IV. In Sec. V, we compared all the schemes we have discussed using the numerical results. We concluded the article and listed the future scope in Sec. VI.
II. SYSTEM MODEL
We consider a three-node model that consists of: (i) an energy source/transmitter (S), (ii) an energy relay (R) and (iii) an energy harvester (H) (as illustrated in Fig. 1 ). In this model, only the energy transmitter has access to a constant power supply and consequently, it facilitates wireless energy harvesting at other two nodes by transmitting RF signals. We assume that the energy transmitter has multiple antennas and sufficient signal processing capabilities so that it can perform energy beamforming [1] . The energy harvester is modelled after commercially available low-power sensor nodes with small form-factor [14] . Therefore, we assume that it has only a single antenna. On the other hand, the energy relay device can be either (a) a backscatter relay (BR), or (b) an energy harvesting energy (store-and-forward) relay (ER) as we intend to investigate the effectiveness of these devices as energy relays. These relays differ in their operating principles-the backscatter relay reflects the incident signal from the S towards the H, whereas, the energy harvesting energy relay transmits a locally generated signal by expending the energy harvested from the S. To ensure energyneutrality [15] , we assume that both the H and R nodes rely only on the harvested energy for their operation. 1 As the objective of this study is to compare energy relaying schemes, we will assume that there is a dedicated frequency band over which wireless (RF) energy transfer happens and antenna circuitry in all the nodes are designed by taking that into consideration.
We assume that the node S has M antennas and the complex channel vector between the S and the H is denoted by g ∈ C M ×1 . We consider two variations of ER: half-duplex ER and full-duplex ER. While the BR and the half-duplex ER both are equipped with single antennas, the full-duplex 1 Typically, sensor nodes are equipped with on-board batteries that are capable of powering the microcontroller and sensors embedded on the sensor node. While conventional sensor nodes use the energy stored in the battery for transmission, an energy harvesting sensor node may use only the harvested energy for that purpose. For such nodes, a portion of that harvested energy can be used to replenish the energy that was lost from the battery due to non-transmission related tasks, e.g., sensing, data processing. ER has dedicated antennas for reception and transmission (one for each). Therefore, we model the channel between the S and the R using a channel vector f 1 ∈ C M ×1 and the channel between the R and the H using a scalar f 2 ∈ C. To calculate the optimal beamforming vectors, we assume the availability of perfect channel state information at the node S.
Notations and Symbols: We use the notation P x,y to denote the power at node x ∈ {S, R, H} of category y ∈ {tx, hv, rx}, where tx, hv and rx represent transmit, harvested and received power, respectively. Scalars, vectors and matrices are written using italics, bold and capital bold fonts, respectively. The absolute value and real part of a complex number z are denoted by |z| and {z}, respectively. We use (·) T , (·) † and (·) to denote transpose, conjugate transpose and conjugate of a complex vector or matrix, respectively. Vectors are written in column form and for an N length vector, by |z| we mean [|z 1 |, |z 2 |, . . . , |z N |] T . For a complex vector z, ||z|| 2 denotes inner-product norm. E[·] denotes the expectation operator.
III. BENCHMARK SYSTEM: ENERGY HARVESTING WITHOUT ENERGY RELAY
To transfer energy through RF signals, S generates a signal s(t) and performs beamforming by finding an appropriate vector w ∈ C M ×1 . Without loss of generality, we assume that w † w = ||w|| 2 2 = 1 and E[|s(t)| 2 ] = 1. Therefore, the transmitted signal from the S can be represented as P S,tx ws(t) and in the absence of R, the received signal at the H can be written as:
where z H (t) represents the ambient noise at the receiver, which can be modelled as circularly symmetric complex Gaussian (CSCG) process with zero mean and variance σ 2 H , i.e., the samples of z H (t) ∼ CN (0, σ H ). We also assume that s(t) and z H (t) are mutually independent.
When the instantaneous channel vector g is known, we can calculate the average received power as
It is evident that for this case, the optimal beamforming vector is w opt = g /||g|| and the maximum received power is
The efficiency(η) of energy harvesting circuitry also depend on the received power [2] and therefore, we can write down the harvested power as
As the power contributed by noise is very small compared to that of the energy signal, 2 we will ignore it in the ensuing expressions.
A. MODELLING THE EFFICIENCY OF ENERGY HARVESTER
For analytical tractability, we consider the following piecewise linear model for the efficiency of the energy harvester 3 :
where a i , b i are real numbers; P (i) sg and P (i+1) sg denote the endpoints of i-th segment and N p denotes the number of linear segments. We assume that a switch disconnects the antenna from the harvesting circuit once the received power goes beyond P (N p +1) sg for protecting the circuit elements and, therefore, no energy harvesting happens in that received power region. We will assume that sufficient separation is maintained between S and H so that the received power is less than P (N p +1) sg almost surely (i.e., Pr(P .,rx > P (N p +1) sg ) ≈ 0). While deploying R (cf. Sec. V), we take the same criterion into consideration. Also, note that we have used P .,rx to indicate that the same piecewise linear model is valid for the energy harvester circuit embedded in R as well (in case of ER).
Remark 1: A similar piecewise linear model is considered by the authors in [17] for Powercast P1110 energy harvester.
B. TIME TO REPLENISH THE ENERGY STORAGE OR TIME-TO-RECHARGE
As our objective is to calculate the (average) time to replenish the energy storage, we first need to model the energy cumulation process. For this purpose, we considered a constant power charging model for the energy storage [5] . The constant power model can be justified by alluding to the scenarios where time to reach to a target charge level is small compared to the coherence time, i.e., the channel varies very slowly while the super-capacitor is getting charged.
For several energy harvesting applications, supercapacitors are preferred as energy storage over rechargeable batteries due to their compact size, shorter charging period and resilience against irregular charging patterns. Therefore, we have considered a super-capacitor as energy storage in this article. This super-capacitor is connected to a constant power source through a series resistor. The resistor connected in series captures the internal resistance of the source and the capacitor.
Assuming that the constant power source can deliver P units of power per second, we first calculate the time required to reach a certain charge level from an initial charge state.
Lemma 1: For a constant power source P, the time to reach to a target charge level, q m , starting from an initial charge state, q 0 , is given by
; Y m and Y 0 correspond to q m and q 0 , respectively. R and C denote the resistance and capacitance associated with the energy storage model.
Proof: Please refer to Appendix A. Now, by putting the value of P H ,hv in (6) we can calculate the time-to-recharge, where
Note that the piecewise linear efficiency function we have considered ensures that the harvested power is a monotonic increasing function of the received power, i.e., if P H ,rx 1 ≤ P H ,rx 2 , then P H ,hv 1 ≤ P H ,hv 2 .
Remark 2: We would like to point out that the authors in [18] had also provided an equation that relates the time spent in harvesting with the harvested energy, however, they did not consider a constant power source.
C. EFFECT OF DIFFERENT WAVEFORMS
The harvested power at H not only depends on the received power but also on the shape of the waveform [2] , [9] . In this article, we will deal with only two types of waveforms, namely continuous wave (CW, also known as single tone) and white noise. The effect of different waveforms on the harvesting process is modelled through different efficiency functions. As before, we will consider piecewise the linear approximation of the efficiency functions. Therefore, the effect of different waveforms can be captured through the parameters a i , b i and P
IV. ENERGY RELAY ASSISTED ENERGY HARVESTING
As mentioned earlier, we will consider two types of energy relays: (i) Backscatter relay (BR), and (ii) Energy harvesting energy relay (ER). In the following subsections, we will derive expressions for the received power at H for these two types of energy relays. The time-to-recharge to a target level will be calculated from the harvested power which in turn will be obtained from the received power using the piecewise linear efficiency function. We will then investigate the effect of different waveforms on the time-to-recharge.
General Expression for Relay Assisted Energy Harvesting: When both the S and R nodes transmit together, the received signal at H can be expressed as
where s R (t) denotes the signal transmitted (or reflected) by the energy relay and similar to the s(t), we assume E[|s R (t)| 2 ] = 1. Note that we have used a generic term P R,tx to indicate the power associated with transmitted (or reflected) signal. We will later find appropriate expressions for this term for different types of energy relays. The average power of the received signal can be calculated by taking expectation over the ensemble of s(t), s R (t) and z H (t), i.e.,
As the final expression of the average power mentioned in (9) depends on the type of the energy relay and the waveform, we will consider the case of different waveforms and different relays in the following subsections separately.
A. BACKSCATTER ENERGY RELAY
As backscatter relay does not generate any new signal and reflects the signal received from the node S, P R,tx for BR can be expressed as
where γ indicates a complex attenuation factor introduced by the backscatter relay. We will now find the power received at H for continuous wave (CW) and white noise. Effect of Different Waveforms:
The average received power at the node H when the node S is transmitting CW can be written as y H ,BR (t) = P S,tx g T ws(t − τ 1 )
. Note that in the above equation, unlike the (1), we have introduced propagation delay as we need to take that into account while calculating the average power. The reason is while the received power calculated in (3) does not depend on the propagation delay for a single transmitter scenario, but it depends on the relative delays when multiple transmitters are involved. For CW, the propagation delay can also be represented as phase-shift and recalling that average power of a CW signal does not depend on phase-shift (i.e., power of s(t)e −jθ 1 is equal to 1 for any θ 1 ), we can write down the average power for this scenario as
where θ 1 and θ 2 represent the phase-shifts that correspond to the free-space path delay. If the path length between S and H is d SH and the path length between S and H via R is denoted by d SRH , then θ 1 = 2π d SH /λ and θ 2 = (2π d SRH /λ) − θ γ , where λ indicates the wavelength of the transmitted signal and θ γ is the phase-shift introduced by the backscatter transmitter. Also, note that f 2 f 1 models the MISO channel via the backscatter transmitter, where the double fading channel between m-th antenna of the S and the H can be expressed as f 2 f 1,m .
Comparing (2) with (11), we can see that g in the former equation is replaced by (g + |γ |f 2 f 1 e −j(θ 2 −θ 1 ) ) in the latter. For notational simplicity, let us denote (g + |γ |f 2 f 1 e −j(θ 2 −θ 1 ) ) by g BR . Therefore, similar to the no relay scenario, the optimal beamforming vector for this case will be w (BR CW ) opt = g BR /||g BR || and the maximum received power can be expressed as
Therefore, introducing BR will be useful only when
As we are interested in comparing different relaying schemes with the benchmark system, let us consider the best case scenario for BR, i.e., the maximum value ||g BR || can achieve over θ 1 and θ 2 . It can be shown that the maximum value of
Notations and symbols). By putting this expression in (13) , we can see that the maximum value of ||g BR || 2 = |||g| + |γ ||f 2 ||f 1 ||| 2 . Remark 3: Similarly, we can calculate the minimum value of ||g BR || 2 . It can be easily checked that the minimum value is |||g| − |γ ||f 2 ||f 1 ||| 2 .
2) WHITE NOISE
In case of white noise, E[s(t −τ 1 )s(t −τ 2 )] = 0 when τ 1 = τ 2 and therefore, the average received power can be expressed as (ignoring the noise power)
The optimal beamforming vector, w (BR wn ) opt can be calculated by finding the normalized eigenvector corresponding to the largest eigenvalue of the matrix (g g T + |γ | 2 |f 2 | 2 f 1 f T 1 ) and the maximum value of the multiplicative factor in RHS of (14) will be that largest eigenvalue.
Proposition 1: When g and f 1 are not orthogonal or scalar multiples of each other, the optimal beamforming vector for the white noise scenario in the presence of BR can be given by
with f 12 = |γ ||f 2 |f 1 and
. Proof: Please refer to Appendix B. Remark 4: When g and f 1 are scalar multiples of each other, the resultant matrix is a rank-1 matrix, i.e., v 1 
and v 2 = 0. For this matrix the optimal beamforming vector is v 1 and the corresponding eigenvalue is ||g|| 2 +|γ | 2 |f 2 | 2 ||f 1 || 2 . On the other hand, when g and f 1 are orthogonal, then v 1 = g ||g|| and v 2 = f 1 ||f 1 || . The problem essentially becomes maximization of |υ 1 | 2 ||g|| 2 + |υ 2 | 2 |γ | 2 |f 2 | 2 ||f 1 || 2 along with the constraint |υ 1 | 2 + |υ 2 | 2 = 1. As ||g|| 2 > |γ | 2 |f 2 | 2 ||f 1 || 2 , the solution to this problem is υ 1 = 1, and υ 2 = 0.
B. ENERGY HARVESTING ENERGY RELAY
The energy harvesting energy relay (ER) is equipped with an energy storage (e.g., super-capacitor) and it stores the harvested energy from the S in the same way as the H does. However, it transmits a signal for T tx duration after harvesting energy for T hv duration. This cycle repeats again once the transmission is over and thus we have a periodic process with the period T ER = T hv +T tx time units. Therefore, the received signal (and consequently, the harvested power) at the H differs depending on which mode (transmitting or harvesting) the ER is operating. In addition to that, we can consider two variations of the ER depending on whether it can handle fullduplex or half-duplex operation. In the case of full-duplex operation, the ER employs two different antennas-one is used dedicatedly for reception and the other one for transmission [19] . For the half-duplex operation, the ER uses the same antenna for both transmission and reception by employing time-division multiplexing. If the duration of T ER is small compared to the time to replenish the energy storage at the H, we can consider the average harvested power that can be calculated by dividing the sum of energy accumulated during T hv and T tx by T ER . However, we first need to calculate the harvested energy at ER to find the P ER,tx for half-duplex and full-duplex operations. P ER,tx is the power that ER consumes to transmit the energy signal for T tx duration by expending a fraction of the harvested energy that was accumulated during the preceding T hv (for half-duplex ER) or T ER (for fullduplex ER) time units. We will use the notation P ER h ,. and P ER f ,. to denote the powers associated with the halfduplex ER and full-duplex ER, respectively. In the following sub-section, we first consider the full-duplex ER and then move to the half-duplex ER.
1) FULL-DUPLEX ER
In this case, as the ER is always harvesting energy from the signal transmitted by the S, the S should use a single beamforming vector w that maximizes the average harvested power at the H.
The total harvested energy at the full-duplex ER over the duration T ER can be expressed as
whereP ER f ,rx is a function of P ER f ,rx and P ER f ,tx , the selfinterference component. 4 As the distance between two antennas of the full-duplex ER is smaller compared to the distance between S and ER, for analytical tractability, we will assume thatP ER f ,rx ≈ µP ER f ,tx , where µ is the attenuation factor present in the self-interference path. 5 Assuming that the transmit power is constant for every T tx interval, we can write down the expression of transmit power of the full-duplex ER as
Here 0 < ς < 1 is a constant that is introduced to indicate that the ER (both half-duplex and full-duplex) can use a fraction of the harvested energy to transmit the energy signal. The rest of the harvested energy will be used to drive the RF circuitry of the transmitter. Also, we assume that the attenuation factor µ ensures that the energy harvesting circuit operates in the non-zero efficiency region. We will denote the efficiency associated with µ as η µ ( 0 < η µ ≤ η max ) and therefore, in the ensuing expressions we will replace η(µP ER f ,tx ) by η µ . When the full-duplex ER is operating in the harvesting mode, the received power, P ER f ,rx can be calculated in the same manner as we have calculated P H ,rx in (2), i.e.,
In the following subsections, we will consider the effect of CW and white noise transmission on the harvested power at the H.
(A) CW
By ignoring the noise power, we can identify that the received power at the H during T hv is P S,tx |g T w| and the received power during T tx is | P S,tx g T w + P ER f ,tx f 2 e −j(θ 3 −θ 1 ) | 2 , where θ 3 represents the total phase-shift associated with the signal received from the ER. This arises due to the relative phase-shift present in the signal generated by the ER with respect to s(t) and the phase-shift introduced by the path delay between the ER and the H. So, the average received power at the H can be expressed as
Using the (16) and (17) and replacing the P ER f ,tx in the above equation (and also ignoring the noise term) we get the following equation, which can be further expanded as (20), as shown at the top of the next page.
where ρ 1 = T hv (1−ςη µ µ)T tx ς. Finding the Optimal Beamforming Vector: To find the optimal beamforming vector for this scenario, we need to maximize (20) over w. However, as η(P ER f ,rx ) is also dependent on w, it is difficult to solve this problem. Therefore, we will consider additional assumption to induce analytical tractability. As we are interested in the best-case scenario, we will assume η(P ER f ,rx ) = η max , the maximum efficiency of the energy harvester circuit.
Proposition 2: When g and f 1 are not orthogonal or scalar multiples of each other, the optimal beamforming vector at the S for the full-duplex ER assisted energy harvesting with CW transmission is given byυ 1 
,κ < 0
T ER and the corresponding optimal value is ι (||g|| 2 /ι +
Proof: Please refer to Appendix C.
(B) WHITE NOISE
When both the S and the ER transmit independent white noise, the average received power at the H can be expressed as
If we compare (14) and (21), we can see that they differ due to the multiplicative factor that is associated with the second term of the expression within the bracket. In other words, for a given w, P
H ,rx if ιρ 1 η(P ER f ,rx ) > |γ | 2 and viceversa. However, we cannot use the same approach we have used for the BR as η(P ER f ,rx ) also depends on the w.
Finding the Optimal Beamforming Vector: Let us assume that the received power lies in the i-th segment, i.e., within the range (P (i) sg , P (i+1) sg ](cf. (7)). Therefore, (21) can be written as
where ν 1 = ιρ 1 a i |f 2 | 2 and ν 2 = ιρ 1 b i |f 2 | 2 P S,tx .
The following proposition provides the optimal beamforming vector for the full-duplex ER white noise scenario.
Proposition 3: When g and f 1 are not orthogonal or scalar multiples of each other, the optimal beamforming vector that maximizes the received power (cf. (22) ) at the H is given by
1 − |ϑ 1 | 2 and |ϑ 1 | satisfies the following polynomial equation 
terms due to full-duplex ER (20)
optimal beamforming vector, we first identify the index of the segment (cf. (5) ) that corresponds to w = f /||f||. This beamforming vector will lead to maximum received power at the ER. For ease of reference, let us denote this segment as i max . However, the optimal beamforming vector can also have a component in the direction of g and therefore, we also need to calculate the optimal beamforming vectors corresponding to the segments (a i , b i ), 1 ≤ i ≤ i max . We then compare the optimal objective function values obtained for each of these segments and select the one that has the maximum value.
2) HALF-DUPLEX ER
In this case, the ER harvests energy for T hv duration and then transmit for the T tx duration. Therefore, the transmit power can be expressed as
As the ER switches between harvesting and transmitting modes, it is justifiable that the S can employ different beamforming vectors-w 1 when the ER is harvesting and w 2 when it is transmitting. The received power at the ER is
Now we will find the expressions for average power received at the H for CW and white noise.
The average received power at the H for this scenario can be expressed as (by ignoring the noise terms)
Here θ 3 denotes the relative phase-shift angle as mentioned before in (18) . Following the steps similar to the ones mentioned in Full-duplex ER-CW subsection, we obtain the following expression for the terms inside the brackets
where ρ 2 = T hv T tx ς . Unlike the (34), now we have to maximize it over w 1 and w 2 . It is easy to see that the optimal value of w 2 = g /||g|| and the above equation reduces to
In the following proposition, we find the optimal beamforming vector and the maximum value of the expression (25). Proposition 4: The optimal beamforming vector that maximizes (25) is given byθ 1ũ1 +θ 2ũ2 , wherẽ
and |θ 1 | is a solution to the following equation
When the transmit signals from the S and the ER are independent white noise, the average received power signal can be expressed as
As before, we argue that w 2 should be g /||g|| to maximize the second term in the (26). To maximize the first term, we need to find the optimal value of w 1 . The following proposition provides an approach to find that. Proposition 5: The optimal beamforming vector that maximizes the received power at the H is given byθ 1 u 1 +θ 2 u 2 , where
1 − |θ 1 | 2 and |θ 1 | satisfies the following polynomial equation
whereν 5 =ν 2 ||f 1 || 4 ,ν 6 = 4ν 5 (ν 3 −ν 5 ),ν 7 = (4ν 4 +ν 3 (ν 3 − 4ν 5 )),ν 8 = (ν 2 3 + 4ν 4 ),ν 3 = |ω 1 | 2 − |ω 2 | 2 +ν 1 ||f 1 || 2 ,ν 4 = |ω 1 | 2 |ω 2 | 2 ,ν 1,i = ς a i |f 2 | 2 andν 2,i = ς b i |f 2 | 2 P S,tx . Proof: The proof is very similar to the proof of the Proposition 3 and therefore, excluded to avoid repetition. We follow the same approach that was mentioned immediately after the Proposition 3 to identify the appropriate segment of the piecewise linear efficiency function.
V. NUMERICAL RESULTS
In this section, we evaluate the performance of different energy relaying schemes by comparing them with the benchmark scheme, i.e., energy harvesting without using energy relay. As mentioned in the literature [5] , to reap the benefits of the energy relaying, the relay should be placed near the harvester or the energy transmitter. In the current setting, we assume that the energy relay (R) is deployed in the vicinity of the energy harvester (H). Referring to the documentation of P2110 [16] , it can be seen that the efficiency function has a non-zero value only when the received power lies in the range of tens of microwatts to a few milliwatts. Therefore, placing the relay near a high-power energy transmitter will result in a received power that is larger than the prescribed value, which in turn might damage its RF energy harvesting circuitry.
For obtaining numerical values, we first consider that the nodes are deployed in a two-dimensional plane, where the location of each of the nodes can be identified by its (x, y) coordinates (distance measured in meters). The coordinates of each of the nodes and the default parameters associated with them are tabulated in the Table 1 .
In Fig. 2 , we plot the piecewise linear approximation of the energy harvesting efficiency functions that we have considered for our numerical calculations. As PAPR of white noise is higher than that of the CW, the piecewise linear approximation of efficiency of the former dominates the latter for a significant range of permissible received power. We generate several instances of the setup by sampling channel gains from the CSCG distribution CN (0, d −α/2 ), where d is the distance between the nodes and α is the path-loss exponent, which is assumed to be 3. In Fig. 3 -6 , we have plotted the average of the values obtained from each of these instances.
In Fig. 3 , we have plotted the received power at the H with respect to the transmit power for the benchmark system as well as for the different relaying schemes. For ease of reference, the full form of terms used in the legends is provided in the Table 2 . For a given transmit power, as the received power of the benchmark system does not depend on the type of waveform, we have only one curve corresponding to that. On the other hand, when energy relay is used, the average received power at the harvester depends on the waveform. As discussed in the earlier sections, depending on the phase difference between the incident signals, the received power Fig. 3, 4 , 5, 6.
can vary for the CW case and it can be even smaller than that of the benchmark system. However, as we are interested in the best-case scenario, the plots corresponding to the CW case indicate the received power when the received signals are in-phase. Kindly note that we need perfect CSI and information about the attenuation factor associated with backscatter relay (γ ) to obtain this received power. Contrarily, for the white noise, though the improvement in the received power is less compared to CW, we do not need to synchronize the incident signals at the energy harvester. Another interesting observation is that the received power at the harvester due to the half-duplex ER and the full-duplex ER are very close to each other. Though it seems counter-intuitive, one can explain it by recalling the optimal beamforming design we have considered for these two cases. While we have employed two different beamforming vectors for the half-duplex ER, we have constrained ourselves to a single beamforming vector for the full-duplex ER. Needless to say, if we would have relaxed this constraint, then deployment of the full-duplex ER would have resulted in higher received power compared to the half-duplex ER. Lastly, when white noise is used as an energy signal, we observe that received powers due to ERs are higher compared to that of the BR.
In Fig. 4 , we have compared harvested power at the energy harvester for all the schemes and waveforms with respect to the transmit power. The two curves corresponding to the no relay scenario are a consequence of the difference between the harvesting efficiencies associated with the waveforms of the energy signal (cf. Fig. 2) . Similarly, the harvested power for the CW and the white noise for the different relaying schemes are affected by the respective harvesting efficiencies.
Next, we have plotted time-to-recharge for all the schemes and waveforms with respect to transmit power in the Fig. 5 . Recall that time-to-recharge for a given harvested power is calculated using (6) . We have assumed R = 100 and C = 1mF for calculating T (q m , q 0 , P). q m and q 0 values are calculated using the following formula: charge stored = voltage × capacitance. We assume that the target voltage level is 3 Volts and the system must harvest energy once the voltage falls below 1.5 Volts. From this we obtain q m = 3 millicoulomb and q 0 = 1.5 millicoulomb. When the harvested power is zero, it is pointless to calculate the time-to-recharge and therefore, instead of calculating time-to-recharge for each of the instances, we have considered the average harvested power while plotting the time-to-recharge. It is evident that a larger harvested power will result in a smaller time-torecharge and therefore, the scheme that results in the largest harvested power for a given transmit power will have the least time-to-recharge. For the chosen values of system parameters, it can be seen from the plot that the BR-CW scheme reduces the time-to-recharge by almost a factor of half in comparison with the benchmark system.
Finally, in Fig. 6 , we have plotted the time-to-recharge for all the schemes and the waveforms with respect to the number of antennas at the energy transmitter while keeping the transmit power constant. As we increase the number of antennas at the energy transmitter S, the resultant beam becomes more pointed, which in turn expedite the energy accumulation process. As a result, the time-to-recharge the capacitor decreases.
VI. CONCLUSION
In the current article, we have demonstrated the effectiveness of different energy relaying schemes by comparing them with the benchmark system (no relay scenario) using an appropriate metric called time-to-recharge. The suitability of this metric is justified by highlighting the target applications of energy harvesting systems. To obtain a mathematical formulation for this metric, we considered a simplified model for the underlying energy accumulation process. In addition to that, we also considered a pragmatic but analytically tractable model for the harvesting efficiency-the piecewise linear approximation. The effect of different types of waveforms on the harvesting efficiency is captured through that and subsequently, we calculated the harvested power as well as the time-to-recharge for the different relaying schemes and the different types of waveforms. We also formulated optimization problems to find the optimal beamforming vectors that maximize the received power at the target device. With the help of numerical results, we demonstrated that the presented relaying schemes can improve the performance of the energy harvesting system. The current work has posed several open questions that we would like to address in the future. Some of the future scope of the current work are listed below:
• Throughout our analysis we assumed that the wireless channels are not varying with time, which is not true in general. We will extend our analysis to the scenarios that encompass time-varying channels and will try to provide insightful results using the metric we have considered.
• We will also investigate the scenarios where the relays are equipped with multiple antennas. We believe multiantenna energy relays will provide even more promising results.
• Our initial analysis assumed that the channel gains are known to the energy transmitter. However, in practice, it is difficult to obtain accurate information about the channel gain. Therefore, we intend to analyse the impact of incomplete channel state information (imperfect CSI) on the performance of the proposed relay assisted energy harvesting system.
• We are also interested in delving into more practical models of the energy harvesting circuits. We believe that those circuit models will not only help us in accurately analysing the practical harvesting systems but also will be useful in designing application-specific energy harvesting systems.
• We would like to extend our analysis to the scenarios where multiple harvesters and energy relays are involved. Such analysis will be helpful for (i) designing MAC protocols for large-scale wireless energy harvesting systems, (ii) optimal deployment of energy transmitters and energy relays, and (iii) providing performance guarantees for large-scale systems in terms of the considered metric.
• We intend to implement the presented energy relaying schemes in a testbed to obtain experimental data.
We believe this will help us in understanding the limitations of the proposed theoretical model and thereby providing directions for the possible scope of improvement.
APPENDIX A PROOF OF LEMMA 1
The proof follows the steps similar to the ones mentioned in [13] . However, the final expression differs as we are considering non-zero initial charge level. We are repeating it here for the sake of completeness. For a series RC circuit having resistance R and capacitance C, we can write down the following expression for voltage and current using Kirchhoff's Voltage Law.
where v(t) and i(t) are the voltage and current associated with the constant power source; v c (t) is the voltage across the capacitor and the current flowing through the capacitor, i c (t) = i(t). By multiplying both the sides with i(t) and identifying that the power of the source is constant, we get
Recall that the following relations hold for the charge, current and voltage associated with a capacitor:
where denotes the derivative with respect to time variable t. Replacing i(t) and v c (t) using q(t) and after rearranging the constant factors, we get (q (t)) 2 +
This is a first-order, second-degree differential equation and we need to solve it to calculate the time to reach the target charge level. It can be factorized to obtain
As we are charging the capacitor, q (t) should be positive and, therefore, we can discard the root ζ 2 . By denoting 4PRC 2 as α 2 , we can write down
Bringing all the q(t) terms on one side and then multiplying the denominator and numerator by q(t)+ q 2 (t) + α 2 , we get (q(t) + q 2 (t) + α 2 )q (t)/α 2 in the LHS. Then integrating both the sides we get
Here, K 1 is the integration constant. Using the initial condition t = 0, q = q 0 , we get K 1 = ln(q 0 + q 2 0 + α 2 ) + 1 α 2 (q 0 q 2 0 + α 2 + q 2 0 ). Finally, putting the value of K 1 and 139934 VOLUME 7, 2019 assuming that the target charge level is q m , we get the time to reach the target charge level.
If we denote, the expression ln(q + q 2 + α 2 ) + (q 2 +2 + α 2 )/α 2 = (q), then the (30) can be expressed as
Let us denote cos θ = q √ q 2 +α 2 and sin θ = α √ q 2 +α 2 . Therefore, ln(q+
(Y − 1) and the expression of Y in terms of q and α can be calculated from the following identity cot θ 2 =
(1 + cos θ ) sin θ . Now from (31), we can write
where Y m and Y 0 correspond to q m and q 0 , respectively.
APPENDIX B PROOF OF PROPOSITION 1
We obtain orthonormal vectors {v 1 , v 2 } from {g , f 12 } that satisfy the following relations g = ||g||v 1 and f 12 
. Now let us consider an eigenvalue and normalized eigenvector pair of that matrix, (λ, φ). The eigenvalue λ will be non-zero if the eigenvector φ belongs to the subspace formed by {v 1 , v 2 }, i.e., φ = υ 1 v 1 +υ 2 v 2 , υ 1 , υ 2 ∈ C. As v 1 , v 2 are orthonormal, |υ 1 | 2 + |υ 2 | 2 = 1. Now, we will find an expression for λ in terms of υ 1 , υ 2
For the optimal υ 1 and υ 2 , the following relation will hold | 1 υ 1 + 2 υ 2 | 2 = (| 1 ||υ 1 | + | 2 ||υ 2 |) 2 and the corresponding optimal angles are 1 and 2 , respectively. Therefore,
In the last line, we have used the following relation |υ 2 | = 1 − |υ 1 | 2 . Differentiating the above expression with respect to υ 1 and then equating it to zero leads to the following expression
where κ = (||g|| 2
. Rearranging the terms and squaring both the sides results in a quadratic equation in |υ 1 | 2 which can be solved to find the positive roots for |υ 1 |. Out of these two positive roots, we choose the one that satisfies the (33) for the corresponding value of κ. The expression for the eigenvalue can found by putting the optimal |υ 1 | and |υ 2 | in the (32).
APPENDIX C PROOF OF THE PROPOSITION 2
[Sketch of Proof]: The proof is very similar to the proof of the Proposition 1. We start with (19) and following the argument mentioned in BR-CW scenario, it can be shown that the maximum value of P (ER f CW ) H ,rx over (θ 3 − θ 1 ) is
where ι = T tx /T ER . We obtain a pair of orthonormal vectors {v 1 ,ṽ 2 } from g andf 12 = √ ρ 1 η max |f 2 |f 1 such that g = ||g||v 1 andf 12 =˜ 1 v 1 +˜ 2ṽ2 . Therefore, the terms inside the brackets of (34) can be expressed as
As before, we argue that the optimal beamforming vector should be expressible as a linear combination of v 1 andṽ 2 , i.e., w =υ 1 v 1 +υ 2ṽ2 . Replacing it in the previous equation, we get
(1 − ι)||g|| 2 |υ 1 | 2 + ι ||g|||υ 1 | + |˜ 1υ 1 +˜ 2υ 2 |
2
The optimal solution can be obtained if we choose υ 1 = ˜ 1 and υ 2 = ˜ 2 . This results in the following VOLUME 7, 2019 expression ι ||g|| 2 ι + |˜ 1 | 2 + 2||g|||˜ 1 | |υ 1 | 2 + |˜ 2 | 2 |υ 2 | 2 + 2(||g|||˜ 2 | + |˜ 1 ||˜ 2 |)|υ 1 ||υ 2 | ,
which needs to be maximized along with the constraint |υ 1 | 2 + |υ 2 | 2 = 1. By replacing |υ 2 | by 1 − |υ 1 | 2 and equating to zero after differentiating with respect toυ 1 , we get
. This can be solved to obtain the optimal values ofυ 1 andυ 2 in the same way we have obtained υ 1 and υ 2 in the proof of the Proposition 1.
Putting the values of optimalυ 1 andυ 2 in (35), we get the maximum value of the objective function. This concludes the proof.
APPENDIX D PROOF OF THE PROPOSITION 3
[Sketch of the Proof]: u 1 and u 2 are orthonormal vectors obtained from f 1 and g such that f 1 = ||f 1 ||u 1 and g = ω 1 u 1 + ω 2 u 2 , where ω 1 = u † 1 g and ω 2 = ||g − (u † 1 g )u 1 ||. As the inner-product of f 1 or g with any vector that is orthogonal to u 1 and u 2 will result in zero, the optimal beamforming vector should lie in the subspace formed by u 1 and u 2 , i.e., w = ϑ 1 u 1 + ϑ 2 u 2 . Substituting f 1 , g and w by their respective expressions in terms of u 1 and u 2 in (22), we obtain P S,tx |ω 1 ϑ 1 + ω 2 ϑ 2 | 2 + ν 1 ||f 1 || 2 |ϑ 1 | 2 + ν 2 ||f 1 || 4 |ϑ 1 | 4
As the angles of ϑ 1 and ϑ 2 can be chosen as ω 1 and ω 2 without loosing the optimality of the solution, the terms inside the bracket can be rewritten as (|ω 1 ||ϑ 1 | + |ω 2 ||ϑ 2 |) 2 + ν 1 ||f 1 || 2 |ϑ 1 | 2 + ν 2 ||f 1 || 4 |ϑ 1 | 4 which need to be maximized along with the constraint |ϑ 1 | 2 + |ϑ 2 | 2 = 1 as ||w|| = 1. Substituting |ϑ 2 | by 1 − |ϑ 1 | 2 , we obtain an equation in |ϑ 1 |. Differentiating it with respect to |ϑ 1 | and then equating it to zero results in 12 , g } such that f 12 = || f 12 ||ũ 1 and g = ω 1ũ1 +ω 2ũ2 , whereω 1 =ũ † 1 f 12 andω 2 = ||g − (ũ † 1 g )ũ 1 ||. By expressing w 1 =θ 1ũ1 +θ 2ũ2 and substituting g and f 12 by their respective equivalent representation in terms ofũ 1 andũ 2 in (25), we obtain (1 − ι)|ω 1θ 1 +ω 2θ 2 | 2 + ι(||g|| + || f 12 |||θ 1 |) 2
The optimal solution will have θ 1 = ω 1 and θ 2 = ω 2 and the above equation can be expanded as
which needs to be maximized along with the constraint |θ 1 | 2 +|θ 2 | 2 = 1 (∵ ||w 1 || = 1). By using |θ 2 | = 1 − |θ 1 | 2 and rearranging the terms, we get ξ 1 |θ 1 | 2 + 2ξ 2 |θ 1 | + 2ξ 3 |θ 1 | 1 − |θ 1 | 2
where ξ 1 = (1−ι)(|ω 1 | 2 −|ω 2 | 2 )+ι|| f 12 || 2 , ξ 2 = ι||g|||| f 12 ||, ξ 3 = (1 − ι)|ω 1 ||ω 2 |.
Differentiating it with respect to |θ 1 | and equating it zero, we get
Squaring both the sides and rearranging the terms, we get the following quartic equation in |θ 1 |, which needs to solved to obtain the optimal solution (4ξ 2 3 + ξ 2 1 )|θ 1 | 4 + 2ξ 1 ξ 2 |θ 1 | 3 + (ξ 2 2 − ξ 2 1 − 4ξ 2 3 )|θ 1 | 2 − 2ξ 1 ξ 2 |θ 1 | + ξ 2 3 − ξ 2 2 = 0 4ν 2 2 ||f 1 || 8 |ϑ 1 | 8 + 4ν 2 ||f 1 || 4 (ν 3 − ν 2 ||f 1 || 4 )|ϑ 1 | 6 + (4|ω 1 | 2 |ω 2 | 2 +ν 3 (ν 3 − 4ν 2 ||f 1 || 4 ))|ϑ 1 | 4 − (ν 2 3 + 4|ω 1 | 2 |ω 2 | 2 )|ϑ 1 | 2 + |ω 1 | 2 |ω 2 | 2 = 0 (36) where ν 3 = |ω 1 | 2 − |ω 2 | 2 + ν 1 ||f 1 || 2 .
