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Humanly understandable well-formed phrases represent a crucial interface between humans and the
web, and the ability to index and search with such phrases is beneﬁcial for human–web interactions.
In this paper we consider the problem of identifying humanly understandable, well formed, and high
quality biomedical phrases in MEDLINE documents. The main approaches used previously for detecting
such phrases are syntactic, statistical, and a hybrid approach combining these two. In this paper we pro-
pose a supervised learning approach for identifying high quality phrases. First we obtain a set of known
well-formed useful phrases from an existing source and label these phrases as positive. We then extract
fromMEDLINE a large set of multiword strings that do not contain stop words or punctuation. We believe
this unlabeled set contains many well-formed phrases. Our goal is to identify these additional high qual-
ity phrases. We examine various feature combinations and several machine learning strategies designed
to solve this problem. A proper choice of machine learning methods and features identiﬁes in the large
collection strings that are likely to be high quality phrases. We evaluate our approach by making human
judgments on multiword strings extracted from MEDLINE using our methods. We ﬁnd that over 85% of
such extracted phrase candidates are humanly judged to be of high quality.
Published by Elsevier Inc.1. Introduction phrases. We do not restrict the phrases to terminology or idiomaticBiological concepts are frequently expressed in terms of phrases.
Not surprisingly then, studies indicate that a signiﬁcant fraction of
queries in PubMed are multiword queries which are meaningful
phrases, rather than simple collections of terms. This suggests that
users, in many cases, have a phrase in mind when they create a
query [1]. Therefore identifying high quality phrases can be beneﬁ-
cial for both document indexing and information retrieval.
We are interested in detecting syntactically well-formed
high-quality meaningful biological phrases, i.e., given a sequence
of tokens in a sentence, our goal is to assess whether or not that
expression exempliﬁes a syntactically well-formed high-quality
meaningful biomedical phrase. Central venous pressure, placenta
abruption, familial Mediterranean fever are examples of such
phrases. In contrast, central nervous is not a syntactically well-
formed phrase. One would like to detect central nervous system as
a phrase. Moreover, syntactically well-formed phrases are not
always high-quality. For example, the phrase different statistical
methods is syntactically well-formed, but the phrase statistical
methods presents a better choice as a meaningful phrase. We will
refer to such high-quality meaningful biological phrases as goodInc.
/National Library ofMedicine,
1 301 480 2290.expressions, nor do we restrict their length.
The ideal phrase will be useful, meaningful, and aesthetically
pleasing. A frequently used phrase is clearly useful. Meaningful
means the phrase is comprehensible and understandable without
any additional context. Many phrases in a document are useful
and valuable in the context where they appear, but would leave
obvious questions without that context. Finally, aesthetically
pleasing acknowledges that these are human judgments without
a ﬁnal objective criterion.
We limit ourselves to phrases without prepositions or other
stop words. By avoiding prepositions we lose the ability to identify
all good quality phrases. However, this limitation leaves many
good biomedical phrases to discover. In the 2011 edition of UMLS
only 24.9% of the unique phrases containing only alphanumeric
characters include stop words. Only 10.1% of these UMLS phrases
which appear in MEDLINE include stopwords. Similarly only 16%
of the abbreviation full forms we ﬁnd in MEDLINE contain stop-
words. The list of UMLS phrases with stop words which appear
in MEDLINE includes phrases we are sorry to lose, such as ‘‘quality
of life’’ and ‘‘head and neck’’. However there are also many phrases
that are not helpful without additional context: ‘‘associated with’’,
‘‘use of’’, and ‘‘followed by’’. Clearly the vast majority of meaningful
biomedical phrases used in MEDLINE include neither stopwords
nor prepositions. Reliable ways of identify such phrases are useful.
Previous studies have addressed certain aspects of this problem.
Some have concentrated on identifying noun phrases [2–4]. Chen
Table 1
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ning text by using a probabilistic chunker to decide phrase bound-
aries and linguistic knowledge to extract the noun phrases. Bennett
et al. [4] simply used a ﬁnite set of rules composed of different se-
quences of part-of-speech tags to detect noun phrases in MEDLINE.
Other studies have looked at identifying speciﬁc phrases, such as
domain-speciﬁc multiword terminology [5,6] or multiword
expressions [7], which are idiomatic, ﬁxed or partially separable
expressions. Many of these approaches restrict the lengths of
phrases they detect.
Several methods have been used in an attempt to extract useful
phrases from a document collection. Statistical approaches detect
sequences of words that occur contiguously in a corpus more fre-
quently than expected by chance [8–10]. Syntactic approaches are
based on the assumption that a sequence of words satisfying cer-
tain syntactic relations or a speciﬁed structure form a phrase [4].
A comparison of several term recognition algorithms by Zhang
et al. [11] identiﬁed the C-value algorithm by Frantzi et al. [6] as
the best on a biological corpus. The C-value method combines both
statistical and syntactic approaches into a hybrid method. Some of
our statistical features resemble the statistical values used to calcu-
late the C-value. Our part-of-speech features provide similar infor-
mation to their part-of-speech ﬁlters. Our method uses machine
learning to combine this information in a very ﬂexible manner.
Statistical and syntactic information is undoubtedly fundamen-
tal knowledge one can obtain about a string of tokens. However, it
is not evident how to combine that information optimally. In this
work we propose using a machine learning approach that learns
from statistical and syntactic features utilizing existing sets of
high-quality phrases. One such source of high-quality phrases is
UMLS, which is a curated source and contains meaningful and
well-formed content. Another source of good phrases is the list
of full forms (deﬁning phrases) coming from abbreviation–
deﬁnition pairs extracted from MEDLINE using an abbreviation–
deﬁnition identiﬁcation algorithm [12].
We formulate our problem as follows. Suppose we have a large
collection of multiword strings that are unlabeled. Suppose further
that we have an additional smaller set of phrases which are known
to be high-quality meaningful biomedical phrases. We believe that
there are more of these high-quality phrases in our large unlabeled
collection. Our goal is to detect and retrieve these unknown high-
quality phrases from the unlabeled set. We treat the labeled high-
quality phrases as the positive class, and the unlabeled data as the
negative class. We use the term negative class in spite of the fact
that phrases in the negative class are not necessarily negative, they
simply do not distinguish possible positive from true negatives. We
consider both cost-sensitive SVM (CS-SVM) and a wide-margin
classiﬁer with the modiﬁed Huber loss function (Huber) as our
learning algorithms. We ﬁnd that Huber is slightly superior in per-
formance to CS-SVM with an optimal cost factor. The result of our
processing is a large set of strings (over 700,000) of which by our
evaluation at least 85% are high quality phrases.
The paper is organized as follows. Under Materials and methods
we describe the learning algorithms and the data sets and deﬁne
the features used to represent phrases. Under Results we describe
our experiments and the evaluation measures used and present the
numerical results. This is followed by an Application of our meth-
od. Lastly come the Discussion and conclusions.Sizes of the phrase and string sets.
M, unique MEDLINE strings 280,737,434
U, the part of UMLS contained in M 297,005
SU, sentences 1,198,849
MU, unique MEDLINE strings in set SU other than UMLS phrases 5,789,943
F, full forms contained in M 733,410
SF, sentences 2,732,911
MF, unique MEDLINE strings in set SF other than full forms 12,044,0702. Materials and methods
2.1. Data sources and preparation
First, MEDLINEwas processed as follows.We processed the titles
and abstracts of the MEDLINE records and extracted all contiguousmulti-token strings that contained neither punctuation marks nor
stop words. This set includes all multi-token substrings of longer
strings. The resulting strings were then normalized (lowercased,
redundant white spacewas removed) and duplicateswere removed
yielding a set of 280,737,434 strings which we call M.
We considered two sources to acquire high quality meaningful
multiword phrases for training: UMLS (http://www.nlm.nih.gov/re-
search/umls/) and a list of full forms (abbreviation deﬁning phrases)
coming fromabbreviation–deﬁnitionpairs extracted fromMEDLINE
[12]. UMLS is a curated source and contains meaningful, well-
formed content. The list of abbreviation–deﬁnition pairs is automat-
ically extracted fromMEDLINE using AB3P, an abbreviation–deﬁni-
tion identiﬁcation algorithm, which achieves an F-measure of 90%
on several manually evaluated datasets and compares favorably to
other existing abbreviation–deﬁnition identiﬁcation algorithms.
From the UMLS Metathesaurus ﬁle we take the subset of Eng-
lish strings. These are normalized and duplicates are dropped. The
overlap of this set withM consists of 297,005 phrases which we de-
note by U. Similarly, we normalize the set of full forms, drop dupli-
cates and ﬁnd the overlap with M to consist of 733,410 phrases
which we denote by F.
For each phrase in U, we randomly select up to 5 MEDLINE sen-
tences containing it. If there are ﬁve or fewer sentences containing
a phrase we take all of them, but if there are more than ﬁve we ran-
domly select ﬁve. We denote the resulting set of 1,198,849 MED-
LINE sentences by SU. Just as we processed MEDLINE text to
obtain M, we process SU to extract all contiguous multiword nor-
malized strings. Of this set 5,789,943 strings are not present in U.
We refer to this subset as MU. Starting with F we carry out exactly
the same procedure to obtain SF andMF. Selecting up to 5 MEDLINE
sentences containing each phrase in F, we obtain the set SF and
subsequently the set MF MF consists of 12,044,070 strings and by
construction has no overlap with F. For machine learning we con-
sider U to be the positive class and MU the negative class. Similarly
for F and MF. These numbers have been summarized in Table 1.
2.2. Description of features
In order to apply machine learning we must deﬁne features to
represent a phrase (or multi-token string). We ﬁrst deﬁne basic
statistical features based on properties of a phrase and its appear-
ances in MEDLINE text. We then discretize these values.
2.2.1. Basic statistical features
Given a phrase ph that is composed of n words, i.e.,
ph = w1w2, . . . ,wn, we extract a set of 11 associated numeric values
ffiðphÞg11i¼1. These values are deﬁned as:
f1: Number of occurrences of the phrase ph throughout
MEDLINE;
Rationale: Phrase frequency reﬂects the usefulness of the
phrase. Good phrases tend to be frequently used.
f2: Number of occurrences of w2, . . . ,wn not following w1 in doc-
uments with ph;
Rationale: Is w1 a critical part of the phrase ph or is it a modiﬁer
of w2, . . . ,wn, the true essential phrase? We look at the docu-
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documents without following w1, then w1 is likely to be an
optional word and is not a fundamental part of the phrase. Doc-
uments without ph are ignored because we are not directly con-
cerned with whether w2, . . . ,wn itself is a meaningful phrase.
f3: Number of occurrences of w1, . . . ,wn1 not preceding wn in
documents that contain ph;
Rationale: Is wn a critical part of the phrase ph? We look at the
documents that contain ph. If w1, . . . ,wn1 occurs frequently in
these documents not followed by wn, then wn is likely to be
an optional word and is not a fundamental part of the phrase.
Documents without ph are ignored because we are not directly
concerned with whether w1, . . . ,wn1 itself is a meaningful
phrase.
f4: Number of occurrences of strings of the form xw1, . . . ,wn
throughout MEDLINE;
Rationale: This feature represents the tendency of ph to be pre-
ceded by another term. Can it stand alone or does it need
another word to begin the phrase? For example, ‘ﬁbrosis
patients’ is not a good stand alone phrase, as it most frequently
appears as ‘cystic ﬁbrosis patients’.
f5: Number of occurrences of phrases of the form w1, . . . ,wnx
throughout MEDLINE;
Rationale: This feature represents the tendency of ph to be fol-
lowed by another term. Again can it stand alone or does it need
another word to end the phrase? For example, ‘central nervous’
is not a stand alone phrase, it most frequently appears as ‘cen-
tral nervous system’.
f6: Bayesian weight between w1 and w2,
f6 ¼ log pðw1 jw2Þð1pðw1 j:w2ÞÞð1pðw1 jw2ÞÞpðw1 j:w2Þ
 
;
Rationale: Given that w2 is the second word in the phrase ph,
how likely is w1 the ﬁrst word? The more likely w1 appears
before w2, the more likely w1 is an important part of the phrase.
f7: Mutual information between w1 and w2;
Rationale: Mutual information measures the mutual depen-
dency betweenw1 andw2. The morew1 andw2 appear together,
the more likely w1 is an important part of the phrase.
f8: Bayesian weight between wn1 and wn,
f8 ¼ log pðwn1 jwnÞð1pðwn1 j:wnÞÞð1pðwn1 jwnÞÞpðwn1 j:wnÞ
 
;
Rationale: Given that wn1 is the next to last word in the phrase
ph, how likely is wn to be the last word? The more wn appears
afterwn1, the more likelywn is an important part of the phrase.
f9: Mutual information between wn1 and wn;
RationaleMutual information measures the mutual dependency
between wn1 and wn. The more wn1 and wn appear together,
the more likely wn is an important part of the phrase.
f10: Number of different multiword phrases beginning with w1
in MEDLINE;
Rationale: The more different phrases begin with w1, the more
likely w1 is a generic modiﬁer and is not an essential part of
the phrase.
f11: Number of different multiword phrases ending with wn in
MEDLINE.
Rationale The more different phrases end with wn, the more
likely wn is a generic word and is not an essential part of the
phrase.
We also normalize fi values for 1 < i 6 11 by dividing each fi by f1
and denote it as f 0i
f 0i ¼
fi
f1
ð1Þ
Therefore we have a total of 21 basic statistical feature values (11 fi
values and 10 normalized f 0i ) to be used for machine learning.2.2.2. Discretization
While one can use numerical values as features to train a clas-
siﬁer, we discretize these numeric values into categorical values in
order to get more robust behavior of classiﬁcation algorithms. Gi-
ven the set of phrases, every feature variable deﬁnes a range of val-
ues that the feature assumes. At discretization, that range of values
is partitioned into a small number of bins, and all values that fall
into one bin are represented using a single nominal feature. Thus,
for each numerical feature, discretization reduces the space of fea-
ture values to a much smaller set of categorical values. The advan-
tage to this is the machine learning can then independently weight
these different discrete features.
Several discretization methods are proposed in the literature,
including entropy-based methods that are among the most com-
monly used discretization techniques. Such methods work well
for obtaining an optimal result for a single numerical feature. But
when one has a number of numerical features to discretize, such
methods can make no guarantee that the ﬁnal set of features is
optimal for learning on all features. Thus we use a uniform discret-
ization approach and examine different numbers of bins in search
of good machine learning results.
2.2.3. Syntactic features
In addition to statistical features we include features based on
part-of-speech tags for a phrase ph. We use the MedPost tagger
[13]. To obtain the tags for a given phrase ph, we randomly select
a sentence from SU (or SF) containing the phrase ph, tag the sen-
tence, and consider the tags t1t1t2, . . . , tn1tntn+1 where t1 is the
tag of the word preceding word w1 in phrase ph, t1 is the tag of
word w1 in phrase ph, and so on. We construct the features
if n > 2 : fðt1;1Þ; ðt1;2Þðtn;3Þðtnþ1;4Þ; t2; . . . ; tn1g
otherwise :fðt1;1Þ; ðt1;2Þðtn;3Þðtnþ1;4Þg:

These features emphasize the left and right ends of the phrase and
include parts-of-speech in the middle without marking their posi-
tion. A phrase can have up to n + 2 features, if the interior words
have unique parts of speech. If the phrase begins at the beginning
of the sentence, then a feature (Lend, 1) replaces the (t1,1) feature.
Similarly, if the phrase ends at the end of the sentence, then a (Rend,
4) feature replaces the (tn+1, 4) feature. The resulting features are in-
cluded with the discretized features we discussed in the previous
section to represent the phrase.
2.3. Learning algorithms
The set MU is a large collection of unlabeled multiword strings
to compare with the set U of high-quality phrases. Our goal is to
use machine learning to identify additional high-quality phrases
in MU based on the high quality data in U. Similarly for F and MF.
A naïve approach to this problem would simply take the known
high-quality phrases as the positive class and the rest of the
collection as the negative class (unlabeled documents) and apply
support vector machine learning to learn the difference and rank
the negative class based on the resulting scores. It is reasonable
to expect that the top of this ranking would be enriched for the
positive class. But previous studies [14–17] have shown that due
to the imbalanced nature of the problem an appropriate choice of
methods can improve over this naïve approach.
The issue with imbalanced learning is that the dramatic differ-
ence in class size compromises the performance of some classiﬁca-
tion techniques. The large prevalence of negative documents
dominates the decision process and harms classiﬁcation perfor-
mance. Several approaches have been proposed to deal with the
problem including sampling methods and cost-sensitive learning
methods and are described in [18–20]. These studies show that
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Fig. 1. Huber classiﬁcations with different number of uniform bins.
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cost-sensitive methods and sampling methods are related in the
sense that altering the class distribution of training data is equiva-
lent to altering misclassiﬁcation cost. Based on these studies we
chose to examine cost-sensitive learning in which the cost for mis-
classifying elements of the positive set is increased.
Zhang and Iyengar [16] considered the problem of recom-
mender systems which use historical data on customer prefer-
ences, purchases and other available data to predict items that
might be of interest to a customer. By their nature recommender
systems deal with imbalanced data. They showed a wide margin
classiﬁer with a quadratic loss function to be very effective for this
purpose. It may be a better method than varying costs because it
requires no searching for the optimal cost relationship between
positive and negative examples.
In this study we apply both cost-sensitive SVM and a wide-mar-
gin classiﬁer with modiﬁed Huber loss function with quadratic
properties designed to take advantage of the insight of Zhang
and Iyengar [16]. Both algorithms address the problems with
imbalanced and noisy data sets.
Here we write the standard equations for an SVM following
Zhang [21]. Given training data {(xi, yi)} where yi is 1 or 1 depend-
ing on whether the data point xi is classiﬁed as positive (C+) or neg-
ative (C), an SVM seeks that weight vector ~w which minimizes
X
i
hðyi~xi  ~w 1Þ þ
k
2
k~wk2; ð2Þ
where the loss function is deﬁned by
hðzÞ ¼ j1 zj; z < 1
0; 1 6 z:

ð3Þ
The SVM classiﬁer can be sensitive to a large class imbalance,
resulting in a drop in classiﬁcation performance. It is susceptible
to generating a classiﬁer that has an estimation bias towards the
majority class, resulting in a large number of false negatives. Cost
sensitive learning has been proposed to deal with that problem.
The cost-sensitive version of SVM modiﬁes (3) to become
rþ 
X
i2Cþ
hðyi~xi  ~w 1Þ þ r 
X
i2C
hðyi~xi  ~w 1Þ þ
k
2
k~wk2 ð4Þ
and now we can choose r+ and r to magnify the losses appropri-
ately. Generally we take r to be 1, and r+ to be some factor larger
than 1. Choosing r+ to be greater than r helps overcome the dom-
inance of negative points in the decision process. Generally, the
same algorithms used to minimize (2) can be used to minimize (4).
Zhang and Iyengar [16] proposed a wide margin classiﬁer with
the quadratic loss function h(z)2 as effective for imbalanced and
noisy training sets. We use a variation of quadratic loss function,
the modiﬁed Huber loss function [21], which is quadratic where
this is important and has the form
hðzÞ ¼
4  z; z 6 1
ð1 zÞ2; 1 < z < 1
0; 1 6 z:
8><
>: ð5Þ
We refer to this as the Huber method as opposed to SVM. We com-
pare it with CS-SVM. We also used the multivariate Bernoulli naïve
Bayesian classiﬁer [22,23] as a baseline with which we compare
results.
We believe that MU and MF contain many syntactically well-
formed and meaningful phrases, and our goal is to identify them.
In order to do that, we set up machine learning experiments to
learn the difference between the phrases in set U and elements
in set MU. Similarly, we learn the difference between the phrases
in set F and elements in set MF.We perform 3-fold cross validation by training the method on
two-thirds of U [MU and scoring the remaining one-third of the
phrases. When all three folds are completed the whole list of
phrases in U [MU have been scored. Similarly, we train and score
phrases in F [MF. We then rank the phrases in sets MU and MF
and expect the top of these respective rankings will be enriched
for high-quality phrases.
We evaluate performance of the learning using the Mean Aver-
age Precision measure (MAP) [24]. Average precision is the average
of the precisions at each rank that contains a true positive element,
i.e. a high-quality phrase from the positive class U. What we report
are the MAPs or mean of the average precisions coming from the
three rounds of cross validation. We believe that better classiﬁca-
tion between phrases in U and MU leads to better ranking of
phrases in set MU. Since we are only interested in phrases in MU
that look like phrases in U, the more successfully we can learn to
separate the phrases in MU that do not look like U from U the more
useful the resulting ranking of MU will be. On the other hand we
expect that there will be many phrases in MU that look so close
to U they cannot be separated by the learning and this puts an
upper bound on how good the learning can be based on counting
only U as the positive set. The same remarks apply also to F andMF.
Before ﬁnalizing our approach we had to determine the number
of bins in the uniform discretization approach to obtain the best
learning performance. Fig. 1 shows the MAP values for the classiﬁ-
cation problems U [MU and F [MF based on 3-fold cross-valida-
tion applying Huber learning with different numbers of uniform
bins. We conclude that 60,000 bins is a reasonable choice. For
F [MF, one could consider more than 60,000 bins, but we doubt
the improvement from 60,000 is signiﬁcant. Therefore, we chose
to use 60,000 uniform bins for discretization of all numerical fea-
tures for both problems and used the resulting features for all
learning algorithms tested.3. Results
Here we provide results of applying our machine learning
methods to U [MU and F [MF. Fig. 2 and Fig. 3 represent the
MAP values for U [MU and F [MF based on 3-fold cross-validation.
We present results for three different classiﬁers: Naïve Bayes
which we use as a baseline, Huber, and CS-SVM with a range of
cost factors. We observe that the Huber and CS-SVM classiﬁer
performs much better than Naïve Bayes. CS-SVM with the cost fac-
tor of 1 (standard SVM) is not optimal. As we increase the cost fac-
tor, the performance of CS-SVM improves and reaches a best
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Quality assessments for four humanly judged sets. Sets 1 and 2 each contain 100
phrases randomly selected from the subset ofMU andMF phrases, whose Huber scores
are above the median score of the set U and set F phrases, respectively. Sets 3 and 4
each contain 100 phrases randomly selected from sets F and M, respectively.
Set 1 Set 2 Set 3 Set 4
Fraction of high-quality phrases 85% 91% 92% 35%
Table 3
Contribution of features measured by the effect of removing them one at a time.
Feature
removed
UMLS Full
form
Feature
removed
UMLS Full
form
None 0.417 0.415
f1 0.417 0.405
f2 0.409 0.406 f 02 0.414 0.413
f3 0.397 0.403 f 03 0.399 0.407
f4 0.411 0.423 f 04 0.395 0.393
f5 0.407 0.396 f 05 0.401 0.292
f6 0.393 0.407 f 06 0.413 0.412
f7 0.405 0.404 f 07 0.410 0.410
f8 0.397 0.405 f 08 0.407 0.405
f9 0.400 0.397 f 09 0.407 0.418
f10 0.389 0.396 f 010 0.397 0.400
f11 0.364 0.376 f 011 0.392 0.409
POS 0.343 0.319
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forms better than the CS-SVM with the optimal cost factor. Fur-
thermore the Huber does not require a search for the optimal
cost factor as CS-SVM requires. Therefore, we conclude that the
Huber classiﬁer may represent the best approach for this problem.
The MAP scores represent how well the positive labeled points
are ranked ahead of the negative labeled (actually unlabeled)
points. As we argue above, it is reasonable to use MAP to compare
different classiﬁcation methods. However our main goal is to use
the trained classiﬁers to rank the unlabeled sets and to achieve a
ranking that places the unlabeled yet high quality phrases high
in this ranking. In order to evaluate the quality of such rankings,
the Huber learner was used to produce rankings for both MU and
MF. We then extracted four different sets of 100 multiword strings:
 Set 1: 100 candidate phrases randomly selected from the subset
ofMU strings, whose Huber scores are above the median score of
the set U phrases. There are 224,249 such strings in MU.
 Set 2: 100 candidate phrases randomly selected from the subset
ofMF strings, whose Huber scores are above the median score of
the set F phrases. There are 520,848 such strings in MF.
 Set 3: 100 phrases randomly selected from set F.
 Set 4: 100 randomly selected multiword MEDLINE strings from
set M.These four sets of phrases were individually judged by all four
authors of the paper. The phrases from the different sources were
randomly arranged and the judging was performed without
knowledge of their source. Judges were instructed not to mark a
phrase containing a token used as a verb or a phrase ending in a
token used as an adverb or adjective as a good phrase. Beyond this
they were to use their judgment based on whether the phrase was
aesthetically pleasing and meaningful without additional context.
A string was considered to be a high quality phrase if it was rated
high quality by at least three judges. The results are in Table 2.
We found that 85% of the phrases in the set MU that scored
above the median score of the set U are well-formed high quality
meaningful phrases. This is a dramatic improvement over ran-
domly selecting a phrase from set M, which yielded only 35% high
quality phrases. Similarly, we found that 91% of the phrases in the
set MF that scored above the median score of the set F are well-
formed high quality meaningful phrases. Set 3 was included as a
check on the quality of F and showed that while it is not perfect,
it is indeed high quality.
Based upon the size of M and the above humanly judged sets,
we can estimate a lower bound on the number of the high quality
biomedical phrases in MEDLINE. We expect at least 9.2 million
high quality well-formed phrases based upon the set 1 of quality
comparable to U. Likewise, we expect at least 11 million high qual-
ity well-formed phrases estimated from the set 2 of quality compa-
rable to F. Of course there are likely to be many more phrases that
have some level of acceptability to a human, but which do not
score high on either of the scales we are using (at or above the
median for either U or F based learning) and this includes half of
U and F themselves. Thus we see these estimates as quite conser-
vative lower bounds on the number of high quality phrases.
We also used the Huber algorithm to learn the difference be-
tween U and MU, and applied the trained classiﬁer to classify
F [MF, and vice versa. The average precision is 0.21 in classifying
F [MF and in the reverse direction 0.19. This suggests a systematic
difference between the sets U and F which deserves further
investigation.
In Table 3, we measured the contribution of each individual fea-
ture by removing it only in the Huber machine learning. One can
Table 4
The group of string variants is scored using the method of identifying well-
formed biomedical phrases presented in this paper. The phrase cochlear
implants is chosen to represent this group of string variants.
0.189 Auditory prostheses
0.042 Auditory prosthesis
0.739 Cochlear implant
0.326 Cochlear implant procedure
0.319 Cochlear implant procedures
0.511 Cochlear implantation
0.471 Cochlear implantations
0.858 Cochlear implants
0.601 Cochlear prostheses
0.178 Cochlear prosthesis
0.063 Cochlear prosthesis implantation
0.165 Hearing prosthesis
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tures for this problem.
4. Application
Frequently PubMed queries retrieve many more documents
than a user can examine. For example, queries such as ‘alzheimer’s
disease’, ‘deafness’, ‘autism’ and ‘hypertrophic cardiomyopathy’ re-
trieve 81,326, 31,046, 18,974, and 13,543 documents respectively.
Obviously, one cannot manually examine them all. We are cur-
rently involved in developing a system that can provide alternative
ways of browsing these results.
One way to present retrieved contents is by dividing these doc-
uments by underlying theme. Then we must present the phrases
that are most central and provide the best representation for each
theme. While developing the themes, we treat as synonymous
multiword strings that stem the same in any order and strings that
occur in the same UMLS concept. For example, the text strings
autoimmune disease, autoimmune diseases, autoimmune disorder,
autoimmune disorders, autoimmunity disease, autoimmunity diseases,
autoimmunity disorders are recognized as variants of the same con-
cept. If one of the best strings to represent a theme is one of several
synonyms, we want to present the reader with the variant most
likely to be a good biomedical phrase.
We use the method of identifying well-formed biomedical
phrases introduced in this paper. We score all the text string vari-
ants using our methods and choose the one with the highest score
to represent the group of related text strings. Scores are computed
using both U [MU and F [MF training and averaged. This process
ensures that with high probability a good quality phrase is dis-
played to the user.
As an example, phrases identiﬁed by this system to represent
documents retrieved with the query ‘deafness’ are:
a1555 g mutation; non-syndromic deafness; waardenburg’s
syndrome; hearing disorders, genetics; deafness, congenital;
vestibular aqueduct; alport’s syndrome; cochlear implants;
pure tone; hair cells, auditory.
Of these 10 phrases, 6 phrases belong to groups of string vari-
ants. In particular, the phrase cochlear implants belongs to a group
containing 12 string variants, presented in Table 4. When these
string variants are scored the phrase cochlear implants is the high-
est scoring and is chosen to represent this group of string variants.
5. Discussion and conclusions
We ﬁnd that given a collection of well-formed and meaningful
biomedical phrases such as can be obtained from the UMLS
Metathesaurus or the full forms coming from abbreviations inMEDLINE, we can learn to distinguish these phrases from other sim-
ilarly prepared phrase candidates taken from the same set of sen-
tences at a MAP level of about 42%. When we use such a trained
model to score the phrase candidates we ﬁnd a large number score
at or above the median score for the high quality set we used in
training and on judging such high scoring phrases we ﬁnd that over
85% of them are high quality meaningful phrases. We chose to look
at those candidate phrases that scored higher than themedian of the
high quality set becausewith perfect learning thiswould imply they
are at least as good as half of the phrases in the positive training data
we started with. Of course no training is perfect, so we are not sur-
prised when they prove to consist of between 80% and 90% high
quality phrases. However, we do believe the results justify the ap-
proach and prove that there is signiﬁcant learning taking place here.
One may ask what motivated the choice of features we use for
the learning. If we were only attempting to identify noun phrases
syntactic information may be sufﬁcient and perhaps we only
would need parts-of-speech. If we deﬁned a useful phrase as a fre-
quently used phrase again the problem would be relatively simple.
But when we ask for the most useful phrases to a human we are
asking a much more difﬁcult question without a simple or precise
answer. This makes the problem more challenging. Certainly we
want well-formed phrases so syntax is important. Also we believe
the most useful phrases will be used more frequently than less use-
ful phrases, so frequency information is important. But as we illus-
trated in the Introduction, frequency does not tell one all that is
needed. The machine learning methods we apply have the ability
to ignore features that are not useful, so in some sense more fea-
tures increase the chance of good performance. We have given
some justiﬁcations for the features we have chosen to use in Sec-
tion 2.2. However, the main justiﬁcation for using these features
is that we found they improved MAP as seen in our tests. Even
though features f6 and f7 measure similar things we found includ-
ing both improved overall performance. As seen in Table 3 many of
the features seem to make only a small contribution to perfor-
mance. We believe this is due to two factors. First, there is some
redundancy because of the number of different features we use.
Second, some of the features are less important. However, even if
features individually make only a small contribution, in aggregate
they can make a substantial improvement in performance. It may
well be that there are more useful features yet to be discovered.
Again one may ask whether the machine learning methods we
have applied are the best possible. Our reason for choosing them
is quite simple. Support vector machines generally give perfor-
mance that is excellent on a wide variety of classiﬁcation problems
[25]. Further cost sensitive SVMs and the related Huber based clas-
siﬁers are especially well suited to the problem of imbalanced data
with which we deal here [14–17]. The fact that we obtain nearly
equal performance with the twomethods and the results are a very
large improvement over naïve Bayes is perhaps some justiﬁcation
for our approach.
Since our approach is a machine learning approach and departs
from previous methods, it is of interest how our method may com-
pare with prior approaches. For such a comparison we rely on the
work of Zhang et al. [11] who compared ﬁve different methods of
term recognition on the GENIA corpus and found that the C-value
method of Frantzi and Ananiadou [6] performed the best and even
better than a voting combination of the different methods. With
this in mind we compared the C-value method with our approach.
The C-value method ﬁrst applies one of several possible ﬁlters to
restrict to a syntactic class and then ranks all the phrases that pass
the ﬁlter by their C-value. We can make an essentially equivalent
computation by combining the C-value as a feature with the POS
features and training the Huber classiﬁer with these features.
When we do this and compute MAP numbers using the same cross
validation used to compute the results in Table 3 we obtain a MAP
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ing almost doubles the performance obtained by the C-value ap-
proach applied to our data with our evaluation approach. Based
on these results we conclude that machine learning with many dif-
ferent features can impart a signiﬁcant advantage over prior meth-
ods when a large set of high quality phrases are available for
training.
One peculiarity of our approach is that we have two sets of high
quality phrases and they are not completely equivalent. We ﬁnd
that when a classiﬁer is trained with the U [MU data and the learn-
ing is applied to the F [MF problem or vice versa, the classiﬁcation
MAP drops to approximately half the value obtained in the cross
validation experiments. This suggests there are signiﬁcant differ-
ences between U and F. One difference we believe may be impor-
tant is frequency. There are more low frequency phrases in F
than in U. In fact the average frequency of a phrase in F is 263 while
the average frequency of a phrase in U is 408. Likewise 20% of
phrases in F only appear in MEDLINE text once while this is true
of 15% of phrases in U. While this is a consistent difference, we be-
lieve it is not the full explanation of the difference between these
two phrase sources. Further research may clarify the differences.
While high scoring phrases based on the trained Huber classi-
ﬁer tend to be of high quality, results are not perfect. We examined
a number of the high scoring phrases judged by us to be of poor
quality. While a number of the errors appear to be unique one-
of-a-kind errors, one can detect some patterns. For example it
can happen that two names appear together repeatedly in a corpus
but the combination does not make for a good phrase. For example,
‘‘dia niemela’’ is a juxtaposition of two author last names which in
the text appear as ‘‘Dia & Niemela’’, but our processing ignored the
‘‘&’’ symbol and led to the error of scoring ‘‘dia niemela’’ as a good
phrase. Another example is the expression ‘‘cell cell’’ which was
scored high but is not very meaningful as a phrase. A further exam-
ple is ‘‘california los angeles’’ which occurs in text repeatedly as
‘‘University of California Los Angeles’’. Were prepositions allowed
in the phrases we extract, it is possible that this error would have
been avoided. Another type of error is when a phrase is truncated
on one end. An example is the phrase ‘‘fkhr fusion gene’’ which is
truncated on the left and appears in the text as ‘‘PAX7-FKHR fusion
gene’’ where the two genes that are fused are included in the
phrase. Clearly a more sophisticated processing would have cor-
rected this error. Another example is ‘‘heart association functional
class’’ which appears in the text as ‘‘New York Heart Association
functional class’’. Again a more sophisticated processing could have
corrected this error. From these examples it is evident that our pro-
cessing could be improved. However, for our application where the
phrases in a synonymy class are predetermined and we are only
choosing the best representative of the class such improvements
may provide little beneﬁt.
Our application does not require perfect identiﬁcation of high
quality phrases, but it is beneﬁted by the ability to choose with
high probability the representative among several semantically
equivalent choices that will be most acceptable to a human user
of a system. On the other hand one can imagine other applications
where this ability may not be useful. For example, a language gen-
eration system would not likely ﬁnd such a discrimination useful
because all the phrases we deal with, both the positive and the
unlabeled, are snippets from actual written language produced
by a human. Thus for language generation there may be little value
in discriminating as we are doing here. Finally, if one requires per-
fection in choosing phrases most meaningful to a human, then our
results would still require human review.Acknowledgment
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