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Abstract
A factor u of a word w is called right special if there exist two distinct letters a and b such
that both ua and ub are factors of w. Left special factors are de)ned symmetrically. By Rw (resp.
Lw) we denote the minimal natural number such that there is no right (resp. left) special factor
of w of length Rw (resp. Lw). Moreover, Hw (resp. Kw) denotes the length of the shortest pre)x
(resp. su,x) which cannot be extended on the left (resp. right) in w. The parameters Rw; Lw;
Hw; and Kw give interesting information on the structure of the word w. We consider the class
of all )nite words w such that Rw ¡Hw. These words are called semiperiodic. Any periodic
word is semiperiodic, whereas the converse is not generally true. Several characterizations of
semiperiodic words can be given. In particular, a word w is semiperiodic if and only if it has a
period p6 |w| − Rw. A further characterization of semiperiodic words relates with their in)nite
extensions. From this characterization one derives the following result, deeply related to the
theorem of Fine and Wilf: if w is a (semiperiodic) word having two periods p; q6 |w| − Rw;
then also d = gcd(p; q) is a period of w. The root rw of a word w is its pre)x whose length is
equal to the minimal period of w. Two words u and v are root-conjugate if their roots ru and
rv are conjugate. One of the main results of the paper is the following. Let w be a semiperiodic
word. A word v has the same set of factors of length 1+Rw of w if and only if v is semiperiodic
and root-conjugate with w. Some applications and extensions of this result are proved. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
Words are )nite or in)nite sequences of symbols over a )nite set called alphabet.
A factor u of a word w is called a right special factor of w if there exist two distinct
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letters a and b such that ua and ub are both factors of w. Left special factors are de)ned
symmetrically. A factor which is both right and left special is said to be bispecial.
The notions of special and bispecial factor have a great importance in the combina-
torics of )nite and in)nite words and many papers have been written on this subject
[1–11]. Extensions of this concepts to two-dimensional arrays and to trees were con-
sidered in [4, 7], respectively.
Another important notion in the case of <nite words is that of extendable factor. A
factor u of w is right extendable if there exists a letter a such that ua is still a factor
of w. Left extendable factors of a word can be symmetrically de)ned.
Extendable and special factors of a word are notions of great interest both from
the theoretical and the applied point of view. For instance, in Computer Science, the
problem of reconstructing an object by knowing its ‘parts’ of bounded size is often
encountered, in both theory and practice. In this frame we considered the following
problem [3]: given a word, )nd a set of ‘short factors’ which uniquely determines the
word itself. It turned out that a basic role in this problem is played by extendable and
special factors.
In Section 3 extendable and special factors are considered in some details, recalling
their basic properties and proving some new results.
For any word w one can consider the shortest pre)x hw which is not left extendable
in w and the shortest su,x kw of w which is not right extendable in w. The length
of hw (resp. kw) is denoted by Hw (resp. Kw). Moreover, we denote by Rw (resp. Lw)
the minimal natural number n such that w has no right (resp. left) special factor of
length n.
Parameters Hw; Kw; Rw; and Lw give interesting information on the structure of a
word [2, 3, 5, 9]. For instance, the maximal length of a repeated factor of a non-empty
word w is equal to max{Rw; Kw} − 1 and the periods of w are lowerbounded by
1+max{Rw; Lw}. Moreover, one has |w|¿Rw +Kw and max{Rw; Kw}=max{Lw; Hw}.
Moreover, as we proved in [3], any word w is uniquely determined by its factors up to
length 1+max{Rw; Kw}. We shall prove that a word w can be prolonged in an in)nite
word having the same set of factors of w up to length 1 + Rw if and only if Rw¡Kw.
One can try to classify the words on the base of some relations existing among the
previous parameters. For instance, the words w for which |w|=Rw + Kw are words in
a two letter alphabet, called trapezoidal, satisfying important combinatorial properties
[9]. The class of words w whose pre)x of length Hw − 1 is not right special has been
recently studied in [6].
In this paper we consider the words w satisfying the condition Rw¡Hw. These words
are called semiperiodic. In Section 4 several characterizations of semiperiodic words
will be given. In particular, a word w is semiperiodic if and only if it has a period
p6|w| − Rw. Moreover, w is semiperiodic if and only if Rw =Lw¡Hw =Kw.
Any periodic word is semiperiodic while the converse, in general, is not true: for
instance, the word abaab is semiperiodic, but it is not periodic.
A further characterization of semiperiodic words relates with their in)nite extensions.
Indeed, we prove (cf. Proposition 4.5) that a word w is semiperiodic if and only if
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it can be prolonged (uniquely) in an in)nite periodic word wˆ having the same set of
factors of w up to length 1+Rw. Moreover, any period p of w such that p6|w| −Rw
is also a period of wˆ.
The previous proposition allows us to establish in Section 5 the following result (cf.
Theorem 5.1), deeply related to the famous periodicity theorem of Fine and Wilf in the
discrete case [12] (see also [13]): if w is a word having two periods p; q6|w| − Rw;
then also d=gcd(p; q) is a period of w.
From the previous result one can easily derive the theorem of Fine and Wilf. We
recall that the theorem of Fine and Wilf states that if w has two distinct periods p and
q and length |w|¿p+q−gcd(p; q); then also d=gcd(p; q) is a period of w. We also
verify that under these hypotheses, w is a periodic word and, with the only exception
of a trivial case, p; q¡|w| − Rw.
In Section 6 we introduce an equivalence relation on words that we call root-
conjugacy. The root rw of a word w is the pre)x of w whose length is equal to
the minimal period of w. Two words v and w are root-conjugate if their roots rv and
rw are conjugate, i.e., if there exist words x and y such that rv= xy and rw =yx. For
instance, the words abbabba and bbabbabbab are root-conjugate.
As a consequence of some propositions, we show (cf. Theorem 6.5) that in order to
determine the root-conjugacy class of a semiperiodic word w it is su,cient to know the
factors of w of length 1+Rw. More precisely, let w be a semiperiodic word; a word v
has the same set of factors of length 1 + Rw of w if and only if v is semiperiodic and
root-conjugate with w.
The bound 1+Rw in the previous proposition is optimal: indeed, for any semiperiodic
word w; there exists a word v having the same length of w and the same set of factors
of length Rw but which is not root-conjugate with w.
If w is not semiperiodic, then a word v having the same set of factors of length
1 + Rw is not, in general, root-conjugate with w. However, in this case, the following
‘uniqueness’ theorem holds (cf. Theorem 6.9).
Let w be a word which is not semiperiodic (i.e., Rw¿Hw). If v is a word having the
same length of w and the same set of factors of length 1 + min{Rw; Lw}; then w= v.
This theorem can be interesting for some applications. In fact, very long sequences w of
DNA, usually, are not semiperiodic so that these sequences are uniquely determined,
in the set of all possible words on the alphabet {A; T; C; G} having length |w|; by
the factors of length n=1 + min{Rw; Lw}. This upper bound can be much less of
1 + max{Rw; Kw}.
As a consequence of the previous results, one derives the following important propo-
sition: two words w and v having the same length and the same set of factors of length
1 + Rw are root-conjugate.
In Section 7 we consider the boxes of a given word w. We recall that the words
hw and kw are called initial and terminal box of w; respectively. A proper box of w
is any factor of w of the kind asb with a; b∈A and s bispecial factor of w. A proper
box is called maximal if it is not a factor of another proper box. In [3] a noteworthy
theorem, called the maximal box theorem, was proved. From this, one derives that
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any <nite word is uniquely determined by the initial box, the terminal box, and the
set of maximal proper boxes.
The aim of the section is to generalize some results on root-conjugacy of words w
and v by replacing the hypothesis that they have the same set of factors up to length
n=1 + Rw by the weaker hypothesis that the maximal proper boxes of w are factors
of v and, conversely, the maximal proper boxes of v are factors of w.
We prove an interesting property of words having the same set of proper boxes
(cf. Lemma 7.1) a consequence of which is a new proof of the maximal box theorem
and the extension of some propositions of Section 4. The main result is that if two
semiperiodic words have the same maximal proper boxes and at least one common
letter, then they are root-conjugate.
2. Preliminaries
Let A be a )nite set, or alphabet, and A∗ the free monoid generated by A. The
elements of A are usually called letters and those of A∗ words. The identity element
of A∗ is called empty word and denoted by . We set A+ =A∗\{}.
A word w∈A+ can be written uniquely as a sequence of letters as
w = w1w2 · · ·wn
with wi ∈A; 16i6n; n¿0. The integer n is called the length of w and denoted by
|w|. The length of  is taken equal to 0.
Let w∈A∗. A word u∈A∗ is a factor (or subword) of w if there exist words r; s
such that w= rus. A factor u of w is called proper if u =w. If w= us; for some word
s (resp. w= ru; for some word r), then u is called a pre<x (resp. su?x) of w. For any
word w; we denote respectively by F(w); Pref (w); and SuM(w) the sets of its factors,
pre)xes, and su,xes.
We shall denote by alph(w) the set F(w)∩A of the letters of the alphabet A occurring
in the word w.
If u is both a proper pre)x and su,x of w; then u is called a border of w. Thus,
the borders of w are the words in the set (Pref (w)∩SuM(w))\{w}. It is well known
that if u is a border of w; then one has
u = sk−1s′ and w = sks′
for suitable s∈A∗; s′ ∈Pref (s); and k¿1. A word w is unbordered if its only border
is the empty word.
Let p be a positive integer. A word w∈A∗ has period p if it can be factorized as
w = sks′; with |s| = p; s′ ∈Pref (s); and k ¿ 1:
Thus p is a period of w if and only if w has a border of length |w| − p.
For any word w; we denote by w its minimal period. A word w is called periodic
if |w|¿2w.
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Two words u; v∈A∗ are said to be conjugate if there exist  ; !∈A∗ such that u=  !
and v= ! . As is well known, conjugacy is an equivalence relation in A∗ [13].
An (indexed) in<nite word f on the alphabet A is any map f :N+→A. We shall
set for any i¿1; fi =f(i) and write
f = f1f2 · · ·fn · · · :
The set of all the in)nite words over A is denoted by A!.
If u∈A+; we denote by u! the in)nite word
u! = uu · · · u · · · :
Let w and f be, respectively, a )nite and an in)nite word on the alphabet A:
w = w1w2 · · ·w|w|; f = f1f2 · · ·fn · · · ;
wi; fn ∈A; 16i6|w|; n¿1. The concatenation wf of w and f is the in)nite word
wf = w1w2 · · ·w|w|f1f2 · · ·fn · · · :
For any f∈A!; f=f.
Let f∈A!. A word u∈A∗ is a factor of f if there exist v∈A∗ and h∈A! such
that f= vuh. If f= uh; for some h∈A!; the word u is called a pre<x of f. As in the
case of a )nite word, we shall denote, respectively, by F(f) and Pref (f) the sets of
the factors and of the pre)xes of an in)nite word f. An in)nite word h∈A! is said
to be a su?x of f if there exists u∈A∗ such that f= uh.
An in)nite word f∈A! is ultimately periodic if there exist positive integers i; p
such that fn=fn+p for all n¿i. This is also equivalent to say that there exist words
u∈A∗ and v∈A+ such that
f = uv!:
If u= ; then f is called periodic and |v| is a period of f. The root rf of a periodic
word f is the pre)x of f whose length is equal to the minimal period of f. One has
trivially that f= rf!.
The recurrency index of an in)nite word f is the map %f :N→N∪{∞} de)ned
as follows. For any n¿0; %f(n) is the minimal integer, if any exists, such that each
factor of f of length %f(n) contains every factor of f of length n. If such an integer
does not exist, then %f(n)=∞. We recall that if %f(n) is )nite for all n¿0; then f
is called uniformly recurrent (cf. [14]).
We introduce also the map %∗f :N→N de)ned as follows. For any n¿0; %∗f(n) is
the minimal integer such that the pre)x of f of length %∗f(n) contains every factor of
f of length n.
One has that %∗f(n)6%f(n) for all n¿0. If f is an in)nite periodic word of minimal
period p; then [15]
%f(n)6 n+ p− 1 for all n¿0: (1)
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3. Extendable and special factors
In this section, we shall be concerned with extendable and special factors of a given
word. This will allow us to associate with each )nite word w some basic parameters
Hw; Kw; Rw; and Lw which, together with the minimal period w; give much information
on the structure of w. We recall some known results concerning these parameters and
prove some new ones.
The main new result of this section states that a word w can be prolonged in an
in)nite word having the same set of factors of length 1 + Rw if and only if Rw¡Kw.
Moreover, in this case, the in)nite word is unique and ultimately periodic.
Let us consider a )nite or in)nite word w∈A∗ ∪A!. A factor u of w is right
extendable (resp. left extendable) in w if there exists a letter a∈A such that ua∈F(w)
(resp. au∈F(w)).
A factor u of w∈A∗ ∪A! is said to be right special (resp. left special) in w if there
exist two letters a; b∈A; with a = b; such that ua; ub∈F(w) (resp. au; bu∈F(w)). If
u is both a right and left special factor of w; then it is said to be a bispecial factor
of w.
For any )nite word w; we denote, respectively, by Rw and Lw the minimal natural
numbers such that w has no right special factor of length Rw and no left special factor
of length Lw.
Let w be a )nite word. The shortest factor of w which is not left extendable in w is
denoted by hw. Symmetrically, the shortest factor of w which is not right extendable
in w is denoted by kw. We denote, respectively, by Hw and Kw the lengths of hw
and kw.
One can remark that all the proper pre)xes of hw and all the proper su,xes of kw
are repeated factors, while hw and kw are unrepeated.
Let us recall [9] that for any word w the following basic relations hold:
max{Rw; Kw} = max{Lw; Hw}; (2)
|w|¿ max{Rw + Kw; Lw + Hw}: (3)
We give now two preliminary lemmas which will be useful in the sequel. They
concern some relationships between the parameters Rw; Lw; Hw; Kw and the periods of
a )nite word w.
Lemma 3.1. Let w∈A∗ be a word. One has
Rw ¿ min{Lw; Hw} and Lw ¿ min{Rw; Kw}:
Proof. For any n¿0; let  w(n) be the number of (distinct) factors of w of length n;
i.e.,  w(n)=Card(F(w)∩An). The map  w; usually called subword complexity of w;
is strictly increasing in the interval [0;min{Lw; Hw}] and takes its maximum value in
Rw (cf. [9]). We conclude that Rw¿min{Lw; Hw}. In a symmetric way, one proves
that Lw¿min{Rw; Kw}.
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The following lemma, which is a slight modi)ed version of a result proved in [9],
gives some lower bounds to the periods of a word w. In particular, one derives the
relation
w ¿ Rw; (4)
which will be often used in the sequel.
Lemma 3.2. Let w∈A+ be a word and p be a period of w. Then
p¿ |w| −min{Hw; Kw}+ 1¿ max{Lw; Rw}+ 1:
Proof. Since p is a period of w; then w has a border u of length |w|−p. The word u
is a repeated pre)x and su,x of w so that
|u|6 Hw − 1 and |u|6 Kw − 1:
Hence, p¿|w| −min{Hw; Kw}+ 1.
By Eq. (3), |w|¿Rw+Kw and |w|¿Lw+Hw. Thus min{Hw; Kw}6|w|−max{Lw; Rw}.
From this, one derives |w| − min{Hw; Kw} + 1¿max{Lw; Rw} + 1 that concludes the
proof.
For any n¿0; we introduce in A∗ ∪A! the quasi-order 4n de)ned as follows. For
any w; v∈A∗ ∪A!; one sets v4n w if all the factors of v of length not larger than n
are also factors of w. We shall also consider the equivalence relation ∼n=4n ∩4−1n .
Thus, one has w∼n v if w and v have the same factors up to length n.
The following proposition summarizes some results proved in [3, 5].
Proposition 3.3. Let w; v∈A∗ and n=1+max{Rw; Kw}. If v4n w; then v is a factor
of w. If v∼n w; then v=w.
By Eq. (2), the bound n in the preceding proposition is also equal to 1+max{Lw; Hw}.
Moreover, this bound is optimal. Indeed, for any w∈A∗; there exists a word v =∈F(w)
such that v∼n−1 w [3].
The following proposition gives a further uniqueness condition for a )nite word w
of a )xed length, based on the factors of length 1 + Rw.
Proposition 3.4. Let w and v be two words having the same length and set n=1+Rw.
If w and v have a common pre<x of length Rw and v4n w; then v=w.
Proof. If w = v and |w|= |v|; then there exist u∈A∗ and a; b∈A; a = b; such that
ua ∈ Pref (w) and ub ∈ Pref (v):
Since w and v have a common pre)x of length n− 1; one has |u|¿n− 1. Now, let s
be the su,x of u of length n− 1. Then one has
sa ∈ F(w) and sb ∈ F(v)
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and also sb∈F(w), since v4n w. The factor s of w is not right special because |s|=Rw.
Thus a= b, which is a contradiction.
By a well known result of Morse and Hedlund [15], one derives that an in)nite
word f is ultimately periodic if and only if it has )nitely many right special factors.
Thus, also for such a word, one can consider the parameter Rf. In this case, a result
similar to Propositions 3.3 and 3.4 holds [5]. We premise the following de)nition.
Two in)nite words f and g are conjugate if each one is a su,x of the other. It is
easily seen that two distinct in)nite words f and g are conjugate if and only if there
exist two )nite conjugate words s and t, s = t, such that f= s! and g= t!. Hence, in
this case the words f and g are periodic.
Proposition 3.5. Let f∈A! be an ultimately periodic word and set n=1 + Rf. For
any g∈A!; if g4n f; then g is a su?x of f; if g∼n f; then f and g are conjugate.
If g4n f and f and g have a common pre<x of length Rf; then f= g.
This result has several interesting consequences. In fact, it allows us to establish
some ‘uniqueness conditions’ for ultimately periodic words. Here, we mention only a
consequence which will be useful for our further developments. The reader is referred
to [5] for the proof and further details.
Proposition 3.6. Let f; g∈A!; w∈A∗; and set n=Rw + 1. If w∈F(f)∩F(g) and
|w|¿ max{%f(n); %g(n)};
then f and g are conjugate. If w∈Pref (f)∩Pref (g) and
|w|¿ max{%∗f(n); %∗g(n)};
then f= g.
The following proposition, which will be useful in the sequel, gives a necessary and
su,cient condition under which a )nite word w can be prolonged in an in)nite word
having the same set of factors up to length 1 + Rw.
Proposition 3.7. Let w∈A∗ be a word and set n=1 + Rw. One has Rw¡Kw if and
only if there exists an in<nite word wˆ∈wA! such that wˆ∼n w. In this case; wˆ is
unique; ultimately periodic; and such that Rwˆ =Rw.
Proof. Let us suppose that there exists an in)nite word wˆ∈wA! such that wˆ∼n w and
prove that Rw¡Kw. Indeed, let u be the su,x of w of length Rw. Then there exists a
letter a such that ua∈F(wˆ). Since |ua|= n, one has that ua is a factor of w, so that
u is right extendable in w. This implies that Rw¡Kw.
Now, we suppose that Rw¡Kw. First, we construct an in)nite word wˆ∈wA! such
that wˆ∼n w. This in)nite word is the limit of a sequence (wi)i¿0 of )nite words such
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that wi∼n w for all i¿0. We set w0 =w. Now, assume that the word wi such that
wi∼n w, i¿0, has been de)ned. The word wi+1 is constructed as follows: we consider
the su,x t of wi of length Rw. Since wi∼n w, t is a factor of w. Since |t|=Rw¡Kw,
there is a unique extension ta, a∈A, of t in w. We set then wi+1 =wia. By the
construction, one has, trivially, wi+1∼n w. Since any word wi, i¿0, is a proper pre)x
of wi+1, the sequence (wi)i¿0 converges, according to the usual topology (cf. [13]), to
an in)nite word wˆ such that wˆ∼n w.
Let us now prove that wˆ is the unique in)nite word such that wˆ∈wA! and wˆ∼n w.
Indeed, let f be an in)nite word such that f∈wA! and f∼n w. In this case, one has
max{%∗f(n); %∗wˆ(n)}6 |w|:
By Proposition 3.6, the preceding condition implies f= wˆ.
Let us now prove that wˆ is ultimately periodic and Rwˆ =Rw. Since wˆ∼n w, the words
w and wˆ have the same factors of length n − 1, with the same right extensions in w
and wˆ, respectively. In particular, no factor of wˆ of length Rw is right special in wˆ.
This proves that wˆ is ultimately periodic and Rwˆ6Rw. Since w is a factor of wˆ, one
has that Rw =Rwˆ. This concludes the proof.
In the sequel, for any w∈A∗ such that Rw¡Kw, wˆ will denote the unique in)nite
word satisfying the conditions in Proposition 3.7.
Example 3.8. Let w= aabab. One has Rw =2 and Kw =3. Following the construction
in the preceding proposition, one derives that wˆ=w(ab)!= a(ab)!.
4. Semiperiodic words
In this section, we introduce the notion of semiperiodic word. Several equivalent
characterizations of this concept will be given in Proposition 4.2. Roughly speaking,
a semiperiodic word w is a word having a su,ciently ‘small’ minimal period. More
precisely, the minimal period of w has to be upperbounded by |w| −Rw. Any periodic
word is semiperiodic, whereas the converse is not generally true.
A further characterization of semiperiodic words, which better justi)es the use of
the term semiperiodic, is the following (cf. Proposition 4.5): a word w is semiperiodic
if and only if it can be (uniquely) prolonged in an in)nite periodic word f having
the same set of factors of w up to length 1 + Rw. Moreover, in such a case, f has all
periods p of w such that p6|w| − Rw.
In the following, for any non-empty word w, we shall denote by h′w and k
′
w respec-
tively the pre)x of w of length Hw − 1 and the su,x of w of length Kw − 1.
The following lemma, proved in [3], will be useful in the sequel.
Lemma 4.1. Let w∈A+. If h′w = k ′w; then h′w is a right special factor of w and k ′w is
a left special factor of w.
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The following proposition shows the equivalence of some conditions on the basic
parameters Hw; Kw; Lw; Rw, and the minimal period w of a word w.
Proposition 4.2. Let w be a word. The following conditions are equivalent:
(1) Rw¡Hw;
(2) w has a period p6|w| − Rw;
(3) Lw¡Kw;
(4) w has a period p6|w| − Lw;
(5) Rw =Lw¡Hw =Kw.
If any of these conditions is satis<ed; then w has the minimal period w = |w|−Hw+1.
Proof. We shall prove only the equivalence of (1), (2), and (5). Indeed, the equiva-
lence of (3), (4), and (5) can be proved symmetrically.
(1) ⇒ (2) Since Rw¡Hw one has that h′w is not a right special factor of w, so that,




w is the longest border of w. It follows that
w has the minimal period
w = |w| − |h′w| = |w| − Hw + 1:
By the hypothesis Rw¡Hw, it follows that w6|w| − Rw.
(2) ⇒ (5) The word w has a border of length ¿Rw. Since a border is a repeated
pre)x and a repeated su,x as well, one has Hw¿Rw and Kw¿Rw. Let us prove now
that Rw =Lw. By Lemma 3.1, one has Lw¿min{Rw; Kw}=Rw and Rw¿min{Lw; Hw}.
Since Rw¡Hw, one derives Rw =Lw. By Eq. (2) it follows that Hw = max{Lw; Hw}=
max{Rw; Kw}=Kw.
(5) ⇒ (1) Trivial.
In the proof of the implication (1) ⇒ (2) we have shown that the minimal period
of w is given by w = |w| − Hw + 1 and this completes the proof.
A word satisfying any of Conditions (1)–(5) of the previous lemma will be called
semiperiodic.
Any periodic word w is semiperiodic. Indeed, if w is periodic, then |w|¿2w, where
w is the minimal period of w. Since, by Eq. (4), w¿Rw it follows that |w|¿w+Rw,
so that w is semiperiodic. The converse, in general, is not true, as shown by the
following example. Let w= abaab. One has Hw =3, Rw =2, |w|=5, and the minimal
period of w is 3.
We remark that any unbordered word w of length larger than 1 is not semiperiodic,
so that Rw¿Hw and Lw¿Kw.
If w is a semiperiodic word, by Proposition 4.2 one has Rw¡Kw, so that, by Propo-
sition 3.7, wˆ is always de)ned. Moreover, in this case, the following holds:
Proposition 4.3. Let w be a semiperiodic word. Then wˆ is periodic and any period p
of w such that p6|w| − Rw is also a period of wˆ. In particular; w and wˆ have the
same minimal period equal to |w| − Hw + 1.
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Proof. Let p be a period of w such that p6|w| − Rw. The word w can be always
prolonged in an in)nite word f∈wA! having period p. By Eq. (1), the recurrency
index %f of the word f satis)es the relation
%f(m)6 p+ m− 1 for all m¿ 0:
Let n=1 + Rw. From the preceding formula and the hypothesis that p6|w| − Rw, it
follows %f(n)6p + n− 16|w|. This implies that f∼n w. From the uniqueness result
of Proposition 3.7, we conclude that wˆ=f.
In particular, wˆ has the period w. Since w is a factor of wˆ, the minimal period of
wˆ is not smaller than w, which, by Proposition 4.2, is given by |w| − Hw + 1.
Example 4.4. Let w be the word abaab. One has Rw =2, Hw =Kw =3, and w =3. In
such a case, wˆ=(aba)! is a periodic word of minimal period 3.
Proposition 4.5. Let w∈A∗ be a word and set n=1+Rw. The word w is semiperiodic
if and only if there exists an in<nite periodic word f∈wA! such that f∼n w.
Proof. If w is semiperiodic, then from Proposition 4.3, wˆ is an in)nite periodic word
such that wˆ∈wA! and wˆ∼n w.
Conversely, suppose that there exists an in)nite periodic word f∈wA! such that
f∼n w. Let us suppose, by contradiction, that w is not semiperiodic, i.e., Rw¿Hw.
Now, hw is a factor of f which cannot be extended on the left in f. In fact, since
f∼n w with n=1+ Rw, if there would exist a letter a such that ahw is a factor of f,
then one would derive that ahw is a factor of w, which is a contradiction. This implies
that f is not periodic, which is a contradiction.
5. Semiperiodic words and periodicity
In this section, by using the notion of semiperiodic word, we give a condition
ensuring that a word having two periods p and q has also the period gcd(p; q) (cf.
Theorem 5.1). This result is more general than the periodicity theorem of Fine and
Wilf for )nite words when the two periods are coprimes. Moreover, the theorem of
Fine and Wilf can be easily derived from this result. We show also that, with the
exclusion of trivial cases, any word satisfying the condition in the theorem of Fine and
Wilf has to be periodic.
Theorem 5.1. Let w be a word having two periods p and q such that p; q6|w|−Rw.
Then d=gcd(p; q) is also a period of w.
Proof. Since w is semiperiodic, by Proposition 4.3 the in)nite word wˆ has periods
p and q. Since wˆ is in)nite, it follows trivially that it has the period d=gcd(p; q).
Consequently, also w has the period d.
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Remark 5.2. The upper bound |w| − Rw in the previous theorem is optimal. Indeed,
let p and q be two positive integers which are coprimes, with p¡q. Then, there
exists a semiperiodic word w having length p+ q− 2, the minimal period p and the
period q [10]. It has been proved in [9] that Rw =p− 1 and Hw =Kw = q− 1 so that
q= |w| − Rw + 1. For instance, the word w= abaaba has the periods 3 and 5, length
6, Rw =2, and Kw =4.
Corollary 5.3. Let w be a word. For any period p of w either p is a multiple of the
minimal period w or p¿|w| − Rw.
Proof. If p6|w| − Rw, then, by Theorem 5.1, w has the period gcd(p; w)= w that
implies that p is a multiple of w.
From Theorem 5.1, one can easily derive the theorem of Fine and Wilf for )nite
words [13].
Theorem 5.4. Let w be a word having two periods p and q and length
|w|¿ p+ q− gcd(p; q): (5)
Then w has the period gcd(p; q).
Proof. It is well known that one can always reduce himself to consider only the case
when gcd(p; q)= 1. Since, from Eq. (4), p; q¿Rw + 1, one has
|w|¿ p+ q− 1¿ q+ Rw and |w|¿ p+ q− 1¿ p+ Rw:
This implies p; q6|w| − Rw, so that the conclusion follows from Theorem 5.1.
The following proposition shows that, with the only exception of trivial cases, if a
word w has length and periods which satisfy Eq. (5), then w has to be periodic.
Proposition 5.5. Let w be a word having two periods p and q; with p¡q; and length
|w|¿ p+ q− gcd(p; q):
Then w is periodic and p¡|w| − Rw. If; moreover; q is not a multiple of p; then
q¡|w| − Rw.
Proof. By the theorem of Fine and Wilf, d=gcd(p; q) is a period of w. Moreover,
q− d¿p, so that |w|¿p+ q− d¿2p, i.e., w is periodic. By Eq. (4), p¿Rw, so that
|w|¿ p+ q− d ¿ Rw + p:
Thus, p¡|w| − Rw.
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Let us now suppose that q is not a multiple of p. In such a case, p−d¿d, so that
|w|¿ p+ q− d¿ q+ d:
Since d is a period of w; d¿Rw and |w|¿q+ Rw, that implies q¡|w| − Rw.
We remark that the lower bound for the length of a word in the theorem of Fine
and Wilf is optimal if one does not make any further hypothesis on the ‘structure’ of
the word. Indeed, for any pair of integers p and q one can always construct a word
w of length |w|=p+ q− d− 1, with d=gcd(p; q), and such that w has the periods
p and q but not the period d. However, this lower bound can decrease if one makes
a restriction on the value of Rw. Indeed, from Theorem 5.1 the following holds.
Corollary 5.6. Let w be a word such that Rw6m. If w has two periods p and q;
with p¡q and
|w|¿ q+ m;
then w has the period d=gcd(p; q).
Proof. One has |w|¿q+m¿q+Rw, so that p; q6|w|−Rw. By Theorem 5.1 it follows
that d=gcd(p; q) is a period of w.
Example 5.7. Let w be a word such that Rw63. If w has the periods 7 and 11 and
length ¿14, then it has the period 1. In this case the bound in the theorem of Fine
and Wilf is 17.
6. Root-conjugacy
In this section, we introduce an equivalence relation in A∗ that we call root–
conjugacy. As we shall see in the sequel, this notion will play an essential role in
the combinatorics of semiperiodic words.
Let w be a word having the minimal period w. We can always represent w as
w = rkr′;
where |r|= w, k¿1, and r′ ∈Pref (r)\{r}. We observe that the preceding representa-
tion is unique. The word w is also called a fractional power of r of exponent )= |w|=|r|.
For this reason, we shall call r also the fractional root or, simply, root of w. For any
word w we denote by rw the root of w.
Two words w and v of A∗ are root-conjugate if their roots rw and rv are conjugate.
One easily veri)es that root-conjugacy is an equivalence relation.
Example 6.1. The words w= abbabba and v= bbabbabbab are root-conjugate. Indeed,
their roots are rw = abb and rv= bba, which are conjugate. The words w′= ababa and
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v′= babab are root-conjugate since rw′ = ab and rv′ = ba are conjugate. Let us observe
that w′ and v′ are not conjugate.
The last example shows that two words of the same length can be root-conjugate and
not conjugate. On the contrary, two words can be conjugate and not root-conjugate,
as, for instance, in the case w= aba and v= baa.
Let us observe explicitly that two words w and v are root-conjugate if and only if
the in)nite words r!w and r
!
v are conjugate.
The main goal of this section is to give a characterization of the semiperiodic words
which are root-conjugate of a semiperiodic word w (cf. Theorem 6.5). We begin to
prove that all words having the same set of factors of a semiperiodic word w up to
length 1 + Rw are root-conjugate of w.
Proposition 6.2. Let w be a semiperiodic word and set n=1 + Rw. If v is any word
such that v∼n w; then v is semiperiodic and w and v are root-conjugate.
Proof. Let us )rst prove that v is semiperiodic. Indeed, since by Proposition 4.2,
Rw¡Hw, all factors of length n− 1=Rw of w are left extendable and not right special
in w. Since w∼n v, they are also factors of v and are left extendable and not right
special in v, too. We conclude that Rv6n− 1¡Hv so that v is semiperiodic.
By Proposition 3.7 it follows that
wˆ ∼n w ∼n v ∼n vˆ and Rwˆ = Rw:
By Propositions 3.5 and 4.5, wˆ and vˆ are two in)nite periodic conjugate words having
the same minimal period p= |rw|= |rv|. Since rw and rv are both factors of wˆ of
length p, we conclude that they are conjugate. Therefore, w and v are root-conjugate.
The following converse of the preceding proposition holds.
Proposition 6.3. Let w and v be two root-conjugate words. Either of the following
two conditions:
(1) w and v are semiperiodic;
(2) w is semiperiodic and |w|= |v|;
implies that w∼n v; with n=1 + Rw.
Proof. Let us )rst suppose that Condition (1) is satis)ed. By Proposition 4.3, wˆ and vˆ
are periodic and have the same roots of w and v, respectively. Since the roots of w
and v are conjugate, one derives that wˆ and vˆ are conjugate in)nite words, so that, in
particular, wˆ∼n vˆ. From Proposition 3.7, one has w∼n wˆ and v∼n vˆ, so that w∼n v.
Let us now suppose that Condition (2) is satis)ed. By Proposition 4.3, wˆ is a periodic
in)nite word having the same root of w. Since w and v are root-conjugate, then v is a
factor of wˆ. Since w is semiperiodic, one has w + Rw6|w|, where w is the minimal
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period of w, as well as of wˆ. Thus, by Eq. (1), the recurrency index of wˆ satis)es the
inequality
%wˆ(n)6 w + n− 1 = w + Rw 6 |w| = |v|:
From this, it follows w∼n v.
Example 6.4. Let w= abbaba and v= bbabab. The words w and v having the same
length are root-conjugate since rw = abbab is conjugate of rv= bbaba, but they are not
semiperiodic. One has n=1 + Rw =4 and abba is a factor of w of length 4 which is
not a factor of v. This shows that assumptions (1) or (2) in the preceding proposition
are necessary.
By Propositions 6.2 and 6.3 one derives immediately the following theorem which
gives a complete description of the words v∈A∗ having the same set of factors of a
semiperiodic word w up to length 1 + Rw.
Theorem 6.5. Let w be a semiperiodic word and set n=1+Rw. For any word v one
has v∼n w if and only if v is semiperiodic and w and v are root-conjugate.
Further consequences of Propositions 6.2 and 6.3 are the following corollaries, whose
proofs are straightforward.
Corollary 6.6. Two semiperiodic words w and v are root-conjugate if and only if
w∼n v; with n=1 + Rw.
Corollary 6.7. Let w and v be two root-conjugate words having the same length. The
word w is semiperiodic if and only if v is semiperiodic.
The bound n=Rw +1 in Proposition 6.2 is optimal as one can see by the following
example. Consider the semiperiodic word w= aabaa and the word v= aabab. One has
n=1 + Rw =3 and v∼2 w, but v is neither semiperiodic nor root-conjugate of w. The
following proposition shows a more general optimality result.
Proposition 6.8. Let w be a semiperiodic word and set n=1+Rw. One can construct
a word v such that |w|= |v|; w ∼n−1 v; and v is not root-conjugate of w.
Proof. Let us )rst consider the case that Card(alph(w)) 6 1. Since Hw¿Rw ¿ 0,
the word w is non-empty. Thus, w= a|w| for a suitable letter a. In such a case, one
has Rw =0 and Hw = |w|. The word v= b|w|, with b a letter diMerent from a, is not
root-conjugate of w and w ∼0 v.
Let us then suppose that Card(alph(w))¿1, that implies Rw¿0. Since w is semiperi-
odic, one has by Proposition 4.2, Lw =Rw = n−1. By Proposition 3.7 one has wˆ∼n w.
Moreover, by an argument similar to that used in the proof of Proposition 3.7, one
easily derives that Lwˆ =Lw.
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Let s be a left special factor of w of maximal length Lw − 1. Then there exist two
diMerent left extensions of s in w, say as and bs, with a = b. We can then write
wˆ = ras* with r ∈ A∗ and * ∈ A!:
Denote by u the pre)x of s* of length |w| − 1 and set v= bu. Then |w|= |v|. Let us
verify that w ∼n−1 v. By Proposition 4.3, wˆ has the minimal period equal to w 6
|w| − Rw. Consequently, by Eq. (1),
%wˆ(n− 1)6 w + n− 26 |w| − 1= |u|
and, therefore,
w ∼n−1 wˆ ∼n−1 u:
Now, all factors of v of length n− 1 are also factors of u, with the possible exception
of the pre)x bs which is, however, a factor of w. We conclude that v ∼n−1 w.
Now let us verify that v is not root-conjugate of w. Indeed, otherwise, v= bu would
be a factor of wˆ. Since also au is a factor of wˆ, this would imply that u is left special
in wˆ and, therefore, |u| 6 Lwˆ − 1=Rw − 1= n − 2. In view of Eq. (4), one would
derive |w|= |v|6 n− 1=Rw¡w, which is a contradiction.
As we have previously shown, the set of factors of a semiperiodic word w up to
length 1+Rw completely determines the root-conjugacy class of w. This is no more true
if the word w is not semiperiodic: for instance, the words w= abb and v= abbb have
the same set of factors of length 2=1 + Rw =1+ Rv, but they are not root-conjugate.
However, we prove that, in this case, w is uniquely determined by the set of its factors
up to length 1 + Rw and its length.
Theorem 6.9. Let w be a word which is not semiperiodic and set n=1+min{Rw; Lw}.
If v is a word having the same length of w and such that w∼n v; then w= v.
Proof. Since w is not semiperiodic, then, by Proposition 4.2, Rw ¿ Hw and Lw ¿ Kw.
Let us )rst suppose that Rw 6 Lw. We consider the pre)x u of w of length n −
1=Rw ¿ Hw. Since w∼n v and u is not left extendable in w, u cannot be extended on
the left in v, so that u has to be a pre)x of v. Hence, w and v have the same pre)x
of length n− 1. By Proposition 3.4, it follows w= v.
The case that Lw¡Rw can be dealt with symmetrically, by using a modi)ed version
of Proposition 3.4, stating that if two words w and v have the same length and a
common su,x of length m=1 + Lw and v4m w, then w= v.
Proposition 3.3 states that any word w is uniquely determined by the knowledge of
all its factors, up to length 1+max{Rw; Kw}. However, the preceding theorem states
that a word w which is not semiperiodic is uniquely determined by its length and the
knowledge of all factors up to length 1+min{Rw; Lw}. This bound to the length can be
less than the preceding one, since min{Rw; Lw} can be strictly less, and also much less,
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than max{Rw; Kw}=max{Lw; Hw}. For instance, let us consider the word w= a(ab)m,
with m ¿ 2. One has Rw =Hw =2, Lw =2m − 1, and Kw =2m − 1. Thus w is not
semiperiodic and is the unique word of length 2m + 1 having the set of factors of
length n=1 +min{Rw; Lw}=3 given by {aab; aba; bab}.
If one considers the word v=(ba)ma, then one has w ∼2 v and w = v. This shows
that the bound n=1 +min{Rw; Lw} in Theorem 6.9 is optimal.
Proposition 6.10. Let w and v be two words having the same length and set n=
1 +min{Rw; Lw}. If one has w∼n v; then w and v are root-conjugate.
Proof. If w is semiperiodic, then w and v are root-conjugate by Proposition 6.2. If, on
the contrary, w is not semiperiodic, then, by Theorem 6.9, w= v.
7. Boxes and root-conjugacy
Let w be a )nite word. A factor u of w is called a proper box of w if one can
write u as u= asb with a; b∈A and s a bispecial factor of w. A proper box is called
maximal if it is not a proper factor of another proper box. The set of the maximal
proper boxes of w will be denoted by Bw.
The factors hw and kw will be called, respectively, the initial box and the terminal
box of w. By box, without speci)cation, we mean indiMerently the initial, the terminal
or a proper box.
As proved in [3] (see also [2, 4]), a word is completely characterized by the initial
box, the terminal box, and the set of maximal proper boxes. A diMerent proof of this
result will be given here (cf. Proposition 7.2).
In this section we generalize some results on root-conjugacy of words w and v by
replacing the hypothesis that they have the same set of factors up to length n=1+Rw
by the weaker hypothesis that the maximal proper boxes of w are factors of v and,
conversely, the maximal proper boxes of v are factors of w.
For any word w∈A∗, we denote by G(w) the set, which is an ideal of A∗,
de)ned as
G(w) = A+hwA∗ ∪ A∗kwA+:
We remark that, since hw is not left extendable in w and kw is not right extendable in
w, no element of G(w) is a factor of w.
Lemma 7.1. Let w and v be words such that alph(w)∩ alph(v) = ∅. If
Bw ⊆ F(v) and Bv ⊆ F(w);
then
F(w) ⊆ F(v) ∪ G(v):
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Proof. We have to prove that if u∈F(w), then u∈F(v)∪G(v). The proof is by
induction on |u|.
Let us prove )rst the base of the induction, i.e., the case that |u|=1. If u is the
only letter occurring in w, then, from the condition alph(w)∩ alph(v) = ∅, one derives
that u∈F(v). If, on the contrary, Card(alph(w))¿1, then  is a bispecial factor of w
so that any factor of length 2 of w is a proper box of w and, consequently, a factor
of v. Thus any letter of w, in particular u, belongs to F(v).
Now, let us suppose |u| ¿ 2. We can write u as u= asb, with a; b∈A and s∈A∗.
For the sake of induction, we can assume that
as; sb ∈ F(v) ∪ G(v):
If as∈G(v) or sb∈G(v), then, trivially, u= asb∈G(v). Let us then assume that
as; sb∈F(v).
If the word as is not right extendable in v, then as∈A∗kv so that u∈G(v). One
reaches a similar conclusion if sb is not left extendable in v. Let us then suppose that
as is right extendable in v and sb is left extendable in v. There exist two letters c
and d such that asc; dsb∈F(v). If c= b or d= a, then u∈F(v). We suppose then that
c = b and d = a. This implies that s is a bispecial factor of v so that asc and dsb
are proper boxes of v. By the condition Bv⊆F(w), one derives that asc; dsb∈F(w).
Consequently, s is a bispecial factor of w so that u= asb is a proper box of w. From
the condition Bw ⊆F(v), one obtains that u∈F(v), that concludes the proof.
From the preceding lemma, one can easily derive a simple proof of the maximal
box theorem [3].
Proposition 7.2 (Maximal box theorem). Let w; v∈A∗ be two words such that
hw = hv; kw = kv; Bw ⊆ F(v); and Bv ⊆ F(w):
Then w= v.
Proof. By Lemma 7.1, w∈F(v)∪G(v). Since kv= kw is not right extendable in w,
one has w =∈A∗kv A+. In a similar way, since hv= hw is not left extendable in w, one
has w =∈A+hv A∗. Thus, the only remaining possibility is that w∈F(v). In a symmetric
way, one derives that v∈F(w). This implies that w= v.
Remark 7.3. In [3] the statement of the maximal box theorem is slightly diMerent,
since the sets Bw and Bv are replaced by the sets of the maximal elements, with
respect to the factorial order, in the set of all boxes (not just the proper ones) of
w and v, respectively. However, one can easily verify that the two formulations are
equivalent.
From the maximal box theorem, one has that a word is uniquely determined by the
set of its maximal proper boxes and its initial and terminal boxes. The following result
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shows that the knowledge of the set of the maximal proper boxes of a semiperiodic
word is su,cient to determine its root-conjugacy class.
Proposition 7.4. Let w and v be semiperiodic words such that alph(w)∩ alph(v) = ∅.
If
Bw ⊆ F(v) and Bv ⊆ F(w);
then w and v are root-conjugate.
Proof. Since w and v are semiperiodic, by Proposition 6.2, it is su,cient to prove that
w∼n v, with n=1 + min{Rw; Rv}. From Proposition 4.2, one has Rw =Lw¡Hw =Kw
and Rv=Lv¡Hv=Kv, so that n 6 Hw; Kw; Hv; Kv. One derives that all the words in
the sets
A+hwA∗; A∗kwA+; A+hvA∗; and A∗kvA+
have length greater than n.
By Lemma 7.1, F(w)⊆F(v)∪G(v) and F(v)⊆F(w)∪G(w) so that, by the above
considerations, F(w)∩An⊆F(v) and F(v)∩An⊆F(w). This implies w∼n v, that
concludes the proof.
Let us observe that if w and v are two root-conjugate semiperiodic words, by Propo-
sition 6.3 one has w∼n v, where n=1 + Rw and from this one easily derives that
Bw =Bv.
In the next proposition, similar to the preceding one, only one of the words w and
v is supposed to be semiperiodic, but one makes the further assumption that Hw =Hv
and Kw =Kv.
Proposition 7.5. Let w be a semiperiodic word and v be a word such that alph(w)∩
alph(v) = ∅. If
Hw = Hv; Kw = Kv; Bw ⊆ F(v); and Bv ⊆ F(w);
then |w|= |v| and w and v are root-conjugate.
Proof. Let us prove )rst that w∼n v, with n=1 + Rw. From Proposition 4.2 and the
hypotheses, Rw =Lw¡Hw =Kw =Hv=Kv, so that n6 Hw; Kw; Hv; Kv. Similarly to the
proof of the preceding proposition, by using Lemma 7.1, one derives that w∼n v.
By Proposition 6.2, v is semiperiodic and w and v are root-conjugate. This implies
that w and v have the same minimal period, which, by Proposition 4.2, is given by
w = v = |w| − Hw + 1 = |v| − Hv + 1:
Since Hw =Hv, it follows |w|= |v|.
In conclusion, we mention that a generalization of Propositions 7.4 and 7.5 is given
in [6].
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