This paper presents a set of second-order recursive equations which are referred to as the second-order shift (SOS) properties of the discrete cosine transform (DCT) and the discrete sine transform (DST). The proposed SOS properties enable independent updating of the respective DCT and DST coefficients. This is in direct contrast with existing methodology for computing the running DCT and DST where there is an inherent interdependency between the DCT and DST coefficients. The SOS properties provide more efficient algorithms in terms of computational burden and memory requirements when implementing running DCTs and DSTs. 
I. INTRODUCTION
The discrete cosine transform (DCT) [1] has been successfully applied to the fields of speech and image processing. In order to compute the DCT efficiently, various fast and efficient block-based algorithms have been proposed (for example, see [2] - [5] and their references). However, in the case where the DCT parameters need to be updated for every new signal sample, the running DCT implementation is required. As indicated by [7] , the computational burden for the running DCT is rather intensive. One approach for computing the running DCT's and discrete sine transforms (DST's) is to use their shift properties, as derived by Yip and Rao [6] . The shift properties are a set of recursive equations that can be used for updating the DCT's and DST's coefficients. However, this approach is not very efficient in terms of computation. A source of the excessive computational burden is the dependency between a DCT coefficient and its corresponding DST coefficient. The process of updating a DCT (or DST) requires updating the corresponding DST (or DCT). To alleviate this problem, Murthy and Swamy [7] proposed an approach for DCT-II, DST-II, DCT-IV, and DST-IV. In [7] each transform member was represented as the real part of a complex function and recursive equations were derived for updating these complex functions. In other words, the approach updates complex functions rather than transform coefficients. It is obvious that there is still some excessive and unnecessary computation.
This paper proposes a more efficient class of running algorithms for DCT's and DST's by deriving a set of recursive equations which enable the independent updating of each DCT and DST member respectively. The proposed recursive equations are called second-order shift (SOS) properties due to their second-order nature. By contrast, the shift properties derived by Yip and Rao [6] are referred to as the first-order shift (FOS) properties, as they are in effect first-order recursive equations.
This paper is organized as follows.: Section II reviews the FOS properties of DCT's and DST's. The SOS properties for the DCT's and DST's are derived and presented in Section III. A performance analysis of running DCT's and DST's based on SOS properties is undertaken in Section IV and the results are compared with the most recent approaches reported in literature thus far. Finally, Section V concludes the paper.
II. FIRST-ORDER SHIFT PROPERTIES OF DCT's AND DST's As defined in [8] , the family of DCT's and DST's for the signal block x(n 0 N), x(n 0 N + 1); 111 ; x(n) is given as follows [8] DCT-I: c(n; k) = 
DST-I:
DCT-II:
and DST-II:
DCT-III:
DCT-IV:
DCT-IV: Equations (9)- (12) were derived by Yip and Rao [6] and were called the shift properties, which can be used to update the transform coefficients. Consider the DCT-II as a particular example. Clearly (10a) can be used to update the DCT-II coefficients. However, the updated DCT-II is related to the DST-II coefficients. In other words, updating the DCT-II also requires the updating of DST-II, and this can be performed by (10b). Consequently, both DCT-II and DST-II must be updated at the same time, even in the case when only one of them is required. This problem exists for other transforms as well and is a source of excessive computational burden.
III. SECOND-ORDER SHIFT PROPERTIES OF DCT's AND DST's As mentioned in Section I it is desirable to derive recursive equations which enable the independent updating of DCT's and DST's, respectively. We present the derivation for DCT-II and DST-II in detail. Similar derivations can be performed for the remaining transforms and the final results will be listed without proof in the interest of brevity.
Let us consider the DCT-II and DST-II. The objective is to derive two independent second-order one-variable recursive equations which are equivalent to (10a) and (b). We begin by taking the z transform of (10a) and (b) as follows:
where C (z; k), S(z; k), and X (z) are the z transforms of c(n; k), s(n; k) and x(n), respectively. From (13a) and (13b) we can obtain 
In the same way, substituting (14b) into (14a) and after some manipulation we have 
Taking the inverse z transform of (15a) and (15b) yields Equations (16) and (17) represent the second-order shift properties for DCT-II and DST-II. Close examination of (16) and (17) indicate that they are independent of each other and, hence, can be used to recursively update the DCT-II and DST-II, respectively. It is interesting to note that there are similarities between (16) and (17) and the frequency sampling structure for FIR filter implementation [9] .
The second-order shift properties for other members of the DCT and DST families can be obtained using a similar approach and the results are listed as follows: DCT-I: 
where 
Equations (16)- (29) provide a new approach for implementing a running DCT and DST algorithm. 
IV. PERFORMANCE ANALYSIS
The computation of running DCT's and DST's based on SOS properties is expected to provide certain advantages over the first-order approach proposed by Yip and Rao [6] as well as the algorithm proposed by Murthy and Swamy [7] .
Let us first compare the computational burden associated with the proposed approaches against those by Yip and Rao [6] and Murthy and Swamy [7] . Taking DCT-II as the key example, from (9a) and (b) it is clear that the first-order approach needs the following computation:
• 6N multiplications with coefficients; • for odd and even k. Hence, for DCT-II the second-order approach can reduce the number of multiplications by 67% when compared with the first-order approach. Table I lists the results for all the transform members. Clearly, in all cases the computational burden associated with the proposed approaches is significantly reduced when compared to both references [6] and [7] . Now let us consider the memory requirements. Note that in the case of [7] there is no improvement in terms of the memory requirements when compared with the first-order approach [6] . This is because both the real and imaginary part of the complex function need storage locations. Hence, we only compare the proposed algorithm with the firstorder approach [6] . For both algorithms, memory is required to store 1) the coefficients of the recursive equations; 2) transform results; and 3) the input signal samples. Table II depicts the comparison between these two methods. As expected, the memory requirements for the proposed approach are either equal to or better than the first-order algorithm [6] .
V. CONCLUSION
In this paper, we have derived the SOS properties for DCT's and DST's. The result is a new approach for computing the running DCT's and DST's. The computational burden and memory requirements associated with the proposed approach have been investigated and compared with the first-order approach proposed by Yip and Rao [6] , as well as the approach proposed by Murthy and Swamy [7] . It has been shown that the proposed approach is characterized by reduced computational burden and generally lower memory storage requirements.
