This paper studies an online optimization problem with switching costs and a finite prediction window. We propose two computationally efficient algorithms: Receding Horizon Gradient Descent (RHGD), and Receding Horizon Accelerated Gradient (RHAG). Both algorithms only require a finite number of gradient evaluations at each time.
the worst-case dynamic regret of any deterministic online algorithm is the same as the upper bound of online gradient descent's regret up to a constant. When there is a finite prediction window W , the dynamic regret of any online algorithm decays at most exponentially with W no matter how much computation the online algorithm requires. Surprisingly, this fundamental decay rate is close to the decay rate of RHAG, meaning that RHAG uses the prediction in a nearly optimal way, even though RHAG only requires a few gradient evaluations at each stage.
We also numerically compare our algorithms RHGD, RHAG with classic algorithm MPC in the electricity economic dispatch problem using real-world data. Though MPC performs better than RHGD and RHAG, the dynamic regrets of RHGD and RHAG indeed decay exponentially with the length of the prediction window and are comparable to MPC. Moreover, we construct a data set where RHAG and MPC have similar online performance.
This further confirms the main message of this paper: increasing computation does not necessarily improve the online performance a lot given limited prediction information.
A. Related work
The closest literature related to this paper is online convex optimization (OCO) which we will discuss here. This paper adopts many terms from OCO to study our online decision making problem. In classic OCO, an online algorithm plays against an adversarial environment for T stages, with no prediction information for future stages, or any coupling between stages. The performance of online algorithms is usually measured by regrets. One popular regret measure is called static regret, which, by its name, compares the algorithm performance with an optimal static action. Many algorithms have been proposed to achieve o(T ) static regret, which means the average regret per stage vanishes to zero when T goes to infinity. We refer readers to [1] for an overview. Notice that when the environment is not stationary, a more reasonable benchmark is the optimal actions in hindsight which change with time, so dynamic regret has been proposed to study the performance against this dynamic benchmark. It is straightforward that the dynamic regret is no less than the static regret. In fact, it is well-known that when the environment is changing quickly, it might be impossible to achieve a sublinear dynamic regret [33] . Nevertheless, there are many algorithms that are shown to achieve sublinear dynamic regret when the environment is not changing dramatically [2] , [4] , [20] , [33] .
There are many different ways to measure the variation of the environment. A commonly used measure, referred to as path length in this paper, is defined by the total variation of the minimizers of cost functions at each stage:
where θ t ∈ arg min xt∈X f t (x t ) is the stage minimizer in action space X at stage t ∈ [T ], and L T is the path length budget [2] , [20] . It has been shown that online gradient descent can achieve O(L T ) dynamic regret given strongly convex and smooth cost functions [2] . Therefore, when the path length is o(T ), which means on average, θ t gradually stabilizes as T goes to infinity, sublinear regret is guaranteed by online gradient descent. Another variation measure is defined upon the function value instead of the actions: V T = T t=1 sup x∈X |f t (x) − f t−1 (x)|. It is shown that an online gradient method that restarts every few stages can achieve O(T 2/3 V
1/3
T ) dynamic regret given convex cost functions and O( √ V T T ) regret given strongly convex cost functions [33] . Moreover, these rates
July 17, 2018 DRAFT are shown to be optimal among all online algorithms that use one gradient feedback at each stage [33] . It has been pointed out in [20] that the path length L T and the function variation V T are not comparable, as there exist scenarios when either one is larger than the other. In this paper, we will adopt L T for the convenience of analysis.
There are other measures of variation which we are not able to cover here due to the space limit. We refer readers to [2] for more discussion.
We also want to introduce some studies on the effect of prediction from OCO community. [19] studies the effect of one-stage prediction without considering switching costs. They propose an algorithm based on online mirrored descent and show that when the prediction error is o(T ), the dynamic regret will also be o(T ). Moreover, there are papers on online optimization that consider both prediction and switching costs, e.g. [9] , [10] , [31] , [32] . For instance, [9] proposes algorithm AFHC and shows that the competitive ratio is 1 + O( 1 W ) given W -stage accurate prediction. Besides, [32] proposes algorithm CHC and shows that the dynamic regret is O(T /W ) given W -stage noisy prediction. As we mentioned before, these methods require solving optimization problems exactly at each stage, different from our gradient-based methods.
Lastly, we mention that in addition to the regret analysis from OCO community, there is another way to measure the online algorithm performance: competitive ratio, which is defined by the ratio between the online performance and the optimal performance in hindsight. Competitive ratio analysis is commonly adopted in online algorithm problems, which need not be convex and can be combinatorial problems. A competitive algorithm is an online algorithm that achieves a constant competitive ratio. Under certain assumptions, it can be shown that OCO admits competitive online algorithms [3] , [9] , [10] . Moreover, there are some papers revealing the tension between low regret and constant competitive ratio [3] , [34] , [35] . This paper will only study the dynamic regrets of the online algorithms while leaving the competitive ratio analysis for future work.
B. Notations
For vector x ∈ X ⊆ R n , norm x refers to the Euclidean norm, and Π X (x) denotes the projection of x onto set X. We say X has a diameter D if ∀x, y ∈ X, ||x − y|| ≤ D. Besides, we denote the transpose of vector x as x . The same applies to the matrix transpose. In addition, X T denotes the Cartesian product X × X . . . × X of T copies of set X. Moreover, we define [T ] as the set {1, . . . , T } for a positive integer T . For a function f (x, y) of x ∈ R m and y ∈ R n . Let ∇f (x, y) ∈ R m+n be the gradient, and 
) as x → +∞ if there exists a constant M such that |f (x)| ≤ M |g(x)| for any x such that
II. PRELIMINARIES AND PROBLEM FORMULATION
In this paper, we consider a variation of online convex optimization where the decision maker suffers an additional switching cost on the change of actions from one stage to the next. We consider that the decision maker receives "accurate" in the sense that the revealed cost functions are the true costs the decision maker will experience in future stages. 2 Given this W −lookahead window, the decision maker needs to pick an action x t from a set X ⊆ R n which is assumed to be compact and convex with a diameter D, i.e.,
Denote the decision profile over the total T stages as
The goal is to minimize the total cost given by
where x 0 ∈ X denotes the initial state of the decision and β ≥ 0 is a weight parameter. The set X, initial value x 0 , and parameter β are available to the decision maker beforehand because they can be chosen by the decision maker before the problem starts. Besides, though we consider quadratic switching cost functions here, the analysis can be extended to other switching cost functions with properties such as monotonicity, convexity, and smoothness.
In this paper, we consider the case where f t is strongly convex, smooth, and with bounded gradient on X. This is formally stated in the following assumption.
Assumption 1. For any stage 1 ≤ t ≤ T , the cost function f t satisfies the following conditions:
i) α-strong convexity:
We denote the class of these functions as F X (α, l, G).
Under Assumption 1, the total cost function C T 1 (x) has the following properties, whose proof is deferred to Appendix A.
In the online decision problem considered in this paper, the decision maker is assumed to know the function class F X (α, l, G), i.e., the parameters α, l, G, but the realization of the cost functions f 1 , . . . , f T happens online.
3
A. Online Algorithms
Now we are ready to formally state our problem and define the online (deterministic) algorithms considered in this paper. Consider prediction window W ≥ 0. When W = 0, the problem reduces to the no-prediction scenario.
Let I t denote the online information available at stage t ≥ 1. I t consists of all past and predicted future cost functions plus the initial knowledge of the problem:
where I 0 stands for the initial knowledge of the problem which consists of α, l, G, β, X, x 0 , etc. An online deterministic algorithm A can be characterized by a series of deterministic maps {A t } T t=1 from online information to action set X. Formally speaking, online algorithm A computes an output x A t based on map A t and online information I t at each t:
In the following, when we say A is an online (deterministic) algorithm, we mean it satisfies (3). We remark here that I t implicitly contains all the history decisions {x
τ =1 because these decisions are fully determined by I τ ⊆ I t . The goal of this paper is to design computationally efficient algorithms to minimize the overall cost (2) and to understand the fundamental limit of the performance of online algorithms characterized by (3) . The performance metric of online algorithms will be formally defined in the next subsection. Notice that the only requirement imposed by (3) is that the algorithm only uses past information and prediction information to compute the decision. This feature is generally satisfied by any online algorithm that has been proposed in literature.
Our problem setup has natural applications in many areas. Here we briefly discuss two application examples. 
be the outputs of n generators and X be the set of feasible outputs. The generation cost of generator i is c i (x t,i ). The renewable supply is r t and the demand is d t .
At stage t, the goal of economic dispatch is to reduce total generation cost while maintaining power balance:
Thus we incorporate imbalance penalty into the objective and consider the cost function
As shown later, the exact values of α, l, G are not necessarily needed in the proposed online algorithms. We assume the knowledge of these parameters to simplify the mathematical expositions.
July 17, 2018 DRAFT where ξ t is a penalty factor. In literature, c i (x t,i ) is usually modeled as a quadratic function within a capacity limit [6] . It is easy to see that f t (x t ) belongs to class F X (α, l, G).
In addition to the costs above, ramping conventional generators also incurs significant costs, e.g. maintenance and depreciation fee. In literature, such costs are referred as ramp costs and modeled as a quadratic function of the ramping rate [16] . As a result, the objective of economic dispatch for T stages is to minimize the total costs including the ramp costs
Although demand and renewable supply are uncertain and time-varying, predictions are available for a short time
Example 2. (Trajectory Tracking): Consider a simple dynamical system x t+1 = x t + u t , where x t is the location of a robot, u t is the control action (velocity of the robot). Let y t be the location of the target at stage t, and the tracking error is given by f t (x t ) = 1 2 x t − y t 2 . There will also be an energy cost for each control action, given
The objective is to minimize the sum of the tracking error and the energy loss,
In reality, there is usually a short lookahead window W for the target trajectory y t [36] .
B. Performance Metric: Dynamic Regret
In this paper, we adopt dynamic regret as the performance metric of online algorithms. Before the formal definition of dynamic regret, we introduce some useful concepts. Consider a sequence of cost functions {f t } T t=1 . Firstly, given an online algorithm A , we denote algorithm A 's total online cost over T stages by C T 1 (x A ):
where x A denotes the output of algorithm A and x A 0 = x 0 . We remark here that x A and C
, but for the sake of simplicity, we do not put {f t } T t=1 into the notations of x A and C
Secondly, we define the optimal offline total cost in hindsight by solving the offline optimization assuming
is available,
where x * represents the optimal offline actions and x * 0 = x 0 . Lastly, we define path length, which represents the variation of cost functions {f t } T t=1 , and plays an important role in the dynamic regret analysis of online algorithms [2] [5] [33] . In this paper, we consider the path length of a function sequence {f t } T t=1 as the total variation of the minimizers of cost functions at each stage:
Path length:
where θ t ∈ arg min xt∈X f t (x t ) is the stage minimizer at stage t ∈ [T ] and θ 0 = x 0 . It is easy to see that the path length is within [0, DT ] since X has a finite diameter D.
In the following, we let L T (L T , F X (α, l, G)) denote the set of function sequences {f t } T t=1 in F X (α, l, G) whose path length is no more than L T :
Notice that L T serves as the path length budget for the function sequences in L T (L T , F X (α, l, G)). Since path length is within [0, DT ], we only consider
short form L T in the rest of the paper. Now, we are ready to define the dynamic regret. The dynamic regret of algorithm A is defined by the supremum of the difference between the online algorithm's cost and the optimal offline cost over all function sequences
Most literature, as well as this paper, try to design algorithms that guarantee sublinear regret when the path length is sublinear in T [2] , [4] , [20] , [33] .
III. CLASSIC APPROACHES
Before presenting our algorithm, we briefly review some classic algorithms in this section. For the setting without prediction, we introduce the classic online gradient descent (OGD) and its theoretical performance. For the setting with prediction, we introduce the classic control algorithm, model predictive control (MPC) and its variants.
A. Online Gradient Descent
In the classic online convex optimization setting, the decision maker needs to decide x t before f t or any other future costs are revealed. Online gradient descent (OGD) chooses the action by gradient update based on the cost function f t−1 and the action x t−1 at the previous stage:
At stage t = 1, let
Though OGD is well studied in literature [9] [2] [1] , to the best of our knowledge, OGD's dynamic regret for OCO with switching costs has not been stated explicitly. Thus we present it here.
. Given stepsize γ = 1/l, the dynamic regret of OGD is upper bounded by:
Proof. See Appendix B.
In Section V, we study the general lower bound of the dynamic regrets for online optimization with switching cost. When W = 0, the lower bound matches OGD's regret upper bound up to a constant (Theorem 3). Thus, when there is no prediction available, OGD is an effective algorithm for online optimization with switching costs. This is quite surprising because OGD only takes one projected gradient evaluation at each stage.
B. Model Predictive Control and Its Variants
When there exists a W -lookahead window, MPC is a commonly used algorithm. At each stage s, MPC solves a W -stage optimization problem:
where
x s−1 is determined by the previous iteration and
) denote the solution to (7) . The output of MPC is x s s at stage s. Though MPC enjoys much better performance than OGD thanks to prediction information, one major drawback of MPC is that it requires to solve the optimization problem (7) at each stage. This might lead to a large computational burden. Considering that OGD is an effective online algorithm for W = 0 by using gradient updates, a natural question is whether we can utilize prediction effectively also by gradient updates, which motivates the study of this paper.
In the rest of this paper, we will introduce two new gradient-based online algorithms, Receding Horizon Gradient Descent (RHGD) and Receding Horizon Accelerated Gradient (RHAG). We will show that they, especially RHAG, achieve almost the optimal online performance given the W -lookahead window.
Before going to our algorithm design, we would like to comment on previous efforts on reducing the computational complexity of MPC. In particular, the control community has proposed several methods, e.g. inexact MPC and suboptimal MPC [26] - [30] , and studied properties of stability and transient performance for trajectories converging to a steady state. However, in online optimization, optimal solutions generally do not converge. Thus, current theoretical results cannot be applied to the problem considered in this paper.
IV. RECEDING HORIZON GRADIENT BASED ALGORITHMS
In this section, we will introduce our two online algorithms: Receding Horizon Gradient Descent (RHGD) and Receding Horizon Accelerated Gradient (RHAG), and provide the dynamic regrets of these two algorithms. Both algorithms are adapted from offline gradient-based algorithms: gradient descent and Nesterov's accelerated gradient method respectively. Our online algorithms only require (W + 1) projected gradient evaluations at each stage, so they are more computationally friendly when the projection on to set X can be computed efficiently.
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A. Receding Horizon Gradient Descent
Before introducing RHGD, we first analyze the special structure of gradient descent for the offline optimization problem. This structure motivates our online algorithm RHGD.
1) Offline Problem and Gradient Descent:
Given cost functions f 1 , . . . , f T , the offline optimization problem is
Apply gradient descent to solve (8):
where η > 0 is the stepsize, x (k) denotes the kth update of x whose initial value is x (0) . Considering the update of each x t , we can rewrite the updating rule (9) as
∂xt . Moreover, due to the special structure of the total cost function C T 1 (x), g t (·) only depends on neighboring actions x t−1 , x t , x t+1 and has an explicit expression:
To ease the notation, we write g T (x T −1 , x T , x T +1 ) even though there is no such x T +1 and g T (·) does not depend on x T +1 . We will refer to (10) as offline gradient descent in the rest of the paper. Now let us consider the online scenario. The major difficulty of online optimization is the lack of future information. However, thanks to the special structure of our problem, rule (10) only needs one-step-forward information x t+1 to update x t . Thus, given W -prediction, we are able to implement (10) in an online fashion, which motivates our design of RHGD.
2) Online Algorithm RHGD: Roughly speaking, RHGD has two parts: I) initializing each action by OGD, II)
updating each action by applying gradient descent for W steps. The pseudocode is given in Algorithm 1. In the following, we will first introduce the notations, then explain the algorithm in details. In particular, we will show that our algorithm is indeed an online algorithm, in the sense that the evaluation at stage t only requires information available at stage t. Finally, we will discuss the computational overhead.
First we introduce the notations used in our online algorithm. To determine the action x t to be taken at stage t, I) Initialize x s+W .
5:
if s + W ≤ T then 6:
II) Update x s , . . . , x s+W −1 backwards.
8: computed at the previous stage t − W − 1:
where γ > 0 is the stepsize and x
Second is the updating rule, which is essentially the updating rule of offline gradient descent (10) . Notice that x s t is the kth update of x t , and x
are the (k − 1)th update of x t−1 , x t , x t+1 respectively, where s = t − W + k. Therefore, for s = t − W + 1, . . . , t, we can write (10) as
The above is the updating rule of Algorithm 1 (Line 9).
Next we verify that RHGD is indeed an online algorithm by showing RHGD only uses available information at each stage. It has been mentioned that when computing the initial value of x t at stage t − W , RHGD only uses predictable cost function f t−1 (·) and previously computed initial decision
, so the initialization rule only needs available online information. As for the updating rule, when updating x t at stages s = t − W + 1, . . . , t according to (12) 
then the output of RHGD is the same as that of offline gradient descent after W iterations:
Proof. The main idea of the proof has already been discussed above. We omit the details due to the space limit.
Here, we discuss the computational overhead of RHGD. At each stage s ∈ [T ], RHGD carries out W +1 gradient evaluations. When the set X is simple, such as a positive orthant, an n-dimensional box, a probability simplex, a
Euclidean ball, etc, the projection onto X admits fast algorithms. In this case, RHGD is much more computationally friendly than solving optimization exactly at each stage.
B. Receding Horizon Accelerated Gradient
RHAG is similar to RHGD except that RHAG's updating rule is based on Nesterov's accelerated gradient method.
In this subsection, we will first introduce Nesterov's accelerated gradient method for offline optimization, then present and explain RHAG.
1) Offline Problem and Nesterov's Accelerated Gradient: Nesterov's accelerated gradient method is well-known for being the optimal first order algorithm [37] . It is more complicated than gradient descent but enjoys a faster convergence rate.
Here, we apply Nesterov's accelerated gradient method to our offline problem (8) and write the updating rule for each action x t for t ∈ [T ]:
is given. 4 Notice that Nesterov's accelerated gradient method's updating rule (13) only needs one-step forward information y t+1 to compute x t and y t . This pattern is similar to that of gradient descent's updating rule. Therefore, we can use the same trick to design the online algorithm RHAG based on Nesterov's accelerated gradient method.
2) Online Algorithm RHAG: We continue using the notations of RHGD: let x s t denote the value of x t computed at stage s, and y s t denote the value of y t computed at stage s.
Algorithm 2 Receding Horizon Accelerated Gradient
I) Initialize x s+W , y s+W .
6:
if s + W ≤ T then 
then the output of RHAG is the same as that of offline Nesterov's accelerated gradient method after W iterations:
Same as RHGD, RHAG also carries out W + 1 projected gradient evaluations at each stage which is more computationally friendly than MPC especially when the projection onto X can be computed easily. Remark 1. The initializing rule in both RHGD and RHAG does not have to be OGD. The advantage of using OGD is that it has good theoretical performance and is easy to implement. Generally speaking, any fast online algorithm for the prediction-free problem with good theoretical results can be used as the initialization rule.
C. Performance Analysis: Dynamic Regret
Now, we provide upper bounds on dynamic regrets of RHGD and RHAG. We will show that both algorithms' performance improves exponentially with W . Moreover, RHAG enjoys better performance than RHGD. For the purpose of easy exposition, we let x 0 = 0 without loss of generality.
The theorem below provides upper bounds on RHGD and RHAG's dynamic regrets. F X (α, l, G) ). Given stepsizes γ = 1/l, η = 1/L, the dynamic regrets of RHGD and RHAG are upper bounded by
where δ = (β/l + 1)
Before the proof, we make a few comments on the bounds.
Firstly, notice that the upper bounds in Theorem 2 depend linearly on L T . Thus, when the variation of the environment, measured by path length budget L T , is sublinear in T , both RHGD and RHAG achieve sublinear regret o(T ). Moreover, in Section V we will show that when L T is lower bounded by a constant factor, any online algorithm's dynamic regret is at least Ω(L T ).
Secondly, the upper bounds decay exponentially fast with the prediction window W . Thus, our online algorithms' performance improves significantly by increasing the lookahead window, demonstrating that our algorithms use the prediction information efficiently.
Finally, since Q f > 1, we have
so RHAG's dynamic regret decays faster than RHGD's, especially when Q f is large. This means that RHAG uses prediction information more efficiently. We will further show that RHAG provides a nearly optimal way to exploit prediction information in Section V.
Now we are ready to prove Theorem 2.
Proof of Theorem 2: Let's first prove the bound for RHGD. Applying Lemma 2, we can convert the dynamic regret of RHGD to the objective error of offline gradient descent after W iterations
) ) are gradient descent outputs after W iterations.
According to the convergence rate of offline gradient descent for strongly convex and smooth functions, we have
T are the outputs of OGD. As a result,
Then, we can apply Theorem 1 for the upper bound of RHGD.
Similarly, for RHAG, the dynamic regret can be bounded by the error bound of offline Nesterov's accelerated gradient method after W iterations:
Applying OGD's regret bound in Theorem 1, we prove the upper bound of RHAG's dynamic regret.
V. LOWER BOUNDS: FUNDAMENTAL LIMITS ON DYNAMIC REGRETS
In this section, we will provide fundamental performance limits for online deterministic algorithms for both no-prediction case and finite-prediction window case. We consider any online deterministic algorithm, without constraints on the computational power at each stage. We show that among any deterministic online algorithms, OGD achieves an optimal regret upto a constant when there is no prediction and our algorithm RHAG is near-optimal when there is a finite prediction window under some mild conditions.
Recall the definition of online algorithms in Section II-A. I t denotes all the online information available at stage t, and an online algorithm A defines a map from I t to x t ∈ X at each t ∈ [T ], as shown in (3) . Notice that the only requirement imposed by (3) is that it only uses past information and prediction information to compute the decision. The algorithm can either use gradient-based algorithms like our RHGD and RHAG, or optimization-based algorithms such as MPC, or any other methods no matter how complicated the computation is. However, we will show that even for such a broad class of online algorithms, there are fundamental limits on the online performance for both no-prediction case and W -prediction window case, and our proposed gradient-based algorithms nearly match these limits.
A. Lower bounds
In the following, we will first provide a lower bound on the dynamic regret for any online deterministic algorithm in the no prediction case, followed by some remarks on the lower bound. Then, we will present the fundamental limit for the scenario with a W -stage prediction window. Finally, we will provide more discussion on the results.
Theorem 3 (No prediction).
Consider the set of quadratic function sequences L T (L T , F X (α, α, G)), where α, G can be any positive values. Suppose T ≥ 1 and W = 0. For any online deterministic algorithm A , the dynamic regret is lower bounded by:
, and Q f = α+4β α .
Recall that the regret is defined over the supremum of the set L T of function sequences:
Roughly speaking, the lower bound indicates that for any online algorithm A without prediction, there exists a sequence of functions f 1 , . . . , f T from the quadratic function class F X (α, α, G) with path length L T such that
This demonstrates that no sublinear regret is possible if the path length is linear on T . Notice that similar impossibility results have been established for online optimization without switching cost [33] .
Comparing the lower bound with the upper bound of OGD in Theorem 1, we note that the upper bound of OGD matches the lower bound upto a constant term, which means that OGD with constant stepsize, as given in Section III, achieves a nearly optimal regret even though it only uses one step gradient calculation. We also note that similar results were established for online optimization without switching costs [33] .
The following theorem provides a lower bound for the prediction case.
Theorem 4 (W -prediction window). Consider the set of quadratic function sequences, L
where α, D can be any positive values. Suppose T ≥ 2W and W ≥ 1. For any online deterministic algorithm A , the dynamic regret is lower bounded by:
where ρ =
Similar to no prediction case, the lower bound for W -prediction window case indicates that for any online algorithm A with W ∈ [1,
T 2 ] prediction, there exists a sequence of functions f 1 , . . . , f T from the quadratic function class F X (α, α, αD) with path length L T such that
when L T ≥ D and
Next, we will discuss the dependence of the lower bounds on W and L T .
Dependence on the prediction window W ≥ 1.
Theorem 4 shows that when prediction window is not large, e.g., W ≤ T /2, the dynamic regret decays at most exponentially with prediction window W . In addition, to reach a regret value R, the prediction window W required by any online algorithm is at least:
by
).
On the other hand, by Theorem 2 and (1 − 1/ Q f ) W ≤ exp(−W/ Q f ), the prediction window W needed by RHAG to reach the same regret value R is at most
which is the same as the fundamental limit (18) up to a constant factor when Q f is large. Thus we say RHAG exploits online information in a near-optimal way given limited prediction (W ≤ T /2).
The near-optimal exploitation of online information by RHAG is quite surprising because RHAG only conducts a few gradient evaluations at each stage. Our intuition behind this result is the following: since only a small amount of online information is available, it is not necessary to use a lot of computation to exploit most of the information.
We also note that similar phenomena have been observed in simulation and in practice [30] [26].
We also want to point out that the factor Lastly, we briefly comment on the scenario when the prediction window W is very close to T . In this scenario, the major limiting factor to the performance is no longer the prediction information, but the computation power.
Since we do not restrict computation power of online algorithms when studying fundamental limits, the lower bound on the dynamic regret can be very close to 0. In the extreme case when W = T , the problem becomes an offline optimization, and the fundamental limit is equal to 0 because there are algorithms that can find the exact optimal solution. Since in practice, W is almost always small compared to T , we only consider small W in Theorem 4.
Dependence on the path length L T .
Notice that the lower bounds are different when L T ≥ D and when L T < D. We will first discuss each scenario one by one, then explain why lower bounds are different in these two scenarios.
When L T is large, or L T ≥ D, the lower bound depends linearly on L T . This means that given a O(T ) linear path length, there is no online algorithm that can achieve sublinear regret even with a finite prediction window. Notice that RHAG and RHGD's regret upper bounds also depend linearly on L T , so we can claim these two algorithms achieve an optimal dependence on the path length L T when L T ≥ D. We also point out that by definition, the path length L T is nondecreasing with T . Thus, given a large horizon T , it is very likely that L T ≥ D since D is a constant. Thus it is reasonable to say that our algorithms RHAG and RHGD are near-optimal with respect to L T . 2 , and we have
T . However, when there is no prediction, i.e., W = 0, this simple online algorithm can not be implemented because f t (·) is not available at stage t. This roughly explains the major difference between the no prediction and prediction cases.
Finally, we roughly explain why the lower bounds are different when L T ≥ D and L T < D. Remember that the dynamic regret is the supremum of C
given a path length budget L T . In the following, we will provide an intuitive but not rigorous analysis on how to allocate the budget L T in order to maximize
. Firstly, given a single-stage variation θ t −θ t−1 , we can roughly show that C
is about Ω( θ t − θ t−1 2 ) for any online algorithm A (Lemma 6 and 10). Now, given T -stage variation budget
is reachable by letting one stage variation use up all the budget, e.g.
T ) may not be reachable because one-stage variation is at most θ t − θ t−1 ≤ D. As a result, we consider another budget allocation rule: let θ t changes by D for
B. Proofs of the Lower Bounds
The proofs are based on constructions, and the main ideas behind the constructions are very similar for Theorem 3 and 4. Hence, in this subsection, we only present the proof for a special case: Theorem 4 when L T ≥ 2D. 5 The remaining proof of Theorem 4 and the proof of Theorem 3 are deferred to Appendix G and H respectively.
Recall that the dynamic regret is defined by
To show the lower bound, for any online deterministic A , we will construct a sequence
The major trick in our proof is that instead of constructing a specific cost function sequence, we will construct a random sequence and show that the inequality (19) holds in expectation. Therefore, there must exist one realization of the random cost functions satisfying (19) . The proof takes four steps:
. 2) Characterize the optimal solution
3) Characterize the online algorithm output x
A using (3) 5 To derive the lower bound when L T ≥ D, due to technical reasons, we apply slightly different proofs for the cases when D ≤ L T < 2D
and when L T ≥ 2D. The factor 2 in the term 2D is not restrictive and can be replaced with any factor larger than 1, and the only change in the lower bound will be the constant factor.
4) Prove the lower bound for
For simplicity, we consider one dimension case X ⊆ R. Without loss of generality, we consider x 0 = 0 and
Step 1: construct random {f t (·)} T t=1 : For any fixed α > 0, and β > 0, 6 we construct parameterized quadratic functions as below:
When θ t ∈ X, f t (x t ) is in the function class F X (α, α, αD), in addition, θ t = arg min X f t (x t ).
Now, constructing {f t (·)}
T t=1 becomes constructing the vector θ = (θ 1 , . . . , θ T ) . Notice that instead of designing specific θ for each online algorithm A , we will construct a random vector θ, as discussed below. At the beginning of each part, i.e., when t ≡ 1 (mod ∆) for 1 ≤ t ≤ T , we draw θ t i.i.d. from distribution
. For other stages in each part, we copy the parameter of the first stage of the corresponding part:
We will show in the next Lemma that for each realization of θ, the path length is no more than L T . The proof is deferred to the Appendix C.
Lemma 4. Consider the sequence {f
2 . For any L T ≥ 2D, define θ t as above.
Then the path length of {f t (x t )} T t=1 for every realization of θ t is no more than L T , i.e.
Step 2: characterize x * For the constructed quadratic function sequence {f t (·)} T t=1 in Step 1, the optimal solution x * admits a closedform solution: x * = Aθ. This closed-form solution specifies how x * t depends on the future cost functions, i.e., θ t+τ for τ ≥ 0. By analyzing the matrix A, we can show that the dependence decays at most exponentially. The above discussion is formally stated in the next Lemma, and proved in Appendix D.
Lemma 5. For any θ ∈ X T , there exists a matrix A ∈ R T ×T , such that x * = Aθ, where x * = arg min X T C T 1 (x). In addition, A's entries satisfy
When β = 0, the lower bound is trivially true.
, for τ ≥ 0 and T ≥ 1.
Step 3: characterize x
A
The key observation here is that the output x A t of any online algorithm A is a random variable determined by
for the constructed problem introduced in Step 1.
The reason is the following. By (3) and I 0 being deterministic, we have that x A t is a random variable determined by the random function sequence {f s (·)} t+W −1 s=1 , which is determined by {θ s } t+W −1 s=1 in our constructed problem (20) 
Consider a set of stages J defined by
It is straightforward that
for t ∈ J(Lemma 6), and ii) |J| ≥
where the last inequality is by Lemma 5.
Then, since C T 1 (x) is α-strongly convex, we have
where the last equality is by (21) .
Below are the formal statements of Lemma 6 and 7 whose proofs are in Appendix E and F respectively. Lemma 6. Given random θ as defined above, for any online deterministic algorithm A , we have
VI. A NUMERICAL STUDY: ECONOMIC DISPATCH
This section presents two numerical experiments: 1) an economic dispatch problem as introduced in Example 1 using real data; 2) a special problem where RHAG and MPC have similar performance. 
A. Economic Dispatch
In this subsection, we consider an economic dispatch problem, defined in Example 1, with three conventional generators with quadratic costs given below.
Besides, we consider a high-penetration of wind supply as shown in Figure 1 (b) where the data is from [38] . There are fluctuations in the RHAG's regret plot, which is unsurprising because Nesterov's accelerated gradient, the method RHAG is based on, usually suffers fluctuations [39] . Moreover, RHAG decays faster than RHGD, aligned with our theoretical results in Theorem 2. Finally, even though RHAG has larger regret than MPC, to reach the same dynamic regret, the prediction window needed by RHAG is almost twice the prediction window needed by MPC, demonstrating that RHAG exploits the prediction information almost as efficiently as MPC does. because it has poorer performance than RHAG. Notice that RHAG achieves very similar performance to MPC while using much less computation, demonstrating the main message of this paper: more computation will not necessarily improve the performance a lot under limited prediction information.
VII. CONCLUSION
In this paper, we study online convex optimization problems with switching costs and propose two computational efficient online algorithms, RHGD and RHAG. Our online algorithms only use W steps of prediction and only need W + 1 steps of gradient evaluation at each stage. We show that the dynamic regret of RHGD and RHAG decay exponentially fast with the prediction window W . Moreover, RHAG's decaying rate almost matches the decay rate of the lower bound of general online algorithms, meaning that RHAG exploits prediction information near-optimally while using much less computation. This means that in the online setting, more computation does not necessarily improve the online performance a lot.
There are many interesting future directions, such as i) generalizing the method to handle imperfect prediction, ii) regret analysis of other computational efficient online algorithms such as suboptimal MPC, iii) studying projectionfree algorithms to handle constraints to further reduce the computational complexity.
APPENDIX
A. Proof of Lemma 1
Proof. Remember that C
is α-strongly convex and l-smooth,
we only need to study Before the formal proof, we introduce a supporting lemma, which upper bounds the switching cost of OGD outputs.
Lemma 8. Given f t ∈ F X (α, l, G) for t = 1, . . . , T , and stepsize 1 l , the outputs of OGD {x t } T t=1 satisfy
where x 1 is chosen to be x 1 = x 0 , κ = (1 − α l ), θ t := arg min xt∈X f t (x t ) for 1 ≤ t ≤ T and θ 0 = x 0 .
Proof. Firstly, given x 1 = x 0 , we have 
Summing over t on both sides,
where the second line is by f t ∈ F X (α, l, G), and x T − θ T ≥ 0. The remainder of the proof is to bound T t=1 x t − θ t . By triangle inequality of Euclidean norm,
From Theorem 2.2.8 p.88 in [37] , we have
where the first inequality is by x 1 = θ 0 = x 0 , and the second one is due to x T − θ T ≥ 0.
Regrouping the terms in (24) gives us:
This inequality together with (22) proves the bound. Now we are ready to prove Theorem 1.
Proof of Theorem 1:
The first inequality is by throwing away negative term −β/2 x * t − x * t−1
2 . The second one is because θ t minimizes f t (x t ). The third one is from bounded gradient and Lemma 8. The fourth one is by (25) . The last one is by the definition of L T .
Then we have proved the upper bound on the dynamic regret by taking supremum on both sides of the inequality above.
C. Proof of Lemma 4:
According to the construction, for any realization of θ t , we have
In the following, we will show that K ≤ L T /D, then the proof is done. Remember the definition of ∆:
D. Proof of Lemma 5
The proof takes four steps: 
Notice that C T 1 (x) is strongly convex, then the first order condition is a sufficient and necessary condition for the unconstrained optimization min R T C T 1 (x):
By x 0 = θ 0 = 0 and canceling α on both sides, we can write the linear equation systems in the matrix form: Hx = θ where H is given as below:
Notice that H is strictly diagonally dominant, so H is invertible. Therefore, the optimal solution to the unconstrained optimization,x * = arg min R T C T 1 (x), is given bỹ
(II) The constrained optimization has the same solution. Since H is strictly diagonally dominant, then by Theorem 1 in [40] , we have
Besides, since H has negative off-diagonal entries and positive diagonal entries, and is strictly diagonally dominant, the inverse of H, denoted by A now, is nonnegative. Therefore, for each t,x * t can be written as a convex combination of elements in X:
By convexity of X, we havex * t ∈ X, then naturally,x * ∈ X T . As a result,
(III) Closed form expression of A.
Since matrix H has many good properties, such as strictly diagonal dominance, positive diagonally entries and negative off-diagonal entries, tridiagonality, symmetry, we can find a closed-form expression for its inverse, denoted by A now, according to Theorem 2 in [41] . In particular, the entries of A are given by a t,t+τ = α β u t v t+τ for τ ≥ 0 where
, ξ = α/β + 2. Since A is nonnegative and u t is apparently positive, we have v t ≥ 0 for all t.
(IV) Lower bound a t,t+τ for τ ≥ 0.
We will bound u t , v T and v t+τ /v T separately and then combine them together for a lower bound of a t,t+τ for τ ≥ 0.
First, we bound u t by
since t ≥ 1 and ρ < 1.
Next, we bound v T in the following way:
; the first inequality is by T ≥ 1, (ρ − ρ 2T −1 ) ≥ 0; the second inequality is by 0 < ρ < 1.
Then, we bound v t+τ /v T .
where the inequality is by 1 − (ξ − 1)ρ ≥ 0, v T ≥ 0, and the second equality is by ρ 2 − ξρ + 1 = 0.
Finally, combining three parts together,
Proof. Define a t = (a t,1 , . . . , a t,T ), c t = (0, . . . , 0, a t,t+W , . . . , a t,T ), and b t = a t − c t . By Lemma 5,
where the second last equality is because (x
and {θ s } T s=t+W are independent when t ∈ J; and the last equality is because E θ t = 0 for each t. Denote c t = (c t,1 , . . . , c t,T ) .
and θ k∆+1 are i.i.d. for k = 0, . . . , K − 1 with zero mean and var(θ t ) = D 2 /4. Thus,
where the last inequality is because c t is nonnegative with the first t + W − 1 entries being zero.
F. Proof of Lemma 7:
Before the proof, we introduce a supportive lemma.
Proof. Notice that if x ≥ 1, then x ≥ x/2. Thus, all we need to show is that
Proof of Lemma 7. Rewriting the definition of set J as
Then we have
where the first equality is straightforward after rewriting the set J, the first inequality is a property of floor and ceiling functons, the second inequality is by Lemma 9, the third inequality is by ∆ = T / L T /D ≤ T / L T /D + 1, the fourth inequality is by T ≥ 2W and L T ≤ DT , and the last inequality is because L T /D ≥ 2, and x ≥ 2 3 x when x ≥ 2.
G. The remaining proof of Theorem 4
There are two scenarios to be discussed: D ≤ L T < 2D, and 0 < L T < D. We do not consider L T = 0 because it is trivial. The proof will still be based on constructing parameters for the parameterized quadratic function given by (20) , but this time we will let the cost function changes only once because L T is small. It is easy to verify that for any realization of θ,
By Lemma 10 to be stated below, we have E x A − x * 2 ≥ E x . As a result, there must exist a sequence such that and {θ s } T s=t+W are independent when t = 1; and the fourth equality is because E θ t = 0 for each t.
Scenario 2: 0 < L T < D. The proof will be same except that at t = W + 1, let θ t follow the distribution
It is easy to verify that for any realization of θ, As a result, there must exist a sequence such that
H. Proof of Theorem 3
Remember that 0 ≤ L T ≤ DT , so we will discuss two scenarios: 0 < L T < D, and D ≤ L T ≤ DT (L T = 0 is trivially true), and construct different function sequences to prove the lower bound. The proof will be very similar to the proof of Theorem 4, we will first construct random sequence, then show that the lower bound holds in expectation. Without loss of generality, we let x 0 = 0.
Construction of random costs. For each 0 < L T < D, we consider the following construction of X ⊆ R 2 :
]
It is easy to verify that the diameter of X is D.
For any α > 0, consider the parametrized cost function:
where (x t ,ỹ t ) ∈ R 2 are parameters which may be outside the action space X. It is easy to verify that f t (x t , y t ;x t ,ỹ t )
belongs to function class F X (α, α, G), where Let (θ t , ϕ t ) = arg min X f t (x t , y t ;x t ,ỹ t ), and (x * , y * ) := (x 1 , y 1 , . . . , x T , y T ) = arg min X T C 
where the second inequality is by 
by x ≥ x/2 when x ≥ 1, and L T ≤ DT .
Then, by G = αD, Lemma 11 and 5:
