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a b s t r a c t 
Multiphase flow is a prevalent topic in many disciplines, and flow regime identification is an essential foundation 
in multiphase flow research. Computer vision and deep learning have achieved numerous excellent models, but 
many have not demonstrated satisfactory performance in fundamental research, including flow regime identi- 
fication. This research proposes an advanced pseudo-image feature (PIF) as the flow regime descriptor and a 
benchmark of multiple deep learning classifiers. The PIF simulates the image format and compactly encodes the 
flow regime to a pseudo-image, which explicitly displays the implicit flow regime signals. This research further 
evaluates three proposed and five existing popular deep learning classifiers. The proposed benchmark provides a 
baseline for applying deep learning in flow regime identification. The proposed fully convolutional network (FCN) 
classifier achieved state-of-the-art performance, and the testing and verification accuracy respectively reached 
99.95% and 99.54%. This research suggests that PIF has an excellent capability for flow regime representation, 
and the proposed deep learning classifiers achieve superior performance in flow regime identification compared 
to the existing classifiers. Industries can utilize the proposed multiphase flow identification technology to obtain 
greater production efficiency, productivity, and financial gain. 
1. Introduction 
Fluid flows concurrently inside the pipelines in a wide range of in- 
dustrial and engineering processes. Gas-liquid flows exist in chemical 
and petrochemical plants, condensers, power generation, nuclear en- 
ergy facilities, steam boilers, food processing, thermal engineering, and 
chemical reactors [ 1 , 2 ]. For accurate design and the operation of two- 
phase gas-liquid flow facilities, accurate prediction of the system’s pres- 
sure and pressure drop is required, and that prediction relies on a proper 
understanding and knowledge of the nature of the flow regimes in the 
system. In the production system, it is necessary to identify unwanted 
flow regimes in the conduit in a timely manner to help the flow con- 
trol system handle them on time and prohibit unwanted flow regime 
formation, such as a slug flow in the pipeline system. If a harmful flow 
regime, like a slug flow, is not detected on time, it can harm the platform 
equipment or even cause the plant to shut down [3] . 
Flow regime recognition has been extensively studied in recent years. 
One of the identification techniques is the application of invasive point 
sensors such as electrical or fiber optic, the hot wire anemometer, and 
pitot tubes [4–7] . The drawback of these techniques is the flow field, 
which is usually locally disturbed; furthermore, the boundaries between 
different flow regimes are subjectively defined [8] . 
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The deployment of multiple sensors is another technique for the iden- 
tification of flow regimes. Multiple sensors enhance the phase distri- 
bution’s temporal and spatial resolution and help to identify the flow 
regime’s features [ 9 , 10 ]. Multiple sensor applications require signal fu- 
sion, which improves the predictability of flow regimes. Multiple sen- 
sors’ typical arrangement with appropriate signal processing and phase- 
field reconstruction is often referred to as tomographic measurement 
[11–13] . Although tomographic principles have been studied for years, 
it is not yet widely accepted because it is capital intensive and has lim- 
ited applications. 
The tomography-based method is attractive because it is a non- 
invasive and non-intrusive signal acquisition from sensors situated on 
the edge of the vessel or pipeline. It provides the spatial distribution 
of the interfaces between different phases [14] . Tomographic methods 
based on radiation sources such as 𝛾-ray and x-ray have high imaging 
and spatial resolution accuracy, have received much attention, and have 
been applied in chemical, nuclear engineering, and food industries [15] . 
Kumar et al. [16] review 𝛾-ray and x-ray tomography applications in 
two-phase flow systems, demonstrating that it is costly and that its slow 
response hinders its broad application in industries. The applicability 
of tomographic methods must be restricted to ensure the safety of the 
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operators. Alternatively, harmless methods for routine use include ca- 
pacitance [17–19] , optical [ 20 , 21 ], and ultrasound techniques [ 22 , 23 ]. 
Considering that multiphase flow regimes’ apparent features are usu- 
ally hidden within random signal variations acquired through the de- 
ployment of a measuring instrument, signal analysis is highly paramount 
in the identification of various flow regimes. The extracted features from 
random flow signals are employed for the identification of flow regimes 
using some rule-based systems [24] . Although much research has been 
conducted to make the classification of flow regime perception bias- 
free, total objective flow regime identification has yet to be achieved. 
Moreover, to reduce the subjectivity of flow regime identification, vari- 
ous signal processing methods have been used [ 25 , 26 ] such as machine 
learning [ 27 , 28 ], soft computing methods [29–32] , and statistical meth- 
ods [33] . 
Classification is an interesting topic in computer vision and deep 
learning. Simonyan & Zisserman [34] discuss the influence of the in- 
creasing depth in the convolutional neural network (CNN) on pattern 
recognition and proposes the VGG (Visual Geometry Group) model to 
adapt to this increased depth. However, He et al. [35] observe that the 
increased depth introduces network degradation, so they propose the 
residual neural network (ResNet) to handle it. The DenseNet dramati- 
cally reduces the CNN scale, enhances the utilization of the feature map, 
and reduces the vanishing gradient [36] . The MobileNet focuses on the 
feasibility of neural networks on mobile and embedded devices [37] . 
Moreover, Zoph and Shlens [38] further propose the NASNet, which 
attempts to utilize one neural network to design another. 
Although much research has been conducted on two-phase flow 
regime recognition in different single pipeline configurations such as 
horizontal pipes, inclined pipes, or vertical pipes, a limited amount of 
research has been carried out on complex pipeline configurations such 
as S-shaped, U-shaped, Lazy S-shaped, and catenary [3] . In this paper, 
an ultrasonic sensor and deep learning method are applied to classify 
different flow regimes in a two-phase gas-liquid S-shaped pipeline-riser 
system. 
Deep learning has demonstrated remarkable capability in signal pro- 
cessing and pattern recognition, which has led to numerous achieve- 
ments in image classification, autonomous driving, and human behav- 
ior analysis [ 39 , 40 ]. Most of the current popular classifiers are trained 
using the ImageNet [41] , such as VGG, ResNet, DenseNet, MobileNet 
[37] , and NASNet [38] . For further reading, other related works can be 
found in [42–46] . This paper proposes the applicability of transferring 
computer vision and deep learning technologies into the popular and 
challenging multiphase flow regime identification. 
This paper aims to identify the gas-liquid two-phase flow regime in 
an S-shape pipe, which is a typical case in the multiphase flow indus- 
tries. When liquid and gas flow through a pipe, different flow patterns 
can be observed, such as annular, bubbly, churn, or slug flows [24] . The 
conventional flow regime identification method uses the vision recogni- 
tion method [ 47 , 48 ], mostly affected by experience and human factors. 
Thus, the efficiency and reliability are highly limited [49] . 
The contributions of this paper are summarized as follows: First, it 
proposes a new feature extraction algorithm for the two-phase flow ul- 
trasonic signal’s preprocessing, the pseudo-image feature (PIF) extrac- 
tion algorithm. Second, it proposes a flow regime identification bench- 
mark using the PIF and various deep learning classifiers (three proposed 
and five existing popular classifiers). Third, this paper encodes the flow 
regime signals into the pseudo-image format, which displays the implicit 
signals with an explicit formation. This research further visualizes, in 
graphical form, the data flow in the proposed fully convolutional net- 
work (FCN) classifier to facilitate the analysis. 
2. Measurement sensor and specification 
The Doppler effect is the frequency fluctuation of an acoustic wave 
when there is movement between the source and the acoustic receiver, 
where the frequency change is proportional to the source acoustic veloc- 
ity [50] . The source acoustic velocity is acquired by estimating the shift 
in frequency between the source and the acoustic receiver as illustrated 
in Fig. 1 (b). In the Doppler flowmeter, an acoustic beam is continuously 
released from the transducer into the flow. The beam is then reflected 
by the moving fluid scatterers, which could be bubbles in the flow [51] . 
The scattered fluid acoustic beam is then received by another ultrasonic 
transducer, and the fluid velocity is calculated with the frequency shift 
based on Doppler effects. 
The ultrasonic Doppler used in this paper is DFM-2, a commercial, 
non-intrusive flowmeter. It acquires the ultrasonic raw signals, calcu- 
lates the shift in Doppler frequency of the ultrasonic signals reflected 
from fluid discontinuities like bubbles in the flowing fluid, and esti- 
mates the flow velocity [ 24 , 52 ]. Other specifications of the flow meter 
used in the experiment are given in Tab. 1 . 
3. Test rig and experimental procedure 
3.1. Two-phase flow test rig setup 
The experiment was carried out on a multiphase flow S-shaped riser 
at Cranfield University’s oil and gas center. The 2 inch multiphase flow 
system contained a 40 m horizontal pipeline, 5.5 m vertical pipe lower 
section, 1.5 m downcomer, 3.5 m topside section, and 5.7 m vertical 
upper section [53] . The S-shaped multiphase loop test section had a 
transparent pipe for visual observation of the flow regime. The multi- 
phase flow loop was controlled using DeltaV, a Fieldbus-based supervi- 
sory control and data acquisition (SCADA) software provided by Emer- 
son Process Management. The schematic representation diagram of the 
multiphase flow loop is depicted in Fig. 2 . The bank of two compressors 
connected in parallel supplied the air to the test loop. The air from the 
two compressors was collected in an 8 m 3 capacity receiver to minimize 
the pressure variation from the compressor. The air from the receiver 
passed through the coarse, fine, and medium filters, and then through 
a cooler, where condensates present in the air were removed [24] . A 
12.5 m 3 capacity water tank supplied the water to the flow facility em- 
ploying two multistage Grundfos CR90-5 pumps. The water pump had 
a duty of 100 m 3 /hr at 10 bar and was metered by a 1-inch Rosemount 
8742 magnetic flow meter (up to 7.36 l/s) and a 3 inch Foxboro CFT50 
Coriolis meter (up to 30 kg/s). 
3.2. Ground-truth dataset 
The ground-truth data used in this paper are from an open dataset, 
the two-phase flow Doppler signals dataset, which can be found on Cran- 
field Online Research Data (CORD). The specific details of the experi- 
ment are not the focus of this paper, and can be found in [53] . This 
section focuses on the format of the data. 
The ground-truth data were acquired from 125 ground-truth exper- 
iments with different gas-liquid ratio settings. The data recording time 
for each experiment was about two minutes, and 1.3 million discrete 
Doppler signal digits were collected in each experiment. In this way, 
the original ground-truth data used in this study could be understood as 
125 one-dimensional vectors, each vector with a length of 1.3 million 
digits. Notably, the maximum frequency of the gas-liquid flow Doppler 
signal should have been lower than 2 kHz according to the physical 
limitations of the ground-truth experiment rigs. Each experimental da- 
tum has been labeled the ground-truth flow regime using the objective 
method. 
4. Data preprocessing 
4.1. Pseudo-image feature (PIF) algorithm 
The proposed PIF extraction algorithm describes the flow regime 
more explicitly. The ultrasonic Doppler signal obtained from Section 3 is 
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Fig. 1. Ultrasound Doppler principle. [24] . 
Tab. 1 
Continuous-wave ultrasonic Doppler flowmeter specifications 
Model DFM-2 
Maker United Automation Ltd., Southport, U.K. 
Analogue output Active 4-20 mA 
Velocity range 0 to 19.99 feet per second velocity by Liquid Crystal Display (LCD). 
Repeatability 1% of reading. 
Indicator Sufficient signal strength only when the green Light Emitting Diode (LED) is on 
Temperature Instrument 0 to 50°C. Standard sensor -30 to 70°C. HT sensors are available up to 120°C. 
a 1D time-domain signal. Fig. 3 (a) (a) illustrates the raw data with wave- 
form. It is clear that the original time-domain signal is a complex and 
unintuitive representation, and it is difficult to directly read the valid 
information. Moreover, the original signal only correlates along a sin- 
gle dimension (the time axis). The PIF extraction algorithm builds more 
information correlation in higher dimensions, which describes the flow 
regime information in a more compact but explicit way. A digital im- 
age is composed of multiple channels of image layers, the data in each 
layer containing the 2D correlations (height and width axis). The data 
between different image layers are independent of each other, and the 
different layers are named as the different channels. This research im- 
itated the image structure and constructed the flow state signal into a 
pseudo-image structure, because the image is an intuitive signal. 
According to Nyquist’s theorem, a wavelength greater than twice 
the highest frequency contains all the information of a complete cy- 
cle. Therefore, another task of the preprocessing phase is to reasonably 
expand the number of samples used for the ensuing deep learning clas- 
sifiers training. The PIF extraction algorithm also uses a twin-window 
strategy, which is similar to the twin-window feature extraction (TFE) 
algorithm [24] . Fig. 3 depicts the detailed process of the PIF extraction 
algorithm (the pseudocode of the PIF extraction algorithm can be found 
in the Appendix). Fig. 3 (a) red region corresponds to the data formation. 
Fig. 3 (b) uses a single experimental record as an example. 
The first step is shown in Fig. 3 (b) (the green box). The PIF algorithm 
uses window A to intercept a part of the original experimental data. The 
amount of data intercepted by window A is the information capacity 
available for a single PIF. 
The second step is illustrated in Fig. 3 (c) (the blue box) and Fig. 3 (d) 
(the purple box). The PIF algorithm further uses window B to intercept 
a portion of the data from window A, then fast-Fourier transforms the 
Doppler signal from the time domain to the frequency domain. The PIF 
further uses another smaller window (window B) to prevent amplitude 
leakage from the FFT. Window B slides and traverses the entire window 
A. Subsequently, the frequency domain transform results of all window 
Bs are averaged and counted as the pseudo-image feature of one channel 
(as shown in Fig. 3 [d]). Eq. (1) illustrates the numerical relationship 
between L WB and the feature value in the corresponding channel. While 
feature C refers to the feature value in channel No. C, N WB refers to the 
amount of window B. fft refers to the fast Fourier transform operation. 
L WBi refers to the length of window B No. i, and N fft refers to the sampling 
amount of FFT. 
𝒇 𝒆 𝒂 𝒕 𝒖 𝒓 𝒆 𝒄 = 
∑𝑵 𝑾 𝑩 
1 
𝒇 𝒇 𝒕 
(
𝑳 𝑾 𝑩 𝒊 , 𝑵 𝒇 𝒇 𝒕 
)
𝑵 𝑾 𝑩 
(1) 
Fig. 3 (e) (the red box) illustrates the fourth step. Notably, PIF’s aim is 
to summarize and reserve the distinguishment among the flow regime’s 
signals instead of restoring the general information. This research trans- 
forms the tediously long 1D information association into a compact, 
higher-dimensional information association. In an individual PIF chan- 
nel, the height axis distributes various frequency ranges from low to 
high, while the width axis distributes the frequency from low to high. 
Thus, each channel corresponds to a specific frequency distribution in a 
2D format. The channel axis distributes the value of N fft , which explic- 
itly corresponds to the FFT sampling resolution. This 3D format com- 
pactly and explicitly encodes the flow regime information. 
4.2. Pseudo-image-feature (PIF) experiments 
Fig. 3 (e) shows the eventual PIF, which is remarkably similar to the 
structure of the real image. This research used the strategy of the control 
variates to study the impact of the PIF hyper-parameters. Table 2 dis- 
plays the experimental settings; this section focuses on the design theory 
for each hyper-parameter. 
The step size of window B ( S WB ) represents the overlapping length 
of the adjacent window Bs, which directly corresponds to the number of 
window Bs in a single window A ( N WB ). Eq. (2) indicates the numerical 
3 
B. Kuang, S.G. Nnabuife and Z. Rana Chemical Engineering Journal Advances 5 (2021) 100060 
Fig. 2. Schematic diagram of the S-shape rig. [24] . 
Tab. 2 
The PIF hyper-parameters experimental settings on the flow regimes dataset. While 
“idx ” refers to the experimental index, “h ”, “w ”, and “c ” respectively correspond to 
the height, width, and N channel of the output PIF. The “/ ” represents not applicable. 
“5,120–8,192 ” refers to a range between 5,120 and 8,192 digits. 
idx L WB N WB (h, w, c) N fft L WA S WA N PIF 
Unit digits WB digits / digits digits PIFs 
1 5,120-8,192 8 (1 ∗ 256 ∗ 9) 512 30,000 2,500 63,500 
2 5,120-8,192 8 (1 ∗ 256 ∗ 9) 512 50,000 2,500 62,500 
3 5,120-8,192 16 (1 ∗ 256 ∗ 9 ) 512 30,000 2,500 63,500 
4 5,120-8,192 24 (1 ∗ 256 ∗ 9) 512 50,000 2,500 62,500 
5 5,120-8,192 16 (1 ∗ 256 ∗ 17 ) 512 30,000 2,500 63,500 
6 5,120-8,192 16 (1 ∗ 256 ∗ 17 ) 512 50,000 2,500 62,500 
7 5,120-8,192 16 (1 ∗ 1,024 ∗ 7 ) 2,048 50,000 2,500 62,500 
8 5,120-8,192 16 (1 ∗ 512 ∗ 7) 1,024 50,000 2,500 62,500 
9 5,120-8,192 16 (1 ∗ 512 ∗ 7) 1,024 50,000 2,500 62,500 
10 5,120-8,192 16 (1 ∗ 256 ∗ 7) 512 50,000 2,500 62,500 
11 5,120-8,192 16 (1 ∗ 1,024 ∗ 3 ) 2,048 50,000 2,500 62,500 
12 5,120-8,192 16 (1 ∗ 512 ∗ 3) 1,024 50,000 2,500 62,500 
13 5,120-8,192 16 (1 ∗ 256 ∗ 3 ) 512 50,000 2,500 62,500 
14 5,120-8,192 16 (1 ∗ 128 ∗ 3) 256 50,000 2,500 62,500 
15 5,120-8,192 16 (1 ∗ 1,024 ∗ 3) 2,048 30,000 2,500 63,500 
16 5,120-8,192 16 (1 ∗ 1,024 ∗ 3) 2,048 10,000 2,500 64,500 
17 5,120-8,192 16 (1 ∗ 1,024 ∗ 3) 2,048 100,000 2,000 75,000 
18 5,120-8,192 16 (1 ∗ 256 ∗ 9) 512 30,000 1,250 127,000 
19 5,120-8,192 16 (1 ∗ 1,024 ∗ 3) 2,048 50,000 1,250 125,000 
20 5,120-8,192 16 (48 ∗ 64 ∗ 1) 2,048 50,000 1,250 125,000 
21 5,120-8,192 16 (32 ∗ 32 ∗ 3) 2,048 50,000 1,250 125,000 
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Fig. 3. Illustration of the process of the PIF algorithm for one pseudo-image feature. (a) refers to the flow regime dataset discussed in Section 3 . (b), (c), (d), and 
(e) depict the preprocessing phase in Section 4 . (b) refers to the window A process in the PIF algorithm; (c) refers to the window B process in the PIF algorithm. (d) 
shows the frequency spectrum from the fast Fourier transform. (e) simulates the image form and encodes the pseudo-image feature. 
relationship between S WB and N WB . The two ends of the FFT had ampli- 
tude leakage, which this study used the twin-window strategy [24] to 
overcome. Although small S WB can greatly reduce the amplitude leak- 
age, the corresponding averaging smoothness S WB decreases the details 
of the flow regime, which suppresses the ability to further improve accu- 
racy. Experiments (1), (2), (3), and (4) tested four different N WB values: 
8, 16, 24, and 48 window Bs. 
𝑵 𝑾 𝑩 = 
𝑳 𝑾 𝑨 − 𝑳 𝑾 𝑩 
𝑺 𝑾 𝑩 
+ 1 (2) 
The length of window A ( L WA ) corresponds to the maximum infor- 
mation available for encoding an individual PIF. Small L WA decreases 
the representation capability of the PIF. Large L WA increases the N WB , 
which increases the averaging smoothness. That is the main reason the 
TFE algorithm [24] is difficult to further improve. This study compared 
the effects of L WA through Experiments (2), (3), (5), (6), (11), (15), (16), 
and (17). The maximum L WA was 50,000 digits, which was the value 
used in the TFE algorithm [24] . 
The length of window B ( L WB ) corresponds to the length for one FFT. 
According to the Nyquist theorem, the signal length of the frequency 
domain transform should be as close as possible to twice the maximum 
frequency. It normally sets a value between 2.36 and 4 in practical use, 
which corresponds to the range of 5,120 to 8,192 digits in this research. 
The change rate of the length of window B ( ΔLWB ) corresponds to 
the number of channels ( N channel ) for a single PIF. Eq. (3) indicates the 
numerical relationship between N channel and ΔLWB , where L WB − max and 
L WB − min represent the maximum and minimum L WB . Experiments (3), 
(5), (6), (7), (11), and (13) chose three different channel amounts: 3, 9, 
and 17 channels. 
𝑁 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 
𝐿 𝑊 𝐵− 𝑚𝑎𝑥 − 𝐿 𝑊 𝐵− 𝑚𝑖𝑛 
Δ𝐿𝑊 𝐵 
+ 1 (3) 
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Table 3 
The result of the experiments in Tab. 2 . “idx ” refers the experimental index. acc train , acc test , and acc valid respectively refer to the 
training, testing, and validation accuracy. loss train , loss test , and loss valid respectively refer to the training, testing, and validation 
loss. “cce ” refers to the categorical cross entropy, while “mse ” refers to the mean squared error. “cb ” refers to the call-back 




loss train acc test 
(%) 
loss test acc valid 
(%) 
loss valid 
cb(epoch) lr cce mse cce mse cce mse 
1 94.89 0.1291 0.0186 88.41 0.3255 0.0438 88.71 0.3140 0.0423 500 0.00001 
2 96.88 0.0808 0.0116 91.90 0.2229 0.0305 92.39 0.2108 0.0286 500 0.00001 
3 93.99 0.1474 0.0215 91.22 0.2233 0.0320 91.33 0.2193 0.0320 500 0.00001 
4 97.47 0.0662 0.1438 94.93 0.1438 0.0194 94.30 0.1570 0.0212 500 0.00001 
5 89.93 0.2439 0.0357 91.03 0.2164 0.0320 90.07 0.2439 0.0359 64 0.00001 
6 95.18 0.1226 0.0179 92.78 0.1847 0.0270 91.89 0.1980 0.0291 592 0.000005 
7 99.61 0.0123 0.0015 99.47 0.0157 0.0021 99.45 0.0172 0.0022 186 0.00001 
8 99.7 0.0084 0.0011 97.52 0.0913 0.0103 97.27 0.1013 0.0112 147 0.00003 
9 97.97 0.0548 0.0076 94.61 0.1594 0.0210 94.63 0.1721 0.0218 365 0.00001 
10 94.31 0.1434 0.0209 81.51 0.2211 0.0315 91.10 0.2242 0.0322 147 0.00001 
11 99.37 0.0187 0.0024 99.49 0.0171 0.0024 99.34 0.0197 0.0027 201 0.00001 
12 99.46 0.0159 0.0021 97.96 0.0662 0.0087 97.60 0.0738 0.0093 197 0.00003 
13 98.15 0.0486 0.0069 93.81 0.1949 0.0247 93.71 0.1859 0.0239 237 0.00001 
14 91.18 0.2082 0.0308 90.50 0.2244 0.0344 91.22 0.2084 0.0309 40 0.00003 
15 99.88 0.0044 4.9295 
∗ e-4 
99.22 0.0245 0.0030 99.35 0.0210 0.0027 149 0.00003 
16 86.91 0.3236 0.0469 82.66 0.4818 0.0661 82.02 0.5043 0.0683 30 0.00003 
17 99.93 0.0030 3.2469 
∗ e-4 
99.93 0.0015 2.1949 
∗ e-4 
99.94 0.0013 1.8122 
∗ e-4 
500 0.00001 
18 95.28 0.1172 0.0171 93.29 0.1762 0.0249 93.11 0.1744 0.0251 1000 0.000008 
19 99.70 0.0093 0.0012 99.66 0.0105 0.0013 99.65 0.0101 0.0013 500 0.00001 
20 99.69 0.0093 0.0012 99.66 0.0105 0.0013 99.65 0.0101 0.0013 500 0.00001 
21 97.20 0.0180 0.0104 97.66 0.0599 0.0087 97.77 0.0553 0.0081 300 0.00001 
The step length of window A ( S WA ) directly corresponds to the total 
amount of PIF ( N PIF ) that can be generated. Eq. (4) represents the nu- 
merical relationship between the length of a single experimental datum 
( L signal ), L WA , S WA , and N PIF . The original signal is particularly long and 
contains multiple cycles, and it is reasonable to divide it into smaller 
pieces. Large S WA decreases the N PIF , which causes more risks for over- 
fitting in the ensuing deep learning training. Small S WA creates too many 
similar PIF samples, which is not helpful for deep learning training. This 
study compared the effects of different S WA on PIF performance through 
Experiments (11), (18), and (19). It used 125% and 62.5% of the max- 
imum frequency for the S WA , which ensured enough differentiation be- 
tween adjoining PIFs. 
𝑁 𝑃𝐼𝐹 = 
𝐿 𝑠𝑖𝑔𝑛𝑎𝑙 − 𝐿 𝑊 𝐴 
𝑆 𝑊 𝐴 
+ 1 (4) 
The experiments for all hyper-parameters of the PIF algorithms were 
tested using the DNN-based classifier proposed in Section 4 . 
5. Deep learning classifiers 
Ten classifiers (from eight deep learning architectures) were tested 
with the PIF, which included the three proposed classifiers and five exist- 
ing popular classifiers. Based on the test results of these 10 deep learning 
classifiers, this paper proposes a benchmark for the gas-liquid two-phase 
flow regime identification. This section focuses on the three proposed 
classifiers: the classifier based on the deep neural network (DNN), that 
based on the convolutional neural network (CNN), and that based on 
the fully convolutional network (FCN). They all demonstrated better 
performance in flow regime identification than the other seven existing 
classifiers. 
To ensure the fairness and comparability of the experiments in 
Tab. 3 , this paper only uses the DNN-based classifier to evaluate all the 
PIF hyper-parameter settings. 
5.1. Proposed DNN-based classifier 
Fig. 4 illustrates the structure of the proposed DNN-based flow 
regime classifier. The fully connected neural network has excellent data 
analysis capability, so it is a suitable evaluator for the experiments in 
Tab. 1 . The DNN classifier has four hidden layers, and each hidden 
layer is followed by a LeakyReLU activation layer, a batch normalization 
layer, and a dropout layer with a rate of 20%. The four hidden layers 
respectively lay out with 2,048, 2,048, 1,024, and 1,024 neurons, which 
represents a gradually tightening structure. The green area is the output 
layer with the Softmax activation. 
5.2. P roposed CNN-based classifier 
Fig. 5 displays the structure of the CNN-based flow regime classifier. 
As introduced in Section 4.1 , the PIF algorithm builds the information 
associations in the higher dimensions (height, width, and channel di- 
mension); however, the DNN classifier does not make full use of the 
information associations. The proposed CNN-based classifier consists of 
a convolutional part and a fully connected part. The convolutional part 
builds the deep associations through the convolutional kernels, while 
the fully connected part collects the information from the convolutional 
part. Fig. 5 (b) illustrates the convolutional part, which contains seven 
convolutional layers. The stride value in the even layers is two. The first 
six convolutional layers all consist of a zero-padding layer, a convo- 
lutional layer, and a LeakyReLU activation layer. The last convolution 
has only one convolutional layer and one LeakyReLU activation layer. 
The orange cube in Fig. 5 (c) depicts a flattened layer: the output of the 
convolution part is flattened into a one-dimensional vector and inputted 
into the fully connected part. Because the convolution part conducts the 
information refining, the fully connected part can be on a smaller scale. 
Fig. 5 (c) illustrates the fully connected part, which contains two hidden 
layers, each hidden layer containing 1,024 neurons. 
5.3. Proposed FCN-based classifier 
The left side of Fig. 6 illustrates the proposed FCN-based classifier. 
The FCN-based classifier only uses the convolutional structures. In addi- 
tion, the parameter sharing of the convolution operation makes the FCN 
classifier more robust to the input size. The left side of Fig. 6 contains 11 
hidden convolutional layers. The first six hidden layers follow the pat- 
tern of a zero-padding layer, a convolutional layer, and a LeakyReLU 
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Fig. 4. The structure of the proposed DNN-based flow regime classifier. (a) (the grey region) contains the PIF with a size of 32 digits in height, 32 digits in width, 
and 3 channels. (b) (the orange region) refers to the input layer. (c) (the green region) refers to the hidden layers. (d) (the blue region) refers to the output layer. 
Fig. 5. The structure of the proposed CNN-based flow regime classifier. (a) (the grey region) refers to the PIF data from Section 4.2 . (b) (the yellow part) refers to 
the convolution part. (c) (the orange part) refers to the fully connected part. The yellow cube refers to the input layer, the blue cubes refer to the odd convolution 
layers, the green cubes refer to the even convolution layers, the orange cube refers to the flatten operation, the green nodes refer to the two hidden layers, and the 
blue nodes refers to the output layer. 
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Fig. 6. The structure of the proposed FCN and the process visualization of the convolutional blocks. The unit of the tensor dimension is digits. The entire visualization 
has been resized for proper display. 
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Fig. 7. The PIFs of the flow regimes using the PIF extraction algorithm. All displayed PIFs have been reshaped to the proper size for illumination in the paper. (a) 
shows the random-selected PIF cases among all four flow regimes. (b) uses the slugging flow PIF from PIF Case 1 in (a) to illustrate the amplitude distribution in a 
single PIF. (c) shows the visualization color bar, the “nipy_spectral ”. 
activation layer. The stride length of the even layer is two. The seventh 
layer has only a convolutional layer and a LeakyReLU activation layer. 
The last three convolutional layers use the kernel size of one-times-one, 
and the channels are 2,048, 2,048, and 1,024, respectively. 
6. Results and analysis 
This research used the following hardware: a Dell workstation with 
GTX1080 GPU (6 GB graphic memory), i7-7700 CPU, and 32 GB mem- 
ory. The operating environment was Ubuntu 18.04, CUDA 10.2. The 
deep learning platform was TensorFlow 2.2 [54] . All pseudo-image vi- 
sualizations used the nipy_spectral color bar of Matplot library. 
6.1. The pseudo-image feature (PIF) 
6.1.1. Qualitative results and analysis of the PIF 
Fig. 3 (d) depicts the spectral distribution of the flow regime signal, 
with three rows corresponding to three L WB . The amplitude distributions 
among the three channels follow similar patterns, but small differences 
also exist. The PIF algorithm encoded these similar patterns and differ- 
ences using the paralleled channels structure, which solved the average 
blur problem of the TFE algorithm [24] . The experiments in Tab. 2 also 
proved that this change significantly improved the accuracy of the flow 
regime identification. Fig. 3 (e) splits the three signal rows in Fig. 3 (d) 
into three channels and reshapes them into the pseudo-image feature on 
the right side of Fig. 3 (e). The middle of Fig. 3 (e) depicts the process of 
combining multiple channels into a pseudo-color image. The numerical 
process is shown in Eq. (5) . To the left of Fig. 3 (e) is the eventual PIF. 
𝑰 𝒎 𝒂 𝒈 𝒆 𝑷 𝑰 𝑭 = 
∑𝒄 = 𝑵 𝒄 
𝒄 =0 
𝒇 𝒆 𝒂 𝒕 𝒖 𝒓 𝒆 𝒄 
𝑵 𝒄 
(5) 
This research randomly selected four sets of PIF from the four flow 
regimes in Fig. 7 (a). Fig. 7 (b) approximately divides the PIF into six 
graphics zones. Zone A corresponds to a short frequency domain with 
small amplitudes, which are mostly blue or green. Zone B has varied 
amplitudes with larger values, which are mostly red or yellow. Zone C 
shows green. Zone D corresponds to a shorter frequency range, and the 
amplitude is dark blue. The amplitudes of Zones E and F are smaller and 
are filled with purple and black. Compared with the original flow regime 
signals in Fig. 3 (a), the PIFs of Fig. 7 have more explicit readability. The 
PIF assists researchers in visually understanding flow regime signals, 
which allows more vision-based research to be extended to the field of 
multiphase flow. 
The flow regime ultrasonic signal is a one-dimensional waveform 
signal with a low signal-to-noise ratio. One of the PIF algorithm’s con- 
tributions is to map the implicit one-dimensional flow regime ultrasonic 
signal into the two-dimensional Euclidean space. The four flow regimes 
can identify through the distribution among Zones A/B/C/D/E/F. Al- 
though the PIF algorithm has converted the implicit waveform signal 
to the graphical signal on the Euclidean space, the combination among 
all seven zones is still a highly complicated human discrimination mis- 
sion. Therefore, this paper introduces the fully convolutional network 
(FCN), which supplies powerful analysis capabilities for Euclidean space 
(as shown in Fig. 6 ). The convolutional network is a process of remov- 
ing invalid information and inheriting valid information. After the first 
convolution block, Zone F of the slugging flow PIF is enlarged, Zone F of 
the bubbly flow PIF almost disappears, and Zone D is slightly expanded. 
The chum flow’s Zone F narrows, Zone D is substantially broadened, 
and Zone B is narrowed. Zone D of the annular flow PIF is narrowed, 
and Zone B almost disappears. This trend is further amplified after the 
second convolution block, and the chum flow PIF signal is identified 
(dark blue). In the third convolution block, the slugging flow PIF is also 
clearly identified (orange). The fourth convolution block distinguishes 
the bubbly flow PIF (purple). This process reflects the powerful anal- 
ysis capabilities of convolutional networks based on deep learning for 
complex signals. 
Table 3 illustrates the results of the PIF hyper-parameter test in 
Table 2 . The dataset used in this research consists of two lists, each ele- 
ment in the first list (the input list) containing a single training sample 
(PIF), and each element in the second list (the output list) containing a 
single label. It is clear that the input list elements and the output list ele- 
ments are in one-to-one correspondence, and the lengths of the two lists 
are equal. To overcome the categorical bias, this study first conducted 
a random shuffle of the dataset. It then divided the dataset using a ratio 
of 6 to 2 to 2. Sixty percent of the data formed the training set, while 
20% of the data formed the testing set, which cross-validated the over- 
fitting or underfitting level. The remaining data formed the validation 
set. The validation set did not participate in the training process, which 
validated the model’s performance when it stopped training. It is worth 
noting that the flow labels encoded with the one-hot form, which trans- 
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Fig. 8. The quantitative result of Experiment 21 in Tab. 2 . (The benchmark of the proposed DNN flow regime classifier in Section 5.1 .) 
formed multi-classification into four binary classifications. The one-hot 
label was able to avoid the gradient blur from the intermediate val- 
ues, so the classifier was easier to converge. The shuffled flow regime 
dataset was divided into training, testing, and validation sets according 
to a 60%/20%/20% ratio. “cb ” refers to the call-back setting, which is 
either the converge point or the fixed training epoch value. The learning 
rate was 0.00001, the batch size was 1024 samples, the loss was cate- 
gorical cross-entropy, and the metric used accuracy and mean square 
error (MSE). 
6.1.2. Quantitative results and analysis of the PIF experiments 
This research compared all 20 experimental results with the state- 
of-the-art [24] . Notably, this research utilized the same data as that 
used by Nnabuife et al. [24] , which makes the results more convincing 
and comparable. This section focuses on an illustration and explanation 
of the results, while a more detailed cross-comparison is discussed in 
Section 6.1.3 . 
The four essential indexes for evaluating the deep learning classifi- 
cation model are accuracy trend curves, loss trend curves, the testing 
confusion matrix, and validation confusion matrix. It is critical to dis- 
play all 20 experimental results completely and credibly. Thus, all the 
experimental results are presented at the end of Section 6.1.3 ( Fig. 11 - 
30 ). Each experimental result is divided into (a) (b) (c) and (d) sub- 
figures, which correspond to the four essential indexes. 
The two significant challenges of deep learning models are under- 
fitting and overfitting. This research uses the accuracy trend curve and 
the loss trend curve to evaluate the models. Both accuracy and loss are 
global indicators. The confusion matrix of the testing set and valida- 
tion set display the model’s classification results for each flow regime in 
detail. The accuracy trend curve represents the overall performance of 
the proposed model on multi-classification problems. It can be further 
divided into training accuracy trend curves (blue curves) and testing 
accuracy trend curves (red curves). An increase in training accuracy in- 
dicates that the model is still learning on the training set; otherwise, it 
indicates that the model is overfitting. An increase in validation accu- 
racy indicates an increase in the model’s generalization ability; other- 
wise, the generalization ability decreases, and the model is underfitting. 
When the accuracy curves are insufficient to represent the model’s sta- 
tus, the loss curves can reveal more information. The loss trend curves 
can also be divided into training loss trend line (red curves) and test- 
ing loss trend line (blue curves). A decrease in training and testing 
loss indicates that the model is still learning; otherwise, the model is 
overfitting. 
The gray-scale color used in the confusion matrix represents the 
absolute number of samples corresponding to each category, and the 
color bar is displayed on the right. The red number represents the cor- 
responding accuracy value, which is a relative value. The vertical axis 
refers to the ground-truth labels (corresponding to True and False la- 
bels). The horizontal axis refers to the predicted labels (corresponding 
to the Positive and Negative predictions). The confusion matrix’s diago- 
nal blocks represent the True-Positive value, the upper-right blocks rep- 
resent the False-Positive value, and the lower-left blocks represent the 
True-Negative value. Ideally, the deeper the diagonal blocks’ grayscales 
are, and the larger the diagonal blocks’ accuracy values are, the better 
the result. 
Fig. 11 presents the results of Experiment 1 ( Table 2 ). The DNN clas- 
sifier converged in about 100 epochs, then entered the overfitting state. 
The training curves ( Fig. 11 [a] and [b]) were relatively smooth, which 
indicates that the model was relatively stable. The confusion matrix 
( Fig. 11 [c] and [d]) indicates that Experiment 1 demonstrated insuf- 
ficient ability in recognizing slugging, churn, and annular flow regimes, 
which shows lower performance than Nnabuife et al. [24] . 
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Fig. 9. The benchmark of the proposed CNN flow regime classifier in Section 5.2 . 
Fig. 12 presents the results of Experiment 2 ( Table 2 ). The DNN clas- 
sifier converged in about 80 epochs, and the subsequent overfitting de- 
gree was less than in Experiment 1. The training curves ( Fig. 12 [a] and 
[b]) were also very smooth. The confusion matrix ( Fig. 12 [c] and [d]) 
indicates that although Experiment 2 did not demonstrate better perfor- 
mance than Nnabuife et al. [24] , it achieved better results than Experi- 
ment 1. It is noteworthy that Experiment 2 improved the final result of 
the model while reducing the difficulty of convergence. 
Fig. 13 presents the results of Experiment 3 ( Table 2 ). The DNN 
classifier converged in about 600 epochs. Although Experiment 3 im- 
proved the performance of the PIF, the learning difficulty increased 
(more epochs were needed to achieve convergence). Experiment 3 re- 
duced the degree of overfitting, and the curves became more smooth 
( Fig. 13 [a] and [b]). The confusion matrix ( Fig. 13 [c] and [d]) indicates 
that the performance of Experiment 3 was still lower than Nnabuife et al. 
[24] . 
Fig. 14 presents the results of Experiment 4 ( Table 2 ). The DNN clas- 
sifier converged in about 400 epochs. The confusion matrix ( Fig. 14 [c] 
and [d]) indicates that Experiment 4 achieved comparable results to 
Nnabuife et al. [24] . 
Fig. 15 presents the results of Experiment 5 ( Table 2 ). The DNN clas- 
sifier converged in approximately 60 epochs. However, the accuracy 
only attached around 87%, and then the model was over-fitted. This re- 
sult illustrates that the PIF from Experiment 5 lost too much valid infor- 
mation for the classification mission. The confusion matrix ( Fig. 15 [c] 
and [d]) illustrates that the performance of Experiment 5 was lower than 
Nnabuife et al. [24] . 
Fig. 16 presents the results of Experiment 6 ( Table 2 ). The DNN clas- 
sifier converged in about 300 epochs. The confusion matrix ( Fig. 16 [c] 
and [d]) show that Experiment 6 demonstrates relatively good perfor- 
mance. But it was not better than Nnabuife et al. [24] . 
Fig. 17 presents the results of Experiment 7 ( Table 2 ). The DNN clas- 
sifier converged in about 200 epochs. The confusion matrix ( Fig. 17 [c] 
and [d]) indicates that Experiment 7 had a far better performance than 
Nnabuife et al. [24] . However, the PIF dimension from Experiment 7 
was also much larger than Nnabuife et al. [24] . One purpose of this 
research was to explore a more compact flow regime coding method. 
Although Experiment 7 achieved outstanding flow regime classification 
performance, subsequent experiments further explored more excellent 
PIF hyperparameter design schemes. 
Fig. 18 presents the results of Experiment 8 ( Table 2 ). The DNN clas- 
sifier converged in about 120 epochs. The confusion matrix ( Fig. 18 [c] 
and [d]) illustrates that Experiment 8 achieved better performance than 
Nnabuife et al. [24] but slightly lower than Experiment 7. 
Fig. 19 presents the results of Experiment 9 ( Table 2 ). The DNN 
classifier converged in approximately 150 epochs. The confusion ma- 
trix ( Fig. 19 [c] and [d]) illustrates that the performance in Experiment 
9 was lower than Nnabuife et al. [24] Experiment 9 not only increased 
the convergence time but also reduced the performance of flow regime 
identification. 
Fig. 20 presents the results of Experiment 10 ( Table 2 ). The DNN clas- 
sifier converged in about 100 epochs. The performance in Experiment 
10 was lower than Nnabuife et al. [24] , and the PIF from Experiment 
10 lost too much valid information for the classification mission. 
Fig. 21 presents the results of Experiment 11 ( Table 2 ). The DNN clas- 
sifier converged in about 500 epochs. The confusion matrix ( Fig. 21 [c] 
and [d]) shows that Experiment 11 had far better performance than 
Experiment 7 and Nnabuife et al. [24] . Experiments 12, 13 and 14 fur- 
ther tested the influence of N fft on PIF performance. Fig. 22 presents 
the results of Experiment 12 ( Table 2 ). The DNN classifier converged 
in about 100 epochs. Compared to Experiment 11, the accuracy of test- 
ing and verification dropped by about 2%. Fig. 23 presents the results 
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Fig. 10. The benchmark of the proposed-FCN flow regime classifier in Section 5.3 . 
of Experiment 13 ( Tab. 2 ). The DNN classifier converged in about 80 
epochs. Compared with Experiment 11, the accuracy of testing and ver- 
ification was reduced by 6%. Fig. 24 presents the results of Experiment 
14 ( Table 2 ). The DNN classifier converged in approximately 60 epochs. 
Compared with Experiment 11, the training accuracy decreased by 9%, 
and the testing and verification accuracy dropped by nearly 10%. Over- 
all, Experiments 11, 12, 13, and 14 demonstrated that PIF performance 
was negatively correlated with the value of N fft . 
Fig. 25 presents the results of Experiment 15 ( Table 2 ). The DNN 
classifier converged in about 150 epochs. Both the testing and verifica- 
tion accuracy achieved far better performance than Nnabuife et al. [24] , 
which shows the state-of-the-art flow regime performance. 
Fig. 26 presents the results of Experiment 16 ( Table 2 ). The DNN clas- 
sifier converged in about 40 epochs. The confusion matrix ( Fig. 26 [c] 
and [d]) indicates that the PIF from Experiment 16 decreased the flow 
regime performance. 
Fig. 27 presents the results of Experiment 17 ( Table 2 ). The DNN 
classifier converged in approximately 90 epochs. The confusion matrix 
( Fig. 27 [c] and [d]) illustrates that Experiment 17 also achieved perfor- 
mance far better than Nnabuife et al. [24] . 
Fig. 28 presents the results of Experiment 18 ( Table 2 ). The DNN 
classifier converged in about 400 epochs. However, the confusion matrix 
( Fig. 28 [c] and [d]) illustrates that the performance of Experiment 18 
is lower than that of Nnabuife et al. [24] . 
Fig. 29 presents the results of Experiment 19 ( Table 2 ). The DNN clas- 
sifier converged in about 180 epochs. The confusion matrix ( Fig. 29 [c] 
and [d]) illustrates that Experiment 19 has achieved far better perfor- 
mance than Nnabuife et al. [24] . 
Fig. 30 presents the results of Experiment 20 ( Table 2 ). The DNN clas- 
sifier converged in about 100 epochs. The confusion matrix ( Fig. 30 [c] 
and [d]) illustrates that Experiment 20 not only improved the conver- 
gence efficiency but also dramatically improved the identification per- 
formance of the flow regime. 
6.1.3. Cross-comparison of the PIF experiments 
The control variable of Experiments 1, 2, 3, and 4 was N WB (or the 
length of S WB ). Experiment 4 had the highest testing and validation accu- 
racy, Experiment 1 had the lowest, and Experiments 2 and 3 had similar 
results. This suggests that increasing the number of N wb can improve the 
performance of the PIF. Fast-Fourier transform exhibits amplitude leak- 
age at the head and tail of the input signal, and the method of averaging 
multiple window B can reduce the leakage level. 
The control variable of Experiments 3, 5, 6, 7, 11, and 13 was the 
N channel . These experiments can be divided into three groups accord- 
ing to L WA (Group 1: 3 and 5; Group 2: 6 and 13; Group 3: 7 and 11). 
It is clear that the accuracy of the three groups did not change much. 
However, compared with the results of TFE [24] , the accuracy of Exper- 
iment 11 was greatly improved. It is worth noting that only increasing 
the number of N channel did not improve the PIF performance, but more 
than one N channel improved the accuracy. 
The control variable of Experiments 7, 8, 9, 10, 11, 12, 13, and 14 
was N fft . They can be divided into two groups according to different 
N LWB (Group 1: 7, 8, 9, and 10; Group 2: 11, 12, 13, and 14). The accu- 
racy of testing and validation in both groups increased as N fft increased. 
However, the N fft increase also made the PIF size increase, which in- 
creased the cost of computational consumption. Therefore, balancing 
the amount of calculation and accuracy is a particularly important task 
for the PIF algorithm. 
The control variable of Experiments 2, 3, 5, 6, 15, 16, and 17 was 
L WA . They can be divided into three groups (Group 1: 2 and 3; Group 2: 
5 and 6; Group 3: 15, 16, and 17). The performance of the PIF increased 
as the L WA increased. 
12 
B. Kuang, S.G. Nnabuife and Z. Rana Chemical Engineering Journal Advances 5 (2021) 100060 
Fig. 11. The quantitative results of Experiment 1 in Tab. 2 . (a) and (b) respectively refer to the training/testing accuracy and loss of Experiment 1. (c) and (d) 
refer to the confusion matrix of the testing and validation sets, respectively. To the right of both (c) and (d) is the color bar for indexing the sample amount of the 
corresponding set, the unit being samples. 
The control variable of Experiment 11, 18, and 19 was S WA (or N PIF ). 
It is clear that the accuracy of testing and validation was greatly im- 
proved as S WA decreased. 
The control variables of Experiments 19, 20, and 21 were height ( h ) 
and width ( w ) in two-dimensional space. The h in the first 19 experi- 
ments was equal to one, and the best result was found in Experiment 
19. Experiment 20 compressed the spectrum of three channels into one 
channel, and Experiment 21 transformed it into 32 ∗ 32 ∗ 3 in two dimen- 
sions. The results revealed that the 2D reshape did not affect the accu- 
racy of the DNN classifier. However, the result of Experiment 21 was 
more similar to the image format, which was more in line with the goal 
of explicitly displaying the flow regime features. Therefore, this study 
uses the PIF hyper-parameters of Experiment 21 as the recommended 
parameters. 
6.2. Flow regime classifiers and benchmarks 
This section focuses on the performance of different classifiers. The 
benchmarks of different deep learning classifiers for flow regime iden- 
tification are shown in Table 3 . All experiments used the same training 
hyper-parameters as listed in Section 6.1 . The three classifiers were su- 
perior to the existing models in testing and verification accuracy and 
MSE. Only ResNet and DenseNet demonstrated acceptable results. How- 
ever, ResNet and DenseNet both reached 100% training accuracy pre- 
maturely, which decreased the learning ability of the classifier. ResNet 
and DenseNet have good learning capabilities, especially for complex 
situations with large amounts of data. However, traditional engineer- 
ing research including flow regime identification does not have a large 
amount of data, which makes the learning performance of the custom 
small classifier even more remarkable. 
In the last two rows of Table 4 , there are two more results. Nnabuife 
et al. [55] used PCA and SVM to achieve a classification accuracy of 
84.6%. Nnabuife et al. [24] further achieved 96.35% accuracy in testing 
set using TFE and DNN. However, The TFE + DNN classifier took 1,300 
epochs. Experiments 19 and 20 in Table 2 obtained 99.56% accuracy in 
500 epochs. This demonstrates that PIF has much better performance 
than TFE. 
This section’s focus is to propose a fair flow regime identification 
benchmark, rather than to achieve the best identification accuracy (in 
fact, Section 6.1 has achieved various sufficient identification results). 
Therefore, the results in Table 4 are not necessarily better than in 
Table 3 . The benchmark proposed in this paper uniformly uses 300 train- 
ing epochs. 
Fig. 8 illustrates the performance of the proposed DNN-based flow 
regime classifier in the benchmark setting. 
Fig. 9 shows the performance of the proposed CNN classifier in the 
benchmark setting. Fig. 9 (a) and (b) depict a fantastic learning curve, 
and the model was very stable. After 300 epochs, the proposed DNN 
flow state classifier had surpassed Nnabuife et al. [24] . 
Fig. 10 illustrates the performance of the proposed FCN classifier in 
the benchmark setting. Fig. 10 (a) and (b) show that the model had a cer- 
tain degree of unstable oscillation before 150 epochs, and then the area 
was stable. However, the verification and test accuracy were higher than 
the training accuracy, which suggests that the model is still in a promis- 
ing learning stage, and extending the number of learning epochs can im- 
prove the FCN network’s performance. The FCN network has achieved 
a good learning result while using a smaller-scale calculation graph. 
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Fig. 12. The quantitative results of Experiment 2 in Tab. 1 . 
Tab. 4 
The proposed flow regime identification benchmark. The red values refer to the best classifier. The bold values represent the best value 
among all classifiers, and the “/ ” refers to a non-applicable item. The existing popular classifiers are VGG [34] , ResNet [35] , DenseNet [36] , 
MobileNet [37] , and NASNet [38] . 
Classifier acc train (%) 
loss train 
acc test (%) 
loss test 
acc valid (%) 
loss valid 
cb(epoch) lr cce mse cce mse cce mse 
DNN 97.20 0.0180 0.0104 97.66 0.0599 0.0087 97.77 0.0553 0.0081 300 0.00001 
CNN 95.96 0.1250 0.0145 96.26 0.0903 0.0132 96.42 0.0887 0.0128 300 0.00001 
FCN 99.95 0.0013 3.9175 ∗ e-4 99.95 0.0141 0.0019 99.54 0.0132 0.0017 300 0.00001 
VGG19 36.92 0.3228 0.1810 36.80 1.3614 0.1808 36.45 1.3632 0.1811 300 0.00001 
Pre + VGG19 36.76 0.3230 0.1811 36.69 1.3602 0.1808 37.03 1.3552 0.1803 300 0.00001 
ResNet50 100.0 2.0545xe-4 8.9603 ∗ e-6 90.53 0.3879 0.0391 90.38 0.3908 0.0396 300 0.00001 
DenseNet121 99.99 5.6583xe-4 7.1905 ∗ e-5 96.09 0.1341 0.0155 96.20 0.1292 0.0152 300 0.00001 
MobileNetv2 97.38 0.0166 0.0102 77.18 0.9531 0.0938 77.71 0.9507 0.0918 300 0.00001 
Pre + MobileNetv2 99.81 0.0018 8.4910 ∗ e-4 33.70 9.5438 0.3570 35.09 9.5601 0.3213 300 0.00001 
NASNetMobile 99.83 0.0021 8.5699 ∗ e-4 13.38 72.7383 0.4331 13.58 72.5081 0.4321 300 0.00001 
PCA + SVM 85.7 / / 84.6 / / / / / / / 
TFE + DNN 99.01 / 0.0060 96.28 / 0.0152 96.35 / 0.0159 1300 0.00001 
The following results illustrate the difficulty of directly using existing 
deep learning architectures in flow regime identification, which is a cur- 
rent popular topic called transfer learning. They also highlight the sig- 
nificant performance of the proposed flow regime identification model. 
Fig. 31 and Fig. 32 illustrate the VGG19 network results and the 
preprocessing layer connected VGG-19 network. It is clear that directly 
migrating the VGG network that performed well on ImageNet [56] to 
flow pattern recognition did not achieve good results. Fig. 33 depicts the 
performance of the ResNet network. The convergence point of ResNet50 
was about 30 epochs, and then it entered overfitting. The final trans- 
fer training result was worse than that of Nnabuife et al. [24] . Fig. 34 
shows the result of DenseNet121. DenseNet121 converged in about 60 
epochs. Compared with ResNet50, DenseNet121 achieved better perfor- 
mance, which was roughly equivalent to Nnabuife et al. [24] . Fig. 35 
and Fig. 36 illustrate the performance of MobileNet and preprocessing 
layer + MobileNet. Neither could meet the needs of flow pattern recog- 
nition. Fig. 37 shows the performance of NASNet. The result could not 
meet the requirements of flow analysis. These results demonstrate that 
the migration of existing image-based networks to flow pattern recog- 
nition is facing significant challenges. 
14 
B. Kuang, S.G. Nnabuife and Z. Rana Chemical Engineering Journal Advances 5 (2021) 100060 
Fig. 13. The quantitative results of Experiment 3 in Tab. 2 . 
Fig. 14. The quantitative results of Experiment 4 in Tab. 2 . 
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Fig. 15. The quantitative results of Experiment 5 in Tab. 2 . 
Fig. 16. The quantitative results of Experiment 6 in Tab. 2 . 
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Fig. 17. The quantitative results of Experiment 7 in Tab. 2 . 
Fig. 18. The quantitative results of Experiment 8 in Tab. 2 . 
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Fig. 19. The quantitative results of Experiment 9 in Tab. 2 . 
Fig. 20. The quantitative results of Experiment 10 in Tab. 2 . 
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Fig. 21. The quantitative results of Experiment 11 in Tab. 2 . 
Fig. 22. The quantitative results of Experiment 12 in Tab. 2 . 
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Fig. 23. The quantitative results of Experiment 13 in Tab. 2 . 
Fig. 24. The quantitative results of Experiment 14 in Tab. 2 . 
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Fig. 25. The quantitative results of Experiment 15 in Tab. 2 . 
Fig. 26. The quantitative results of Experiment 16 in Tab. 2 . 
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Fig. 27. The quantitative results of Experiment 17 in Tab. 2 . 
Fig. 28. The quantitative results of Experiment 18 in Tab. 2 . 
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Fig. 29. The quantitative results of Experiment 19 in Tab. 2 . 
Fig. 30. The quantitative results of Experiment 20 in Tab. 2 . 
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Fig. 31. The results of the VGG19 [20] network in Tab. 4 . 
Fig. 32. The results of the pre + VGG19 [20] network in Tab. 4 . 
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Fig. 33. The results of the ResNet50 [35] network in Tab. 4 . 
Fig. 34. The results of the DenseNet121 [36] network in Tab. 4 . 
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Fig. 35. The results of the MobileNet [37] network in Tab. 4 . 
Fig. 36. The results of the pre + MobileNet [37] network in Tab. 4 . 
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Fig. 37. The results of the NASNet [38] network in Tab. 4 . 
This paper further illustrates the specific data processing process in 
the FCN network in Fig. 4 , which more intuitively depicts the analy- 
sis process of the PIF by the deep learning classifier. The four rows on 
the right side of Fig. 4 correspond to the processing details of the four 
flow-state PIFs in FCN. It is noteworthy that the distinguishing charac- 
teristics of different PIF flow regimes became increasingly explicit with 
the processing of FCN. 
7. Conclusion 
This research proposes the pseudo-image feature (PIF) and a flow 
regime identification benchmark for deep learning classifiers. The PIF 
encodes flow regime information more explicitly, which facilitates re- 
searchers’ understanding of flow regime features from a more intuitive 
perspective. The three classifiers proposed in this paper performed bet- 
ter than all the tested popular classifiers, and they all surpassed the best 
existing algorithms. The FCN-based classifier achieved the best results, 
its training, testing, and verification accuracy reaching 99.95%, 99.95%, 
and 99.54%, respectively. This paper has graphically illustrated the de- 
tailed process of the proposed FCN classifier, which can facilitate an 
understanding of the exact process inside the classifier. Industries can 
utilize the proposed technology to obtain greater production efficiency, 
productivity, and financial gain. 
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Appendix 
Algorithm: The pseudo-image feature (PIF) extraction algorithm 
Input: signal single , L WA , S WA , L WB − min , L WB − max , ΔWB , S WB , h, w 
Output: PIF signal 
1: L signal ← the length of signal single 
2: N WA = N PIF ← Eq. (4) 
3: c = N channel ← Eq. (3) 
4: function PIF_EXTRACTION( signal single , c ) 
5: PIF signal ← ZeroArray ( N PIF , h, w, c ) 
6: i = 0 
7: while i < N WA do 
8: WA ← signal single [ j 
∗ S WA , j 
∗ S WA + L WA ] 
9: PIF C ← ZeroArray ( h, w, c ) 
10: k = 0 
11: while k < c do 
12: feature C − sum = 0 
13: j = 0 
14: L WB = L WB − min + i 
∗ ΔWB 
15: N WB ← Eq. (2) 
16: feature C − sum = 0 
17: j = 0 
18: while j < N WB do 
19: freq WB = 0 
20: WB ← WA [ k ∗ S WB , k 
∗ S WB + L WB ] 
21: freq WB ← fft ( WB, N fft ) 
22: feature C − sum += freq WB 
23: j += 1 
24: end while 
25: feature C = feature C − sum / N WB 
26: PIF 2 D ← reshape ( feature C , [ h, w, c ]) 
27: PIF C [:,:, k ] = PIF 2 D 
28: k += 1 
29: end while 
30: PIF signal [ i ] = PIF C 
31: i += 1 
32: end while 
33: return PIF signal 
34: end function 
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