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Abstract
Practitioner engineers in both academic and industrial areas, are often faced with the challenge of identifying the model
of a given system or process in order to setup a controller or to extract some useful information. Among the existing
identiﬁcation algorithms, those being numerically simple and stable are more attractive for practitioners. This paper
deals with identiﬁcation of state-space models, i.e., the state space matrices A, B, C and D for multivariable dynamic
systems directly from test data (data-driven). In order to guarantee numerical reliability and modest computational com-
plexity compared with other identiﬁcation techniques, in this paper, we propose a synergistic identiﬁcation technique
based on the principal components analysis (PCA) and subspace identiﬁcation method (SIM) under white noise assump-
tions. The proposed technique identiﬁes the parity space–PS (or null space) from input/output data, and from there, the
matrices related to the system through the extended observability matrix and a block triangular Toeplitz matrix. In
order to show its capability, the proposed identiﬁcation technique is applied to an academic test bed that is related to an
hydraulic process.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Organizing Committee of
the ENIINVIE-2012
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Nomenclature
p, f past and future data lenght
Γ extended observability matrix
V parity space
A, B,C,D system matrices
(Aˆ, Bˆ, Cˆ, Dˆ) identiﬁed system matrices
Yp, Yp, Yp, Yf , Zp, Zf data matrices
E(· ) expectation operator
Hf triangular Toeplitz matrix
X(k) state extended data matrix
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1. Introduction
Practitioners engineers in chemical, electric/electronics and computer science areas searching for easy
and direct implementation/implantation of control systems are normally faced with the problem of selecting
a method or technique capable of identify the dynamics of the treated system. The need for optimal perfor-
mance, energy conservation and eﬀective-cost process/system are part of the control design stage of current
applications. This requires to have a reliable model representing the system’s dynamics.
The modeling of a system through identiﬁcation can be done by two ways [1]. The nonparametric model
identiﬁcation (from impulse/step response or frequency analysis) is an alternative for fast controller design
and performance analysis. In the other hand, parametric model identiﬁcation (transfer function or state-
space model obtention) involves determination of a reduced model with relative simplicity but capturing the
system’s dynamics. Those parametric identiﬁcation methods based on input/output data provide the system
matrices with no need of passing by the explicit representation of a system model.
Among the great quantity of identiﬁcation methods found in the literature [1], [2], some of them have
been showed to be mathematically and computationally less expensive to direct and easy implementation
[3, 4]. The methods based on the realization theory [5] allow directly obtaining the system matrices in order
to setup the further design or treatment based on this identiﬁed model.
Related to the methods based on the realization theory, subspace identiﬁcation methods (SIMs) have
been one of the main subjects of research in system identiﬁcation in the last two decades, being a power-
ful tool for identiﬁcation of the process models [6], principally because of the state form, convenient for
estimation, ﬁltering, prediction and control [1]. Many of the SIM algorithms oﬀer a consistent estimate of
state-space models with proper selection of system order, although they do not take account of the noise [7].
Also it has been proved to be numerically reliable, stable and relatively simple [8].
Recently, a technique based on SIM using the principal components analysis (PCA) fundamental [7] for
identiﬁcation of the parity space (PS) identiﬁcation, has been proposed for fault diagnosis, where the PS or
null space [9] is the linear space where system inputs and outputs are related by the projection matrix for a
parity check, and fault diagnosis is the process to detect, isolate and sometimes identify faults in a system
[10]. By taking into account PCA in the SIM formulation, the input noise aﬀecting the system is considered
in the identiﬁcation technique in order to obtain consistent estimates of the system matrices with white noise
assumptions. This technique considers the scheme where fault indicators (residuals) are directly computed
from input/output data (data-driven). The idea is to design the model based fault detection and diagnosis
(FDD) system constructed on the primary form of residual generators (simple diﬀerence equations that in
the fault event are diﬀerent to zero, otherwise they are zero) which is directly identiﬁed from the test data.
However this method, proved to be successful for diagnostic tasks, has not been applied directly for model
identiﬁcation.
In this paper, a technique based on SIM-PCA-PS is used to identify the model of an academic testbed
consisting of an hydraulic system. The technique is developed based on PS identiﬁcation using the SIM-
PCA method proposed in [7]. Contribution of the paper is twofold: (1) to integrate the SIM-PCA method
with the algorithmic form proposed in [10] avoiding the PCA analysis, and (2) to test the technique in a
practical testbed. The technique preserves the usual SIM steps: (i) identiﬁcation of the extended observabil-
ity matrix and the block triangular Toeplitz matrix, and (ii) computation of system matrices {A, B,C,D} is
performed based on the classical matrix decomposition of sub-matrices obtained from the previous matrices.
The rest of the paper is organized as follows. In section 2, the model, notations and assumptions are
given. In Section 3, parity space method is presented and related to the SIM formulation. Section 4 presents
the steps proposed for identiﬁcation of the system matrices considering the SIM-PCA-PS formulation. Then,
section 5 shows the results of the ideas proposed in the paper when they are applied to an hydraulic testbed.
Section 6 contains conclusions about the developed work.
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2. Model representation and assumptions
2.1. Model
Consider a process described by a linear discrete state-space representation with dependence of a sam-
pling period h:
x(k + 1) = Ax(k) + Bu(k) + w(k)
y(k) = Cx(k) + Du(k) + v(k),
(1)
where vectors x(k) ∈ Rn, u(k) ∈ Rr, y(k) ∈ Rm, and matrices A ∈ Rn×n, B ∈ Rn×r, C ∈ Rm×n, D ∈ Rm×r.
2.2. Assumptions
The following assumptions are made [4],[10]:
1. (A, C) is observable.
2. (A, B) is controllable.
3. The process and output noises w(k) and v(k) are uncorrelated with respect to the initial state and input
vector u(k) satisfying:
E
([
w(i)
v(i)
] [
wT ( j) vT ( j)
])
=
[
Q S
S T R
]
δi j, (2)
where δi j =
⎧⎪⎪⎨⎪⎪⎩
1, i = j
0, i  j
and matrices Q, R, S are known.
4. The input signal is quasi-stationary [2] and is persistently exciting of order f + p, where f and p stand
for future and past horizons, respectively.
2.3. Structures for identiﬁcation
Now the following data structures are used for a ﬁnite set of data N. The past and future vectors are
formed, for the output data, as follows:
yp(k) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y(k − p)
y(k − p + 1)
...
y(k − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, y f (k) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y(k)
y(k + 1)
...
y(k + f − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)
where p ≥ f > n, y f (k) ∈ Rmf and y f (k) ∈ Rmp. Then the Hankel data matrices are formed
Yp =
[
yp(k) yp(k + 1) · · · yp(k + N − 1)
]
∈ Rpm×N (4)
Yf =
[
y f (k) y f (k + 1) · · · y f (k + N − 1)
]
∈ R fm×N (5)
For the input and noise data, Hankel data matrices Up, Uf , Vf and Wf are built in a similar manner as
(3)-(5). By extending the state space, i.e. system (1) can be represented in the extended form as
Yf = Γ f X(k) + Hf ,uU f + Hf ,wWf + Vf (6)
with
X(k) =
[
x(k) x(k + 1) · · · x(k + N − 1)
]
∈ Rn×N , (7)
where the extended observability matrix with rank n is
Γ f =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C
CA
...
CAf−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmf×n. (8)
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In a similar way, two triangular Toeplitz matrices are deﬁned
Hf ,u =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 . . . 0 0
CB 0 . . . 0 0
...
...
. . .
. . .
...
CAf−2B CAf−3B
... CB 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmf×r f (9)
and
Hf ,w =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 . . . 0 0
C 0 . . . 0 0
...
...
. . .
. . .
...
CAf−2 CAf−3
... C 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rmf×n f (10)
From equation (6) the SIMPCA starts the estimation procedure. This will be presented in algorithmic
form later. Before that, the basics on parity space are presented in the following section from which the
algorithm is founded.
3. The parity space
The parity space (PS) formulation [11] considers the discrete-time system (1) with unknown additive
faults. The PS utilizes only the ﬁnite number of measurements on the interval [ks, k], where ks = k− s, s ≥ n
is called the window or horizon and discards past measurements outside the window. The window of past
ﬁnite measurements recedes forward in time at each sampling time when a new measurement is available.
The system (1) is represented in a batch form on the most recent window [ks, k]. On the ﬁnite window [ks, k],
the ﬁnite number of measurements is expressed in terms of the state x at the current time k. This coincides
with (6). Even if this equation considers to use past data, by shifting the time data it is possible to consider
future data, i.e., y f (k) in (3) and substituting s = f − 1 in (8)-(10). Then equation (6) is consistent with the
classic PS formulation using data vectors instead of Hankel data matrices for the extended model of (1), as
follows:
ys = ΓsX(k) + Hs,uus + Hs,wws + vs. (11)
Because the key idea of the PS approach is to eliminate the unknown system state X(k) from (6) by the
projection matrix for a parity check, then from (11) the PS equation is
V = {v | vTΓs = 0} (12)
being v ∈ V a parity vector. Note from (12) that the PS is the null space of Γs. From (11)
V = (Γ⊥s ). (13)
The Γ⊥s is the projection to the orthogonal complement of Γs [3] deﬁned as
Γ⊥s = I − Γs (Γs)† , (14)
where † represents the pseudo-inverse Moore-Penrose matrix or inverse generalized matrix.
With the PS context now presented, the relation with the SIM and PCA is introduced in the following
section through seven steps.
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4. Identiﬁcation of system matrices from the PS using the SIM-PCA
Consider equation (6). Pre-multiplying(7) by (Γ⊥f )
T , the orthogonal complement of Γ f with full column
rank, and moving the input term to the left-hand side, equation(6) becomes
(Γ⊥f )
T
[
I −Hf ,u
] [
YTf U
T
f
]T
= (Γ⊥f )
T
[
Hf ,wWf Vf
]
, (15)
which is the PS equation in (13), i.e., (Γ⊥f ) = V . Under this equivalence, the algorithm proposed in [10]
is considered in combination with the procedure of [7]. The following complete steps for identiﬁcation are
proposed and given in algorithmic form. The proposed identiﬁcation technique goes beyond [10] because
consider the identiﬁcation of system matrices using the PS but avoiding the PCA intermediary steps from
[7].
Step 1 . Generate data sets Zf ; Zp:
Zp =
[
Yp
Up
]
∈ Rp(r+m)×N , (16)
Zf =
[
Yf
U f
]
∈ R f (m+r)×N (17)
and construct 1N Zf Z
T
p .
Step 2 . Do single value decomposition (SVD) over 1N Zf Z
T
p :
1
N
Zf ZTp = Uz
[
Σz,1 0
0 Σz,2
]
VTz , (18)
where Σz,2 = 0 ∈ R fm−n×mp+rp− f r−n, with unitary matrices VTz ∈ R(m+r)p×(m+r)p and
Uz =
[
Uz,11 Uz,12
Uz,21 Uz,22
]
∈ R(m+r) f×(m+r) f , (19)
where Uz,11 ∈ Rmf× f r+n, Uz,22 ∈ Rr f×mf−n, and Uz,12 ∈ Rmf−n×mf
Step 3 . Set
(Γ⊥f )
T = UTz,12, (20)
and
(Γ⊥f )
THf ,u = −UTz,22 (21)
Step 4 . Obtain Hf−1,u by using the least square method (LSM) applied to (21):
Hf ,u = −
(
(Γ⊥f )
T
)†
UTz,22 (22)
Step 5 . From (22) and considering (9) let the ﬁrst matrix column be (using Matlab notation):
Hfu1 = Hf ,u(:, 1 : r) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D
CB
...
CAf−2B
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(23)
in order to use the following relationship
Hful =
[
Im×m 0m×n
0m( f−1)×m Γ f (1 : m( f − 1), :)
] [
D
B
]
(24)
and ﬁnd matrices B and D by using LSM:[
Dˆ
Bˆ
]
=
[
Im×m 0m×n
0m( f−1)×m Γ f (1 : m( f − 1), :)
]+
Hful (25)
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Step 6 . Estimated of matrix C is extracted directly from Γˆ f
Cˆ = Γˆ f (1 : m, :) (26)
Step 7 . Estimated of A is obtained by using
Γˆ f (m + 1 : m f , :) = Γˆ f (1 : m( f − 1), :)Aˆ (27)
then by LSM one gets:
Aˆ = Γˆ f (1 : m( f − 1), :)†Γˆ f (m + 1 : mf , :). (28)
These steps allows one to obtain the system matrices (Aˆ, Bˆ, Cˆ, Dˆ).
Fig. 1. Functional blocks for the identiﬁcation process
Remark 1. Because PCA is well adapted to systems aﬀected by noise and taking into account the noise
assumptions given in Section 2 the identiﬁed system matrices (Aˆ, Bˆ, Cˆ, Dˆ) are unbiased [6, 7].
5. Description of the hydraulic system
The system considers the control of ﬂow as manipulated variable (in this case in open-loop) measured
by a ﬂow meter. The ﬂow is controlled by using a pump, which is driven by a VSD (variable speed drive),
and represents the actuator. The input to this actuator is given by the control signal delivered by the CPU
embedded in the control board. A level (ultrasonic) sensor is considered as output variable. Physically the
system is presented in Fig. 2 (a).
5.1. System operation
Considering the pipe and instrumentation diagram (PID) shown in Fig. 2 (b), the system operation
is as follows. Two water container tanks with equal rectangular cross sections are coupled through a pipe
provided with a manual gate valve (Val12). In normal operation, this valve is normally open (NO) in order to
keep the continuous coupling between tanks. The other valves (Val1, Val11, Val22) are used for maintenance
purposes and are normally closed (NC). As indicated lines above, two sensors are used for measuring level
and ﬂow. The ultrasonic sensor (L1) measures the level (h2) in tank 2 and send the data to the computer.
The ﬂow meter (F1) provides measures in place and also to the computer. The ﬂow meter allows indirect
measure of level in that tank (h1). The pump PO1 delivers the water from tank 1 to tank 2 in order to
maintain a predetermined level in both tanks under condition h1 ≤ h2. However in this case there are no
control, the system is in open-loop for identiﬁcation purposes.
The indirect computation of the level in tank 1 (h1) is obtained from the ﬂow meter after passing through
the control board and it is not discussed here. Because the objective of this work is to identify the system
dynamics from input/output data with no knowledge about the system model, the only information about the
system is the order, in this case of n = 2, obtained from the mass balance equations. The reader interested
in the modeling of a system similar to this one, can consult [12].
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Control board
Pump Level sensor
Flowmeter
a) b)
Fig. 2. Hydraulic testbed, (a) Physical equipment; (b) PID for the hydraulic system
5.2. Identiﬁcation tests
The identiﬁcation tests are done in open-loop in order to characterize a nominal operating point. From
the system operation described previously, there are one input (pump PO1) and two outputs (h1 y h2), all
measurable. These variables constitute the set input/output for the system. The tests consider to establish
operating points from pump variations, these variations are reﬂected on the level of each tank. In this manner
the system functioning around operating points is set up. The case presented considers variations around
±15% from the operating point. Fig. 3 shows the pump working between 60 and 69%, i.e., operating point
at Q10 = 64.5%. For this inlet, the outputs are at the operating point [h10, h20] = [28.5, 17.5] cm.
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Fig. 3. Test data for identiﬁcation (input/output)
As it can be seen in Fig. 3, for h1, h2, this variations allow to setup the correct excitation for identiﬁcation
purposes. Now, using the steps presented section 4 the system is identiﬁed for n = 2. The system matrices
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are given by:
A =
[
0.9968 0.001317
−0.001263 0.9828
]
, B =
[−0.14283
0.0403
]
, C =
[
0.1447 0.123
0.1059 −0.06848
]
. (29)
Once the matrices obtained, the validation data is performed based on a common path for the input for
the identiﬁed model and the real testbed in order to compare results. This is shown on the next subsection.
5.3. Results analysis: validation
The results are analyzed taking into account the obtained model at the operating point. The common
signal used to excite both identiﬁed and real model is given by the signal in PO1. Fig. 4 shows the simulation
results compared with the real data when the common inlet is applied. The output data are superposed in
order to compare visually the results.
0 500 1000 1500 2000 2500
h2
Measured Output and Simulated Model Output
0 500 1000 1500 2000 2500
0
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10
15
20
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Real output (measured)
Estimate output
Real output (measured)
Time in seconds
0
10
20
30
Measured Output and Simulated Model Output
Time in seconds
Fig. 4. Output signals for validation
Also, the Matlab command compare is used in order to obtain a comparison between signals. The
ﬁtting between identiﬁed and real output signals is given by 97.67% for the level signal h1 and 94.47% for
the level signal h2. Both signals correspond to the visual ﬁtting showed in Fig. 4.
6. Conclusions
In this paper, an identiﬁcation technique based on SIM, PCA and PS has been presented. The objec-
tive has been to obtain the system matrices {A, B,C,D} for a state-space representation. Because the SIM
is reliable and low consuming resources, and the PCA is well adapted to noise corruption of data, both
methodologies are merged in order to get the PS, from which the extended observability and block Toeplitz
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matrices are obtained. This leads to the state-space identiﬁcation of the treated system at a given operating
point. It has been proposed steps in algorithmic form in order to perform the identiﬁcation from test data.
The technique has been successfully applied to an hydraulic testbed that represents an industrial process.
Using real data test, the system has been identiﬁed and validated through the proposed technique.
Future work considers the closed-loop identiﬁcation tests on the same testbed, also performing the iden-
tiﬁcation for diﬀerent operating points, and to compare this technique with other identiﬁcation methods also
based on the realization theory, such as that based on Markov parameters identiﬁcation.
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