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In this paper, we ﬁrst introduce the m-arithmetic triangle which
is a generalization of Pascal’s triangle. Then, we put forward some
computational results on the evaluations of determinants of matri-
ces related to it. We also try to ﬁnd the inverse matrix and some
factorizations of this type of matrices.
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1. Introduction
The set of binomial coefﬁcients
(
n
r
)
’s can be conveniently arranged in a triangular form, as shown
in Fig. 1. Indeed, it is formed by starting with an apex of 1 and every number in the triangle is the sum
of the two numbers diagonally above it to the left and the right, with positions outside the triangle
counting as zero.
This diagram, one of the most inﬂuential number arrangements in the history of mathematics, is
often called Pascal’s Triangle, after Blaise Pascal, the famous French Mathematician and Philosopher
(1623–1662). Although this triangle had been known as early as ancient India, and later in Persia,

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Fig. 1. Pascal’s triangle: ﬁrst arrangement.
Table 1
Pascal’s triangle: second arrangement.
R\C −1 0 1 2 3 4 . . . n Sum
0 0 1 1
1 0 1 1 2
2 0 1 2 1 22
3 0 1 3 3 1 23
4 0 1 4 6 4 1 24
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China and Europe in the Middle Ages by a number of scientists before Pascal, he generalized known
results and gave a number of new properties, which he formulated in 19 theorems (see [3]). Therefore,
we will call it simply the Arithmetic Triangle. It has also attracted the attention and consideration
of mathematicians for a very long time. Many of them have found out some fascinating relations,
formulas, sequences, etc. Yet one may discover many new relations concerning this triangle.
This triangle can also bewritten in a tabular form (see Table 1). Here, each term is obtained by adding
the term right above it and the term above it at the left.
It is worth mentioning that the arithmetic triangle can also be generated in the following manner.
Assume a one-sided chess king, that is to say, it is a piece that can move one square downward or
downward right only, starting at the upper left corner of the chess board. Write in each square the
number of ways it can be reached by the king. This yields the arithmetic triangle as shown in Table 1.
Nowwe consider a one-sided chess king and restrict its movements in only oneway: the kingmust
alwaysmove downward to the next row. To enable the king to utilize its new opportunities, we have to
extend the board and take a chess board bounded only on one side by a straight line. Fig. 2 depicts such
a chess board, each square of which indicates the number of ways the king can reach it from square A.
The triangle in Fig. 2may be described in anotherway by shifting all numbers to the right so that the
table ﬁts into the portion of the chess board by two perpendicular rays. Then, the rule for obtaining any
number of the array reads as follows: each number is equal to the sum of three numbers of the preceding
row: one straight up and the two adjacent ones to the left. The corner is occupied by the number 1 and
all other elements of the zeroth row are zero (see Table 2).
The further generalization of the arithmetic triangle is clear. Take some natural numberm 2 and
ﬁll in the array using the rule: put the number 1 in the upper left corner and insert zeros for all the
remaining cells of the zeroth row. Then write, in each cell of the ﬁrst row, the sum of the following
m elements of the zeroth row: the one directly above the desired element and the m − 1 elements
to the left of it. Then, quite naturally, the ﬁrst m elements of the ﬁrst row will be equal to the unity,
and the remaining elements will be zero (if certain summands are lacking when constructing a sum,
the missing terms are considered equal to zero, in other words, the table is completed leftwards by
an array of zeros (see Table 3)). The remaining rows are ﬁlled in exactly the same way: each element
of the table is equal to the sum of the m elements of the preceding row: the element directly above
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Table 2
3-Arithmetic triangle: second arrangement.
R\C −2 −1 0 1 2 3 4 5 6 7 8 9 10 . . . Sum
0 0 0 1 1
1 0 0 1 1 1 3
2 0 0 1 2 3 2 1 32
3 0 0 1 3 6 7 6 3 1 33
4 0 0 1 4 10 16 19 16 10 4 1 34
5 0 0 1 5 15 30 45 51 45 30 15 5 1 35
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Fig. 2. 3-Arithmetic triangle: ﬁrst arrangement.
the desired element and the m − 1 elements to the left of it. In particular, the arithmetic triangle is
obtained whenm = 2, and the triangle in Table 3 whenm = 4.
Inorder todifferentiatebetweenarithmetic triangleswithdistinctvaluesofm,wewill termthemm-
arithmetic triangles and denote by P(m)(∞). We denote by P(m)(n), the principal submatrix consisting
of the ﬁrst n rows and columns of P(m)(∞). The element of an m-arithmetic triangle lying at the
intersectionof the ith rowand the jth column is denotedbyp
(m)
i,j . Fromthedeﬁnitionof anm-arithmetic
triangle it follows that the numbers p
(m)
i,j satisfy the following relation:
p
(m)
i,j = p(m)i−1,j + p(m)i−1,j−1 + · · · + p(m)i−1,j−m+1.
The initial conditions are
p
(m)
0,j =
⎧⎨
⎩
0 if j < 0,
1 if j = 0,
0 if j > 0.
Hence, the n × nmatrix
P(m)(n) =
(
p
(m)
i,j
)
0 i,j n−1
can be deﬁned as follows:
p
(m)
i,j =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 if i = 0, 1 j n − 1,
1 if j = 0, 0 i n − 1,
j∑
l=j−m+1
p
(m)
i−1,l if 1 i, j n − 1.
The numbers p
(m)
i,j are related to the base-m number system. Namely, p
(m)
i,j is equal to the number of
i-digit numbers in a base-m system of numeration in which the sum of the digits is j (see [6, p. 75]). The
term “i-digit" will be taken to include numbers beginning with one or several zeros. To illustrate this,
003123 will be regarded as a 6-digit number the sum of its digits is equal to 9. It is worth noticing that
p
(m)
i,j is the coefﬁcient of x
j in the formal expansion of (1 + x + x2 + · · · + xm−1)i.
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Table 3
4-Arithmetic triangle.
R\C −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 . . . Sum
0 0 0 0 1 1
1 0 0 0 1 1 1 1 4
2 0 0 0 1 2 3 4 3 2 1 42
3 0 0 0 1 3 6 10 12 12 10 6 3 1 43
4 0 0 0 1 4 10 20 31 40 44 40 31 20 10 4 1 44
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We also introduce another matrix Q (m)(n) =
(
q
(m)
i,j
)
0 i,j n−1 as follows:
q
(m)
i,j =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 if i = j = 0,
0 if i = 0, 1 j n − 1,
0 if j = 0, 1 i n − 1,
j−1∑
l=j−m
q
(m)
i−1,l if 1 i, j n − 1.
(1)
For instance, whenm = 3 and n = 6, the matrix Q (3)(6) is given by
Q (3)(6) =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 1 1 0 0
0 0 1 2 3 2
0 0 0 1 3 6
0 0 0 0 1 4
0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠ .
Note that in the above deﬁnitions if l < 0, then we assume that p
(m)
i−1,l = 0 = q(m)i−1,l . Moreover, the ith
row of Q (m)(n) correspond to the coefﬁcients in the formal expansion of (x + x2 + · · · + xm)i.
In this paper, we prove several results related tom-arithmetic triangles. In fact, the purpose of this
paper is to prove the following theorems.
Theorem 1. Let m and n be natural numbers with m 2. Then we have the following LU-factorization of
m-arithmetic triangle P(m)(n):
P(m)(n) = P(2)(n) · Q (m−1)(n). (2)
In particular, we have det(P(m)(n)) = 1.
Theorem 2. Suppose that α = (αi)i 0 and β = (βi)i 0 are two arbitrary sequences with αi,βi ∈ N ∪{0}. Set
P
(m)
α,β (n) := (p(m)αj+iβj ,j)0 i,j n−1.
Then, we have
det(P
(m)
α,β (n)) =
n−1∏
i=1
(βi)
i.
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As the immediate consequences of Theorem 2, we have the following corollaries. Note that, in the
following corollary x denotes the smallest integer greater than or equal to x.
Corollary 1. In Theorem 2, if we take αi =
⌈
i
m−1
⌉
and βi = 1 for each i 0, then we have
det(P
(m)
α,β (n)) = 1.
In particular, when m = 2, the matrix P(2)α,β(n) = (P(2)i+j,j)0 i,j n−1 is called the Pascal matrix (see [1,5])
and we have det(P
(2)
α,β(n)) = 1.
It is interesting to note that, by choosing the sequences αi =  im−1 and βi = 1(i 0), the jth
column of matrix P
(m)
α,β (n) contains the non-zero entries of the jth column of matrix P
(m)(n). In other
words, the jth column of P
(m)
α,β (n) can be obtained by shifting all non-zero entries of jth column of
P(m)(n) to the ﬁrst row so that the ﬁrst non-zero entry of the jth column of matrix P(m)(n) is the ﬁrst
entry of jth column of P
(m)
α,β (n). Furthermore, if we choose the sequences αi = 0 and βi = 1(i 0),
then we have P
(m)
α,β (n) = P(m)(n). Therefore, we have the following corollary.
Corollary 2. In Theorem 2, if we take αi = 0 and βi = 1 for each i 0, then we have
P
(m)
α,β (n) = P(m)(n).
In particular, det(P(m)(n)) = 1, which is Theorem 1.
In what follows, we deﬁne the n × nmatrix S(n) by
S(n)i,j =
{
1 if i j,
0 if j > i,
Now, for natural number k n, we deﬁne the matrix G[n, k] of order n as follows:
G[n, k] =
{
diag(In−k , S(k)) if k < n,
S(n) if k = n.
Next, we assume thatm, k are natural numbers such that 2m n and 2 l n − 1. Here, we deﬁne
the matrices T(m)(n) and G(m)[n, l] of order n as follows:
T(m)(n)i,j =
{
1 if 0 j − im − 1,
0 otherwise,
and
G(m)[n, l] = diag(In−l , T(m)(l)). (3)
Now, we give the following factorization ofm-arithmetic triangle P(m)(n).
Theorem 3. The m-arithmetic triangle P(m)(n), can be factorized by the summation matrices G[n, n − r]
and G(m−1)[n, s] as follows:
P(m)(n) =
n−2∏
r=0
G[n, n − r] ×
n−1∏
s=2
G(m−1)[n, s]. (4)
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For example, ifm = 3 and n = 5, then
P(3)(5) =
⎡
⎢⎢⎢⎢⎣
1 · · · ·
1 1 · · ·
1 1 1 · ·
1 1 1 1 ·
1 1 1 1 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
1 · · · ·
· 1 · · ·
· 1 1 · ·
· 1 1 1 ·
· 1 1 1 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
1 · · · ·
· 1 · · ·
· · 1 · ·
· · 1 1 ·
· · 1 1 1
⎤
⎥⎥⎥⎥⎦
×
⎡
⎢⎢⎢⎢⎣
1 · · · ·
· 1 · · ·
· · 1 · ·
· · · 1 ·
· · · 1 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
1 · · · ·
· 1 · · ·
· · 1 · ·
· · · 1 1
· · · · 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
1 · · · ·
· 1 · · ·
· · 1 1 ·
· · · 1 1
· · · · 1
⎤
⎥⎥⎥⎥⎦
×
⎡
⎢⎢⎢⎢⎣
1 · · · ·
· 1 1 · ·
· · 1 1 ·
· · · 1 1
· · · · 1
⎤
⎥⎥⎥⎥⎦ .
In [7], Zhang has introduced the n × nmatrix D(n) = (di,j)0 i,j n by
di,j =
⎧⎨
⎩
1 if i = j,
−1 if i = j + 1,
0 otherwise.
Moreover, in the same paper he points out the following result:
S(n) = D(n)−1.
In view of this result, he presented the following proposition.
Proposition 1 [7].We have⎛
⎝n−1∏
r=0
G[n, n − r]
⎞
⎠−1 = (G[n, 1])−1 (G[n, 2])−1 · · · (G[n, n])−1
= F[n, 1] F[n, 2]· · · F[n, n],
with
F[n, k] = G[n, k]−1 =
{
diag(In−k , D(k)) if 1 k n − 1,
D(n) if k = n.
Following Zhang, we deﬁne the n × nmatrix D(m)(n) = (d(m)i,j )0 i,j n−1 as follows:
d
(m)
i,j =
⎧⎨
⎩
1 if j i, j − i ≡ 0 (modm),
−1 if j i, j − i ≡ 1 (modm),
0 otherwise.
Similarly, it is easy to check that
D(m)(n) = T(m)(n)−1.
Furthermore, to obtain the inverse of the second term on the right hand side of Eq. (4), we have the
following.
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Proposition 2. We have⎛
⎝n−1∏
s=2
G(m−1)[n, s]
⎞
⎠−1= (G(m−1)[n, n − 1])−1 (G(m−1)[n, n − 2])−1· · · (G(m−1)[n, 2])−1
= F(m−1)[n, n − 1] F(m−1)[n, n − 2]· · · F(m−1)[n, 2],
where
F(m−1)[n, k] =
(
G(m−1)[n, k]
)−1 = diag (In−k , D(m−1)(k)) .
As an immediate consequence from Propositions 1, 2 and Theorem 3, we have the following.
Theorem 4. The inverse matrix of m-arithmetic triangle P(m)(n), can be factorized by the summation
matrices F(m−1)[n, n − s] and F[n, r] as follows:
P(m)(n)−1 =
n−2∏
s=1
F(m−1)[n, n − s] ×
n∏
r=2
F[n, r].
Considering Table 1, we deﬁne the n-tuple Cj,k(n) as follows:
Cj,k(n) =
⎛
⎜⎝0, 0, . . . , 0︸ ︷︷ ︸
jtimes
,
(
k
k
)
,
(
k + 1
k
)
, . . . ,
(
k + n − j − 1
k
)⎞⎟⎠
T
, k, j 0.
In fact, to construct this vector we ﬁrst consider j zeros and then we add the ﬁrst n − j non-zero
entries of the column Ck in Table 1. For instance, we have C5,2(10) = (0, 0, 0, 0, 0, 1, 3, 6, 10, 15)T . Now,
we deﬁne the n × nmatrix Pk1,k2,... ,kn(n) as follows:
Pk1,k2,... ,kn(n) =
(
C0,k1(n), C1,k1+k2(n), . . . , Cn−1,k1+k2+···+kn(n)
)
,
where ki’s are non-negative integers. Indeed, we have
Pk1,k2,... ,kn(n)i,j =
(
k1 + k2 + · · · + kj+1 + i − j
k1 + k2 + · · · + kj+1
)
. (5)
For example, the matrix P1,3,2,1,0(5) is given by
P1,3,2,1,0(5) =
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
2 1 0 0 0
3 5 1 0 0
4 15 7 1 0
5 35 28 8 1
⎤
⎥⎥⎥⎥⎦ .
Theorem 5. The matrix Pk1,k2,... ,kn(n), can be factorized by the summation matrices G[n, r] as follows:
Pk1,k2,... ,kn(n) = G[n, n]k1+1G[n, n − 1]k2G[n, n − 2]k3 · · ·G[n, 1]kn .
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In the sequel, assume thatm1,m2, s and n are integers such that 2m1,m2  n and s 0. Now, we
deﬁne a matrix P(m1,m2,s)(n) of order nwith the coefﬁcients p
(m1,m2,s)
i,j as follows:
P(m1,m2,s)(n) = (p(m1,m2,s)i,j )0 i,j n−1,
where
p
(m1,m2,s)
i,j =
⎧⎪⎪⎨
⎪⎪⎩
p
(m2)
s,j i = 0,
j∑
l=j−m1+1
p
(m1,m2,s)
i−1,l 1 i n − 1.
It should be mentioned that the entries in the jth column with j < 0 are considered zero.
For instance, whenm1 = 2,m2 = 4, s = 5 and n = 6, the matrix P(2,4,5)(6) is given by
P(2,4,5)(6) =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 5 15 35 65 101
1 6 20 50 100 166
1 7 26 70 150 266
1 8 33 96 220 416
1 9 41 129 316 636
1 10 50 170 445 952
⎤
⎥⎥⎥⎥⎥⎥⎦ .
In the following theorem we present a factorization of the matrix P(m1,m2,s)(n).
Theorem 6. P(m1,m2,s)(n) = P(m1)(n) ·
(
T(m2)(n)
)s
.
For example, ifm1 = 2,m2 = 4, s = 5 and n = 6, then we have the following factorization:
P(2,4,5)(6) =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 · · · · ·
1 1 · · · ·
1 2 1 · · ·
1 3 3 1 · ·
1 4 6 4 1 ·
1 5 10 10 5 1
⎤
⎥⎥⎥⎥⎥⎥⎦ ·
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 · ·
· 1 1 1 1 ·
· · 1 1 1 1
· · · 1 1 1
· · · · 1 1
· · · · · 1
⎤
⎥⎥⎥⎥⎥⎥⎦
5
.
As an immediate consequence of Theorem 6 we have the following corollary:
Corollary 3. det(P(m1,m2,s)(n)) = 1.
Proof. From Theorem 6, it follows that P(m1,m2,s)(n) = Pm1(n) ·
(
T(m2)(n)
)s
. Now, by Theorem 1 we
deduce that
det(P(m1,m2,s)(n)) = det
(
Pm1(n) ·
(
T(m2)(n)
)s) = 1 · 1s = 1,
as desired. 
We conclude the introduction with notation to be used throughout the article. We denote by Ri(A)
and Cj(A) the row i and the column j of A, respectively. Also, we denote by In the identity matrix of
order n. We also use the notation AT for the transpose of A.
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Fig. 3. A grid consisting of q rows and p − q + r + 1 columns.
2. A preliminary result
Using the technique of ﬁnding the number of shortest routes in rectangular grid (see [2, p. 85]), we
prove the following lemma.
Lemma 1. Let p, q and r be positive integers with q p. Then the following identity holds.
(
p
q
)(
r
0
)
+
(
p − 1
q − 1
)(
r + 1
1
)
+ · · · +
(
p − q
0
)(
r + q
q
)
=
(
p + r + 1
q
)
. (6)
Proof. Considering the grid shown in Fig. 3, it is easy to see that the number of shortest routes from
O(0, 0) to P(p − q + r + 1, q) is given by (
p + r + 1
q
)
.
Another way of counting this number is as follows. Consider the sequence of unit line segments
A0B0, A1B1, . . . , AqBq,
where Ai = (p − q, i) and Bi = (p − q + 1, i), i = 0, 1, 2, . . . , q, as shown in Fig. 3. Notice that each
shortest route from O to P must pass through one and only one unit line segments AiBi. In addition,
the number of such shortest routes passing through AiBi is given by(
p − q + i
i
)(
q + r − i
r
)
.
Now, Eq. (6) follows by addition principal. 
3. Proof of Theorems
Proof of Theorem 1. Evidently, the matrix P(2)(n) is a lower triangular matrix and Q (m−1)(n) is an
upper triangular one with 1’s on their diagonals. It is obvious that the Eq.(2) immediately implies that
det(P(m)(n)) = 1.
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For the proof of the claimed factorization, that is Eq. (2), we compute the (i, j)-entry of P(2)(n) ·
Q (m−1)(n), that is
(
P(2)(n) · Q (m−1)(n)
)
i,j
=
n−1∑
k=0
p
(2)
i,k q
(m−1)
k,j .
In fact, so as to prove the theorem, we should establish
R0
(
P(2)(n) · Q (m−1)(n)
)
= R0
(
P(m)(n)
)
= (1, 0, 0, 0, . . . , 0),
C0
(
P(2)(n) · Q (m−1)(n)
)
= C0
(
P(m)(n)
)
= (1, 1, 1, 1, . . . , 1)
and
(
P(2)(n) · Q (m−1)(n)
)
i,j
=
j∑
l=j−m+1
(P(2)(n) · Q (m−1)(n))i−1,l
for 1 i, j n − 1.
Let us do the required calculations.We distinguish among three cases. First, suppose that i = 0 and
j 1. In this case we have
(
P(2)(n) · Q (m−1)(n)
)
0,j
=
n−1∑
k=0
p
(2)
0,k q
(m−1)
k,j
= p(2)0,0 q(m−1)0,j
(note that p
(2)
0,k = 0 for k 1)
= 1 · 0 = 0.
Next, we assume that j = 0. Similarly, we observe that
(
P(2)(n) · Q (m−1)(n)
)
i,0
=
n−1∑
k=0
p
(2)
i,k q
(m−1)
k,0
= p(2)i,0 q(m−1)0,0
(note that q
(m−1)
k,0 = 0 for k 1)
= 1 · 1 = 1.
Finally, we assume that 1 i, j n − 1. In this case, the (i, j)-entry of
P(2)(n) · Q (m−1)(n),
is equal to
n−1∑
k=0
p
(2)
i,k q
(m−1)
k,j =
n−1∑
k=1
p
(2)
i,k q
(m−1)
k,j + p(2)i,0 q(m−1)0,j
=
n−1∑
k=1
(
p
(2)
i−1,k−1 + p(2)i−1,k
)
q
(m−1)
k,j
(note that q
(m−1)
0,j = 0, for j 1)
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=
n−1∑
k=1
p
(2)
i−1,k−1q
(m−1)
k,j +
n−1∑
k=1
p
(2)
i−1,kq
(m−1)
k,j
=
n−1∑
k=1
⎛
⎝p(2)i−1,k−1
j−1∑
l=j−m+1
q
(m−1)
k−1,l
⎞
⎠+ n−1∑
k=0
p
(2)
i−1,kq
(m−1)
k,j
(note that again q
(m−1)
0,j = 0, for j 1)
=
n−1∑
k=1
j−1∑
l=j−m+1
p
(2)
i−1,k−1q
(m−1)
k−1,l +
n−1∑
k=0
p
(2)
i−1,kq
(m−1)
k,j
=
n−1∑
k=0
j−1∑
l=j−m+1
p
(2)
i−1,kq
(m−1)
k,l +
n−1∑
k=0
p
(2)
i−1,kq
(m−1)
k,j
(note that p
(2)
i−1,n−1 = 0, for all i 1)
=
n−1∑
k=0
j∑
l=j−m+1
p
(2)
i−1,kq
(m−1)
k,l
=
j∑
l=j−m+1
n−1∑
k=0
p
(2)
i−1,kq
(m−1)
k,l
=
j∑
l=j−m+1
(
P2(n)Q (m−1)(n)
)
i−1,l ,
this completes the proof. 
Proof of Theorem 2. Put P := P(m)α,β (n). We use the LU-factorization method (see [4]). We claim that
L · P = U,
where L = (Li,j)0 i,j n−1 with
Li,j =
⎧⎨
⎩(−1)
i+j
(
i
j
)
if 0 j i n − 1,
0 if 0 i < j n − 1
and where U is an upper triangular matrix with diagonal entries
1,β1, (β2)
2, (β3)
3, . . . , (βj)
j , . . . , (βn−1)n−1.
It is obvious that the claimed factorization immediately implies the validity of the theorem.
For the proof of the claim we compute the (i, j)-entry of L · P. By the deﬁnition, it is∑ik=0 Li,kPk,j . It
sufﬁces to consider the case where 0 j i n − 1. In fact, we have to show that
(L · P)i,j =
i∑
k=0
Li,kPk,j =
i∑
k=0
(−1)i+k
(
i
k
)
p
(m)
αj+kβj ,j =
{
(βj)
j 0 j = i n − 1,
0 0 j < i n − 1.
To do this,we use the double countingmethod.We consider anαj + iβj-digit number in the base-m
system of numeration whose digit sum is j, as follows:
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· · ·︸ ︷︷ ︸
αjdigit
· · ·︸ ︷︷ ︸
βjdigit
· · ·︸ ︷︷ ︸
βjdigit
· · · · · ·︸ ︷︷ ︸
βjdigit︸ ︷︷ ︸
itimes
Weassume that thedigit sum for any classwithβj-digit is nonzero.Nowweask the followingquestion:
With this condition, how many αj + iβj-digit numbers in the base-m system of numeration whose digit
sum is j are there? On the one hand, by inclusion-exclusion principle, this number is equal to
p
(m)
αj+iβj ,j −
(
i
1
)
p
(m)
αj+(i−1)βj ,j +
(
i
2
)
p
(m)
αj+(i−2)βj ,j − · · · + (−1)i
(
i
i
)
p
(m)
αj+(i−i)βj ,j.
On the other hand, if j < i, then it is easy to see that this number is zero. In the case that i = j, all
digits in the leftmost class, labeled by αj , are zero and there must be only a single digit 1 in every class
labeled by βj . Therefore, the number of these αj + jβj-digit numbers is equal to (βj)j . This completes
the proof of the Theorem 2. 
Proof of Theorem 3. By Theorem 1, we have the following factorization:
p(m)(n) = p(2)(n) · Q (m−1)(n).
Moreover, since Zhang has presented the following factorization for the Pascalmatrix p(2)(n) (see [7]):
p(2)(n) =
n−2∏
r=0
G[n, n − r],
it is enough to show that
Q (m−1)(n) =
n−1∏
s=2
G(m−1)[n, s].
To see this, we ﬁrst prove that
Q (m−1)(n) = Q¯ (m−1)(n) · G(m−1)[n, n − 1], (7)
where
Q¯ (m−1)(n) = diag(1, Q (m−1)(n − 1)). (8)
First of all, it is easy to check that
R0(Q¯
(m−1)(n) · G(m−1)[n, n − 1]) = R0(Q (m−1)(n)),
and
C0(Q¯
(m−1)(n) · G(m−1)[n, n − 1]) = C0(Q (m−1)(n)).
In what follows, we put
Q (m−1)(n) = (qi,j)0 i,j n−1, Q¯ (m−1)(n) = (q¯i,j)0 i,j n−1,
and G(m−1)[n, n − 1] = (gi,j)0 i,j n−1.
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Now, if 1 i, j n − 1, then we observe that
(Q¯ (m−1)(n) · G(m−1)[n, n − 1])i,j =
n−1∑
k=0
q¯i,kgk,j
=
j∑
k=j−m+2
q¯i,k (by Eq. (3))
=
j∑
k=j−m+2
qi−1,k−1 (by Eq. (8))
=
j−1∑
k=j−m+1
qi−1,k
= (Q (m−1)(n))i,j , (by Eq. (1))
and this completes the proof of Eq. (7).
Using Eq. (7), we deduce that
Q (m−1)(n) = Q¯ (m−1)(n) · G(m−1)[n, n − 1]
= diag(I1, Q (m−1)(n − 1)) · G(m−1)[n, n − 1] (by Eq. (8))
= diag(I1, Q¯ (m−1)(n − 1) · G(m−1)[n − 1, n − 2]) · G(m−1)[n, n − 1] (by Eq. (7))
= diag(I1, Q¯ (m−1)(n − 1)) · diag(I1, G(m−1)[n − 1, n − 2]) · G(m−1)[n, n − 1]
= diag(I2, Q (m−1)(n − 2)) · G(m−1)[n, n − 2] · G(m−1)[n, n − 1]
(by deﬁnition of G(m)[n, k] and Q¯ (m)(n))
...
= diag(In−2, Q (m−1)(2)) ·
n−1∏
s=2
G(m−1)[n, s]
=
n−1∏
s=2
G(m−1)[n, s] (because Q (m−1)(2) = I2),
as required. 
Proof of Theorem 5. Let t −1 be an integer. First, we introduce the n × nmatrix Pt[n, l] as follows.
Put P−1[n, l] = In. Now, for t  0 we deﬁne
Pt[n, l] =
{
diag (In−l , Pt(l)) if 0 < l < n,
Pt(l) if l = n,
where Pt(l) = Pt,0,0,... ,0(l). Notice that, for the case t > 0, the (i, j) entry of Pt[n, l] is written by
Pt[n, l]i,j =
⎧⎨
⎩
δi,j if i or j < n − l(
t + i − j
t
)
if n − l i, j n − 1. (9)
Now, we claim that
Pk−1[n, l] = G[n, l]k , k 0. (10)
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We argue by induction on k. It clearly holds for k = 0. Thus, we assume that k > 0. In fact, we must
prove that
Pk[n, l] = G[n, l]k+1 = G[n, l] · Pk−1[n, l] (by induction hypothesis)
or equivalently
Pk[n, l]i,j = (G[n, l] · Pk−1[n, l])i,j 0 i, j < n.
If i < n − l, then we have nothing to do. Hence, we assume that i n − l. But, in this case we have
(G[n, l] · Pk−1[n, l])i,j =
n−1∑
s=0
G[n, l]i,sPk−1[n, l]s,j
=
i∑
s=n−l
G[n, l]i,sPk−1[n, l]s,j
=
i∑
s=j
Pk−1[n, l]s,j
=
i∑
s=j
(
s + k − j − 1
k − 1
)
(by Eq. (9))
=
(
k + i − j
k
)
= Pk[n, l]i,j ,
as desired.
In view of Eq. (10), to prove the claimed factorization we must show that
Pk1,k2,... ,kn(n) = Pk1 [n, n]Pk2−1[n, n − 1]Pk3−1[n, n − 2]· · ·Pkn−1[n, 1].
To prove the above statement, we observe that
(Pk1 [n, n]Pk2−1[n, n − 1])i,0 =
n−1∑
s=0
Pk1 [n, n]i,sPk2−1[n, n − 1]s,0
= Pk1 [n, n]i,0Pk2−1[n, n − 1]0,0 (by Eq. (9))
= Pk1 [n, n]i,0 (by Eq. (9))
=
(
k1 + i
k1
)
(by Eq. (9))
= Pk1,k2,0,0,... ,0(n)i,0 (by Eq. (5))
and for j > 0, we also obtain
(Pk1 [n, n]Pk2−1[n, n − 1])i,j =
n−1∑
s=0
Pk1 [n, n]i,sPk2−1[n, n − 1]s,j
=
i∑
s=j
(
k1 + i − s
k1
)(
k2 − 1 + s − j
k2 − 1
)
(by Eq. (9))
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=
i−j∑
s=0
(
k1 + i − j − s
k1
)(
k2 + s − 1
k2 − 1
)
=
(
k1 + k2 + i − j
k1 + k2
)
(Using Lemma 1)
= Pk1,k2,0,0,... ,0(n)i,j , (by Eq. (5))
which implies that
Pk1 [n, n]Pk2−1[n, n − 1] = Pk1,k2,0,0,... ,0(n).
Similar arguments as the above paragraph show that
Pk1 [n, n]Pk2−1[n, n − 1]Pk3−1[n, n − 2]· · ·Pkn−1[n, 1] = Pk1,k2,... ,kn(n),
as required. 
Remark.1 Another proof of Eq. (10), i.e., Pk−1[n, l] = G[n, l]k for k 0, is as follows. From deﬁnition of
G[n, l], it follows that
G[n, l]k =
{
In−l ⊕ S(l)k if l < n
S(n)k if l = n,
so it is enough to show that Pk−1(l) = S(l)k for l n. Applying the formula Taylor expansion of
(1 − x)−1 = 1 + x + x2 + · · ·,
with the (nilpotent) lower triangular Jordan matrix of size l:
J = (δi,j+1)0 i,j l−1
in place of x and I = Il in place of 1, we obtain that
(I − J)−1 = I + J + J2 + · · · + Jl−1 + 0 + 0 + · · · = S(l)T .
Note that, for each s 0, we have
Js = (δi,j+s)0 i,j l−1,
in particular, we have Js = 0 for s l. Therefore, by an easy computation, we conclude that
S(l)k =
[
(I − J)−T
]k
=
[
(I − J)−k
]T
=
[ ∞∑
s=0
(
k + s − 1
s
)
Js
]T
=
⎡
⎣l−1∑
s=0
(
k + s − 1
s
)
Js
⎤
⎦T
= Pk−1(l),
as required.
1 The idea of this proof is due to the referee.
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Proof of Theorem 6. For convenience, we put
P(m1)(n) =
(
p
(m1)
i,j
)
0 i,j n−1
and (
T(m2)(n)
)s = (t(m2,s)i,j )0 i,j n−1.
First of all, using the induction on swe prove the following result:
t
(m2,s)
i,j =
{
p
(m2)
s,j−i j i,
0 j < i.
(11)
To do this, we observe that if s = 0, then the result is straightforward. Now, we assume that the result
is true for s, that is, we have
t
(m2,s)
i,j =
{
p
(m2)
s,j−i j i,
0 j < i,
then we try to prove it for s + 1. Since T(m2)(n) is an upper triangular matrix, it follows that(
T(m2)(n)
)s+1
is an upper triangular matrix too. Now, we assume that 0 i j n − 1. Noticing
(
T(m2)(n)
)s+1 = (T(m2)(n))s · (T(m2)(n))1 ,
we obtain that
t
(m2,s+1)
i,j =
n−1∑
l=0
t
(m2,s)
i,l · t(m2,1)l,j
=
j∑
l=j−m2+1
t
(m2,s)
i,l · t(m2,1)l,j (by deﬁnition of T(m2)(n))
=
j∑
l=j−m2+1
p
(m2)
s,l−i (by induction hypothesis and deﬁnition of T(m2)(n))
= p(m2)s+1,j−i.
(Remark. Notice that in the summation formulas
∑j
l=j−m2+1 t
(m2,s)
i,l · t(m2,1)l,j and
∑j
l=j−m2+1 p
(m2)
s,l−i , if
l < 0, then we have l < i and so t
m2,s
i,l = p(m2)s,l−i = 0.)
Now, it is enough to show that
(P(m1)(n) · (T(m2)(n))s)i,j =
⎧⎪⎪⎨
⎪⎪⎩
p
(m2)
s,j i = 0,
j∑
l=j−m1+1
(
P(m1)(n) · (T(m2)(n))s
)
i−1,l 1 i n − 1.
To see this, we consider two cases i = 0 and 1 i n − 1, separately. First, we assume that i = 0. Here,
we have
(P(m1)(n) · (T(m2)(n))s)0,j =
n−1∑
l=0
p
(m1)
0,l t
(m2,s)
l,j
= t(m2,s)0,j (by deﬁnition of P(m1)(n))
= p(m2)s,j . (by Eq. (11))
A.R. Moghaddamfar et al. / Linear Algebra and its Applications 432 (2010) 53–69 69
Next, we assume that 1 i n − 1. In this case, we obtain
(P(m1)(n) · (T(m2)(n))s)i,j =
n−1∑
l=0
p
(m1)
i,l t
(m2,s)
l,j
=
j∑
l=j−(m2−1)s
p
(m1)
i,l t
(m2,s)
l,j (by Eq. (11))
=
j∑
l=j−(m2−1)s
l∑
l′=l−m1+1
p
(m1)
i−1,l′p
(m2)
s,j−l
(by Eq. (11) and deﬁnition of P(m1)(n))
=
j∑
u=j−m1+1
u∑
v=u−(m2−1)s
p
(m1)
i−1,vp
(m2)
s,u−v
(by the rearrangement of statements)
=
j∑
u=j−m1+1
u∑
v=u−(m2−1)s
p
(m1)
i−1,vt(m2,s)v,u (by Eq. (11))
=
j∑
u=j−m1+1
n−1∑
v=0
p
(m1)
i−1,vt(m2,s)v,u
=
j∑
u=j−m1+1
(
P(m1)(n) · (T(m2)(n))s
)
i−1,u .
Therefore, the proof of theorem is ﬁnished. 
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