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SHUFFLE GROUP LAWS.
APPLICATIONS IN FREE PROBABILITY
KURUSCH EBRAHIMI-FARD AND FRE´DE´RIC PATRAS
Abstract. Commutative shuffle products are known to be intimately related to universal formulas for products,
exponentials and logarithms in group theory as well as in the theory of free Lie algebras, such as, for instance,
the Baker–Campbell–Hausdorff formula or the analytic expression of a Lie group law in exponential coordinates
in the neighbourhood of the identity. Non-commutative shuffle products happen to have similar properties with
respect to pre-Lie algebras. However, the situation is more complex since in the non-commutative framework three
exponential-type maps and corresponding logarithms are naturally defined. This results in several new formal
group laws together with new operations – for example a new notion of adjoint action particularly well fitted to the
new theory. These developments are largely motivated by various constructions in non-commutative probability
theory. The second part of the article is devoted to exploring and deepening this perspective. We illustrate our
approach by revisiting universal products from a group-theoretical viewpoint, including additive convolution in
monotone, free and boolean probability, as well as the Bercovici–Pata bijection and subordination products.
Contents
1. Introduction 1
2. Unshuffle bialgebras 4
3. The key example 5
4. Shuffle groups, exponentials and logarithms 7
5. Shuffle Lie algebra automorphisms 10
6. Shuffle adjoint actions 11
7. Universal shuffle group laws 14
8. Additive convolutions in free, monotone and boolean probability 15
9. Universal products in free probability 16
10. The Bercovici–Pata bijection revisited 18
11. Free additive convolution and subordination products 21
References 23
Keywords: shuffle algebra; half-shuffle exponentials; half-shuffle logarithms; pre-Lie algebra, Magnus expansion;
combinatorial Hopf algebra; additive convolution; boolean Bercovici–Pata bijection; subordination products.
MSC Classification: 16T05; 16T10; 16T30; 46L53; 46L54
1. Introduction
The formal, i.e., purely algebraic component of the relations between a Lie group and its Lie algebra is
encapsulated in the Baker–Campbell–Hausdorff formula:
x ˚ y “ logpexpx ¨ exp yq “: BCHpx, yq
as well as in the formal expression of the Lie group law in exponential coordinates in the neighbourhood of the
identity element. In practice, as emphasised, for example, in Reutenauer’s classical monograph on free Lie algebras
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[41], the best framework to understand these phenomena is provided by the theory of Hopf algebras. Indeed,
in the complete connected cocommutative case, the exponential and logarithm maps relate the Lie algebra of
primitive elements bijectively to the group of group-like elements [40]. Here, classical commutative shuffle algebra
is an essential ingredient for at least two reasons. First, the dual of the enveloping algebra of a free Lie algebra is
a free commutative shuffle algebra [22, 44]. Second, the combinatorics of classical commutative shuffle products,
as they appear, for example, in cards shuffling in probability, is encoded through the descent algebra. The latter
forms a subalgebra of the direct sum of the symmetric group algebras (equipped with a suitable convolution
product), that identifies with an algebra of natural transformations of the forgetful functor from graded connected
cocommutative Hopf algebras to graded vector spaces, and whose properties can be used to understand relations
between group-like and primitive elements [39].
The present paper originates from a seemingly different subject, i.e., the moment-cumulant relations in
Voiculescu’s theory of free probability [34, 37, 50, 51]. Free cumulants encode the notion of free independence in
free probability. Analogous statements apply to monotone and boolean cumulants, and the respective notions of
independence between random variables [28, 46]. In the 1990’s, Speicher uncovered a combinatorial approach to
free cumulants and to the notion of freeness in Voiculescu’s theory, which is based on non-crossing set partitions
and Mo¨bius calculus [8, 45, 48, 49]. This approach extends to the boolean and monotone cumulants, and the
relations between different types of cumulants can be encoded in terms of various non-crossing set partitions. See
Arizmendi et al. [1] for details.
In [18, 19, 20], the authors followed a radically different path by exploring monotone, free, and boolean cumu-
lants from the point of view of non-commutative shuffle algebras. The starting point is a graded connected non-
commutative non-cocommutative Hopf algebra defined on the double tensor algebra H over a non-commutative
probability space pA, ϕq. The coproduct on H splits into the sum of two so-called “half-coproducts”. On the
dual space H˚ this results in the splitting of the convolution product into two “half-products”, which defines a
non-commutative shuffle algebra on H˚. Notice that, as usual for duals of Hopf algebras, H˚ contains the group
of characters together with the Lie algebra of infinitesimal characters on H . However, due to the splitting of
the convolution product, both the group and the Lie algebra carry extra structure beyond the classical setting.
This provides the key to our forthcoming developments. For details the reader is referred to the first part of the
present article, where definitions are given.
The central observation in reference [20] is that monotone, free, and boolean moment-cumulant relations can
be described in terms of three different exponential-type maps associated respectively to the convolution product
and the two half-products defined on the dual H˚. Here, the notion of exponential-type map generalises the
one of time-ordered exponential in physics [2, 17]. Logarithm-type maps corresponding to these exponential-type
maps can be defined, and shuffle algebra identities permit to express monotone, free, and boolean cumulants in
terms of each other using the Magnus expansion familiar in the context of pre-Lie algebras.
The present paper addresses two questions. The first builds on the works of Chapoton [11], Foissy [21], Ronco
[42, 43], and others [16], that studied the algebraic structure and properties of shuffle algebras and bialgebras.
Notice that in these references, shuffle (bi)algebras are called dendriform (bi)algebras, and commutative shuffle
algebras are called Zinbiel algebras. For theoretical and historical reasons we prefer the name shuffle (bi)algebra,
as it is grounded in classical works in algebraic topology, combinatorics, and control theory, and echoes the
seminal Eilenberg–MacLane–Schu¨tzenberger idea of splitting commutative and non-commutative shuffle products
into two “half-products”. Here, we explore how the classical correspondence between Lie groups and Lie algebras,
and related properties and identities, translate in the non-(co)commutative setting, that is, when one considers
instead of the usual exponential and logarithm maps their three shuffle bialgebra counterparts. A rather rich
structure arises from this approach. For example, adjoint actions and several universal group laws can be defined
at the group and Lie algebra level. The latter generalises, for example, the classical group law induced on a free
Lie algebra from the associated exponential group and the Baker–Campbell–Hausdorff formula.
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The second question is based on our recent work [20], and its answer illustrates the meaningfulness of the
shuffle algebra approach in free probability. Namely, we explore the notion of additive convolution [29, 38] from
the shuffle algebra viewpoint. Our approach is group-theoretical and relates to the notion of universal products
[6, 35, 47]. Instead of viewing additive free, monotone or boolean convolution as operations on distributions of
non-commutative random variables, we lift these operations to appropriate groups of characters (which are affine
pro-algebraic groups). In the particular case of the Hopf algebra H mentioned above, this yields a way of defining
the “additive convolution” of two linear forms ϕ and ϕ1 on a given associative algebra A. This construction at
the group level specialises then to formulas for the joint distributions of non-commutative random variables. As
an application, we revisit the Belinschi–Nica semigroup and the corresponding boolean Bercovici–Pata bijection
as well as additive convolutions of distributions.
A remark is in order regarding the appearance of shuffle as well as Hopf algebras in the context of non-
commutative probability theory. Several works have applied Hopf algebra techniques to free probability. Besides
the classical work of Mastnak and Nica [33], let us mention the connections of free probability with Witt vectors,
lambda rings and related topics developed by Friedrich and McKay in [23, 24]. The same authors also proposed
recently in [25] another approach to non-commutative probability and convolutions that relies on the notion
of cogroups in the category of associative algebras (recall that commutative Hopf algebras are cogroups in the
category of commutative algebras). Manzel and Schu¨rmann in [32] used combinatorial Hopf algebra to explore the
notion of non-commutative stochastic independence from a cumulant perspective. Shuffle (or dendriform) algebras
appeared already in [5] in relation to the problem of infinite divisibility with respect to additive convolution in free
probability. Although potential connections deserve to be explored, the present article (as well as the references
[18, 19, 20]) follows different directions.
The paper is organized as follows. In the next sections we recall the notions of (un)shuffle algebras and bialge-
bras, and introduce the fundamental example in view of applications to monotone, free, and boolean probabilities.
In Section 4 we define algebraic shuffle groups and Lie algebras, and recall from [20] the construction of expo-
nential and logarithm-type maps in this context together with some identities they satisfy. Section 5 studies the
various natural set automorphisms of shuffle Lie algebras induced by the three exponential and logarithm-type
maps. It emphasises connections with the theory of pre-Lie algebras – especially the pre-Lie Magnus expansion
and its inverse. In Section 6 we introduce three adjoint actions, which are defined respectively in terms of the
shuffle and the two half-shuffle products. Section 7 explores universal group laws that generalise the Baker–
Campbell–Hausdorff group law on a free Lie algebra. In Section 8 we define left and right additive convolutions
as commutative group laws on groups of characters. Section 9 explores the products from the foregoing section
from the point of view of non-commutative probability. It is shown that the three universal products in non-
commutative probability, which are related to free, monotone and boolean additive convolution, can be obtained
directly from those developed in the previous sections. In Section 10 it is shown how the point of view of half-
shuffle logarithms and exponentials relates to the Bercovici–Pata bijection. Section 11 provides an algebraic point
of view on free additive convolution of distributions of non-commutative random variables.
For background on coalgebras, bialgebras and Hopf algebras, we refer to [9, 26, 30]. All algebraic structures
are defined over the ground field k of characteristic zero. They are graded if their structure maps are defined in
the tensor category of graded vector spaces, that is, if objects are graded vector spaces and the structure maps
respect the grading. Connectedness in the graded context refers to the degree zero component being isomorphic
to the ground field. We also assume any k-(co)algebra to be (co)associative, if not stated otherwise.
Acknowledgements: We thank Roland Speicher for stimulating discussions. The second author acknowledges
support from the grant ANR-12-BS01-0017, “Combinatoire Alge´brique, Re´surgence, Moules et Applications”.
Support by the CNRS GDR “Renormalisation” and the PICS program CNRS/CSIC, JAD-ICMAT “Alge`bres de
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2. Unshuffle bialgebras
Recall that an (affine) algebraic group G over a ground field k is a functor from commutative algebras A over
k to groups such that, up to equivalence, GpAq is the group of characters of a commutative Hopf algebra H ,
i.e., the group of algebra maps from H to A, where the group law is induced by the coproduct on H . See, for
instance, Cartier [9]. A compact Lie group is always algebraic, that is, isomorphic to the group of real points
of an algebraic group, whereas an arbitrary Lie group is pro-algebraic. We shall follow this point of view, as it
is convenient with respect to the definition of groups associated to the notion of shuffle algebra as well as their
application in free probability.
Whereas the abstract notion of shuffle product and its decomposition into half-shuffles, which will be recalled
further below, goes back to the works of Eilenberg, MacLane and Schu¨tzenberger in the 1950’s, the dual notion
seems to have been considered only relatively recently from an abstract, i.e., axiomatic point of view. For details
on shuffle and unshuffle bialgebras we refer the reader to the works of Chapoton [11], Foissy [21] and Ronco
[42, 43].
Recall that a k-coalgebra C is coaugmented if it is equipped with a coalgebra map from the ground field k to
C. A counital coaugmented coalgebra splits as C “ k ‘ C, where C is the kernel of the counit.
Definition 1. A counital unshuffle (aka codendriform) coalgebra is a coaugmented coassociative coalgebra C “
k ‘ C with coproduct
(1) ∆pcq :“ ∆¯pcq ` cb 1` 1b c,
such that the reduced coproduct on C splits, ∆¯ “ ∆ă `∆ą, with
p∆ă b idq ˝∆ă “ pidb ∆¯q ˝∆ă(2)
p∆ą b idq ˝∆ă “ pidb∆ăq ˝∆ą(3)
p∆¯b idq ˝∆ą “ pidb∆ąq ˝∆ą.(4)
The maps ∆, ∆ă and ∆ą are called respectively unshuffling coproduct and left and right half-unshuffles. The
definition of a non-unital unshuffle coalgebra is obtained by removing the unit, that is, ∆¯ is acting on C, and has
a splitting into two half-coproducts, ∆ă and ∆ą, which obey relations (2), (3) and (4).
Definition 2. An unshuffle (aka codendriform) bialgebra is a unital and counital bialgebra B “ k ‘ B with
product ¨B and coproduct ∆; a counital unshuffle coalgebra with ∆¯ “ ∆ă`∆ą, such that, moreover, the following
compatibility relations hold
∆`ăpa ¨B bq “ ∆
`
ăpaq ¨B ∆pbq(5)
∆`ąpa ¨B bq “ ∆
`
ąpaq ¨B ∆pbq,(6)
where
∆`ăpaq :“ ∆ăpaq ` ab 1(7)
∆`ąpaq :“ ∆ąpaq ` 1b a.(8)
The most classical example of an unshuffle bialgebra is the unital tensor algebra T pXq over an alphabet
X “ tx1, x2, . . .u. Notice, for later use, that we write T pXq for the non-unital tensor algebra. Both are the
linear span of words xi1 ¨ ¨ ¨xin over X , with the empty word included in the unital case, but not in T pXq. The
concatenation product of two words, xi1 ¨ ¨ ¨xin ¨ xj1 ¨ ¨ ¨xjm :“ xi1 ¨ ¨ ¨xinxj1 ¨ ¨ ¨xjm turns (T pXq) T pXq into a
(unital) non-commutative k-algebra. The unital tensor algebra T pXq is endowed with the unshuffling coproduct
∆pxi1 ¨ ¨ ¨xinq :“
ÿ
I
š
J“rns
xI b xJ ,
SHUFFLE GROUPS AND FREE PROBABILITY 5
where xS stands for the word xis1 ¨ ¨ ¨xisk associated to the naturally ordered subset S “ ts1, . . . , sku Ď rns.
Setting
∆`ăpxi1 ¨ ¨ ¨xinq :“
ÿ
I
š
J“rns
1PI
xI b xJ ,
and ∆`ą :“ ∆´∆
`
ă, defines an unshuffle bialgebra structure on T pXq, whose fine structure is studied in [22].
Recall that the notions of bialgebra and Hopf algebra identify when suitable connectedness hypothesis hold, for
example, when the bialgebra can be equipped with a grading such that the degree zero component is the ground
field [9]. This hypothesis is satisfied for T pXq and will also be fulfilled in all the other examples we will consider,
so that there is no difference in this article between bialgebras and Hopf algebras.
It is well-known that classical graded connected cocommutative Hopf algebras over a field of characteristic zero
are enveloping algebras of their primitive part (Cartier–Milnor–Moore theorem) [9, 39]. This structure theorem
has a dual, slightly weaker version, known as Leray’s theorem. It states that a graded connected commutative
Hopf algebra H over a field of characteristic zero is a polynomial algebra over the vector space of indecomposable
elements. Recall that the latter is the quotient H`{pH`q2 – it is not a subspace of H`, the augmentation ideal of
H , but the techniques developed in [39] allow to construct a canonical lift from H`{pH`q2 to H`, and therefore
permit to consider slightly abusively the space of indecomposable elements as a subspace of H .
Similar statements hold mutatis mutandis for graded connected unshuffle bialgebras and their dual shuffle
bialgebras (the axioms for shuffle algebras are recalled below, in Section 4). These results are due to Chapoton
[11, Prop. 14, Prop. 15]. A more combinatorially flavoured approach was developed in parallel by Ronco [42].
Their work triggered much of the interest that has developed around the notion of shuffle algebra in the theory of
operads and in algebraic combinatorics in recent years. We mention the analog of Leray’s theorem in our context:
Theorem 3. Let B be a graded connected unshuffle bialgebra over k, then B is, as an associative algebra, naturally
isomorphic to T pIq, the free associative algebra over a subspace I of B, which is canonically isomorphic to the
vector space of indecomposable elements B{B2.
Notice that Chapoton’s and Ronco’s results are stated in the dual framework, the Theorem follows immediately
by duality. The fact that there is a canonical lift from B{B2 to I follows, for example, from the naturallity of the
isomorphism in [11, Prop. 15].
For completeness, we recall from [27] that a brace algebra is a vector space V equipped with n`1-ary multilinear
operations, n ě 0, denoted t´; ´, . . . , ´u such that tx;Hu :“ x and
ttx; y1, . . . , ynu; z1, . . . , zmu “
ÿ
tx; . . . , ty1; . . . u, . . . , tyn; . . . u, . . . u,
where the empty spaces in the sum on the right-hand side of the equality are filled in all possible ways with
the zi (in the given order). There is a forgetful functor from shuffle to brace algebras and Chapoton’s original
Theorem states that (under connectedness assumptions) a shuffle bialgebra is always the enveloping algebra of
a brace algebra – where by enveloping algebra functor we mean the left adjoint to this forgetful functor. We
refrain from giving more details on these notions and results as they are not of direct use with respect to our
further developments. One should, however, keep in mind that they are lurking in the background of the theory
we develop.
3. The key example
Let us return to examples of unshuffle bialgebras. The key example for our purpose is given in terms of the
double tensor algebra – or double bar construction – over a (non-commutative probability space) k-algebra A.
Define T pAq :“ ‘ną0A
bn to be the non-unital tensor algebra over A. The unital tensor algebra is denoted
T pAq :“ ‘ně0A
bn. Elements in T pAq are written as words a1 ¨ ¨ ¨ an P T pAq. Notice that a ¨ ¨ ¨a P A
bn stands
for abn. To avoid confusions, the product of the ais in A is written a1 ¨A a2 ¨A ¨ ¨ ¨ ¨A an. Concatenation of
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words makes T pAq an algebra, which is naturally graded by the length of a word, i.e., its number of letters. We
set T pT pAqq :“ ‘ną0T pAq
bn, and use the bar notation to denote elements in T pT pAqq: w1| ¨ ¨ ¨ |wn P T pT pAqq,
wi P T pAq, i “ 1, . . . , n. Given a “ w1| ¨ ¨ ¨ |wn and b “ w
1
1| ¨ ¨ ¨ |w
1
m, their product in T pT pAqq is written
a|b. This algebra is multigraded, T pT pAqqn1,...,nk :“ Tn1pAq b ¨ ¨ ¨ b TnkpAq, as well as graded. The degree n
part is T pT pAqqn :“
À
n1`¨¨¨`nk“n
T pT pAqqn1,...,nk . Similar observations hold for the unital case T pT pAqq “
‘ně0T pAq
bn, and we will identify without further comments a bar symbol such as w1|1|w2 with w1|w2 (formally,
using the canonical map from T pT pAqq to T pT pAqq).
Given two (canonically ordered) subsets S Ď U of the set of integers N˚, we call connected component of
S relative to U a maximal sequence s1, . . . , sn in S, such that there are no 1 ď i ă n and t P U , such that
si ă t ă si`1. In particular, a connected component of S in N
˚ is simply a maximal sequence of successive
elements s, s ` 1, . . . , s ` n in S. Consider a word a1 ¨ ¨ ¨an P T pAq. For S :“ ts1, . . . , spu Ď rns, we set
aS :“ as1 ¨ ¨ ¨asp (aH :“ 1). Denoting J1, . . . , Jk the connected components of rns´S, we set aJS
rns
:“ aJ1 | ¨ ¨ ¨ |aJk .
More generally, for S Ď U Ď rns, we set aJSU :“ aJ1 | ¨ ¨ ¨ |aJk , where the aJj are now the connected components of
U ´ S in U .
Definition 4. The map ∆ : T pAq Ñ T pAq b T pT pAqq is defined by
(9) ∆pa1 ¨ ¨ ¨ anq :“
ÿ
SĎrns
aS b aJ1 | ¨ ¨ ¨ |aJk “
ÿ
SĎrns
aS b aJS
rns
,
with ∆p1q :“ 1b 1. This map is then extended multiplicatively to a coproduct on T pT pAqq
∆pw1| ¨ ¨ ¨ |wmq :“ ∆pw1q ¨ ¨ ¨∆pwmq.
Theorem 5. [18] The graded algebra T pT pAqq equipped with the coproduct (9) is a graded connected non-
commutative and non-cocommutative Hopf algebra.
The crucial observation is that the coproduct (9) can be split into two parts as follows. On T pAq define the
left half-coproduct by
(10) ∆`ăpa1 ¨ ¨ ¨ anq :“
ÿ
1PSĎrns
aS b aJS
rns
,
and
(11) ∆ăpa1 ¨ ¨ ¨ anq :“ ∆
`
ăpa1 ¨ ¨ ¨anq ´ a1 ¨ ¨ ¨ an b 1.
The right half-coproduct is defined by
(12) ∆`ąpa1 ¨ ¨ ¨anq :“
ÿ
1RSĂrns
aS b aJS
rns
and
(13) ∆ąpa1 ¨ ¨ ¨ anq :“ ∆
`
ąpa1 ¨ ¨ ¨anq ´ 1b a1 ¨ ¨ ¨ an.
Which yields ∆ “ ∆`ă ` ∆
`
ą, and ∆pwq “ ∆ăpwq ` ∆ąpwq ` w b 1 ` 1 b w. This is extended to T pT pAqq by
defining
∆`ăpw1| ¨ ¨ ¨ |wmq :“ ∆
`
ăpw1q∆pw2q ¨ ¨ ¨∆pwmq
∆`ąpw1| ¨ ¨ ¨ |wmq :“ ∆
`
ąpw1q∆pw2q ¨ ¨ ¨∆pwmq.
Theorem 6. [18] The bialgebra T pT pAqq equipped with ∆ą and ∆ă is an unshuffle bialgebra.
Remark 7. The (graded) dual of T pT pAqq is equipped with what Gerstenhaber and Voronov called a left increasing
product, that means, that given x, y in T pT pAqq˚, degT px yq ě degT pxq, where we write for the product dual
to ∆ and where degT pw1| ¨ ¨ ¨ |wnq :“ n. It follows then from [27, Lemma 8] that T pT pAqq
˚ is naturally a brace
algebra.
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4. Shuffle groups, exponentials and logarithms
Let us denote from now on B “ k ‘ B, where B “
À
ně1Bn is a graded connected unshuffle bialgebra with
structure maps mB “ ¨B , ∆, ∆ă, ∆ą and augmentation map e : B Ñ k. The latter acts as the identity on k and
as the null map on B. For notational simplicity we do not distinguish between e as a map to k and e viewed as a
linear endomorphism of B “ k‘B. The space EndpBq of linear endomorphisms of B is a k-algebra with respect
to the convolution product defined for f, g P EndpBq, by f ˚ g :“ mB ˝ pf b gq ˝∆. Its unit is the augmentation
map e; the antipode is the convolution inverse of id, the identity map of B:
(14) S “
e
e` P
“
ÿ
iě0
p´1qiP˚i,
where P :“ id´ e is the projector that acts as the identity on B and as the null map on k.
The set LinpB,Aq of linear maps from B to a unital commutative algebra A over k is also an algebra with
respect to the convolution product defined for f, g P LinpB,Aq by
(15) f ˚ g :“ mA ˝ pf b gq ˝∆,
where mA stands for the product map in A. The augmentation map e is the unit for ˚. We define accordingly
the left and right half-convolution products on LinpB,Aq:
f ă g :“ mA ˝ pf b gq ˝∆ă and f ą g :“ mA ˝ pf b gq ˝∆ą,
which split the associative convolution product f ˚ g “ f ą g ` f ă g. These operations satisfy the shuffle
identities:
pf ă gq ă h “ f ă pg ˚ hq(16)
pf ą gq ă h “ f ą pg ă hq(17)
f ą pg ą hq “ pf ˚ gq ą h,(18)
where f, g, h P LinpB,Aq. Notice that these identities (also known as dendriform relations) follow from the dual
ones defining unshuffle coalgebras in Definition 1. Relations (16)-(18) are extended by using Schu¨tzenberger’s
trick, that is, by setting e ą f :“ f , f ă e :“ f , e ă f :“ 0 and f ą e :“ 0 for f P LinpB,Aq, turning e into
a unit (the notion dual to the one of unshuffle coalgebra counit – notice, however, that e ă e and e ą e are left
undefined, whereas e ˚ e “ e). Identities (16)-(18) (together with the ones satisfied by e) define a (unital) shuffle
algebra.
Recall that a (left) pre-Lie algebra [10, 31] is a k-vector space V equipped with a bilinear product ⊲ such that
px⊲ yq⊲ z ´ x⊲ py ⊲ zq “ py ⊲ xq⊲ z ´ y ⊲ px⊲ zq.
The notion of right pre-Lie algebra is defined analogously. The bracket rx, ys :“ x⊲ y´ y⊲ x satisfies the Jacobi
identity and defines a Lie algebra structure on V .
Proposition 8. The space LBpAq :“ LinpB,Aq (respectively LBpAq :“ LinpB,Aq) equipped with the half-shuffles
pă,ąq is a shuffle algebra (respectively unital shuffle algebra with unit e). Moreover, the space LBpAq is naturally
equipped with a (left) pre-Lie algebra structure given by
(19) f ⊲ g :“ f ą g ´ g ă f.
The last assertion of the proposition is a general property of shuffle algebras. Its verification is left to the
reader.
Recall that, given a commutative k-algebra A, a character Φ P LinpB,Aq is a unital and multiplicative map,
i.e. Φp1q “ 1A, and for a, b P B, Φpa ¨B bq “ ΦpaqΦpbq. Since B is a Hopf algebra, the set GBpAq Ă LinpB,Aq
of characters (respectively GBp¨q) is a group and a pro-algebraic group with respect to the convolution product
(respectively a group and pro-algebraic group-valued functor). The inverse of Φ P GBpAq is Φ
´1 :“ Φ ˝ S.
8 KURUSCH EBRAHIMI-FARD AND FRE´DE´RIC PATRAS
Definition 9. A shuffle group is a functor S from commutative unital algebras to pro-algebraic groups represented
by a graded connected shuffle bialgebra B:
SpAq “ GBpAq “ AlgpB,Aq.
As a group-valued functor S is nothing but the affine pro-algebraic group associated to the bialgebra B. The
key point for our later developments, and the justification for the introduction of shuffle groups is, that this
functor is equipped with natural transformations that do not exist when dealing with classical (pro-)algebraic
groups, making its structure much richer than the usual one of (pro-)algebraic groups.
Recall now that an infinitesimal character κ P LinpB,Aq is a map such that κp1q “ 0 and κpa ¨B bq “ 0,
for a, b P B. The space gBpAq Ă LinpB,Aq of infinitesimal characters is a Lie algebra for the Lie bracket
rf, gs :“ f ˚ g ´ g ˚ f . Let us write InfpB,Aq for the Lie algebra of infinitesimal characters from B to A.
Definition 10. A shuffle Lie algebra is a functor S from commutative unital algebras to Lie algebras, such that
there exists a graded connected shuffle bialgebra B with
SpAq “ gBpAq “ InfpB,Aq.
Let us fix again B and consider the shuffle group GBpAq and the shuffle Lie algebra gBpAq. The exponential
and logarithm maps are defined for any α P LinpB,Aq vanishing on k Ă B by
(20) exp˚pαq :“ e`
ÿ
ną0
α˚n
n!
log˚pe` αq :“ ´
ÿ
ną0
p´1qn
α˚n
n
.
Both series reduce to finite sums when applied to an element in B.
Theorem 11 (First exponential isomorphism). The logarithm and exponential maps are set isomorphisms between
the group GBpAq and the Lie algebra gBpAq.
The Theorem is well-known and holds in general for characters and infinitesimal characters on any graded
connected bialgebra. It follows from exppx ` yq “ exppxq exppyq and logpabq “ logpaq ` logpbq when x and y
(respectively a and b) commute, as well as from the fact that in a bialgebra the coproduct is a morphism of
algebras, together with the observation that in B bB two elements x b 1 and 1b y always commute. We refer,
e.g., to [15] for details.
The following theorem extends results obtained in [18] when dealing with T pT pAqq. Let us start with definitions.
For α P gBpAq the left and right half-shuffle, or “time-ordered”, exponentials are defined by
Eăpαq :“ exp
ăpαq :“ e`
ÿ
ną0
αăn Eąpαq :“ exp
ąpαq :“ e`
ÿ
ną0
αąn,
where αăn :“ α ă pαăn´1q, αă0 :“ e (analogously for αąn). They satisfy by definition the fixed point equations
(21) Eăpαq “ e` α ă Eăpαq Eąpαq “ e ` Eąpαq ą α.
Note that both Eăpαq and Eąpαq reduce to finite sums when applied to an element of B due to α P gBpAq.
Lemma 12. For α P gBpAq, we have Eąp´αq ˚ Eăpαq “ e, and therefore Eąp´αq “ E
´1
ă pαq.
Proof. We follow [18] and see that
Eąp´αq ˚ Eăpαq ´ e “
ÿ
n`mě1
p´1qn
 
pαąnq ă pαămq ` pαąnq ą pαămq
(
“
ÿ
ną0,mě0
p´1qnpαąnq ă pαămq `
ÿ
ně0,mą0
p´1qnpαąnq ą pαămq.
Now, since p´1qnpαąnq ă pαămq “ p´1qnppαąn´1q ą αq ă pαămq “ p´1qnpαąn´1q ą pαăm`1q, the proof
follows. 
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Another useful result follows from the computation of the composition inverse of the left half-shuffle exponential.
Lemma 13. For α P gBpAq and X :“ e` Y :“ Eăpαq, then
α “ Y ă
´ ÿ
ně0
p´1qnY ˚n
¯
.
Proof. We follow [22]. From X “ e `
ř
ną0 α
ăn, we get X ´ e “ Y “ α ă X . On the other hand, the (formal)
inverse of X for the ˚ product is given by X´1 “ e
e`Y “
ř
kě0p´1q
kY ˚k. We finally obtain
α “ α ă e “ α ă pX ˚X´1q “ pα ă Xq ă X´1 “ Y ă
´ ÿ
ně0
p´1qnY ˚n
¯
.

Theorem 14 (Left and right exponential isomorphisms). The left and right half-shuffle exponentials provide
natural bijections between GBpAq and gBpAq: let Φ P GBpAq then there exists a unique κ P gBpAq such that
Φ “ Eăpκq, i.e., Φ “ e ` κ ă Φ. Conversely, for κ P gBpAq there exists a unique character Eăpκq P GBpAq.
Analogous statements hold for the right half-shuffle exponential.
Proof. We know from the previous lemma that the implicit equation Φ “ e`κ ă Φ “ Eăpκq has a unique solution
κ in LinpB,Aq with κp1q “ 0.
Recall that B is canonically isomorphic as an associative algebra to a tensor algebra, T pIq (Chapoton’s Theorem
3). Let us consider the infinitesimal character µ :“ Respκq, equal to κ on I and to the null map on tensor powers
Ibn, n ­“ 1. Let us show that µ also solves the linear fixed point equation Φ “ e ` µ ă Φ. From this the first
part of the theorem follows.
Indeed, for an arbitrary a P B “ T pIq, a “ a1 ¨B ¨ ¨ ¨ ¨B an, ai P I, notice first that since ∆
`
ăpx ¨B yq “
∆`ăpxq ¨B ∆pyq, due to the vanishing of µ on any T pIq
bk, for k ­“ 1, we have:
pµ ă Φqpaq “ µpa1,ă
1
qΦpa2,ă
1
¨B a2 ¨B ¨ ¨ ¨ ¨B anq “ κpa
1,ă
1
qΦpa2,ă
1
¨B a2 ¨B ¨ ¨ ¨ ¨B anq.
We used Sweedler’s notation ∆`ăpxq “ x
1,ă b x2,ă. From this we immediately obtain
Φpaq “ Φpa1qΦpa2 ¨B ¨ ¨ ¨ ¨B anq “ µpa
1,ă
1
qΦpa2,ă
1
¨B a2 ¨B ¨ ¨ ¨ ¨B anq “ pe ` µ ă Φqpaq,
since
Φpa1q “ pe ` κ ă Φqpa1q “ κpa
1,ă
1
qΦpa2,ă
1
q “ µpa1,ă
1
qΦpa2,ă
1
q.
Conversely:
Eăpκqpaq “ pe ` κ ă Eăpκqqpaq “ κpa
1,ă
1
qEăpκqpa
2,ă
1
¨B a2 ¨B ¨ ¨ ¨ ¨B anq.
Assuming by induction that the property Eăpκqpa
1
1 ¨B ¨ ¨ ¨ ¨B a
1
kq “ Eăpκqpa
1
1q ¨ ¨ ¨Eăpκqpa
1
kq holds for elements
a11 ¨B ¨ ¨ ¨ ¨B a
1
k in T pIq “ B of degree less than the degree of a, yields
Eăpκqpaq “ κpa
1,ă
1
qEăpκqpa
2,ă
1
qEăpκqpa2q ¨ ¨ ¨ Eăpκqpanq
“ Eăpκqpa1qEăpκqpa2q ¨ ¨ ¨ Eăpκqpanq.

The inverses of the isomorphisms in Theorem 14 can be computed explicitly using Lemma 12 together with
the proof of Lemma 13.
Lemma 15. Let Φ P GBpAq, the left and right half-shuffle logarithms of Φ are defined respectively by
logăpΦq :“ pΦ´ eq ă Φ´1(22)
logąpΦq :“ Φ´1 ą pΦ´ eq.(23)
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These maps are the compositional inverses to the left respectively right half-shuffle exponentials, i.e., let α P gBpAq,
then
logăpEăpαqq “ α,(24)
logąpEąpαqq “ α.(25)
The next two theorems show how these results translate into fundamental properties of monotone, boolean and
free cumulants [20]. Let pA, ϕq be a non-commutative probability space with unital map ϕ : A Ñ k. Let Φ be
the extension of ϕ as a character over H :“ T pT pAqq, i.e., Φpw1| ¨ ¨ ¨ |wkq :“ φpw1q ¨ ¨ ¨ϕpwkq (ϕ is first extended
to a linear map from T pAq to k by φpa1 ¨ ¨ ¨anq :“ ϕpa1 ¨A ¨ ¨ ¨ ¨A anq). Recall that for w “ a1 ¨ ¨ ¨ an P T pAq, the
nth order multivariate moment is defined by mnpa1, . . . , anq :“ φpwq.
Theorem 16. [20] Let ρ : T pT pAqq Ñ k be the infinitesimal character defined by ρ :“ log˚pΦq P gHpkq. For
a1, . . . , an P A, we define hnpa1, . . . , anq :“ ρpwq. Then the hnpa1, . . . , anq identify with the multivariate monotone
cumulants of [28].
Consider similarly the infinitesimal characters κ :“ logăpΦq and β :“ logąpΦq.
Theorem 17. [18, 20] For w “ a1 ¨ ¨ ¨ an P T pAq we set rnpa1, . . . , anq :“ βpwq and knpa1, . . . , anq :“ κpwq. Then
the rn and kn identify respectively with multivariate free and boolean cumulants.
5. Shuffle Lie algebra automorphisms
The three bijections exp˚, Eă and Eą between gBpAq and GBpAq induce six non-trivial (set) automorphisms
of gBpAq, namely log
ă ˝ exp˚, logą ˝ exp˚, logă ˝ Eą, and their inverses. We investigate in this section the first
two bijections that happen to be related to fundamental operations in the theory of pre-Lie algebras, namely the
Magnus expansion and its inverse. We refer to [16, 31] for details and further references on pre-Lie algebras. The
third bijection and its inverse will be studied in the following section. Notice that one could also study the six
(set) automorphisms of GBpAq, exp
˚ ˝ logă, exp˚ ˝ logą, Eą ˝ log
ă, and their inverses. The map Eă ˝ log
ą is
closely related to the Bercovici–Pata bijection, this will be the subject of Section 10.
Let us compute κ “ logăpexp˚pρqq. An analogous argument provides β “ logąpexp˚pρqq. Notice first that
d
dt
´
exp˚ptρq ą
`
exp˚pp1 ´ tqρq ´ e
˘¯
“ pexp˚ptρq ˚ ρq ą
`
exp˚pp1´ tq ρq ´ e
˘
´ exp˚ptρq ą
`
ρ ˚ exp˚pp1´ tq ρq
˘
“ exp˚ptρq ą
`
ρ ą pexp˚pp1´ tq ρq ´ eq
˘
´ exp˚ptρq ą
`
ρ ą pexp˚pp1´ tq ρq ´ eq ` ρ ă exp˚pp1´ tq ρq
˘
“ ´ exp˚ptρq ą ρ ă exp˚pp1´ tq ρq,
where we applied the shuffle rules (16)-(18). Integrating yields
exp˚pρq ´ e “
ż 1
0
exp˚psρq ą ρ ă exp˚pp1´ sq ρqds.
Again, from the shuffle rules (16)-(18) we find that
exp˚pρq ´ e “
ż 1
0
exp˚psρq ą ρ ă exp˚pp1´ sq ρqds
“
ż 1
0
pexp˚psρq ą ρ ă exp˚p´sρqq ă exp˚pρqds
“
´ ż 1
0
esLρąe´sRăρ pρq ds
¯
ă exp˚pρq
“
´ ż 1
0
esLρ⊲pρqds
¯
ă exp˚pρq “
eLρ⊲ ´ id
Lρ⊲
pρq ă exp˚pρq,(26)
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where the left and right multiplication maps Lαą and Răα are defined respectively by Lαąpβq :“ α ą β and
Răαpβq :“ β ă α. Note that due to (17) we have Lβą ˝ Răα “ Răα ˝ Lβą, and that pLαą ´ Răαqpβq “ α ą
β ´ β ă α gives the pre-Lie product Lα⊲pβq :“ α ⊲ β defined in (19). This implies that e
sLρąe´sRăρ “ esLρ⊲ .
Recall Lemma 15, and the fact that exp˚pρq “ Eăpκq solves uniquely Φ “ e` κ ă Φ. From (26) we have
exp˚pρq “ e`
´eLρ⊲ ´ id
Lρ⊲
pρq
¯
ă exp˚pρq.
Theorem 18. The infinitesimal character κ :“ logăpexp˚pρqq P gBpAq is given by
(27) κ “
eLρ⊲ ´ id
Lρ⊲
pρq “:W pρq.
Conversely
(28) ρ “
Lρ⊲
eLρ⊲ ´ id
pκq “: Ω1pκq.
Similarly, for β :“ logąpexp˚pρqq P GBpAq we have
(29) β “
e´Lρ⊲ ´ id
Lρ⊲
p´ρq “ ´W p´ρq.
Finally, from Φ “ exp˚p´Ω1p´βqq “ exp˚pΩ1pκqq we deduce relations between the infinitesimal characters κ and
β
κ “W
`
´ Ω1p´βq
˘
(30)
β “ ´W
`
´ Ω1pκq
˘
.(31)
These results allow, in the particular case where B “ H :“ T pT pAqq, to compare the three notions of free,
boolean and monotone cumulants [18]. The automorphism Ω1 of the set of infinitesimal characters is called pre-Lie
Magnus expansion [12, 14, 16]. It is given by an expansion in terms of the Bernoulli numbers Bm
(32) Ω1pαq “
ÿ
mě0
Bm
m!
L
pmq
Ω1pαq⊲pαq “ α´
1
2
α⊲ α`
ÿ
mě2
Bm
m!
L
pmq
Ω1pαq⊲pαq.
Here L
pmq
a⊲ pbq :“ L
pm´1q
a⊲ pa⊲ bq, L
p0q
a⊲ “ id. The inverse of Ω
1 is the map W which expands as a pre-Lie exponential
(33) W pαq “ α`
1
2
α⊲ α`
1
6
α⊲ pα⊲ αq ` ¨ ¨ ¨ .
6. Shuffle adjoint actions
From (21) and the identity Eăpκq “ Φ “ Eąpβq we derive the following relations
(34) β “ Φ´1 ą κ ă Φ
and
(35) κ “ Φ ą β ă Φ´1.
They follow from the shuffle rules (16)-(18) together with Φ P GBpAq. Indeed, from Φ “ exp
˚p´Ω1p´βqq, and
β “ ´W
`
´ Ω1pκq
˘
together with (33) it follows that
β “ eLΩ1p´βq⊲
`
W p´Ω1p´βq
˘
“ eLΩ1p´βqąe´RăΩ1p´βq
`
W p´Ω1p´βq
˘
“ exp˚pΩ1p´βqq ąW
`
´ Ω1p´βq
˘
ă exp˚
`
´ Ω1p´βq
˘
“ Φ´1 ą κ ă Φ.
Here we used that κ “W
`
´ Ω1p´βq
˘
. This leads to the general definition of shuffle adjoint action.
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Definition 19. For Φ P GBpAq and µ P gBpAq, the shuffle adjoint action of the group GBpAq on the Lie algebra
gBpAq is defined by
AdΦpµq :“ Φ
´1
ą µ ă Φ.
Note that classical adjunction (by conjugacy) would read Ad˚
Φ
pµq :“ Φ´1 ˚ µ ˚ Φ. The formula
eLΩ1p´βq⊲pµq “ exp˚pΩ1p´βqq ą µ ă exp˚
`
´ Ω1p´βq
˘
“ Φ´1 ą µ ă Φ
insures that the action of AdΦ is indeed mapping gBpAq to itself. Similarly, at the Lie algebra level we get
Definition 20. For γ1, γ2 P gBpAq, the three shuffle adjoint actions of the Lie algebra gBpAq on itself are defined
by
(36) ad˚γ1pγ2q :“ exp
˚p´γ1q ą γ2 ă exp
˚pγ1q
(37) adăγ1pγ2q :“ E
´1
ă pγ1q ą γ2 ă Eăpγ1q
(38) adąγ1pγ2q :“ Eąpγ1q ą γ2 ă E
´1
ą pγ1q.
For later use, we also introduce the notation γγ1
2
:“ adăγ1pγ2q.
Lemma 21. We have
adąγ1pγ2q “ ad
ă
´γ1pγ2q.
Proof. Indeed, from Eąpγ1q “ exp
˚
`
´ Ω1p´γ1q
˘
we find that
adąγ1pγ2q “ Eąpγ1q ą γ2 ă E
´1
ą pγ1q
“ exp˚
`
´ Ω1p´γ1q
˘
ą γ2 ă exp
˚
`
Ω1p´γ1q
˘
“ E´1ă p´γ1q ą γ2 ă Eăp´γ1q
“ adă´γ1pγ2q.

As an example we consider the following proposition, which provides a formula for γγ1
2
in the context of
B “ H “ T pT pAqq and A “ k. Recall that this is the setting relevant to applications in non-commutative
probablility.
Proposition 22. Let γ1, γ2 be infinitesimal characters in gBpkq, where B “ T pT pAqq. For a word w “ a1 ¨ ¨ ¨an P
T pAq we find
(39) γγ1
2
pwq “
ÿ
SĂrns
1,nPS
γ2paSqEăpγ1qpaJS
rns
q.
Proof. First we remark that this result coincides with [38, Lemma 3.2]. Our proof follows the argument in [18,
Theorem 14]. From γγ1
2
“ E´1ă pγ1q ą γ2 ă Eăpγ1q we deduce that Eăpγ1q ą γ
γ1
2
“ γ2 ă Eăpγ1q, such that
Eăpγ1q ą γ
γ1
2
pwq “ γγ1
2
pwq `
n´1ÿ
j“1
Eăpγ1qpaj`1 ¨ ¨ ¨ anqγ
γ1
2
pa1 ¨ ¨ ¨ajq “
ÿ
1PSĎrns
γ2paSqEăpγ1qpaJS
rns
q.(40)
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From this we obtain
γ
γ1
2
pwq “
ÿ
1PSĎrns
γ2paSqEăpγ1qpaJS
rns
q ´
n´1ÿ
j“1
Eăpγ1qpaj`1 ¨ ¨ ¨anqγ
γ1
2
pa1 ¨ ¨ ¨ ajq
(41)
“
ÿ
1,nPSĎrns
γ2paSqEăpγ1qpaJS
rns
q `
ÿ
1PSĂrns
nRS
γ2paSqEăpγ1qpaJS
rns
q ´
n´1ÿ
j“1
Eăpγ1qpaj`1 ¨ ¨ ¨anqγ
γ1
2
pa1 ¨ ¨ ¨ ajq.(42)
Observe that γ2paq “ γ
γ1
2
paq for a letter a P T1pAq. For a word of length n “ 2 we find
γ
γ1
2
pa1a2q “ γ2pa1a2q ` γ2pa1qγ1pa2q ´ Eăpγ1qpa2qγ
γ1
2
pa1q “ γ2pa1a2q.
For n ą 2 we use induction and write γγ1
2
pa1 ¨ ¨ ¨ajq “
ř
1,jPSĂrjs γ2paSqEăpγ1qpaJSrjsq in (42). Then
γ
γ1
2
pwq “
ÿ
1,nPSĎrns
γ2paSqEăpγ1qpaJS
rns
q `
ÿ
1PSĂrns
nRS
γ2paSqEăpγ1qpaJS
rns
q(43)
´
n´1ÿ
j“1
Eăpγ1qpaj`1 ¨ ¨ ¨ anq
ÿ
1,jPTĂrjs
γ2paT qEăpγ1qpaJT
rjs
q(44)
“
ÿ
1,nPSĎrns
γ2paSqEăpγ1qpaJS
rns
q.(45)
In the last step we used that
0 “
ÿ
1PSĂrns
nRS
γ2paSqEăpγ1qpaJS
rns
q ´
n´1ÿ
j“1
´ ÿ
1,jPTĂrjs
γ2paT qEăpγ1qpaJT
rjs
q
¯
Eăpγ1qpaj`1 ¨ ¨ ¨anq.

Remark 23. Note that for B “ T pT pAqq the character Eăpγ
γ1
2
q P GBpkq satisfies the equation
Eăpγ
γ1
2
q “ e` E´1ă pγ1q ą γ2 ă Eăpγ2 ` γ1q,(46)
which follows from the left half-shuffle fixed point equation for Eăpγ
γ1
2
q. Using the notion of left subordination
product (see Definition 43 below) one can deduce from (46) Theorem 1.3 in [38].
Proposition 24. For Φ P GBpAq and µ, ν P gBpAq we have the following compatibilities of the shuffle group
action with the half-shuffle products.
Φ´1 ą pµ ą νq ă Φ “ pΦ´1 ˚ µ ˚ Φq ą pΦ´1 ą ν ă Φq
Φ´1 ą pµ ă νq ă Φ “ pΦ´1 ą µ ă Φq ă pΦ´1 ˚ ν ˚ Φq
Proof. We show the first identity.
Φ´1 ą pµ ą νq ă Φ “ Φ´1 ą
`
µ ą pν ă Φq
˘
“ pΦ´1 ˚ µq ą pν ă Φq “ pΦ´1 ˚ µ ˚ Φq ą pΦ´1 ą ν ă Φq.
The second identity follows by a similar calculation. 
From Proposition 24 we deduce for Φ P GBpAq and µ, ν P gBpAq that
Φ´1 ą pµ⊲ νq ă Φ “ pΦ´1 ˚ µ ˚ Φq⊲ pΦ´1 ą ν ă Φq.
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Corollary 25. For γ1 P gBpAq, we deduce from E
´1
ă pγ1q “ Eąp´γ1q that
adăγ1pγ1q “ E
´1
ă pγ1q ą γ1 ă Eăpγ1q
“ E´1ă pγ1q ą pEăpγ1q ´ eq “ log
ą
`
Eăpγ1q
˘
,
as well as
adăγ1pγ1q “ ´pE
´1
ă pγ1q ´ eq ă Eăpγ1qad
ă
γ1
pγ1q “ ´ log
ă
`
E
´1
ă pγ1q
˘
.
7. Universal shuffle group laws
From the general theory of shuffle algebras, it is known that the Baker–Campbell–Hausdorff (BCH) formula
and the pre-Lie Magnus expansion are closely related. See [14, 17, 31] for more details. In classical Lie theory, the
BCH formula allows to define a universal group law at the Lie algebra level. Indeed, consider a complete connected
cocommutative Hopf algebra over k, then the logarithm and the exponential maps define inverse isomorphisms
from the group of group-like elements to the Lie algebra of primitive elements that allow to transport the product
of the group to the Lie algebra.
In the setting of unshuffle bialgebras (using our previous notations), the BCH group law on gBpAq reads for
γ1, γ2 P gBpAq:
(47) γ1 ˚BCH γ2 “ BCHpγ1, γ2q :“ log
˚
`
exp˚pγ1q ˚ exp
˚pγ2q
˘
.
The formula has various closed expressions in terms of iterated Lie brackets of γ1 and γ2, which usually involve
descent classes in the symmetric group algebras [41]. The two other exponential and logarithmic isomorphisms
between GBpAq and gBpAq do allow for the definition of two other universal group laws on gBpAq, that we name
left and right shuffle group laws.
Definition 26 (Shuffle group laws). For γ1, γ2 P gBpAq, the two group laws on gBpAq associated to the two
half-shuffle isomorphisms between GBpAq and gBpAq are defined by:
(48) γ1#γ2 :“ log
ă
`
Eăpγ1q ˚ Eăpγ2q
˘
,
and
(49) γ1 d γ2 :“ log
ą
`
Eąpγ1q ˚ Eąpγ2q
˘
.
Lemma 27. We have
(50) γ1#γ2 “W
`
BCH
`
Ω1pγ1q,Ω
1pγ2q
˘˘
,
(51) γ1 d γ2 “ ´p´γ2#´ γ1q.
Proof. The first identity follows from the identities expressing the canonical automorphisms of gBpAq. We verify
the last equation:
Eąpγ1q ˚ Eąpγ2q “ exp
˚
`
´ Ω1p´γ1q
˘
˚ exp˚
`
´ Ω1p´γ2q
˘
“ exp˚
´
BCH
`
´ Ω1p´γ1q,´Ω
1p´γ2q
˘¯
“ exp˚
`
´ Ω1p´γ2#´ γ1q
˘
“ Eą
`
´ p´γ2#´ γ1q
˘
,
where we used that BCHp´a,´bq “ ´BCHpb, aq. 
Notice that identity (50) rewrites
(52) BCH
`
Ω1pγ1q,Ω
1pγ2q
˘
“ Ω1pγ1#γ2q.
It follows that W pγ1q#W pγ2q “ W
`
BCHpγ1, γ2q
˘
, and W pγ1q#W pγ2q “ W pγ1q ` e
Lγ1⊲W pγ2q. The product #
is thus given by the simple formulas in the next lemma.
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Lemma 28. For the left shuffle group law we find
(53) γ1#γ2 “ γ1 ` e
L
Ω1pγ1q⊲γ2 “ γ1 `AdE´1
ă
pγ1q
pγ2q.
Proof. Indeed, as mentioned before, from Răγ1 ˝ Ląγ2 “ Ląγ2 ˝Răγ1 we find that
eLΩ1pγ1q⊲γ2 “ e
L
Ω1pγ1qąe´RăΩ1pγ1qγ2,
which implies that
(54) eLΩ1pγ1q⊲γ2 “ exp
˚
`
Ω1pγ1q
˘
ą γ2 ă exp
˚
`
´ Ω1pγ1q
˘
.
Therefore, in terms of the shuffle action given in Definition 20, we see that eLΩ1pγ1q⊲γ2 “ AdE´1
ă
pγ1q
pγ2q, where
Eăpγ1q “ exp
˚
`
Ω1pγ1qq. This yields the second formula for the product in (53)
(55) γ1#γ2 “ γ1 `AdE´1
ă
pγ1q
pγ2q.

8. Additive convolutions in free, monotone and boolean probability
Let us consider now the dual side of the structures studied in the previous section. Recall once again general
ideas underlying Lie theory and consider a complete connected cocommutative Hopf algebra over k. Then, since
the logarithm and the exponential maps define inverse (set) isomorphisms from the group of group-like elements
to the Lie algebra of primitive elements, they also allow (by the process dual to the one used to define ˚BCH) to
transport the additive group law on the Lie algebra to the group of group-like elements.
In the setting of unshuffle bialgebras (with our previous notations), the additive group law on GBpAq, written
`BCH, reads:
(56) exp˚pγ1q `BCH exp
˚pγ2q :“ exp
˚pγ1 ` γ2q,
for γ1, γ2 P gBpAq. This process can be repeated with the two other canonical isomorphisms between gBpAq and
GBpAq, leading to the next definition, where the terminology is motivated by free and boolean probabilities as
will become clear later on.
Definition 29. The left and right additive convolutions are commutative group laws on GBpAq defined respectively
by
(57) Eăpγ1q lă Eăpγ2q :“ Eăpγ1 ` γ2q
and
(58) Eąpγ1q lą Eąpγ2q :“ Eąpγ1 ` γ2q.
By their very definitions, the new products are linearised by the left respectively right half-shuffle logarithms,
that is, for γ1, γ2 P gBpAq
(59) logă
`
Eăpγ1q lă Eăpγ2q
˘
“ γ1 ` γ2,
and
(60) logą
`
Eąpγ1q lą Eąpγ2q
˘
“ γ1 ` γ2.
Notice that these properties yield naturally the definition of generalised power maps on GBpAq:
Definition 30 (Half-shuffle powers). For γ P gBpAq and scalar s P k we set
Eăpγq
lă s :“ Eăpsγq, Eąpγq
lą s :“ Eąpsγq,
so that, for example, for Φ P GBpAq, Φ
lă s “ Eăps log
ăpΦqq.
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To investigate further the group laws lă and lą, we recall the key identity
(61) Eă
`
W pγq
˘
“ exp˚pγq “ Eą
`
´W p´γq
˘
, γ P gBpAq.
Theorem 31. For γ1, γ2 P gBpAq we have
(62) Eăpγ1q ˚ Eăpγ2
γ1q “ Eăpγ1 ` γ2q
and
(63) Eąpγ1
´γ2q ˚ Eąpγ2q “ Eąpγ1 ` γ2q
where
(64) γ2
γ1 :“ adăγ1pγ2q.
Proof. The proof follows from (55) together with Eăpγ1q “ exp
˚
`
Ω1pγ1q
˘
. Indeed
Eăpγ1q ˚ Eăpγ2
γ1q “ exp˚
`
Ω1pγ1q
˘
˚ exp˚
`
Ω1pγ2
γ1q
˘
“ exp˚
´
BCH
`
Ω1pγ1q,Ω
1pγ2
γ1q
˘¯
“ exp˚
`
Ω1pγ1#γ2
γ1q
˘
“ exp˚
`
Ω1pγ1 `AdE´1
ă
pγ1q
pγ2
γ1qq
˘
“ exp˚
`
Ω1pγ1 ` γ2q
˘
“ Eăpγ1 ` γ2q.
To show (63) we calculate
Eąpγ1
´γ2q ˚ Eąpγ2q “ exp
˚
`
´ Ω1p´γ1
´γ2q
˘
˚ exp˚
`
´ Ω1p´γ2q
˘
“ exp˚
´
BCH
`
´ Ω1p´γ1
´γ2q,´Ω1p´γ2q
˘˘¯
“ exp˚
´
´ BCH
`
Ω1p´γ2q,Ω
1p´γ1
´γ2q
˘˘¯
“ exp˚
`
´ Ω1p´γ2#´ γ1
´γ2q
˘
“ exp˚
`
Ω1p´γ2 ´AdE´1
ă
p´γ1q
pγ1
´γ2qq
˘
“ exp˚
`
´ Ω1p´γ2 ´ γ1q
˘
“ Eąpγ1 ` γ2q.

9. Universal products in free probability
We now consider the three products, i.e., the (non-commutative) shuffle product ˚ and the two commutative
products lă, lą, from the point of view of non-commutative probability theory. The main result in this section
is that (except for the tensor product, related to classical probability) the three universal products in non-
commutative probability (related to free, monotone and boolean additive convolution) can be obtained directly
from those developed in the previous sections. We refer the reader to [6, 35, 47] for background, definitions, and
details on the classification and construction of universal products and the relations to additive convolution in
free, monotone and boolean probability.
Suppose now that pA1, ϕ1q and pA2, ϕ2q are two non-unital non-commutative probability spaces (non-unital
meaning that we do not assume that either A1 or A2 have a unit, and we therefore do not require the linear forms
ϕ1 and ϕ2 to be unital). We write, as usual, Φ1 and Φ2 for the extensions of ϕ1 respectively ϕ2 to characters on
the double tensor algebras T pT pA1qq respectively T pT pA2qq.
The problem of universal products consists in constructing a linear form on the (non-unital) free product
A :“ A1 ‹ A2 of the two algebras out of the linear forms ϕ1 and ϕ2. To be universal, the construction has
to satisfy functoriality and combinatorial criteria, see [35, 47]. Recall that A is generated as a vector space by
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alternating words, that is, sequences of the form w “ x1 ¨ ¨ ¨xn, where the xi with an odd index belong to A1 and
the xj with an even index to the algebra A2, or conversely, the xi with an even index belong to A1 and the xj
with an odd index belong to the A2. We still write ϕ1 respectively ϕ2 for the extensions of ϕ1 and ϕ2 from A1
respectively A2 to A, which are null on words that contain letters from A2 respectively A1, and we write Φ1, Φ2
for their extensions to the double tensor algebra T pT pAqq.
Theorem 32. The Speicher–Muraki [35, 47] boolean, free, monotone and anti-monotone products of ϕ1 and ϕ2
are the restrictions to A Ă T pT pAqq of the characters
i) Φ1 ˚ Φ2 (monotone product),
ii) Φ2 ˚ Φ1 (antimonotone product)
iii) Φ1lă Φ2 (free product)
iv) Φ1lą Φ2 (boolean product).
The proof is divided into a series of lemmas corresponding to the various cases. Each of the formulas obtained
in the lemmas corresponds to the definition of one of the universal products, see e.g. [35].
Lemma 33 (Monotone and antimonotone products). Let w “ x1 ¨ ¨ ¨xn be an alternating word, then
(65) Φ1 ˚ Φ2pwq “ Φ1p
ź
xiPA1
xiq
ź
xjPA2
Φ2pxjq
(66) Φ2 ˚ Φ1pwq “ Φ2p
ź
xiPA2
xiq
ź
xjPA1
Φ1pxjq.
Proof. We show (65) when n “ 2m and the first letter of w “ x1 ¨ ¨ ¨xn is x1 P A1, the other cases as well as the
other identity follow from similar arguments. Recall that
Φ1 ˚ Φ2 “ Φ1 ą Φ2 ` Φ1 ă Φ2,
and that the characters Φ1 and Φ2 vanish on words that contain letters from A2 respectively A1. Notice that,
since the alternating word w starts with a letter from A1, we have pΦ1 ą Φ2qpwq “ 0. Indeed, when pΦ1 ą Φ2qpwq
is expanded using the definition of the right half-unshuffle coproduct, Φ2 acts on words always containing the
letter x1. It follows that the left half-shuffle product pΦ1 ă Φ2qpwq is non-zero only in the following case
pΦ1 ă Φ2qpwq “ pΦ1 b Φ2qpx1 ¨ ¨ ¨x2m´1 b x2|x4| ¨ ¨ ¨ |x2mq,
which gives (65) since Φ2px2|x4| ¨ ¨ ¨ |x2mq “
śm
r“1Φ2px2rq. 
Lemma 34 (Free product). Let w “ x1 ¨ ¨ ¨xn be an alternating word, then, for Φ :“ Φ1 lă Φ2 we have
(67) Φpwq “ ´
ÿ
1PSŁr2ns
p´1q2n´|S|ΦpwSq
ź
iRS
xiPA1
Φ1pxiq
ź
jRS
xjPA2
Φ2pxjq.
Proof. Recall that for S “ ti1, . . . , iku Ď r2ns, wS stands for the word xi1 ¨ ¨ ¨xik . Let us consider the infinitesimal
characters κ1 :“ log
ăpΦ1q and κ2 :“ log
ăpΦ2q. Then, κ1 and κ2 vanish on words that contain letters from A2
respectively A1. The infinitesimal character κ :“ κ1 ` κ2, vanishes therefore on mixed words that have letters
from both A1 and A2. By definition of lă we have that Φ “ Φ1 lă Φ2 satisfies
Φ “ e` κ ă Φ.
For a (non-empty) alternating word w we find 0 “ κpwq “ logăpΦqpwq “ ppΦ ´ eq ă Φ´1qpwq. This yields a
recursion for calculating Φpwq
(68) Φpwq “ ´pΦ ă Φ´1 ˝ P qpwq,
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where P “ id´ e is the augmentation projector. We deduce for the alternating word w the expansion
Φpwq “ ´
ÿ
1PSŁr2ns
ΦpwSqΦ
´1pwJ1q ¨ ¨ ¨Φ
´1pwJkq,
where we used the same notation as in the definition of the coproduct ∆ on T pT pAqq. Notice that by definition
of the coproduct, the words wJi are either single letters, alternating, or they are quasi alternating, i.e., they are
alternating with the first and last letter being from the same algebra.
Recall now that Φ´1 “ E´1ă pκq “ Eąp´κq solves the right half-shuffle fixed point equation Φ
´1 “ e´Φ´1 ą κ.
In particular, on a letter a of T1pAq, Φ
´1paq “ ´κpaq. The vanishing of κ on products of words (in T pT pAqq)
and on mixed words with letters from both A1 and A2, implies that for a (quasi) alternating word v “ xl1 ¨ ¨ ¨xlp
(69) Φ´1pvq “ p´1qp
ź
xlrPA1
Φ1pxlr q
ź
xlpPA2
Φ2pxlpq.
This yields (67). 
Lemma 35 (Boolean product). Let w “ x1 ¨ ¨ ¨xn be an alternating word, then
(70) Φ1 lą Φ2pwq “
ź
xiPA1
Φ1pxiq
ź
xjPA2
Φ2pxjq.
Proof. Consider the boolean infinitesimal characters β1 :“ log
ąpΦ1q and β2 :“ log
ąpΦ2q. Again, both β1 and β2
vanish on words that have letters from both A1 and A2. The infinitesimal character β :“ β1 ` β2 also vanishes
on words that have letters from both A1 and A2. The corresponding character Φ :“ Φ1 lą Φ2 satisfies the right
half-shuffle equation
Φ “ e` Φ ą pβ1 ` β2q.
The Lemma follows by induction from the usual right half-shuffle properties and β being an infinitesimal character.

10. The Bercovici–Pata bijection revisited
Belinschi and Nica defined a multivariable extension of the Bercovici–Pata bijection [7], which is a bijection
between the set of joint distributions of non-commutative random variables and the subset of joint distributions
which are infinitely divisible. We refer the reader to [3, 38] for background, details and further references. In
this section we show how the algebraic properties of the bijection can be accounted for and studied using the
point of view of half-shuffle logarithms and exponentials. For that purpose, we introduce another bijection that,
although living on the group of characters associated to a non-commutative probability space, and not on joint
distributions, happens to inherit many properties of the Bercovici–Pata bijection. In fact, it allows to recover the
latter.
Let pA, ϕq be a non-commutative probability space. We write as usual Φ for the corresponding character on
H “ T pT pAqq, ρ for the monotone cumulant, κ for the free cumulant, and β for the boolean cumulant infinitesimal
character.
Definition 36. The group-theoretical Bercovici–Pata bijection is defined to be the set automorphism of GHpkq
BpΦq :“ Eă ˝ log
ąpΦq.
Let us explain how Definition 36 connects to the classical definition in terms of distributions, and develop also
some of its algebraic follow-ups. If P is a non-commutative monomial (or polynomial) in kxX1, . . . , Xny, we write
Ppa1, . . . , anq for its evaluation at X1 “ a1, . . . , Xn “ an.
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Definition 37. There are four canonical pairings
A
bn b kxX1, . . . , Xny Ñ k
associated respectively to the notions of free moment, free cumulant, boolean cumulant, monotone cumulant, and
defined respectively by
‚ (Moment pairing) ă a1 ¨ ¨ ¨ an|P ąϕ:“ ϕpPpa1, . . . , anqq,
‚ (Monotone pairing) ă a1 ¨ ¨ ¨an|P ąρ:“ ρpPpa1, . . . , anqq,
‚ (Free pairing) ă a1 ¨ ¨ ¨ an|P ąκ:“ κpPpa1, . . . , anqq,
‚ (Boolean pairing) ă a1 ¨ ¨ ¨ an|P ąβ:“ βpPpa1, . . . , anqq.
Pairings with the monomial P “ X1 ¨ ¨ ¨Xn define the usual mixed moment, mixed free cumulant, mixed
boolean cumulant, and mixed monotone cumulant associated to the free random variables a1, . . . , an.
Definition 38. Conversely, each sequence a “ pa1, . . . , akq defines four linear forms (functionals) on kxX1, . . . , Xny:
‚ (Moment functional) ϕapPq :“ ϕpPpa1, . . . , anqq,
‚ (Monotone cumulant functional) ρapPq :“ ρpPpa1, . . . , anqq,
‚ (Free cumulant functional) κapPq :“ κpPpa1, . . . , anqq,
‚ (Boolean cumulant functional) βapPq :“ βpPpa1, . . . , anqq.
As a useful lemma we state a consequence of the identities relating the character Φ and the various cumulant
maps.
Lemma 39. The exponential relations between the character Φ and the infinitesimal characters ρ, κ, and β imply
that any of these four functionals determines completely the others. In particular, the three cumulant functionals
depend only on the (unital) functional µ :“ φa (also referred to as the distribution of a), and not on the actual
sequence a of non-commutative random variables.
Although equivalent to dealing directly with the functionals, it is sometimes convenient to introduce their
generating series. Following [38], we define the series of moments of a “ pa1, . . . , akq by
Ma “Mµ :“
ÿ
w
ϕapwqw,
where the sum runs over all words (i.e., non-commutative monomials) over the alphabet tX1, . . . , Xnu. The
R-transform is defined similarly by
Ra “ Rµ :“
ÿ
w
κapwqw,
and the so-called η-series by
ηa “ ηµ :“
ÿ
w
βapwqw.
Notice that these definitions are purely algebraic and make sense for an arbitrary functional µ (i.e., not necessarily
associated to a sequence a of elements of A). For later use, to emphasise the dependency of these definitions on
the choice of a linear form ϕ on A, we will also write Mϕµ or M
Φ
µ for Mµ, and so on.
The relations between Φ and the various cumulants translate into relations between their generating series. For
example (compare with [3]), the identity Φ “ e ` Φ ą β translates (using the definition of the right half-shuffle
ą and the fact that β is an infinitesimal character) into
Mµ “ ηµ `Mµ ¨ ηµ.
The Bercovici–Pata bijection B is then defined in this context by the relation [3]
(71) RBpµq “ ηµ.
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From the general properties of half-shuffle logarithms, we get the following relation between the group-
theoretically defined BpΦq and the Bercovici–Pata bijections.
Proposition 40. For any sequence a of non-commutative random variables in pA, ϕq with moment functional µ,
we have
logăpBpΦqqpaq “ logąpΦqpaq,
and therefore
RBpµq “ R
BpΦq
a
“ ηa “ ηµ.
Motivated by [4], let us also introduce
Definition 41. The one-parameter Bercovici–Pata semigroup of set automorphisms of GHpkq is defined for t ě 0
BtpΦq “
`
Eăpp1` tq log
ą Φq
˘lą 1
p1`tq .
Let us show that these set automorphisms form indeed a 1-parameter semigroup, i.e., Bt ˝ Bspγq “ Bt`spγq,
where γ :“ logą Φ. Recall that γγ1
2
:“ adăγ1pγ2q. First, we have
Lemma 42. For t ą 0 we have that
BtpΦq “
`
Eăptγq
˘lą 1
t .
Proof. This follows from
Eă
`
p1` tqγ
˘
“ Eăpγqlă Eăptγq “ Eăpγq ˚ Eăptγ
γq,
such that, using Corollary 25, Eă
`
p1` tqγ
˘
“ Eą
`
logą
`
Eă
`
p1 ` tqγ
˘˘˘
calculates
Eă
`
p1 ` tqγ
˘
“ Eą
´
E
´1
ă
`
p1` tqγ
˘
ą p1` tqγ ă Eă
`
p1` tqγ
˘¯
“ Eą
´
pt` 1qE´1ă ptγ
γq ą γγ ă Eăptγ
γq
¯
.
This then implies for t ą 0 that
BtpΦq “
`
Eă
`
p1` tqγ
˘˘lą 1
1`t
“
´
Eą
`
pt` 1qE´1ă ptγ
γq ą γγ ă Eăptγ
γq
˘¯lą 11`t
“ Eą
´
E
´1
ă ptγ
γq ą γγ ă Eăptγ
γq
¯
“ Eą
´1
t
E
´1
ă ptγ
γq ą tγγ ă Eăptγ
γq
¯
“ Eą
´1
t
logą
`
Eăptγ
γq
˘¯
“ Eą
´
logą
`
Eăptγ
γqlą
1
t
˘¯
“ Eăptγ
γqlą
1
t .

Hence, we get for t ą 0
BtpΦq “ Eăptγ
γqlą
1
t “ Eă
`
γtγ
˘
.
The second equality follows from a similar calculation using Eă
`
p1` tqγ
˘
“ Eăptγq ˚ Eăpγ
tγq, which follows from
commutativity. From this it is evident that B1pΦq “ BpΦq.
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Using a similar line of calculation we now show the 1-parameter semigroup property of Bt. Indeed, we have
for t, s ą 0
Bt ˝ BspΦq “ Bt
`
γsγ
˘
“ Eă
`
pγsγqtγ
sγ˘
.
The righthand side of the last equality requires some calculation. We obtain for pγsγqtγ
sγ
“ adătγsγ pγ
sγq,
pγsγqtγ
sγ
“ E´1ă
`
tγsγ
˘
ą γsγ ă Eă
`
tγsγ
˘
“ E´1ă
`
tγsγ
˘
ą
´
E
´1
ă
`
sγ
˘
ą γ ă Eă
`
sγ
˘¯
ă Eă
`
tγsγ
˘
“
`
E
´1
ă
`
tγsγ
˘
˚ E´1ă
`
sγ
˘˘
ą γ ă
`
Eă
`
sγ
˘
˚ Eă
`
tγsγ
˘˘
“ E´1ă
`
pt` sqγ
˘
ą γ ă Eă
`
pt` sqγ
˘
“ γpt`sqγ .
Hence, this yields
Bt ˝ BspΦq “ Eă
`
γpt`sqγ
˘
“ Bt`spΦq.
A more detailed study of the group-theoretical one-parameter Bercovici–Pata semigroup from the shuffle algebra
viewpoint will be presented elsewhere.
11. Free additive convolution and subordination products
This section is motivated by the theory of additive convolution of distributions of non-commutative random
variables. It provides a different, more algebraic and structural, point of view on the problems addressed in Nica’s
paper [38], which, in turn, is related to the references [3, 4, 7, 29]. Here, we will focus on free additive convolution,
as in [38], the other convolution products could be addressed similarly. Concretely, we show that the theory can
be lifted from the study of distributions of families of non-commutative random variables to the one of operations
on the group of characters GHpkq.
Recall first that, given two non-commutative probability spaces pA1, ϕ1q, pA2, ϕ2q, we introduced four ways to
extend the corresponding characters Φ1 and Φ2 to a character Φ (given respectively by Φ1 ˚Φ2, Φ2 ˚Φ1, Φ1lă Φ2,
Φ1lą Φ2) on the free product A “ A1 ‹A2. Free additive convolution corresponds to the third product, Φ1lă Φ2,
in the following sense.
Let a and b be two sequences of n elements of A1 and A2, with moment functionals µ1 and µ2. Then, by
definition, the free additive convolution µ1 ‘ µ2 of µ1 and µ2 is characterised by the fact that it linearises the
R-transform in the sense that
Rµ1‘µ2 “ Rµ1 `Rµ2 .
Equivalently, in our approach, it is the moment functional of a ` b for the character Φ “ Φ1lă Φ2. Recall that
the latter is given by Eăpγ1 ` γ2q with γi “ log
ăpΦiq, i “ 1, 2, so that
RΦ
a`b “ pγ1 ` γ2qpa ` bq “ γ1paq ` γ2pbq “ R
Φ1
a
`RΦ2
b
.
From now on we let Φ1 and Φ2 be two arbitrary characters in GBpkq and γi “ log
ăpΦiq, i “ 1, 2.
Definition 43. The left subordination product of Φ1 “ Eăpγ1q and Φ2 “ Eăpγ2q is defined by
(72) Φ2 i Φ1 :“ Eăpad
ă
γ1
pγ2qq “ Eăpγ2
γ1q.
The right subordination product of Ψ1 “ Eąpγ1q and Ψ2 “ Eąpγ2q is defined by
(73) Ψ1 hΨ2 :“ Eąpad
ă
´γ1pγ2qq “ Eąpγ2
´γ1q.
For example, from this definition we obtain the following expression for the set automorphism Eă ˝ log
ą, i.e.,
the group-theoretical Bercovici–Pata bijection:
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Lemma 44.
(74) BpΦq “ Eă ˝ log
ą
`
Φ
˘
“ Eăpγ
γq “ Φi Φ.
For the additive convolution products of characters, we derive the next result.
Lemma 45. We have
Φ1lă Φ2 “ Φ1 ˚
`
Φ2 i Φ1
˘
“ Φ2 ˚
`
Φ1 i Φ2
˘
,
Φ1lą Φ2 “ pΦ2 h Φ1q ˚ Φ2 “ pΦ1 h Φ2q ˚ Φ1.
Indeed, from the commutativity of lă and lą and Theorem 31 we obtain
(75) Eăpγ1q lă Eăpγ2q “ Eăpγ1q ˚
`
Eăpγ2qi Eăpγ1q
˘
“ Eăpγ2q ˚
`
Eăpγ1qi Eăpγ2q
˘
,
and analogously for
Eąpγ1q lą Eąpγ2q “
`
Eąpγ2qh Eąpγ1q
˘
˚ Eąpγ2q “
`
Eąpγ1qh Eąpγ2q
˘
˚ Eąpγ1q.
Various other identities follow immediately from the fundamental group- and Lie-theoretical identities that hold
on GBpkq respectively gBpkq. Notice that these identities, although similar to the ones that have been obtained
for the free additive convolution of non-commutative random variables, do not assume that we are dealing with
freely independent distributions. They hold for arbitrary characters Φ1, Φ2 and infinitesimal characters. In that
sense they are a true generalisation of the formulas that can be obtained when dealing with distributions. We
list below some of the most important formulas that can be derived that way.
Lemma 46 (Distributivity of subordination products).
(76)
`
Eăpγ1q lă Eăpγ2q
˘
i Eăpγ3q “
`
Eăpγ1qi Eăpγ3q
˘
lă
`
Eăpγ2qi Eăpγ3q
˘
.
This follows immediately from the linearity of (64), i.e., pγ1 ` γ1q
γ3 “ γ1
γ3 ` γ2
γ3 . An analogous statement
holds for Eąpγ3qh
`
Eąpγ1q lą Eąpγ2q
˘
.
Several computational observations are now listed regarding the product (72). Similar results hold for the
product (73). First we show that
Eăpγ1 ` γ2q “ Eăpγ1q lă Eăpγ2q(77)
“
`
Eăpγ1qi Eăpγ2q
˘
lą
`
Eăpγ2qi Eăpγ1q
˘
.(78)
This follows from
Eăpγ2qi Eăpγ1q “ Eăpγ2
γ1q “ Eąppγ2
γ1qγ2
γ1
q,
which yields `
Eăpγ1qi Eăpγ2q
˘
lą
`
Eăpγ2qi Eăpγ1q
˘
“ Eą
`
pγ1
γ2qγ1
γ2
˘
lą Eą
`
pγ2
γ1qγ2
γ1
˘
“ Eą
`
pγ1
γ2qγ1
γ2
` pγ2
γ1qγ2
γ1
˘
.
Next we show that pγ1
γ2qγ1
γ2
“ γ1
γ1`γ2
pγ1
γ2qγ1
γ2
“ E´1ă pγ1
γ2q ą γ1
γ2 ă Eăpγ1
γ2q
“
`
E
´1
ă pγ1
γ2q ˚ E´1ă pγ2q
˘
ą γ1 ă
`
Eăpγ2q ˚ Eăpγ1
γ2q
˘
“ E´1ă pγ1 ` γ2q ą γ1 ă Eăpγ1 ` γ2q
“ γ1
γ1`γ2 .
Here we used shuffle axioms (16)-(18). Analogously pγ1
γ2qγ1
γ2
“ γ1
γ1`γ2 . This yields
Eą
`
pγ1
γ2qγ1
γ2
` pγ2
γ1qγ2
γ1
˘
“ Eą
`
pγ1 ` γ2q
γ1`γ2
˘
,
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where we used again linearity of (64). It follows by the same arguments that
Eą
`
pγ1 ` γ2q
γ1`γ2
˘
“ Eă
´`
pγ1 ` γ2q
γ1`γ2q´pγ1`γ2q
γ1`γ2
¯
.
Then, one can show that
`
pγ1 ` γ2q
γ1`γ2
˘´pγ1`γ2qγ1`γ2
“ Eă
`
pγ1 ` γ2q
γ1`γ2
˘
ą pγ1 ` γ2q
γ1`γ2 ă E
´1
ă
`
pγ1 ` γ2q
γ1`γ2
˘
“
`
Eă
`
pγ1 ` γ2q
γ1`γ2
˘
˚ E´1ă pγ1 ` γ2q
˘
ą pγ1 ` γ2q ă
`
Eăpγ1 ` γ2q ˚ E
´1
ă ppγ1 ` γ2q
γ1`γ2q
˘
“ γ1 ` γ2,
which implies the result
Eą
`
pγ1 ` γ2q
γ1`γ2
˘
“ Eăpγ1 ` γ2q.
Finally, we show that
(79) logą
`
Eăpγ1 ` γ2q
˘
“ logą
`
Eăpγ
γ2
1
q
˘
` logą
`
Eăpγ
γ1
2
q
˘
.
This follows from
Eăpγ1 ` γ2q “ Eą
`
pγ1 ` γ2q
γ1`γ2
˘
“ Eą
`
pγγ2
1
qγ
γ2
1 ` pγγ1
2
qγ
γ1
2
˘
“ Eą
`
logą
`
Eăpγ
γ2
1
q
˘
` logą
`
Eăpγ
γ1
2
q
˘˘
.
Applying logą on both sides gives (79).
These identities can be applied to joint distributions of freely independent families of non-commutative random
variables. For example, identity (79) implies (see [38])
(80) ηµ‘ν “ ηµiν ` ηνiµ.
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