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Abstract
Let K be an algebraically closed field, V ⊂ Kn be a smooth equidimensional algebraic variety
and I (V ) ⊂ K[x1, . . . , xn] be the ideal of all polynomials vanishing on V . We show that there
exists a system of generators f1, . . . , fm of I (V ) such that m ≤ (n − dim V )(1 + dim V ) and
deg( fi ) ≤ deg V for i = 1, . . . , m. If char(K) = 0 we present a probabilistic algorithm which
computes the generators f1, . . . , fm from a set-theoretical description of V . If V is given as the
common zero locus of s polynomials of degrees bounded by d encoded by straight-line programs of
length L , the algorithm obtains the generators of I (V ) with error probability bounded by ε within
complexity s(ndn)O(1) log2(1/ε)L .
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1. Introduction
The paper deals with quantitative considerations about the generation of the ideal of a
smooth equidimensional affine algebraic variety.
Let K be an algebraically closed field, An be the affine space Kn equipped with the
Zariski topology and V ⊂ An be an algebraic variety. We denote by I (V ) the ideal of all
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polynomials in K[x1, . . . , xn] vanishing on V . The dimension and the geometric degree of
V are denoted by dim V and deg V respectively.
Roughly speaking, we consider the following two problems related to the ideal I (V )
for an arbitrary smooth equidimensional affine variety V :
(I) Existence of a system of generators of I (V ) with “few” polynomials and “low”
degree (see Theorem I below).
(II) If V is given (set-theoretically) as the set of solutions of a polynomial equation
system, exhibit an “efficient” algorithm which constructs a system of generators of
I (V ) as in (I) (see Theorem II below).
The estimation of upper bounds for the number of equations defining an algebraic variety
(not necessarily smooth) has been a main object of study in algebraic geometry through the
last century (see the survey Lyubeznik (1989) for a description of the development of the
field). The first modern result on the subject goes back to Kronecker (1882), who states that
any algebraic variety in a n-dimensional ambient space can be described set-theoretically
by n + 1 polynomial equations (see Kunz, 1985, Chapter I, Section 5, Exercise 1 for an
elementary proof). Only in 1972 did Storch (1972) and Eisenbud and Evans (1973) show
independently that, in fact, the upper bound n + 1 can be replaced by n (a proof of this
result may be found in Kunz, 1985, Chapter V, Section 1, Theorem 1.4). It is easy to see that
in the zero-dimensional case the upper bound n is optimal (see for instance Shafarevich,
1994, Chapter I, Section 6.2, Corollary 5).
Neither Kronecker’s nor Storch–Eisenbud–Evans’s results seem to contain a discussion
about the degrees of the defining equations involved. However, in Heintz (1983,
Proposition 3) a version of Kronecker’s theorem with degree bounds is exhibited: every
affine algebraic variety V ⊂ An can be defined by n + 1 equations with degrees bounded
by deg V . Nevertheless, up to now, we do not know whether a similar effective degree
upper bound for the Storch–Eisenbud–Evans theorem holds.
As the estimation of the number of equations is in some sense a geometrical problem,
it is not surprising that the methods and results concerning the number and degree of
generators of the ideal I (V ), for an affine or projective algebraic variety V , are quite
different from the previous ones and involve more sophisticated pure algebraic tools.
Unlike the bounds for the number of defining equations, no general bound depending
only on the dimension of the ambient space can be expected for the number of generators
of the ideal I (V ) without additional assumptions on the variety V . An example due to
Macaulay (1916, Chapter II, Section 34) and studied by Abhyankar (1973) shows that for
each m ∈ N there exists an affine algebraic curve Vm ⊂ A3 such that I (Vm) cannot be
generated by less than m polynomials. Another interesting example of the same kind for
projective zero-dimensional (hence regular) varieties in P2 has been shown by Geramita
(1983). However, a remarkable “analog” of the Storch–Eisenbud–Evans theorem holds for
locally complete intersection polynomial ideals:
Theorem (Kumar, 1978 and Sathaye, 1978; see also Kunz, 1985, Chapter V, Section 5,
Theorem 5.21 for a proof). Let V ⊂ An be an algebraic variety such that I (V ) is a locally
complete intersection (this holds, for instance, if V is a smooth variety). Then I (V ) can be
generated by n polynomials.
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Unfortunately, from the proofs of this result it does not seem clear how to deduce an
estimate for the degree of the n generators of I (V ) stated in the theorem, at least in terms
of elementary geometric invariants of the variety V (as dimension or degree).
On the other hand, concerning only estimates for the degree of generators of I (V ),
sharp upper bounds for certain classes of projective varieties V ⊂ Pn can be obtained from
the study of the Castelnuovo–Mumford regularity reg(V ). Roughly speaking, reg(V ) is
the minimal upper bound for the degrees of the generators of the modules of syzygies
associated with K[x0, . . . , xn]/I (V ) (see Eisenbud, 1994, Section 20.5, for precise
definitions). In particular, reg(V ) becomes an upper bound for the maximal degree d(V )
of a minimal system of generators of I (V ). Despite the doubly exponential gap between
Castelnuovo–Mumford regularity and degrees of generators of a homogeneous ideal in the
worst case (see Giusti, 1984 and Bayer and Mumford, 1993, Example 3.9), under suitable
hypotheses, reg(V ) provides better bounds for d(V ): for instance, if V ⊂ Pn is assumed
smooth and equidimensional, the inequality d(V ) ≤ reg(V ) ≤ (dim V +1)(deg V −2)+2
holds (cf. Bayer and Mumford, 1993, Theorem 3.12). See also Nagel and Schenzel (1998)
for sharp bounds for generalized locally Cohen–Macaulay projective varieties.
In the case of a smooth irreducible variety V ⊂ An it is also possible to exhibit an upper
bound for the degrees of the generators of I (V ) in terms of deg V by means of elementary
geometric (not homological) tools:
Theorem (Mumford, 1970; see also Seidenberg, 1975; Catanese, 1992 and Proposition 8
below). Let V ⊂ An be a smooth irreducible algebraic variety. Then I (V ) can be
generated by polynomials whose degrees are bounded by deg V .
The same result is re-obtained by Seidenberg (1975) and by Catanese (1992) considering
generic linear projections and their associated eliminating polynomials, which can be
viewed as suitable specializations of the Chow form of the variety V (see also Proposition 8
and Corollary 16 below). Let us remark that no explicit “low” upper bound for the number
of generators is given in Mumford (1970), Seidenberg (1975) or Catanese (1992).
However, based on the Seidenberg–Catanese approach, we are able to obtain a “low”
upper bound for the number of generators of I (V ) with degrees bounded by deg V by
reconstructing the defining ideal of V from sufficiently many linear projections of V
onto suitably chosen linear spaces of dimension dim V + 1. The construction, which
is described in Section 3, may be summarized as follows: the image of each of the
projections mentioned is a hypersurface that is defined by a single polynomial of degree
at most deg V . Then, associated with a family of n − dim V such projections we have
n − dim V polynomials which generate I (V ) locally at the points of an open dense subset
of V (that is, the set of “bad points” at which I (V ) is not generated by the n − dim V
polynomials is contained in a closed subvariety of V of dimension at most dim V − 1).
By choosing different families of projections, the dimension of the set of “bad points” is
reduced successively to dim V − 2, . . . , 0,−1. So, after considering dim V + 1 families
of projections, each of which adds n − dim V new polynomials, we obtain a family of
polynomials which generate I (V ) locally at each point and, therefore, is a system of
generators of I (V ).
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Thus we provide an answer to the problem (I) (in some sense, a weak mixture of
Kumar–Sathaye and Mumford–Seidenberg–Catanese theorems):
Theorem I (See Theorem 10 below). Let V ⊂ An be a smooth equidimensional
algebraic variety and set m := (n − dim V )(1 + dim V ). There exist polynomials
f1, . . . , fm ∈ K[x1, . . . , xn] with degrees bounded by deg V such that I (V ) =
( f1, . . . , fm).
As Professor M. Chardin (Universite´ Pierre et Marie Curie, Paris) kindly pointed out to
us, this result seems not to be completely new and it might be known by some specialists
in the area. Anyway we have decided to include a complete proof of it in this paper for
several reasons: we are unaware of a precise reference, and we do not even know whether
it is actually published. Besides, our proof is quite elementary, requiring only a basic
knowledge of commutative algebra and algebraic geometry (see for instance Kunz, 1985,
Chapter VI, Section 1 and Shafarevich, 1977, Chapter I). On the other hand, the correctness
of our algorithm solving problem (II) is strongly based on that proof and so we need it for
the sake of comprehensiveness.
Concerning the problem (II), suppose now that an algebraic variety V ⊂ An is given
by a finite set of polynomial defining equations g1 = 0, . . . , gs = 0. A basic question
in computer algebra is how to construct from the polynomials gi , 1 ≤ i ≤ s, a set of
generators of the ideal I (V ) ⊂ K[x1, . . . , xn] (or equivalently, by Hilbert Nullstellensatz,
a system of generators of the radical of the polynomial ideal (g1, . . . , gs)).
Although many general effective procedures have been provided during the last
15 years (see for instance Gianni et al., 1988; Alonso et al., 1991; Vasconcelos, 1992;
Krick and Logar, 1992; Eisenbud et al., 1992; Matsumoto, 2001; Fortuna et al., 2002;
Kemper, 2002), all of them involve (explicitly or implicitly) Gro¨bner basis computations
and, therefore, their algebraic complexity behaviors become at least doubly exponential in
some of the natural input parameters (the number or degree of polynomials gi , or number of
variables n, or dim V , etc.). An alternative single-exponential approach avoiding rewriting
techniques is given in Armenda´riz and Solerno´ (1995), but this method only works when
the input polynomials g1, . . . , gs form a regular sequence and the variety V is assumed to
be Cohen–Macaulay. Up to now, the problem of finding a single-exponential algorithm for
the computation of the radical of an arbitrary polynomial ideal remains open.
Here we combine the arguments used to prove Theorem I and the fast computation of
the Chow form of an arbitrary algebraic variety developed in Jeronimo et al. (in press) or
Jeronimo (2002) (see also Section 5.2 below) in order to obtain a probabilistic algorithm
which runs in single-exponential time and computes the ideal I (V ) for any smooth
equidimensional algebraic variety V ⊂ An .
The Chow form is a classical tool that has been extensively used in the resolution of
different problems involving algebraic varieties. For instance, it is a well known fact that
defining equations of an equidimensional variety can be derived easily from its Chow
form (see for example van der Waerden (1939, Sections 36, 37) for a classical approach
or Jeronimo et al. (2001) for an algorithmic version of this result). In this paper, we show
that under our assumptions the generators of I (V ) stated in Theorem I can also be obtained
from the Chow form of V by suitable generic specializations (see Section 4).
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This procedure—computation and specialization of the Chow form of V —leads to the
construction of an algorithm (see Section 5.3) which allows us to prove the following
complexity result (see Section 5.1 for a brief discussion about the computational model):
Theorem II (See Theorem 18 below). Suppose char(K) = 0. Let g1, . . . , gs be poly-
nomials in K[x1, . . . , xn] of degrees bounded by d. Set V := {x ∈ An : g1(x) =
0, . . . , gs(x) = 0}. Assume that V is smooth equidimensional and 0 < dim V < n − 1.
Then there is a probabilistic algorithm which computes, for any ε ∈ (0, 1), a set of
(n − dim V )(1 + dim V ) polynomials of degrees bounded by deg V which generates the
ideal I (V ) with error probability bounded by ε. The input of the algorithm is the family
of defining polynomials g1, . . . , gs encoded by straight-line programs of length L and the
parameter ε, and its output is a family of straight-line programs of length s(ndn)O(1)L
encoding the generators of the ideal I (V ). The overall complexity of the algorithm is
bounded by s(ndn)O(1) log2(1/ε)L.
Note that, in addition to improving the theoretical complexity of the computation of
generators for I (V ) with respect to the known results (single exponential versus double
exponential), Theorem II produces few generators with degrees bounded by an intrinsic
invariant of V .
Let us observe that the extremal cases dim V = 0 or dim V = n − 1 (not considered
in the statement of Theorem II) are well known: for the zero-dimensional case it is not
difficult to adapt slightly several of the above mentioned procedures computing the radical
in order to obtain complexity upper bounds as in Theorem II; the case of a hypersurface
(not necessarily smooth) is a direct consequence of the known GCD algorithms for
multivariate polynomials (see for instance Kaltofen, 1988).
Finally, we remark that Theorem II admits a similar version where the complexity bound
depends on the geometric degree δ of the input polynomial system instead of the Be´zout
number dn (see Theorem 19 below).
The paper is organized as follows. Sections 2 and 3 are devoted to proving Theorem I
above, as well as to developing the tools we use in the subsequent sections. In Section 4
we show that the eliminating polynomials defined in Section 2 are in fact suitable
specializations of the Chow form of the variety V (Corollary 16). Section 5 is devoted to
the algorithm underlying Theorem II: in Section 5.1 we sketch the computational model,
in Section 5.2 we introduce the algorithm that will be applied for the computation of Chow
forms, in Section 5.3 we describe our algorithm and in Sections 5.4 and 5.5 we compute
its error probability and its total complexity.
2. Preliminaries
2.1. Notation and definitions
Throughout this paper K denotes an algebraically closed field and N the set of positive
integers.
Let n ∈ N. We denote by An the affine space Kn equipped with the Zariski topology
and by K[x1, . . . , xn] the polynomial ring in n indeterminates.
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Let V ⊂ An be an algebraic variety. We adopt the usual notions of dimension and
degree of an affine algebraic variety, which we denote by dim V and deg V respectively.
For definitions see for instance the classic books Shafarevich (1977, 1994) or Mumford
(1995). For a reducible variety we follow Heintz (1983, Definition 1 and Remark 2)
defining its degree as the sum of the degrees of all its irreducible components. We
denote by I (V ) ⊂ K[x1, . . . , xn] the ideal of all polynomials vanishing on V and by
K[V ] := K[x1, . . . , xn]/I (V ) the ring of coordinates of V .
If I (V ) is generated by polynomials f1, . . . , fs we say that V is smooth at a point p ∈ V
(or that p ∈ V is a regular point of V ) if the Jacobian matrix J := (∂ f j /∂xi (p)) 1≤ j≤s
1≤i≤n
has
rank n − dim V . We also say that V is smooth if it is smooth at each of its points.
2.2. Generic projections
Let V ⊂ An be an equidimensional algebraic variety of dimension k, with 0 ≤ k < n.
For every h = (hi j ) 0≤i≤n
1≤ j≤k+1
∈ (An+1)k+1 we define linear polynomials h j ∈
K[x1, . . . , xn] as h j := h0 j + h1 j x1 + · · · + hnj xn , for j = 1, . . . , k + 1, and we denote
by πh the linear map
πh : An → Ak+1, (x1, . . . , xn) → (h1, . . . , hk+1 ). (1)
Set Lh ⊂ An for the linear variety defined as Lh := {x ∈ An : h1(x) = 0, . . . , hk+1(x) =
0}, and let L0h be the vector subspace associated with Lh :
L0h := {x ∈ An : h1(x) − h01 = 0, . . . , hk+1(x) − h0k+1 = 0}. (2)
Let G ⊂ (An+1)k be a Zariski dense open set whose elements induce Noether positions
with respect to the variety V (see Eisenbud, 1994, Theorem 13.3) and let
U0 := (G × An+1) ∩ {h ∈ (An+1)k+1/ dim Lh = n − k − 1}, (3)
which is a Zariski dense open subset of (An+1)k+1.
Fix h ∈ U0 and consider the restriction of the map πh to the variety V , which we call
πh,V . If π : Ak+1 → Ak denotes the canonical projection (x1, . . . , xk+1) → (x1, . . . , xk),
then π ◦ πh,V is a finite and surjective morphism between V and Ak (in fact, it is a
projection in Noether position as we suppose h ∈ U0). In particular, by the theorem of
fibers (e.g. Shafarevich, 1994, Chapter I, Section 6.3), πh,V has finite fibers and, therefore,
πh(V ) ⊂ Ak+1 is a k-equidimensional Zariski closed set. Then there exists a square-free
polynomial fh in k + 1 new indeterminates y1, . . . , yk+1 such that
πh(V ) = {y ∈ Ak+1/ fh(y) = 0}. (4)
Since πh,V is a linear morphism, the inequality deg fh = degπh(V ) ≤ deg V holds (see
for instance Heintz, 1983, Lemma 2).
Specializing fh in h1, . . . , hk+1 , we obtain a new polynomial
f ∗h := fh(h1, . . . , hk+1) ∈ K[x1, . . . , xn], (5)
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which belongs to the ideal I (V ) and verifies the following degree bound:
deg f ∗h ≤ deg V . (6)
In the next section, we will prove that for a smooth equidimensional variety V , the ideal
I (V ) can be generated by polynomials of the form f ∗h .
3. Generators for the ideal of a smooth variety
In this section we prove the existence of “few” generators of “low” degree for the ideal
of a smooth equidimensional affine variety. We maintain the notation introduced in the
previous section.
3.1. Cones and generic projections
We start with an elementary review of affine cones and well known basic properties
related to them (see also Harris, 1992), which will enable us to state the conditions needed
in order that the polynomials f ∗h defined in the previous subsection generate the ideal of V
locally at the regular points of V .
Let C ⊂ An be a k-dimensional irreducible affine variety and let p ∈ An be an arbitrary
point in the ambient n-dimensional affine space. We define the cone Ĉp associated with the
variety C with center p as the Zariski closure in An of the set {λ(q− p)+ p; λ ∈ K, q ∈ C}.
If p := (p1, . . . , pn), it is easy to see that the ideal I (Ĉp) ⊂ K[x1, . . . , xn] is a (xi−pi)-
homogeneous ideal; in particular, for every q ∈ Ĉp  {p}, the straight line defined by p
and q is completely contained in the cone Ĉp .
Since the map (λ, q) → λ(q − p)+ p is a dominant morphism between A1 ×C and Ĉp ,
we infer that Ĉp is irreducible and dim Ĉp ≤ dim(A1×C) = k+1. Since C ⊂ Ĉp , we have
the inequality k ≤ dim Ĉp ≤ k + 1. Under certain conditions the equality dim Ĉp = k + 1
holds:
Remark 1. Suppose that the variety C and the point p satisfy one of the following
conditions:
(1) p /∈ C .
(2) p ∈ C is a regular point of C and C is not a linear variety.
Then dim Ĉp = k + 1.
Proof. Let us suppose first that condition 1 holds. As p ∈ Ĉp  C , we have C  Ĉp and
so dim Ĉp = k + 1.
Now assume that condition 2 holds and that dim Ĉp = k (or equivalently, C = Ĉp).
Since the ideal I (Ĉp) is (xi − pi )-homogeneous, this is also true for I (C) and so there
exist (xi − pi)-homogeneous polynomials g1, . . . , gs ∈ K[x1, . . . , xn] generating I (C).
Let (∂gl/∂xi (p)) 1≤l≤s
1≤i≤n
be the Jacobian matrix of the system g1, . . . , gs in p, which
has rank exactly n − k, as p is assumed to be a regular point of C . From the
homogeneity, if a polynomial gl has degree at least 2, the associated l-row in the Jacobian
matrix (∂gl/∂x1(p), . . . , ∂gl/∂xn(p)) is identically zero. Therefore there must be n − k
polynomials among g1, . . . , gs whose total degrees are exactly 1 and are K-linearly
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independent. Since dim C = k, we conclude that these polynomials of degree 1 generate
I (C) and then C is a linear variety, which contradicts the assumption. 
From this remark we deduce the following result in terms of linear projections:
Remark 2. For any p ∈ An satisfying one of the following conditions:
(1) p /∈ C; or
(2) p ∈ C is a regular point,
there exists a Zariski dense open subset Up,C ⊂ (An+1)k+1 such that for every h ∈ Up,C ,
π−1h (πh(p)) ∩ Ĉp = {p} holds, where πh : An → Ak+1 is the linear map associated with
h defined in (1).
Proof. If C is a linear variety and p ∈ C is an arbitrary point we take Up,C as a product
G × An+1, where G ⊂ (An+1)k is any open set containing only Noether positions for C .
Therefore, without loss of generality we may assume that p and C satisfy conditions (1)
or (2) of Remark 1. In particular, dim Ĉp = k + 1.
Let Up,C ⊂ (An+1)k+1 be a Zariski dense open set (depending on p) such that for
every h ∈ Up,C the ring extension K[h1, . . . , hk+1 ] ↪→ K[Ĉp] is injective and integral (a
Noether position for the cone Ĉp).
We claim that Up,C meets the requirements of the statement of the remark: if h ∈ Up,C ,
the associated linear map πh restricted to the cone Ĉp is onto and finite, which implies
that π−1h (πh(p)) ∩ Ĉp is a finite set containing the point p. On the other hand, a point
q ∈ Ĉp, q = p, obeys πh(p) = πh(q) if and only if q is a solution of the (xi − pi )-
homogeneous linear system
h1(x) = h1(p), . . . , hk+1 (x) = hk+1(p).
This in turn implies that any point of the straight line defined by q and p (which is
contained in Ĉp) is also a solution of this linear system and, therefore, lies in π−1h (πh(p)) ∩
Ĉp , contradicting the fact that this set is finite. It follows that π−1h (πh(p)) ∩ Ĉp = {p}. 
Consider now a k-equidimensional variety V ⊂ An . From the previous results we deduce:
Proposition 3. Let p ∈ An be such that p /∈ V or p ∈ V is a regular point. Then, there is
a Zariski dense open set Up ⊂ (An+1)k+1 verifying:
(1) If p /∈ V , πh(p) /∈ πh(V ) for every h ∈ Up.
(2) If p ∈ V is a regular point, π−1h (πh(p)) ∩ V = {p} for every h ∈ Up.
Proof. Let V = C1 ∪ · · · ∪ CR be the decomposition of V into irreducible components.
Observe that p obeys one of the hypotheses of Remark 2 for each of the irreducible
components C1, . . . , CR . Then, there exist Zariski dense open sets Up,C1, . . . ,Up,CR ⊂
(An+1)k+1 as in Remark 2. Define Up := Up,C1 ∩ · · · ∩ Up,CR . 
Suppose now that p ∈ V is a regular point. Let g1, . . . , gs be a system of generators
of the ideal I (V ). Note that dim V = k implies s ≥ n − k. For each h ∈ (An+1)k+1,
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denote by Jp,h ∈ K(s+k)×n the Jacobian matrix associated with the polynomials
g1, . . . , gs, h1 , . . . , hk at the point p. Since p is a regular point of V , the set
U Jp := {h ∈ (An+1)k+1/rank(Jp,h) = n} (7)
is a Zariski dense open subset of (An+1)k+1.
Definition 4. Let U0 be the Zariski open set defined in (3). For every p ∈ An such that
p /∈ V or p ∈ V is a regular point, consider a Zariski dense open set Up obeying the
condition stated in Proposition 3. We define a Zariski dense open set Up ⊂
(
An+1
)k+1
associated with p as follows:
• If p /∈ V ,Up := Up ∩ U0.
• If p ∈ V is a regular point, Up := Up ∩ U Jp ∩ U0.
3.2. Existence of generators of low degrees
Let p ∈ V be a regular point and let Tp(V ) be the tangent space of V at the point
p translated to the origin. In other words, if g1, . . . , gs is a system of generators of the
ideal I (V ), then Tp(V ) is the kernel of the Jacobian matrix Jp(g1, . . . , gs) ∈ Ks×n of the
polynomials gl(1 ≤ l ≤ s) in the point p. Let Up ⊂
(
An+1
)k+1 be the Zariski dense open
set introduced in Definition 4.
Lemma 5. Let p ∈ V be a regular point and let h ∈ Up. Then πh(p) is a regular point of
πh(V ). Moreover, the identity of local rings Op,V = Oπh (p),πh(V ) holds.
Proof. Set q := πh(p), Z := πh(V ) and, for j = 1, . . . , k + 1, z j := h j − h j (p). Since
h ∈ Up ⊂ U0, the linear map πh,V : V → Z induces the integral ring inclusion
K[Z ] = K[z1, . . . , zk+1] ⊂ K[V ], (8)
where, for j = 1, . . . , k + 1, z j denotes the class of z j in the ring of coordinates K[V ]. In
particular, K[V ] is a finite K[Z ]-module. Set
• Mq := (z1, . . . , zk , zk+1)K[Z ] (the maximal ideal associated with q) and Oq,Z :=
K[Z ]Mq ;• Mp for the maximal ideal of p in the ring K[V ] and Op,V := K[V ]Mp .
As Op,V is a regular ring and h ∈ Up ⊂ U Jp , Definition 4 and condition (7) imply
that z1, . . . , zk generate the maximal ideal of the local ring Op,V , that is, MpOp,V =
(z1, . . . , zk)Op,V . On the other hand, as q = πh,V (p), we have thatMp ∩K[Z ] =Mq and
that the local ring inclusion Oq,Z ⊂ Op,V holds. Moreover, since h ∈ Up , Proposition 3
states that π−1h,V (q) = {p} or equivalently, in the language of rings, that MqK[V ] is a
Mp-primary ideal. Then, we deduce that
MqK[V ] =Mp. (9)
Let S be the multiplicative closed set S := K[Z ] Mq and let us consider K[V ] as a
K[Z ]-module. We claim that the following equality holds:
S−1K[V ] = Op,V . (10)
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The inclusion S−1K[V ] ⊂ Op,V follows immediately from the definitions. On the
other hand, from identity (9) we infer that S−1K[V ] is a local ring with maximal
ideal Mp S−1K[V ]. For every α ∈ K[V ]  Mp , we have α /∈ Mp S−1K[V ], since
S ∩ Mp = S ∩ Mq = ∅. Hence, any fraction β/α ∈ Op,V with β ∈ K[V ] and
α ∈ K[V ]  Mp belongs to S−1K[V ] because α is a unit in the local ring S−1K[V ].
ThereforeOp,V ⊂ S−1K[V ] and so claim (10) is proved.
Now, localizing the integral inclusion (8) at the multiplicative set S, we deduce that
Op,V is a finite Oq,Z -module. As Op,V /MqOp,V = K, Nakayama’s lemma implies that
Op,V is an Oq,Z -module with rank 1 and so Op,V = Oq,Z . 
Corollary 6. Let p ∈ V be a regular point. For every h ∈ Up, the polynomial f ∗h :=fh(h1, . . . , hk+1) ∈ K[x1, . . . , xn] is the equation of a hypersurface Wh containing V
and smooth at p. The tangent space Tp(Wh) is the sum Tp(V ) + L0h , where L0h is the
subspace defined in (2).
Proof. From the definition of the polynomial f ∗h , it follows that V ⊂ Wh . The tangent
space Tp(Wh) is the kernel of the row matrix ∇ f ∗h (p) which, using the chain rule, can be
written as
∇ f ∗h (p) = ∇ fh(πh(p)).
(
∂h j
∂xi
(p)
)
1 ≤ j ≤ k + 1
1 ≤ i ≤ n
.
Observe that ∇ f ∗h (p) = 0, because rank(∂h j /∂xi (p)) = k + 1 (recall that h ∈ Up ⊂ U0)
and ∇ fh(πh(p)) = 0 as πh(p) is a regular point of πh(V ) (Lemma 5). Therefore Wh is
smooth at p.
Moreover, since ker(∂h j /∂xi (p)) = L0h , the inclusion L0h ⊂ Tp(Wh) holds and, from
the fact that f ∗h ∈ I (V ), we deduce that Tp(V ) ⊂ Tp(Wh). Finally, observe that for
every h ∈ Up ⊂ U Jp we have Tp(V ) ∩ L0h = {0} and, therefore, dim(Tp(V ) + L0h) =
dim Tp(V ) + dim L0h = k + (n − k − 1) = n − 1. We conclude that the equality
Tp(Wh) = Tp(V ) + L0h holds. 
Now we show that the ideal I (V ) is locally generated at each regular point of V by
polynomials of low degrees.
Lemma 7. Let p ∈ V be a regular point, let I (V ) be the ideal of the variety V and
let Op,An be the local ring of the point p in the ambient space An. Set Ip for the ideal
generated by the polynomials f ∗h where h runs over the open set Up (see Definition 4).
Then I (V )Op,An = IpOp,An . Moreover, the identity
I (V )Op,An = ( f ∗h(1) , . . . , f ∗h(n−k) )Op,An
holds for every h(1), . . . , h(n−k) ∈ Up obeying⋂n−kl=1 (Tp(V ) + L0h(l) ) = Tp(V ).
Proof. As Up ⊂ (An+1)k+1 is a Zariski dense open set, there exist vectors
h(1), . . . , h(n−k) ∈ Up such that ⋂n−kl=1 (Tp(V ) + L0h(l) ) = Tp(V ). This equality and
Corollary 6 imply that, if f ∗h(l) (1 ≤ l ≤ n − k) are the polynomials defined in (5), then⋂n−k
l=1 ker(∇ f ∗h(l) (p)) = Tp(V ).
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From elementary arguments for regular local rings (cf. for instance Kunz, 1985,
Chapter VI, Proposition 1.5 or Mumford, 1970, Lemma, p. 34), we infer that the identity
I (V )Op,An = ( f ∗h(1) , . . . , f ∗h(n−k) )Op,An holds. 
If the variety V is globally smooth (i.e. smooth at each of its points) Lemma 7 admits a
well known global version (see Mumford, 1970, Theorem 1; Seidenberg, 1975, Section 2
or Catanese, 1992, Theorem 1.14):
Proposition 8. Let V ⊂ An be a smooth equidimensional variety. Then, the ideal I (V )
can be generated by the polynomials f ∗h , where h runs over the open set U0 defined
in (3). In particular, I (V ) can be generated by polynomials of total degree bounded
by deg V .
Proof. Let I ⊂ K[x1, . . . , xn] be the ideal generated by the polynomials f ∗h , where h
runs over the open set U0. Since for every p ∈ V the open set Up is contained in U0, by
Lemma 7, the identity I (V )Op,An = IOp,An holds for any point p ∈ V . If q /∈ V , let h
be an element of the Zariski dense open set Uq ⊂ U0 (see Definition 4). By Proposition 3
we have πh(q) /∈ πh(V ) and so f ∗h (q) = 0. Hence, IOq,An = Oq,An = I (V )Oq,An . From
the local–global principle we deduce I (V ) = I .
The upper bound for the degrees of the generators is a consequence of (6). 
3.3. Existence of a few generators of low degree
The goal of this subsection is to refine Proposition 8 in order to obtain, for any
k-equidimensional smooth variety V , a “small” number of generators of I (V ) of degrees
bounded by deg V (cf. Theorem 10 below).
First, we prove a technical result which enables us to give a recursive proof of the main
theorem.
Lemma 9. Let V ⊂ An be a k-equidimensional smooth variety and let Z ⊂ An be an
equidimensional variety such that no irreducible component of Z is included in V . Then,
for any finite subset {p1, . . . , pR} ⊂ V , there exist h(1), . . . , h(n−k) ∈ U0 (see definition
(3)) such that:
(1) The polynomials f ∗h(1) , . . . , f ∗h(n−k) generate the ideal I (V ) locally at pu for
u = 1, . . . , R, that is, I (V )Opu,An = ( f ∗h(1) , . . . , f ∗h(n−k) )Opu ,An holds for
any point pu.
(2) {x ∈ An/ f ∗h(1) (x) = 0, . . . , f ∗h(n−k) (x) = 0} ∩ (V ∪ Z) = V ∪ Z ′, where Z ′ = ∅ or
Z ′ is an equidimensional variety with dim Z ′ = dim Z − (n − k) and no irreducible
component contained in V . (In particular Z ′ = ∅ if dim Z < (n − k).)
Proof. Without loss of generality we will suppose Z = ∅ (if Z = ∅ the argument runs in
a similar way).
Following Definition 4, let us consider for u = 1, . . . , R the Zariski dense open
set Upu ⊂ (An+1)k+1. For each irreducible component C of Z , let qC be a point
in C  V and consider the corresponding open set UqC ⊂ (An+1)k+1 also introduced
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in Definition 4. Let
h(1) ∈
R⋂
u=1
Upu ∩
⋂
C
UqC ,
which is a Zariski dense open subset of U0.
By Corollary 6, the polynomial f ∗h(1) defines a hypersurface containing V that is smooth
at pu for u = 1, . . . , R. Furthermore, Proposition 3 implies that f ∗h(1) (qC) = 0 for every
irreducible component C of Z . Therefore
{x ∈ An/ f ∗h(1)(x) = 0} ∩ (V ∪ Z) = V ∪ Z1,
where Z1 = ∅ or Z1 is an equidimensional variety with dim Z1 = dim Z − 1. Without
loss of generality we may assume that Z1 = ∅ and no irreducible component of Z1 is
contained in V .
Now, for each irreducible component C of Z1, let q ′C ∈ C  V . Let h(2) ∈ (An+1)k+1
be a point obeying the conditions
• h(2) ∈⋂Ru=1 Upu ∩ ⋂C Uq ′C and
• dimK((L0h(1) + Tpu (V )) ∩ (L0h(2) + Tpu (V ))) = n − 2 for u = 1, . . . , R.
Observe that such an element h(2) exists because both conditions are given by belonging
to Zariski dense open sets.
With a similar argument to the above we deduce that
{x ∈ An/ f ∗h(1)(x) = 0, f ∗h(2) (x) = 0} ∩ (V ∪ Z)
= {x ∈ An/ f ∗h(2)(x) = 0} ∩ (V ∪ Z1) = V ∪ Z2,
where Z2 = ∅ or Z2 is an equidimensional variety with dim Z2 = dim Z1−1 = dim Z −2.
We may also assume that no irreducible component of Z2 is contained in V .
After applying this procedure n−k times recursively in a similar way, we have elements
h(1), . . . , h(n−k) ∈⋂Ru=1 Upu such that:
• For u = 1, . . . , R, dimK
⋂n−k
l=1 (L0h(l) + Tpu (V )) = n − (n − k) = k holds and
hence
⋂n−k
l=1 (L0h(l) + Tpu (V )) = Tpu (V ). In particular, by Lemma 7, the polynomialsf ∗h(1) , . . . , f ∗h(n−k) meet the first condition of the statement.• There exists a decomposition
{x ∈ An/ f ∗h(1) (x) = 0, . . . , f ∗h(n−k) (x) = 0} ∩ (V ∪ Z) = V ∪ Zn−k,
where Zn−k = ∅ or Zn−k is an equidimensional variety with dim Zn−k = dim Z −
(n − k). Taking Z ′ := Zn−k we have the second condition of the statement.
This finishes the proof of the lemma. 
Now we are able to prove the main result of this section concerning the number and degree
of generators of I (V ).
Theorem 10. Let V ⊂ An be a k-equidimensional smooth variety and set m := (n −
k)(k+1). Then, there exist polynomials f1, . . . , fm ∈ K[x1, . . . , xn] with degrees bounded
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by deg V such that I (V ) = ( f1, . . . , fm). Moreover, for every 1 ≤ t ≤ m, there exists
h(t) ∈ (An+1)k+1 such that ft = f ∗h(t) .
Proof. Without loss of generality, we may suppose 0 < k < n − 1, as the result is well
known for k = 0 (the so-called “Shape lemma”; see e.g. Cox et al., 1998, Chapter 2,
Section 4, Exercise 16) and for k = n − 1 (where I (V ) is a principal ideal). We proceed
recursively, applying the previous lemma in each step.
Step 1. For each irreducible component of V choose an arbitrary point, and call these points
p1, . . . , pR . Applying Lemma 9 to {p1, . . . , pR} and the closed set Z := An , there exist
h(11), . . . , h(1(n−k)) in U0 such that
• I (V )Opu,An = ( f ∗h(11) , . . . , f ∗h(1(n−k)) )Opu ,An for u = 1, . . . , R; and• {x ∈ An/ f ∗h(11) (x) = 0, . . . , f ∗h(1(n−k)) (x) = 0} = V ∪ Z1, where Z1 = ∅ or Z1 is an
equidimensional variety with dim Z1 = n − (n − k) and no irreducible component
contained in V .
Let Y1 ⊂ V be the Zariski closed set consisting of those points of V where the Jacobian
matrix (∂ f ∗h(1l) /∂xi) 1≤l≤n−k1≤i≤n has rank at most n −k −1. From the Jacobian criterion (see e.g.
Kunz, 1985, Chapter VI, Section 1, Proposition 1.5), the points p1, . . . , pR do not belong
to Y1. Then, dim Y1 ≤ k − 1. Furthermore, the polynomials f ∗h(11) , f ∗h(12) , . . . , f ∗h(1(n−k))
generate the ideal I (V ) locally at any point lying in V  Y1.
Step 2. Choosing one point in each irreducible component of Y1 we obtain a new finite set
{p′1, . . . , p′R′ } ⊂ V . Now we apply Lemma 9 to this set and the variety Z1 given in Step
1 to obtain new elements h(21), . . . , h(2(n−k)) in U0 such that their associated polynomials
f ∗h(21) , . . . , f ∗h(2(n−k)) ∈ I (V ) verify:
• f ∗h(21) , . . . , f ∗h(2(n−k)) generate the ideal I (V ) locally at the points p′u for u =
1, . . . , R′; and
• {x ∈ An/ f ∗h(21) (x) = 0, . . . , f ∗h(2(n−k)) (x) = 0} ∩ (V ∪ Z1) = V ∪ Z2, where Z2 = ∅
or Z2 is an equidimensional variety with dim Z2 = dim Z1 − (n − k) = n −2(n − k)
and no irreducible component contained in V .
Moreover, from the definition of Z1, we also have that
{x ∈ An/ f ∗h(11) (x) = 0, . . . , f ∗h(1(n−k)) (x) = 0, f ∗h(21) (x) = 0, . . . , f ∗h(2(n−k)) (x) = 0}
equals V ∪ Z2.
Let Y2 ⊂ V be the closed set consisting of those points of V for which the rank of the
Jacobian matrix of the polynomials f ∗h( jl) ( j = 1, 2; 1 ≤ l ≤ n − k) is at most n − k − 1.
From the definitions, it follows that Y2 ⊂ Y1. Moreover, since p′1, . . . , p′R′ ∈ Y1  Y2(for the polynomials f ∗h(2 j) generate the ideal I (V ) locally at these points), we deduce that
dim Y2 < dim Y1 ≤ k − 1 and so dim Y2 ≤ k − 2.
The procedure continues recursively in a similar way, and after k + 1 steps we have
polynomials f ∗h( jl) ∈ I (V ) for 1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k such that:
• The set Yk+1 ⊂ V where the Jacobian matrix (∂ f ∗h( jl) /∂xi ) associated with the
polynomials f ∗h( jl) (1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k) has rank at most n − k − 1
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obeys dim Yk+1 ≤ dim V − (k + 1) and so Yk+1 = ∅. Therefore, the polynomials
f ∗h( jl) (1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k) generate I (V ) locally at any point of V .
• The following set-theoretical equality holds:
{x ∈ An/ f ∗h( jl) (x) = 0; 1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k} = V ∪ Zk+1,
where Zk+1 = ∅ or Zk+1 is an equidimensional variety with dim Zk+1 ≤ n − (k +
1)(n − k) = k2 + k − kn = k(k + 1 − n). Since 0 < k < n − 1, we conclude that
Zk+1 = ∅ and then the set of common zeros of the polynomials f ∗h( jl) is exactly the
variety V .
Hence, the polynomials f ∗h( jl) with 1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k generate the ideal I (V ).
Inequality (6) gives the upper bound for the degrees of the generators. 
4. Generators and the Chow form
In this section we show how the polynomials f ∗h defined in (5) can be obtained by
means of suitable specialization of the Chow form of the variety V (see also Seidenberg,
1975 and Catanese, 1992). This fact is crucial in order to construct an algorithm with “low”
complexity bounds for the computation of generators for the ideal of a smooth variety (see
Section 5 below).
Let V ⊂ An be a k-equidimensional affine variety (not necessarily smooth) and let
V ⊂ Pn be its projective closure. We have dim V = dim V and deg V = deg V . Let Hij ,
with 0 ≤ i ≤ n and 1 ≤ j ≤ k + 1, be new indeterminates over the field K. For each index
j , set H j :=
(
H0 j , . . . , Hnj
)
and ΛHj for the generic linear form
ΛHj := H0 j x0 + H1 j x1 + · · · + Hnj xn ∈ K[H1, . . . , Hk+1][x0, . . . , xn].
We denote by F ∈ K[H1, . . . , Hk+1] the Chow form of the projective variety V (see
for instance Shafarevich (1977, Chapter 1, Sections 5 and 6) for the definition and basic
properties of this polynomial). We also say that F is the Chow form of the affine variety V .
We recall that the Chow form F is a multihomogeneous polynomial of degree deg V in
each group of variables H j and, up to scalar factors, it is the unique square-free polynomial
in K[H1, . . . , Hk+1] with the following property:
F(h1, . . . , hk+1) = 0 V ∩ {Λh1 = 0, . . . ,Λhk+1 = 0} = ∅ in Pn. (11)
Set D := deg V and e := (1, 0, . . . , 0) ∈ Kn+1. The expansion of F into powers of the
variable H0 k+1 is
F = F(H1, . . . , Hk, e)H D0k+1 + CD−1 H D−10k+1 + · · · + C0, (12)
where Cl ∈ K[H1, . . . , Hk, H1k+1, . . . , Hnk+1] for 0 ≤ l ≤ D − 1.
Remark 11. Since dim(V ∩ {x0 = 0}) = k − 1, a generic projective linear subvari-
ety of codimension k does not intersect V ∩ {x0 = 0} and so, by property (11), the
polynomial F(H1, . . . , Hk, e) ∈ K[H1, . . . , Hk] is not the zero polynomial. Moreover,
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for (h1, . . . , hk) ∈ (An+1)k we have F(h1, . . . , hk, e) = 0 if and only if the system
h11x1 + · · · + hn1xn = 0, . . . , h1k x1 + · · · + hnk xn = 0, x0 = 0 (13)
has no solutions in V .
Now, we define a condition on the vectors h ∈ (An+1)k+1 which ensures that the associated
polynomials f ∗h can be obtained from the Chow form of V .
Lemma 12. Let T be a new variable and set
D := discrT F(H1, . . . , Hk, Hk+1 − T e) ∈ K[H1, . . . , Hk+1]
for the discriminant with respect to the variable T . Then,D is not the zero polynomial.
Proof. First, observe that from identity (12) and Remark 11 we have
degT F(H1, . . . , Hk, Hk+1 − T e) = D.
Then, in order to prove the lemma it suffices to show that for a suitable specialization
of the variables (H1, . . . , Hk+1) → (h1, . . . , hk+1) the univariate polynomial
F(h1, . . . , hk , hk+1 − T e) has exactly D many different roots.
Let (h1, . . . , hk) ∈ (An+1)k be such that
#(V ∩ {h1 = 0, . . . , hk = 0}) = D. (14)
In other words, h1, . . . , hk is a family of linear polynomials defining a linear variety
which intersects V in exactly deg V many points. Set Z := V ∩ {h1 = 0, . . . , hk = 0} ={P1, . . . , PD}.
Let hk+1 ∈ An+1 be a vector such that the associated linear polynomial hk+1 separates
the points of Z (i.e. hk+1(Pi ) = hk+1 (Pj ) for i = j ). Then, there exist t ∈ K and p ∈ V
solving the system
h1(p) = 0, . . . , hk (p) = 0, hk+1(p) = t
if and only if t ∈ {hk+1(P1), . . . , hk+1 (PD)} and so hk+1(P1), . . . , hk+1 (PD) are D
different roots of the polynomialF(h1, . . . , hk, hk+1 − T e).
Finally, let us observe that the polynomial F(h1, . . . , hk , hk+1 − T e) is not identically
zero due to (14) and Remark 11. The lemma follows. 
Definition 13. For any k-equidimensional variety V ⊂ An we define a Zariski dense open
set U0 ⊂ (An+1)k+1 as follows:
• If V is not a linear variety, U0 := {h ∈ (An+1)k+1/D(h1, . . . , hk+1) = 0}.
• If V is a linear variety (i.e. deg V = 1),
U0 :={h ∈(An+1)k+1/F(h1, . . . , hk , e) =0} ∩ {h ∈(An+1)k+1/G0(h) =0},
where G0 ∈ K[H1, . . . , Hk+1] is the determinant of the matrix (Hij ) 0≤i≤k
1≤ j≤k+1
.
Let us observe that F(h1, . . . , hk, e) = 0 for every h := (h1, . . . , hk+1) ∈ U0 (if V is not
a linear variety the condition D(h1, . . . , hk+1) = 0 means that the univariate polynomial
F(h1, . . . , hk , hk+1 − T e) has exactly D simple roots in K and in particular, by (12), its
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leading coefficient (−1)DF(h1, . . . , hk, e) is not zero). Hence, for h ∈ U0 we have that
V ∩ {Λh1 = 0, . . . ,Λhk = 0, x0 = 0} = ∅ and therefore, V ∩ {Λh1 = 0, . . . ,Λhk = 0}
is a finite set in Pn . Moreover, it consists of exactly D points, all of them lying in V , that is
#(V ∩ {h1 = 0, . . . , hk = 0}) = deg V .
It is not difficult to show (see for instance Krick et al., 2001, Lemma 2.14 and Assumption
1.5) that under this last condition the canonical morphism K[h1, . . . , hk ] ↪→ K[V ]
becomes an integral and injective extension (geometrically, a Noether position for V ). This
implies that h1, . . . , hk are linearly independent polynomials.
Moreover, if V is not a linear variety, we also have that h1 , . . . , hk , hk+1 are linearly
independent (otherwise, T = 0 would be a multiple root of F(h1, . . . , hk , hk+1 − T e)). If
V is a linear variety the linear independence of h1, . . . , hk+1 follows from the condition
G0(h) = 0.
From the previous arguments we conclude that the open set U0 ⊂ (An+1)k+1 meets the
requirements for the open set U0 defined in (3) of Section 2 (namely, Noether positions for
V and linear independence of the polynomials h1, . . . , hk+1 ). Hence:
Remark 14. For any h ∈ U0, the map πh,V : V → Ak+1 is a finite morphism and then
there exists a square-free polynomial fh ∈ K[y1, . . . , yk+1] such that πh(V ) = { fh = 0}
(see Section 2.2).
We devote the remaining part of this section to showing that for any h ∈ U0 the polynomial
fh can be obtained by suitable specialization of the variables H1, . . . , Hk+1 of the Chow
form F (and so the same holds for f ∗h ).
Proposition 15. Let h := (h1, . . . , hk+1) ∈ U0 and let y1, . . . , yk+1 be new indetermi-
nates over K. Then fh = F(h1 − y1e, . . . , hk+1 − yk+1e).
Proof. Denote by Fh := F(h1 − y1e, . . . , hk+1 − yk+1e) ∈ K[y1, . . . , yk+1]. First we
prove that the polynomials Fh and fh have the same zeros in Ak+1.
Let q = (q1, . . . , qk+1) ∈ {Fh = 0}. The condition Fh(q) = 0 means that the system

(h01 − q1)x0 + h11x1 + · · · + hn1xn = 0
...
...
...
(h0k+1 − qk+1)x0 + h1k+1x1 + · · · + hnk+1xn = 0
(15)
has a solution in V . Any solution to (15) lying in V belongs in fact to the affine part V ,
since if (0 : p1 : · · · : pn) ∈ V is a solution to (15), then it is also a solution of the
linear system (13), which leads to a contradiction with the choice of h in U0. Therefore,
there exists p := (p1, . . . , pn) ∈ V such that (1 : p1 : · · · : pn) is a solution to
(15) and thus, q = πh(p). Conversely, if q = πh(p) for some p ∈ V , then the point
(1 : p1 : · · · : pn) ∈ V is a solution to (15) and hence Fh(q1, . . . , qk+1) = 0.
Now, since fh and Fh define set-theoretically the same variety in Ak+1, it follows that
the two polynomials have the same irreducible factors. On the other hand, the fact that
discrTF(h1, . . . , hk , hk+1 − T e) = 0 implies that the polynomial Fh(0, . . . , 0, T ) =
F(h1, . . . , hk, hk+1 − T e) has exactly deg V different simple roots. As fh is a square-free
polynomial, we conclude that Fh = fh up to a scalar factor. 
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From the definition of the polynomials f ∗h (see (5)) and Proposition 15, we deduce (see
also Seidenberg, 1975, Section 2 and Catanese, 1992, Proof of Theorem (1.14)(a)):
Corollary 16. Let F be the Chow form of the variety V and set e := (1, 0, . . . 0). Then,
for any h ∈ U0 we have f ∗h = F(h1 − h1e, . . . , hk+1 − hk+1 e). 
Now we are able to restate Theorem 10 in terms of the Chow form of V :
Corollary 17. Let V ⊂ An be a k-equidimensional smooth variety and set m := (n −
k)(k +1). There exist h(1), . . . , h(m) ∈ (An+1)k+1 such that the ideal I (V ) is generated by
the polynomials
F(h(1)1 − h(1)1 e, . . . , h
(1)
k+1− h(1)k+1 e), . . . ,F(h
(m)
1 − h(m)1 e, . . . , h
(m)
k+1− h(m)k+1 e). 
5. Algorithmic computation of the generator set
In the following, we assume char(K) = 0.
We present a probabilistic algorithm for the computation of a set of generators for the
ideal of a smooth equidimensional variety V ⊂ An . From a given set of polynomials
defining V set-theoretically, the algorithm computes a family of (n − dim V )(dim V + 1)
polynomials of degrees bounded by deg V which generate I (V ). The algorithm is based
on the construction underlying Theorem 10 and on Corollary 16. Our main result is the
following:
Theorem 18. Let g1, . . . , gs ∈ K[x1, . . . , xn] be polynomials of degrees bounded by d.
Set V := {x ∈ An : g1(x) = 0, . . . , gs(x) = 0}. Assume that V is smooth equidimensional
and 0 < dim V < n − 1.
Then there is a probabilistic algorithm which computes, for any ε ∈ (0, 1), a set of
(n − dim V )(1 + dim V ) polynomials of degrees bounded by deg V which generates the
ideal I (V ) with error probability bounded by ε. The input of the algorithm is the family
of defining polynomials g1, . . . , gs encoded by straight-line programs of length L and the
parameter ε, and its output is a family of straight-line programs of length s(ndn)O(1)L
encoding the generators of the ideal I (V ). The overall complexity of the algorithm is
bounded by s(ndn)O(1) log2(1/ε)L.
Although the complexity bounds stated in Theorem 18 are exponential in the input
parameters, we can provide polynomial complexity bounds by introducing an additional
geometric parameter associated with the problem: the geometric degree of the input
polynomial system. This parameter appears naturally in the complexity estimates when
considering certain problems in computational algebraic geometry.
The geometric degree of a polynomial equation system, which is a suitable general-
ization of the geometric degree of a zero-dimensional system introduced in Giusti et al.
(1998), measures the degree of the varieties successively cut out by linear combi-
nations of the input polynomials. For a precise definition we refer the reader to
Jeronimo et al. (in press, Section 3.4). For a system of polynomials in n variables
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with degrees bounded by d , the geometric degree is bounded by the Be´zout number
dn . However, there are many situations in which it is much smaller than this upper
bound.
The introduction of this geometric degree in the complexity estimates enables us to
derive the following complexity result:
Theorem 19. Let V ⊂ An be a k-equidimensional smooth variety with 0 < k < n − 1.
Assume that V is the common zero locus of a system of polynomials g1, . . . , gs ∈
K[x1, . . . , xn] of degrees bounded by d which can be encoded by straight-line programs of
length L. Let δ be the geometric degree of the system g1, . . . , gs.
Then there exist (n − dim V )(1 + dim V ) polynomials of degrees bounded by deg V
that generate the ideal I (V ) which can be encoded by straight-line programs of length
s(ndδ)O(1)L.
In the following subsection we make precise the computational model and the data
structure we use. In Section 5.2 we sketch the algorithm given by Jeronimo et al. (in press)
for the computation of Chow forms. Our algorithm is described in Section 5.3. The last
two subsections of the paper are devoted to proving Theorems 18 and 19.
5.1. Algorithmic model
The algorithms we consider in this paper are described by arithmetic networks (see
von zur Gathen, 1986) over a base field K with char(K) = 0 which is assumed to
be effective (i.e. the arithmetic operations and comparisons between elements in K are
realizable by algorithms). An arithmetic network is represented by means of a directed
acyclic graph. The external nodes of the graph correspond to the input and output of the
algorithm. Each of the internal nodes of the graph is associated with one of the following
operations: an arithmetic operation in K, a comparison between elements in K (followed
by a selection of another node), or a random choice (of a digit 0 or 1).
We assume that the cost of each operation in the algorithm is 1 and so we define the
complexity of the algorithm as the number of internal nodes in its associated graph.
The algorithm we construct in the next subsection works (that is, it computes the desired
output) under certain genericity conditions depending on parameters whose values are
chosen randomly. In this sense, we say that the algorithm is probabilistic. More precisely,
probability is introduced by choosing a random element with equidistributed probability
in a set {0, . . . , N − 1} for a given positive integer N , which is achieved by means of a
procedure that chooses the binary digits of the integer at random. Hence, the complexity
of this procedure is O(log N), where here and in the following, log denotes logarithm in
base 2.
As a randomly chosen parameter may not satisfy the required genericity conditions, the
algorithm may produce a wrong answer or its execution may finish with an error message.
Anyway the probability that this happens can be made arbitrarily small: for each random
choice, there exists a non-zero multivariate polynomial F such that every a with F(a) = 0
leads to a correct computation. Then, the error probability of choosing the parameter a
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at random is estimated by the Zippel–Schwartz zero-test (see Zippel, 1979 and Schwartz,
1980) which states that
Prob(F(a) = 0) ≤ deg F
N
if the coordinates of a are chosen at random from the set {0, . . . , N − 1}. This enables us
to estimate the error probability of the algorithm and to reduce it as much as desired by
choosing N big enough.
The objects our algorithm deals with are polynomials with coefficients in K. The data
structure we adopt to represent them is the straight-line program encoding. The input,
output and intermediate objects computed by our algorithm are polynomials codified by
(division-free) straight-line programs defined over K. Roughly speaking, a straight-line
program over K encoding a polynomial f ∈ K[x1, . . . , xn] is a program which enables
one to evaluate the polynomial f at any given point in Kn . Each of the instructions in this
program is an addition, subtraction or multiplication in K[x1, . . . , xn], or an addition or
multiplication by a scalar. The number of instructions in the program is called the length
of the straight-line program. For a precise definition of straight-line program we refer the
reader to Bu¨rgisser et al. (1997, Definition 4.2) (see also Heintz and Schnorr, 1982).
Let us observe that from the vector of coefficients of a polynomial f it is easy to
obtain a straight-line program encoding f . The length of this straight-line program is
essentially the number of coefficients of the polynomial. Conversely, from a straight-line
program of length L encoding an n-variate polynomial f and a positive integer d which
is an upper bound for its degree, the usual representation of the polynomial as a vector of
coefficients can be computed by means of a straightforward procedure (see, for instance,
Bu¨rgisser et al., 1997, Lemma 21.25) within complexity d O(n)L.
This observation implies that our algorithm can be adapted so that it could be
applied even when the input family is represented by vectors of coefficients, and also
that the standard representation of the output by coefficients can be obtained with a
controlled increase in the complexity. However, the use of straight-line programs in the
intermediate computations of the algorithm is crucial in order to avoid an explosion of the
complexity.
Finally, we remark that if K = C and the input of our algorithm is a family of
polynomials with coefficients in the field of rational numbers Q encoded by straight-line
programs over Q, all of our computations can be performed in the base field Q. In this
case, the complexity model may be modified by replacing the unit cost of each arithmetic
operation in Q by its cost as a binary operation (bit complexity model). This does not
change the single-exponential behavior of the complexity of our algorithm.
5.2. Computation of Chow forms
The main algorithmic tool we will use is the probabilistic algorithm for the computation
of the Chow form of an algebraic variety presented in Jeronimo et al. (in press), which
we will describe here briefly for the sake of comprehensiveness of our main result and
convenience for the reader.
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The algorithm is based on a recursive application of a procedure which computes
the Chow form of an equidimensional variety W ⊂ An from a particular description
(a geometric resolution) of a zero-dimensional subvariety Z of W (the intersection of W
with a linear variety of complementary dimension) with deg W points and a family of
n − dim W polynomials which generate the ideal of W at the points of Z . The crucial
ingredient in this procedure is a product formula which enables one to represent the
Chow form of W in terms of the Chow forms of zero-dimensional varieties obtained
by intersecting of W with generic linear varieties. The Chow forms of these varieties
are computed directly from suitable approximations of their points, which in turn are
obtained by means of a symbolic version of Newton’s algorithm applied to the input
zero-dimensional subvariety of W . This leads to an overall complexity polynomial in
n, deg W and an upper bound for the degrees of the input polynomials, and linear in the
input length.
We describe the main algorithm in our particular setting, that is, for an affine
k-equidimensional variety V ⊂ An given by s polynomial equations of degrees bounded
by d .
The first step consists in a preprocessing of the input data: the algorithm takes n − k +1
random linear combinations of the input polynomials and a random linear change of
variables so that the varieties Wi := V (q1, . . . , qi )(1 ≤ i ≤ n − k) successively defined
by the new polynomials q1, . . . , qn−k+1 are equidimensional of dimension n − i and their
defining equations generate their ideals locally at the points of conveniently chosen zero-
dimensional subvarieties. In addition, Wn−k = V ∪ V ′, where V ′ is a k-equidimensional
variety with no irreducible components contained in V (qn−k+1).
Then, the Chow forms of the varieties Wi for i = 1, . . . , n −k are computed recursively
by applying the above mentioned procedure and a direct computation of geometric
resolutions of zero-dimensional varieties from Chow forms. Finally, the algorithm recovers
the Chow form of V as factor of the Chow form of Wn−k = V ∪ V ′ using the polynomial
qn−k+1.
If the input polynomials are encoded by straight-line programs of length L and D :=
max{deg Wi ; 1 ≤ i ≤ n − k}, the algorithm computes a straight-line program of length
s(nd D)O(1)L for the Chow form of V , with error probability bounded by ε, within
complexity of order s(nd D)O(1) log2(1/ε)L.
We remark that the Be´zout inequality implies that D ≤ dn . Moreover, if the random
choices made during the execution of the algorithm meet the required conditions, D is
bounded by the geometric degree of the input system.
5.3. Description of the algorithm
We summarize the algorithm underlying the proof of Theorem 18 in Algorithm 1.
Therein, ChowForm(n, d, g, k, ε) is a procedure which computes, with error probability
bounded by ε, the Chow form of the k-equidimensional variety defined in An by the system
g of polynomials with degrees bounded by d . Random(a, b, N) denotes a subroutine which
selects a vectors of b coordinates each by choosing randomly ab integers from the set
{0, . . . , N − 1}.
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Algorithm 1. Computing generators of an ideal
procedure Generators(n, g, d, k, ε)
# n is the number of variables,
# g = (g1, . . . , gs) is a system of defining equations for a smooth
# equidimensional affine variety V ⊂ An ,
# d is an upper bound for the degrees of the polynomials gi (1 ≤ i ≤ s),
# k = dim V ,
# ε ∈ Q, 0 < ε < 1.
# The procedure returns (n − k)(k + 1) polynomials generating I (V ) with
# error probability bounded by ε.
1. F := ChowForm(n, d, g, k, ε2 );
2. N := 1/ε16(k + 1)(n − k)d2n((n − k)k+1dn(k+1) + (k + 1)dn2);
3. for j from 1 to k + 1 do
4. for l from 1 to n − k do
5. h( j l) := Random(k + 1, n + 1, N);
6. f ∗h( jl) := F(h
( j l)
1 − h( jl)1 e, . . . , h
( j l)
k+1 − h( jl)k+1 e);
7. od;
8. od;
9. return( f ∗h( jl); 1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k)
end
5.4. Probability estimates
We have shown in Section 3.3 (Lemma 9 and Theorem 10) that if k := dim V , a generic
choice of (n − k)(k + 1) linear projections induces a system of generators of the ideal
I (V ). Now we analyze more deeply this genericity in order to estimate the probability of
success of our algorithm, which is computed from the degrees of the polynomials giving
the genericity conditions by means of the Zippel–Schwartz zero-test.
Thus, we first obtain upper bounds for the degrees of inequalities defining the open sets
appearing in our theoretical discussion of Sections 3 and 4. We gather these estimates in
the following remarks. As before, we denote by H j (1 ≤ j ≤ k + 1) a vector of n + 1
variables (H0 j , . . . , Hnj ).
We begin with a characterization of the condition on h ∈ (An+1)k+1 which ensures that
the eliminating polynomial f ∗h can be obtained as a specialization of the Chow form of V
(see Corollary 16 above).
Remark 20. Let U0 ⊂ (An+1)k+1 be the open set introduced in Definition 13. Then,
U0 can be defined as {G = 0}, where G ∈ K[H1, . . . , Hk+1]  {0} and deg G ≤
2(k + 1)(deg V )2.
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Proof. First we consider the case when V is not a linear variety. By Definition 13, the
polynomial G can be taken as the discriminant D := discTF(H1, . . . , Hk, Hk+1 − T e),
where F is the Chow form of V and e := (1, 0, . . . , 0) is the first vector of the canonical
basis of Kn+1. The degree bound for G is a direct consequence of the definition of
discriminant and the degree estimates for the Chow form.
If V is a linear variety, let G0 ∈ K[H1, . . . , Hk+1] be the determinant of the
matrix (Hij ) 0≤i≤k
1≤ j≤k+1
and let F be the Chow form of V . Then, the polynomial G :=
G0 F(H1, . . . , Hk, e) obeys U0 = {G = 0} and deg G ≤ 2k + 1. 
The following remark deals with the open sets giving the condition of regularity of a
hypersurface { f ∗h = 0} at a fixed point of V (see Corollary 6 above).
Remark 21. Let p ∈ V and let U Jp be the dense open subset of (An+1)k+1 defined in (7).
Then, there exists a Zariski dense open set Up ⊂ U Jp obeying the condition stated in
Proposition 3 which can be defined as {G = 0}, where G ∈ K[H1, . . . , Hk+1]  {0} and
deg G ≤ 2(k + 1)(deg V )2 + k.
Proof. Following the proof of Proposition 3, the open set Up is defined as Up =⋂C Up,C ,
where the intersection runs over the irreducible components C of V and each Up,C is a
Zariski dense open set giving the condition stated in Remark 2.
Let C be an irreducible component of V . Without loss of generality we suppose that
C is not a linear variety (the case of a linear variety C is similar). The proof of Remark 2
implies that any open set containing only Noether positions for the cone Ĉp meets the
required condition. Taking into account that deg Ĉp ≤ deg C (see for instance Harris,
1992, Example 18.16), we conclude by Krick et al. (2001, Lemma 2.14) that there exists
a polynomial GC ∈ K[H1, . . . , Hk+1] with deg GC ≤ 2(k + 1)(deg C)2 such that
GC (h) = 0 implies h induces a Noether position for the cone Ĉp . Write G1 := ∏C GC .
Observe that deg G1 ≤ 2(k + 1)∑C(deg C)2 ≤ 2(k + 1)(deg V )2.
On the other hand, any n × n non-zero minor of the Jacobian matrix Jp,H associated
with a system of generators of I (V ) and the linear forms induced by the vector H :=
(H1, . . . , Hk) defines a polynomial G2 of degree k in the vector variables H , such that
G2(h) = 0 implies h ∈ U Jp .
We take Up = {G1G2 = 0}. 
With the same arguments it is easy to show:
Remark 22. Let q ∈ An  V . Then, there exists a non-zero polynomial G ∈
K[H1, . . . , Hk+1], with deg G ≤ 2(k + 1)(deg V )2, such that Uq := {G = 0} is a Zariski
dense open set obeying the condition of Proposition 3.
Finally, we consider an additional technical condition in order to ensure that the constructed
polynomials generate the ideal I (V ) locally at a given point of the variety (see Lemma 7).
Remark 23. Let p ∈ V and let Up be a dense open subset of (An+1)k+1 as
in Definition 4. There exists a Zariski dense open set Gp ⊂ (An+1)(k+1)(n−k)
C. Blanco et al. / Journal of Symbolic Computation 38 (2004) 843–872 865
such that for every (h(1), . . . , h(n−k)) ∈ Gp ∩ (Up)n−k the following identity
holds:
n−k⋂
l=1
(Tp(V ) + L0h(l) ) = Tp(V ).
Moreover, the open set Gp can be defined as Gp = {G p = 0}, where G p ∈
K[H (1), . . . , H (n−k)] and deg G p ≤ (n − k)(k + 1). (Here, each H (l) denotes a vector
(H (l)1 , . . . , H
(l)
k+1) where H
(l)
j is a vector of n + 1 variables for every 1 ≤ j ≤ k + 1.)
Proof. Since dim Tp(V ) = k and Tp(V ) ⊂ ⋂n−kl=1 (Tp(V ) + L0h(l) ) for any choice
of vectors h(1), . . . , h(n−k), it suffices to consider an open set Gp such that for every
(h(1), . . . , h(n−k)) ∈ Gp ∩ (Up)n−k , dim⋂n−kl=1 (Tp(V ) + L0h(l) ) = k holds.
Let {v1, . . . , vk} be a K-basis of Tp(V ). For 1 ≤ l ≤ n − k, if h(l) ∈ Up , Tp(V ) + L0h(l)
is the (n − 1)-dimensional subspace in Kn defined by the equation
ϕl : M(l)1 0h(l)1 + · · · + M
(l)
k+1
0
h(l)k+1
= 0,
where, for every 1 ≤ j ≤ k + 1, 0
h(l)j
:= h(l)1 j x1 + · · · + h(l)nj xn and M(l)j denotes the
(k × k)-minor obtained by deleting the j -th column of the matrix (0
h(l)ρ
(vt ))tρ ∈ Kk×(k+1).
We consider the linear equations Φ1, . . . ,Φn−k constructed as ϕ1, . . . , ϕn−k but replacing
h(1), . . . , h(n−k) with vectors of variables H (1), . . . , H (n−k).
By elementary linear algebra arguments, it is not difficult to prove the existence of a
vector (h(1), . . . , h(n−k)) such that dim
⋂n−k
l=1 (Tp(V )+ L0h(l) ) = k holds. Hence, the matrix
of coefficients of the linear system given byΦ1, . . . ,Φn−k has a (n −k)× (n −k) non-zero
minor G p . We take Gp := {G p = 0} and the lemma follows. 
Now we are ready to prove an analog of the technical Lemma 9 including probability
estimates.
Lemma 24. Let V ⊂ An be a k-equidimensional smooth variety and let f1, . . . , fs ∈
I (V ) be polynomials with degrees bounded by deg V such that:
• { f1 = 0, . . . , fs = 0} = V ∪ Z, where Z ⊂ An is either the empty set or an
equidimensional variety with no irreducible components included in V ;
• ( f1, . . . , fs)Op,An = I (V )Op,An for every p ∈ V  Y , where Y is an
equidimensional subvariety of V .
Let N ∈ N. Then choosing the coordinates of vectors h(1), . . . , h(n−k) ∈ (An+1)k+1 from
the set {0, . . . , N − 1} at random, the following conditions hold with error probability
bounded by
2(k + 1)(n − k)
N
((deg V )2(1 + deg Y + (deg V )n) + (n − k) deg Y ) :
(1) For each 1 ≤ l ≤ n −k the polynomial f ∗h(l) is well defined (in the sense of Section 2)
and it can be computed from the Chow form of V as in Corollary 16.
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(2) { f ∗h(1) = 0, . . . , f ∗h(n−k) = 0} ∩ (V ∪ Z) = V ∪ Z ′, where Z ′ ⊂ An is either the empty
set or an equidimensional variety with dim Z ′ = dim Z − (n − k) and no irreducible
components included in V .
(3) ( f1, . . . , fs , f ∗h(1) , . . . , f ∗h(n−k) )Op,An = I (V )Op,An for every p ∈ V  Y ′, where
Y ′ is either the empty set or an equidimensional subvariety of V with dim Y ′ =
dim Y − 1 and deg Y ′ ≤ (n − k) deg(Y ) deg V .
Proof. The proof follows closely the proof of Lemma 9. Without loss of generality we
may assume that N is sufficiently big that the stated error probability is less than 1.
Let U0 be the open set introduced in Definition 13, which, due to Remark 20, is the
complement of a hypersurface of degree bounded by
δ0 := 2(k + 1)(deg V )2. (16)
Without loss of generality we may assume that Y = ∅. Take a point in each irreducible
component of Y and denote these points as p1, . . . , pR . For 1 ≤ u ≤ R, let Upu be a
Zariski dense open set as in Remark 21, and let U1 := ⋂Ru=1 Upu . Since R ≤ deg Y ,
Remark 21 implies that U1 is the complement of a hypersurface of degree bounded by
δ1 := (2(k + 1)(deg V )2 + k) deg Y. (17)
Let G pu ∈ K[H (1), . . . , H (n−k)] (1 ≤ u ≤ R) be the polynomials with
deg G pu ≤ (n − k)(k + 1) (18)
introduced in Remark 23.
Let 1 ≤ r ≤ n − k and assume that we have vectors h(1), . . . , h(r−1) ∈ (An+1)k+1
obeying:
(i) h(1), . . . , h(r−1) ∈ U0 ∩ U1,
(ii) G pu (h(1), . . . , h(r−1), H (r), . . . , H (n−k)) ≡ 0 for every 1 ≤ u ≤ R,
(iii) { f1 = 0, . . . , fs = 0, f ∗h(1) = 0, . . . , f ∗h(r−1) = 0} = V ∪ Zr−1, where Zr−1 is either
the empty set or an equidimensional variety with dim Zr−1 = dim Z − (r − 1) and
no irreducible components included in V .
(For r = 1, taking Z0 := Z , it is immediate that the above conditions hold.)
Suppose that Zr−1 = ∅. For each irreducible component of Zr−1, choose a point not
lying in V and call these points q1, . . . , qmr . For 1 ≤ j ≤ mr , let Uq j be the Zariski
dense open set given in Remark 22 and let Vr := ⋂mrj=1 Uq j . Taking into account that
deg Zr−1 ≤ (deg V )n (see the Be´zout inequality stated in Heintz and Schnorr (1982,
Proposition 2.3)), it follows that Vr is the complement of a hypersurface of degree bounded
by
Dr := 2(k + 1)(deg V )2 deg Zr−1 ≤ 2(k + 1)(deg V )2+n. (19)
If Zr−1 = ∅, we define Vr := (An+1)k+1.
For 1 ≤ u ≤ R, let G(r)pu ∈ K[H (r)]  {0} be a non-zero coefficient of the expansion
of the polynomial G pu (h(1), . . . , h(r−1), H (r), . . . , H (n−k)) with respect to the variables
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of the groups H (r+1), . . . , H (n−k). Let Wr := ⋂Ru=1{G(r)pu = 0} that, from (18), is the
complement of a hypersurface of degree bounded by
Er := (n − k)(k + 1) deg Y. (20)
Observe that under conditions (i), (ii) and (iii) the fact that h(r) ∈ U0 ∩ U1 ∩ Vr ∩ Wr
ensures that G pu (h(1), . . . , h(r), H (r+1), . . . , H (n−k)) ≡ 0 for every 1 ≤ u ≤ R, and
{ f1 = 0, . . . , fs = 0, f ∗h(1) = 0, . . . , f ∗h(r) = 0} = V ∪ Zr ,
where Zr is either empty or an equidimensional variety of dimension dim Zr−1 − 1 =
dim Z − r with no irreducible components included in V .
From (16), (17), (19) and (20), it follows by the Zippel–Schwartz zero-test that choosing
the coordinates of h(r) ∈ (An+1)k+1 at random from the set {0, . . . , N −1}, the probability
that h(r) ∈ U0 ∩ U1 ∩ Vr ∩ Wr provided that conditions (i), (ii) and (iii) hold is at least
Pr ≥ 1 − 1N (δ0 + δ1 + Dr + Er )
≥ 1 − 1
N
(2(k + 1)(deg V )2(1 + deg Y + (deg V )n)
+ ((n − k)(k + 1) + k) deg Y ).
Then, if we choose the coordinates of h(1), . . . , h(n−k) at random from the set {0, . . . , N −
1}, the conditions
(a) h(1), . . . , h(n−k) ∈ U0 ∩ U1,
(b) (h(1), . . . , h(n−k)) ∈⋂Ru=1{G pu = 0},
(c) { f1 = 0, . . . , fs = 0, f ∗h(1) = 0, . . . , f ∗h(n−k) = 0} = V ∪ Z ′, where Z ′ is either
the empty set or an equidimensional variety of dimension dim Z − (n − k) with no
irreducible components included in V ,
hold with probability at least
n−k∏
r=1
Pr ≥ 1 − 1N (2(k + 1)(n − k)(deg V )
2(1 + deg Y + (deg V )n
+ (n − k)((n − k)(k + 1) + k) deg Y )
≥ 1 − 2(k + 1)(n − k)
N
((deg V )2(1 + deg Y + (deg V )n) + (n − k) deg Y ).
Observe that condition (a) implies condition 1 of the lemma by Corollary 16, and that (c)
is condition 2. It remains to prove that condition 3 holds.
First, we observe that (a) and (b) imply that ( f ∗h(1) , . . . , f ∗h(n−k) )Opu ,An = I (V )Opu ,An
for every 1 ≤ u ≤ R (see Lemma 7 and Remarks 21 and 23). Let J be the Jacobian
matrix of the system f ∗h(1) , . . . , f ∗h(n−k) . From the previous equality of ideals, for each point
pu (1 ≤ u ≤ R), there exists a (n − k) × (n − k)-minorMu of J such thatMu(pu) = 0.
Therefore, for any generic matrix Q ∈ Qn×n , the first principal (n − k) × (n − k)-minor
M of the matrix J · Q satisfies M(pu) = 0 for every 1 ≤ u ≤ R.
Set Y ′ := Y ∩ {M = 0}. Note that deg(M) ≤ (n − k) deg V and then, by the Be´zout
inequality (see Heintz, 1983, Theorem 1), deg Y ′ ≤ deg Y deg(M) ≤ (n − k) deg Y deg V .
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Furthermore, by the construction of M, Y ′ is either the empty set or an equidimensional
variety of dimension dim Y ′ = dim Y − 1.
Take p ∈ V  Y ′. If p ∈ V  Y , the identity of ideals in condition 3 of the lemma holds
by the hypotheses. Otherwise,M(p) = 0, which implies that ( f ∗h(1) , . . . , f ∗h(n−k) )Op,An =
I (V )Op,An and, in particular, that condition 3 holds. 
Using the previous lemma, we can deduce the following result (a version of Theorem 10
with probability estimates) which allows us to control the error probability of our
algorithm:
Proposition 25. Let V ⊂ An be a smooth equidimensional variety with 0 < dim V <
n − 1. Set k := dim V and m := (n − k)(k + 1). Then, for any N ∈ N, choosing the
coordinates of vectors h(1), . . . , h(m) ∈ (An+1)k+1 from the set {0, . . . , N − 1} at random
we have:
(1) for every 1 ≤ t ≤ m, the polynomial f ∗h(t) is well defined (in the sense of Section 2)
and it can be computed from the Chow form of V as in Corollary 16,
(2) ( f ∗h(1) , . . . , f ∗h(m) ) = I (V )
with error probability bounded by
8(k + 1)(n − k)(deg V )2
N
((n − k)k+1(deg V )k+1 + (k + 1)(deg V )n).
Proof. We will use Lemma 24 following the recursive arguments underlying the proof of
Theorem 10. We may assume that N is sufficiently big in order that the error probability
stated in the proposition is less than 1.
Step 1. First, we apply Lemma 24 to the empty family of polynomials (i.e. s = 0)
and the varieties Z = An and Y = V . So, choosing the coordinates of n − k vectors
h(11), . . . , h(1(n−k)) ∈ (An+1)k+1 at random from the set {0, . . . , N − 1}, we obtain, with
error probability bounded by
ε1 := 2(k + 1)(n − k)N ((deg V )
2(1 + deg V + (deg V )n) + (n − k) deg V ),
polynomials f ∗h(11) , . . . , f ∗h(1(n−k)) as in Corollary 16 such that
• { f ∗h(1) = 0, . . . , f ∗h(1(n−k)) = 0} = V ∪ Z1, where Z1 ⊂ An is either the empty
set or an equidimensional variety with dim Z1 = k and no irreducible components
included in V ;
• ( f ∗h(11) , . . . , f ∗h(1(n−k)) )Op,An = I (V )Op,An for every p ∈ V  Y1, where Y1 is either
the empty set or an equidimensional subvariety of V with dim Y1 = k − 1 and
deg Y1 ≤ (n − k)(deg V )2.
Assume now that r ≤ k and we have chosen h( j l) ∈ (An+1)k+1 (1 ≤ j ≤ r, 1 ≤ l ≤ n−k)
such that the associated polynomials f ∗h( jl) ∈ I (V ) obey:
• { f ∗h(11) = 0, . . . , f ∗h(1(n−k)) = 0, . . . , f ∗h(r1) = 0, . . . , f ∗h(r(n−k)) = 0} = V ∪ Zr ,
where Zr ⊂ An is either the empty set or an equidimensional variety with dim Zr =
n − r(n − k) and no irreducible components included in V ;
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• ( f ∗h(11) , . . . , f ∗h(1(n−k)) , . . . , f ∗h(r1) , . . . , f ∗h(r(n−k)) )Op,An = I (V )Op,An for every p ∈
V  Yr , where Yr is either the empty set or an equidimensional subvariety of V with
dim Yr = k − r and deg Yr ≤ (n − k)r (deg V )r+1.
Step r + 1. We apply Lemma 24 to the family f ∗h( jl) (1 ≤ j ≤ r, 1 ≤ l ≤ n − k) and
the varieties Zr and Yr defined above. Then, choosing at random the coordinates of n − k
vectors h((r+1)1), . . . , h((r+1)(n−k)) ∈ (An+1)k+1 from the set {0, . . . , N−1}, the following
conditions hold with error probability bounded by
εr+1 := 2(k + 1)(n − k)N ((deg V )
2(1 + (n − k)r (deg V )r+1 + (deg V )n)
+ (n − k)r+1(deg V )r+1) :
(1) for every 1 ≤ l ≤ n − k, the polynomial f ∗h((r+1)l) is well defined (in the sense of
Section 2) and it can be computed from the Chow form of V as in Corollary 16;
(2) { f ∗h(11) = 0, . . . , f ∗h(1(n−k)) = 0, . . . , f ∗h((r+1)1) = 0, . . . , f ∗h((r+1)(n−k)) = 0} = V ∪Zr+1,
where Zr+1 ⊂ An is either the empty set or an equidimensional variety with
dim Zr+1 = n − (r + 1)(n − k) and no irreducible components included in V ;
(3) ( f ∗h(11) , . . . , f ∗h(1(n−k)) , . . . , f ∗h((r+1)1) , . . . , f ∗h((r+1)(n−k)) )Op,An = I (V )Op,An for every
p ∈ V  Yr+1, where Yr+1 is either the empty set or an equidimensional subvariety
of V with dim Yr+1 = k − r − 1 and deg Yr+1 ≤ (n − k)r+1(deg V )r+2.
Observe that after k + 1 steps, both varieties Zk+1 and Yk+1 appearing in conditions (2)
and (3) respectively must be the empty set. Hence, a random choice of (n − k)(k + 1)
vectors in (An+1)k+1 with coordinates in {0, . . . , N − 1} yields, with probability at least
P := ∏k+1r=1(1 − εr ), a family of (n − k)(k + 1) polynomials associated with the Chow
form of V as in Corollary 16, whose set of common zeros is V and that generate I (V ).
The probability P can be estimated as P ≥ 1 −∑k+1r=1 εr , that is,
P ≥ 1 − 2(k + 1)(n − k)
N
((deg V )2((k + 1)(1 + (deg V )n)
+
k+1∑
r=1
(n − k)r−1(deg V )r )
k+1∑
r=1
(n − k)r (deg V )r ).
Taking into account that
∑k
r=0 ar ≤ 2ak for every a ≥ 2, the assumption 0 < k < n − 1
implies that
P ≥ 1 − 4(k + 1)(n − k)(deg V )
2
N
((n − k)k(deg V )k+1
+ (n − k)k+1(deg V )k−1 + (k + 1)(deg V )n)
≥ 1 − 8(k + 1)(n − k)(deg V )
2
N
((n − k)k+1(deg V )k+1 + (k + 1)(deg V )n),
and the proposition follows. 
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5.5. The complexity of the algorithm
We devote this subsection to the complexity analysis of the algorithm described in
Section 5.3.
First, we prove our main complexity result:
Proof of Theorem 18. The first step of the algorithm consists in the computation of the
Chow form of V from the given polynomials g1, . . . , gs defining V . This is done with
error probability bounded by ε/2 by means of the algorithm described in Jeronimo et al.
(in press), which computes a straight-line program of length bounded by s(ndn)O(1)L
encoding the Chow form of V within complexity s(ndn)O(1) log2(1/ε)L.
Let N := 1/ε16(k + 1)(n − k)d2n((n − k)k+1dn(k+1) + (k + 1)dn2). Then, the
procedure chooses randomly the coordinates of (n − k)(k + 1) vectors h( j l) ∈ (An+1)k+1
for 1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k, from the set {0, . . . , N − 1}. The complexity of this
step is bounded by O((n − k)(k + 1)2(n + 1) log N) = O(n4(log1/ε + n2 log d)) (see
Section 5.1).
Finally, provided that the polynomial computed in the first step is the Chow form of
V , the algorithm obtains with error probability bounded by ε/2 straight-line programs of
length s(ndn)O(1)L encoding the polynomials f ∗h( jl) (1 ≤ j ≤ k + 1, 1 ≤ l ≤ n − k)
by specializing as in Corollary 16 the Chow form of V using the coordinates of h( j l) (see
Proposition 25 and observe that deg V ≤ dn). This step does not modify the order of
complexity.
The complexity of the whole algorithm is bounded by s(ndn)O(1) log2(1/ε)L and its
error probability is at most ε. 
Remark 26. Observe that the first step of Algorithm 1 can be performed by any algorithm
computing Chow forms of equidimensional varieties. For instance, applying the algorithm
described in Jeronimo et al. (2001), which unlike that of Jeronimo et al. (in press) is a
deterministic algorithm, we would obtain a slightly better upper bound for the total
complexity in Theorem 18: s(ndn)O(1) log(1/ε)L. However, the subroutine we use
enables us to obtain complexity bounds in terms of a more intrinsic parameter (see
Theorem 19).
Proof of Theorem 19. The complexity of the algorithm presented in Jeronimo et al.
(in press) for the computation of the Chow form of a variety V , as well as the length of
the output straight-line program can be estimated using the geometric degree of the given
system of defining equations for V .
This implies straightforwardly that the complexity of our algorithm and the length of
their output straight-line programs can also be estimated in terms of the geometric degree δ
of the input polynomial equation system g1, . . . , gs ∈ K[x1, . . . , xn]: if all the parameters
chosen at random during the execution of the algorithm satisfy the required genericity
conditions, the algorithm finishes, producing a system of generators of I (V ), within time
s(ndδ)O(1) log2(1/ε)L, where, as before, d is an upper bound for the degree of the
polynomials gi and L is a bound for the length of the input straight-line programs. The
polynomials computed by the algorithms are encoded by straight-line programs of length
s(ndδ)O(1)L. 
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