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ペブルゲームに関して、ペブル状態00 … 00から0122 … 22以上、012233 … 33以上、任
意の𝜈𝜈に対して0 … 0𝜈𝜈… 𝜈𝜈以上にする最小深さペブル戦略が得られた。またペブルゲーム
のバリエーションである修正ペブルゲームに関して、ペブル状態00 … 00から0122 … 22
以上にする最小深さ修正ペブルゲーム戦略が得られた。 
 
セレクションネットワークに関して、2 のべき乗個の値から小さい 2 つの値を区別して取り
出す V 型 2 セレクションネットワークと、区別せずに取り出す U 型 2 セレクションネットワ
ークの最小深さが決まった。また 2 の 2 のべき乗乗個の値から小さい 4 つの値を区別し
て取り出す V 型 4 セレクションネットワークの下界が得られた。加えて V 型 2 セレクショ
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ペブルゲームに関して、0 . . . 0を 0122 . . . 2にする最小深さペブルゲーム戦略、012233 . . . 3に
する最小深さペブルゲーム戦略、任意の自然数 µ, νに対して 0以上が µ個と ν . . . ν以上のペブル
状態にする最小深さペブルゲーム戦略が求まった。また、値が 0のペブルが 1つだけになった時
の比較に制限を加えた修正ペブルゲームについて、0 . . . 0を 0122 . . . 2にする最小深さ修正ペブル
ゲーム戦略が求まった。
セレクションネットワークに関して、入力数が 2のべき乗数である場合の n入力 V 型 2セレク
ションネットワークと n入力 U 型 2セレクションネットワークの最小深さが、それぞれ log2 n+
⌈log2 log2 n⌉と log2 n+ ⌈log2 log2 n⌉ − 1であると求まった。また入力数が 2の 2のべき乗乗であ
る場合の n入力 V 型 4セレクションネットワークの最小深さの下界として、log2 n+log2 log2 n+
⌊log2(2(log2 log2 n)−1 − log2 log2 n)⌋ − 2が得られた。加えて、任意の自然数 n, kに対して、n入力








































例として、入力列が 1, 6, 7, 3 の場合、min 1 = 1,min 2 = 3,min 3 = 6,min 4 = 7 である。











min 1 or min 2
min 1 or min 2










出力深さ 1 深さ 2 深さ 3
図 5: 深さ 3の比較ネットワークの例
例として、図 5の比較ネットワークの深さは 3である。
図 5の比較ネットワークははじめに bと cの比較を行う。これは深さ 1での比較になる。
深さ 1での比較の結果によって、上下の比較器がそれぞれ aと b,cと dの比較を行うか、aと c,





定義 2.7 n, tを任意の自然数とする。
V Depth(t, n)とは、最も深さが小さい n入力 V型 tセレクションネットワークの深さである。
これを、n入力V型 tセレクションネットワークの最小深さと呼ぶ。
定義 2.8 n, tを任意の自然数とする。

























定義 2.10 P,Qを任意のペブル状態、a, bを任意の自然数とする。
ペブル状態 aは、値が aのペブルが 1つだけあり、他にペブルが無いペブル状態である。
ペブル状態 a . . . aは、値が aのペブルが任意の数だけあり、他にペブルが無いペブル状態で
ある。
ペブル状態 PQ,P +Qは、ペブル状態 P に含まれるペブル全てと、ペブル状態Qに含まれる
ペブル全てからなるペブル状態である。
ペブル状態P · bは、ペブル状態P に含まれるペブル全てが b個づつ存在するペブル状態である。
定義 2.11 P,Qを任意のペブル状態とする。
P がQ以上の状態とは、任意の自然数 iに対して次のいずれかが成り立つということである。
1. P の中で値が i番目に小さいペブル Piの値が、Qの中で値が i番目に小さいペブルQiの値
以上である。
















P P · 3
· 3 =
p1 p1 p1 p1
p2 p2 p2 p2



























































































pebblei ≥ log2 compmini (1)
この補題 3.1を用いることで、例 3.2のように比較ネットワークとペブルゲームを関連付けるこ
とができる。
例 3.2 V 型 4セレクションネットワークには、それぞれ 1～4番目に小さい値を出力する 4つの
ワイヤーと、1～4番目に小さい値を出力しないワイヤーが存在する。
任意の V 型 4セレクションネットワーク上でペブルゲーム解析を行う。




















⌈log2 1⌉ = 0
⌈log2 2⌉ = 1
⌈log2 3⌉ = 2
⌈log2 4⌉ = 2
⌈log2 5⌉ = 3
⌈log2 5⌉ = 3
⌈log2 5⌉ = 3
図 13: V 型 4セレクションネットワークとペブルゲーム解析の関係
定理 3.3 [2] n, tを任意の自然数とする。























定理 3.4 [2] tを 2以上の自然数、nを十分に大きい自然数とする。
この時、n入力 U 型 tセレクションネットワークの最小深さ UDepth(t, n)、n入力 U 型 2セレ
クションネットワークの最小深さ UDepth(2, n)について次の式が成り立つ。
UDepth(2, n) = log2 n+ log2 log2 n+O(1) (4)
UDepth(t, n) = log2 n+ ⌊log2 t⌋ log2 log2 n+O(log2 log2 log2 n) (5)
Yaoの先行研究 [2]の定理 3.3, 4を使うことで、探す小さい値の数がいくつのセレクションネッ
トワークでも、最小深さのオーダーを求めることができる。しかし、2セレクションネットワー






任意の入力数の V 型 2セレクションネットワーク・U 型 2mセレクションネットワーク・V 型
4セレクションネットワークの最小深さについて、それぞれに対応するペブルゲーム戦略の深さ




この時、n入力 V 型 2セレクションネットワークの最小深さ V Depth(2, n)は、初期状態を 0 ·n
としてペブルプレイ戦略 5.1をプレイした時の深さ以上である。
命題 4.2 n,mを任意の自然数とする。
この時、n入力 U 型 2mセレクションネットワークの最小深さ UDepth(2m, n)は、初期状態を
0 · nかつ自然数 µ, νを µ = 2m, ν = m+ 1としてペブルプレイ戦略 5.6をプレイした時の深さ以
上である。
命題 4.3 nを任意の自然数とする。
この時、n入力 V 型 4セレクションネットワークの最小深さ V Depth(4, n)は、初期状態を 0 ·n
としてペブルプレイ戦略 5.11をプレイした時の深さ以上である。
命題 4.4 nを任意の自然数とする。











図 14: 8入力 V 型 2セレクションネットワークの例
入力数が 2のべき乗で表されるとき、命題 4.4・命題 4.2より得られる最小深さの下界と同じ深
さの、図 14のような V 型 2セレクションネットワーク・図 15のようなU 型 2セレクションネット
10
ワークが存在する。これにより、入力数が 2のべき乗で表される V 型 2セレクションネットワー
ク・U 型 2セレクションネットワークの最小深さを決定した。
命題 4.5 kを任意の自然数とする。
この時、2k入力 V 型 2セレクションネットワークの最小深さについて次の式が成り立つ。








図 15: 16入力 U 型 2セレクションネットワークの例
命題 4.6 kを任意の自然数とする。
この時、2k入力 U 型 2セレクションネットワークの最小深さについて次の式が成り立つ。
UDepth(2, 2k) = k + ⌈log2 k⌉ − 1 (7)
入力数が 2の 2のべき乗乗で表されるとき、命題 4.3より最小深さの下界が得られる。また、図
16のような V 型 4セレクションネットワークより最小深さの上界が得られる。これにより、入力








































図 16: 16入力 V 型 4セレクションネットワークの例
命題 4.7 kを任意の自然数とする。この時、22
k
入力 V 型 4セレクションネットワークの最小深
さについて、次の式が成り立つ。






≤ V Depth(4, 22k) (9)
≤ 2k + k +
⌈
log2(2












セレクションネットワークの最小深さは入力数に比例するため、命題 4.5・命題 4.6・命題 4.7の
系として、任意の入力数に対しての V 型 2セレクションネットワーク・U 型 2セレクションネッ
トワーク・V 型 4セレクションネットワークの最小深さの次の下界と上界が得られた。（証明略）
系 4.8 nを任意の自然数とする。
この時、n入力 V 型 2セレクションネットワークの最小深さについて次の式が成り立つ。
⌊log2 n⌋+ ⌈log2⌊log2 n⌋⌉ ≤ V Depth(2, n) ≤ ⌈log2 n⌉+ ⌈log2⌈log2 n⌉⌉ (11)
12
系 4.9 nを任意の自然数とする。
この時、n入力 U 型 2セレクションネットワークの最小深さについて次の式が成り立つ。
⌊log2 n⌋+ ⌈log2⌊log2 n⌋⌉ − 1 ≤ UDepth(2, n) ≤ ⌈log2 n⌉+ ⌈log2⌈log2 n⌉⌉ − 1 (12)
系 4.10 nを任意の自然数とする。
この時、n入力 V 型 4セレクションネットワークの最小深さについて次の式が成り立つ。
2⌊log2 log2 n⌋ + ⌊log2 log2 n⌋+ ⌊log2(2⌊log2 log2 n⌋−1 − ⌊log2 log2 n⌋)⌋ − 2 (13)
≤ V Depth(4, n) (14)
≤ 2⌈log2 log2 n⌉ + ⌈log2 log2 n⌉+ ⌈log2(22⌈log2 log2 n⌉−1 − 2⌈log2 log2 n⌉−1 − 1)⌉






5.1 V 型 2セレクションネットワークに対応するペブルゲーム
ペブル状態 0122 . . . 22以上の状態にする、次のペブルプレイ戦略 5.1が存在する。

























































図 17: 目標状態が 0122222のペブルプレイ戦略 5.1の例
このペブルプレイ戦略は、値が 0のペブルを含む任意の状態から、0122 . . . 22以上の状態にす
る最小深さのペブルプレイ戦略であることがわかった。
補題 5.2 ペブルプレイ戦略 5.1は、値が 0のペブルを含む任意のペブル状態から、ペブル状態
0122 . . . 2以上の状態にする最小深さペブルプレイ戦略である。
補題 5.2を証明するために、よく似た 2つのペブル状態から目的状態 0122 . . . 2までの最小深さ
を比べる次の補題 5.3を証明した。
補題 5.3 a, bを任意の a ≤ bを満たす自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つ。




















0122 . . . 2
図 18: 補題 5.3のイメージ図
最小深さペブルプレイ戦略 5.1をプレイした時の深さを数えることにより、補題 5.2の系とし
て、いくつかの状態から 0122 . . . 2以上の状態までの最小深さが得られた。（証明略）
系 5.4 kを任意の自然数とする。
この時、次の式が成り立つ。
D(0 + 1, 0122 . . . 2) = 0 (17)
D(0 + 1 · k, 0122 . . . 2) = 1 +D
(





, 0122 . . . 2
)
(18)
= ⌊log2 k⌋ (19)
D(0 · 2k, 0122 . . . 2) = k +D(0 + 1 · k, 0122 . . . 2) (20)
= k + ⌊log2 k⌋ (21)
ペブルゲームの最小深さは入力数に比例するため、系 5.4より補題 5.2の系として、任意の数の
値が 0のペブルのみからなる状態から、0122 . . . 2以上の状態までの最小深さの下界と上界が得ら
れた。（証明略）
系 5.5 nを任意の自然数とする。
この時、n個の値が 0のペブルのみからなる状態から 0122 . . . 2以上の状態までの最小深さにつ
いて、次の式が成り立つ。
⌊log2 n⌋+ ⌊log2 ⌊log2 n⌋⌋ ≤ D(0 · n, 0122 . . . 2) ≤ ⌈log2 n⌉+ ⌊log2 ⌈log2 n⌉⌋ (22)
補題 5.2とプログラムによる計算により、D(0 · n, 0122 . . . 2)が 0～19になる nの上界と下界の
表 1が得られた。
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表 1: D(0 · n, 0122 . . . 2)ごとの nの上下界
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5.2 U 型セレクションネットワークに対応するペブルゲーム
任意の自然数 µ, νに対して、µ個の値が 0のペブルとそれ以外の値が νのペブル状態以上の状
態にする、次のペブルプレイ戦略が存在する。
ペブルプレイ戦略 5.6 1. 値が µ+ 1番目に小さいペブルの値が ν以上なら、比較を終了する。
2. そうでないなら下記の比較を同じ深さで行い、次の深さへ進む。
(a) 値が 1番目に小さいペブルと、値が µ+ 1番目に小さいペブルを比較する。
(b) 値が 2番目に小さいペブルと、値が µ+ 2番目に小さいペブルを比較する。
(c) . . .
(d) 値が i番目に小さいペブルと、値が µ+ i番目に小さいペブルを比較する。
(e) . . .
(f) 値が µ番目に小さいペブルと、値が 2µ番目に小さいペブルを比較する。
(g) 値が 2µ+ 1番目に小さいペブルと、値が 2µ+ 2番目に小さいペブルを比較する。
(h) 値が 2µ+ 3番目に小さいペブルと、値が 2µ+ 4番目に小さいペブルを比較する。
(i) . . .
(j) 値が 2µ+2i− 1番目に小さいペブルと、値が 2µ+2i番目に小さいペブルを比較する。





















































図 19: 目標状態が 0022222のペブルプレイ戦略 5.6の例
このペブルプレイ戦略は、値が 0のペブルを µ個以上含む任意の状態から、µ個の値が 0のペ
ブルとそれ以外の値が νのペブル状態以上の状態にする最小深さのペブルプレイ戦略であること
がわかった。
補題 5.7 ν, µを任意の自然数とする。




補題 5.7を証明するために、よく似た 2つのペブル状態から目的状態 0 · µ+ ν . . . νまでの最小
深さを比べる次の補題 5.8を証明した。




















ν . . . ν
図 20: 補題 5.8のイメージ図
この時、次の式が成り立つ。
D(0 · µ+ P + a+ b, 0 · µ+ ν . . . ν) ≤ D(0 · µ+ P + (a− 1) + (b+ 1), 0 · µ+ ν . . . ν) (23)
最小深さペブルプレイ戦略 5.6をプレイした時の深さを数えることにより、補題 5.7の系とし
て、いくつかの状態から 0022 . . . 2以上、00003 . . . 3以上の状態までの最小深さが得られた。（証
明略）
系 5.9 kを任意の自然数とする。
この時、目標状態が 0022 . . . 2の場合の最小深さについての次の式が成り立つ。
D(00, 0022 . . . 2) = 0 (24)
D(00 + 1 · k, 0022 . . . 2) = 1 +D
(






, 0022 . . . 2
)
(25)
= ⌈log2(k + 2)⌉ − 1 (26)
D(0 · 2k, 0022 . . . 2) = k − 1 +D(00 + 1 · (2k − 2), 0022 . . . 2) (27)
= k − 1 + ⌈log2(2k)⌉ − 1 (28)
= k + ⌈log2 k⌉ − 1 (29)
また、目標状態が 00003 . . . 3の場合の最小深さについての次の式が成り立つ。
D(0000, 00003 . . . 3) = 0 (30)
D(0000 + 2 · k, 00003 . . . 3) = 1 +D
(






, 00003 . . . 3
)
(31)
= ⌈log2(k + 4)⌉ − 2 (32)
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D(0 · 2k, 00003 . . . 3) (33)
= D(0000 + 1 · (4k − 8) + 2 · 3 · (2(k − 3)(k − 2)), 00003 . . . 3) + k − 2 (34)
ペブルゲームの最小深さは入力数に比例するため、系 5.9より補題 5.7の系として、任意の数の
値が 0のペブルのみからなる状態から、0022 . . . 2以上の状態までの最小深さの下界と上界が得ら
れた。（証明略）
系 5.10 nを任意の自然数とする。
この時、n個の値が 0のペブルのみからなる状態から 0022 . . . 2以上の状態までの最小深さにつ
いて、次の式が成り立つ。
⌊log2 n⌋+ ⌈log2 ⌊log2 n⌋⌉ − 1 ≤ D(0 · n, 0022 . . . 2) ≤ ⌈log2 n⌉+ ⌈log2 ⌈log2 n⌉⌉ − 1 (35)
補題 5.7とプログラムによる計算により、D(0 · n, 0022 . . . 2)が 0～18になる nの上界と下界の
表 2、D(0 · n, 00003 . . . 3)が 0～17になる nの上界と下界の表 3が得られた。
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表 2: D(0 · n, 0022 . . . 2)ごとの iの上下界



















表 3: D(0 · n, 00003 . . . 3)ごとの iの上下界
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5.3 V 型 4セレクションネットワークに対応するペブルゲーム
ペブル状態 01223 . . . 3以上の状態にする、次のペブルプレイ戦略 5.11が存在する。
ペブルプレイ戦略 5.11 1. 値が 2番目に小さいペブルの値が 1以上かつ、3番目に小さいペブ
ルの値が 2以上かつ、5番目に小さいペブルの値が 3以上なら、比較を終了する。
2. 値が 2番目に小さいペブルの値が 1以上かつ、3番目に小さいペブルの値が 2以上なら、下
記の比較を同じ深さで行い、次の深さへ進む。
(a) 0と 2の比較を 1回行う。




(b) 上記の比較で 0が余り、1が 1個以上あるなら、0と 1の比較を 1回行う。
(c) 上記の比較に用いない 1同士の比較を可能な限り多く行う。

































































図 21: 目標状態が 0122333のペブルプレイ戦略 5.11の例
このペブルプレイ戦略が、値が 0のペブルを 1個と 1以下のペブルを 2個以上含んでいる任意
の状態から、01223 . . . 3以上の状態にする最小深さのペブルプレイ戦略であることがわかった。
補題 5.12 ペブルプレイ戦略 5.11は、ペブル状態 012233 . . . 3以上の状態にする最小深さペブル
プレイ戦略である。





















01223 . . . 3
図 22: 補題 5.13のイメージ図
補題 5.13 a, bを任意の a ≤ bを満たす自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを 1個含んで
いて、1以下のペブルを 2個以上含んでいる状態ならば、次の式が成り立つ。
D(P + a+ b, 012233 . . . 3) ≤ D(P + (a− 1) + (b+ 1), 012233 . . . 3) (36)
最小深さペブルプレイ戦略 5.11をプレイした時の深さを数えることにより、補題 5.12の系とし
て、いくつかの状態から 01223 . . . 3以上の状態までの最小深さが得られた。（証明略）
系 5.14 kを任意の自然数とする。
この時、次の式が成り立つ。
D(01 + 22, 01223 . . . 3) = 0 (37)
D(01 + 2 · k, 01223 . . . 3) = 1 +D
(







= ⌈log2(k + 2)⌉ − 2 (39)
D
(












01 + 2 ·
(
2k−1 − k − 2
)









D(0 · 22k , 01223 . . . 3) = 2k +D
(







, 01223 . . . 3
)
(43)








数の値が 0のペブルのみからなる状態から、01223 . . . 3以上の状態までの最小深さの下界と上界
が得られた。（証明略）
系 5.15 nを任意の自然数とする。
この時、n個の値が 0のペブルのみからなる状態から 01223 . . . 3以上の状態までの最小深さに
ついて、次の式が成り立つ。
2⌊log2 log2 n⌋ + ⌊log2 log2 n⌋+
⌈
log2(2
⌊log2 log2 n⌋−1 − ⌊log2 log2 n⌋)
⌉
− 2 (45)
≤ D(0 · n, 01223 . . . 3) (46)
≤ 2⌈log2 log2 n⌉ + ⌈log2 log2 n⌉+
⌈
log2(2
⌈log2 log2 n⌉−1 − ⌈log2 log2 n⌉)
⌉
− 2 (47)
補題 5.12とプログラムによる計算により、D(0 · n, 01223 . . . 3)が 0～21になる kの上界と下界
の表 4が得られた。
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表 4: D(0 · n, 01223 . . . 3)ごとの nの上下界
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5.4 V 型 2セレクションネットワークに対応する修正ペブルゲーム
修正ペブルゲームとは「値が 0のペブルがひとつだけとなったペブル状態では、値が 0のペブ
ルと他のペブルの比較を行わない」という制約を追加したペブルゲームである（定義 2.15）。この
修正ペブルゲームの制約を満たしてペブル状態 0122 . . . 22以上の状態にする、次の修正ペブルプ
レイ戦略 5.16が存在する。
ペブルプレイ戦略 5.16 1. 値が 2番目に小さいペブルの値が 1以上かつ、3番目に小さいペブ
ルの値が 2以上なら、比較を終了する。


































































図 23: 目標状態が 0122222の修正ペブルプレイ戦略 5.16の例
この修正ペブルプレイ戦略は、値が 0のペブルを含む任意の状態から、0122 . . . 22以上の状態
にする、最小深さの修正ペブルプレイ戦略である。
補題 5.17 ペブルプレイ戦略 5.16は、値が 0のペブルを含む任意のペブル状態から、ペブル状態
0122 . . . 2以上の状態にする最小深さペブルプレイ戦略である。
補題 5.17を証明するために、よく似た 2つのペブル状態から目的状態 0122 . . . 2までの最小深
さを比べる次の補題 5.18を証明した。




















0122 . . . 2
図 24: 補題 5.18のイメージ図
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つ。
DF (P + a+ b, 0122 . . . 2) ≤ DF (P + (a− 1) + (b+ 1), 0122 . . . 2) (48)
最小深さ修正ペブルプレイ戦略 5.16をプレイした時の深さを数えることにより、補題 5.17の系




D(0 + 1, 0122 . . . 2) = 0 (49)
D(0 + 1 · k, 0122 . . . 2) = 1 +D
(





, 0122 . . . 2
)
(50)
= ⌈log2 k⌉ (51)
D(0 · 2k, 0122 . . . 2) = k +D(0 + 1 · k, 0122 . . . 2) (52)
= k + ⌈log2 k⌉ (53)
ペブルゲームの最小深さは入力数に比例するため、系 5.19より補題 5.17の系として、任意の
数の値が 0のペブルのみからなる状態から、0122 . . . 2以上の状態までの修正ペブルプレイ戦略の
最小深さの下界と上界が得られた。（証明略）
系 5.20 nを任意の自然数とする。
この時、n個の値が 0のペブルのみからなる状態から 0122 . . . 2以上の状態までの修正ペブルプ
レイ戦略の最小深さについて、次の式が成り立つ。































⌈log2 1⌉ = 0
⌈log2 2⌉ = 1
⌈log2 3⌉ = 2
⌈log2 3⌉ = 2
⌈log2 3⌉ = 2
図 25: V 型 2セレクションネットワークとペブルゲーム解析の関係
Alekseevの先行研究 [1]の補題 3.1により、V 型 2セレクションネットワーク上でペブルゲーム
解析を行った時の出力は 0, 1, 2, 2, . . . , 2となることが得られる（図 25）。「ペブルゲームの最小深
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さに関する結果」の補題 5.2よりペブルプレイ戦略 5.1は 0122 . . . 2以上の状態になる最小深さペ
ブルプレイ戦略であるため、補題 4.1は示される。
命題 4.4(抜粋) nを任意の自然数とする。
この時、n入力 V 型 2セレクションネットワークの最小深さ V Depth(2, n)は、初期状態を 0 ·n
として修正ペブルプレイ戦略 5.16をプレイした時の深さ以上である。
Alekseevの先行研究 [1]の補題 3.1により、V 型 2セレクションネットワーク上でペブルゲーム
解析を行った時に値が 0のペブルはmin 1候補に対応していることがわかる。値が 0のペブルが
1つだけの深さではmin 1が確定しており、min 1とmin 2をセレクションするためには既に確定
したmin 1を他の値と比較する必要がないことから、値が 0のペブルが 1つだけの深さではその
ペブルを他のペブルと比較しない戦略、すなわち修正ペブルプレイ戦略が最小深さ V 型 2セレク
ションネットワーク上でペブルゲーム解析を行ったときの戦略となる。「ペブルゲームの最小深さ
に関する結果」の補題 5.17より修正ペブルプレイ戦略 5.16は 0122 . . . 2以上の状態になる最小深
さ修正ペブルプレイ戦略であるため、補題 4.4は示される。
命題 4.5(抜粋) kを任意の自然数とする。この時、2k 入力 V 型 2セレクションネットワークの
最小深さについて、次の式が成り立つ。




































































図 26: 目標状態が 01222222の最小深さ修正ペブルプレイ戦略 5.16の例
2k入力 V 型 2セレクションネットワークの最小深さの下界については、ペブルプレイ戦略 5.16
の各深さでのペブル状態を追っていくことで求まる。値が 0のペブルの数（以降は 0の数）が 2
以上の深さでは、深さが 1増える度に 0,1の数が半分になり、減った 0の数だけ 1の数が増加す
る。0の数が 1になってからは、深さが 1増える度に 1の数が半分（端数切り上げ）になる。これ
により、補題 4.5の下界が求まる。
2k入力 V 型 2セレクションネットワークの最小深さの上界についても、下界の時と同じように












図 27: 8入力 V 型 2セレクションネットワークの例
うセレクションネットワークを考えた場合、min 1候補の数が 2以上の深さでは、深さが 1増える
度にmin 1候補・min 2候補の数が半分になり、減ったmin 1候補の数だけmin 2候補の数が増加









補題 5.3(抜粋) a, bを任意の a ≤ bを満たす自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つ。



















0122 . . . 2
図 28: 補題 5.3のイメージ図
補題 5.3の目的は、「小さい値を 1大きくする比較と大きい値を 1大きくする比較のうち、前者
を優先するペブルプレイ戦略の方が目的状態に達するまでの必要深さが小さくなる」ということ
を示すことである。大きい値を 1大きくした後のペブル状態 P + (a− 1) + (b+ 1)を 0122 . . . 22
にする任意のペブルプレイ戦略 S に対して、小さい値を 1大きくした後のペブル状態 P + a + b
を 0122 . . . 22にする同じ深さのペブルプレイ戦略が存在することを示して証明される。
Sの内 a− 1, b+ 1のペブルを使う比較で a, bを代わりに使うペブルプレイ戦略を S′と置くと、
S, S′のプレイ中に a, bの大小関係が逆転しないあいだは、Sによる P + (a− 1) + (b+ 1)のペブ
ルの値の変化と S′による P + a+ bのペブルの値の変化は同じように起こる。そのため a, bの大
小関係が最後まで逆転しないならば、P + (a− 1) + (b+ 1)が Sによって目的状態に達するのと
同様に、P + a+ bは S′によって目的状態に達する。S, S′のプレイ中に a, bの大小関係が逆転す
る場合、P + (a− 1) + (b+ 1)と P + a+ bは a, bの大小関係が逆転する深さで全く同じペブル状
態になる。P + a+ bが P + (a− 1) + (b+ 1)と同じ状態になるまで S′の比較を行い、同じ状態
になって以降 Sの比較を行うことで、P + a+ bは目的状態に達する。
これにより、P + (a − 1) + (b + 1)を 0122 . . . 22にする任意のペブルプレイ戦略 S に対して、
P + a + bを 0122 . . . 22にする同じ深さのペブルプレイ戦略が存在することが示されるため、補
題 5.3は証明される。
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(b) 上記の比較で 0が余り、1が 1個以上あるなら、0と 1の比較を 1回行う。
(c) 上記の比較に用いない 1同士の比較を可能な限り多く行う。
補題 5.2(抜粋) ペブルプレイ戦略 5.1は、値が 0のペブルを含む任意のペブル状態から、ペブル
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図 29: 補題 5.2の証明のイメージ図
補題 5.2の目的は「ペブルプレイ戦略 5.1が最小深さペブルプレイ戦略であり、この戦略より深







n入力 V 型 2セレクションネットワークの最小深さ V Depth(2, n)は、初期状態を 0 · nとして
ペブルプレイ戦略 5.1をプレイした時の深さ以上である。
4.1の証明 補題 3.1より、n入力 V 型 2セレクションネットワークの最小深さ V Depth(2, n)は、
ペブル状態 0 · nから 0122 . . . 2になるペブル戦略の最小深さD(0 · n, 0122 . . . 2)以上である。補
題 5.2より、D(0 · n, 0122 . . . 2)は、0が n個あるペブル状態を初期状態としてペブルプレイ戦略
5.1をプレイした際の深さに等しい。よって n入力 V 型 2セレクションネットワークの最小深さ













⌈log2 1⌉ = 0
⌈log2 2⌉ = 1
⌈log2 3⌉ = 2
⌈log2 3⌉ = 2
⌈log2 3⌉ = 2
⌈log2 3⌉ = 2
⌈log2 3⌉ = 2
図 30: V 型 2セレクションネットワークのペブルゲーム解析の出力下界
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命題 4.2(抜粋) n,mを任意の自然数とする。
n入力U 型 2mセレクションネットワークの最小深さUDepth(2m, n)は、初期状態を 0 ·nかつ
自然数 µ, νを µ = 2m, ν = m+1としてペブルプレイ戦略 5.6をプレイした時の深さ以上である。
4.2の証明 補題 3.1より、n入力 U 型 2mセレクションネットワークの最小深さ UDepth(2m, n)
は、ペブル状態 0 · nから 0 · 2m + (m + 1) . . . (m + 1)になるペブル戦略の最小深さ D(0 · n, 0 ·
2m + (m+1) . . . (m+1))以上である。補題 5.7より、D(0 · n, 0 · 2m + (m+1) . . . (m+1))は、0
が n個あるペブル状態を初期状態自然数 µ, νを µ = 2m, ν = m+ 1としたときの、ペブルプレイ
戦略 5.6をプレイした際の深さに等しい。よって n入力 U 型 2mセレクションネットワークの最








min 2m + 1
min 2m + 1
min 2m + 1
ペブルゲームの
出力の最小値
⌈log2 1⌉ = 0
⌈log2 1⌉ = 0
⌈log2 1⌉ = 0
⌈log2 2m + 1⌉ = m+ 1
⌈log2 2m + 1⌉ = m+ 1
⌈log2 2m + 1⌉ = m+ 1
図 31: U 型 2mセレクションネットワークのペブルゲーム解析の出力下界
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命題 4.3(抜粋) nを任意の自然数とする。
n入力 V 型 4セレクションネットワークの最小深さ V Depth(4, n)は、初期状態を 0 · nとして
ペブルプレイ戦略 5.11をプレイした時の深さ以上である。
4.3の証明 補題 3.1より、n入力 V 型 4セレクションネットワークの最小深さ V Depth(4, n)は、
ペブル状態 0 · nから 012233 . . . 3になるペブル戦略の最小深さD(0 · n, 012233 . . . 3)以上である。
補題 5.12より、D(0 ·n, 012233 . . . 3)は、0が n個あるペブル状態を初期状態としてペブルプレイ
戦略 5.11をプレイした際の深さに等しい。よって n入力 V 型 4セレクションネットワークの最小













⌈log2 1⌉ = 0
⌈log2 2⌉ = 1
⌈log2 3⌉ = 2
⌈log2 4⌉ = 2
⌈log2 5⌉ = 3
⌈log2 5⌉ = 3
⌈log2 5⌉ = 3
図 32: V 型 4セレクションネットワークのペブルゲーム解析の出力下界
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命題 4.4(抜粋) nを任意の自然数とする。
この時、n入力 V 型 2セレクションネットワークの最小深さ V Depth(2, n)は、初期状態を 0 ·n
として修正ペブルプレイ戦略 5.16をプレイした時の深さ以上である。
4.4の証明 補題 3.1より、V 型 2セレクションネットワーク上でペブルゲーム解析を行った時に
値が 0のペブルは、比較ネットワークの出力の最小値がmin 1である値に対応するペブルである。
従って値が 0のペブルが 1つだけの深さは、比較ネットワークの出力の最小値がmin 1である値
が 1つだけである深さ、すなわちmin 1が確定している深さである。min 1とmin 2をセレクショ
ンするためには既に確定したmin 1を他の値と比較する必要がないことから、任意の入力数 nに
対して、min 1が確定している深さで他の値と確定したmin 1を比較しない最小深さ n入力 V 型
2セレクションネットワークが存在する。
この最小深さ V 型 2セレクションネットワーク上でペブルゲーム解析を行った時、出力の最小
値がmin 1である値に対応するペブルは値が 0であることから、値が 0のペブルが 1つだけの深
さでは、値が 0のペブルと他の比較は行われない。この戦略が修正ペブルプレイ戦略の条件を満
たしていることから、n入力 V 型 2セレクションネットワークの最小深さ V Depth(2, n)は、ペ
ブル状態 0 · nから 0122 . . . 2になる修正ペブル戦略の最小深さDF (0 · n, 0122 . . . 2)以上である。
補題 5.17より、DF (0 · n, 0122 . . . 2)は、0が n個あるペブル状態を初期状態として修正ペブル
プレイ戦略 5.16をプレイした際の深さに等しい。よって n入力 V 型 2セレクションネットワーク
の最小深さ V Depth(2, n)は、初期状態を 0 · nとして修正ペブルプレイ戦略 5.16をプレイした時
の深さ以上である。
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命題 4.5(抜粋) kを任意の自然数とする。この時、2k 入力 V 型 2セレクションネットワークの
最小深さについて、次の式が成り立つ。
V Depth(2, 2k) = k + ⌈log2 k⌉ (57)
4.5の証明 kを任意の自然数とする。2k入力 V 型 2セレクションネットワークの最小深さについ
て、次の式が成り立つことを証明する。
V Depth(2, 2k) = k + ⌈log2 k⌉ (58)
• V Depth(2, 2k) ≥ k + ⌈log2 k⌉について
補題 4.4と系 5.20より、V Depth(2, 2k) ≥ k + ⌈log2 k⌉が成り立つ。
• V Depth(2, 2k) ≤ k + ⌈log2 k⌉について
任意の自然数 kに対し、ある 1つのワイヤーにmin 1を出力し k個のワイヤーのいずれかに




(b) min 1は含まれないがmin 2が含まれるかもしれない、ちょうど 1度だけ負けたワ
イヤー同士の比較を可能な限り多く行う。
2. 唯一残った 1度も負けていないワイヤーに出力されるのが min 1であり、k個残った
ちょうど 1度だけ負けたワイヤーのいずれかに出力されるのがmin 2である。





2. 唯一残った 1度も負けていないワイヤーに出力されるのがmin 1である。
したがって任意の自然数 kに対し、図 33のような深さ k+ ⌈log2 k⌉ − 1の 2k入力 V 型 2セ
レクションネットワークが次の手順により構築できる。
1. 深さ kの 2k入力比較ネットワークをつなげて、ただ 1つのmin 1と k個のmin 2候補
を絞る。
2. 深さ ⌈log2 k⌉の k入力 1セレクションネットワークを使い、k個のmin 2候補の中で最
も小さい値を絞る。
したがって V Depth(2, 2k) ≤ k + ⌈log2 k⌉が成り立つ。
上記により、次の式が成り立つ。











図 33: 深さ k + ⌈log2 k⌉の 2k入力 V 型 2セレクションネットワークの例
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命題 4.6(抜粋) kを任意の自然数とする。この時、2k 入力 U 型 2セレクションネットワークの
最小深さについて、次の式が成り立つ。
UDepth(2, 2k) = k + ⌈log2 k⌉ − 1 (60)
4.6の証明 上界と下界を示すことにより、2k 入力 U 型 2セレクションネットワークの最小深さ
を求める。
1. 下界について
補題 4.2と系 5.10より、k + ⌈log2 k⌉ − 1 ≤ UDepth(2, 2k)が成り立つ。
2. 上界について
任意の自然数 kに対し、ある 1つのワイヤーにmin 1を出力し k− 1個のワイヤーのいずれ





ii. min 1は含まれないがmin 2が含まれるかもしれない、ちょうど 1度だけ負けたワ
イヤー同士の比較を可能な限り多く行う。
(b) 唯一残った 1度も負けていないワイヤーに出力されるのがmin 1であり、k − 1個残っ
たちょうど 1度だけ負けたワイヤーのいずれかに出力されるのがmin 2である。
したがって任意の自然数 kに対し、図 34のような深さ k+ ⌈log2 k⌉ − 1の 2k入力 U 型 2セ
レクションネットワークが次の手順により構築できる。
(a) 2k個の入力の内半分をA、残りの半分をBとする。
(b) 深さ k − 1の 2k−1入力比較ネットワークを並列につなげて、Aのただ 1つのmin 1と
k − 1個のmin 2候補および、Bのただ 1つのmin 1と k − 1個のmin 2候補を絞る。
(c) 深さ ⌈log2 k⌉の k入力 1セレクションネットワークを並列につなげて、Aのmin 1と
Bの k− 1個のmin 2候補のmin 1および、Bのmin 1とAの k− 1個のmin 2候補の
min 1を絞る。
(d) 最後の手順で絞られた 2つが、min 1とmin 2である。
したがって UDepth(2, 2k) ≤ k + ⌈log2 k⌉ − 1が成り立つ。
よって 2k入力 U 型 2セレクションネットワークの最小深さについて、次の式が成り立つ。













入力 V 型 4セレクションネットワークの
最小深さについて、次の式が成り立つ。






≤ V Depth(4, 22k) (63)
≤ 2k + k +
⌈
log2(2












入力 V 型 4セレクションネットワークの最小深さ
を求める。
1. 下界について
補題 4.3と系 5.15より、V Depth(4, 22
k







任意の自然数 kに対し、ある 1つのワイヤーにmin 1を出力し、2k個のワイヤーのいずれか
にmin 2を出力し、min 2を出力しうる 2k個のワイヤーとmin 2を出力しない (1 + 2 + 3+





ii. min 1は含まれないがmin 2が含まれるかもしれない、ちょうど 1度だけ負けたワ
イヤー同士の比較を可能な限り多く行う。
iii. min 1,min 2は含まれないがmin 3が含まれるかもしれない、ちょうど 2度だけ負
けたワイヤー同士の比較を可能な限り多く行う。
(b) 唯一残った 1度も負けていないワイヤーに出力されるのがmin 1が出力され、2k個残っ
たちょうど 1度だけ負けたワイヤーのいずれかに出力されるのがmin 2が出力される。
また、2k 個残ったちょうど 1度だけ負けたワイヤーと (1 + 2 + 3 + · · ·+ (2k − 1))個
残ったちょうど 2度だけ負けたワイヤーのいずれかにmin 3,min 4が出力される。
したがって任意の自然数kに対し、深さ 2k+k+V Depth(2, (1+2+3+. . . (2k−1))+(2k−1))
の図 35のような V 型 4セレクションネットワークが次の手順により構築できる。
(a) 深さ 2kの 22
k
入力比較ネットワークをつなげて、ただ 1つのmin 1と 2k個のmin 2候
補、12k(k − 1)個のmin 2ではないmin 3,min 4候補を絞る。










































入力 V 型 4セレクションネットワークの例
(c) 深さ V Depth(2, (1+2+3+ . . . (2k − 1))+ (2k − 1))の V 型 2セレクションネットワー





) ≤ 2k + k + V Depth(2, 1 + 2 + 3 + . . . (2k − 1) + (2k − 1)) (65)
= 2k + k + V Depth
(
2, 22k−1 − 2k−1 − 1
)
(66)
= 2k + k + ⌈log2(22k−1 − 2k−1 − 1)⌉+ ⌈log2⌈log2(22k−1 − 2k−1 − 1)⌉⌉ (67)
よって 22
k
入力 V 型 4セレクションネットワークの最小深さについて、次の式が成り立つ。






≤ V Depth(4, 22k) (69)
≤ 2k + k +
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log2(2













補題 5.2(抜粋) ペブルプレイ戦略 5.1は、値が 0のペブルを含む任意のペブル状態から、ペブル
状態 0122 . . . 2以上の状態にする最小深さペブルプレイ戦略である。


















0122 . . . 2
図 36: 目的状態が 0122 . . . 2で 0を 1にする比較が優先される図
P を値が 0のペブルを 1個以上含む任意のペブル状態とする。a, bをそれぞれ P に含まれる値
が 0, 1のペブルの数とする。

















戦略は、値が 0のペブル同士の比較を ⌊a2⌋回行う範囲で、可能な限り多くの値が 1のペブル
の値を増加させるペブルプレイ戦略である。
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値が 0のペブル同士の比較を ⌊a2⌋回行う時、a mod 2個の値が 0のペブルと b個の値が 1
のペブルが比較に使われていない。これらを全て比較することが、可能な限り多くの値が
1のペブルの値が増加する比較であり、⌊ (a mod 2)+b2 ⌋個の値が 1のペブルの値が増加する。




上記より任意のペブル状態 P に対して、最初の深さのプレイで ⌊a2⌋ 個の値が 0 のペブルと
⌊ (a mod 2)+b2 ⌋個の値が 1のペブルの値が増加する最小深さペブルプレイ戦略が存在する。










補題 5.3(抜粋) a, bを任意の a ≤ bを満たす自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つ。
D(P + a+ b, 0122 . . . 2) ≤ D(P + (a− 1) + (b+ 1), 0122 . . . 2) (71)
5.3の証明 a, bを a ≤ bを満たす任意の自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つことを証明する。
D(P + a+ b, 012 . . . 2) ≤ D(P + (a− 1) + (b+ 1), 012 . . . 2) (72)
Sをペブル状態 P + (a− 1) + (b+ 1)を初期状態とし、プレイ結果が 012 . . . 2以上になる任意
のペブルプレイ戦略とする。S′をペブル状態 P + a+ bを初期状態とし、原則 Sと同様の比較を
行い、初期状態で a− 1, b+1のペブルを使う比較では代わりに初期状態で a, bのペブルを使うペ
ブルプレイ戦略とする。
S, S′に対して、同じ値のペブル比較する際はどちらの値が変化するかを、次のように解釈する。
1. 戦略 Sにおいて初期状態で a− 1のペブル（以降A− 1）は、同じ値と比較した際に負ける
(大きい方として扱う)。
2. 戦略 Sにおいて初期状態で b+ 1のペブル (以降B + 1)は、同じ値と比較した際に勝つ (小
さい方として扱う)。
3. 戦略 S′において初期状態で aのペブル（以降 A）は、同じ値と比較した際に勝つ (小さい
方として扱う)。






ペブルプレイ戦略 Sの初期状態が P + a+ bかつプレイ結果が 012 . . . 2以上、そしてAの
値がBの値を超えないことから、ペブルゲームの状態は図 37のように遷移する。従って S
に対して次のいずれかが成り立つ。
(a) Sは P を 12 . . . 2以上に、A− 1, B + 1を 0, 2以上にする戦略
































(a) S′は P を 12 . . . 2以上に、A,Bを 1, 1以上にする戦略
(b) S′は P を 02 . . . 2以上に、A,Bを 2, 2以上にする戦略
ペブルゲームの定義により、ペブルプレイ戦略の初期状態に値が 0のペブルが含まれるなら
ば、プレイ結果に含まれる値が 0のペブルの数が 0になることはない。戦略 S′の初期状態
P + a+ bは値が 0のペブルを含むため、戦略 S′をプレイした後のプレイ結果は 012 . . . 2以
上である。したがって、S′はペブル状態 P + a+ bを初期状態とし、プレイ結果が 012 . . . 2
以上になる、Sと同じ深さのペブルプレイ戦略である。
2. いずれかの深さでAの値がBの値を超える場合
P → P ′
a → a′
b → (a′ − 1)
P → P ′
a → a′














深さ toをペブルプレイ戦略 S′でAの値がBの値を超える最初の深さとする。P ′を戦略 S′
の深さ to での初期状態で P のペブルの状態とする。a′ を戦略 S′ の深さ to での Aの値と
する。
深さ toで初めてAの値がBの値を超えること、ペブルの値の深さ 1ごとの増加量は 0か 1
であることから、戦略 S′の深さ toでのBの値は a′ − 1である。Aの値がBの値以下であ
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る深さでは S と S′によるペブルの値の増加は同じように起こることから、戦略 S′の深さ
toでの初期状態で P のペブルの値は P ′であり、戦略 S′の深さ toでのA− 1の値は a′ − 1
であり、戦略 S′の深さ toでのB + 1の値は a′である。
ペブルゲームの状態は図 38のように遷移し、ペブルプレイ戦略 Sの深さ toでの状態と、ペ
ブルプレイ戦略 S′の深さ toでの状態は全く同じである。したがって深さ toまで S′をプレ
イし、深さ to以降は Sと同じようにプレイする戦略は、ペブル状態 P + a+ bを初期状態
とし、プレイ結果が 012 . . . 2以上になる、Sと同じ深さのペブルプレイ戦略である。
従って任意の Sに対し、ペブル状態 P + a+ bを初期状態とし、プレイ結果が 012 . . . 2以上に
なる、Sと同じ深さのペブルプレイ戦略が存在する。
よって次の式が成り立つ。
D(P + a+ b, ν . . . ) ≤ D(P + (a− 1) + (b+ 1), ν . . . ) (73)
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(2) U型セレクションネットワークに対応するペブルゲームの証明
補題 5.7(抜粋) 任意の自然数 µ, νに対して、ペブルプレイ戦略 5.6は、値が 0のペブルを µ個以
上含む任意のペブル状態から、µ個の値が 0のペブルとそれ以外の値が ν のペブル状態以上の状
態にする最小深さペブルプレイ戦略である。
5.7の証明 ペブルプレイ戦略 5.6が、値が 0のペブルを µ個以上含む任意の状態から、ペブル状
態 0 · µ+ ν . . . ν以上の状態にする最小深さペブルプレイ戦略であることを、補題 5.8を用いて証
明する。
目的状態
a → a+ 1が
1回多い














ν . . . ν
図 39: 目的状態が 0 · µ+ ν . . . νで a(≤ b)を a+ 1にする比較が優先される図
P を値が 0のペブルを µ個以上含む任意のペブル状態とする。nを P のペブルの数から µ引い
た非負整数とする。p1p2p3 . . . pnを、P = 0 · µ+ p1p2p3 . . . pnと p1 ≤ p2 ≤ p3 ≤ . . . ≤ pnを満た
す任意の非負整数とする。
値が同じペブル同士を比較した時は、値の添字が大きいペブルの値が 1増加すると定義する。
ペブルゲームの深さの定義から、最初の深さのプレイで0·νのペブルの値が増加せず、p1p2p3 . . . pn
の内 ⌊ν+n2 ⌋個のペブルの値が増加する、最小深さ戦略が存在する。
p1から pnまで、どのペブルの値を増加させるかを順番に示す。
1. p1 . . . pν について
補題 5.8より、p1p2 . . . pν の全ての値が増加するプレイを行った後の状態からの目的状態ま
での深さは、p1p2 . . . pν のいずれかの代わりに、それより大きいペブルの値が増加するプレ
イを行った後の状態からの目的状態までの深さ以下である。0 · ν と p1 . . . pν を比較するこ
とで p1 . . . pν の値が増加するプレイができる。従って、最初の深さのプレイで p1 . . . pν を増
加させる最小深さペブルプレイ戦略が存在する。
2. pν+1, pν+2について




補題 5.8より、p1p2 . . . pνと pν+2の値を増加させるプレイを行った後の状態からの目的状態
までの深さは、pν+2の代わりに添字が ν + 3以上のペブルの値を増加させるプレイを行っ
た後の状態からの、目的状態までの深さ以下である。0 · νと p1 . . . pν、pν + 1と pν+2を比
較することで、p1 . . . pν と pν+2の値が増加するプレイができる。従って、最初の深さのプ
レイで p1 . . . pν , pν+2を増加させる最小深さペブルプレイ戦略が存在する。
3. pν+3, pν+4について
同様の推論により、最初の深さのプレイで p1 . . . pν , pν+2pν+4を増加させる最小深さペブル
プレイ戦略が存在する。
4. pν+5, pν+6以降について
同様の推論により、最初の深さのプレイで p1 . . . pν , pν+2pν+4pν+6pν+8 . . . pν+2i . . . を増加
させる最小深さペブルプレイ戦略が存在する。
上記より任意のペブル状態Pに対して、最初の深さのプレイでp1 . . . pν , pν+2pν+4pν+6pν+8 . . . pν+2i . . .
の ⌊ν+n2 ⌋個のペブルの値が増加する最小深さペブルプレイ戦略が存在する。
ペブルプレイ戦略 5.6は、全ての深さで ν + 1 . . . 2ν, 2ν + 4, 2ν + 6, 2ν + 8, . . . , 2ν + 2i番目に
値が小さい、⌊ν+n2 ⌋個のペブルの値が増加するプレイを行う戦略である。従って任意のペブル状







補題 5.8(抜粋) ν, µを任意の自然数、a, bを任意の a ≤ bを満たす自然数、P を任意のペブル状
態とする。
この時、次の式が成り立つ。
D(0 · µ+ P + a+ b, 0 · µ+ ν . . . ν) ≤ D(0 · µ+ P + (a− 1) + (b+ 1), 0 · µ+ ν . . . ν) (74)
5.8の証明 ν, µを任意の自然数、a, bを a ≤ bを満たす任意の自然数、P を任意のペブル状態と
する。
この時、次の式が成り立つことを証明する。
D(0 · µ+ P + a+ b, 0 · µ+ ν . . . ) ≤ D(0 · µ+ P + (a− 1) + (b+ 1), 0 · µ+ ν . . . ) (75)
Sをペブル状態 0 · µ+P + (a− 1) + (b+1)を初期状態とし、プレイ結果が 0 · µ+ ν . . . 以上に
なる任意のペブルプレイ戦略とする。S′をペブル状態 0 · µ+ P + a+ bを初期状態とし、原則 S
と同様の比較を行い、初期状態で a− 1, b+ 1のペブルを使う比較では代わりに初期状態で a, bの
ペブルを使うペブルプレイ戦略とする。
S, S′に対して、同じ値のペブル比較する際はどちらの値が変化するかを、次のように解釈する。
1. 戦略 Sにおいて初期状態で a− 1のペブル（以降A− 1）は、同じ値と比較した際に負ける
(大きい方として扱う)。
2. 戦略 Sにおいて初期状態で b+ 1のペブル (以降B + 1)は、同じ値と比較した際に勝つ (小
さい方として扱う)。
3. 戦略 S′において初期状態で aのペブル（以降 A）は、同じ値と比較した際に勝つ (小さい
方として扱う)。






ペブルプレイ戦略 S の初期状態が 0 · µ + P + a + bかつプレイ結果が 0 · µ + ν . . . 以上で
あること、Aの値がBの値を超えないことから、ペブルゲームの状態は図 40のように遷移
する。
ペブルプレイ戦略 Sは P を ν . . . ν以上にし、A− 1を ν、B + 1を ν + 2以上にする戦略で
ある。Aの値がBの値以下である深さでは Sと S′によるペブルの値の増加は同じように起
こることから、ペブルプレイ戦略 S′は P を ν . . . ν以上にし、Aを ν + 1以上、Bを ν + 1
にする戦略である。したがって、S′はペブル状態 0 · µ + P + a + bを初期状態とし、プレ




















P → P ′
a → a′
b → (a′ − 1)
P → P ′
a → a′



















深さ toをペブルプレイ戦略 S′でAの値がBの値を超える最初の深さとする。P ′を戦略 S′
の深さ to での初期状態で P のペブルの状態とする。a′ を戦略 S′ の深さ to での Aの値と
する。
深さ toで初めてAの値がBの値を超えること、ペブルの値の深さ 1ごとの増加量は 0か 1
であることから、戦略 S′の深さ toでのBの値は a′ − 1である。Aの値がBの値以下であ
る深さでは S と S′によるペブルの値の増加は同じように起こることから、戦略 S′の深さ
toでの初期状態で P のペブルの値は P ′であり、戦略 S′の深さ toでのA− 1の値は a′ − 1
であり、戦略 S′の深さ toでのB + 1の値は a′である。
ペブルゲームの状態は図 41のように遷移し、ペブルプレイ戦略 Sの深さ toでの状態と、ペ
ブルプレイ戦略 S′の深さ toでの状態は全く同じである。したがって深さ toまで S′をプレ
イし、深さ to以降は Sと同じようにプレイする戦略は、ペブル状態 0 ·µ+P + a+ bを初期
状態とし、プレイ結果が 0 ·µ+ ν . . . 以上になる、Sと同じ深さのペブルプレイ戦略である。
従って任意の Sに対し、ペブル状態 0 ·µ+P +a+ bを初期状態とし、プレイ結果が 0 ·µ+ν . . .
以上になる、Sと同じ深さのペブルプレイ戦略が存在する。
よって次の式が成り立つ。




補題 5.12(抜粋) ペブルプレイ戦略 5.11は、ペブル状態 012233 . . . 3以上の状態にする最小深さ
ペブルプレイ戦略である。
5.12の証明 ペブルプレイ戦略 5.11が、値が 0のペブルを含みかつ、値が 1以下のペブルを 2つ
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図 42: 目的状態が 01223 . . . 3で 0を 1にする比較が優先される図
P を値が 0のペブルを 1個以上含み、値が 1以下のペブルを 2つ以上含む任意のペブル状態とす
る。a, b, cをそれぞれP に含まれる値が 0, 1, 2のペブルの数とする。P の定義より、a ≥ 1, a+b ≥ 2
である。
a, a+ bの値で場合分けを行う。
1. a > 1か a+ b > 2の場合
a > 1のとき、P は値が 0のペブルが 2つ以上ある状態のため、どのような比較を行っても



























値が 0のペブル同士の比較を ⌊a2⌋回行う時、a mod 2個の値が 0のペブルと b個の値
が 1のペブルが比較に使われていない。これらをすべて比較することが、可能な限り
多くの値が 1のペブルの値が増加する比較であり、⌊ (a mod 2)+b2 ⌋個の値が 1のペブル
の値が増加する。よって、値が 1以下のペブルをなるべく小さい値同士で比較し、⌊a2⌋












(a + b) mod 2個の値が 1以下のペブルと c個の値が 2のペブルが比較に使われてい
ない。これらをすべて比較することが、可能な限り多くの値が 2のペブルの値が増加




の値と、⌊ (a+b mod 2)+c2 ⌋個の値が 2のペブルの値が増加する最小深さペブルプレイ戦
略が存在する。
上記より a > 1か a+ b > 2ならば、最初の深さでペブルプレイ戦略 5.11に従う最小深さペ
ブルプレイ戦略が存在する。
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2. a = 1かつ a+ b = 2の場合
ペブルゲームの深さの定義から、最初の深さの比較で値が 1以下のペブルと 3以上のペブル
の値が増加せず、値が 2の c個のペブルの内 ⌊ c+22 ⌋個のペブルの値が増加する、最小深さ戦
略が存在する。
最初の深さで値が 0と 2のペブルの比較を 1回行い、値が 1と 2のペブルの比較を 1回行
い、値が 2のペブル同士の比較を ⌊ c−22 ⌋回行う戦略、前記の最小深さ戦略である。
上記より a = 1かつ a+ b = 2ならば、最初の深さでペブルプレイ戦略 5.11に従う最小深さ
ペブルプレイ戦略が存在する。







補題 5.13(抜粋) a, bを任意の a ≤ bを満たす自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを 1個含んで
いて、1以下のペブルを 2個以上含んでいる状態ならば、次の式が成り立つ。
D(P + a+ b, 012233 . . . 3) ≤ D(P + (a− 1) + (b+ 1), 012233 . . . 3) (77)
5.13の証明 a, bを a ≤ bを満たす任意の自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいて
かつ、値が 1以下のペブルを 2個以上含んでいる状態ならば、次の式が成り立つことを証明する。
D(P + a+ b, 01223 . . . 3) ≤ D(P + (a− 1) + (b+ 1), 01223 . . . 3) (78)
Sをペブル状態 P + (a− 1) + (b+ 1)を初期状態とし、プレイ結果が 01223 . . . 3以上になる任
意のペブルプレイ戦略とする。S′をペブル状態 P + a+ bを初期状態とし、原則 Sと同様の比較
を行い、初期状態で a− 1, b+ 1のペブルを使う比較では代わりに初期状態で a, bのペブルを使う
ペブルプレイ戦略とする。
S, S′に対して、同じ値のペブル比較する際はどちらの値が変化するかを、次のように解釈する。
1. 戦略 Sにおいて初期状態で a− 1のペブル（以降A− 1）は、同じ値と比較した際に負ける
(大きい方として扱う)。
2. 戦略 Sにおいて初期状態で b+ 1のペブル (以降B + 1)は、同じ値と比較した際に勝つ (小
さい方として扱う)。
3. 戦略 S′において初期状態で aのペブル（以降 A）は、同じ値と比較した際に勝つ (小さい
方として扱う)。






ペブルプレイ戦略 S の初期状態が P + a + bかつプレイ結果が 01223 . . . 3以上、そして A
の値がBの値を超えないことから、ペブルゲームの状態は図 43のように遷移する。従って
Sに対して次のいずれかが成り立つ。
(a) Sは P を 1233 . . . 3以上に、A− 1, B + 1を 0, 2以上にする戦略
(b) Sは P を 0223 . . . 3以上に、A− 1, B + 1を 1, 3以上にする戦略


















































(a) S′は P を 0223 . . . 3以上に、A,Bを 2, 2以上にする戦略
(b) S′は P を 0123 . . . 3以上に、A,Bを 3, 3以上にする戦略
S′がどちらかで場合分けを行う。
(a) S′が P を 0223 . . . 3以上に、A,Bを 2, 2以上にする戦略の場合
S′が目的状態以上に到達する戦略の場合、S′はペブル状態 P + a+ bを初期状態とし、
プレイ結果が 01223 . . . 3以上になる、Sと同じ深さのペブルプレイ戦略である。
以下は、S′が目的状態以上に到達しない戦略とする。
S′の深さ
0 → to − 1
深さ to − 1
S′の深さ










S′の深さ to − 1 → toの
0− 1, 2− 2比較を
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図 44: 最後の 1が 2になる深さのペブル状態の下界
P + a+ bが値が 1以下のペブルを 2個以上含んでいることから、ペブルプレイ戦略 S′
をプレイする途中で値が 1以下のペブルが 1つだけかつ、値が 1のペブルがない状態
になる深さが存在する。
深さ toをペブルプレイ戦略 S′で値が 1以下のペブルが 1つだけになる深さとする。
自然数 iをペブルプレイ戦略 S′ を深さ to までプレイした時の値が 2のペブルの数と
する。
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深さ toに値が 1のペブルが無く値が 1以下のペブルも 1つしか無いことから、戦略 S′
の深さ to − 1の比較では値が 0と 1のペブルの比較が 1回だけ行われており、値が 1
のペブル同士の比較は行われていない。
値が 1のペブルの数が減る比較は 0と 1の比較と 1同士の比較のみであることから、戦
略 S′の深さ to − 1のペブル状態は 012 . . . 23 . . . 3と表せる。また、値が 2のペブルの
数は 3以上である。
このことから、戦略 S, S′の深さ to − 1, toを含むペブルゲームの状態は図 44のように
遷移する。
戦略 S′の深さ to − 1で行われる比較は、値が 0と 1のペブルの比較が 1回と、値が 2
以上のペブル同士の比較のみである。
深さ to − 1で値が 2のペブル同士の比較を行うかで場合分けを行い、戦略 S′′を次のよ
うに定義する。
i. 値が 2のペブル同士の比較がある
戦略 S′′を、深さ to− 1までは戦略 S′と同様の比較を行い、深さ to− 1では値が 0
と 1のペブルの比較および 2のペブル同士の比較を 1回づつ減らし、代わりに値
が 0と 2のペブルの比較および 1と 2のペブルの比較を 1回づつ増やした戦略と
する。
ii. 値が 2のペブル同士の比較がない
戦略 S′′を、深さ to− 1までは戦略 S′と同様の比較を行い、深さ to− 1では値が 0
と 1のペブルの比較を 1回減らし、代わりに値が 0と 2のペブルの比較を 1回増
やした戦略とする。
（戦略 S′の深さ to − 1の値が 2のペブルの数は 3以上であることから、値が 2の
比較に使われていないペブルが存在する。）
戦略 S′′の深さ toのペブル状態は、S′の深さ toのペブル状態より値が 2のペブルが 2
つ少なく、値が 1のペブルと 3のペブルが 1つづつ多い状態である。
戦略 Sの深さ toのペブル状態は、S′の深さ toのペブル状態のAの値が 2から 1にな
り、Bの値が 2から 3、もしくは 3以上から 4以上になった状態である。
すなわち戦略 Sの深さ toのペブル状態は、戦略 S′′の深さ toのペブル状態と等しいか、
それ以上の状態である。
よって深さ toまで S′′をプレイし、深さ to以降は S と同じようにプレイする戦略は、
ペブル状態 P + a + bを初期状態とし、プレイ結果が 01223 . . . 3以上になる、S 以下
の深さのペブルプレイ戦略である。
(b) S′が P を 0123 . . . 3以上に、A,Bを 3, 3以上にする戦略の場合
S′はペブル状態 P + a + bを初期状態とし、プレイ結果が 01223 . . . 3以上になる、S
と同じ深さのペブルプレイ戦略である。
従ってAの値がBの値を超えない場合、ペブル状態 P + a+ bを初期状態とし、プレイ結
果が 01223 . . . 3以上になる、Sと同じ深さのペブルプレイ戦略が存在する。
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P → P ′
a → a′
b → (a′ − 1)
P → P ′
a → a′
















P ′を戦略 S′の深さ toでの初期状態で P のペブルの状態とする。
a′を戦略 S′の深さ toでのAの値とする。
深さ toで初めてAの値がBの値を超えること、ペブルの値の深さ 1ごとの増加量は 0か 1
であることから、戦略 S′の深さ toでのBの値は a′ − 1である。
Aの値がBの値以下である深さでは Sと S′によるペブルの値の増加は同じように起こるこ
とから、戦略 S′の深さ toでの初期状態で P のペブルの値は P ′であり、戦略 S′の深さ toで
のA− 1の値は a′ − 1であり、戦略 S′の深さ toでのB + 1の値は a′である。
ペブルゲームの状態は図 45のように遷移し、ペブルプレイ戦略 Sの深さ toでの状態と、ペ
ブルプレイ戦略 S′の深さ toでの状態は全く同じである。
したがって深さ toまで S′をプレイし、深さ to以降は Sと同じようにプレイする戦略は、ペ
ブル状態 P + a+ bを初期状態とし、プレイ結果が 01223 . . . 3以上になる、Sと同じ深さの
ペブルプレイ戦略である。
従って任意の Sに対し、ペブル状態 P + a+ bを初期状態とし、プレイ結果が 01223 . . . 3以上
になる、Sと同じ深さのペブルプレイ戦略が存在する。
よって次の式が成り立つ。
D(P + a+ b, 01223 . . . 3) ≤ D(P + (a− 1) + (b+ 1), 01223 . . . 3) (79)
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7.3 V 型 2セレクションネットワークに対応する修正ペブルゲームの証明
補題 5.17(抜粋) ペブルプレイ戦略 5.16は、値が 0のペブルを含む任意のペブル状態から、ペブ
ル状態 0122 . . . 2以上の状態にする最小深さ修正ペブルプレイ戦略である。
5.17の証明 ペブルプレイ戦略 5.16が、値が 0のペブルを含む任意のペブル状態から、ペブル状
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図 46: 目的状態が 0122 . . . 2で 0を 1にする比較が優先される図
P を値が 0のペブルを 1個以上含む任意のペブル状態とする。a, bをそれぞれ P に含まれる値
が 0, 1のペブルの数とする。
P が含む値が 0のペブルの数で場合分けを行う。
1. P が値が 0のペブルを 2個以上含むペブル状態の場合
補題 5.2の証明と同様の手順で証明を行うことにより、最初の深さのプレイで ⌊a2⌋個の値が
0のペブルと ⌊ (a mod 2)+b2 ⌋個の値が 1のペブルの値を増加させる最小深さ修正ペブルプレ
イ戦略が存在することが導かれる。
2. P が値が 0のペブルを 1個だけ含むペブル状態の場合
P が値が 0のペブルを 1個だけ含むペブル状態であることから、P を初期状態とする最小深









プレイ戦略が存在する。同様に値が 0のペブルをちょうど 1個含む任意のペブル状態 P に対して、
最初の深さのプレイで ⌊ b2⌋個の値が 1のペブルの値が増加する最小深さ修正ペブルプレイ戦略が
存在する。
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修正ペブルプレイ戦略 5.16は、値が 0のペブルを 2個以上含む深さで ⌊a2⌋個の値が 0のペブル
と ⌊ (a mod 2)+b2 ⌋個の値が 1のペブルの値が増加するプレイを行い、値が 0のペブルを 1個含む深
さで ⌊ b2⌋個の値が 1のペブルの値が増加するプレイを行う戦略である。







補題 5.18(抜粋) a, bを任意の a ≤ bを満たす自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つ。
DF (P + a+ b, 0122 . . . 2) ≤ DF (P + (a− 1) + (b+ 1), 0122 . . . 2) (80)
5.18の証明 a, bを a ≤ bを満たす任意の自然数、P を任意のペブル状態とする。
この時、ペブル状態 P + a+ bと P + (a− 1) + (b+1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つことを証明する。
DF (P + a+ b, 012 . . . 2) ≤ DF (P + (a− 1) + (b+ 1), 012 . . . 2) (81)
目標状態が 012 . . . 2であることから、b ≥ 2の場合は次の式が成り立つ。
DF (P + a+ b, 012 . . . 2) = DF (P + a, 012 . . . 2) (82)
≤ DF (P + (a− 1) + (b+ 1), 012 . . . 2) (83)
そのため a = b = 1の場合であるDF (P + 02, 012 . . . 2) ≤ DF (P + 11, 012 . . . 2)が証明できれば、
題意は示される。
Sをペブル状態 P + (a− 1) + (b+ 1)を初期状態とし、プレイ結果が 012 . . . 2以上になる任意
の修正ペブルプレイ戦略とする。
S′をペブル状態P +a+ bを初期状態とし、原則 Sと同様の比較を行い、初期状態で a−1, b+1
のペブルを使う比較では代わりに初期状態で a, bのペブルを使うペブルプレイ戦略とする。
S, S′に対して、同じ値のペブル比較する際はどちらの値が変化するかを、次のように解釈する。
1. 戦略 Sにおいて初期状態で a− 1のペブル（以降A− 1）は、同じ値と比較した際に負ける
(大きい方として扱う)。
2. 戦略 Sにおいて初期状態で b+ 1のペブル (以降B + 1)は、同じ値と比較した際に勝つ (小
さい方として扱う)。
3. 戦略 S′において初期状態で aのペブル（以降 A）は、同じ値と比較した際に勝つ (小さい
方として扱う)。




0の数で制約が変わるため、P + a+ b,と P + (a− 1) + (b+ 1)に含まれる値が 0のペブルの数
で場合分けをすれば、証明できると考える。
a ≤ bより、P + a+ bに含まれる値が 0のペブルの数は P + (a− 1) + (b+ 1)に含まれる数以
下であるため、以下の 3つに場合分けできる。
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1. 値が 0のペブルの数がどちらも 1
条件より a ≥ 2。




補題 5.18と同様の証明により、S′はペブル状態 P + a+ bを初期状態とし、プレイ結




補題 5.18と同様の証明により、深さ t0まで S′をプレイし、深さ t0以降は Sと同じよ
うにプレイする戦略は、ペブル状態 P + a+ bを初期状態とし、プレイ結果が 012 . . . 2
以上になる、S と同じ深さのペブルプレイ戦略である。また、a − 1 ≥ 1および S, S′
が修正ペブルプレイ戦略であることから、前記のペブルプレイ戦略は修正ペブルプレ
イ戦略である。
従って任意の Sに対し、ペブル状態 P + a+ bを初期状態とし、プレイ結果が 012 . . . 2以上
になる、Sと同じ深さのペブルプレイ戦略が存在する。よって次の式が成り立つ。
DF (P + a+ b, 012 . . . 2) ≤ DF (P + (a− 1) + (b+ 1), 012 . . . 2) (84)
2. 値が 0のペブルの数が P + a+ bだけ 1
条件よりある非負整数 kを用いて、P = 0+ 1 · kと表すことができる。従って P + a+ b =
0+ 1 · (k+ 2), P + (a− 1) + (b+ 1) = 00 + 1 · k+ 2が成り立つ。そのためDF (0 + 1 · (k+
2), 012 . . . 2) ≤ DF (00 + 1 · k, 012 . . . 2)であることを示せば良い。
目標状態が 012 . . . 2であることと修正ペブルプレイ戦略の定義より、次の式が成り立つ。
DF (0 + 1 · (k + 2), 012 . . . 2) = DF
(







, 012 . . . 2
)
+ 1 (85)




























kに対する数学的帰納法により、DF (0 + 1 · (k + 2), 012 . . . 2) ≤ DF (00 + 1 · k, 012 . . . 2)が
成り立つことを証明する。
(a) k = 0の場合
DF (0 + 1 · (k + 2), 012 . . . 2) = 1, DF (00 + 1 · k + 2, 012 . . . 2) = 1より成り立つ。
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(b) k < jの時にDF (0 + 1 · (k + 2), 012 . . . 2) ≤ DF (00 + 1 · k, 012 . . . 2)が成り立つと仮
定して、k = jの場合
DF (00 + 1 · j, 012 . . . 2) = DF
(







, 012 . . . 2
)
+1の場合は、仮定より
成り立つ。DF (00 + 1 · k, 012 . . . 2) = DF
(







, 012 . . . 2
)
+ 1の場合は、
DF (0 + 1 · (k + 2), 012 . . . 2) = DF (00 + 1 · k, 012 . . . 2)となるため成り立つ。
よって全ての kに対して次の式が成り立つ。
DF (P + a+ b, 012 . . . 2) ≤ DF (P + (a− 1) + (b+ 1), 012 . . . 2) (87)
3. 値が 0のペブルの数がどちらも 2以上
S の定義より戦略 S, S′ をプレイした時、いずれかの深さで Aの値が B の値を超えるか、




補題 5.18と同様の証明により、深さ t0まで S′をプレイし、深さ t0以降は Sと同じよ
うにプレイする戦略は、ペブル状態 P + a+ bを初期状態とし、プレイ結果が 012 . . . 2
以上になる、Sと同じ深さのペブルプレイ戦略である。また深さ t0まで P + a+ bは
値が 0のペブルを 1個だけ含む状態にならないこと、S は修正ペブルプレイ戦略であ
ることから、前記のペブルプレイ戦略は修正ペブルプレイ戦略である。
(b) P + a+ bが値が 0のペブルを 1個だけ含む状態になる深さが先の場合




深さ t0まで S′をプレイした時に P + a+ bがなる状態を P0 + a0 + b0と表せる。
P0 + a0 + b0の値が 0のペブルの数は 1であること、”値が 0のペブルの数がどちらも
1”と”値が 0のペブルの数が P + a+ bだけ 1”である場合にDF (P + a+ b, 012 . . . 2) ≤
DF (P +(a−1)+(b+1), 012 . . . 2)が成り立つことから、DF (P0+a0+ b0, 012 . . . 2) ≤
DF (P0+(a0−1)+(b0−1), 012 . . . 2)が成り立つ。従って深さ t0までS′をプレイし、深
さ t0以降は最小深さ修正ペブルプレイ戦略をプレイする戦略は、ペブル状態 P + a+ b
を初期状態とし、プレイ結果が 012 . . . 2以上になる、Sと同じ深さの修正ペブルプレ
イ戦略である。
従って任意の Sに対し、ペブル状態 P + a+ bを初期状態とし、プレイ結果が 012 . . . 2以上
になる、Sと同じ深さのペブルプレイ戦略が存在する。
よって次の式が成り立つ。
DF (P + a+ b, 012 . . . 2) ≤ DF (P + (a− 1) + (b+ 1), 012 . . . 2) (88)
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よってペブル状態 P + a+ bと P + (a− 1) + (b+ 1)がどちらも値が 0のペブルを含んでいる
状態ならば、次の式が成り立つ。




ペブルゲームに関して、0 . . . 0を 0122 . . . 2にする最小深さペブルゲーム戦略、012233 . . . 3に
する最小深さペブルゲーム戦略、任意の自然数 µ, νに対して 0以上が µ個と ν . . . ν以上のペブル
状態にする最小深さペブルゲーム戦略が求まった。また、値が 0のペブルが 1つだけになった時
の比較に制限を加えた修正ペブルゲームについて、0 . . . 0を 0122 . . . 2にする最小深さ修正ペブル
ゲーム戦略が求まった。
セレクションネットワークに関して、入力数が 2のべき乗数である場合の n入力 V 型 2セレク
ションネットワークと n入力 U 型 2セレクションネットワークの最小深さが、それぞれ log2 n+
⌈log2 log2 n⌉と log2 n+ ⌈log2 log2 n⌉ − 1であると求まった。また入力数が 2の 2のべき乗乗であ
る場合の n入力 V 型 4セレクションネットワークの最小深さの下界として、log2 n+log2 log2 n+
⌊log2(2(log2 log2 n)−1 − log2 log2 n)⌋ − 2が得られた。加えて、任意の自然数 n, kに対して、n入力






論文で決定したが（命題 4.3）、このペブルゲーム戦略は値が 0のペブルが値が 1や 2のペブルと
比較することがある戦略である。セレクションネットワークの確定したmin 1がペブルゲームに
おいて 1個だけになった値が 0のペブルと対応するため、V 型 2セレクションネットワークにつ
いては 1個だけになった値が 0のペブルを比較しないペブルゲームを考えることにより、より良
い下界を得られた（命題 4.4）。同じように確定したmin 1,min 2を比較しない V 型 4セレクショ
ンネットワークを考えることにより、より良い下界が得られると予想される。また、V 型 4セレ
クションネットワークの最小深さの上界もまだまだ詰めれると思われる。
今後の研究課題の 2つめに、V 型 8セレクションネットワークや 16セレクションネットワーク
などの、2のべき乗個の小さい値を探すセレクションネットワークの下界を求めることが上げら
れる。


























⌈log2 1⌉ = 0
⌈log2 2⌉ = 1
⌈log2 3⌉ = 2
⌈log2 4⌉ = 2
⌈log2 4⌉ = 2
⌈log2 4⌉ = 2
⌈log2 4⌉ = 2
図 47: V 型 3セレクションネットワークのペブルゲーム解析の出力下界
図 47のように V 型 3セレクションネットワーク・U 型 3セレクションネットワークをペブル
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