We evaluated the performance of polished mirror surfaces for the TAMA interferometric gravitational wave detector by comparing the experimental results with a wave-front tracing simulation. The TAMA mirror surfaces were polished to a roughness of a few nanometer rms. We confirmed that these polished mirrors do not limit the present TAMA sensitivity, and that the target shot-noise sensitivity will be achieved using these mirrors, even if a power recycling technique is introduced in the next stage of TAMA.
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Introduction
The search for gravitational waves (GW) using long-baseline interferometers has started. In TAMA [1] , a Fabry-Perot Michelson interferometric GW detector with a 300 m baseline located in Tokyo, Japan, several observation runs have already been conducted [2, 3] . The strain sensitivity of TAMA is 5 × 10 −21 Hz −1/2 at around 1 kHz, which is the highest achieved sensitivity of the present TAMA configuration (June, 2001) . LIGO [4] has three sets of optical power recycling Fabry-Perot Michelson interferometers: two with baselines of 2 km and 4 km are located in Washington, USA and one in Louisiana has a 4 km baseline. All of the interferometers can be locked in the power recycled mode; observations will start soon. Other interferometers, VIRGO [5] and GEO [6] , will also begin observations soon.
These interferometers require extremely high-quality mirrors. If a sufficient quality of mirror polish is not achieved, the designed finesse of various optical resonators will not be attained and scattered light caused by mirror imperfections (roughness and waviness) will reduce the optical contrast at the output ports. This will decrease the photon shot-noise sensitivity, one of the sen-sitivity limitations in these interferometers. Optical power amplification techniques, called power recycling [7] , which are necessary to improve the shot-noise sensitivity, make these requirements even more difficult to achieve, since the optical gain of power recycling is very sensitive to the optical losses of an interferometer. In the case of TAMA, the specification for imperfections of the mirrors is several tens of nanometers at low spatial frequencies and sub-angstrom at high spatial frequencies.
Although all of the mirrors in TAMA were polished and coated, and are used in TAMA (except for a recycling mirror), it has not been conclusively understood whether or not the performance of these mirrors has limited the sensitivity. In this paper, we report on an evaluation of the performance of the TAMA mirrors by comparing the experimental results with a wave-front tracing simulation (an FFT simulation). This work was carried out in a collaboration between TAMA and LIGO.
Optical phase maps for the imperfections of the TAMA mirrors were measured after polishing using a Fizeau interferometer. This report focuses attention on an evaluation of polishing the mirrors without considering the coating performance. The FFT simulator used to estimate the mirror performance was originally developed by VIRGO [8] , and was later adapted for use in LIGO [9, 10] .
The LIGO simulator will be used to model a power recycling Fabry-Perot Michelson interferometer with an improved calculation speed.
In section 2, we describe the surface quality of the TAMA mirrors. In section 3, we describe an evaluation of the polished mirror performance by comparing the experimental results with the FFT simulation. In section 4, we discuss the mirror performance after a recycling mirror is installed, which is planned for the next stage of TAMA.
Surface quality of the TAMA mirrors
The polishing of the four main mirrors and the beam splitter was done by Japan Aviation Electronics Industries, Ltd. (JAE), and the recycling mirror was polished by General Optics Inc. We specified the polish type to be able to achieve sub-angstrom rms micro-roughness ("SuperPolish") in order to reduce light scatter. While SuperPolish has a merit for micro-roughness [11] , it also has a potential problem of increasing the possible distortion of the mirrors.
The substrate of the TAMA mirrors is fused silica, "Suprasil P10" produced by Shin-etsu Quartz Products, Co. Ltd. The size of the four main mirrors and the recycling mirror is 100 mm in diameter and 60 mm in thickness. The size of the beam splitter is 150 mm in diameter and 40 mm in thickness. These diameters were determined so that the diffractive loss of light would be at largest We next examined small imperfections on the mirror surfaces. Figure 1 shows the imperfections found in the TAMA mirrors. In the concave mirrors, the global curvature was subtracted using the above fitting data. After subtracting the global curvature from the phase maps, we found that the phase maps for the end mirrors show a "Newton's rings" pattern arising from interference between the front and rear faces of the mirror. Since this measured pattern causes a large error in the evaluation of the mirror performance, we subtracted it from the phase maps by fitting. In the image shown in Fig. 1 , this pattern has been subtracted. The analysis of this pattern is described in Appendix A.
Lastly, we investigated the polishing level (rms amplitude and uniformity) using the power spectral density (PSD) of the mirror imperfections [12] . The calculation method for the PSD of the mirror imperfections [13] is described in Appendix B. Figure 2 shows the calculated PSDs for the TAMA mirror surfaces derived from their phase maps. Imperfections from high-quality polish obey the equation
where P av (f ) is PSD, f is the spatial frequency, and A and q are constants [14] . If the surface imperfections have a Gaussian random distribution, the constant q must be between 1 and 3 [14] .
We fitted the PSD for the TAMA mirror surfaces to this function. Table 2 lists the A and q parameters, as well as the rms roughness for the TAMA mirror surfaces. These results showed that all of the TAMA mirrors had a roughness of a few nanometer rms and had a high uniformity of polish, as evidenced by 1 < q < 3.
Comparison of the experimental results with the FFT simulation
A useful method to evaluate the performance of mirror surfaces in interferometers is a wave-front tracing simulation. Wave-front propagation is described by the Fresnel-Kirchhoff integral [15] : close to the pixel size. Since the present TAMA has no recycling mirror, it was not used in this simulation. Table 4 shows the results of the experiment and the simulation. The "Cavity reflectivity"
is the average between both arms. The cavity reflectivity of the experiment was estimated from a measurement of DC visibility. Since it is difficult to measure it without the influence of mode mismatching and the sideband, it is supposed that the difference between the experiment and the simulation came from the measurement error. The finesse of the experiment was estimated from the frequency response of the arm cavity. Since the estimated reflectivity of the near mirror can be higher than the real value, the difference in the finesse between the experiment and the simulation can come from the estimation error of the reflectivity. The "Contrast" includes an effect of the sideband. It was measured just after the fourth data-taking run (DT4) during September 2000 [2] .
The simulation result showed that the contribution of the sideband to the contrast is dominant and that of the mirror imperfection is not very large.
The most important result is that the estimated sensitivity by the simulation (4.9×10
is much smaller than the experimental value (1.5 × 10 −20 Hz −1/2 ), where the "sensitivity" of the simulation is the photon shot-noise at 300 Hz, and that of the experiment and the design include other noises. The experimental sensitivity was taken just after DT4 [2] . This result indicates that the present TAMA sensitivity is not limited by the mirror performance. Also, since the estimated shot-noise is much smaller than the design sensitivity (2.0 × 10 −21 Hz −1/2 ), we conclude that the surface qualities of the TAMA mirrors are sufficient to achieve the requirements for the first goal of TAMA.
Studies on recycled TAMA
In this section, we discuss the performance of the mirrors for the second configuration of TAMA, which will have a recycling mirror. The parameters of the calculation are listed in Table 3 . We used the optimized reflectivity of the recycling mirror, in which the reflectivity is equivalent to the cavity reflectivity. The loss of light caused by interferometer control pick-offs was not modeled in this simulation. Table 5 shows the numerical results. The designed recycling gain is set to a lower value than the value calculated from the design reflectivity of the mirrors. The mirror imperfections cause a reduction in the recycling gain from 19 to 11 for the carrier beam. Since this reduced recycling gain agrees with the value in the case of an ideal recycling mirror, we found that the imperfections of the polished recycling mirror are not important concerning the performance of the interferometer.
The reduction in the recycling gain is only caused by the reduction of the cavity reflectivity. Since the cavity reflectivity for the carrier beam included very little higher mode power, the reduction of the cavity reflectivity was mainly caused by light scattering due to the imperfections of the high spatial frequency in the near mirrors and in the end mirrors. Although a slight decrease of the recycling gain was estimated if we considered the optical loss by pick-offs, the shot-noise sensitivity hardly changed.
We next examined whether or not a best rotation angle along the beam axis and combination of mirrors actually exists. Table 6 gives the numerical results for the case that one end mirror is rotated and that two of the end mirrors are exchanged. These results suggest that the rotation and combination of mirrors are not important for the polished TAMA mirrors.
From these results, we conclude that these mirror performances will be able to achieve the target shot-noise sensitivity for the second phase of TAMA.
Conclusion
In this paper, we evaluated the performance of polished mirror surfaces for TAMA by comparing the experimental results with a wave-front tracing simulation.
Based on an analysis of the phase maps of the TAMA mirrors, the curvature of the end mirrors and the recycling mirror have achieved their requirements. The FFT simulation showed that the quality of the polished TAMA mirrors is sufficient to achieve the requirements for the first phase of TAMA. However, since the performance of the optical coating is unknown, an evaluation of the coating performance is the next problem. In the second phase of TAMA, which will implement a power recycling mirror, the performance of the polished mirror surfaces will be able to achieve the target sensitivity for TAMA. We concluded that the polished TAMA mirror surfaces have achieved their requirements. This evaluation will be useful for developing mirrors for the next generation of GW detectors, such as LCGT [17] and Advanced LIGO [18] .
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Vinet, the developers of the early FFT simulation code. We thank Dr. C. T. Taylor Figure 4 shows an image of the Newton's ring pattern on the end mirror after subtracting the global curvature. Since the intensity (I) of the Newton's ring pattern is described as
Appendix A. Newton's ring pattern
we examined the pattern by fitting it to the function
where I 0 is the maximum intensity of the Newton's ring pattern, k is the wave number of light, a is the mirror radius, R is the curvature radius of the mirror and α 1 , . . . , α 7 are fitting parameters.
From this fitting, we recognized that the pattern was caused by a slight interference between the curved surface and the opposite face. This could not be removed by a refractive matching oil during the measurement process.
Appendix B. Calculation of PSD
The PSD for one-dimensional discrete data of surface imperfections is defined as [13] 
where P N (m) is PSD, N is the number of discrete data of imperfections, ∆x is the sampling length, 
In a practical calculation of PSD, we need the periodogram approach [19] . We first need a window function to avoid an impulse response. In this calculation, we used a Bartlett window,
We next averaged the PSD to reduce the variance of the periodogram estimation. This is called the averaged PSD. In calculating PSD for the mirror imperfections, several sets of one-dimensional surface data at different locations on the mirror surface were used. The PSD sets derived from each set of surface data were averaged. When we use K sets of surface data, the averaged PSD P av is given by
where S shows the scaling factor determined by Parseval's theorem. That is, S is determined from
where δ 2 shows the mean square roughness of the mirror imperfections,
In the calculation in Fig. 2 , we used an averaging method to overlap each set of data by one half of their length using thirty data sets (K = 30). This averaging method yields a better PSD variance than the alternatives. to the data, where f is the spatial frequency. Parameters A and q are listed in Table 2 . Table 6 . Numerical results when one end mirror was rotated along the beam axis and when two of the end mirrors were exchanged. The "90 degree" and "180 degree" rows show the case where the end mirror in the inline arm was rotated by 90 degree and 180 degree along the beam axis, respectively. The "Exchange" row shows the case where two of the end mirrors were exchanged. 
