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Introduction generale
Les ondes internes de gravite constituent une composante de mouvement quasiment universelle
dans les ecoulements des uides stablement straties. Sur terre, les echelles spatiales mises en jeu
dans ces phenomenes ondulatoires varient de quelques dizaines de centimetres a l'echelle du labo-
ratoire jusqu'a plusieurs dizaines de kilometres dans l'atmosphere ou dans l'ocean et les echelles
temporelles varient de quelques secondes a quelques heures. A ce jour, l'existence des ondes internes
de gravite est une notion fondamentale de mecanique des uides. Leur decouverte est ancienne et
l'on recense un grand nombre d'etudes a leur sujet. Leurs mises en evidence dans la nature sont va-
riees et reposent generalement sur des mesures in situ. L'observation directe des ondes internes est
par contre plus dicile. Elle est en fait presque impossible dans l'ocean et possible uniquement par
deduction dans l'atmosphere. Ainsi, on peut dire que les ondes internes et leur dynamique forment
une notion plus obscure que les ondes hydrodynamiques de surface, tant au niveau de leur exis-
tence qu'au niveau de la connaissance de leur dynamique. Les experiences de laboratoire associees
aux ondes internes ont en partie permis de compenser ce manque et d'elucider certains processus
dynamiques. La reponse a la question de l'impact des ondes internes sur les proprietes generales
des ecoulements, notamment ceux consideres en dynamique des uides geophysiques requiert, entre
autres, des etudes detaillees de ces processus. Parmi les nombreux problemes ouverts mettant en
jeu les ondes internes, citons leur dynamique non-lineaire pouvant mener a leur deferlement, leurs
proprietes de transport deterministes impliquant le transport de quantite de mouvement et d'ener-
gie et les proprietes de transport turbulentes produisant des changements irreversibles dans le uide
en le melangeant.
A un niveau lineaire ou faiblement non-lineaire, pour lequel le concept d'onde est deni sans
ambigute, il faut remarquer l'existence de composantes du mouvement non ondulatoires. En ef-
fet, l'inhomogeneite de la direction verticale d'un uide stratie permet d'expliquer l'existence de
mouvements evoluant sur une echelle verticale reduite et sur une echelle de temps beaucoup plus
lente que les ondes. Ainsi, les ondes peuvent elles coexister avec d'une part un ecoulement moyen
quasi-horizontal lentement variable et d'autre part un mouvement situe sur les surfaces de densite
constante. Cette derniere composante est reetee par une propriete fondamentale du uide, sa vor-
ticite potentielle. La vorticite potentielle est conservee dans un ecoulement d'un uide parfait et
me^me en uide dissipatif et conducteur sa dynamique est fortement contrainte. La composante du
mouvement associee a cette quantite est appele mode de vorticite potentielle ou tourbillon potentiel.
Comme la vorticite potentielle d'un systeme d'ondes est nulle, on est en mesure de se demander
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quelle est la correspondance entre la vorticite potentielle et un tourbillon potentiel. La connaissance
de cette correspondance est appelee le probleme d'inversion de vorticite potentielle. Ce probleme
est important en meteorologie et en oceanographie, ou il est relie directement a la prevision tem-
porelle des ecoulements de grandes echelles spatiales. Pour un uide reellement tridimensionnel le
probleme de l'inversion diagnostique et consistant a obtenir les champs de l'ecoulement a partir de
la connaissance de la vorticite potentielle est un probleme dicile. Le probleme n'est pas pose a
priori, puisque la connaissance seule de la vorticite potentielle n'est pas susante pour la deter-
mination des champs, ni me^me pour la denition d'un hypothetique mode de vorticite potentielle.
A un niveau fortement non-lineaire la decomposition des champs de l'ecoulement perd son sens,
car on ne sait plus comment denir les composantes de l'ecoulement. On remarque alors que les
ondes internes et en particulier leur deferlement sont intimement lies a la production de vorticite
potentielle. En eet, la variation au cours du temps de cette derniere est la seule consequence des
eets moleculaires. Comme les proprietes de transport d'un uide sont radicalement augmentees
pour un ecoulement turbulent, le deferlement d'un champ d'ondes s'accompagne d'une production
de vorticite potentielle. Par ailleurs les deferlements d'ondes sont supposes e^tre une source majeure
de turbulence geophysique et constituent donc un probleme important en soi.
Le travail eectue au cours de cette these cherche a contribuer a la comprehension de la dyna-
mique d'ondes internes de gravite, de leurs instabilites et des proprietes induites par la production
de vorticite potentielle. Notre travail s'articule autour de trois themes. Premierement, nous avons
etudie le deferlement d'une onde interne de gravite propagative en deux et trois dimensions d'espace
par simulation numerique directe. Nous avons considere les cas bi-, et tridimensionnels separement.
Les simulations permettent de suivre l'evolution d'une onde pendant toute sa duree de vie et nous
caracterisons son instabilite, son deferlement et quelques proprietes de la turbulence engendree par
le deferlement. Nous proposons egalement des visualisations tridimensionnelles des champs d'ecou-
lement pour illustrer la destabilisation de l'onde et son deferlement. Dans le cas bidimensionnel,
on considere notamment quelques aspects faiblement non-lineaires de l'evolution d'une onde de
faible amplitude. Cependant, en trois dimensions d'espace la situation devient rapidement inextri-
cable et nous adoptons une position experimentale. Une question importante concerne la dierence
entre les cas bi-, et tridimensionnels. Les simulations directes tridimensionnelles ont ete eectuees
avec un code de resolution pseudo-spectral des equations de Navier-Stokes dans l'approximation de
Boussinesq. Ce travail de developpement constitue le deuxieme theme de la these et nous decrivons
l'algorithme parallele mis au point. L'implementation de l'algorithme a produit un code portable
susamment general pour etudier les ecoulements turbulents a haute resolution spatiale. Enn, le
troisieme theme decoule du premier, puisqu'il propose la derivation d'une methode de dynamique
modiee permettant de relaxer un ecoulement d'un uide parfait stratie vers un etat d'equilibre
dynamique en conservant la vorticite potentielle et la densite du uide. La derivation suit une
methode generale proposee par T.G. Sherpherd 1990 pour un systeme Hamiltonien general. Au
cours de la presentation de ce dernier theme, nous abordons egalement le probleme d'inversion
diagnostique de vorticite potentielle.
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Le plan du manuscrit est le suivant. Le premier chapitre presente quelques notions fondamen-
tales de la dynamique d'un uide stratie en insistant sur les proprietes de la vorticite potentielle
et sur les composantes du mouvement pouvant exister au sein d'un uide stratie. Le chapitre
suivant propose une breve presentation de la litterature existante importante pour notre etude. Le
troisieme chapitre propose une description detaillee de l'algorithme de solution parallele a la base
de nos resultats numeriques. Le quatrieme chapitre decrit les resultats des simulations numeriques
directes bidimensionnelles de deferlement d'onde. L'etude des ondes en trois dimensions d'espace
est presentee au chapitre cinq. Les aspects relatifs au mode vorticite potentielle et a la dynamique
modiee sont exposes au chapitre six.
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Chapitre 1
Quelques aspects fondamentaux des
uides straties
1.1 Introduction
Les simulations numeriques d'ondes internes de gravite en deux dimensions chapitre 4 et trois
dimensions d'espace chapitre 5, ainsi que le travail presente au chapitre 6, reposent entierement sur
le modele de la dynamique d'un uide stratie dans l'approximation de Boussinesq.
Ce chapitre presente quelques aspects fondamentaux des uides straties importants pour notre
etude. La plupart des notions de mecanique des uides utilisees dans la suite de ce manuscrit y sont
presentees. Ce chapitre ne contient pas uniquement des notions classiques, mais nous introduisons
egalement quelques resultats plus recents. Toutefois, les developpements theoriques resultant de
notre etude ne sont developpes qu'au chapitre 6, an de maintenir le caractere introductif et general
de ce chapitre.
Nous decrivons d'abord le modele de uide parfait compressible, puis le modele de uide de
Navier-Stokes dans l'approximation de Boussinesq. A ce stade nous introduisons quelques quantites
physiques importantes, ainsi que leur equations d'evolution. Nous considerons la vorticite d'un point
de vue materiel et nous derivons le theoreme de Ertel. Nous considerons egalement la conservation
globale de la vorticite potentielle. La section suivante presente l'adimensionnement des equations
de Navier-Stokes dans l'approximation de Boussinesq de Riley et al 1981 [113] et met en evidence
les composantes du mouvement presentes dans un ecoulement stratie de petit nombre de Froude.
Enn nous presentons quelques proprietes des ondes internes de gravite lineaires propagatrices,
solutions des equations de Navier-Stokes linearisees.
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1.2 Des equations du uide compressible aux equations de Navier-
Stokes dans l'approximation de Boussinesq
La notion de modele en mecanique des uides est intuitive. Un modele de uide est un ensemble
d'equations qui decrivent la dynamique et la thermodynamique d'un uide obeissant a certaines
lois physiques. Plus les ingredients physiques sont nombreux, plus le modele de uide considere
est complexe et se rapproche d'un uide reel. Un modele peut, a priori, e^tre derive a partir de la
consideration de la physique d'un ecoulement d'un uide. Cependant, un modele de uide complexe
peut servir de point de depart pour la derivation d'un modele de uide plus simple. Dans ce cas, le
modele de depart est le modele parent, auquel on impose des contraintes pour parvenir au modele
simplie. On met ainsi en evidence une hierarchie entre modeles. A partir du modele de uide
parfait compressible, on peut deriver par exemple le modele hydrostatique (correspondant aux
equations primitives meteorologiques), puis le modele d'un uide en eau peu profonde et enn le
modele quasi-geostrophique.
1.2.1 Description d'un uide parfait compressible
Notre point d'entree est la dynamique d'un uide compressible, que nous supposons parfait
(uide isentrope). Ulterieurement, nous ajoutons, respectivement, des eets moleculaires, les diu-
sions de quantite de mouvement et de chaleur.
Ce modele est tres general et sert de "modele parent" a la derivation de la plupart des modeles
simplies, generalement consideres en dynamique des uides mono-phasiques a une espece chimique,
ainsi qu'en dynamique des uides geophysiques. On considere un referentiel inertiel muni d'un
systeme de coordonnees cartesiennes x = (x; y; z) = (x
1
; x
2
; x
3
), ou z est la coordonnee verticale.
Le uide est decrit par cinq variables, le champ vectoriel de vitesse u = (u; v; w) = (u
1
; u
2
; u
3
), la
densite de masse  et l'entropie specique . Ces variables sont regies par les equations suivantes
[7], [40], [117]
Du
Dt
=  v
s
rp  r (1.1)
D
Dt
+ r u = 0 (1.2)
D
Dt
= 0: (1.3)
La derivee materielle D=Dt est denie comme
D
Dt
=
@
@t
+ u  r (1.4)
ou r est l'operateur gradient. Par ailleurs, v
s
= 
?1
est le volume specique, p est la pression et
 est un potentiel representant le champ des forces conservatives exterieures, auquel le uide est
soumis. Comme nous considerons un uide dans un champ de gravite vertical constant, nous avons
 = gz (1.5)
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ou g est la constante gravitationelle. On ferme le systeme d'equations (1.1-1.3) en y ajoutant une
equation d'etat thermodynamique pour le uide
p =  
@e(v
s
; )
@v
s
(1.6)
ou e est l'energie interne specique.
L'ecriture du precedent systeme dans un referentiel tournant necessite l'inclusion de l'accelera-
tion de Coriolis  2
  u, ou 
 est le vecteur de rotation angulaire du referentiel tournant. Par
ailleurs, il faut generalement tenir compte de la rotation dans la denition du potentiel  [59].
1.2.2 Description d'un uide dissipatif et conducteur thermique
La presence de frottement dans un uide dissipatif donne lieu a des contraintes anisotropes dans
un uide en mouvement. Dans le cadre d'un uide newtonien, le tenseur des contraintes est relie
lineairement au gradient du champ de vitesse par

ij
=  p
ij
+ 2

e
ij
 
1
3

ij

(1.7)
ou 
ij
est le symbole de Kronecker,  est le coecient de viscosite dynamique et e
ij
est le tenseur
de deformation du champ de vitesse
e
ij
=
1
2

@u
i
@x
j
+
@u
j
@x
i

et  = e
ii
: (1.8)
La pression p est denie par la moyenne isotrope du tenseur des contraintes
1
p =
1
3

ii
(1.9)
La divergence du tenseur 
ij
represente la force interne au uide par unite de volume. Les equations
de Navier-Stokes pour un uide compressible s'ecrivent alors pour la vitesse u
i
Du
Dt
=  v
s
rp  r+ 

r
2
u+
1
3
r (r  u)

(1.10)
ou  = = est la viscosite cinematique.
L'equation (1.3) pour l'entropie specique  peut e^tre reecrite en fonction de la temperature T
et de la pression p, puisqu'on a  = (T; p). En utilisant les relations @=@T = C
p
=T et @=@p =
@v
s
=@T =  v
s
, l'equation prend la forme suivante
C
p
DT
Dt
= v
s
T
Dp
Dt
(1.11)
1. Nous negligeons entierement les considerations reliant la pression p denie en (1.9) et la pression thermodyna-
mique [7].
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ou  = v
?1
s
@v
s
=@T est le coecient de dilatation thermique et C
p
= @=@T est la capacite ca-
lorique mesuree a pression constante. On relaxe la condition d'isentropicite en admettant que le
uide conduit la chaleur. Dans ce cas, on a en l'absence de sources de chaleur
C
p
DT
Dt
= v
s
T
Dp
Dt
+ v
s
kr
2
T + (1.12)
ou k est la conductivite thermique du uide et  represente le taux de dissipation d'energie cinetique
 = 2(e
ij
e
ij
 
1
3

2
): (1.13)
En general on neglige  et on a
DT
Dt
=
v
s
T
C
p
Dp
Dt
+ r
2
T (1.14)
ou  = v
s
k=C
p
est la diusivite thermique.
1.2.3 Les equations de Navier-Stokes dans l'approximation de Boussinesq
L'approximation de Boussinesq est decrite en detail en [70], [134]. Comme cette approximation
est classique, nous n'indiquons ici que les etapes de la derivation des equations. Dans l'approxi-
mation de Boussinesq, on neglige les variations de la densite du uide dues a un changement du
champ de pression. Par ailleurs, la densite est remplacee partout par sa valeur moyenne constante,
sauf dans le terme de ottabilite. On decompose la densite du uide
 = 
0
+ (z) + ~(x; y; z; t) (1.15)
ou 
0
est constante et j~j << jbarj << 
0
. Dans la suite nous supposons que la stratication
ambiante est lineaire, c'est-a-dire que (z) est une fonction lineaire de z. De me^me, la pression est
ecrite
p = p(z) + ~p(x; y; z; t) (1.16)
avec j~pj << jpj. On impose l'equation hydrostatique aux parties moyennes de  et de p
dp
dz
= (
0
+ ) g: (1.17)
L'equation de continuite (1.2) se simplie pour exprimer que le champ de vitesse est a divergence
nulle
r  u = 0: (1.18)
Avec ces approximations l'equation de Navier-Stokes dans l'approximation de Boussinesq s'ecrit
Du
Dt
=  
~p

0
 
~g

0
+ r
2
u: (1.19)
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L'application de la decomposition a l'equation thermodynamique (1.14), en utilisant T = T
0
+

T+
~
T
et en negligeant le terme en Dp=Dt, parce que l'on neglige les eets de compressibilite du uide,
fournit
D
~
T
Dt
=  w
T
0
g
N
2
+ r
2
~
T (1.20)
ou on a deni la frequence de Brunt-Vaisala
N
2
=
g
T
0
d

T
dz
: (1.21)
Comme nous avons suppose la stratication ambiante lineaire, la frequence N est constante. Cette
equation est valable pour un liquide. On peut encore ecrire l'equation (1.20) entierement en termes
de la densite. En eet, on a  = (T ) uniquement. Soit
D
Dt
=
@
@T
DT
Dt
: (1.22)
On retient donc les equations suivantes de Navier-Stokes dans l'approximation de Boussinesq
Du
Dt
=  rp
0
  
0
e
3
+ r
2
u (1.23)
D
0
Dt
= N
2
w + r
2

0
(1.24)
r  u = 0 (1.25)
ou 
0
= ~g=
0
represente les uctuations de densite reduites, et p
0
= ~p=
0
. La quantite 
0
est
egale a l'oppose de l'acceleration de ottabilite. Nous avons suppose que la stratication moyenne,
par rapport a laquelle on opere l'approximation de Boussinesq est lineaire et nous redenissons la
frequence de Brunt-Vaisala en termes de  par
N
2
=  
g

0
d
dz
: (1.26)
1.3 La conservation de l'energie
1.3.1

Equation pour l'energie d'un uide compressible
Nous considerons d'abord l'energie mecanique d'un uide compressible, dissipatif et conducteur
thermique. L'equation d'evolution pour l'energie totale resulte du premier principe de la thermo-
dynamique. On ecrit le bilan pour une particule uide

D
Dt

1
2
u
2
+ e

=  r  F + g  u+r  (u  ): (1.27)
La variation de l'energie totale de la particule s'accompagne d'un ux de chaleur diusif echauant
ou refroidissant la particule, le travail de la force gravitationnelle et le travail fourni par l'ensemble
des contraintes agissant sur la particule uide. On a suppose qu'il n'y a pas de sources de chaleur
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dans le uide. Le ux de chaleur diusif est F =  r, tandis qu'une composante du tenseur des
contraintes  est donnee par (1.7). Le travail eectue par la force gravitationnelle est aussi appele
le ux de chaleur. Il peut s'ecrire
g u =  gw
=  u  r(gz)
=  
D
Dt
(gz) (1.28)
En utilisant cette relation pour le ux de chaleur, on obtient la forme du premier principe, avec
potentiel gravitationnel

D
Dt

1
2
u
2
+ e+ gz

=  r  F +r  (u ) (1.29)
Les deux formes du premier principe de la thermodynamique que nous avons donnees, sont des
equations particulaires, parce que la densite n'est pas derivee dans le membre de gauche. Il est
souhaitable d'obtenir l'equation pour un volume elementaire xe dans l'espace. La procedure stan-
dard pour achever ceci en mecanique des uides consiste a utiliser la relation veriee par la derivee
materielle d'une quantite scalaire  par unite de volume

D
Dt
=
@
@t
+r  (u) : (1.30)
Cette identite est immediate en utilisant l'equation de continuite. Nous allons appliquer cette pro-
cedure au uide de Boussinesq parfait.
1.3.2

Energie mecanique du uide parfait de Boussinesq
A partir de maintenant, nous reconsiderons le uide stratie dans l'approximation de Boussi-
nesq, mais en un premier temps nous le supposons parfait. Dans l'approximation de Boussinesq,
l'energie cinetique et potentielle par unite de volume s'ecrivent, respectivement
E
k
=
1
2

0
u
2
et P
e
= gz (1.31)
L'equation (1.30) permet d'ecrire le premier principe sous forme de l'equation de conservation
suivante
@
@t
(E
k
+ P
e
) = r  (E
k
+ P
e
+ p)u: (1.32)
Remarquons que le tenseur des contraintes  est isotrope. Le champ de vitesse etant non divergent,
l'energie interne est decouplee de l'energie mecanique.
An de rendre compte de l'etat dynamique du uide, il est utile de disposer d'une expression de
l'energie mecanique associee uniquement au mouvement du uide par rapport a son etat de repos.
L'energie cinetique verie cette propriete, mais l'energie potentielle que nous avons ecrite jusqu'ici
contient une partie associee a la stratication de base du uide : l'energie potentielle de base. La
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decomposition de  selon  = 
0
+ + ~ utilisee dans l'approximation de Boussinesq permet d'ecrire
apres soustraction de l'equation hydrostatique
D
Dt

E
k
+
~
P
e

=  r(~pu) (1.33)
ou on a utilise la non divergence du champ de vitesse et ~p represente les uctuations de pression.
On note
~
P
e
= ~gz (1.34)
l'energie potentielle par unite de volume des uctuations de densite, ~ et ~p est la uctuation de
pression. Cette equation est exacte, mais n'est pas utilisable en pratique, parce que
~
P
e
n'a pas de
signe bien deni et ne caracterise donc pas l'energie potentielle du mouvement. On peut cependant
ecrire une expression de
~
P
e
sous forme d'une serie entiere, soit en fonction du deplacement d'une
particule par rapport a sa position d'equilibre, soit en fonction des uctuations de densite [52].
Toutefois la derivation de cette forme fait appel explicitement a la conservation particulaire de
la masse, ce qui est correct, mais n'est pas bien justie physiquement. On note E
EPD
la forme
de l'energie potentielle en fonction des uctuations de densite. Alors l'energie mecanique verie
l'equation
D
Dt
(E
k
+ E
EPD
) =  r(~pu) (1.35)
En premiere approximation, l'expression de E
EPD
donne l'expression pour l'energie potentielle
associee aux uctuations de densite couramment utilisee dans les simulations numeriques
E
p
  
1
2
g

0
+ (z)
~
2
(1.36)
qui a l'avantage d'e^tre une quantite quadratique et qui caracterise donc bien l'etat du uide par
rapport a son etat au repos.
L'energie potentielle E
EPD
est reliee au concept d'energie potentielle disponible, car elle verie
l'egalite suivante
EPD =
Z
D
d
3
xE
p
(1.37)
EPD signie energie potentielle disponible, c'est a dire l'energie potentielle disponible dynamique-
ment, n'etant pas associee a la stratication statique du uide. A partir de l'energie potentielle
totale P
e
par unite de volume, denie plus haut, on denit l'energie potentielle totale du uide
P
tot
=
Z
gzd (1.38)
L'EPD est la dierence entre P
tot
et l'energie potentielle minimale P
0
tot
, obtenue par un rearrange-
ment adiabatique des particules uides. L'adjectif adiabatique est redondant, puisque nous consi-
derons un uide parfait, mais cette denition de l'EPD est encore vraie pour un uide dissipatif et
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conducteur. L'energie potentielle associee a l'etat minimal est appelee energie potentielle de base.
L'energie potentielle disponible est une quantite integrale, tandis que la quantite E
EPD
est une
quantite dierentielle.
Remarque: Au chapitre 6, nous allons voir que l'EPD a une denition tres naturelle dans le
cadre d'une formulation Hamiltonienne des equations du uide parfait. Dans ce cas, l'EPD est la
partie non cinetique d'une quantite, appelee pseudo-energie.
1.3.3 Energie du uide dissipatif et conducteur de Boussinesq
La situation est plus complexe dans le cas du uide dissipatif et conducteur, parce que la
presence de conduction thermique, modie l'energie potentielle du uide. Il n'est donc pas possible
d'ecrire une forme fermee pour l'energie mecanique. La conduction thermique prend son importance
dans la diusion turbulente de temperature dans le uide entra^nant son melange. L'existence de
ce melange implique que l'EPD soit couplee a l'energie potentielle de base. On ne peut donc pas
non plus ecrire d'equation fermee pour l'energie mecanique disponible, comme c'etait le cas pour
le uide parfait. Par contre, on peut a nouveau chercher a transformer l'equation pour l'energie
potentielle totale particulaire en une equation pour un volume elementaire xe dans l'espace. Ici, on
ne peut pas appliquer la procedure (1.30), parce que la densite verie l'equation de la chaleur. Le
ux d'energie potentielle contient une partie diusive, associee a la conduction thermique. Ajoutons
la relation
gz

@
@t
+ u  r  r
2


= 0 (1.39)
a l'equation (1.28), il vient alors
@
@t
(gz) +r  (gzu) = gw+ gzr
2
: (1.40)
Cette equation qui est celle de l'energie potentielle d'un uide de Boussinesq, constitue le point
de depart (sous forme dierentielle) de l'analyse recente de Winters et al [144] sur le melange
produit en uide stratie. Ce travail a permis de deriver une equation d'evolution pour l'energie
potentielle d'arriere plan, par l'intermediaire d'une methode de tri des particules uides, permet-
tant d'atteindre un etat d'energie potentielle minimale. L'equation d'evolution pour l'EPD est alors
obtenue en retranchant l'equation pour l'energie potentielle de base de l'equation (1.40). Le cha-
pitre 6 presente l'EPD dans un cadre Hamiltonien non canonique et propose la derivation d'une
methode de dynamique modiee permettant de relaxer l'ecoulement d'un uide stratie vers son
etat d'equilibre. Cet etat correspond a un etat d'EPD minimale.
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1.4 Vorticite et vorticite potentielle
1.4.1 L'equation pour la vorticite
On denit la vorticite d'un ecoulement par le rotationnel du champ de vitesse
 = r u: (1.41)
En utilisant l'identite
u  ru =   u+
1
2
rjuj
2
(1.42)
l'equation pour la quantite de mouvement s'ecrit
@u
@t
+   u =  r
 
p
0
+
juj
2
2
!
  
0
e
3
+ r
2
u: (1.43)
L'equation pour la vorticite est obtenue en calculant le rotationnel de (1.43).
@
@t
+r (  u) =  r 
0
e
3
+ r
2
 (1.44)
En appliquant l'identite suivante
r (  u) =  (r  u)  u (r  ) + (u  r)    (  r)u) (1.45)
a l'equation obtenue pour la vorticite et en tenant compte de l'incompressibilite du champ de vitesse,
ainsi que du caractere solenodal du champ de vorticite, on obtient l'equation pour la vorticite dans
l'approximation de Boussinesq sous sa forme usuelle
D
Dt
=   ru+r 
0
e
3
+ r
2
: (1.46)
Les termes du second membre representent, respectivement, l'etirement-basculement de vorticite
par l'ecoulement, le moment barocline et la diusion moleculaire de vorticite par dissipation vis-
queuse [7].
On peut deriver une equation plus generale pour la vorticite a partir des equations du uide
compressible visqueux. Les eets de compressibilite du uide sont masques en normalisant la vorti-
cite par la densite, =. L'equation d'evolution pour = est alors de la forme de l'equation (1.46),
a l'exception du moment barocline, dont la forme est plus generale
1

3
rrp: (1.47)
Le passage a l'approximation de Boussinesq [67],[98] restitue le moment barocline de Boussinesq
r 
0
e
3
, par l'intermediaire de l'equation hydrostatique (1.17).
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1.4.2 Consideration materielle de la vorticite et vorticite potentielle
Les resultats de la section precedente indiquent que la vorticite n'est pas une quantite conservee
par une particule uide (invariant lagrangien). Une consideration materielle de la vorticite permet
tout de me^me de deriver un invariant lagrangien impliquant la vorticite de l'ecoulement. Une
telle approche permet ensuite naturellement d'introduire la vorticite potentielle et de demontrer
le theoreme de Ertel a partir d'un point de vue materiel, du moins autant que l'autorise le point
de vue eulerien de la mecanique des uides. On exprime la variation de n'importe quelle champ
scalaire  par
 = (x  r) : (1.48)
En particulier, la variation du champ de vitesse, u, est
u = (x  r)u: (1.49)
Soit X
i
(t) la position lagrangienne d'une particule uide indexee par i. L'equation du mouvement
du vecteur x = X
2
(t) X
1
(t), representant le deplacement entre deux particules uides au cours
du temps, est obtenu en prenant la derivee materielle
D
Dt
x = u = (x  r)u (1.50)
ou on a utilise l'expression pour u. On peut encore ecrire
x = jxjn
= xn: (1.51)
En divisant (1.50) par le module x, on a
1
x
D
Dt
x = (n  r)u (1.52)
L'equation (1.50) a la me^me forme que l'equation pour la vorticite d'un uide parfait incompressible,
obtenue par annulation du moment barocline et du terme de dissipation visqueuse dans (1.46)
D
Dt
 = (  r)u (1.53)
On appelle lament un element materiel de uide en chaque point duquel le vecteur vorticite est
porte par la tangente au lament. On peut alors introduire une quantite  qui varie le long d'un
lament de telle facon que le deplacement entre deux points du lament x est proportionnel a la
vorticite locale
x = : (1.54)
Par substitution de cette egalite dans (1.50) il vient
D
Dt
() =  (  r)u
= 
D
Dt
 + 
D
Dt
 (1.55)
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ou on utilise l'equation pour la vorticite et d'ou l'on deduit
D
Dt
 = 0: (1.56)
En fonction des modules de l'element materiel et de la vorticite, denis par x = xn

et  = n

,
ou le vecteur unitaire n

denit la direction de la vorticite et de l'element materiel, la fonction de
proportionnalite  s'ecrit
 =
x

(1.57)
ce qui permet de conclure que l'element materiel reste aligne avec le vecteur vorticite au cours du
temps. De plus, le rapport des modules de  et de x est conserve au cours du temps. On dit que
la vorticite est gelee dans le uide.
On peut se demander si une composante seulement de la vorticite verie une propriete de conser-
vation similaire au module de la vorticite. Cette extension du resultat precedent n'est immediate
que pour le uide parfait incompressible. Pour le uide stratie, cela est neanmoins possible et la
quantite conservee est la vorticite potentielle. Dans ce qui suit, nous derivons la vorticite potentielle
d'un point de vue materiel. On considere alors seulement une composante de la vorticite et on de-
rive un resultat similaire au resultat du paragraphe precedent. L'invariant lagrangien que l'on peut
deriver a partir de cette consideration est en fait une vorticite potentielle. La vorticite potentielle
est usuellement presentee dans le contexte d'un uide isentrope, mais rien ne nous empe^che de la
considerer d'abord pour un uide parfait incompressible. Une revue recente sur la vorticite poten-
tielle dans un contexte oceanographique propose une approche similaire a celle oerte ici (Muller
1995 [98]). Une particule uide possede la vorticite
 = n

: (1.58)
Dorenavant, on indexe les quantites relatives a un element materiel, x
n
par n, pour signaler le fait
que x
n
et  ne sont pas forcement alignes. On choisit donc au hasard un element materiel x
n
deni
a partir d'un point du uide. L'element materiel, x
n
, attache a la particule uide, de longueur x
n
et oriente selon la direction n, genere un plan avec . Le vecteur perpendiculaire a n dans ce plan
est note n
?
. Les vecteurs n

, n et n
?
sont unitaires. L'element materiel x
n
subit les deformations
induites par le mouvement de uide au cours du temps et nous nous interessons a la dynamique
de la composante de vorticite selon cette direction. Nous supposons que l'element materiel reste
approximativement droit a tout instant et nous considerons le vecteur n
?
perpendiculaire a tout
moment a n.

Ecrivons la vorticite en decomposition dans le plan
 = 
n
n+ 
?
n
?
(1.59)
On a egalement 
n
=  cos et 
?
=  sin, ainsi que
n

= cosn + sin n
?
(1.60)
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ou  est l'angle entre les vecteurs n et . Dans la representation (1.59) de , les composantes, ainsi
que les vecteurs de base sont des quantites attachees a la particule uide et sont donc des fonctions
de l'espace et du temps.
L'equation du mouvement pour la composante de 
n
selon la direction n est obtenue par
projection de l'equation de la vorticite (1.46) sur n
n 
D
Dt
 = n  (  r)u: (1.61)
Par denition de la composante 
n
=  n on a donc
D
Dt

n
= n  (  r)u+  
D
Dt
n: (1.62)
En separant le premier terme du membre de gauche de l'equation en un terme d'etirement/compression
de vorticite et un terme de basculement de vorticite on a
D
Dt

n
= 
n
n  (n  r)u+ 
?
n  (n
?
 r)u+  
D
Dt
n: (1.63)
On voit ainsi que la composante 
n
de la vorticite selon le vecteur mobile n change par trois eets
distincts. Le premier terme represente la projection sur n, des eets d'etirement ou de compression
de la vorticite en direction de n. Ce terme est naturellement proportionnel a 
n
. Le deuxieme terme
represente la projection sur n des eets du basculement de la partie de la vorticite orientee selon
n
?
. Ce terme est naturellement proportionnel a la composante de vorticite transverse a n, 
?
.
Finalement, le dernier terme represente le changement de 
n
, cause par le mouvement du vecteur
n, induit par le champ de vitesse, par rapport au vecteur vorticite. Ce terme s'ecrit donc comme
la projection de la vorticite sur le taux de changement par unite de temps du vecteur n.
Nous allons montrer, dans ce qui suit, que les eets des deuxieme et troisieme termes se com-
pensent exactement. L'etude materielle de la vorticite de la derniere sous-section, ou on a vu que
le rapport entre le module de la vorticite et le module d'un element materiel etait conserve, motive
l'introduction du vecteur porte par n et de module egale a l'inverse de x
n
= jx
n
j. Nous notons
ce vecteur par le symbole particulier
1
x
n
=
1
x
n
n: (1.64)
Alternativement, on peut denir ce vecteur en exigeant que son produit scalaire avec x
n
soit
constant et egal a 1. Sachant que le vecteur
1
x
n
a les me^mes proprietes directionnelles que x
n
,
mais qu'il doit compenser la variation de x
n
, an de conserver le produit scalaire, on deduit
l'equation du mouvement
D
Dt
1
x
n
=  

1
x
n
 r

u (1.65)
a partir de (1.50).
25
Multiplions alors l'equation (1.62) pour 
n
par 1=x
n
et transformons le second terme du membre
de droite
1
x
n
D
Dt

n
=
1
x
n
 (  r)u +
1
x
n
 
D
Dt
n
=
1
x
n
 (  r)u +  

D
Dt

1
x
n

  n
D
Dt

1
x
n

(1.66)
L'insertion de la relation (1.65) dans l'equation precedente permet d'ecrire
1
x
n
D
Dt

n
=
1
x
n
 (  r)u   

1
x
n
 r

u  
n
D
Dt

1
x
n

(1.67)
La prochaine etape consiste a developper les operateurs
1
x
n
D
Dt

n
=
1
x
n
 (
n
n  r)u+
1
x
n
 (
?
n
?
 r)u
  
n
n 

1
x
n
 r

u  
?
n
?


1
x
n
 r

u  
n
D
Dt
1
x
n
(1.68)
Pour trois vecteurs A, B et C on a la relation suivante
A  [B  (rC)] = B  (A  r)C  A  (B  r)C (1.69)
Applique au second terme du membre de droite de (1.68), cela donne
1
x
n
 (
?
n
?
 ) = 
?
n
?


1
x
n
 r

u 
1
x
n
 (
?
n
?
 r)u (1.70)
Le membre de gauche de cette relation est nul, parce que les trois vecteurs sont dans le me^me plan.
Par consequent, les deuxieme et quatrieme termes de l'equation (1.68) s'annulent. Mais les troisieme
et quatrieme termes s'annulent egalement dans (1.68), parce que l'inverse du module 1=x
n
verie
D
Dt

1
x
n

=  
1
x
2
n
D
Dt
x
n
=  
1
x
n
n  (n  r)u: (1.71)
En multipliant par x
n
, on a aussi
x
n
D
Dt

1
x
n

=  n  (n  r)u: (1.72)
Finalement, il reste de (1.68), apres multiplication par x
n
D
Dt

n
= 
n
n  (n  r)u (1.73)
et on voit que ne subsistent que les eets d'etirement/compression de vorticite dans la composante

n
. En divisant (1.73) par 
n
et en multipliant (1.71) par x et en formant leur somme, on conclut
que l'on a
1

n
D
Dt

n
+ x
n
D
Dt

1
x
n

= 0 (1.74)
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En fait, on pouvait deja conclure (1.74) au stade de (1.67), ou on aurait pu appliquer la relation
(1.69) au premier terme du membre de droite de (1.68), mais nous avons mene la transformation
jusqu'au bout pour isoler la composante 
n
et comprendre son evolution temporelle. Ce resultat,
tres important s'ecrit encore
D
Dt


n
x
n

= 0: (1.75)
L'egalite precedente est equivalente au theoreme de Ertel et possede donc l'interpretation materielle,
que le changement au cours du temps d'une composante de la vorticite, dans une direction denie
par un element materiel, entra^ne le changement de la longueur de l'element materiel au cours du
temps. La quantite 
n
=x
n
peut e^tre interpretee comme une vorticite potentielle, dans la mesure ou
l'etirement ou la compression de l'element materiel, par unite de temps, produit une augmentation
("liberation") ou diminution ("capture") de vorticite.
Jusqu'a present nous avons implicitement conne le raisonnement a une particule uide et en
considerant le vecteur deplacement materiel, nous nous sommes places aussi pres que possible d'un
morceau de uide. Ce point de vue a permis de demontrer une propriete tres generale. Il va de soi
que le champ de deplacement x ou son inverse ne sont pas utiles en pratique, parce que dicile a
denir. Aussi, remplace-t-on le champ deni par l'inverse du deplacement materiel, par le gradient
d'un champ scalaire . En eet, on peut ecrire que
 = x  r: (1.76)
ou on a supprime l'index n, l'ambigute sur la direction de
1
x
n
etant levee par la denition de r.
En eet, l'element materiel est aligne avec r. On a donc encore

x
= jrj : (1.77)
Lorsque le scalaire constitue, de plus, un invariant lagrangien
D
Dt
= 0 (1.78)
on a aussi la conservation de la variation du scalaire 
D
Dt
= 0 (1.79)
et le resultat precedent s'ecrit alors
D
Dt




x

= 0: (1.80)
On a indexe la composante de la vorticite en direction de r par . Ce resultat est le theoreme de
Ertel pour un uide parfait incompressible et s'ecrit en general sous la forme
D
Dt
(  r) = 0: (1.81)
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A ce stade, nous pouvons observer que la prise en compte materielle de la vorticite et en
particulier d'une partie de celle-ci, n'est pas immediate en coordonnees euleriennes. Aussi, avons
nous montre que les eets du basculement de vorticite appara^ssent comme un artefact du point
de vue eulerien. Par contre, la consideration materielle d'une quantite physique en coordonnees
euleriennes, constitue en quelque sorte un point de vue hybride lagrangien-eulerien [112]. Une autre
approche [118], consiste a se placer plus directement en coordonnees lagrangiennes curvilignes, sans
reference aux coordonnees euleriennes (x; y; z). Cependant, l'ecriture des equations du mouvement
sous forme tensorielle est plus compliquee. Trois champs scalaires dierents peuvent par exemple
e^tre utilises comme coordonnees lagrangiennes pour marquer une particule uide. Les vecteurs de
base sont donnes par les gradients de trois champs scalaires. On peut alors montrer que la vorticite
potentielle en une direction r, est la composante de la vorticite selon cette direction. Autrement
dit, le vecteur vorticite, obtenu par la consideration de l'ensemble des trois vorticites potentielles,
est deni par le rotationnel du champ de vitesse exprime dans la base lagrangienne d'une particule
uide [117].
1.4.3 Vorticite potentielle en uide stratie
Lorsque le uide est stratie, mais isentrope, l'equation pour la vorticite contient aussi le vecteur
barocline. Ce terme appara^t comme un terme supplementaire de creation de vorticite qui tend a
modier la composante de la vorticite lui etant colineaire.
Le theoreme de Ertel reste valable, mais seulement pour une direction qui est a tout moment
perpendiculaire au moment barocline. Nous avons mis en evidence que l'equation pour une com-
posante 
n
est independante de la vorticite dans la direction perpendiculaire. Cette propriete n'est
pas immediatement apparente en coordonnees euleriennes, comme le prouve le calcul de la derniere
sous-section.
Dans le cas du uide parfait stratie, la seule facon de denir une direction partout perpendicu-
laire au moment barocline, r e
3
(reecrit ici en termes de la densite totale), est de choisir  = .
On denit alors la vorticite potentielle dans l'approximation de Boussinesq par l'intermediaire d'un
produit scalaire
 =
  r

0
(1.82)
ou 
0
, la densite moyenne, est un facteur de normalisation. Le theoreme de Ertel s'ecrit avec cette
notation
D
Dt
 = 0: (1.83)
Finalement nous ajoutons les eets de dissipation visqueuse et de conduction thermique. Cela
nous permet aussi d'illustrer la derivation du theoreme de Ertel usuelle, a partir des equations de
Navier-Stokes [104]. Il sut de noter que le produit scalaire de la vorticite avec l'equation pour r,
ecrite en termes de la densite totale (et non pas de la densite reduite), verie
 
D
Dt
r =  r (  r)u+ (  r)
D
Dt
 (1.84)
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en consequence directe de l'equation (1.65) (r verie la me^me equation) et de l'egalite vectorielle
(1.69). Par ailleurs, le produit scalaire de l'equation pour la vorticite (1.46) avec r est
r 
D
Dt
 = r (  r)u+ r  r
2
: (1.85)
La somme des deux dernieres relations donne, compte tenu de (1.24), l'equation d'evolution de la
vorticite potentielle dans l'approximation de Boussinesq
D
Dt
 =


0
r  r
2
 +


0
  rr
2
 (1.86)
ou nous avons normalise par 
0
. On conclue que seuls les eets moleculaires sont capable de creer
spontanement de la vorticite potentielle.
1.4.4 Conservation globale de la vorticite potentielle
On peut ecrire le theoreme de Ertel sous forme conservative, a l'instar du bilan d'une quantite
physique transportee par le uide [48]. Cette propriete est, au niveau technique, une consequence
du fait que la divergence d'un rotationnel est nulle. En eet, la vorticite potentielle par unite de
volume verie d'abord la relation

0
 = (r u)  r
= r  (ur) + u  (rr) (1.87)
dont le second terme du membre de droite est nul. Puis on a la relation

0
 =   r
= r  () : (1.88)
Les deux relations constituent des expressions dierentes de la vorticite potentielle sous forme de
la divergence d'un champ de vecteur.
On peut alors ecrire pour la derivee partielle par rapport au temps de la vorticite potentielle
par unite de volume sous la forme (1.88)
@
@t
(
0
) = r 

r
@u
@t
+ 
@
@t

: (1.89)
Le premier terme de la divergence se transforme selon
r 

r
@u
@t

= r 

r


@u
@t

 r
@u
@t

(1.90)
ou le premier terme est la divergence d'un rotationnel, qui est nulle. Donc nous avons
@
@t
(
0
) = r 

@u
@t
r+ 
@
@t

: (1.91)
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L'equation de Navier-Stokes (1.23) peut e^tre mise sous la forme
@u
@t
=    u  r

p

0
+
u
2
2

+


0
g + r
2
u: (1.92)
ou on a utilise l'equation hydrostatique, rp
0
= (
0
+ )g. La pression et la densite gurant dans
l'equation sont donc les quantites totales. Il vient alors pour le membre de droite de (1.91)
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
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 (u  r)+ 
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 
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
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
0
+
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2
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
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

0
g + r
2
u

 r

(1.93)
ou on a aussi utilise la denition de la derivee materielle de . La divergence du produit de deux
vecteurs, A et B verie
r  (AB) = B  (rA) A  (rB) (1.94)
Appliquee au quatrieme terme du membre de droite, on trouve que la divergence d'un produit de
deux gradients est nulle. Appliquee au cinquieme terme, impliquant l'acceleration de ottabilite,
on trouve
r 



0
g  r

= r 

r


0
g

 


0
g  (rr)
= r 

r

0
 g

= 0 (1.95)
On transforme aussi le double produit vectoriel, present dans l'expression de la divergence
 (  u) r = (r u)   (r  )u: (1.96)
La substitution de cette derniere egalite donne nalement
r 


@
@t
+
@u
@t
r

= r 

 
0
u+ 
D
Dt
+ r
2
ur

(1.97)
On ecrit encore cette derniere relation sous la forme plus directe d'une equation de conservation,
equation donnee par Obukhov [101]
@
@t
(
0
)+r  F

= 0 (1.98)
Le vecteur de ux de vorticite potentielle, F

, est donne par
F

= 
0
u  
D
Dt
  r
2
u r: (1.99)
En utilisant la propriete de non divergence du champ de vitesse on a encore
D
Dt
(
0
) =  r N

(1.100)
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ou
N

=  
D
Dt
  r
2
ur: (1.101)
L'equation (1.100) montre que l'equation de la vorticite potentielle d'un uide de Boussinesq dis-
sipatif et conducteur thermique est regie par la divergence d'un champ de vecteurs. La vorticite
potentielle n'est pas conservee materiellement, en accord avec l'extension du theoreme de Ertel a
un uide dissipatif et conducteur, presentee plus haut. La vorticite potentielle contenue a l'interieur
d'un volume ne peut varier au cours du temps, qu'en consequence d'un ux de vorticite potentielle
au travers de la surface entourant le volume. On parle de conservation globale de vorticite poten-
tielle. Par analogie avec le bilan pour une quantite physique volumique transportee par le uide,
on introduit la notion de substance de vorticite potentielle Q, dont 
0
 est la quantite par unite
de volume [48]
2
. Cette substance est transportee a la vitesse F

=
0
. L'integrale sur un volume
D se deplacant a la vitesse F

=
0
 est alors conservee au cours du temps, parce que ce volume
compense exactement le ux de vorticite potentielle au travers des parois
d
dt
Z
D

0
d
3
x = 0: (1.102)
De plus, la composante normale a une surface isopycnale de la vitesse de la substance est identique
a la vitesse normale de la surface. Le produit scalaire de F

sous la forme (1.99) avec le gradient
de densite, qui est relie au vecteur normal a une surface isopycnale par
n = r= jrj (1.103)
s'ecrit
F

 r = 
0
u  r    r
@
@t
  (  r)u  r
=    r
@
@t
: (1.104)
On a nalement par denition du vecteur normal a la surface isopycnale
F

n

0

=  
1
jrj
@
@t
(1.105)
dont le membre de droite est justement la vitesse normale de la surface. On conclut que la substance
ne peut pas traverser une surface isopycnale. Ce resultat constitue le theoreme d'impermeabilite de
la vorticite potentielle [48]. Physiquement, on explique ce resultat par le fait que le ux advectif de
vorticite potentielle au travers d'une surface isopycnale est exactement compense par la composante
normale a une surface isopycnale d'un ux dont la divergence represente le transport diabatique de
vorticite potentielle.
2. La relation entre une quantite physique volumique et la substance de vorticite potentielle n'est qu'une analogie.
Par exemple, la vorticite potentielle a des proprietes dierentes de la masse d'une espece chimique par unite de volume
de uide [49].
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Pour le moment nous quittons les aspects concernant la vorticite potentielle. Mais nous revien-
drons de facon detaillee sur cette quantite dans le cadre des ondes internes deferlantes produisant
de la vorticite potentielle (chapitre 5) et dans le cadre de l'analyse de l'evolution du mouvement
associe au mode de vorticite potentielle (chapitre 6).
1.5 Decomposition des champs d'un ecoulement stratie
Nous avons derive les equations de Navier-Stokes dans l'approximation de Boussinesq (1.23-
1.25) suite a une serie d'approximations, en partant du uide parfait compressible. Il en resulte
que ces equations constituent un systeme avantageux pour l'integration numerique d'un ecoulement
de uide. Cependant le modele de uide decrit par ce systeme reste tres complexe. D'un point de
vue lineaire et selon les conditions aux limites envisagees, le modele admet un grand nombre de
phenomenes physiques dierents, tels que les ondes internes, les ondes interfaciales, les vortex, pour
ne citer que les phenomenes generiques. L'ouvrage de Turner [135] traite l'ensemble des pheno-
menes de petites echelles spatio-temporelles observes dans les uides straties. Lorsque ces echelles
augmentent, on tient compte, en general, de la rotation du uide, parce que la plupart des grandes
masses de uide stratie presentes dans la nature, evoluent dans un milieu en rotation. D'autre
part et d'un point de vue non-lineaire, un uide stratie est soumis a toutes sortes de perturba-
tions et par consequent un ecoulement peut e^tre instable. Un ecoulement stratie, initialement
laminaire, peut transiter vers un ecoulement d'une structure spatio-temporelle tres complexe, par
l'intermediaire d'une suite d'instabilites. En general, on qualie cet etat de turbulent. Mais il est
important de noter que les caracteristiques d'un tel ecoulement ne sont pas determinees a priori et
sont dierentes des caracteristiques d'une turbulence homogene et isotrope.
L'application d'arguments dimensionnels aux equations (1.23-1.25) permet de degager quelques
proprietes generiques des ecoulements straties. Les idees suivantes sont basees essentiellement
sur les travaux de Riley et al 1981 [113] et de Lilly 1983 [78]. Nous allons adimensionner les
equations de depart de trois facons dierentes, an de mettre en evidence trois regimes d'ecoulement
idealises. Un ecoulement physique complexe possede alors un melange des caracteristiques de ces
trois ecoulements. Remarquons aussi que le probleme de decomposition d'un ecoulement est d'une
grande importance et qu'il est considerablement plus avance dans un contexte meteorologique et
oceanographique ou l'on considere soit les equations primitives (equations pour le champ de vitesse
horizontal d'une mince couche de uide), soit des modeles encore plus simples. Rappelons ici a
nouveau les equations du uide stratie dans l'approximation de Boussinesq en negligeant les eets
moleculaires et en separant le mouvement horizontal, u
h
= (u; v), du mouvement vertical, w.
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L'operateur gradient horizontal est indexe par h.
Dv
Dt
+r
h
p
0
= 0 (1.106)
Dw
Dt
+
@p
0
@z
+ 
0
= 0 (1.107)
D
0
Dt
 N
2
w = 0 (1.108)
r
h
 v +
@w
@z
= 0 (1.109)
En presence de stratication, on peut s'interesser a dierents regimes d'ecoulement dont les ca-
racteristiques dependent du comportement de l'echelle de pression dans l'equation (1.107). Si P
0
est l'echelle sur laquelle varie la pression associee a une certaine echelle de longueur presente dans
l'ecoulement (que nous prenons le soin de ne pas denir pour le moment, an de garder un maximum
de generalite), on a l'une des deux possibilites suivantes
P
0

HW
T
si
@p
0
@z
est de l'ordre de l'acceleration verticale
P
0
 H%
0
si
@p
0
@z
est de l'ordre de l'acceleration de ottabilite
Les symboles H , T , W et %
0
, sont l'echelle de longueur verticale, de temps, de vitesse verticale et
de ottabilite, respectivement. An d'obtenir des equations adimensionnelles, il est necessaire de
faire des hypotheses supplementaires.
1.5.1 Adimensionnement isotrope
En un premier temps, on suppose le champ de vitesse et les echelles de longueur isotropes
et on se place dans le cas ou la pression est echelonnee par l'acceleration verticale (ce qui est la
supposition correspondant generalement aux ecoulement en mecanique des uides incompressibles.
De plus, on ne fait pas de restriction particuliere sur l'echelle de temps, ce qui revient a dire que T
est echelonnee par les termes inertiels dans l'equation de Navier-Stokes. En resume, on a
V  W
L  H
T 
H
W
ou L et V sont les echelles horizontales correspondantes. Dans cette approximation les equations
du mouvement horizontale et verticale sont completement equivalentes et on a, par consequent
simplement
P
0
 W
2
:
L'equation thermodynamique appara^t comme une equation de consistance et on a pour l'echelle
des uctuations de ottabilite #
0
#
0
 N
2
L par l'equation (1.108)
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Les echelles satisfont trivialement l'equation de continuite, ce qui est naturel, en vue de l'hypo-
these sur laquelle repose l'echelle de pression. En introduisant le nombre de Froude, un nombre
adimensionnel comparant la frequence de Brunt-Vaisala N avec la frequence caracteristique des
mouvements inertiels T = W=H par
Fr =
W
NH
(1.110)
les equations du mouvement s'ecrivent sous leur forme adimensionnelle en conservant les me^mes
symboles que pour les equations dimensionnelles et en restituant le champ de vitesse tridimensionnel
Du
Dt
+rp
0
=  Fr
?2

0
(1.111)
D
0
Dt
  w = 0 (1.112)
r  u = 0: (1.113)
On observe que lorsque Fr est grand (stratication faible), le terme de ottabilite dans (1.111) peut
e^tre neglige en premiere approximation et les equations obtenues sont les equations de Navier-Stokes
incompressibles en plus d'une equation pour le scalaire passif, 
0
.
1.5.2 Adimensionnement anisotrope
A present on se place dans le cas ou la pression est echelonnee par la ottabilite. On relaxe
egalement la contrainte d'isotropie sur le champ de vitesse et on perd de fait la notion d'isotropi-
sation par le champ de pression, evoquee lors de l'adimensionnement isotrope. Le couplage entre
mouvement horizontal et vertical est moins immediat. Il est encore eectue par la pression, mais on
peut dire que cela se fait par l'intermediaire de la ottabilite. En eet, l'equation thermodynamique
produit
%
0
 N
2
WT:
Soit, en utilisant la loi d'echelle de la pression
P
0
 N
2
WTH:
De me^me l'equation du mouvement horizontal donne une seconde expression pour l'echelle de
pression
P
0

LV
T
:
En egalant les deux expressions pour l'echelle de pression, on a
L  N
2
T
2
H
W
V
:
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On elimine le rapport des echelles de vitesse en utilisant l'equation de continuite
W
V

H
L
(1.114)
et on a nalement
L  NTH:
An de conclure sur la nature de ce mouvement, il faut encore faire une hypothese additionnelle
sur l'echelle de temps.

Echelle de temps non contrainte
On suppose encore que T  H=W et on a alors
L  Fr
?1
H (1.115)
A la limite de Fr tendant vers 0, on constate que le mouvement vertical est nul. Les equations du
mouvement adimensionnees s'ecrivent alors
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(1.116)
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h
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=  Fr
2
@w
@z
: (1.119)
Un mouvement de uide satisfaisant a ces equations est usuellement appele turbulence stratiee,
bien qu'il soit clair par ailleurs, que ces equations admettent aussi des solutions correspondant a des
ecoulements laminaires. Une autre terminologie, visant a identier les structures d'un ecoulement
satisfaisant a (1.116-1.119), nomme ce type de mouvement le mode vortex ou le mode vortical. En
premiere approximation, les equations d'evolution pour ce type de mouvement sont les equations
de Navier-Stokes bidimensionnelles dans un plan horizontal dependant de la coordonnee verticale.
L'equation du mouvement vertical est remplacee par une equation hydrostatique portant sur les
uctuations de ottabilite. On remarque cependant que, me^me a l'ordre le plus bas, le mouvement
peut ne pas e^tre purement bidimensionnel. En eet, on peut voir que le gradient de pression
produit des uctuations de l'acceleration de ottabilite dans l'equation hydrostatique (1.117), qui
a son tour produit un mouvement vertical du uide par l'intermediaire de (1.118). Cette propriete
de la turbulence stratiee pourrait avoir pour consequence de produire un couplage (Fr 6= 0)
avec l'autre type de mouvement, variant sur une echelle de temps rapide, que nous considerons au
prochain paragraphe.
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Echelle de temps rapidement variable
On se place toujours dans le cas ou la pression est dominee par la stratication, mais en nous
interessant aux mouvements ayant lieu sur une echelle de temps rapidement variable
T 
1
N
(1.120)
et on suppose aussi que
L  H: (1.121)
On ne considere donc que les mouvements sur une echelle de temps susamment rapide, pour que
l'echelle verticale s'adapte instantanement a l'echelle de mouvement horizontale. Les equations du
mouvement adimensionnees sont
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h
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h
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= 0: (1.125)
En premiere approximation, ce systeme d'equations admet pour solutions les ondes internes de
gravite lineaires. Une consideration des equations dans un regime de Fr, petit, mais ni, montre
l'existence d'ondes internes non-lineaires comme solutions des equations, avec la possibilite d'in-
teractions spatio-temporelles, non-lineaires entre ondes [106], [107]. En pratique, la plupart de ces
interactions non-lineaires sont selectives et correspondent a des interactions resonantes entre ondes.
Dans le cadre de notre etude bidimensionnelle d'ondes internes, chapitre 4, nous nous sommes in-
teresses aux interactions resonantes entre ondes internes [108],[129] dans l'approximation la plus
simple, qui consiste a ne considerer les interactions entre ondes que par triades. Signalons aussi,
que lorsque Fr devient grand, la denition d'une onde me^me devient ambigue. C'est a ce point
que se dessine la frontiere entre un regime d'ondes et un regime turbulent. Si on peut faire une
analyse de Fourier des champs de l'ecoulement, on peut tenter de caracteriser les ondes comme
des fonctions dont les coecients de Fourier suivent une relation de dispersion bien denie [94]. Le
travail de Lelong et Riley 1991 a etendu la validite des interactions resonantes en incluant le mode
vortex, correspondant dans la limite lineaire au mode de turbulence stratie. Ainsi, il existe des
interactions triadiques entre un mode de turbulence stratie et deux ondes internes ou le mode de
turbulence stratie agit comme le catalyseur de l'interaction [75]. La nature generale des interac-
tions entre ondes et vorticite, ainsi qu'un ecoulement moyen (que nous denissons ulterieurement)
est cependant mal connue. Au chapitre 5 nous presentons quelques resultats numeriques concer-
nant l'evolution des dierentes composantes presentes dans une turbulence stratiee resultant du
deferlement d'ondes internes.
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Nous montrons au prochain paragraphe comment obtenir les deux types de mouvement lorsque
Fr = 0, a partir d'une decomposition algebrique du champ de vitesse.
1.5.3 Decomposition lineaire de Craya-Herring du champ de vitesse
Cette decomposition est une operation mathematique rigoureuse sur le champ de vitesse, ou
plus generalement sur tout champ de vecteur, qui prend une signication physique pour un uide
stratie dans la limite ou Fr = 0. En principe on peut l'aborder, soit par l'espace de Fourier soit par
l'espace physique. Nous l'enoncons a partir de l'espace de Fourier. L'espace de Fourier (chapitre 3)
est muni d'un repere cartesien de vecteurs de base e
k
1
, e
k
2
et e
k
3
, ou e
k
3
est aligne avec la direction
verticale. La condition de non divergence du champ de vitesse s'ecrit dans l'espace de Fourier [76]
k 
^
u
k
= 0 (1.126)
On considere le repere local suivant
i(k) =
k  e
k
3
jkj
; j(k) =
k  i(k)
jkj
; l(k) =
k
jkj
(1.127)
Ce repere n'est pas deni pour les modes de Fourier de vecteur d'onde k = (0; 0; k
z
). Le champ
de vitesse associe a ces modes verticaux represente un ecoulement horizontal, non divergent, qui
varie seulement avec la coordonnee verticale. On montre que ce mouvement doit e^tre considere
separement des modes vortex et onde. Son equation du mouvement dans l'espace physique pour
ces modes est obtenue en moyennant spatialement l'equation du mouvement horizontale sur les
directions horizontales du domaine de calcul [132]. On decompose le champ de vitesse de la facon
suivante
^
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(1.128)
ou u^
v
k
(t) et u^
o
k
(t) sont les composantes du mode de vecteur k, selon i(k) et j(k), tandis que u^
k
(t) et
v^
k
(t) sont les composantes cartesiennes horizontales (selon e
k
1
et e
k
2
) du mode (vertical) de vecteur
k. Remarquons que les composantes u^
v
k
(t) et u^
o
k
(t) sont chacune non divergente (parce que perpen-
diculaires a k) et que l'ecoulement moyen est non divergent horizontalement. On constate egalement
que la composante u^
v
k
(t) represente un mouvement horizontal, parce qu'elle est perpendiculaire a
e
k
3
; cette composante est donc egalement non divergente horizontalement.
Dans l'espace physique, on ecrit la decomposition, apres transformee de Fourier inverse
u = u
v
(t) + u
o
(t) +

U
h
(z) (1.129)
ou

U
h
(z) represente l'ecoulement moyen horizontal. La composante u
v
(t) s'ecrit aussi
u
v
(t) = r  e
3
(1.130)
ou  (x; t) est un champ scalaire, parce qu'elle est non divergente et horizontale.
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La composante u
o
(t) est caracterisee par le fait que sa composante horizontale est irrotationnelle.
En eet, dans l'espace de Fourier chaque mode de cette composante est oriente selon la direction
j = k i. Le rotationnel de chaque mode est oriente selon k j = i, qui est un vecteur horizontal.
La relation j = k  i permet aussi de dire que la composante u
o
(t) est le rotationnel d'un
vecteur dont la transformee de Fourier est orientee selon i, soit
u
o
(t) = r (r e
3
) (1.131)
En denitive, on retient la decomposition de Craya-Herring dans l'espace physique
u = r  e
3
u
v
(t)
+ r (r e
3
)
u
o
(t)
+

U
h
(z) (1.132)
ou on a indique les composantes sous les termes de la decomposition.
Riley et al [113] ont montre que les equations du mouvement dans l'espace de Fourier auxquelles
obeissent les composantes u
v
k
(t) et u
o
k
(t) sont justement les transformees de Fourier des equations
(1.116-1.119), pour la turbulence stratiee et des equations (1.122-1.125), pour les ondes internes
de gravite lineaires, dans la limite ou Fr = 0. Alternativement, on peut reformuler les equations
de Navier-Stokes dans l'espace physique en terme des variables 
z
= r
2
h
 (vorticite verticale),
w =  r
2
h
 (vitesse verticale) et

U
h
(z) [132] et conclure sur la nature des mouvements pour Fr
innitesimal.
1.5.4 Remarques sur le probleme de decomposition
Nous avons mis en evidence l'existence de composantes du mouvement ayant des proprietes dif-
ferentes. La decomposition est diagnostique et son importance peut e^tre comprise gra^ce au nouvel
ordre qu'elle etablit entre les composantes du mouvement. De plus, on sait que les ecoulements
straties turbulents, initialement forces de facon tridimensionnelle, subissent un changement de
regime radical (au bout d'un temps de l'ordre de la frequence de Brunt-Vaisala), suite a l'eondre-
ment vertical de l'ecoulement. Le regime suivant est caracterise par une petite valeur du nombre de
Froude et possede une structure quasi-horizontale compatible avec les equations pour la turbulence
stratiee (1.116-1.119). Nous avons egalement vu que la decomposition de Craya-Herring n'a de
sens physique que pour Fr = 0. Des eorts visant a generaliser la decomposition a des nombres de
Fr nis ont ete faits [126], [98], mais nous ne traitons la question qu'au chapitre 6.
L'etude des interactions entre dierentes composantes de l'ecoulement pose le probleme de
la decomposition pronostique. Il s'agit de la decomposition qui saurait prevoir l'evolution d'une
composante isolee du mouvement. Ce probleme est d'une importance considerable et son traitement
est bien plus avance dans un contexte meteorologique [90], [91] et oceanographique [98], ou l'on
considere les equations primitives (equations pour le champ de vitesse horizontal d'une mince couche
de uide), ou bien des modeles plus simples, en presence de rotation rapide. Le modele pronostique
le plus simple et le plus connu est le modele de prediction quasi-geostrophique. En principe, toutes
les approches analytiques envisagees s'appliquent a des cas ou la non-linearite est faible [90].
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Dans ce contexte, le cas des equations de Navier-Stokes dans l'approximation de Boussinesq, mo-
dele complexe tridimensionnel avec stratication continue, appara^t comme marginal. Nous n'abor-
derons pas le probleme de la decomposition pronostique, dont l'utilite pour la conguration etudiee
n'est pas certaine. A notre connaissance, les seuls travaux abordant le probleme pronostique pour
les equations primitives (approchant les equations de Navier-Stokes en complexite) sont les tra-
vaux de [137] et [138]. Les auteurs abordent le probleme pronostique par le developpement de
schemas asymptotiques d'inversion de vorticite potentielle, la aussi pour des regimes faiblement
non-lineaires, autrement dit, fortement straties et en rotation rapide.
1.5.5 Remarques
Pour conclure cette section, nous constatons que dans un regime ou Fr tend vers zero, la
partie onde d'un ecoulement, (u
o
(t)) est caracterisee par un vecteur vorticite horizontal, tandis
que la partie vorticale (turbulence stratiee) est caracterisee par la non divergence horizontale du
champ de vitesse u
v
(t). Enn, l'ecoulement moyen, qui est souvent oublie dans l'application de
la decomposition de Craya-Herring, satisfait a deux proprietes : sa vorticite est verticale et il est
non divergent horizontalement. C'est la raison pour laquelle l'ecoulement moyen n'est pas obtenu
naturellement comme composante du mouvement suite a l'analyse dimensionnelle eectuee sur les
equations de Navier-Stokes. Enn rappelons que les dierents types de mouvements sont couples,
notamment pour des nombres de Froude non nuls. En plus des interactions resonantes entre ondes
et mode vortex, on pense notamment que le mouvement associe a la turbulence stratiee peut
rayonner des ondes internes.
1.6 Les solutions lineaires des equations
La version linearisee des equations (1.23-1.23) admet des solutions elementaires en ondes mo-
nochromatiques, planes dans un milieu illimite spatialement. La relation de dispersion admet aussi
comme racine la pulsation ! = 0 et les modes de mouvements correspondants constituent le mode
vortex lineaire. Le mode vortex ainsi obtenu est horizontal et a divergence nulle avec une dependance
en z, la direction verticale, en accord avec les conclusions de la decomposition de Craya-Herring. Se-
lon les travaux de Lombard et Riley 1996 [80], on exprime ces solutions en fonction d'un parametre
d'amplitude a, contrairement a l'expression traditionnelle en fonction de l'amplitude verticale du
champ vitesse [40]
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L'amplitude de la vitesse verticale d'une onde, w
0
est reliee a l'amplitude par
w
0
=
!
k
z
a: (1.137)
La relation de dispersion lineaire des ondes internes est anisotrope. Pour le cas de la stratication
lineaire et dans l'approximation de Boussinesq elle s'ecrit
!
2
(k) = N
2
k
2
x
+ k
2
y
k
2
x
+ k
2
y
+ k
2
z
= N
2
cos
2
 (1.138)
ou  est l'angle que fait le vecteur d'onde avec l'horizontale. On voit que la frequence ne depend
que de l'angle d'inclinaison du vecteur d'onde et pas de la longueur d'onde.
La vitesse de groupe c
g
possede une forme concise en coordonnees cylindriques et est donnee
par
c
g
= r
k
!(k)
= N
k  (e
r
 k)
k
3
(1.139)
ou e
r
est le vecteur unitaire radial et k le module du vecteur d'onde. Par consequent, on a c
g
k = 0
qui met encore en evidence le caractere anisotrope des ondes internes.
Enn, la relation de non divergence du champ de vitesse permet de conclure que les ondes
internes sont transversales
k u = 0 (1.140)
1.7 Conclusion
Dans ce chapitre nous avons introduit le modele de uide stratie dans l'approximation de
Boussinesq. Nous avons rappele comment se situe ce modele par rapport au modele de uide
parfait compressible et nous avons expose les lois de conservation du uide stratie. Une consi-
deration materielle de la vorticite nous a permis d'introduire la vorticite potentielle. La vorticite
potentielle possede des proprietes de conservation materielle et globale. La conservation globale de
vorticite potentielle est encore valable pour un uide conducteur thermique et visqueux. Ensuite
nous avons considere dierents adimensionnements pour les equations du uide stratie. On met
ainsi en evidence l'existence de deux composantes d'un ecoulement stratie, la partie onde et la
partie turbulence stratiee. La decomposition de Craya-Herring, physiquement signicative pour
un nombre de Froude nul, permet de decomposer le mouvement en ondes lineaires et mode vortex
lineaire, mais motive aussi l'introduction d'une troisieme composante, l'ecoulement moyen. Fina-
lement nous avons rappele quelques proprietes des solutions des equations de Navier-Stokes dans
l'approximation de Boussinesq linearisees.
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Chapitre 2
Elements de bibliographie
2.1 Introduction
Dans ce court chapitre, nous passons en revue la litterature dont nous avons connaissance et
dont l'existence est pertinente dans le cadre de l'etude presentee dans ce manuscrit. Au cours de
nos etudes numeriques, nous avons aborde dierent aspects des ecoulements straties, que l'on
peut tenter de classer par dierents themes dans la litterature. En premier lieu nous distinguons
les aspects mecaniques et les aspects statistiques des ondes internes de gravite. Par aspects meca-
niques, nous entendons l'approche deterministe permettant d'etudier les processus physiques varies
impliques dans la dynamique des ondes, tels que les interactions ondes-ondes, ondes-vortex ou
ondes-ecoulement moyen. Toutefois, les aspects statistiques concernent pluto^t les proprietes statis-
tiques d'ecoulements straties complexes, contenant des ensembles d'ondes internes, mais aussi des
regimes d'ecoulements non ondulatoires turbulents, comme nous l'avons vu precedemment.
Remarquons que la methode de dynamique modiee decrite au chapitre 6, est basee sur une
approche Hamiltonienne des equations du mouvement d'un uide parfait stratie. La dynamique
Hamiltonienne des uides a connu un nouvel essor depuis les annees 80, apres la popularisation
d'une approche Hamiltonienne (mecanique de Poisson) plus generale que l'approche originale, basee
sur le principe de la moindre action. Aujourd'hui, cette approche est bien ancree en dynamique des
uides geophysiques theorique. Nous presentons ce sujet au chapitre 6.
2.2 Articles de revue sur les ondes internes de gravite
Les ondes internes de gravite apparaissent d'une part comme un probleme de mecanique des
uides fondamentale et d'autre part comme des objets ayant une importance quasiment universelle
dans les ecoulements geophysiques straties. Une revue ancienne portant sur les aspects fondamen-
taux est celle de Tolstoy 1963 [133]. Les ondes internes oceaniques sont decrites dans les revues
de Garrett et Munk 1979 [39] ou de Munk 1981 [100] pour les aspects lineaires, de Muller et al
1986 [99] pour les aspects faiblement non-lineaires et aussi en partie dans Muller 1995 [98] pour des
travaux plus recents. Des revues plus anciennes et plus speciques sont indiquees dans l'article de
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Muller 1986. L'atmosphere en tant que milieu stratie admet egalement des ondes internes, appe-
lees generalement dans ce contexte, des ondes de gravite. Deux revues par Fritts [34], [35] decrivent
l'etat de l'art atteint dans les annees 80. Une revue plus recente est celle de Wurtele 1996 [146] qui
se concentre plus particulierement sur les ondes atmospheriques topographiques.
2.3 Experiences en laboratoire
Les ondes internes de gravite ont ete etudiees en laboratoires dans plusieurs congurations. Une
des premieres observations du caractere anisotrope des ondes internes est l'etude de Mowbray et
Rarity [97]. Ces experiences ont montre un bon accord avec la theorie lineaire des ondes internes.
Les etudes de la dynamique propre d'une onde interne (approche deterministe) sont eectuees sur
une plus grande echelle spatiale que dans l'experience de Mowbray et Rarity. En laboratoire, on
peut produire des ondes stationnaires dans des cuves fermees par diverses sources d'excitation.
Une serie d'experiences menees au debut des annees soixante dix, ont montre l'instabilite d'ondes
internes dans dierentes conguration stationnaires, ondes internes interfaciales [24], ondes station-
naires excitees par un batteur [86],[87], ondes stationnaires excitees par instabilite parametrique
[89], ondes stationnaires dans la direction verticale [84]. Ainsi, un champ d'ondes internes est, en
general, instable et peut dans certaines conditions transiter vers un etat de perte de coherence
spatio-temporelle, que l'on qualie communement de deferlement du champ d'onde. Ce type de
deferlement est a distinguer du deferlement associe a une onde hydrodynamique de surface, ou le
reel deferlement est associe a une croissance de l'amplitude de l'onde au cours du temps. De plus,
dans le cas des ondes surfaciques, l'acceleration des particules de uide est de l'ordre de la constante
gravitationnelle. Ceci n'est pas valable pour les ondes internes et et on ne peut donc pas en general
faire d'analogies entre ondes internes et ondes surfaciques. Les etudes sur des ondes internes de
faible amplitude ont permis de developper et de valider une theorie faiblement non-lineaire dont
l'objet est de decrire les interactions entre ondes internes. Dans un regime faiblement non-lineaire,
equivalent a un petit nombre de Froude, Fr, les interactions entre ondes sont essentiellement re-
sonantes. Dans ce cas, les parametres des ondes en interaction, leurs frequence et vecteur d'onde
(!(k;k)), sont relies par des conditions de resonance. Ainsi, la somme des vecteurs d'ondes et
la somme des frequences, respectivement, des ondes en interaction sont nulles. On imagine donc
les interactions entre ondes comme le forcage d'une onde par toutes les autres. Au premier ordre
en Fr, les termes quadratiques dans les equations du mouvement couplent les ondes internes par
triades. De plus les triades sont dependantes les unes des autres, parce qu'une onde peut e^tre asso-
ciee a plusieurs triades. Toutes les etudes de laboratoire mentionnees ont pu valider la theorie des
interactions resonantes. En particulier, une conguration dans laquelle une onde de faible ampli-
tude possede initialement l'essentiel de l'energie, est instable et peut deferler dans le sens explique
plus haut. Le travail theorique de Hasselmann [47] a montre qu'une onde interne est instable vis
a vis d'ondes internes secondaires de frequence plus basse. L'experience de McEwan et Robinson
1975 [89] a montre le caractere parametrique de l'instabilite d'une onde interne stationnaire. Cette
42
instabilite est souvent appelee instabilite parametrique sous-harmonique pour les ondes internes.
Elle represente une classe importante d'interactions resonantes entre ondes internes. L'instbailite
parametrique est realisee lorsque la frequence des modes instables d'une triade est egale a la moitie
de la frequence de l'onde primaire. Ce type d'instabilite est fondamental pour l'etude numerique
de Bouruet-Aubertot et al 1995 [12] et pour l'experience de Benielli et Sommeria 1996 [9]. Ces
travaux portent uniquement sur des ondes stationnaires, mais l'instabilite parametrique est aussi
d'une importance capitale pour nos etudes numeriques bi-, et tridimensionnelles (chapitres 4 et 5.
Il faut noter que la dynamique d'ondes internes stationnaires considerees en laboratoire, dont les
longueurs d'onde sont de l'ordre du dispositif d'etude, est severement contrainte par la geometrie
du dispositif. Les echelles auxquelles se font eectivement les interactions resonantes lors de l'insta-
bilite de l'onde sont de taille intermediaire (pour cause de la viscosite, qui agit plus fortement sur
les petites echelles) et sont aectees par la contrainte geometrique. Il n'en est pas de me^me pour
les ondes propagatrices dans un milieu illimite, mais qui sont diciles a produire en laboratoire.
Les ondes propagatrices peuvent par contre e^tre testees numeriquement jusque dans le domaine
fortement non-lineaire.
Dans les experiences de McEwan [86], certaines congurations d'ondes produisent ce que nous
avons appele le deferlement, tandis que d'autres semblent e^tre regies par des regimes dynamiques
periodiques en accord avec les solutions periodiques des equations veriees par les ondes resonantes
[23]. Le deferlement est observe pour des ondes de plus forte amplitude, ou la theorie faiblement non-
lineaire n'est plus valable. Le deferlement d'un champ d'onde et le regime d'ecoulement resultant,
produisent des changements irreversibles dans le uide par l'intermediaire de processus de petites
echelles. Le regime qui suit le deferlement possede une grande complexite spatio-temporelle de sorte
qu'il peut e^tre qualie de turbulent. Ce type de turbulence possede toutefois des proprietes tres
marquees par la stratication. Ces ecoulements, qu'ils soient produits par deferlement d'ondes ou
par d'autres mecanismes sont en general abordes par des outils statistiques et nous parlons des
travaux anterieurs les concernant plus tard.
2.4 Instabilite lineaire d'une onde interne
Une onde interne lineaire, plane et monochromatique est une solution exacte des equations de
Navier-Stokes dans l'approximation de Boussinesq, mais elle est instable a de petites perturbations
[93]. Le probleme de stabilite lineaire est un probleme complexe et a ete etudie en plusieurs etapes.
Les deux premiers travaux de Mied 1976 [93] et Drazin 1977 [25] concernent la stabilite lineaire
d'une onde bidimensionnelle. Mied utilise un systeme de coordonnees en translation a la vitesse de
phase de l'onde interne (primaire) ou l'axe z est aligne avec le vecteur d'onde de l'onde primaire et
montre en utilisant la theorie de Floquet, qu'une onde d'amplitude nie est instable a de petites
perturbations. De plus, pour une onde d'amplitude innitesimale, on peut etablir l'equivalence
entre les modes instables et la theorie des interactions resonantes. Les conclusions de Drazin sont
similaires, mais il utilise un formalisme dierent qui n'a pas ete poursuivi. Klostermeyer ameliore la
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methode de Mied [61], introduit la viscosite dans le probleme [62] et traite egalement le probleme
tridimensionnel [63]. Premierement, Klostermeyer conclut que l'inuence du nombre de Reynolds
est importante pour les modes les plus instables. En eet, l'onde est instable a des perturbations
d'echelle arbitrairement petite pour un nombre de Reynolds grand. Il n'en est pas de me^me pour un
ecoulement a petit nombre de Reynolds, comme une simulation numerique directe, par exemple, ou
l'instabilite a lieu sur une echelle spatiale comparable a l'echelle de l'onde primaire. Deuxiemement,
il conclut que lorsque l'onde primaire est statiquement instable (a > 1 dans (1.137), les modes
d'instabilite les plus amplies sont tridimensionnels.
Recemment, Lombard et Riley 1996 [80] ont resolu le probleme plus systematiquement. En plus
des modes instables, ils examinent egalement l'energetique du probleme pour des amplitudes et des
angles de l'onde primaire variables en general pour Re = 10
6
, mais aussi pour des nombres de Rey-
nolds plus faibles. Cela permet de tester les resultats avec des simulations numeriques, directes dont
les nombres de Reynolds sont relativement petits. Bien que n'echantillonnant qu'une petite partie
de l'espace des parametres du probleme (a; ; Pr; Re), ce travail met en evidence la complexite de la
dynamique d'une simple onde interne monochromatique. L'algorithme de solution de Lombard et
Riley suppose que la periodicite des modes instables en direction de propagation de l'onde primaire
est identique a la periodicite de l'onde primaire. Les resultats sont donnes en fonction des nombres
d'onde  et  des modes instables dans le systeme propose par Mied. Le plan genere par  et 
est le plan perpendiculaire au vecteur d'onde primaire. En particulier, le plan  = 0 denit le plan
vertical bidimensionnel de l'onde primaire. L'instabilite se situe dans trois regions du plan genere
par  et . Dans chacune des regions, les modes sont regis par une dynamique propre. L'instabilite
est gouvernee par plusieurs types de transferts, la production d'energie cinetique uctuante par le
cisaillement de l'onde primaire, la production d'energie potentielle uctuante par le gradient de den-
site du a l'onde primaire et le ux de chaleur marquant l'echange entre energie cinetique uctuante
et energie potentielle uctuante. Chacun des termes enumeres est a priori de signe quelconque.
L'etude de Lombard et Riley mene a la conclusion qu'aucune transition marquee de la structure
de l'instabilite n'a lieu lorsqu'on franchit l'amplitude critique a = 1. Par consequent l'instabilite
n'est pas caracterisee par la nature de la stabilite statique de l'onde primaire. On classie alors
la nature de l'instabilite pluto^t selon son forcage, par les mecanismes de forcage que nous avons
illustres un peu plus haut. En eet, il semble que l'instabilite ait tendance a e^tre gouvernee pluto^t
par la production d'energie potentielle uctuante pour des amplitudes grandes de l'onde primaire.
2.5 Interactions resonantes entre ondes faiblement non-lineaires
Lorsque nous avons presente les etudes menees en laboratoire sur les ondes internes, nous avons
decrit l'essence de la theorie des interactions resonantes. Il s'agit d'une theorie faiblement non-
lineaire [10], [15], [23], qui a recu de solides conrmations experimentales, non seulement pour les
ondes internes, mais pour les ondes hydrodynamiques en general, ainsi que dans d'autres domaines
de la physique, comme par exemple l'optique non-lineaire [142]. Les interactions resonantes sont en-
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core beaucoup etudiees experimentalement et theoriquement. Ainsi, on s'interesse aux interactions
du premier ordre entre dierentes triades ou bien aux interactions d'ordre plus eleve. En principe la
dynamique de l'enveloppe d'un paquet d'ondes ayant un spectre de Fourier etroit, dont les compo-
santes interagissent non-lineairement, est peut e^tre modelisee a l'aide d'une equation d'amplitude
non-lineaire. Phillips 1981 [107] montre, par exemple, que les interactions resonantes d'un paquet
d'ondes hydrodynamiques de surface faiblement non-lineaires sont equivalentes a la consideration
d'une equation de Schrodinger non-lineaire.
Cependant, lorsque les ondes mises en jeu dans les interactions non-lineaires ont des amplitudes,
frequences et vecteurs d'ondes tres dierents, l'approximation de faible non-linearite n'est plus
veriee. Dans le cas detudie ici, on s'interesse a la destabilisation d'une onde interne de grande
echelle par des transferts d'energies vers des ondes de petite echelle. Les vitesses de phase et de
groupe des ondes de petite echelle peuvent alors e^tre de l'ordre de la vitesse d'une particule uide
associee aux ondes de grande echelle [107]. Retenons que le rapport entre la vitesse de groupe des
petites ondes sur la vitesse maximale d'une particule uide denit le parametre de non-linearite du
systeme d'ondes [71]. Lorsque celui-ci est grand, la limite de validite de la theorie des interactions
resonantes est atteinte.
2.6

Etudes statistiques
La dynamique d'un ensemble d'ondes internes est d'un grand intere^t en dynamique des uides
geophysiques. D'un point de vue des processus dynamiques, la situation devient rapidement inextri-
cable, lorsqu'on s'interesse a un grand nombre d'ondes. L'approche deterministe exposee jusqu'ici
doit alors e^tre abandonnee en faveur d'une approche statistique.
En oceanographie, le modele de Garrett et Munk 1979 [39] modelise remarquablement les re-
sultats des spectres d'energie d'ondes internes mesures in situ, loin des sources et des puits d'ondes
internes. Le spectre de Garrett et Munk donne de bons resultats, bien qu'il s'agisse d'un modele
lineaire. Toutefois, ce modele ne tient pas compte des autres composantes pouvant exister dans un
ecoulement stratie : le mode vortex et l'ecoulement moyen. De plus il ne modelise pas les inter-
actions non-lineaires entre les ondes, mais aussi entre les ondes et le mode vortex ou l'ecoulement
moyen (Muller et al 1986 [99]). La consideration d'eets non-lineaires dans le spectre d'energie d'un
ensemble d'ondes internes est possible gra^ce a la theorie des interactions resonantes. Hasselmann a
developpe une theorie de la turbulence faible [44], [45], pour des ondes hydrodynamiques de surface.
Cette theorie a ete generalisee a d'autres systemes d'ondes [46], [47]. Pour les ondes internes une
equation d'evolution pour le spectre de d'energie d'un systeme d'ondes a ete derivee et integree
dans des conditions variees dans les travaux [102], [85] et [109].
Lorsque l'on considere des ondes de grande amplitude, la limite de forte non-linearite est atteinte.
Dans ce cas la modelisation theorique des spectres d'energie devient impossible. La relevance des
theories spectrales basees sur l'approche de la theorie des interactions resonantes a la modelisation
des ondes internes oceaniques a recu de vives critiques de la part de Holloway 1980, 1982 [53],
45
[54]. Holloway montre en eet que l'essentiel des ondes internes oceaniques ont des amplitudes trop
importantes, de quelques ordres de grandeurs, pour constituer des ondes faiblement non-lineaires.
Le travail de Holloway [55], [56], [57] a aussi montre que le spectre de Garrett et Munk ne rend pas
compte de la porte des ondes internes et qu'il doit exister un regime dynamique, d'une part dierent
d'un regime ondulatoire lineaire ou quasi-lineaire et d'autre part dierent d'un regime proche de
celui de la turbulence homogene isotrope, non aectee par la stratication du probleme. Ce regime
s'appelle turbulence d'ondes et la stratication y est a priori importante. Toutefois, remarquons
que l'appellation turbulence d'onde ne denit pas exactement le type decoulement considere. En
eet, on ne sait pas modeliser les ecoulements pour lesquels les eets non-lineaires inertiels sont
de la me^me importance que les eets dus a la stratication. En general, une turbulence d'ondes
internes est caracterise par une zone intertielle appelee la "buoyancy subrange", dont le spectre
vertical d'energie cinetique (potentielle) varie selon une loi de puissance N
2
k
?
3
z
, ou N est la
frequence de Brunt-Vaisala et k
z
le nombre d'onde vertical. De tels spectres ont ete observes dans
la nature, mais aussi dans des experiences numeriques. Plusieurs theories basees sur des arguments
dimensionnels ont ete proposees pour rendre compte de ces caracteristiques [81], [105], [141], [56].
Ces theories dierent notamment par l'aspect fondamental de l'importance dynamique accordee
au ux de chaleur dans la zone inertielle. Le theorie de Lumley 1964 [81] repose sur une evolution
a la Kolmogorov, mais tient compte des possibles fuites d'energie cinetique par conversion en
energie potentielle gra^ce au ux de chaleur. En consequence l'energie, potentielle devrait e^tre tres
importante a petite echelle et conduire a un taux de dissipation tres grand, ce qui n'est pas vrai.
Weinstock [141] a suppose qu'un ux inverse d'energie potentielle se produirait, des petites vers les
grandes echelles. Cette conjecture a ete testee par Sidi et Dalaudier 1989 [125], mais les resultats
en faveur de la theorie de Weinstock sont peu convaincants. Une autre approche, proposee par
Holloway [56], suppose que le ux de chaleur joue un ro^le insigniant le long de la zone inertielle et
cette conjecture a ete conrmee par les experiences numeriques bidimensionnelles d'ondes internes
stationnaires deferlantes de Bouruet-Aubretot et al 1996 [13].
2.7 Les simulations numeriques
Le travail recent de Lombard et Riley [80] sur le probleme de stabilite lineaire d'une onde in-
terne, ainsi que celui de ses predecesseurs et la synthese generale faite par Phillips 1981 [107] sur
la dynamique faiblement non-lineaire d'ondes et les interactions resonantes entre ondes montrent
que l'instabilite et le deferlement d'une onde interne sont des phenomenes complexes, dont la
comprehension demande encore beaucoup d'etudes. Les experiences de laboratoire menees sur le
sujet, n'ont pas permis d'expliciter les processus physiques mis en jeu dans l'instabilite d'un champ
d'ondes. En eet, ces experiences ne permettent pas de mesurer des quantites physiques de facon
susamment detaillee. Les etudes numeriques recentes ou en cours, pourraient donner une nou-
velle impulsion a l'etude theorique des processus non-lineaires d'instabilite, car elles permettent de
conna^tre des quantites physiques auxquelles on n'a pas ou dicilement acces experimentalement.
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En particulier il est aujourd'hui possible d'eectuer des etudes numeriques portant sur des proces-
sus de mecanique des uides ayant lieu sur des echelles spatio-temporelles trop petites pour e^tre
observes experimentalement.
La plupart des etudes numeriques existantes en milieu stratie portent exclusivement d'ecou-
lements complexes et sont destinees a tester des propriete statistiques des ecoulements. Holloway
a considere a plusieurs reprises [120], [111], soit des ensembles d'ondes internes forcees statistique-
ment aux grandes echelles spatiales d'une conguration donnee, soit des ecoulements turbulents
straties plus vigoureux. Il s'est interesse a la transition et a la limite entre une turbulence d'ondes
et une turbulence stratiee. Nous avons deja expose l'adimensionnement des equations du mou-
vement propose par Riley et al 1981 [113] et la decomposition associee au champ de vitesse. Les
deux etudes de Herring et Metais 1989 [92], [51] font appel a cette decomposition pour analyser
les resultats de simulations numeriques d'ecoulements straties. On peut noter cependant que ces
deux travaux utilisent une forme simpliee de la decomposition de Craya-Herring, puisqu'aucun
diagnostique de l'ecoulement moyen n'est eectue.
Par rapport a ces travaux, les etudes numeriques ayant des conditions initiales "deterministes"
plus simples, comme par exemple une onde simple que nous considerons dans ce manuscrit, sont
plus recentes, parce que les ressources de calcul mises en jeu dans ces simulations sont plus impor-
tantes.. En deux dimensions d'espace, Bouruet-Aubertot et al [12] ont pu etudier le deferlement
d'une onde interne stationnaire. Les etudes numeriques d'ondes en trois dimensions d'espace sont
encore plus recentes. Andreassen et al 1994 [4], [38], [60] ont etudie la dynamique d'une onde de
gravite dans une atmosphere compressible stratiee en presence d'un cisaillement vertical en deux
et trois dimensions d'espace. Ils mettent en evidence une transition nette de l'instabilite d'un regime
bidimensionnel vers un regime tridimensionnel dans la direction transverse de l'onde, initialement
bidimensionnelle (dans un plan vertical). Une telle transition a ete observee egalement par Caul-
eld et Peltier 1994 [21] dans la tridimensionalisation d'une couche de melange et par Afanasyev et
Peltier 1998 [2] dans une experience numerique similaire a celle de Andreassen. Dans une seconde
serie d'articles Andreassen et al 1998 [3], [36], ont explore la dynamique de la vorticite creee par le
deferlement de l'onde. Le mecanisme d'instabilite contient des analogies avec le deferlement d'une
onde interne de gravite considere au chapitre 5. Mais la presence de l'ecoulement cisaille de base
modie neanmoins profondement la dynamique du deferlement, par rapport a notre cas d'une onde
interne se propageant dans un milieu au repos. De plus, le cisaillement a aussi le ro^le pratique dans
ces simulations. Le code de resolution n'etant pas periodique dans la direction verticale, le cisaille-
ment assure ainsi que le deferlement de l'onde ait lieu dans le domaine de calcul. En eet, l'onde
deferle alors proche de son niveau critique. Le deferlement d'une onde interne approchant un niveau
critique a egalement ete etudie par Winters et Riley 1992 [145] et Winters et D'Asaro 1994 [143].
Enn, notons une etude recente de Lelong et Dunkerton [73], [74], qui concerne l'instabilite et le
deferlement d'une onde interne d'inertio-gravite dans la limite de petites et grandes amplitudes. Il
faut remarquer que la presence de rotation modie la dynamique du deferlement considerablement.
Ainsi, la force de Coriolis produit un cisaillement supplementaire au sein de l'onde. La dynamique
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de l'ecoulement est alors reellement tridimensionnelle, me^me au stade de de l'instabilite lineaire de
l'onde priamire.
2.8 Ondes nonlineaires dispersives
D'un point de vue uniquement deterministe, il est important de mentionner les travaux eectues
sur les ondes non-lineaires dispersives en general. Cette approche consiste a etendre et a formaliser
le concept d'onde lineaire rencontre partout en physique. La plupart des aspects concernant les
ondes dispersives non-lineaires en hydrodynamique sont decrit dans les monographies [142], [71],
[77], [23]. Historiquement, une partie des techniques analytiques ont d'abord ete developpees pour
les ondes hydrodynamiques de surface, puis elles ont ete appliquees au cas des ondes internes de
gravite.
Lorsque la phase des ondes varie beaucoup plus rapidement que les inhomogeneites du milieu,
on peut appliquer une theorie WKB, et decrire la dynamique d'un train d'onde par une relation de
dispersion et une equation dynamique pour l'energie de l'onde. La theorie des ondes lineaires ou non-
lineaires [142] dispersives generalise ces notions et montre que la quantite dynamique a considerer est
l'action du train d'ondes, pluto^t que l'energie. De facon generale, l'equation dynamique pour l'action
est l'equation d'Euler-Lagrange derivant du Lagrangien pour le champ d'onde par l'application d'un
principe variationnel moyenne sur la phase de l'onde. L'equation pour l'action couple le champ
d'onde a l'ecoulement moyen. Le separation des echelles de temps de la phase et de l'action, permet
d'interpreter l'action de l'onde comme un invariant adiabatique, notion familiere de mecanique
analytique [69]. On montre notamment qu'un champ d'onde exerce une pression de radiation (qui
est egale a une contrainte) sur l'ecoulement moyen [16], ce qui peut produire des variations dans
l'ecoulement moyen. Les interactions entre ondes et ecoulement moyen sont un domaine tres vaste,
comme en temoigne la monographie de Craik [23]. Une revue illustrant les interactions entre ondes
et ecoulement moyen d'un uide stratie est celle de Grimshaw 1984 [43].
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Chapitre 3
Programmation d'une methode de
resolution pseudo-spectrale pour
un environnement parallele a memoire
distribuee
3.1 Introduction
Dans ce chapitre, nous presentons la methode numerique pseudo-spectrale utilisee pour integrer
les equations de Navier-Stokes dans l'approximation de Boussinesq, ainsi que son implementation
sur une machine parallele a memoire distribuee.
Les methodes de resolution spectrales sont aujourd'hui classiques et nous ne les presenterons
que brievement. Elles sont utilisees abondamment pour la simulation numerique directe
1
(SND)
d'ecoulements turbulents mettant en jeu des geometries simples avec des conditions aux limites
appropriees, en general egalement simples. La pratique des methodes spectrales en mecanique des
uides est decrite dans l'ouvrage de Canuto et al [18]. Les methodes spectrales n'orent pas la seule
approche possible a la SND d'ecoulements hydrodynamiques. Lorsqu'il est necessaire de traiter des
conditions aux limites plus complexes, on a recours a d'autres methodes numeriques. On voit ainsi
l'apparition, depuis quelques annees, de travaux portant sur la SND d'ecoulements turbulents a
l'aide de methodes de volumes nis [29] ou de dierences nies [114] et dierences nies compactes
[72].
La raison d'e^tre des methodes pseudo-spectrales en hydrodynamique turbulente est liee au
fait que les solutions approchees generees par ces methodes possedent de bonnes proprietes de
convergence et ce d'autant plus que les solutions exactes du systeme d'equations a resoudre sont
regulieres. De plus, ces methodes permettent de calculer exactement la phase d'une onde, ce que ne
1. Une simulation numerique est dite directe lorsque toutes les echelles de l'ecoulement considerees sont resolues
dans la simulation.
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permettent pas d'autres methodes numeriques. Cette propriete est interessante dans le cas present,
puisque nous nous interessons a l'etude de phenomenes ondulatoires.
Nous avons implemente la methode numerique avec deux types de conditions aux limites. L'uti-
lisation de conditions aux limites periodiques dans les trois directions d'espace permet de traiter
des ondes propagatrices dans une bo^te periodique [18]. La deuxieme conguration met en jeu des
conditions aux limites symetriques et permet de simuler des ondes stationnaires dans une bo^te
impermeable.
Les programmes que nous avons developpes sont destines a une machine parallele a memoire
distribuee. Au sein d'un tel environnement, les calculs sont faits sur un ensemble de nuds, com-
poses d'un processeur ayant chacun une memoire individuelle. Le domaine de calcul, sur lequel
on souhaite resoudre le probleme physique, est decompose et distribue sur les nuds de la ma-
chine. La connaissance de donnees non locales a un nud est possible, mais au prix d'echanges
de messages avec des nuds distants. Lorsque ces echanges sont a la charge du programmeur,
la programmation d'un environnement parallele est plus complexe que la programmation d'une
machine mono-processseur. Aux dicultes algorithmiques vient s'ajouter la gestion explicite des
communications entre nuds de la machine.
Apres une breve presentation de la methode pseudo-spectrale utilisee, nous introduirons quelques
notions portant sur la programmation en environnement parallele d'une architecture a memoire
distribuee. Nous decrirons ensuite la mise en uvre de la methode, par une technique de program-
mation qui gere explicitement le parallelisme, en utilisant la bibliotheque d'echanges de messages,
MPI. Cette mise en uvre repose en partie sur le developpement d'un sous-programme parallele
et ecace de calcul de transformee de Fourier rapide en trois dimensions. Il existe deux approches
possibles au calcul d'une transformee de Fourier rapide d'un champ distribue. Nous avons choisi
l'approche par transposition, dont nous decrirons l'algorithme programme en detail. L'autre ap-
proche, la methode de distribution est egalement decrite brievement. Enn, nous comparerons les
volumes de donnees echanges par les deux methodes.
3.2 L'algorithme pseudo-spectral de resolution des equations de
Navier-Stokes
3.2.1 Position du probleme
Le principe de la resolution numerique d'un systeme d'equations aux derivees partielles (edp)
par une methode spectrale, est base sur la recherche d'une solution approchee du probleme, ecrite
en projection sur une base de fonctions. On transforme ainsi le probleme de depart en un systeme
plus facilement integrable, numeriquement. Les methodes spectrales peuvent e^tre developpees ri-
goureusement a partir d'une formulation variationnelle des edps a resoudre et de l'application de
la methode des residus ponderes. On cherche a minimiser le residu obtenu par substitution d'une
solution approchee dans les equations du probleme. De ce point de vue, les methodes spectrales
appara^ssent comme une variante de la methode de Galerkin. Ces developpements sont exposes par
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exemple dans les ouvrages de Canuto et al [18] et de Fletcher [30]. Nous nous contentons de don-
ner ici une approche plus directe, court-circuitant certains developpements mathematiques. Notre
point d'entree se situe directement au niveau du resultat de la minimisation du residu obtenu par la
recherche d'une solution approchee ecrite en projection sur une base de Fourier. Ce point d'entree
correspond au systeme d'equations de Navier-Stokes ecrites dans l'espace de Fourier. Cela permet
surtout de voir quelles sont les equations a resoudre numeriquement.
Nous disposons d'un referentiel inertiel muni d'un systeme de coordonnees cartesiennes x =
(x; y; z) = (x
1
; x
2
; x
3
). L'espace de Fourier associe est represente par le vecteur d'onde k =
(k
x
; k
y
; k
z
) = (k
1
; k
2
; k
3
). Rappelons les equations de Navier-Stokes dans l'approximation de Bous-
sinesq [76]
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. Le champ de vecteur de vitesse est deni comme u = (u; v; w) =
(u
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) et  = ru est le vecteur vorticite. On se donne en plus des conditions initiales sur u
et 
u(x; t = 0) = u
0
(x) (3.4)
(x; t = 0) = 
0
(x): (3.5)
Le probleme est bien pose une fois que nous avons deni les conditions aux limites. Nous nous
interessons a deux congurations. Les ondes internes de gravite propagatrices sont etudiees dans
une bo^te cubique de longueur de co^te 2 ou l'on suppose tous les champs periodiques dans les trois
directions d'espace
u(x+ 2e
j
; t) = u(x; t) pour j = 1; 2; 3 (3.6)
(x+ 2e
j
) = (x) pour j = 1; 2; 3: (3.7)
Cette conguration est sans doute la plus simple et la plus repandue pour la SND d'ecoulements
turbulents et nous pouvons utiliser le programme resultant pour etudier un grand nombre de
problemes.
Pour l'etude des ondes internes stationnaires, on utilise une bo^te impermeable de longueur de
co^te . On applique des conditions aux limites de type glissement sans frottement aux parois du
domaine. Ces conditions aux limites sont directement satisfaites lorsque les champs u et  ont des
proprietes de symetrie bien denies. La vitesse normale en un point d'une paroi s'annule si la vitesse
normale est impaire de part et d'autre de la paroi. Pour la bo^te cubique on a par exemple pour
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Les conditions aux limites pour u
2
et u
3
ont des expressions similaires et  possede les me^mes
proprietes de symetrie que u
3
. Cette technique a ete proposee par Orszag [103] et utilisee pour la
simulation directe d'un vortex de Taylor-Green par Brachet et al [14]. Notons que cette description
du probleme des ondes stationnaires fait abstraction des phenomenes d'interaction entre ecoule-
ment et parois (conditions aux limites de type glissements sans frottements) tels qu'ils peuvent
survenir dans une experience de laboratoire. L'etude numerique bi-dimensionnelle d'ondes internes
stationnaires [12] a toutefois valide la methode avec conditions aux limites symetriques en produi-
sant des resultats en excellent accord avec des resultats experimentaux [9]. Les eets de couche
limite sont d'une importance negligeable pour la dynamique des ondes internes, contro^lee essentiel-
lement par eets inertiels. Les resultats numeriques bi-dimensionnels sont tres proches des resultats
experimentaux, tant que la dynamique du champ d'onde est bi-dimensionnelle.
Dans les deux cas de gure on peut representer les champs par des developpements de Fourier et
calculer les coecients de ces developpements soit par des transformees de Fourier (cas periodique)
soit par des transformees en sinus (champ impair en une variable) et cosinus (champ pair en une
variable) mixtes (cas symetrique). Dans le cas symetrique les developpements correspondent en
fait a des champs periodises dans les trois directions d'espace [110]. Gra^ce a ces developpements
on peut mettre en uvre une methode pseudo-spectrale. Dans ce qui suit, nous exposons certains
details techniques uniquement pour le cas periodique. Nous ferons quelques remarques concernant
le cas symetrique en n de chapitre.
On denit les developpements de Fourier des champs
u(x; t) =
X
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^
u
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Par consequent, le systeme d'equations (3.1-3.3) s'ecrit dans l'espace de Fourier
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On tient compte de la condition d'incompressibilite (3.20) dans l'equation (3.18), par l'operateur
I  
kk
jkj
2
; (3.21)
ou I est la matrice identite. L'operateur resulte de l'elimination du champ de pression modiee,
p+u
2
=2. Cet operateur projette un quelconque champ de vecteurs sur le plan perpendiculaire a k.
Les termes quadratiques u  et u  r donnent lieu a des produits de convolution dans l'espace
de Fourier.
Tel qu'il est ecrit, le systeme d'equations (3.18- 3.19) represente un systeme inni d'equations
integro-dierentielles du premier ordre en temps. Ce systeme est notre point de depart pour la
discretisation du probleme.
3.2.2 Discretisation
Le domaine de calcul est un cube de volume V = (2)
3
, pourvu d'un maillage regulier, compose
de N (a ne pas confondre avec la pulsation de Brunt-Vaisala) points dans chaque direction d'espace,
i.e. N
1
, N
2
et N
3
. Nous supposons N
1
= N
2
= N
3
= N pour alleger les notations, mais nous
continuons d'utiliser N
1
; N
2
; N
3
lorsqu'il est necessaire de distinguer les directions d'espace dans
une expression. Nous supposons N pair. De plus, dans les simulations on choisit N = 2
n
, ou n
est entier, pour des raisons de performance. Les pas d'espace de ce maillage sont constants dans
chaque direction et donnes par x
1
= 2=N
1
, x
2
= 2=N
2
et x
3
= 2=N
3
. Par consequent,
un point de grille indexe par le triplet d'entiers (j
1
; j
2
; j
3
) possede les coordonnees x
1
= j
1
x
1
,
x
2
= j
2
 x
2
et x
3
= j
3
 x
3
; les indices varient selon 0  j
1
 N   1, 0  j
2
 N   1
et 0  j
3
 N   1 sur le maillage. La connaissance des indices j
1
, j
2
et j
3
est equivalente a la
connaissance des coordonnees d'espace x
1
, x
2
et x
3
. La longueur du domaine de 2, fait que le
vecteur d'onde k = (k
1
; k
2
; k
3
) epouse des valeurs discretes, dans l'espace de Fourier, telles que
 N=2 + 1  k
1
 N=2,  N=2 + 1  k
2
 N=2 et  N=2 + 1  k
3
 N=2.
Soit f(j
1
; j
2
; j
3
; t) un champ scalaire representant une composante du champ de vitesse ou de
densite sur le domaine de calcul. An de symetriser au maximum les expressions d'un champ dans
l'espace physique et de sa transformee dans l'espace de Fourier, on note le coecient de Fourier
^
f
k
(t) =
^
f(k; t) =
^
f(k
1
; k
2
; k
3
; t). Les developpements de Fourier des champs sont tronques au dela
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d'un nombre d'onde maximal dans chaque direction. On a donc pour le developpement tronque
2
f(j
1
; j
2
; j
3
) =
N=2
X
k
1
=?N=2+1
N=2
X
k
2
=?N=2+1
N=2
X
k
3
=?N=2+1
^
f(k
1
; k
2
; k
3
)e
i
2
N
(k
1
j
1
+k
2
j
2
+k
3
j
3
)
=
N?1
X
k
1
=0
N?1
X
k
2
=0
N?1
X
k
3
=0
^
f (k
1
; k
2
; k
3
)e
i
2
N
(k
1
j
1
+k
2
j
2
+k
3
j
3
)
: (3.22)
La deuxieme egalite decoule de la periodicite du spectre de Fourier
^
f(k
1
; k
2
; k
3
) =
^
f(k
1
+N
1
; k
2
; k
3
) (3.23)
^
f(k
1
; k
2
; k
3
) =
^
f(k
1
; k
2
+N
2
; k
3
) (3.24)
^
f(k
1
; k
2
; k
3
) =
^
f(k
1
; k
2
; k
3
+N
3
): (3.25)
Une premiere approximation numerique intervient alors dans le calcul des coecients de Fourier
^
f(k). Ces derniers sont evalues par le calcul de transformees de Fourier discretes (TFD) en trois
dimensions. Denissons d'abord la TFD directe (a une dimension) d'une sequence g(j), 0  j 
N   1 par
g^(k) =
1
N
N?1
X
j=0
g(j)e
?i
2
N
kj
: (3.26)
La TFD inverse est donnee par
g(j) =
N?1
X
k=0
g^(k)e
i
2
N
kj
; (3.27)
et est egale au developpement de Fourier de la sequence.
Pour un champ scalaire ou une composante d'un champ de vecteurs f(x), on denit la TFD a
trois dimensions (TFD3D) directe
^
f(k
1
; k
2
; k
3
) =
1
N
3
N?1
X
j
1
=0
N?1
X
j
2
=0
N?1
X
j
3
=0
f(j
1
; j
2
; j
3
)e
?i
2
N
(k
1
j
1
+k
2
j
2
+k
3
j
3
)
: (3.28)

Etant donne que nous considerons uniquement des champs a valeurs reelles dans l'espace physique,
le spectre de Fourier verie aussi
^
f( k
1
; k
2
; k
3
) =
^
f

(k
1
; k
2
; k
3
); (3.29)
ou
^
f

designe le complexe conjugue de
^
f . Selon cette derniere relation la formule (3.28) contient de
l'information redondante. Il sut de denir la TFD3D reelle a complexe sur une moitie de spectre
par
^
f(k
1
; k
2
; k
3
) =
1
N
3
N=2
X
j
1
=0
N?1
X
j
2
=0
N?1
X
j
3
=0
f(j
1
; j
2
; j
3
)e
?i
2
N
(k
1
j
1
+k
2
j
2
+k
3
j
3
)
: (3.30)
2. La dependance temporelle est sous-entendue.
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On met ainsi en evidence la bijection entre espace physique et espace de Fourier. La connaissance
de f en N
3
points dans l'espace physique est equivalente a la connaissance des (N=2   1)  N 
N coecients de Fourier complexes et des 2  N  N coecients de Fourier reels
^
f(0; k
2
; k
3
) et
^
f(N
1
=2; k
2
; k
3
), qui sont reels pour k
2
et k
3
quelconques.
On appelle le calcul du developpement de Fourier de f a partir de (3.22) TFD3D inverse, tandis
que le calcul de
^
f par (3.30) est dit TFD3D directe. Remarquons egalement que les formules de
TFD3D directe (3.30) et TFD3D inverse (3.22) ne se distinguent que par le facteur de normalisation
et par le signe dans l'exponentielle.
Le calcul d'une TFD3D directe ou inverse s'eectue en calculant successivement trois series de
TFD's directes mono-dimensionnelles. Pour une TFD3D directe, on evalue la formule (3.30) comme
suit
^
f(k
1
; k
2
; k
3
) =
1
N
3
N?1
X
j
2
=0
2
4
N?1
X
j
3
=0
0
@
N=2
X
j
1
=0
f(j
1
; j
2
; j
3
)e
?i
2
N
k
1
j
1
:
1
A
e
?i
2
N
k
3
j
3
3
5
e
?i
2
N
k
2
j
2
: (3.31)
On commence donc par calculer N
1
N
2
TFD's reelle a complexe dans la direction j
1
, puis (N
1
=2+
1)  N
2
TFD's complexe a complexe dans la direction j
3
et nalement (N
1
=2 + 1)  N
3
TFD's
complexe a complexe dans la direction j
2
. La TFD3D inverse est obtenue en inversant l'ordre de
calcul des TFDs mono-dimensionnelles utilisees a l'aller et en prenant soin d'utiliser des TFD's
mono-dimensionnelles inverses. C'est aussi de cette facon que l'on procede pour le calcul explicite
d'une TFD sur une machine mono-processeur. En pratique une TFD est calculee par un algorithme
de transformee de Fourier rapide (TFR). De me^me, le calcul d'une TFD3D est eectue par le calcul
d'une TFR3D.
Le calcul d'une TFD dans une direction met en jeu l'ensemble des points de cette direction.
Ceci a des consequences importantes pour le calcul d'une TFD3D sur une architecture parallele a
memoire distribuee, lorsque les donnees dans une direction sont distribuees sur dierents nuds
de la machine. On ne peut pas alors eectuer le calcul de la TFD directement, mais il faut avoir
recours a des echanges de messages entre nuds distants.
Du fait de la troncature, le systeme d'equations est ni. Les termes quadratiques u et u r
ne sont pas calcules directement dans l'espace de Fourier, parce que le calcul direct des produits de
convolution est trop cou^teux. Ces termes sont calcules sous forme de simples produits dans l'espace
physique (d'ou le prexe "pseudo" de la methode pseudo-spectrale), puis transformes dans l'espace
de Fourier. Un tel calcul sans precautions est dit pseudo-convolution. On introduit des erreurs de
repliement spectral dans le resultat du produit. On peut s'aranchir de ces erreurs de dierentes
facons plus ou moins complexes [18]. Celle que nous avons utilisee, la plus simple, consiste en la
tronquature de tous les modes de Fourier superieurs a 2=3

K. Cette methode est cou^teuse, mais
corrige entierement les erreurs de repliement.
La dissipation visqueuse du uide est supposee de type Newtonienne ou hypervisqueuse. Les
termes de dissipation peuvent e^tre calcules explicitement ou implicitement par l'intermediaire d'une
transformation utilisant le terme visqueux comme facteur integrant.
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Suite aux etapes de discretisation on doit resoudre quatre equations du type
d
^
f(k; t)
dt
=
d
SM(k; t); (3.32)
ou k = (k
1
; k
2
; k
3
) varient selon 0  k
1
 N
1
  1, 0  k
2
 N
2
  1, 0  k
3
 N
3
  1, pour
(u
1
; u
2
; u
3
) et .
d
SM represente le second membre. La deuxieme approximation intervient au niveau
de la discretisation de la derivee temporelle dans (3.32). L'avancement temporel est calcule par
un schema aux dierences nies explicite d'Adams-Bashforth d'ordre 3, s'ecrivant pour le champ
scalaire
^
f
n+1
(k) =
^
f(k; t = (n+ 1)t), ou t est le pas de temps
^
f
n+1
(k) =
^
f
n
(k) + t

23
12
SM
n
(k) 
16
12
SM
n?1
(k) +
5
12
SM
n?2
(k)

: (3.33)
On peut remarquer que l'emploi d'un schema aux dierences nies explicite d'ordre p permet de
calculer la valeur d'un mode a l'instant (n + 1)t a l'aide des seules valeurs de ce me^me mode
aux instants nt, (n  1)t, ..., (n  p+ 1)t. Il s'ensuit que, en dehors des operations purement
algebriques destinees a la mise a jour des champs u et  par avancement temporel selon (3.33), il
faut, a chaque iteration, evaluer les termes quadratiques dans (3.18) et (3.19) en calculant
i)  et r dans l'espace de Fourier.
ii) les TFR3D's inverses de , de copies de u et de r.
iii) les produits u  et u  r.
iv) les TFR3D's des produits dernierement calcules.
Concluons que les seules etapes de l'algorithme necessitant la connaissance de l'ensemble des valeurs
d'un champ dans une direction, sont celles ou sont calculees les TFD3Ds, soit directe soit inverse,
intervenant dans le calcul de pseudo-convolution des termes quadratiques.
Dans la suite de ce chapitre, nous considerons les aspects de programmation de l'algorithme
que nous venons d'exposer.
3.3 Notions sur les architectures paralleles a memoire distribuee
et leur programmation
3.3.1 Generalites
La decision de debuter une etude tridimensionnelle de la dynamique d'ondes internes en uide
stablement stratie, a ete accompagnee par l'idee de porter la methode de resolution numerique vers
une machine parallele a memoire distribuee, telle que la T3E du constructeur SGI/Cray, machine
pour laquelle nous disposons d'heures de calcul. En eet, une SND hydrodynamique de haute
resolution spatiale, met en jeu l'utilisation de grandes quantites de memoire. De surcro^t, les temps
de calcul sont tres longs par rapport a la memoire mise en jeu. Seule une architecture parallele nous
permet d'atteindre les resolutions necessaires pour mener a bien notre etude tridimensionnelle, avec
un temps de restitution acceptable pour un calcul complet donne.
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Nous avons donc d'emblee dedie notre code a une machine parallele a memoire distribuee. Celle-
ci est constituee de plusieurs unites, appelees nuds et d'un reseau d'interconnexion de ces nuds.
Chaque nud est compose d'un microprocesseur, d'une memoire locale et d'une interface reseau.
En general, un programme est execute par un sous-ensemble de nuds de la machine. Dans le cadre
du programme on parle d'un processus a la place d'un nud.
Considerons un premier exemple. Soit a resoudre une edp, sur un domaine de calcul, le do-
maine global. Un modele de programmation possible consiste a decomposer le domaine de calcul
global en sous-domaines et a associer a chaque sous-domaine un processus. L'application resultant
de ce procede permet de distribuer les donnees physiques du probleme global sur les processus.
Un processus contient donc en memoire les donnees associees a une fraction du domaine global.
Chaque processus du sous-ensemble execute une instance du programme. Les donnees sont traitees
localement autant que possible, mais le reseau d'interconnexion permet l'interaction entre donnees
appartenant a des processus dierents. Les interactions entre processus distants sont eectuees
par des communications et peuvent correspondre, par exemple, a des envois et a des receptions
de messages. La gestion des communications entre processus, ainsi que leur synchronisation, sont
a la charge du programmeur et cette ta^che peut e^tre delicate a mettre en oeuvre. On parle d'un
modele de parallelisation explicite par echanges de messages. Avant de decrire la mise en uvre
de l'algorithme pseudo-spectral, nous introduisons certaines notions portant sur les architectures
paralleles, utiles pour la suite.
3.3.2 Architectures paralleles a memoire distribuee
Les architectures paralleles modernes, tel que le T3E de SGI/CRAY s'appuient sur l'activite
cooperative d'un grand nombre de processeurs travaillant sur le me^me probleme. Ces machines
sont basees sur des processeurs RISC (Reduced Instruction Set Computer) et des memoires DRAM
(Dynamic Random Acces memory), c'est a dire sur des technologies de masse, peu cou^teuses.
Actuellement les machines dites "massivement" paralleles impliquent entre 32 et 2000 processeurs.
Elles seront les seules capables d'atteindre, a terme, le teraops
3
en performance et le teraoctet
en capacite memoire. Par rapport aux architectures traditionnelles, du type mono-processeur, la
caracteristique du reseau d'interconnexion entre processeurs devient un aspect crucial. Ce dernier
doit e^tre tres performant, an de minimiser la baisse de performances due aux communications
entre processeurs, qui est inevitable dans l'execution d'une application sur une machine parallele,
mais qui n'existe pas pour une architecture du type mono-processseur.
3. L'abreviation FLOPS veut dire 'Floating point Operations Per Second', ce qui se traduit par 'nombre d'opera-
tions impliquant des nombres ottants (des nombres reels) par seconde. Il s'agit d'une mesure possible des perfor-
mances d'un ordinateur utilise en calcul scientique, puisqu'on y opere generalement sur des nombres reels.
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Les modeles d'execution
Il s'agit de la facon dont une architecture parallele organise le traitement des donnees. On
distingue trois modeles :
1. SIMD (Single Instruction Multiple Data): tous les processus executent simultanement
la me^me instruction mais traitent des donnees dierentes ; la synchronisation est faite
au niveau de chaque instruction elementaire.
2. MIMD (Multiple Instruction Multiple Data): synchronisation au niveau des ta^ches ;
les processus sont totalement autonomes. Ce modele d'execution est dicile a pro-
grammer lorsqu'on doit traiter un grand nombre de processus.
3. SPMD (Single Program Multiple Data): cas particulier du modele MIMD ou tous
les processus executent le me^me programme. Par branchements conditionnels, on
arrive a faire varier les ta^ches eectuees par dierents processus. C'est le modele
d'execution qui nous interesse (T3E).
Les reseaux d'interconnexion
Il s'agit de topologies de processus construites a partir de maillages 2D et 3D, de tores 2D et
3D, d'anneaux, d'hypercubes, etc. Les performances d'un tel reseau peuvent e^tre caracterisees par
deux criteres, le temps de latence, L, qui est le temps de preparation necessaire a un echange de
message et la bande passante, B. Pour une bande passante B et un temps de latence L donnes,
le temps T (N) mis en jeu pour transmettre un message (en unites de bande passante) entre deux
processus est : T (N) = L + N=B, ou N est la taille du message en Mo. Pour la T3E, on a par
exemple L = 1s et B = 300Mo=s.
Les processeurs RISC
Les processeurs RISC (Reduced Instruction Set Computer) tirent leur puissance d'un haut degre
de parallelisme interne. Ce dernier se manifeste par l'execution de plusieurs instructions elementaires
simultanees sur de multiples unites fonctionnelles et par la reduction du nombre de cycles necessaires
pour executer une instruction, en declenchant une instruction avant que la precedente ne soit
terminee (pipelining).
Le systeme de memoire hierarchique
Les performances des machines modernes sont dictees par les temps d'acces memoire. En eet,
depuis quelques annees, l'augmentation des performances des microprocesseurs est plus rapide que
celle des puces memoires. Pour pallier a ce decalage, il existe plusieurs alternatives, mais notons ici
seulement la possibilite de diviser la memoire en une partie lente et une partie rapide. De meilleures
bandes passantes sont alors obtenues a condition que l'on puisse acceder plus frequemment a la
partie rapide qu'a la partie lente de la memoire. En pratique, on intercale entre processeur et
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memoire (lente) un systeme de memoire cache compose de plusieurs etages, permettant plusieurs
niveaux d'acces. Le compilateur qui intervient au niveau de la programmation, c'est-a-dire a un
niveau visible par le programmeur, doit faire en sorte que la localite des donnees residant dans
le cache soit exploitee dans l'execution du code. Cette localite est de deux niveaux : un niveau
temporel, assure en gardant dans les zones de cache les references recentes et un niveau spatial,
en gardant dans les zones de cache les references memoire consecutives. A l'heure actuelle, cette
optimisation n'est pas assuree seulement par le compilateur. Aussi, le programmeur doit il s'assurer
que l'ecriture du code ne correspond pas a des instructions fondamentalement incompatibles avec
l'ecacite du systeme de memoire a cache. Au contraire, il faut s'astreindre a utiliser au maximum la
proximite des donnees rangees dans le systeme de cache en minimisant les references a des donnees
rangees dans la memoire lente. On voit ainsi que la complexite de la programmation sur une
architecture parallele a processeurs scalaires est encore augmentee par rapport a la programmation
d'une machine a processeur de type vectoriel
4
.
Modeles de programmation
Il s'agit des modalites de programmation qui donnent au programmeur une vue simpliee et
transparente de la structure materielle et logicielle de la machine a programmer. On peut distinguer
les modeles explicites et implicites. Nous avons deja esquisse le principe de fonctionnement d'un
modele explicite dans la section (3.3.1). Les communications sont alors a la charge du program-
meur. En pratique ce modele de programmation met en jeu un programme ecrit dans un langage
informatique standard, de haut niveau, tel que le C ou le Fortran 90, accompagne d'appels a une
bibliotheque d'echanges de messages.
Dans le cadre d'un modele implicite, la coherence est en principe geree par un compilateur (par
exemple HPF ou HyperC). L'avantage de ce modele est que la structure materielle de la machine
est reellement transparente. Cependant, les compilateurs actuellement disponibles pour la mise en
uvre d'un modele implicite n'ont pas atteint des performances satisfaisantes pour l'application
la plus generale. En outre, un modele explicite fournit en general un code plus portable. C'est
pourquoi nous pouvons esperer aboutir a de meilleures performances dans le cadre d'un modele de
parallelisation explicite, car celui dispose en eet d'un meilleur contro^le du parallelisme.
3.3.3 Programmation parallele explicite utilisant des librairies d'echanges de
messages
Le modele d'execution SPMD est en vigueur sur le T3E. Les implications pour le modele de
programmation explicite sont les suivantes.
Il faut ecrire un programme unique execute par chaque processus en utilisant par exemple un
langage comme le C ou le Fortran 90. De plus, il faut gerer la coherence de l'ensemble des processus
4. Pour une machine vectorielle un autre type d'optimisation, lie au pipelining, est predominant et sa mise en
uvre peut e^tre egalement a la charge du programmeur.
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en assurant les communications et synchronisations necessaires. Le programme est eventuellement
pourvu de branchements conditionnels permettant de varier les ta^ches des processus. Toutefois, sous
peine d'aboutir a un code trop complexe et mal equilibre, on a intere^t a limiter ces branchements
conditionnels et a symetriser au maximum les ta^ches des processus. On desire donc optimiser l'equi-
librage de charge, aussi bien au niveau de l'occupation de la memoire de chaque processus, qu'au
niveau du nombre d'instructions executees par processus. La coherence de l'ensemble est assuree par
des appels a une bibliotheque d'echanges de messages, telle que MPI (Message Passing Interface)
ou PVM (Parallel Virtual Machine). Ces bibliotheques proposent des fonctions de communications
variees. C'est encore l'utilisation de branchements conditionnels qui permet de restreindre l'action
d'une fonction de communication a un processus particulier ou un sous-ensemble de processus dans
le programme.
Chaque processus est identie par un rang au sein de l'ensemble des processus participant a
l'application. Les variables sont locales ; les me^mes variables sont denies sur tous les processus
executant le programme. Insistons sur le fait que les processus executent les me^mes algorithmes.
Le point important est que les valeurs des variables sont dierentes de processus en processus.
Cela peut se traduire, comme dans notre cas de la resolution des equations de Navier-Stokes, par le
traitement de sous-domaines identiques, mais representant des zones du domaine de calcul physique
dierentes (technique de decomposition de domaine). Les calculs faits sur les variables locales
impliquent en general des echanges d'informations entre processus. Ces echanges sont eectues soit
par des protocoles de communication, soit par des copies directes de memoire locale a memoire
distante ou reciproquement. Plus le probleme peut e^tre traite localement, plus les performances
de l'application sont bonnes. Ceci correspond a la situation ou les dierents processus calculent
reellement en parallele.
Signalons nalement que l'on cherche, en calcul parallele, a chevaucher les communications (en-
vois de donnees interprocesseurs) cou^teuses en temps avec des calculs ne portant pas sur les donnees
envoyees. En eet, par rapport au me^me programme execute sur une machine mono-processeur ou
les envois de messages sont inexistants, les communications representent une charge de travail ad-
ditionnelle, dont il est souhaitable de s'aranchir autant que possible. Cette technique est possible
gra^ce a des appels a des communications dites asynchrones. Un tel appel revient "immediatement"
au programme appelant, avant que le reseau, responsable du transfert des messages ait eu le temps
d'achever la communication. La diculte ici est de bien synchroniser les travaux eectues par die-
rents processus. En l'absence de tels processeurs de communication, l'envoi de donnees revient a la
charge des nuds de la machine participant a une application. Nous reviendrons sur les communi-
cations asynchrones a la prochaine section, dans le cadre de la bibliotheque d'echanges de messages
MPI.
Dans la suite, nous exposons l'approche choisie pour resoudre les equations de Navier-Stokes
dans l'approximation de Boussinesq. Notons que, bien que dedies a la T3E de SGI/CRAY (notam-
ment en ce qui concerne leur optimisation monoprocesseur), nos codes sont portables vers d'autres
architectures, gra^ce a l'emploi du langage de programmation Fortran 90 utilise conjointement avec
60
la bibliotheque d'echanges de messages MPI.
3.4 Implementation parallele de l'algorithme pseudo-spectral uti-
lisant la bibliotheque MPI
3.4.1 Generalites concernant MPI
La bibliotheque d'echanges de messages MPI est decrite dans le document ociel "The Message
Passing Interface (MPI) standard", disponible dans le domaine public [31]. Un exemple d'applica-
tion concret et detaille de la technique de decomposition de domaine, faisant appel a la bibliotheque
MPI, est donne par Dupays [28].
MPI est composee d'un ensemble de fonctions. Ces fonctions peuvent e^tre appelees par un
programme souhaitant eectuer des communications entre processus. Soit npt le nombre total de
processus demande au moment de la soumission du programme. MPI doit e^tre initialisee en debut
de programme. Un contexte de communication est alors cree par defaut, ainsi que le communicateur
MPI COMM WORLD. Celui-ci denit l'ensemble des npt processus participant a l'application, ainsi que
la portee de leur communication. Chaque processus executant une instance du programme se voit
attribuer un rang, sous forme d'un entier, p, 0  p  npt   1. Le rang identie le processus au
sein du communicateur MPI COMM WORLD. L'appel d'une fonction de MPI fait toujours intervenir le
communicateur MPI COMM WORLD, denissant la portee de la fonction (aux npt processus).
Tous les processus appartenant a MPI COMM WORLD peuvent communiquer entre eux. Ils peuvent
par exemple echanger des messages par envoi et reception. L'envoi d'un message est fait par un
processus emetteur et la reception de ce message est faite par un recepteur. L'appel a une fonction
d'envoi ou de reception genere une reque^te. MPI propose deux familles de reque^tes, distinguees par
leur eet bloquant ou non bloquant (asynchrone), sur les instructions du programme. Une reque^te
non bloquante retourne au programme appelant avant que l'action requise ait eu le temps d'e^tre
accomplie. En principe, l'execution du programme appelant peut alors reprendre immediatement.
L'utilisation de communications asynchrones necessite la synchronisation des processus. En eet,
les temps de communications sont essentiellement lies a la taille des messages echanges et a la charge
du reseau d'interconnexion. L'utilisation de la fonction MPI WAIT permet de mettre un processus
en attente jusqu'a l'achevement d'une reque^te d'envoi ou de reception asynchrone. De cette facon
un processus peut e^tre synchronise par rapport aux autres processus. Plus generalement, il est
possible de synchroniser l'ensemble des processus appartenant au communicateur par une barriere
de synchronisation MPI BARRIER. Une barriere n'est franchie que lorsque tous les processus du
communicateur l'ont appelee.
Par ailleurs, une reque^te peut e^tre eectuee de dierentes facons. Un envoi bloquant peut, par
exemple, avoir lieu par l'intermediaire d'une copie du message a envoyer dans une zone tampon
de la memoire. Il est important de noter a ce stade que MPI est un standard et ne fait que
proposer un certain nombre de fonctions. Le fonctionnement reel de ces fonctions peut dependre de
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l'implementation me^me de MPI dans un environnement parallele donne. Par exemple, la gestion des
communications asynchrones depend du fonctionnement du reseau d'interconnexion de la machine.
Les donnees que l'on souhaite echanger doivent e^tre typees. MPI propose un certain nombre
de types simples, comme par exemple celui d'un reel, deni par MPI REAL. On peut egalement
construire des types derives plus complexes, a partir de types simples. Un type derive permet de
denir des structures de donnees complexes. On peut par exemple denir des structures de reels
non contigus en memoire, ce qui est le cas de l'envoi de la ligne d'une matrice (rangee en memoire
selon l'ordre d'un tableau fortran a deux dimensions).
MPI permet egalement des operations de communication plus complexes telles que des envois
collectifs ou des operations de reduction, qui representent des echanges de donnees couples a des
operations arithmetiques simples eectuees sur les donnees echangees.
La construction d'un communicateur (derive) permet de regrouper un sous-ensemble de proces-
sus et de creer un nouveau contexte de communication a partir d'une partie arbitraire des processus
faisant partie de MPI COMM WORLD. Il est en particulier possible de creer un communicateur qui dis-
pose les processus suivant une topologie reguliere. Un tel communicateur s'appelle une topologie
virtuelle de processus. Elle permet de rendre compte au niveau des processus de la decomposition
du domaine global de donnees. La topologie cartesienne est la plus simple. Elle associe un reseau
regulier aux processus d'un communicateur. Chaque processus p est muni d'un ensemble de coor-
donnes le situant dans le reseau. Certaines operations telles que les echanges avec processus voisins
dans la topologie sont ainsi plus simples a gerer.
3.4.2 Decomposition du domaine global et creation d'une topologie cartesienne
de processus
Nous decrivons ici la facon dont on construit une application entre un nombre npt de processus
et les sous-domaines representant le domaine global decompose.
Construisons alors le decoupage regulier du domaine global le plus general. Rappelons que le
domaine global est un cube pourvu d'un maillage cartesien regulier compose de N
1
= N
2
= N
3
= N
points dans les directions j
1
, j
2
et j
3
. Nous allons decomposer le domaine global en plusieurs sous-
domaines identiques, ayant chacun le me^me nombre de points de grille nn
1
, nn
2
et nn
3
, dans chaque
direction. On a nn
1
= nn
2
= nn
3
lorsqu'il s'agit de sous-domaines cubiques. La maniere la plus
generale de choisir les sous-domaines est donc sous forme parallelepipedique, de facon a ce que
l'on ait np
1
= N
1
=nn
1
, np
2
= N
2
=nn
2
et np
3
= N
3
=nn
3
sous-domaines dans chaque direction.
Il s'agit de faire correspondre a chaque sous-domaine un processus, il faut donc avoir au total
npt = np
1
 np
2
 np
3
processus. Supposons que l'on ait cree une topologie virtuelle cartesienne a
partir du communicateur MPI COMM WORLD. Chaque processus de rang p possede alors un triplet
de coordonnees (c
p
1
; c
p
2
; c
p
3
), ou 0  c
p
1
 np
1
  1 , 0  c
p
2
 np
2
  1 et 0  c
p
3
 np
3
  1. Les
coordonnees (c
p
1
; c
p
2
; c
p
3
) sont associees au processus de rang p en comptant c
p
3
le plus rapidement,
puis c
p
2
et nalement c
p
1
.
La gure (3.1) montre un exemple d'une decomposition de domaine d'un domaine global de
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(0,3,3)
j
3
j
2
(0,0,3) (0,1,3)
113 7
(0,2,3)
15
2
(0,1,2)
10
(0,2,2) (0,3,2)
1
(0,0,2)
(0,0,1)
5
(0,2,1)
13
(0,3,1)
0
(0,0,0)
4
(0,1,0)
8
(0,2,0)
12
(0,3,0)
14
(0,1,1)
coordonnees d'un processus
rang d'un processus
dans MPI COMM WORLD
6
9
Fig. 3.1 { Exemple d'une decomposition de domaine. Disposant de 16 processus, on decompose le
domaine global sur quatre sous-domaines dans les deux directions j
2
et j
3
. La topologie cartesienne
fait correspondre a chaque processus p un triplet de coordonnees (c
p
1
; c
p
2
; c
p
3
), de telle facon que la
derniere dimension c
p
3
soit incrementee le plus rapidement. Dans l'exemple presente ici, la direction
j
1
est degeneree ; les points du maillage ne sont pas distribues selon cette direction (c
p
1
= 0). Les
sous-domaines correspondent a des faisceaux de donnees percant le plan de la gure.
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calcul en sous-domaines. Lorsque le domaine global n'est pas distribue selon la premiere direction j
1
,
la decomposition est bi-dimensionnelle, comme sur la gure. Il s'agit d'une application decomposee
sur 16 sous-domaines dans les directions j
2
et j
3
. On a note le rang et les coordonnees de chaque
processeur auquel appartient un sous-domaine. Le domaine global est decompose en faisceaux dont
la section est representee dans la gure.
On obtient la correspondance entre indices locaux a un sous-domaine j
(p)
1
, j
(p)
2
et j
(p)
3
d'un sous-
domaine de coordonnees c
p
1
, c
p
2
et c
p
3
dans la topologie cartesienne et les indices du domaine global,
j
1
; j
2
et j
3
par les relations
j
1
= c
p
1
 nn
1
+ j
p
1
pour 0  j
p
1
 nn
1
  1 (3.34)
j
2
= c
p
2
 nn
2
+ j
p
2
pour 0  j
p
2
 nn
2
  1 (3.35)
j
3
= c
p
3
 nn
3
+ j
p
3
pour 0  j
p
3
 nn
3
  1 (3.36)
Gra^ce a ces relations simples, nous pouvons directement distribuer une fonction indexee globalement
sur la topologie de processus
5
.
Nous avons fait l'experience avec dierents decoupages, mais la version denitive des pro-
grammes s'appuie sur le decoupage simple suivant, qui sera suppose dans la suite. Seule la seconde
direction de coordonnees j
2
est distribuee (np
1
= 1,np
2
= 1,np
3
= npt), tandis que les directions
j
1
et j
3
sont degenerees sur les processus, nn
1
= N
1
et nn
3
= N
3
. Nous continuons cependant
a utiliser les symboles nn
1
et nn
2
pour faire reference a un domaine local. Nous avons donc les
transformations d'indices simpliees suivantes
j
1
= j
p
1
pour 0  j
p
1
 nn
1
  1 (3.37)
j
2
= j
p
2
+ p  nn
2
pour 0  j
p
2
 nn
2
  1 (3.38)
j
3
= j
p
3
pour 0  j
p
3
 nn
3
  1; (3.39)
car (c
p
1
= 0; c
p
2
= p; c
p
3
= 0), pour 0  p  npt   1. Nous faisons ce choix par souci d'ecacite.
Les resolutions spatiales que nous desirons atteindre (au plus 384
3
ou 512
3
) nous permettent de
travailler avec la totalite des points de maillage dans deux directions sur chaque processus
6
.
En principe il n'est pas necessaire d'introduire une topologie cartesienne de processus pour
cette decomposition (selon la direction j
2
seulement). En eet les rangs p aectes aux processus
par MPI COMM WORLD susent a ordonner les processus selon la direction j
2
. Le fait que le de-
coupage soit eectue selon la deuxieme direction d'espace est d'une importance capitale pour les
performances du code. En eet, une version anterieure du code faisant appel a un decoupage selon
5. Le standard MPI 2.0, non disponible sur T3E actuellement, contient des fonctionnalites permettant de distribuer
des donnees globales sur les nuds d'une machine, sans avoir a gerer les transformations de coordonnees du type
(3.34-3.36). Les entrees/sorties sur chiers pourront egalement e^tre traitees de facon simpliee avec le futur standard.
6. De telles resolutions spatiales avec distribution des donnees en une seule direction sont possibles sur le T3E de
SGI/CRAY gra^ce aux 14 Mmot (1 mot permet de coder un reel, 1 Mmot= 10
6
mots) disponible sur chaque memoire
locale. Toutefois, une machine a memoire locale plus faible limiterait la resolution a une valeur plus faible ou nous
obligerait a distribuer les donnees selon deux directions d'espace.
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j
2
N + 1
N ? 1
j
3
F
2
loc
p =
(0;0;0) (0;1;0) (0;2;0) (0;3;0)
Fig. 3.2 { Schema d'une decomposition de domaine selon la direction j
2
pour une application
utilisant 4 processus. Le domaine global represente par exemple le champ scalaire f ainsi que sa
TFR3D
^
f . La distribution est degeneree selon les directions j
1
et j
2
. Chacune des quatre tranches
de donnees est associee a un processus p. On a pour les coordonnees du domaine p, (c
p
1
; c
p
2
; c
p
3
) =
(0; p; 0). La ligne en tirets demarque la n du cube. Cependant le domaine de calcul est augmente de
deux plans de donnees, j
1
= N et j
1
= N+1, an de stocker les coecients complexes correspondant
a k
1
= N=2.
la troisieme direction, a du^ e^tre abandonnee pour son inecacite. On reviendra sur ce point lorsque
l'on explicitera l'algorithme de calcul de TFR3D parallele.
Dans un programme sequentiel s'executant sur une architecture mono-processeur, un champ
f reel ou sa transformee
^
f denis sur le cube de calcul sont representes par le tableau F (0 :
N
1
+ 1; 0 : N
2
  1; 0 : N
3
  1), d'element F (j
1
; j
2
; j
3
), car en vertu de (3.30) on ne stocke que
N=2+ 1 coecients complexes
^
f(k
1
; k
2
; k
3
) dans la direction j
1
, soit au total N
1
+ 2 valeurs reelles
dans cette direction. La structure du tableau en memoire est reetee par les dimensions du tableau,
indexees respectivement, par j
1
, j
2
et j
3
. On fait naturellement correspondre les directions d'espace
x
1
, x
2
et x
3
(indexes egalement par j
1
, j
2
et j
3
) aux directions de "rangement" du tableau en
memoire selon j
1
, j
2
et j
3
.
Un sous-domaine p represente f(j
1
; j
2
; j
3
) par le tableau F
p
loc
(0 : nn
1
+ 1; 0 : nn
2
  1; 0 :
nn
3
  1), d'element F
p
loc
(j
p
1
; j
p
2
; j
p
3
), selon les transformations de coordonnees (3.37-3.38). La gure
(3.2) montre la decomposition domaine dans la direction j
2
de facon schematique. Un sous-domaine
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contient une tranche de donnees de f dans F
p
loc
. Signalons que notre code est susamment general
pour accommoder le decoupage le plus general du domaine global (expose plus haut), excepte
pour les sous-programmes de TFR3D. En eet, dans la conception des TFR3D
7
, nous faisons
appel au fait que seule une direction d'espace est distribuee. Les sous-programmes de TFR3D
sont cependant facilement adaptables a la situation la plus generale. Par contre, si l'on souhaite
distribuer la direction j
1
il est souhaitable que le nombre de processus npt divise N
1
+ 2.
3.4.3 Programmation
Ayant deni l'algorithme de resolution des equations (3.18-3.19), ainsi que le decoupage du
domaine, faisons ici quelques remarques generales sur le programme ecrit en Fortran 90. Nous
avons deja indique que l'algorithme calculant l'avancement temporel d'un mode de Fourier ne fait
intervenir que ce me^me mode a des instants anterieurs. Cette observation ainsi que la structure des
tableaux locaux permettent de conclure que la structure du code est semblable a celle d'un code
destine a une machine sequentielle mono-processeur. Les dimensions gurant dans ce code sont les
dimensions locales faisant reference au domaine local. Ainsi, une boucle de calcul du code porte sur
les entiers nn
1
+2; nn
2
et nn
3
introduits plus haut et chaque processus execute a priori cette me^me
boucle. Les calculs portent bien entendu sur les donnees locales, mais en dehors de cette localite
du traitement, l'arithmetique des boucles est essentiellement reproduite sur chaque processus et
cette arithmetique est analogue a l'arithmetique correspondant au programme dedie a une machine
mono-processeur.
Le code se distingue d'un code classique par les communications. Elles interviennent a deux
niveaux. Pour le calcul de certaines proprietes moyennees, il est necessaire de conna^tre les resultats
partiels de tous les processeurs. En general on s'arrange pour recuperer les resultats partiels sur un
seul processeur qui communique, apres calcul, le resultat nal a l'utilisateur. De la me^me facon il
peut e^tre necessaire de faire conna^tre la valeur d'un resultat nouvellement calcule sur un processeur
a tous les autres. Ce type de communication ne pose pas de probleme majeur, puisqu'il s'agit en
general de petits messages et qu'il sut de synchroniser tous les processeurs (par une barriere
de synchronisation) avant l'envoi des messages. Le deuxieme type de communication intervient au
niveau des routines de transformee de Fourier rapide. Ce dernier est beaucoup plus subtil a gerer,
en particulier lorsque les performances du programme resultant sont primordiales. Or, tel est notre
cas, puisqu'en pratique, le programme passe 70% de son temps a calculer des TFR3D directes et
inverses et que nous voulons atteindre de hautes resolutions spatiales tres gourmandes en temps
de calcul. Les messages mis en jeu dans ce type de communication, sont plus gros et, etant donnee
leur frequence d'appel, les temps de communication sont aussi plus longs.
7. L'idee nous a ete suggeree par M. Meneguzzi.
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3.5 La transformee de Fourier rapide
3.5.1 Generalites
Nous avons remarque que le calcul de la TFD d'une sequence met en jeu tous les points de cette
sequence. Cette propriete de non-localite fait de la TFD une application qui n'est pas, a priori,
adaptee a une implementation dans une architecture a memoire distribuee, puisqu'elle met en jeu
des echanges de messages inter-processus impliquant un grand nombre de donnees.
Un sous-programme de TFR3D permettant de traiter des champs distribues a valeurs reelles est
fourni par le constructeur de la T3E
8
, mais nous avons constate de mauvaises performances dans
l'exploitation d'une premiere version du code de resolution en y faisant appel. De plus, le programme
n'est pas portable vers une architecture ne disposant pas de ce sous-programme. Partant de cette
constatation, nous avons decide d'ecrire notre propre sous-programme de TFR3D. Lorsque l'une
au moins des trois directions du champ tri-dimensionnel est distribuee, le calcul des sommes (3.30)
et (3.22) ne peut pas e^tre eectue directement. Deux approches au probleme se distinguent alors
dans la litterature, la methode de transposition et la methode de distribution. Cette derniere est
aussi connue sous le nom de "binary exchange method".
La premiere approche, la methode de transposition, est basee uniquement sur le calcul de TFRs
locales aux nuds de la machine (calcul de TFR's en serie). Cette methode fait obligatoirement
intervenir des transpositions du \tableau global"
9
. Localement, une transposition globale d'un
tableau se traduit necessairement par la distribution des donnees degenerees selon une direction,
en echange de la collecte des donnees distribuees selon une autre direction, de facon a garder les
charges des processus constantes. L'existence de nombreux sous-programmes de calcul de TFR's en
serie optimises explique que la complexite de cette approche se situe uniquement au niveau de la
mise au point d'un algorithme de transposition performant. Neanmoins, selon la solution envisagee
ce probleme peut e^tre complexe. D'une part on peut chercher a chevaucher les etapes necessaires
a la transposition du tableau avec les etapes necessaires au calcul de la TFR3D . D'autre part une
transposition \en place", c'est a dire une transposition d'un tableau dans lui-me^me, tout en utilisant
aussi peu d'espace de stockage temporaire (memoire) que possible, necessite des transpositions
locales de donnees compliquees suivies d'echanges interprocesseurs. Une implementation pratique
et performante d'une telle transposition \en place" d'un tableau tri-dimensionnel a ete mise en
uvre par Frigo et al [33] selon un algorithme suggere par Cate [20].
La deuxieme approche aborde le probleme du calcul de TFR's distribuees, c'est-a-dire de TFRs
dont les donnees ne sont jamais collectees localement sur un nud avant d'e^tre transformees.
On peut concevoir cette approche assez facilement a partir d'un algorithme de TFR, comme par
exemple l'algorithme de Cooley-Tukey [110]. Les echanges de messages portent alors sur des resul-
tats d'etapes intermediaires de l'algorithme de calcul. Neanmoins, cette approche est plus complexe
8. Il s'agit du sous-programme PSCFFT3D faisant partie de la librairie de sous-programmes de calcul scientique
SCILIB developpee par CRAY.
9. Rappelons que le tableau global n'est jamais explicitement deni dans un programme sur une architecture
parallele, mais cette notion permet de raisonner sur le domaine global.
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que la methode de transposition pour deux raisons. Tout d'abord, l'algorithme de TFR est entre-
me^le d'echanges de messages. Il est donc souhaitable de recouvrir autant que possible calculs et
communications par des appels asynchrones. L'autre diculte reside dans le fait qu'il est impos-
sible d'ecrire un programme hautement optimise sans tenir compte de la structure materielle de la
machine cible. En eet, on a deja mentionne que les architectures modernes requierent des optimi-
sations speciques [33] qui doivent notamment tenir compte de la memoire de la machine ciblee.
Ces questions d'optimisation relativisent donc la veritable portabilite d'un sous-programme de TFR
distribuee.
On note actuellement l'apparition progressive de divers sous-programmes (dans le domaine
public) de calcul de TFR en deux et trois dimensions, dedies a des architecture paralleles. La
plupart du temps, il s'agit d'implementations de la methode de transposition. La bibliotheque de
sous-programmes de calcul de TFR's, fftw [32], par exemple, est tres performante et propose une
TFR3D par la methode de transposition. La transposition est "en place" et la transformee peut
e^tre recuperee avec ses dimensions d'espace transposees, en option. Il existe egalement des exemples
de methodes de distribution [26], [140].
Nous avons choisi la methode de transposition pour la conception de nos codes. Avant de la
decrire en detail, nous resumons et xons quelques idees generales portant sur la methode de
distribution. Par la me^me occasion, nous donnerons les raisons de notre choix en faveur de la
methode de transposition.
3.5.2 La methode de distribution
Pendant la phase de conception de nos programmes, nous avons eu l'occasion d'etudier la TFR
par la methode de distribution. Nous en decrivons ici certaines proprietes, sans pretendre donner
l'approche la plus generale. Quelques algorithmes de TFR's distribuees sont donnes dans [127].
Les travaux [140], [26], [119] constituent des implementations pratiques d'algorithmes de TFR
distribuee, dont les programmes sont disponibles dans le domaine public.
Nous illustrons dans ce qui suit un schema pouvant servir comme point d'entree a la construction
d'un sous-progamme de TFR distribuee, base sur les algorithmes classiques de Sande-Tukey et
Cooley-Tukey [110]. Soit la sequence g
j
, 0  j  N   1. On suppose que N = 2
n
ou n est un entier
positif ou nul. On denit w
jk
N
par
w
jk
N
= e
?i
2
N
jk
(3.40)
L'algorithme de TFR, dit a decimation en frequence (DEF)
10
, peut e^tre derive a partir de la
10. Cet algorithme de TFR est connu aussi sous le nom d'algorithme de Sande-Tukey.
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decomposition de la sequence g
j
en deux parties egales
g^
k
=
N?1
X
j=0
g
j
w
jk
N
(3.41)
=
N=2?1
X
j=0
g
j
w
jk
N
+
N?1
X
j=N=2
g
j
w
jk
N
; (3.42)
pour 0  k  N   1. En distinguant les nombres d'ondes pairs et impairs, on peut encore ecrire la
TFD comme
g^
2k
=
N=2?1
X
j=0
 
g
j
+ g
j+N=2

w
jk
N=2
pour 0  k  N=2  1 (3.43)
g^
2k+1
= w
k
N
N=2?1
X
j=0
 
g
j
  g
j+N=2

w
jk
N=2
pour 0  k  N=2  1; (3.44)
pour 0  k  N=2  1. La TFD sur N points se calcule donc par deux TFD's de N=2 points de
la somme et de la dierence des deux demi sequences. Comme nous avons N = 2
n
, nous pouvons
reiterer cette procedure log
2
N fois et aboutir a une expression constituee de TFD's a un point.
En pratique, les log
2
N etapes sont calculees par des additions et multiplications de nombres reels
ou complexes, selon un reseau de recombinaison, que nous illustrons en gure (3.3) pour le calcul
d'une TFR a DEF de huit points. L'algorithme est compose de log
2
8 = 3 etapes. A l'issue des
calculs, les coecients de Fourier ne sont pas dans un ordre correspondant a l'ordre naturel d'une
TFD. On obtient l'ordre correct en ecrivant l'ordre de rangement recupere sous forme binaire et en
inversant chaque bit de l'expression. Comme chaque etape de recombinaison demande de l'ordre de
N operations, le cou^t total pour une TFR est de l'ordre de N log
2
N .
On peut egalement construire un second algorithme, dit a decimation en temps (DET)
11
. Cet
algorithme repose sur le lemme de Danielson-Lanczos qui met en evidence qu'une TFR d'un vecteur
de N points peut s'ecrire comme la somme de deux TFR's de N=2 points portant respectivement
sur les points pairs et impairs du vecteur
g^
k
=
N?1
X
j=0
g
j
w
jk
N
(3.45)
=
N=2?1
X
j=0
g
2j
w
j
N=2
k + w
k
N
N=2?1
X
j=0
g
2j+1
w
jk
N=2
: (3.46)
11. Cet algorithme est l'algorithme de Cooley-Tukey.
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Fig. 3.3 { Le reseau de recombinaison pour l'algorithme de calcul d'une TFR a decimation en
frequence (DEF) pour une sequence de huit points. Partant des huit valeurs de la sequence g
j
,
on aboutit apres log
2
8 = 3 etapes aux coecients de Fourier. Les coecients ne sont pas ranges
comme dans la denition de la TFR directe de la sequence (3.26). Leur ordre correspond a l'ordre
obtenu en ecrivant l'adresse d'un element en representation binaire et en inversant chaque bit.
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Fig. 3.4 { Le reseau de recombinaison pour l'algorithme de calcul d'une TFR a decimation en temps
(DET) pour une sequence de huit points.
En separant les nombres d'ondes en deux moities on peut encore ecrire la TFD comme
g^
k
=
N=2?1
X
j=0

g
2j
+ w
k
N
g
2j+1

w
jk
N=2
pour 0  k  N=2  1 (3.47)
g^
k+N=2
=
N=2?1
X
j=0

g
2j
  w
k
N
g
2j+1

w
jk
N=2
pour 0  k  N=2  1 (3.48)
Si on applique le lemme log
2
N fois, on aboutit a une serie de TFD's a un point. L'algebre de
recombinaison est illustree pour une sequence de huit points en gure (3.4). On calcule d'abord
les N=2 TFD's a partir des valeurs de g
j
rangees dans le me^me ordre que celui obtenu a l'issue
d'une TFR a DEF, puis les N=4 TFD's a quatre points et ainsi de suite. Cet algorithme necessite
egalementN log
2
N operations. A l'issue du calcul, on obtient les coecients de Fourier ranges dans
leur ordre naturel.
En general, on souhaite conna^tre les elements d'une sequence ranges dans un ordre naturel.
Dans ce cas, les deux algorithmes comportent une phase de rangement. Cette phase a lieu avant
(apres) l'algebre de recombinaison dans le cas de l'algorithme a DET (DEF).
Toutefois, dans le cadre d'un solveur pseudo-spectral ou une seule direction est distribuee, on
peut se passer de l'ordre naturel de rangement de la TFR3D d'un tableau. Pour cela il sut de
conna^tre l'ordre des coecients de Fourier en ecriture de bits inverses, selon la direction distribuee,
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une fois pour toutes.
Supposons, de plus, que la sequence g
j
soit distribuee sur npt processus. Chaque processus
contient donc nn = N=npt valeurs de la sequence. On montre que le nombre de cycles de commu-
nication requis pour le calcul d'une TFR a DEF ou DIT est
log
2
N   log
2
nn = log
2
npt; (3.49)
la dierence entre le nombre total d'etapes de reduction et le nombre necessaire pour reduire un bout
de sequence sur un processus. En eet, un processus est autonome pendant les log
2
nn dernieres
(premieres) etapes d'une TFR a DEF (DET), ce qui est apparent dans les gures (3.3) et (3.4).
Le volume total de donnees emis par chaque processus au cours du calcul d'une TFR directe ou
inverse est alors donne par
V
TFR dist
=
N
npt
log
2
npt: (3.50)
Ce volume est obtenu en gerant les echanges de donnees comme cela est suggere naturellement par
les reseaux de recombinaison des gures (3.3) et (3.4). Pour s'en convaincre, on imagine que le reseau
de recombinaison est distribue sur les processus. En pratique, on peut optimiser les algorithmes en
procedant a un rearrangement supplementaire des elements de la sequence. Le rearrangement des
elements represente un surcou^t negligeable, etant donne que l'on abaisse ainsi de moitie le volume
de donnees envoyees [27], de telle facon que le volume precedent s'ecrit
V
TFR dist
=
N
2npt
log
2
npt: (3.51)
L'algorithme suivant est alors applicable au calcul d'une TFR3D d'un tableau tridimensionnel
reel, distribue selon la direction j
2
. On peut calculer la TFR3D directe avec une routine de TFR en
serie selon les directions degenerees, j
1
et j
3
et une routine basee sur l'algorithme a DEF distribue
selon la direction j
2
. Pour la TFR inverse, on peut alors utiliser une routine basee sur un algorithme
a DIT.
Le volume de donnees emis par processus au cours d'un calcul de TFR3D directe ou inverse est
V
TFR3D dist
=
(N + 2)N
2
2npt
log
2
npt; (3.52)
ou le facteur N + 2 tient compte du fait que la TFR3D est reelle a complexe dans la direction j
1
.
3.5.3 La methode de transposition
Generalites et principe de fonctionnement
Les sous-programmes que nous avons developpes ne sont pas "en place", mais necessitent la
denition d'une zone de memoire temporaire de la taille du tableau a transformer. Nous avons
trouve que le T3E disposait de susamment de memoire par nud pour avoir recours a une zone de
memoire additionnelle. Les simplications mises en jeu dans la programmation sont considerables.
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Les performances sont sans doute meilleures que dans le cas d'une TFR "en place", parce que la
transposition est plus simple. Nous avons developpe un premier sous-programme de calcul de TFR,
que nous avons integre a une deuxieme version du code de resolution des equations de Navier-
Stokes, dont les performances n'atteignaient pas celles du sous-programme mis a disposition par
le constructeur du T3E (premiere version du code). Gra^ce aux indications que nous a fourni M.
Meneguzzi, ainsi qu'aux travaux [32], [17] sur des implementations concretes de TFR3Ds paralleles,
nous avons pu corriger les principaux defauts de notre premiere tentative. Cela a donne lieu a un
deuxieme sous-programme de TFR3D et a une troisieme et denitive version du code de resolution
des equations de Navier-Stokes. Cette derniere version est celle qui a ete etendue au cas avec
conditions aux limites de type symetrie.
Considerons le principe de fonctionnement de l'algorithme de TFR3D que nous avons imple-
mente. L'idee est de transformer les directions non distribuees par des sous-programmes de TFR's
en serie, de transposer le tableau et d'achever la TFR par la transformee de la direction collectee.
Jusqu'ici nous avons tacitement suppose l'equivalence entre les directions d'espace de f et les di-
rections de "rangement" j
1
, j
2
et j
3
du tableau F
p
loc
. Il est toutefois possible de ranger les directions
d'espace du champ dieremment. La gure (3.5) illustre la transposition d'un tableau distribue
selon j
2
. On transpose les directions j
2
et j
3
de ce tableau. Il faut bien distinguer les directions
d'espaces x
1
, x
2
et x
3
(ou de l'espace de Fourier k
1
, k
2
et k
3
) et les directions de rangement d'un
tableau, j
1
, j
2
et j
3
. En a) les directions d'espace x
1
, x
2
et x
3
du tableau concident avec les direc-
tions du tableau j
1
, j
2
et j
3
. En b) les directions de l'espace de Fourier k
2
et k
3
ont ete permutees
par la transposition de j
2
et j
3
. La decomposition du domaine global est indiquee par les lignes
en pointilles. Autrement dit, le tableau transpose de la gure b) est physiquement distribue selon
la direction k
3
. La TFR3D peut donc simplement e^tre calculee par une serie de TFR reelles a
complexes en direction j
1
, suivies de TFR's complexes selon j
3
. Le tableau est ensuite transpose.
Il reste a calculer la serie de TFR's correspondant a la direction d'espace x
2
. Comme le tableau est
transpose, cette derniere serie doit e^tre calculee par des TFR's complexes selon j
3
.
On peut nalement retransposer le tableau an d'obtenir la TFR3D distribuee selon la direction
k
2
. Alternativement on peut garder la TFR3D sous sa forme transposee, gure (3.5 b), et faire
tous les raisonnements dans l'espace de Fourier sur un champ distribue physiquement selon la
direction k
3
. On economise ainsi un cycle de communication par TFR3D, ce qui abaisse le temps
de communication de 50%.
Transposition de F
p
loc
dans les directions j
2
et j
3
Dans la sous-section precedente, nous avons evoque la dierence entre la structure de rangement
d'un tableau en memoire et la structure spatiale du champ que ce tableau represente. An d'ex-
pliciter l'algorithme de communication, il est necessaire de considerer le rangement d'un tableau
encore plus en detail. Dans le cadre d'un programme ecrit en Fortran 90 les elements d'un tableau
F
p
loc
(j
p
1
; j
p
2
; j
p
3
) sont ranges en memoire de telle facon que j
p
1
dele le plus rapidement, suivi de j
p
2
,
73
x3
j
3
j
2
x
2
j
1
x
1
j
3
j
2
j
1
a) b)
k
1
k
2
k
3
Fig. 3.5 { La representation spatiale d'un champ sur un domaine global (tableau) indexe par j
1
,
j
2
et j
3
. Les lignes en pointilles indiquent la decomposition du domaine global en quatre sous-
domaines contenant chacun une partie du champ. Les directions d'espace du champ concident
avec les directions de rangement en a). En b) on considere l'espace de Fourier pour illustrer la
transposition des directions j
2
et j
3
du tableau. Dans ce cas la direction d'espace k
3
du champ est
rangee selon la direction j
2
du tableau. Le champ transpose est par consequent distribue spatialement
selon k
3
.
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suivi de j
p
3
F
p
loc
(0; 0; 0); F
p
loc
(1; 0; 0); F
p
loc
(2; 0; 0); ::::; F
p
loc
(N
1
+ 1; 0; 0);
F
p
loc
(0; 1; 0); F
p
loc
(1; 1; 0); F
p
loc
(2; 1; 0); ::::;
F
p
loc
(nn
1
; nn
2
; nn
3
); F
p
loc
(nn
1
+ 1; nn
2
; nn
3
): (3.53)
On dit aussi que le tableau est range par colonnes en exploitant l'analogie avec la numeration des
indices d'une matrice. A l'oppose, dans le language C, un tableau est range par lignes.
Supposons que le champ f soit represente par F
p
loc
. Si les directions spatiales concident avec
les directions de rangement, on aecte a Floc
p
les valeurs du champ f de la facon suivante
F
p
loc
(j
p
1
; j
p
2
; j
p
3
) := f [j
1
(j
p
1
); j
2
(j
p
2
); j
3
(j
p
3
)] ; (3.54)
ou les indices j
1
, j
2
et j
3
sont donnes par les formules de transformation (3.37-3.39).
On denit le tableau resultant de la transposition de F
p
loc
en lui me^me par l'aectation
F
p
loc
(j
p
1
; j
p
2
; j
p
3
) := f

j
0
1
(j
p
1
); j
0
3
(j
p
2
); j
0
2
(j
p
3
)

; (3.55)
ou l'on a introduit les nouvelles transformations
j
0
1
= j
p
1
pour 0  j
p
1
 nn
1
  1 (3.56)
j
0
2
= j
p
3
pour 0  j
p
3
 nn
3
  1 (3.57)
j
0
3
= j
p
2
+ p  nn
2
pour 0  j
p
2
 nn
2
  1: (3.58)
Les dimensions d'espace x
2
et x
3
sont permutees. La direction d'espace x
2
rangee selon la direction
j
3
est degeneree, tandis que x
3
est distribuee selon (3.58). La suite (3.53) contient donc les elements
de f ranges comme
f(0; 0; 0); f(1; 0; 0); f(2; 0; 0); ::::; f(nn
1
+ 1; 0; 0); f(0; 0; 1); f(1; 0; 1); f(2; 0; 1); ::::;
f(nn
1
+ 1; 0; 1); ::::; f(nn
1
+ 1; nn
2
; p  nn
3
=npt); f(nn
1
+ 1; nn
2
; p  nn
3
=npt) (3.59)
La transposition de F
p
loc
est eectuee a l'aide d'un tableau F
p
tmp
de me^me structure et de me^me
taille que le tableau a transposer et comporte deux etapes. En un premier temps, on redistribue les
donnees sur les npt processus. Il s'agit de decomposer F
p
loc
selon la direction j
3
et de collecter les
donnees selon la direction j
2
.
Cette etape est illustree par les gures (3.6 a) et b)). On y a represente la coupe dans un
plan j
1
= constant de a) F
p
loc
avant transposition, de b) F
p
tmp
. On montre ce qui se passe pour
une fraction de quatre sous-domaines. Le tableau F
p
loc
est scinde en quatre blocs (carres hachures)
representant en fait des faisceaux de donnees. On fait appel au rangement contigu en memoire des
elements du tableau local F
p
loc
pour le scinder en npt blocs, de donnees contigues, indexes par p
0
F
p
loc
(0 : nn
1
+ 1; 0 : nn
2
  1; p
0
 nn
3
=npt : (p
0
+ 1)  nn
3
=npt  1) pour 0  p
0
 npt  1: (3.60)
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Chaque bloc est identie sans ambigute par son premier element F
p
0
loc
(0; 0; p
0
 nn
3
=npt) et son
nombre total d'elements nbl = (nn
1
+ 2  nn
2
 (nn
3
=npt).
Chaque processus p envoie les blocs F
p
loc
(0; 0; p
0
nn
3
=npt) aux processus p
0
. Chacun des blocs est
envoye a un processus distant. Inversement, suite a l'envoi des blocs, le processus p contient tous les
blocs F
p
0
loc
(0; 0; p  nn
3
=npt), c'est a dire tous les blocs commencant a la cote j
3
= p  nn
3
=npt, dans
F
p
tmp
. Ces blocs sont indiques par des lignes en zig-zag dans les gures. En b), F
p
tmp
est compose de
blocs de donnees contigues dont les directions d'espace x
2
et x
3
coincident avec j
2
et j
3
. Ceci est
illustre par la direction des lignes hachurees dans les gures. La direction d'une ligne concide avec
la direction spatiale x
2
. On a pour F
p
tmp
F
p
tmp
(0; 0; p
0
 nn
3
=npt) = F
p
0
loc
(0; 0; p  nn
3
=npt) pour 0  p
0
 npt   1: (3.61)
La deuxieme etape consiste a faire une transposition locale des directions j
2
et j
3
, bloc par
bloc, de F
p
tmp
et a stocker les blocs transposes a la place des blocs de F
p
loc
(gure c)). Un schema de
communication ou chaque processus envoie a tous les processus, y compris a lui me^me, est un schema
\tous a tous" (all to all). Le schema est aussi appele echange croise. Soit send(p
0
; G(j
1
; j
2
; j
3
); nbl)
(recv(p
0
; G(j
1
; j
2
; j
3
); nbl)) la fonction qui permet d'envoyer (de recevoir) une suite de nbl donnees
contigues d'un tableau commencant par l'element G(j
1
; j
2
; j
3
) a un (d'un) processus p
0
. La gure
(3.7) illustre le pseudo-code pour la transposition des directions j
2
et j
3
d'un tableau F
p
loc
. Dans
l'algorithme, la fonction wait(p
0
) est une barriere, qui n'est franchie que lorsque la reque^te de
reception du bloc de p
0
est reellement terminee. La transposition locale sur le bloc p
0
peut demarrer
une fois que le processus a libere la fonction wait(p
0
). On note nalement que transposer le tableau
transpose redonne le tableau initial.
L'algorithme de TFR3D reelle a complexe
Nous pouvons a present enoncer l'algorithme complet de calcul de TFR3D directe. Soit
rfftj 1(isign;N
1
; F
p
loc
), la TFR reelle a complexe (isign =  1) ou complexe a reelle (isign = 1) en
direction j
1
de F
p
loc
et cfftj 3(isign;N
3
; F
p
loc
), la TFR complexe a complexe directe (isign =  1)
ou inverse (isign = 1) en direction j
3
de F
p
loc
. L'algorithme est donne en gure (3.8).
La TFR inverse est eectue en inversant l'ordre des etapes de la TFR directe en prenant
soin d'utiliser des transformees inverses selon les trois directions. On transforme donc selon j
3
, on
transpose, on retransforme selon j
3
, puis selon j
1
(complexe a reelle).
On remarque que la TFR en direction j
1
opere sur des elements contigus en memoire, tandis
que la TFR selon j
3
oblige a faire des sauts en memoire de (nn
1
+ 2)  nn
2
elements separant
deux elements consecutif du tableau F
p
loc
selon cette direction. En pratique, on copie les elements a
transformer dans le tableau temporaire F
p
tmp
, que l'on transforme, puis on recopie les elements dans
F
p
loc
. Rappelons que si on le souhaite, on peut retransposer le tableau nal et obtenir la transformee
dans l'ordre non-transpose.
Cet algorithme de TFR3D met en jeu un volume total de donnees echangees de
V
TFR3D trans
=
npt   1
npt
(N + 2)N
2
npt
: (3.62)
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3
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j
3
j
2
F
p
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0
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3
=npt) =
F
p
0
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3
=npt)
p
0
p
F
p
0
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(0;0; p  nn
3
=npt)
a) F
p
loc
b) F
p
tmp
c) F
p
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Fig. 3.6 { Schema de la transposition des directions j
2
et j
3
d'un tableau F
p
loc
. En a) les donnees sont
distribuees selon j
2
et les directions d'espace concident avec les directions du tableau. La direction
des lignes ou du zig-zag dans le remplissage symbolise le rangement des donnees selon la direction
d'espace x
2
. Chaque tableau F
p
loc
est scinde en blocs (indiques par des lignes en pointilles). En b)
on a redistribue le contenu de F
p
loc
par un schema de communication "tous a tous" (echange croise)
bloc par bloc dans F
p
tmp
. Un processus p envoie le bloc F
p
loc
(0; 0; p
0
 nn
2
=npt) au processus p
0
. F
p
tmp
contient bien tous les blocs correspondant a la m^eme cote j
3
, mais il reste a faire une transposition
locale de j
2
et j
3
permutant les directions d'espace x
2
et x
3
. Le resultat est stocke dans le tableau
de depart F
p
loc
. Finalement les donnees en direction x
2
sont stockees selon la direction j
3
du tableau
F
p
loc
, comme l'indique la direction des lignes et zig-zags.
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transposej2j3(F
p
loc
)
begin
for p
0
= 0 to npt  1 do
send(p
0
; F
p
loc
(0; 0; p
0
 nn
3
=npt); nbl)
recv(p
0
; F
p
tmp
(0; 0; p
0
 nn
3
=npt); nbl))
endfor
for p
0
= 0 to npt  1 do
wait(p
0
)
for j
p
3
= p
0
 nn
3
=npt to (p
0
+ 1)  nn
3
=npt  1 do
for j
p
2
= 0 to nn
2
  1 do
for j
p
1
= 0 to nn
1
+ 1 do
F
p
loc
(j
p
1
; j
p
2
; j
p
3
) = F
p
tmp
(j
p
1
; j
p
3
; j
p
2
)
endfor
endfor
endfor
endfor
end
Fig. 3.7 { L'algorithme de transposition consiste en un cycle de communication d'echange croise,
suivi d'une transposition locale des donnees recues. Notons que l'envoi d'un bloc destine au proces-
seur emetteur est superu, mais symetrise l'algorithme. Il sut de copier ce bloc dans F
p
tmp
, puis
de proceder a sa transposition locale.
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rcfft3d(isign; F
p
loc
) begin
for j
p
3
= 0 to nn
3
  1 do
for j
p
2
= 0 to nn
2
  1 do
rfftx( 1; N
1
; F
p
loc
(0; j
p
2
; j
p
3
))
endfor
endfor
for j
p
2
= 0 to nn
2
  1 do
for j
p
1
= 0 to nn
1
=2 do
for j
p
3
= 0 to nn
3
  1 step 2 do
t
tmp
(2  j
p
3
) = F
p
loc
(2  j
p
1
; j
p
2
; j
p
3
)
t
tmp
(2  j
p
3
+ 1) = F
p
loc
(2  j
p
1
+ 1; j
p
2
; j
p
3
)
endfor
cfftz( 1; N
3
; t
tmp
(0))
for j
p
3
= 0 to nn
3
  1 step 2 do
F
p
loc
(2  j
p
1
; j
p
2
; j
p
3
) = t
tmp
(2  j
p
3
)
F
p
loc
(2  j
p
1
+ 1; j
p
2
; j
p
3
) = t
tmp
(2  j
p
3
+ 1)
endfor
endfor
endfor
transposej2j3(F
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)
for j
p
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= 0 to nn
2
  1 do
for j
p
1
= 0 to nn
1
=2 do
for j
p
3
= 0 to nn
3
  1 step 2 do
t
tmp
(2  j
p
3
) = F
p
loc
(2  j
p
1
; j
p
2
; j
p
3
)
t
tmp
(2  j
p
3
+ 1) = F
p
loc
(2  j
p
1
+ 1; j
p
2
; j
p
3
)
endfor
cfftz( 1; N
3
; t
tmp
(0))
for j
p
3
= 0 to nn
3
  1 step 2 do
F
p
loc
(2  j
p
1
; j
p
2
; j
p
3
) = t
tmp
(2  j
p
3
)
F
p
loc
(2  j
p
1
+ 1; j
p
2
; j
p
3
) = t
tmp
(2  j
p
3
+ 1)
endfor
endfor
endfor
end
Fig. 3.8 { L'algorithme de TFR reelle a complexe et complexe a reelle en trois dimensions d'espace
transformant un champ F
loc
. Apres transformation des directions j
1
reelle a complexe et j
3
complexe
a complexe, le tableau est transpose, puis l'on retransforme la direction j
3
complexe a complexe.
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Le facteur npt   1 tient compte du fait que le bloc F
p
loc
(0; 0; pnn
3
=npt) n'est pas echange, mais
seulement copie localement dans F
p
tmp
, puis transpose localement. On a donc
V
TFR3D trans
< V
TFR3D dist
pour npt > 2: (3.63)
Le volume de donnees emis par processeur est donc moins important dans le cas de la methode de
tranposition.
L'algorithme de TFR3D inverse n'est pas explicite en detail. La TFR3D inverse est calculee
en inversant l'ordre des etapes de la TFR directe, tout en prenant soin d'utiliser des transformees
inverses selon les trois directions. On transforme donc selon j
3
, on transpose, on retransforme selon
j
3
, puis selon j
1
(complexe a reelle).
Commentaires
L'algorithme que nous avons decrit a la section precedente nous a ete suggere par M. Meneguzzi.
Nous avons egalement ecrit une autre version de la routine de TFR en trois dimensions, anterieure a
cette version. La routine anterieure transformait un champ decompose selon la direction j
3
et avait
deux defauts majeurs par rapport a la routine decrite ici. Premierement, comme deja remarque,
le fait de conserver la transformee dans un ordre transpose economise un cycle de communication
par TFR directe ou inverse [32]. Deuxiemement, le fait que les donnees soient distribuees selon j
2
,
presente un avantage important : les structures de donnees envoyees sont constituees uniquement
de donnees contigues en memoire. Avec la notion de type derives de structures de donnees, MPI
permet de creer des structures de donnees non contigues en memoire. Ainsi un processus source
peut envoyer un type derive a un processus cible. Le processus cible peut a son tour recevoir
les donnees sous la forme d'un autre, quelconque, type derive. Dans la version anterieure de la
routine nous faisions appel a ce type de construction, rendant ainsi inutile les transpositions locales
eectuees sur des blocs de donnees. Or, nous avons decouvert que les performances du programme
etaient mauvaises. Nous en avons tire la conclusion qu'il vaut mieux faire des envois de structures
de donnees contigues en memoire, accompagnes de transpositions locales des donnees a echanger ou
echangees, pluto^t que de releguer ces ta^ches a la bibliotheque MPI, en utilisant les fonctionnalites
plus sophistiquees qu'elle propose.
Un autre point important concerne le type de communication employe. L'algorithme de trans-
position eectue l'envoi des messages en bouclant sur le nombre de processus, npt, utilises dans
l'application. Lorsque les appels send ou recv sont non-bloquants, il est possible d'eectuer d'autres
operations sur un processus ne portant pas sur les donnees a envoyer ou recevoir, pendant que les
envois et receptions ont lieu. On parle de recouvrement entre calculs et communications.
Tel qu'il a ete presente, l'algorithme de transposition peut directement e^tre implemente avec des
appels a des communications asynchrones, mais cela n'apporte rien. Par contre, il est possible de
calculer des TFR3D's sur deux ou trois champs en me^me temps. L'utilisation de cette approche dans
la'lgorithme pseudo-spectral est tres satisfaisante, car il est de toute facon necessaire de calculer des
TFR3D's sur plusieurs champs a chaque iteration. Au niveau de l'algorithme de transposition (3.7),
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il est possible de faire des calculs suite aux reque^tes d'envois et de receptions de messages, tant que le
processus est en attente de terminaison de la reque^te de reception. Ces calculs peuvent correspondre
aux calculs de TFR's en series des directions degenerees d'un autre tableau a transformer. Nous
avons developpe un sous-programme qui calcule les TFR3D directes ou inverses de trois tableaux
simultanement, en utilisant un seul tableau de stockage temporaire F
p
tmp
et qui tente autant que
possible de recouvrir calculs et envois de messages. L'idee nous a, a nouveau, ete suggeree par M.
Meneguzzi.
Nous avons fait l'experience avec les dierentes fonctions de communications disponibles sur le
T3E sur le sous-programme de TFR3D d'un champ et le sous-programme de TFR3D asynchrone de
trois champs. Le standard MPI comporte grossierement deux types de communication, les commu-
nication bloquantes (par exemple la fonction MPI SEND) ou les communications asynchrones (non
bloquantes), dont un exemple est MPI ISEND. Par ailleurs MPI fournit directement le schema de
communication echange croise (MPI ALLTOALL) decrit en gure (3.7). Le T3E propose egalement
une librairie de communication proprietaire, SHMEM
12
. La routine de TFR a ete programmee en
utilisant, dans la transposition du tableau, tous les types de communication evoques. Les meilleures
performances sont atteintes par la librairie proprietaire SHMEM. L'appel a MPI ALLTOALL demontre
egalement d'excellentes performances. On l'explique par le fait que la fonction MPI ALLTOALL opti-
misee possede un temps de latence
13
inferieur a la boucle d'envois explicites executee par exemple
avec un appel a MPI ISEND (envoi asynchrone). Un schema de communications asynchrones est plus
performant qu'un schema bloquant. Mais nous avons constate que la dierence entre communica-
tions synchrones et asynchrones de MPI sur la T3E n'est pas tres grande. Tous les schemas de
communications testes ont des performances sensiblement identiques. Nous n'avons pas eectue de
test quantitatif systematique, mais une version de la routine avec appel a SHMEM a ete optimisee
par E. Gondet (IDRIS, CNRS). Les performances enregistrees etaient de l'ordre de 50Mops par
processus, bien meilleures que les performances de la routine proprietaire PSCFFT3D de SGI/Cray.
Finalement, remarquons que l'approche par le calcul de TFR3Ds groupees sur deux ou trois
champs, qui permet de chevaucher calculs et communications, est une alternative tres attractive
pour une machine qui implemente reellement les communications asynchrones. Elle permet notam-
ment de transformer un champ de vecteur, tel que le champ de vitesse d'un ecoulement.
3.6 Remarques sur le cas avec conditions aux limites de type sy-
metrie
Nous avons deja indique que la consideration de conditions aux limites de type symetrie ne-
cessite l'ecriture d'un programme independant du programme traitant les conditions aux limites
periodiques. La conguration optimale pour le cas symetrique est une bo^te ayant un nombre impair
12. L'implementation de MPI sur le T3E est en fait basee directement sur des appels de fonctions de SHMEM.
13. Le temps de latence est le temps passe a la preparation de l'envoi, comme par exemple la recopie d'un tableau
dans une zone tampon.
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de points dans chaque direction d'espace. Cela permet de calculer des TFR's en serie d'un nombre
de points N , tel que N = 2
n
, ou n est entier. An de conserver la me^me technique de decomposition
de domaine, on denit dans ce cas les tableaux avec quelques elements de plus dans la direction
distribuee, an que le domaine global soit decomposable sur le nombre de processus choisi. L'al-
gorithme de calcul des transformees en cosinus et sinus mixtes, en trois dimensions, decoule alors
facilement de l'algorithme de TFR3D par transposition presente.
3.7 Conclusion
Dans ce chapitre, nous avons introduit des notions sur les architectures paralleles a memoire
distribuee, ainsi que sur leur programmation. Nous avons decrit la technique de programmation de
decomposition de domaine et nous l'avons appliquee a un algorithme pseudo-spectral de solution
des equations de Navier-Stokes avec deux types de conditions aux limites (periodiques et de type
symetrie), necessitant l'ecriture de deux programmes dierents.
L'implementation pratique de l'algorithme a ete presentee dans l'esprit d'un programme uti-
lisant la bibliotheque d'echanges de messages MPI. Le developpement d'un programme portable
a necessite l'ecriture d'une routine de calcul de transformee de Fourier rapide a trois dimensions.
Cette routine a ete developpee avec l'aide M. Meneguzzi selon une methode de transposition. La
transposition est eectuee par un schema de communication de type "echange croise". Le sous-
programme de TFR resultant est tres performant et ce pour deux raisons. Premierement, les di-
rections de l'espace de Fourier k
y
et k
z
sont transposees dans le tableau contenant un champ et sa
TFR3D. Deuxiemement les echanges de donnees ne portent que sur des blocs de donnees contigues
en memoire.
Nous avons teste plusieurs fonctions d'echanges de messages (synchrones et asynchrones) et
nous avons trouve des performances sensiblement constantes.
Finalement, nous avons decrit rapidement une approche possible au calcul de TFR par une
methode de distribution. Cette methode met en jeu autant de cycles de communication qu'il y a
de processus, npt, executant le programme. Le volume de donnees envoyees dans le calcul d'une
TFR3D, dont l'une des directions est calculee par la methode distribution est de V
TFR3D dist
=
(N+2)N
2
2npt
log npt. Ce volume est superieur au volume echange pour le calcul d'une TFR3D a trans-
position V
TFR3D tran
=
(N+2)N
2
npt
(npt  1)=npt.
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Chapitre 4
Two-dimensional breaking internal
gravity waves: from instabilities to
turbulence
Remarque
Ce chapitre constitue une publication et sera soumis a Physics of uids
4.1 Introduction
We present results obtained from high resolution direct numerical simulations of progressive
internal gravity waves in a vertical plane. It has been known for a long time (Phillips 1966 [108])
that stably stratied ows involving internal gravity waves are unstable to external perturbations
and that the resulting dynamics are commonly non-linear. The instability of simplied wave sys-
tems, usually linear monochromatic waves occurring in simplied uid models like the Boussinesq
approximation, has been conrmed by nonlinear resonant interaction theory for weak amplitude
waves (Thorpe 1966 [129], Phillips 1966 [108]) on one hand, and by the linear stability analysis for
arbitrary amplitude waves (Mied 1976 [93], Drazin 1977 [25], Klostermeyer 1982 [61] and 1991 [63]
and Lombard and Riley 1996 [80]) on the other hand. The main conclusion of the linear stability
analysis begun by Mied is that in two dimensions an internal wave is unstable with respect to
parametric instability, however large the Richardson number of the ow may be.
The intuitively dicult modeling of nonlinear dynamical processes in stably stratied ows relies
traditionally on small scale laboratory experiments, on numerical simulations and to a lesser extent
on eld observations. At the present time, a large part of our knowledge of the nonlinear dynamics of
large scale internal waves stems from small scale laboratory experiments. These consider however
mostly standing waves starting with McEwan et al 1971 [86], 1972 [87], 1975 [89] or partially
standing waves (guided waves) (Wunsch et al 1972 [84]), which are easier to generate in laboratory
83
installations. The understanding gained from these experiments and other studies is considerable.
The modal structure of the dispersion relation imposed by the experimental setup has turned out
to be an ecient way of reducing the amount of potentially unstable wave modes. Standing waves
have therefore led to tractable studies of internal wave instability processes via resonant interaction
theory. On the other hand, the same connement eects tend to constrain the dynamics of the wave
eld in a way not necessarily in agreement with real progressive small scale geophysical internal
waves, where such constraints may be absent or may have a negligible eect. Moreover, a standing
internal wave results from the superposition of counter-propagating progressive waves, rendering
the resulting ow eld more complex. Despite this complexity, the ow of a standing wave is more
symmetric than the ow due to a single progressive wave. The recent numerical study on two-
dimensional standing waves by Bouruet-Aubertot et al 1995 [12] provides evidence for this and we
believe that the spatio-temporal inhomogeneity and anisotropy associated with a single progressive
wave should be taken into account when studying the instability process. These dierences with
standing waves make progressive waves an interesting object of study.
The laboratory experiments on standing waves cited above also address in more detail the local
instability mechanisms leading to wave breakdown. However, the experimental techniques used in
these studies do not allow access to the detailed ow elds important for modeling the processes.
Nevertheless, the study of McEwan and Robinson 1975 has established the importance of a kind
of parametric instability for the dynamics of stratied ows. Parametric instability as implied
by a subset of solutions to the resonant interaction equations of a single triad of internal waves is
commonly referred to as parametric sub-harmonic instability (PSI). It is worth noting that although
weakly non-linear progressive internal wave theory, most notably resonant interaction theory, has
given rise to a large number of theoretical studies (Muller 1986 [99]), its application has often
focused on the statistical properties of ows. In this respect resonant interaction theory is a mere
kinematic ingredient allowing for weakly nonlinear interactions to occur between otherwise purely
linear waves. We therefore state the need for an investigation into the detailed spatio-temporal
development of the instability of a large scale internal gravity wave. While we do not attempt to
enrich the PSI resonant interaction theory formally with more physical hypotheses, we identify the
generic mechanism allowing the extraction of both forms of kinetic and potential energy from the
primary wave to the instability structure. The extraction mechanisms of primary wave kinetic and
potential energies were rst identied by Lombard and Riley [80]. In our study we consider the ow
energetics not on the whole computational domain, but separately on regions of space dened by
the primary wave properties, which are translating through space at the phase speed of the primary
wave. Our study thus allows us to give a physical interpretation of the PSI mechanism. We also nd
that this mechanism extends beyond the premises of resonant interaction theory and we hope that
our results may give new impulse to the consideration of nonlinear amplitude equations associated
with progressive internal wave instability.
A last point of major importance concerns the relevance of our two-dimensional direct numerical
simulations to current research on stratied ows. The results to be presented show the existence of
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three dierent ow regimes. The relevance of the simulations to the study of the initial destabiliza-
tion process is established with the result from three-dimensional linear stability theory, that small
amplitude internal wave instability is an essentially two-dimensional process (Klostermeyer 1991).
On the other hand the type of ow regime reached by the breaking wave eld at the end of our
simulations is amenable to a statistical treatment. Such approaches are common in the study of stra-
tied turbulence, where dierent, random forcing of the ow is usually employed, than the transient
forcing by a large scale wave considered here. Our results relative to the post-breaking turbulent
will be presented elsewhere. Finally, the relevance of two-dimensional wave breakdown to the un-
derstanding of realistic three-dimensional processes is open to criticism. While the breaking events
themselves may indeed incorporate two-dimensional uid dynamics artifacts, there is no doubt that
these simulations permit the assessment of breakdown occurrence and initiation. Two-dimensional
simulations may give indications as to how future three-dimensional studies may be approached
and further work in this direction is currently being undertaken (Koudella 1999 [65], Koudella and
Staquet 1999 [66]). A validation of the arguments presented in favor of two-dimensional simulations
is given by Bouruet et al 1995, who obtained results in remarkable agreement with the laboratory
experiments performed in parallel by Benielli and Sommeria [9].
The plan of the article is as follows. After a rst part on the physical background and the
numerical model used in our investigation, we expose the instability process of an internal wave.
We rst consider the dynamics from a kinematic point of view in Fourier space by using resonant
interaction theory and time-frequency signal analysis. Then we turn to physical space where we
study the energetics of the instability process. Finally we consider the initial stage of the formation
of statically unstable layers by considering the vertical density gradient shortly before the wave
breakdown event and we also examine the local gradient Richardson number over the computa-
tional domain. We also visualize some features of the breaking wave eld that are relevant to the
assessment of three-dimensional breaking waves.
4.2 Equations of motion and numerical model
We consider the dynamics of a Newtonian uid in a Cartesian coordinate frame r = xe
x
+
ye
y
+ ze
z
, subject to a constant gravitational eld g =  g e
z
. The uid is linearly stratied and
its dynamics is governed by the Navier-Stokes equations in the Boussinesq approximation [40].
The velocity eld u = (u; v; w) is assumed to be incompressible, r  u = 0 and the pressure and
density elds are split into hydrostatic and uctuating parts such that p = p
0
(z) + ~p(x; y; z; t) and
 = 
0
+ (z) + ~(x; y; z; t), respectively. The hydrostatic parts satisfy the hydrostatic equation
rp
0
= (
0
+ )g. The equation of motion for the vorticity  reads
@
@t
+ u  r =   ru+r
g

0
~e
z
+ r
2
 (4.1)
where  is the kinematic, constant viscosity of the uid. Equation (4.1) is presented in its three-
dimensional form, incorporating the intrinsically three-dimensional feature of vortex stretching and
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tilting  ru. The following simple scale argument sets a limit on the validity of a two-dimensional
model description. We let L represent a length scale of the order of the wave length. The amplitude
of the particle oscillations associated with the wave provides a velocity scale U . Further, the density
eld g~=
0
is scaled by LN
2
, whereN is the Brunt-Vaisala frequency based on the linear background
stratication whose square is dened as
N
2
=  
g

0
d
dz
: (4.2)
An order of magnitude comparison of the vortex tilting/stretching term to the baroclinic vector
r 
g

0
~e
z
yields a ratio equal to the square of the Froude number Fr
2
=
U
2
N
2
L
2
. For given N
and wave length of the order L the Froude number is controlled by the wave amplitude. We thus
conclude that strongly stratied ows dened by small and to some extent by moderate amplitude
waves (small Fr) may be modeled by two-dimensional numerical simulations.
Henceforth we assume two-dimensional dynamics in the vertical plane xz and we introduce the
stream function  (x; z; t) of the ow which is connected to the velocity eld components u and w
and to the scalar two-dimensional vorticity  by the relations
u =
@ 
@z
; w =  
@ 
@x
and  =  r
2
 : (4.3)
The Navier-Stokes equations in the Boussinesq approximation in terms of the stream-function-
density variable formulation then read
@r
2
 
@t
+ J(r
2
 ;  ) =
@
0
@x
+ r
4
 (4.4)
@
0
@t
+ J(
0
;  ) =  N
2
@ 
@x
+

Pr
r
2

0
(4.5)
where  is the kinematic viscosity, Pr = = is the Prandtl number whose value is chosen to be 0:72
in our numerical simulations and N = 1. The expression J(A;B) = @
x
A@
z
B   @
z
A@
x
B denes
the Jacobian operator. Equation (4.4) is in fact the two-dimensional evolution equation for the
vorticity . For convenience we have also introduced the reduced density uctuations 
0
=
g

0
~. The
use of 2 periodic boundary conditions permits the consideration of progressive wave dynamics
in a discrete Fourier space and equations (4.4-4.5) may be integrated forward in time using a
standard pseudo-spectral method (Canuto et al 1988 [18]). The computation of convolution sums
is performed in physical space instead of Fourier space, at the price of generating aliasing errors.
These are eliminated with the help of a standard truncation method of the Fourier coecients.
The dissipation is modeled by a Laplacian and the set of equations is integrated in time using
an Adams-Bashforth scheme of third order. The kinematic viscosity and thermal diusivity are
adjusted using the balances of energy. A numerical simulation is validated when this balance is
satised within at least 1%.
Building on previous work on internal waves, our numerical simulations use a single, linear,
plane, monochromatic, large scale internal gravity wave, termed the primary wave. The linear
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polarization relations for such waves are given by
 (x; z; t) = Ae
i[kx?!(k)t]
+ cc; 
0
(x; z; t) = A
kN
2
!
e
i[kx?!(k)t]
+ cc: (4.6)
Here, A is the complex amplitude of the wave and cc denotes the complex conjugate expression. The
angular frequency ! of the wave is connected with the wave vector k = (k;m) by the well known
linear dispersion relation !(k) = N cos jj = Nk= where  is the angle between the wave vector
and the horizontal and the  =
p
k
2
+m
2
is the wave vector modulus. In what follows quantities
indexed by 0, such as k
0
= (k
0
; m
0
), denote primary wave attributes. It is a well known fact that a
single linear wave solution (4.6) is also a solution of the fully non-linear equations of motion (4.4-
4.5). In order to trigger instability and non-linear dynamics, we have therefore perturbed the initial
plane wave by a random noise whose spectrum has been normalized such that the energy be several
orders of magnitude smaller than the primary wave energy. Choosing a large scale internal gravity
wave as initial condition allows a precise physical space study of the ow, but has the drawback
that the simulation does not allow for energy transfers toward waves of larger scales, since such
waves cannot be resolved by the computational domain being used. Table 4.1 recapitulates the
numerical parameters used in our numerical simulations. Most of our results are presented in time
in units of the Brunt-Vaisala period, which we abbreviate by BV P .
4.3 From instability to breaking
In this section we describe the results obtained from the numerical simulations. We show that
the primary waves simulated are always unstable to smaller scale modes and that the resulting
wave eld looses its coherence after a sucient time. This loss of coherence is commonly referred
to as wave breaking. As cited in the introduction, a possible route of investigation of the instability
mechanism is the theory of resonant wave interactions. This theory may be applied to the case
of single energetic wave resonantly unstable to low amplitude modes [47]. The application of the
simple monochromatic wave theory to our results shows limitations however, which are justied by
visualizations of the ow elds, whose consideration suggests the study of the instability in physical
space. We rst turn to the study of the instability in Fourier space.
4.3.1 Resonant Interaction Theory
In the initial stage of the numerical experiments the total energy contained in the ow eld
is essentially conned to the primary wave, except for a small fraction of the energy contained in
the low level white noise. Also, for small amplitude primary waves the dynamics of the ow eld
are expected to be weakly non-linear. Using a perturbation theory it is possible to derive simple
amplitude equations for weakly nonlinear monochromatic waves. These provide us with theoretical
predictions for the growth rates of unstable modes. First order resonant interaction theory is based
on two time scales, a fast time scale t
1
= 1=N characterizing the buoyancy oscillations of the primary
wave and a slow scale t
2
= L=U associated with uid inertia. In a weakly non-linear regime it is
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expected that variations of wave amplitudes can be assessed on the slow time scale t
2
during a
limited lapse of time. A non-dimensionalisation of the equations of motion (4.4-4.5) making use of
t
1
and t
2
leads to equations of motion where the Jacobian terms are scaled by the Froude number
Fr = 
2
0
A=N , dened using the primary wave vector modulus and the maximum particle speed

0
A, as deduced from the polarization relations (4.6). A weakly nonlinear evolution is thus expected
to be obtained when Fr is small or equivalently, when the primary wave vorticity  scaling as 
2
0
A is
small compared to the Brunt-Vaisala frequency N . The laboratory experiments of McEwan and al
consider such small Froude number regimes. They show in a way most appropriate to our study how
the Froude number may be used as a small parameter with respect to which perturbative solutions
of the stream-function and density may be sought. The main result is that wave-wave interactions
are essentially governed by selective resonance conditions. These interactions are called resonant.
Here we only recall a few results important for the understanding of our study, further details are
provided by Craik 1985 [23]. First order resonant interactions among internal gravity waves due
to quadratic Jacobian terms in the equations of motion occur in triplets, called triads, where triad
members meet the resonance conditions
3
X
i=1
k
i
= 0;
3
X
i=1
!
i
= 0: (4.7)
In principle, triads are coupled with each other, since any member of a triad may also be invol-
ved in other triads. Actually, we consider only one class of triads, those involving the primary
wave (k
0
; !
0
) [47]. Further we consider all triads to be isolated from each other and we neglect
o-resonantly amplied modes. A two-time scale perturbation calculation (for example McEwan
and Plumb 1977 [88]) yields the amplitude equations coupling triad members in a nonlinear fa-
shion dA
i
=dt = S
i
A
j
A
k
with i; j; k = 0; 1 or 2. Since the triad includes the primary mode (k
0
; !
0
)
containing almost all the energy, a linearization about the state A
0
= cst and A
1
= A
2
= 0, shows
that the modes (k
1
; !
1
) and (k
2
; !
2
) may be linearly unstable and grow exponentially in time fee-
ding on the energy of the primary wave mode (k
0
; !
0
). According to Hasselmann's criterion [47]
instability occurs only if the frequencies of both secondary waves are smaller than the primary
wave frequency. As shall be seen below, instabilities of this kind are of the PSI type in the limit of
innite secondary wave vector moduli.
Resonant traces and unstable modes
Following Phillips [108], simple geometrical considerations of the resonance conditions allow the
graphical representation of all possible resonant triads comprising the primary wave (k
0
; !
0
). The
resonance conditions (4.7) may be solved and the curve traced out by the tip of wave vector k
1
gives rise to the resonant traces, reproduced in gure (4.1 a). The third member of a triad k
2
is
determined by the spatial resonance condition of equations (4.7) as indicated in the gure. Branches
may be classied according to the absolute values of the unstable wave angular frequencies !
1
and
!
2
with respect to the primary wave frequency !
0
. As already pointed out, only wave modes with
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frequencies smaller than the primary wave frequencies are unstable. Potentially unstable triads
therefore lie along the four branches labeled by A, B, D and E. It is to be noted that the arcs
joining branch A and B, D and E, are supposed to be part of branch A and D, respectively. Such
triads result from the solution of the spatial resonance condition together with the sum resonance
condition j!
1
j+j!
2
j = j!
0
j. On the other hand, the triads dened by the closed loops labeled C and F
contain high frequency secondary waves and are stable. In the limit of large wave vector moduli these
branches (and consequently the wave vectors lying along them) have as asymptotes the straight
lines whose angle with the horizontal veries cos = 
1
2
cos
0
. The corresponding frequencies verify
approximately !
1
= !
2
=
1
2
!
0
and the branches are called parametric sub-harmonic instability
(PSI) branches. The traces may be used to identify some of the most unstable modes excited by
the primary wave. Graphs b) and c) of gure (4.1) show excited instability modes according to an
arbitrarily xed threshold. The search algorithm keeps modes as soon as the ratio formed by their
energy and the instantaneous primary wave energy exceeds 10
?4
and it is being run as long as the
Froude number based on the rms enstrophy and the Brunt-Vaisala frequency is less than one. This
ensures that resonant interaction theory is assessed well before wave breakdown. Real valued ow
elds in two dimensions give rise to a Fourier space symmetric through the origin. The resonant
traces of the left half of Fourier space are therefore folded into the right half through the origin.
Within this representation a resonant triad may be identied whenever two modes lie on or close
to resonant branches and if the distances separating them is given by the primary wave vector k
0
.
It appears that the dynamics of the instability is controlled by a few triads as well as by other o-
resonant modes not associated with any triads in an obvious way. In both cases presented on graphs
b) and c) we may identify the triads [k
1
;k
2
] = [(2; 4); ( 1; 3)], [(3; 7); ( 2; 6)], [(4; 10); ( 3; 9)],
[(5; 12); ( 4; 11)]. Because of the discrete nature of the numerical simulations, none of these triads
meets exactly the resonance conditions (4.7). However strict temporal resonance is not required for
the existence of resonant triads as shown by McEwan and Plumb [88], but instead it need only
be satised within a precision of the order of the Froude number. Similar results were obtained
by Bouruet-Aubertot et al 1995 [12], who studied the standing wave analog of the k
0
= (1; 1)
primary wave considered here. They observed that the instability is governed by a few triads and
also observed the existence of more o-resonant triads and isolated secondary wave modes. The
growth of these modes may be interpreted as being entrained by the growth of resonant triads.
This simple analysis proves that the primary wave excites smaller scale waves, which grow in time
feeding on the energy of the primary wave. This fact has implications for the structure of the
instability in physical space, presented in the next section, because provided there exists a stable
phase relationship between unstable Fourier modes, a nite bandwidth in Fourier space implies a
nite bandwidth in physical space. In this sense we shall use the term wave packet to designate the
spatio-temporal structure of the instability. The most important conclusion to be drawn from the
present paragraph is that the instability mechanism is essentially locally parametric (PSI) and this
nding is coherent for all unstable modes observed.
In the discussion so far we have disregarded eects of viscosity. These are however inherently
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present in a real uid and also in a numerical simulation. As found in the linear stability analysis
of an inviscid internal gravity wave [61], [93], the largest instability growth rates are predicted
for modes of vanishingly small wavelengths. Later calculations [63], [80] including dissipation have
however shown that a primary eect of viscosity is to impose a lower bound on the scales involved
in the destabilization process of the primary wave. A test series of simulations performed with high
Reynolds numbers corresponding to a viscosity of  = 10
?6
allowed us to assess qualitatively the
importance of dissipation. The simulations were interrupted before wave breaking occurred, because
the high Reynolds numbers would cause the simulations to break down. Such simulations revealed
the interesting fact that the horizontal scale of the instability does not seem to dier much from the
horizontal scale of the smaller Reynolds number simulations corresponding to the  = 10
?4
we are
presenting. However the vertical scale of the instability is sensitive to the Reynolds number. This
behavior, illustrated in the last image of gure 4.7 (to be commented on later, when we discuss
the structure of the instability in physical space), whose features are to be contrasted with the
previous images. Further, we have found that a numerical simulation of a small amplitude wave
using a zero or vanishingly small viscosity produces an instability where there is no preferred length
scale selection. We therefore expect the initial instability of the uid to be predictable by resonant
interaction theory, where the spatial scales involved in the instability process are of intermediate
scales and result from a competition between non-linear eects and viscous dissipation as suggested
by Bouruet-Aubertot et al 1995.
Growth rates
We have computed theoretical growth rates for resonant triads and have compared them with
growth rates obtained numerically. Following the end of the discussion of the last paragraph, we
should take into account viscous eects however. The series of experiments by McEwan et al referred
to in the introduction did take into account molecular eects in the analysis of results, however
the dissipation function used was specic to the experimental setup and no systematic study of
these eects were made. The inclusion of viscous eects into resonant interaction theory is not
immediate, because it relies on specic assumptions. We shall follow the ideas laid down in the
study of interfacial internal waves by Davis and Acrivos 1967 [24], apply a treatment analogous to
theirs in what follows. They suppose that the nonlinear interactions taking place between waves
are to a rst approximation independent of uid viscosity and thermal diusivity. We thus consider
the triplet of amplitude equations dA
i
=dt = s
i
A
j
A
k
  T
i
A
i
, for i; j; k = 0; 1 or 2 and i 6= j 6= k,
where T
i
is the total dissipation function to be determined subsequently. The linearization of this
system around the basic state A
0
= cst; A
1
= A
2
= 0 admits solutions displaying an exponential
time variation with the following growth rate
s =  
1
2
(T
1
+ T
2
) +

1
4
(T
1
  T
2
)
2
+ S
1
S
2
A
2
0

1
2
(4.8)
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where the interaction coecients S
1
and S
2
are calculated in a most succinct way by McEwan &
Plumb [88] and are given by
S
i
=
1
2!
i

2
i
(k
p
m
q
  k
q
m
p
)

!
i
 

2
p
  
2
q

+ k
i

k
p
!
p
 
k
q
!
q

; (4.9)
where i; p; q = 0; 1 or 2 (no sum over p and q). Equation (4.8) shows that exponentially growing
(unstable) solutions are possible provided that i) S
1
S
2
> 0 and ii) the constant amplitude of the
primary mode exceeds the threshold value given by : A
th
=
p
T
1
T
2
=S
1
S
2
. The rst condition may
be shown to be equivalent to the Hasselmann criterion [47] discussed before, while the second one
ensures for a given amplitude that growth due to nonlinear triad interaction is larger than decay
due to viscous eects. Up to here our treatment parallels Davis and Acrivos approach. It remains
to be shown what dissipation function we should use. Considering linear waves in an unbounded
uid the functions T
i
should be a function of the viscous dissipation and the thermal conduction.
It can be easily shown from linear theory that the balance satised by the total energy E
tot
i
, the
sum of kinetic and potential energy, of a single wave averaged over a wave period is given by
d
dt
E
tot
i
=  ( + )
2
i
E
tot
i
: (4.10)
We extrapolate this result and use T
i
= (+)
2
i
as dissipation function. Interested in the occurrence
of PSI, we consider the inviscid and dissipative growth rates for the viscosity and conductivity used
in computations 10, 9 and 14 in table 4.1. These correspond to the four PSI branches labeled A,B,D
and E in gure (4.1 a). We have also represented the growth rates for the inviscid curves on the same
gures. There are two important points to note here. First of all the inuence of viscosity is strong
for the Newtonian dissipation used in our simulations. This is in contrast to Bouruet-Aubertot et
al's stationary wave investigation, where they use essentially biharmonic dissipation, reducing the
inuence of the hyper-viscosity to the smallest scales of motion. Secondly, it is apparent that triads
lying along branches B and E, have smaller growth rates than triads lying along branches A and
D. Actually, our threshold analysis has not revealed any excitation of modes lying along branches
B and E and we shall show that it is indeed the triads lying along branches A and D which govern
the instability process of the waves. We shall also provide some physical arguments of why this
should be so.
Figure 4.2 shows the numerically computed energy histories for the k
0
, k
1
= (3; 7), k
2
=
( 2; 6) triad for two dierent initial amplitudes of the primary wave. The ordinate is plotted
with a log scale. The growth of the secondary modes is clearly seen to be exponential and curiously
saturates shortly before breaking only. The exponential growth foreseen essentially for the beginning
period of the simulation thus persists well beyond the small Froude number regime. This type of
behavior was similarly observed in the standing wave case [12]. The theoretically computed growth
rates are also represented on the gures in dashed lines. It is seen that the numerical growth rates
are somewhat smaller than the theoretically predicted, on the average by 10 20%. Finally we want
to mention, that the energy histories of the more o-resonantly growing modes have been found to
be hardly aected by their o-resonance. In this sense the instability grows at a uniform rate and
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seems to be driven by the most resonant triad. We shall see in the following section that this last
point is essentially conrmed by a time-frequency analysis, which opens the way to a study of the
instability in physical space.
A time frequency analysis of the vorticity in a point
The threshold test exposed in section for small Froude numbers has demonstrated, that the
primary instability is dominated by resonant interactions. However, it only shows which secondary
modes participate in the instability, but it does not display the time dependence of secondary
modes. We have pointed out that the dynamics in the early stages of the evolution is driven
by a small amount of localized resonant and slightly o-resonant triads. In physical space the
instability appears as a spatially modulated wave or wave packet and global insight is gained from
the study of the wave packet's frequency content. This allows for testing the idea that the instability
modes are entrained by a dominant triad and in what respect we are dealing with PSI. We have
performed a time frequency analysis of the vorticity in the center of the computational domain
for a simulation with initial wave amplitude A = 0:256 (run 9). The dominating primary wave
contribution to this time series has been ltered out in Fourier space (left of gure (4.4)). This
ltering procedure is necessary for the energy contained in secondary modes to be resolved by the
processing technique. However, the computation of a short time Fourier transform of the integral
signal (right of gure 4.4) shows that even then no perceptible signal is obtained prior to 30BV P .
Incidentally, this gure shows clearly what occurs in the time-frequency plane when the wave eld
breaks. Breaking at around 38BV P is distinguished by the appearance of energy at much higher
frequencies, not associated with internal gravity waves. Most high frequency modes are energized
only during about 5BV P , period during which most of the energy is dissipated by a freely decaying
stratied turbulent regime. Let us return to the ow eld before breaking. In the rst stage of the
wave evolution (prior to break-down) it may be observed that the perturbation energy is contained
in a thin angular frequency band of an average angular frequency equal to one half the primary wave
angular frequency, which indicates that the perturbation is PSI-like in frequency space as expected
from resonant interaction theory. This is observable on the spectrogram only between 31 and
33BV P . Prior to this period the instability is not resolved. In the units used, the primary angular
frequency has a value of 1=
p
2, while the observed angular frequencies (including those frequencies
associated with the almost resonant k
1
= (3; 7) and k
2
= ( 2; 6) waves) lie between 0:3 and
0:4. During this period the only frequencies excited are frequencies bounded by the Brunt-Vaisala
frequency, the cut-o frequency. Actually, during this period, the excited frequencies seem to be
bounded by the primary wave angular frequency itself, a nding in agreement with the Hasselmann
1967 criterion mentioned in section (4.3.1). Despite the fact that the primary wave contribution to
the signal has been ltered, the triad frequencies cannot be properly resolved on the spectrogram.
We have therefore preprocessed the part of the signal enclosed between vertical dashed lines on the
left of gure 4.4 by submitting it to automatic gain control. This amounts to normalizing the time
series envelope. In this way we could get rid of the non stationarity due to the envelope growth. We
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have computed a short time Fourier transform using phase reassignment [6] of the resulting time
series. The spectrogram obtained is shown in g. 4.5. It is seen that the spectrogram resolves the
instability from about 25 BV periods onwards. It appears rather clearly, that the instability, found
to be composed of a band of spatial Fourier modes, is driven in the beginning by two frequencies
only, the frequencies corresponding to the principal triad frequencies. Later parts of the signal are
not interpreted and the gure (4.5), because the method of analysis sought precisely to obtain
the triad frequencies in order to observe the frequency splitting. The principle feature of this last
analysis is thus that we are able to observe the splitting of the frequencies associated with the
principal resonant triads.
4.3.2 The structure of the instability in physical space
Our considerations of the instability features in Fourier space showed its nite bandwidth. Such
a nite bandwidth usually amounts to a spatially modulated instability wave packet in physical
space, provided the phases of the partaking modes are well behaved with respect to eahc other,
which must occur if energy is to be extracted from the primary wave. While there is a strict
equivalence between the nite bandwidth Fourier space point of view and the modulated wave
packet physical space point of view in the linear or weakly non-linear regime, a consideration of
the latter is rewarding [107]. Any perturbation evolves in a non homogeneous and non stationary
background ow and stratication and is subject to the advection by the primary wave induced
velocity eld, the primary wave shear and the primary wave density gradient (in addition to the
linear density prole). In this and subsequent paragraphs we present the destabilization process
from a phenomenological view point with help of visualizations.
The spatial structure of a linear internal gravity wave
The left of gure (4.6) shows the detailed structure of a linear, monochromatic, plane, pro-
gressive internal gravity wave k
0
= (1; 1) in a 2 periodic geometry. The wave propagates toward
the upper right corner and the propagation direction of such a wave is determined by the phase
relationship between the velocity and density elds. These are always in quadrature. For the pro-
pagation direction considered the density lags the velocity by =2. The two-dimensional space may
be subdivided into areas dened by the internal wave properties. On one hand, we distinguish
zones of space instantaneously dened by the sign of the primary wave vorticity 
p
. The vorticity
corresponds to the gradient of the velocity eld along the direction dened by the wave vector k
0
,
as will be shown later by rewriting the equations of motion in the reference frame of the primary
wave. Shaded areas on the gure have 
p
> 0, while light areas have 
p
< 0. On the other hand, we
may distinguish zones according to the sign of the vertical density gradient. With respect to the
linear background stratication, a linear internal wave thus induces areas of reduced and increased
static stability, labeled by RSS and ISS, respectively. Zones dened by the sign of the vorticity

p
overlap evenly with zones dened by the vertical density gradient, because of the quadrature
relationship between these two elds. All zones considered move in time at the phase speed of the
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internal wave and only in the frame of reference tied to a wave phase line, do these regions become
Eulerian. The consideration of the detailed structure is helpful, when considering the instability and
breaking processes of the wave eld. Similar considerations were made by Thorpe 1989 [130] and
1994 [131]. Such an analysis brings out the spatio-temporal inhomogeneity involved in an internal
wave. We shall see that 
p
areas are important for the destabilization of the wave, while RSS areas
are important for the breaking of the wave. Finally, on the right of gure (4.6) we represent the
initial total density eld of the simulation run9, which we shall consider more closely in this study.
Destabilization and emergence of a secondary wave packet
Here we look at the vorticity of the ow dened by the second of equations (4.3), as this
quantity is a convenient way of representing a two-dimensional ow eld. In order to observe the
features of the destabilization process from the very beginning of the simulation we have ltered out
the primary wave k
0
contribution to the vorticity in Fourier space. In physical space we are then
left with vorticity relevant to the emerging instability only. However, in order to follow the phase
relationship between instability and primary wave in time, we also keep the primary wave's vorticity.
Both contributions are superimposed, the instability being visualized using a full colormap (grey
shades in the gures), while the primary wave is visualized using light and dark shading according
to the sign of the primary wave's vorticity. Positive primary wave vorticity (
p
> 0) corresponds to
veiled areas. Figure (4.7) shows the development of the instability wave packet over approximately
one primary wave period (PWP ) about 6PWP after the initiation of the simulation. The images
are spaced by approximately 1=4PWP as conrmed by the position of primary wave phase lines
delimiting dierently signed 
p
areas.
The dynamics of the whole ow eld, that is the propagation of the primary wave at its phase
velocity and the propagation of the wave packet composed of the excited Fourier modes is a complex
phenomenon due to the anisotropic dispersion properties of internal waves and as time elapses due
to the interaction between these components. A quantitative study of this dynamical behavior can
actually be conducted by considering the propagation properties of linear internal waves forming
the instability wave packet. However, such an approach is not considered here. The purpose of the
series of images on gure (4.7) is to show the existence of a modulation in space and time. There is
an apparent periodicity between the rst (6:055PWP ) and the last image (7:045PWP ), despite
the complex relative wave packet dynamics. The eect of the primary shear on the wave packet is
readily observed. Thus, 
p
> 0 areas produce a clockwise rotation on wave packet crests and troughs,
while 
p
< 0 areas (veiled) produce an anti-clockwise rotation. These rotation eects are indeed
nite amplitude eects and are absent only for primary waves of vanishingly small amplitudes. It
is seen from the gures that the primary wave propagates on top of the wave packet. The wave
packet dynamics is not strictly stationary, although in the series of images in gure (4.7) we may
suppose it to be so and this will be conrmed when we consider the energy budgets of the instability.
Crests and troughs emerging from a 
p
> 0 zone into a 
p
< 0 zone are inclined with respect to
the horizontal and are well focused (image 6:797PWP ). On the other hand, crests and troughs
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emerging from a 
p
< 0 into a 
p
> 0 zone are more nearly horizontal and their vertical scale over
which the vorticity varies appears to be larger (image 6:302PWP ). While the directional change
may be attributed to primary wave rotation eects associated with the primary wave vorticity

p
, the scale change results from the fact that crests and troughs are either located in areas of
reduced or increased static stability. We note that the wave packet never cancels completely in any
region of space, but the existence of a modulation indicates that the energy associated with the
instability is not instantaneously equipartitionned in space. In overall, the images indicate a strong
connection between the primary wave's shear velocity eld and the development of the instability.
Let us also note that there exsits a weak interference patterns 
p
> 0 zones. This cannot be due
to the wave packet alone. These interferences may correspond to a superposition of the modes
lying on branches B and E and of modes making up the wave packet. This second wave packet
has a smaller growth rate than the one we essentially observe in these gures, as is predicted by
resonant interaction theory (gure 4.2 b) and our simple threshold test did not even identify these
modes. They will not be considered anymore in what follows, for we have consistently observed
that they tend to die out, the instability being controlled by the wave packet we have described.
Animations also show the manifestation of the local PSI. A crest associated with the wave packet,
moves by one average secondary wavelength after the passage of two primary wave lengths on top
of it. Although we consider only one single wave period in the present paragraph, we will see shortly
that the mechanism is essentially repeated each primary wave period and that it thus constitutes
the only mechanism leading to the redistribution of energy in Fourier space and the subsequent
breaking of the resulting wave eld. We can conclude that the images of gure (4.7) show that the
inhomogeneity induced by the primary wave is of central importance and we next take this into
account for the study of the energetics of the destabilization process.
Linearized kinetic and potential energy equations
The linear stability analysis of an internal wave in an analogous conguration to the one consi-
dered presently has been studied by several workers and has been completed recently by Lombard
and Riley 1996 (LR96) [80], who also give an overview of past work on the subject. LR96 and Lom-
bard 1994 (L94) [79] have clearly shown that two dierent energy extraction mechanisms are active
during the destabilization process. Thus, unstable wave modes may extract kinetic energy as well
as potential energy from the primary wave. LR96 refer to the kinetic energy extraction mechanism
as shear production or Reynolds stress production, because of the similarity with the kinetic energy
coupling terms obtained in the energy equations of homogeneous turbulence in the framework of
the Reynolds decomposition [128]. The potential energy extraction, specic to stratied ow, is
called the gradient production, because it is dependent on the existence of the primary wave den-
sity gradient. Our objective is to derive a linearized evolution equation for the wave packet kinetic
and potential energies. The results are simplest if we consider a two-dimensional primitive variable
formulation in the coordinate system introduced by Mied 1976. The laboratory coordinate system
denoted by (x; y; z) is subjected to a rotation about the y-axis, such that the resulting z
r
-axis of
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the rotated system (x
r
; y
r
; z
r
) is aligned with the wave vector of the primary wave k
0
. In a second
step, the Galilean transformation X = x
r
; Y = y
r
; = z
r
  c
0
t is applied to the rotated system,
where c
0
= !
0
=
0
is the constant primary wave phase speed. These steps are illustrated in gure
(4.8). The new coordinate system (X; Y;) is associated with an inertial reference frame. The Euler
equations in the Boussinesq approximation in the new frame thus write (LR96)
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where U = (U;W ) are the velocity components in the new frame and the pressure is normalized
by the mean density 
0
. Scalar elds are not aected by the coordinate transformation and are
therefore not relabeled. In this frame of reference the primary wave is stationary and reads
U
0
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0
m
0
e
i
0

(4.14)
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The next step consists in making the following decomposition of the ow variables
U = U
0
+ u
0
(4.17)

0
= R
0
+ 
0
(4.18)
p = P
0
+ p
0
(4.19)
where primed quantities correspond to small perturbations. Substitution of this decomposition into
the evolution equations (4.11- 4.13), linearization and subtraction of the equations of motion for
the primary wave leads to equations of motion for the perturbation variables. We thus can derive
the linearized perturbation kinetic and potential energy equations
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where we have dened the material derivative following the primary wave by

D
Dt

0
=
@
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+ U
0
@
@X
+W
0
@
@
: (4.22)
In these equations all terms characteristic of the evolution of the mechanical energy are recognized
[40]. These are the advection terms by the primary wave of kinetic and potential energy, the
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redistribution of kinetic energy due to pressure inhomogeneities and the heat ux appearing in
both equations with dierent signs. In addition each equation contains also a single term coupling
the uctuating elds to the primary wave quantities. In the kinetic energy balance we have the
term  u
0
w
0
dU
0
=d, while in the potential energy balance we have  N
?2

0
w
0
dR
0
=d. These two
terms are precisely the shear production term and the gradient production term referred to at
the beginning of the paragraph. In particular, the quantity dU
0
=d is the primary wave vorticity
labeled by 
p
in the laboratory frame. Now we focus on the kinetic energy balance, equation (4.20).
We expect the instantaneous velocity eld correlations of the internal wave packet to of a xed sign
for all space and all times, because such a packet has a well dened propagation direction. Thus,
if there is to be a net extraction of kinetic energy, from the primary wave energy reservoir, then
the correlations appearing in the term  u
0
w
0
dU
0
=d must have variable properties according to
the sign of the primary wave vorticity dU
0
=d. The existence of a non zero buoyancy ux makes
an adjustement of the velocity uctuations possible by allowing the reversible interchange between
kinetic and potential energy. For a single internal wave, it is impossible to adjust the velocity
uctuations, because there is instantaneous equipartition of kinetic and potential energy when this
is averaged over one wavelength. However, we know that the instability pattern is a polychromatic
wave packet and this equipartition need not be the case then. If there exists an instantaneous
non-zero buoyancy ux, then there will not be equipartition between energies and the uctuations
can adjust and nally produce a net kinetic energy extraction from the primary wave provided
the phase of the wave packet is adjusted with the primary wave vorticity. This reasoning is not
immediate for the gradient production term in the potential energy balance, because the correlations
between uctuating vertical velocity and uctuating density are less obvious and in the absence
of this reasoning, it is obvious that the instability process is not governed by potential energy
extraction alone, as was shown by LR96. Therefore, the discussion presented suggests a possible
physical mechanism for internal wave instability involving the buoyancy ux of the wave packet and
it suggests that we examine the energetics of the destabilization process with respect to primary
wave vorticity zones.
A local study of the instability energetics
In this paragraph we present the results relative to the kinetic and potential energy balances
given by equations (4.20) and (4.21), respectively, for two numerical simulations. The rst series
of graphs concerns the small amplitude simulation run9 which we have visualized and commented
in detail in this study, while the second concerns a large amplitude wave (run11), for which the
premises of the weakly non-linear interaction theory are violated. Results of run9 are presented in
gures (4.9) and (4.10), while results for run11 are presented in gures (4.11) and (4.12). Panel
a) shows the total kinetic and potential energy histories of the simulation. Wave breaking may
be dened as the instant of maximal decrease of the energies and is seen to occur shortly before
40BV P on gure (4.9 a). We have also represented the viscous dissipation and heat conduction of
the primary wave as predicted by linear theory using a dashed line. The very good agreement with
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our numerical simulation validates our numerical code in the linear regime and shows that viscous
dissipation and heat conduction are governed by the primary wave only during the destabilization
phase. Another feature of internal wave breaking is that the kinetic energy is always more important
than the potential energy at the end of our simulations. Indeed, the conversion of potential energy
into kinetic energy during breaking produces an acceleration of the horizontal mean ow. This
is a result also found in three-dimensional numerical simulations (Koudella 1999a [65]). Panel b)
shows the time evolution of the total instability kinetic and potential energies represented with a
logarithmic scale. The instability energies associated with the wave packet grow exponentially in
time as known from the weakly nonlinear approach presented before.
Panel a) of gure (4.10) illustrates the total energy production terms KEP for the kinetic energy
and PEP for the potential energy. The gradient production is always positive in both cases, but
the kinetic energy production becomes periodically negative in the beginning stages of the wave
destabilization. However both simulations reach a stage where the extraction of both forms of energy
is always positive. Panel b) shows the values of kinetic energy production (KEP) ( u
0
w
0
dU
0
=d)
and of potential energy production (PEP) ( N
?2

0
w
0
dR
0
=d). A quantity is prexed by P and
N if it results from a sum over areas in which 
p
> 0 and 
p
< 0, respectively. All quantities
are normalized by the instantaneous total disturbance energy, that is the energy contained in all
wave modes except the primary mode, represented on gures (4.9) and (4.9) a). Panel b) thus
shows, that kinetic energy is extracted only in 
p
< 0 areas (NKEP). In 
p
> 0 areas it is actually
seen that the wave packet transfers weakly energy toward the primary wave (curve PKEP). This
contrast is far less marked for the potential energy extraction, which is slightly dominated by the
production in 
p
> 0 areas (PPEP), but which is not negative in areas of opposite sign (NPEP).
On panel c) we show the normalized disturbance energies summed over 
p
zones. There is a denite
correlation between the production terms in panel b) and the energies. It may for instance be seen
that the kinetic energy production is maximized in 
p
< 0 zones, when the kinetic energy in these
zones is also maximal (NKE), for then the velocity correlations appearing in the production term
 u
0
w
0
dU
0
=d are also maximal. On the other hand the wave packet energy in 
p
> 0 zones (PKE)
is small so as to minimize the loss of kinetic energy to the primary wave. This last point relies on the
fact that the velocity correlations in the well dened wave packet we have observed do not change
their sign, such that in 
p
> 0 zones there is necessarily a loss of disturbance energy to the primary
wave. The potential energy extraction is always positive, which means that the vertical velocity-
density correlations in the wave packet, appearing in the term  N
?2

0
w
0
dR
0
=d, must change
their sign as a function of their location in a 
p
zone. Panel c) representing the energies clearly
shows the spatial modulation of the wave packet. Kinetic energy maxima located in 
p
< 0 zones
are out of phase with potential energy maxima located in 
p
> 0 zones. Further, the periodicity
of the oscillations is very closely equal to the primary wave period. In units of BV periods the
primary wave period is
p
2. Panel c) shows that during 5BV P the energies undergo a little less
than 3:5 periods of oscillation, which amounts to a period of the order of the primary wave period.
There exists thus a non-zero instantaneous buoyancy ux in the wave packet which adjusts the
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wave packet's kinetic energy to a maximum in 
p
< 0 zones for maximal kinetic energy extraction
and to a minimum in 
p
< 0 zones for minimal kinetic energy loss. A similar statement applies
to the potential energy dynamics. The buoyancy ux associated with the packet is represented on
panel d). The total wave packet buoyancy ux, dened as the spatial average of
 
k
0

0

0
u
0
+
m
0

0

0
w
0
(4.23)
is negative, because the potential energy extraction mechanism is more ecient than the kinetic
extraction mechanism. If the energies associated with the wave packet are to be equipartitioned
when averaged over space and time, then there must exist the net negative buoyancy ux observed.
However, the oscillations in the buoyancy ux explain the periodic transfer of kinetic and potential
energies observed in panel c). Incidentally, we believe that this analysis also restores a more physical
interpretation of the PSI mechanism discussed before. Indeed, an excitation of two secondary waves
at half the primary wave's frequency provides a buoyancy ux oscillating at the primary wave
frequency as may be veried from rst linear principles. From the present point of view, PSI then
appears as a process tending to optimize both energy extraction mechanisms, but where the kinetic
energy extraction mechanism operates in favor of wave packet growth in 
p
< 0 areas only, while
the potential energy extraction mechanism operates almost equally in both types of spatial zones.
It is the existence of this buoyancy ux together with the phase adjustment of the wave packet
with respect to the primary wave which makes the process feasible.
Finally, we note that the whole process described in this paragraph is encoded in weakly non-
linear resonant interaction theory, although as we have pointed out in the introduction, that we are
not aware of an existing physical interpretation of the PSI mechanism in terms of energy budgets as
given here. This is what we referred to in the introduction as the kinematic application of resonant
interaction theory in the literature. Furthermore the results are well conserved for large amplitude
waves as shown in gures (4.11) (4.12), we show the same results for an internal gravity wave
of larger amplitude, a case for which resonant interaction theory is supposed to be violated. The
results obtained are however perfectly consistent with the results we have just presented for the
small amplitude case. In fact the discrepancy between the two mechanisms tends to increase in
favor of the potential energy extraction mechanism, which is clearly reected in the more negative
tendency of the buoyancy ux. This conclusion is also in agreement with the study of LR96, who
found an increased potential energy production as a function of the primary wave amplitude. We
have found the mechanism to be robust even in three-dimensional simulations for statically stable
waves of very large amplitudes (Koudella 1999a). Our results thus indicate how a mechanism
prescribed by a weakly non-linear theory carries over to situations for which the premises of such a
theory are violated. This important point justies among other existing studies, that weakly non-
linear theoretical studies are a good tool for the investigation of general wave processes in stratied
uids.
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4.3.3 Final breakdown of the wave eld
The polychromatic wave eld induced by the instability process which we have studied in detail
becomes itself unstable. While we have not identied any saturation mechanism limiting the growth
of the modes making up the wave packet, we can infer from simple geometric considerations that
the total wave eld is bound to become locally statically unstable. Before proceeding, we stress
the point made in the introduction, that the investigation of wave breaking in our two-dimensional
simulations is not meant to be a realistic process study, but rather it aims at discriminating in favor
or against the occurrence of such a breaking process in a three-dimensional uid. We shall see that
our results allow us to assess the likelihood of the occurrence of breaking internal waves by static
or dynamical instability, the two routes to loss of coherence already inferred from linear saturation
theory [35].
Maps of the total vertical density gradient and density eld
When we discussed the detailed structure of the large scale primary internal wave under consi-
deration, we took care to distinguish not only 
p
areas, but also the regions which we called areas of
reduced and increased static stability, called RSS and ISS, respectively (see left of gure (4.6)). A
linear view point considers the crests and troughs inside the wave packet as uid particle oscillations
superimposed on the primary wave's velocity eld and, of greater importance for wave breaking, on
its density eld. An increase of local potential energy may be expected to lead to locally unstable
stratication and may trigger static instabilities. On the other hand, an increase of kinetic energy
per unit scale, also implies an increase of the shear, which may give rise to dynamical instabilities.
A criterion for this latter mechanism will be given in the next paragraph. From geometrical consi-
derations of the structure of the primary wave (left of gure (4.6)) and the directional properties of
the wave packet, we expect overturning to be produced in areas of RSS. Indeed, we have seen that
the particle oscillations in the wave packet are quasi-horizontal when emanating from a 
p
< 0 zone
into a 
p
> 0 zone, while isopycnal lines make the sharpest angle to the horizontal in areas of RSS,
which overlap the transition region evenly. One may consider the extreme case of a large ampli-
tude primary wave having almost vertical isopycnal lines in order to identify the stability inversion
mechanism. In RSS areas the direction of particle motion then tends to be quasi orthogonal to the
isopycnals. Depending on the amplitude of particle motions as well as on the stratication due to
the primary wave and the background density prole, this may lead to the formation of statically
unstable layers by penetration of light uid under dense uid. This process is best illustrated by the
computation of vertical density gradient maps. Figure (4.13 left) shows the formation of statically
unstable layers in RSS areas. The right image shows that these layers continue to form and that
2BV P later, these layers extend horizontally over the whole computational domain. In this way, a
partially unstable density prole composed of a series of unstable layers, interspersed by statically
stable layers forms. Up to this point, our simulations are fully relevant to the three-dimensional
real stratied uid. However, the analysis of the subsequent dynamical evolution cannot be stu-
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died realistically by two-dimensional simulations. The linear stability analysis of ow congurations
composed of complex, partially unstable density proles in the presence of sheared velocity elds
is still in its infancy, but its importance has been clearly realized. In fact, such congurations are
essentially similar to a single internal wave, but are much more complex. The study of Batchelor
and Nitsche 1991 [8] of a sinusoidal density prole and its extension by Thorpe 1994 [131] to the
more complex case of such a prole in the presence of a linear background stratication and a
horizontal vertically sheared velocity prole constitute rst approaches to the problem envisaged
here. One conclusion of Thorpe 1994 [131] is that a linear background stratication and vertical
shear tend to stabilize unstable layers. In a real three-dimensional situation no shear exists in the
transverse direction and we thus expect a static instability to develop preferentially along this di-
rection. In the next paragraph we examine the possibility for dynamical instabilities to occur in
the computational domain according the well known Richardson number criterion.
Gradient Richardson number maps
The internal wave break-down event is initiated by the set of statically unstable layers as shown
in the preceding paragraph. We have already indicated that the wave eld evolution simulated up
to this point is relevant to real three-dimensional waves, but that later developpment is governed
by three-dimensional uid mechanics, where the third spanwise direction comes into play. However,
the subsequent development of wave break-down in our two-dimensional simulations is governed
by the occurrence of a series of dynamical instabilities of Kelvin-Helmholtz type, to be visualized
in the present paragraph. Of prime importance is the question of whether the observed dynamical
instabilities are nevertheless relevant to three-dimensional wave-breaking. This question is not su-
peruous to the discussion of the preceding paragraph. As a matter of fact, there still exists the
possibility for dynamical instabilities to occur in the statically stable parts of the density prole
obtained from the destabilization process after the formation of statically unstable layers. One way
to assess the relevance of dynamical instabilities is to compute gradient Richardson number maps,
where the Richardson number is dened as
Ri(x; z; t) =
N
2
(x; z; t)
u
2
z
(x; z; t)
(4.24)
where u
z
is the total local vertically sheared horizontal particle velocity. The local Brunt-Vaisala
frequency is calculated from the total reduced density eld as follows
N
2
(x; z; t) = N
2
lin
 
d
0
dz
(4.25)
where N
2
lin
is the buoyancy frequency dened by the linear background density prole and 
0
is
correctly normalized in order to dene the corrected local frequency. The classical Miles-Howard
criterion for instability is when Ri < 0:25, but this applies rigorously only to an idealized stratied
horizontal shear layer. A certain robustness is usually attributed to this criterion however (Turner
1979 [135]). The validity of its application to the present study relies in part on the fact that the
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shear layers are only weakly inclined with respect to the horizontal. It should also be kept in mind
that the actual shear ow considered is oscillating in time and in space. We show two maps of
the gradient Richardson numbers in gure (4.14) in the left column. The upper image shows the
Richardson number at an instant at which the formation of the dynamical instabilities is initiated.
It is seen that regions where the Richardson number is less than 0:25 are small and generally close
to regions where the Richardson is zero or less, corresponding to static instability. This conclusion
is in agreement with the result found by Fritts and Rastogi 1985 [37], who deduced from linear
internal wave theory that the stability limits of static and dynamical instabilities are arbitrarily
close to each other for high frequency internal waves. The right image of instant 35:501BVP shows
the vorticity associated with the instability structure and the formation of dynamical instabilities
is initiated. These instabilities are seen to occur systematically at frontiers between stable and
unstable layers, but they never form in areas where the uid is statically stable. The two lower
images at instant 36:574BVP corroborate this conclusion. At this time the shear layers are well
developed, always at the interface between two regions of diering stability. We thus conclude
that the dynamical instabilities observed are not expected to occur in a three-dimensional uid.
Animations of the density eld show that the development of the shear instabilities result not
only from the strong shear in the layers, but also clearly imply the action of the developing static
instability of the instable layers. Thus it appears that the gravitational collapse of the statically
unstable layers produces an additional horizontal acceleration which amplies the shear in the layers
and which nally leads to the formation of the dynamical instabilities observed on the right image.
Such behavior must be interpreted as a two-dimensional uid artifact, since in three dimensions one
would expect the formation of a static instability in the transverse direction within such an unstable
layer. The three-dimensional study that we are currently conducting conrms these conclusions [65],
[66].
4.4 Conclusion
In this study we have reported results from two-dimensional direct numerical simulations of
breaking internal waves. We have considered the dynamical evolution of a single monochromatic
plane internal wave train, the primary wave. The wave is unstable for all amplitudes considered,
provided the growth rate of the perturbation is larger than the inverse of the viscous time associated
with the perturbation (a criterion satised in our simulations). The initial destabilization process
can be studied using the weakly nonlinear theory of resonant interactions for small amplitude
waves. A simplied application of the theory in the single triad approximation taking into account
molecular eects predicts the structure of the instability and also the growth rates observed. The
instability is of parametric subharmonic type (PSI), which means that the excited secondary waves
have approximately half the frequency of the primary wave. In physical space, the superposition
of the unstable modes form a spatio-temporal structure which we have classied as being a wave
packet. The exact dynamics of the latter is a complex phenomenon due to the complex structure of
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the wave packet and its interaction with the primary wave, but insight into this dynamics can be
gained when a slow amplitude primary wave is considered; the perturbation growth is then mainly
governed by a linear mechanism. Visualizations show that the dynamical behavior of the wave packet
relative to the primary wave displays a periodic behavior varying on a time scale of the order of the
Brunt-Vaisala period. This feature motivates an energy budget study of the destabilization process
following previous work, in particular by LR96 who have identied the existence of two energy
extraction mechanisms. The important dierence with respect to previous studies of this type is
that our study takes into account the inhomogeneous spatio-temporal nature introduced by the
primary wave in that the energetics are computed on spatially translating zones dened according
to the sign of the primary wave's vorticity 
p
. We thus nd, that the wave packet possesses a non-
zero instantaneous buoyancy ux displaying the same periodicity as the primary wave period. This
allows the periodic exchange between wave packet potential and kinetic energy. The existence of
a well dened phase relationship between the wave packet and the primary wave allows the wave
packet to maximize and minimize its kinetic energy in zones associated with 
p
< 0 and 
p
> 0,
respectively. It is thus found that kinetic energy is extracted in 
p
< 0 zones only, while there is
a weak transfer of kinetic energy from the wave packet back to the primary wave in 
p
> 0 zones.
Potential energy extraction is positive in both types of zones, albeit slightly more ecient in 
p
> 0
zones. Our study provides a physical interpretation of the PSI mechanism, because the unstable
small scale parametric wave modes varying on a approximately half the primary wave frequency
as far as their amplitudes are concerned, produce destabilization energetics dominated by a time
variation having twice this frequency (i.e the frequency of the primary wave itself). Finally we
have seen that the growing wave packet produces a density prole composed of statically unstable
quasi-horizontal layers interspersed by statically stable layers. The vertical scale determining the
structure of this prole is close to the average wave length of the wave packet, but further study is
needed to relate the two scales quantitatively. The wave eld evolution following the formation of
statically unstable layers requires the consideration of a fully three-dimensional model [65], [66]. In
our two-dimensional simulations we observe that the wave eld breaks down via a set of unstable
shear layers. However, an analysis of the gradient Richardson number over the computational
domain suggests that the observed dynamical instabilities are not relevant to three-dimensional
wave breaking. This type of instability occurs only at the interface of stable and unstable layers
(being forced jointly by shear and static instability), but never in statically stable regions of the
density eld, as is usual for the development of Kelvin-Helmholtz instabilities.
Acknowledgments
We thank Eric Chassande-Mottin for providing guidance in performing the time-frequency analysis
reported in this study and also R. Grimshaw, S. Fauve J. Sommeria, V. Tseitline and B. Legras
for helpful discussions and comments. The simulations were performed on the SGI/CRAY C90 of
IDRIS (CNRS HPC center) under contracts 97086 and 98086.
103
run mode amplitude t  resolution
10 (1,1) 0:128 0:008 1:5 10
?4
512
2
9 (1,1) 0:256 0:004 1:5 10
?4
512
2
14 (1,1) 0:382 0:002 1:5 10
?4
512
2
11 (1,1) 0:5 0:002 3:0 10
?4
512
2
12 (1,1) 0:75 0:002 3:0 10
?4
512
2
Tab. 4.1 { Recapitulation of numerical parameters used in the numerical simulations. The value
for the Brunt-Vaisala is 1 and the Prandtl number is 0:72.
104
−3 −2 −1 0 1 2 3 4
−5
−4
−3
−2
−1
0
1
2
3
4
5
6
7
8
k0
k1
k2
A
B
C
D E
F
a)
k
x
k z
0 1 2 3 4 5 6 7 8 9
−4
−3
−2
−1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
b)
k
x
k z
0 1 2 3 4 5 6 7 8 9
−4
−3
−2
−1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
c)
k
x
k z
Fig. 4.1 { The resonant traces for the primary wave k
0
= (1; 1) on gure a). The traces result from
a representation of the tip of wave vector k
1
, given a wave vector k
2
. All wave triads satisfy the
resonance conditions (4.7). The resonant traces associated with the complex conjugate exponential
of the primary wave may be deduced by reecting resonant traces through the origin. Because of their
redundant character they are not shown. We have distinguished traces resulting from sum resonant
interactions j!
0
j = j!
1
j+ j!
2
j (branches labeled A, B, D, and E and the arcs connecting A and B, D
and E, respectively) and dierence resonant interactions j!
0
j = j!
1
j j!
2
j or j!
0
j = j!
2
j j!
1
j (closed
loops labeled by C and F respectively). The latter are neutrally stable and will not be considered in
the following. On gure b) run9 and c) run14, we show the modes that satisfy a threshold criterion.
Secondary unstable modes are kept when the ratio of their energy with respect to the instantaneous
primary wave energy exceeds 10
?4
at some instant of the simulation.
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Fig. 4.2 { Inviscid and viscous growth rates as dened by equation (4.8) along the sum resonant
interaction branches A, B, D and E of gure (4.1 a).
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Fig. 4.3 { Energy histories for the k
0
, k
1
= (3; 7) and k
2
= ( 2; 6) triad for an initial amplitudes
A = 0:256 (left, run9) and A = 0:382 (right, run14).
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Fig. 4.4 { The results of a time frequency analysis of the vorticity sampled in the center of the
computational domain during a simulation with an initial primary wave amplitude of A = 0:256
(run9). The left image shows the extracted signal as a function of time. The primary wave contribu-
tion has been ltered out. The right image shows the spectrogram of a short time Fourier transform
of the total signal. The Brunt-Vaisala frequency, equivalent to the internal wave cut-o frequency, is
represented by a horizontal dashed line. The spectrogram represents time as abscissa and frequency
as ordinate.
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Fig. 4.5 { The spectrogram resulting from a short time Fourier transform using phase reassignment
of the zoomed signal. The signal is located between the vertical dashed lines indicated on the left
gure 4.4.
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Fig. 4.6 { The left image shows the detailed structure of a monochromatic plane internal gravity
wave k
0
= (1; 1) propagating toward the upper right corner of the domain and having an amplitude
A = 0:256. We distinguish shaded areas associated with positive primary wave vorticity 
p
> 0
from light areas with negative 
p
< 0. We can also subdivide space into areas with increased static
stability (ISS) or reduced static stability (RSS). Velocity eld and density eld are in quadrature for
a linear internal gravity wave and so are vorticity and vertical density gradient. ISS and RSS areas
delimited by continuous lines therefore overlap with areas dened by 
p
. The right gure shows an
initial condition of the total density eld for the simulation run9 with A = 0:256.
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Fig. 4.7 { The spatial development of the secondary instability wave packet vorticity over approxi-
mately one primary wave period (PWP). The primary wave vorticity has been superposed using
a neutral color-map in order to display the phase relationship relative to the wave packet. Veiled
regions correspond to negative primary wave vorticity 
p
> 0. Despite the dynamical complexity of
the instability, a periodic behavior is apparent. The last image in the bottom right corner of the
gure is an image taken from a high Reynolds number simulation Re
~
10
6
and shows that the vertical
scale of the wave packet is sensitive to the Reynolds number of the ow.
109
zx
k
0
z
r
 = z
r
  c
0
t
y
X = x
r
x
r
Fig. 4.8 { Mied's coordinate transformation from the laboratory frame (x; y; z), via the rotated
frame (x
r
; y; z
r
) into the frame (X; y;) aligned with the primary wave vector k
0
and translating
steadily at the primary wave phase speed c
0
= !
0
=
0
. Here !
0
is the primary wave angular frequency
and 
0
=
p
k
2
0
+m
2
0
is the primary wave vector modulus.
0 10 20 30 40 50 60
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
time (BVP)
n
o
rm
a
liz
ed
 to
ta
l k
in
et
ic 
an
d 
po
te
nt
ia
l e
ne
rg
ie
s
a)
KE         
PE         
dissipation
0 5 10 15 20 25 30 35 40
10−15
10−10
10−5
time (BVP)
to
ta
l i
ns
ta
bi
lity
 k
in
et
ic 
an
d 
po
te
nt
ia
l e
ne
rg
ie
s
b)
KE
PE
Fig. 4.9 { Energy histories for run9 (A = 0:256) of a) the normalized total kinetic and potential
energies and b) the instability kinetic and potential energies. Graph a) also displays the evolution
of the primary wave energy subject to viscous dissipation and heat conduction. The energy on graph
b) is represented in a logarithmic scale.
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Fig. 4.10 { Energetics of destabilization for run9. Panel a) shows the total shear (KEP) and total
gradient (PEP) production terms in linear-logarithmic scaling. Negative data points are ignored on
this graph. The quantities represented on panels b), c) and d) have been summed separately on
spatial areas dened by the sign of the primary wave vorticity 
p
and are normalized by the total
instantaneous disturbance energies. Quantities corresponding to 
p
< 0 and 
p
> 0 are prexed by
N and P, respectively. Panel b) shows the production terms of kinetic energy (NKEP and PKEP)
and potential energy (NPEP and PPEP). Panel c) shows the distribution of normalized kinetic and
potential energy in 
p
< 0 zones (NKE and NPE) and in 
p
> 0 zones (PKE and PPE). Panel
d) shows the normalized buoyancy uxes on the domain (BF) and on zones of diering sign (NBF
and PBF).
111
0 5 10 15 20 25 30
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
time (BVP)
n
o
rm
a
liz
ed
 to
ta
l k
in
et
ic 
an
d 
po
te
nt
ia
l e
ne
rg
ie
s
a)
KE         
PE         
dissipation
0 2 4 6 8 10 12 14 16 18
10−15
10−10
10−5
100
time (BVP)
to
ta
l i
ns
ta
bi
lity
 k
in
et
ic 
an
d 
po
te
nt
ia
l e
ne
rg
ie
s
b)
KE
PE
Fig. 4.11 { Energy histories for run11 of a) the normalized total kinetic and potential energies and
b) the instability kinetic and potential energies.
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Fig. 4.12 { Energetics of destabilization for run11. The graphs shown are the same as those shown in
gure (4.10) and the caption to that gure explains the shown quantities. The present gure relates
to a larger amplitude simulation (A = 0:5) and illustrates the robustness of the destabilization
process well beyond the usual conditions in which weakly nonlinear theory is applied.
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Fig. 4.13 { Images of the overturning density eld (left) and the total vertical density gradient
(right). The upper left image shows that the layers are formed in areas of reduced static stability
(RSS in the left of gure (4.6)) and that this occurs as a consequence of the inclination of isopyc-
nals with respect to the quasi-horizontal particle motion associated with the wave packet. A series
of statically unstable layers forms whose horizontal extent soon occupies the whole computational
domain, as can be observed on the lower right image.
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Fig. 4.14 { Gradient Richardson number maps (left) and formation of a parallel set of unstable
shear layers (right). The right images represent the vorticity of the ow.
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Chapitre 5
Instabilite, deferlement et production
de vorticite potentielle d'un champ
d'ondes internes tridimensionnel
5.1 Introduction
Ce chapitre presente les resultats issus des simulations numeriques directes que nous avons
eectuees avec le code de resolution des equations de Navier-Stokes, presente au chapitre 3.
Nous avons limite le cadre de notre etude au deferlement d'une onde monochromatique plane
propagative de grande echelle spatiale, appelee onde primaire. Les etudes anterieures sur le pro-
bleme de stabilite lineaire et la richesse du comportement d'un tel champ d'onde, justient cette
restriction, comme nous allons le voir tout au long de ce chapitre. Bien que l'on utilise une onde
monochromatique plane en condition initiale, la notion de champ d'onde est plus appropriee lorsque
l'on parle de deferlement ou lorsque l'on fait reference aux champs speciant l'ecoulement pendant
la phase de destabilisation. En eet, on a vu au chapitre 4 que l'instabilite d'une onde interne
correspond a la perte de coherence progressive d'un champ d'onde, c'est a dire a la redistribution
d'energie dans l'espace de Fourier. La demarche ayant conduit nos simulations est experimentale et
nous presentons l'evolution complete de l'ecoulement, depuis la phase initiale de destabilisation du
champ d'onde jusqu'a son deferlement et la dissipation presque complete de l'energie initialement
injectee par l'onde primaire.
Par rapport au cas purement bidimensionnel expose au chapitre 4, nous nous interessons ici plus
particulierement a la transition vers un regime d'ecoulement tridimensionnel. Si l'onde est de faible
amplitude, l'analyse de stabilite lineaire montre que les modes les plus amplies sont bidimension-
nels, mais la dynamique d'une onde de grande amplitude et le deferlement en general peuvent subir
des modications importantes en trois dimensions d'espace. Notre etude bidimensionnelle a revele
que le deferlement d'un champ d'ondes internes est associe a des retournement locaux des surfaces
isopycnales creant des regions statiquement instables. Tandis qu'en deux dimensions le deferlement
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est domine par des instabilites de cisaillement, on attend un comportement dierent dans le cas
tridimensionnel. Le reservoir d'energie potentielle associe aux retournements peut engendrer une
instabilite statique selon la direction transverse y, perpendiculaire par rapport au plan de propa-
gation de l'onde primaire (plan xz deni par le vecteur d'onde primaire k
0
et l'accceleration de
gravite g). Il est naturel d'envisager le developpement de ce type d'instabilite, si les retournements
sont invariants selon y. Le cisaillement du champ de vitesse bidimensionnel ne peut jamais e^tre
neglige dans la consideration d'une quelconque instabilite, parce qu'il ajuste continu^ment le prol
de densite. Par contre l'observation, que l'echange de deux particules selon l'axe x et y, respecti-
vement, ne sont pas equivalentes d'un point de vue energetique, permet de justier l'intuition. En
eet, le developpement d'une instabilite statique est necessairement accompagnee d'un mouvement
horizontal de uide, permettant de separer uide lourd et leger dans dierentes regions de l'espace,
avant de proceder a l'echange vertical permettant la restratication de la couche instable. Or, un
echange entre deux particules selon l'axe x revient a echanger des particules ayant des energies ci-
netiques dierentes, tandis que cet echange est parfaitement neutre selon l'axe transverse y. Ainsi,
le developpement de l'instabilite donne naissance a des structures d'ecoulement vertical analogues
aux rouleaux obtenus dans les experiences de convection libre. Il ne s'agit que d'une analogie,
car les proprietes des prols statiquement instables en presence de cisaillement sont mal connues.
Remarquons que les structures impliquees dans le deferlement d'ondes internes sont alimentees
seulement tant que le prol vertical de densite est instable et dans ce sens la situation diere des
situations forcees rencontrees en convection thermique. Nous parlerons donc aussi d'eondrement
gravitationnel a la place d'instabilite statique ou convective.
Un autre probleme important concerne la vorticite potentielle. La vorticite potentielle est une
quantite tridimensionnelle, comme vu au chapitre 1. Rappelons qu'elle ne constitue pas un invariant
lagrangien de l'ecoulement (du fait des processus dissipatifs), mais nous avons montre que l'on peut
ecrire une equation de conservation en presence d'eets moleculaires. Il en resulte que le deferlement
de l'onde va engendrer une redistribution de la vorticite potentielle initiale, sous forme d'anomalies
de vorticite potentielle, pour reprendre la terminologie proposee par McIntyre et Norton 1990 [90].
Ces mouvements correspondent a la turbulence stratiee introduite au chapitre 1. Rappelons aussi
que dans la limite lineaire, la turbulence stratiee correspond au mode vortex de la decomposition
de Craya-Herring. Une etude approfondie de la production de vorticite potentielle sort du cadre de
cette these, puisque sa production est etroitement liee aux eets moleculaires importants pendant
le deferlement. L'analyse de la production me^me entre donc pluto^t dans le cadre d'une etude
sur le melange produit par le deferlement. Ne considerant alors uniquement les aspects mecaniques
associees a la vorticite potentielle, plusieurs questions se posent neanmoins a son sujet dans le cadre
de notre etude. Une question primordiale est simplement de faire le diagnostique des tourbillons
potentiels produit par le deferlement en fonction des parametres numeriques de l'etude. On conna^t
mal la generation de vorticite potentielle par un ecoulement turbulent. Cela est du^ a l'eet complexe
des eets moleculaires et des eets non-lineaires, presents simultanement. Le fait que le nombre de
Froude d'un ecoulement en decroissance libre nisse toujours par e^tre petit, nous permet de mettre
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en uvre la decomposition de Craya-Herring. Celle-ci permet de faire un diagnostique precis a la
n d'une simulation.
Lombard 1994 [79], auquel nous nous referons par L94 dans ce qui suit, a fait quelques simula-
tions tridimensionnelles preliminaires d'ondes internes de gravite dans une conguration similaire
a celle que nous considerons ici. Ces calculs avaient pour but de tester les solutions du probleme
de stabilite lineaire, pour des nombres Reynolds accessibles a une simulation numerique directe.
A l'aide de conditions initiales bien choisies L94 a pu verier la theorie de stabilite lineaire d'une
part et etudier le comportement energetique du processus d'instabilite d'autre part. Cependant,
tous les calculs, a l'exception d'un seul, utilisent des nombres de Reynolds trop importants pour
e^tre poursuivis au dela du deferlement. L94 ne considere ni le regime de deferlement, ni le regime
turbulent. La mise en uvre de resolutions spatiales plus importantes nous permet de produire des
simulations novatrices. Nous pouvons en eet suivre l'evolution complete de l'onde, de son instabi-
lite, en passant par le deferlement et en allant jusqu'au regime de turbulence en decroissance libre
nal. Nous considerons en particulier l'evolution des champs de l'ecoulement dans l'espace physique
a l'aide de visualisations tridimensionnelles.
Le plan de ce chapitre est le suivant. En un premier temps, on resume les caracteristiques des
calculs eectues, ainsi que les conditions initiales utilisees. L'etude des ondes internes deferlantes
debute par l'etude de la dimensionalite de l'instabilite. Ensuite, nous presentons l'evolution globale
du champ d'ondes et nous mettons en evidence le deferlement de l'onde, a l'aide de quantites
moyennees sur le domaine de calcul, mais aussi a l'aide des vues bi- et tridimensionnelles du champ
total de densite au cours du temps. Une etude plus detaillee cherchant a caracteriser le deferlement
impliquant l'eondrement gravitationnel du champ d'ondes est menee a la prochaine section. On y
considere aussi le developpement de l'instabilite statique transverse dans l'espace de Fourier. Enn,
nous considerons quelques proprietes statistiques du regime turbulent en decroissance libre nal.
Nous nous interessons en particulier aux spectres d'energies cinetique et potentielle, ainsi qu'aux
spectres de ux de ottabilite. L'existence de dierentes des dierentes composantes du mouvement
est diagnostiquee en n de chapitre.
5.2 Presentation des simulations numeriques
Comme au chapitre 4 nous avons etudie le cas d'une onde monochromatique plane. Par rapport
a de nombreuses etudes numeriques anterieures en milieu stratie utilisant un forcage articiel aux
grandes echelles du mouvement [120],[111], la consideration d'une unique onde permet d'observer
la transition vers un regime turbulent tridimensionnel en detail. Remarquons que le deferlement
associe aux ondes internes est suppose e^tre une source importante de turbulence stratiee et de me-
lange dans les ecoulements geophysiques. On peut denir une onde plane monochromatique dans le
plan (x; z), ou z est la direction verticale, sans perte de generalite. Nous considerons exclusivement
le mode k
0
= (1; 0; 1) de frequence intermediaire, faisant un angle 
0
= 45
o
avec le plan horizon-
tal, pour des amplitudes initiales variables. Le travail de Lombard et Riley [80] sur le probleme
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de stabilite lineaire, que nous appelons desormais LR96, et les etudes anterieures ont montre la
complexite de l'ensemble des solutions de ce probleme (voir chapitre 2). LR96 ont en particulier
etudie le cas 
0
= 45
o
. Il faut noter que la dynamique d'une onde inclinee dieremment possede a
priori une structure de l'instabilite dierente de celle de l'onde primaire que nous avons etudiee.
Par consequent son deferlement peut egalement avoir des proprietes dierentes. LR96 ont considere
aussi la stabilite lineaire d'ondes peu inclinees et d'ondes tres inclinees par rapport a l'horizontale.
Le cas des ondes tres inclinees, se propageant quasiment a la verticale semble e^tre dierent des
autres, car le mouvement associe a ces ondes est quasi-horizontal et tend vers le mouvement du
mode vortex. Ce cas doit e^tre etudie separement. Pour les ondes dont l'angle d'inclinaison par rap-
port a l'horizontale est intermeridaire ou peu important (ondes quasi-horizontales), on sait (LR96)
que la dynamique est gouvernee par deux processus d'echange d'energie entre l'onde primaire et
l'instabilite : l'extraction d'energie cinetique due au cisaillement de l'onde primaire et l'extraction
d'energie potentielle due au gradient de densite modie par l'onde primaire. LR96 ont represente
leur resultats dans le plan des nombres d'ondes instables, perpendiculaire a l'onde primaire. Ils
identient trois regions dierentes correspondant aux modes instables de l'onde dans ce plan. Il
semble que l'on puisse conclure de ce travail que la contribution a l'energie instable due a l'ex-
traction d'energie potentielle augmente par rapport a l'extraction d'energie cinetique au fur et a
mesure que l'on diminue l'angle de propagation par rapport a l'horizontale. De ce point de vue, le
cas  = 45
o
que nous considerons semble e^tre le cas approprie pour tester l'instabilite d'une onde
par des simulations numeriques de haute resolution spatiale. En eet, pour cet angle intermediaire
on s'attend a ce que les deux mecanismes d'instabilite soient preponderants et nous pouvons en
faire une etude en fonction de l'amplitude de l'onde primaire.
La condition initiale est perturbee par un bruit que nous avons produit a l'aide d'un generateur
de nombres aleatoires. Comme nous desirons faire un diagnostic des composantes ondes, mode
vortex et ecoulement moyen de l'ecoulement stratie, nous avons ltre la partie du bruit aleatoire
representant le mode vortex lineaire, deni par decomposition de Craya-Herring (1.132), ainsi que
l'ecoulement moyen. Le bruit perturbateur est un bruit en ondes, dont les champs u et  verient
les relations de polarisation des ondes internes lineaires (1.133). On tire au hasard l'amplitude et la
phase pour chaque mode d'onde interne admissible sur le domaine de calcul considere. Le generateur
de nombres aleatoires utilise tient compte du fait que le code est execute sur une architecture
parallele et fait les sauts necessaires dans les sequences de nombres aleatoires entre processus de
la machine. Nous avons trouve que les resultats des simulations ne sont pas tres sensibles a la
forme precise du bruit utilise pour perturber la condition initiale, pourvu que celui-ci couvre tout
l'espace de Fourier accessible. Cela est du au comportement tres selectif de l'instabilite qui fait
cro
^
itre seulement un nombre reduit de modes de taille intermediaire. Le spectre d'energie associe
au bruit a ete normalise de facon a ce que l'energie totale du bruit soit inferieure de 10 ordres de
grandeurs a l'energie de l'onde primaire.
La frequence de Brunt-Vaisala est xee a la valeur N = 1 dans nos calculs. On denit le nombre
de Froude Fr = U=(NL) associe a l'onde primaire en utilisant la vitesse particulaire primaire
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maximale U = a!k
0
=(k
x0
k
z0
) et l'echelle denie par le nombre d'onde primaire k
0
= jk
0
j, par
Fr =
ak
0
k
z0
: (5.1)
Le nombre de Prandtl, Pr = = est choisi egal a 1. La viscosite du uide est ajustee empiriquement
sur des resolution faibles. On verie explicitement que le bilan d'energie est conserve a une precision
d'environ 1%. L'ajustement d'un calcul est delicat, car la dynamique du champ d'onde ne devient
reellement dissipative que lorsque l'ecoulement est turbulent, c'est-a-dire suite au deferlement du
champ d'ondes. Cela necessite des temps de calculs assez longs, pour seulement ajuster la viscosite.
La plupart de nos calculs modelisent une dissipation visqueuse newtonienne, mais nous avons
aussi fait quelques simulations avec dissipation hyper-visqueuse et dissipation Newtonienne variable.
Sauf mention contraire, nous considerons presque essentiellement les calculs avec dissipation New-
tonienne. Selon LR96 on peut denir deux nombres de Reynolds caracterisant l'onde primaire dans
une simulation numerique. Premierement, on denit le nombre de Reynolds base sur la longueur
d'onde primaire et la frequence de Brunt-Vaisala
Re =
N
k
2
0

(5.2)
ou k
0
est le module du vecteur d'onde primaire. Un deuxieme nombre de Reynolds, plus utile pour
la classication des simulations numeriques, resulte de la prise en compte de l'amplitude de l'onde
primaire a par l'intermediaire de la vitesse primaire particulaire maximale et s'ecrit
Re
op
=
aN
k
0
k
z0

= ReFr: (5.3)
Pour recapituler, retenons que le probleme du deferlement d'une onde monochromatique plane
dans la conguration consideree (i.e de longueur d'onde donnee) depend de quatre parametres :
l'amplitude de l'onde, son angle d'inclinaison, le nombre de Prandtl et la viscosite ou de facon
equivalente le nombre de Reynolds, Re. Nous considerons la partie de l'espace des parametres
ayant l'angle 
0
= 45
o
xe et le nombre de Prandtl Pr = 1. Remarquons que l'interdependance
de la frequence de Brunt-Vaisala et de l'amplitude de l'onde par le nombre de Froude, permet
de reinterpreter un changement d'amplitude comme un changement de stratication de base en
gardant le nombre de Froude et le vecteur d'onde primaire k
0
constant.
La table (5.1) recapitule les parametres numeriques des simulations que nous avons eectuees.
Les calculs indexes par 4; 9; 11; 12; 14; 15; 16 et 17 sont des calculs utilisant une dissipation
newtonienne, tandis les calculs 18; 19 et 20 (serie II) utilisent une viscosite variable en temps. Cette
viscosite est denie dynamiquement par l'intermediaire de l'echelle de Kolmogorov. Cette derniere
est denie, a une constante de proportionnalite , pres par le pas constant du maillage ds et par le
taux de dissipation d'energie cinetique [64]. La viscosite est donnee par
(t) = (ds)
2
[Z(t)]
1=2
(5.4)
ou Z est l'enstrophie moyennee sur tout le domaine de calcul. Enn, le calcul 6 utilise une dissipation
biharmonique.
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run k
0
a
0
a =
k
z
!
a
0
t  Re
op
res
4 (1; 0; 1) 0:256 0:362 0:024  = 7 10
?4
368 128
3
6 (1; 0; 1) 0:256 0:362 0:024 
2
= 1 10
?6
  128
3
9 (1; 0; 1) 0:384 0:543 0:024  = 8 10
?4
460 128
3
11 (1; 0; 1) 0:256 0:362 0:024  = 5:5 10
?4
460 128
3
12 (1; 0; 1) 0:256 0:362 0:012  = 4 10
?4
614 256
3
14 (1; 0; 1) 0:512 0:724 0:006  = 8 10
?4
614 256
3
15 (1; 0; 1) 0:384 0:543 0:009  = 7 10
?4
552 256
3
16 (1; 0; 1) 1:024 1:448 0:003  = 1:6 10
?3
614 256
3
17 (1; 0; 1) 0:768 1:086 0:0045  = 1:2 10
?3
614 256
3
18 (1; 0; 1) 0:128 0:181 0:048  = (t)   128
3
19 (1; 0; 1) 0:256 0:362 0:024  = (t)   128
3
20 (1; 0; 1) 0:512 0:724 0:012  = (t)   128
3
Tab. 5.1 { Tableau recapitulatif des parametres utilises dans les simulations directes. On rappelle
que N = 1 et Pr = 1. Un calcul, indique par son numero de run, est deni par l'onde interne
primaire k
0
(la pulsation etant xee par la relation de dispersion lineaire), l'amplitude a
0
que nous
avons utilisee, l'amplitude normalisee a, utilisee par LR96 indiquant s'il y a retournement local des
isopycnes (a > 1), le pas de temps t, la viscosite , le nombre de Reynolds Re
op
, calcule avec les
parametres de l'onde primaire et nalement la resolution spatiale. L'utilisation d'une dissipation
basee sur une hyperviscosite dans un calcul est indiquee par le symbole 
2
, tandis qu'une dissipation
dependante du temps est indiquee par (t).
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En general, nous avons trouve qu'une resolution de 256
3
etait satisfaisante, tant au niveau des
resultats obtenus, qu'au niveau de la realisation technique du calcul (calcul execute sur 32 pro-
cessus). Par ailleurs, le regime nal est tres sensible au nombre de Reynolds. Ainsi, la simulation
d'ondes de petite amplitude avec une resolution spatiale de 128
3
points de grille est insusante.
L'augmentation de resolution au dela de 256
3
est possible, mais devient dicile a gerer en pratique.
En eet, le temps de restitution d'un calcul devient alors prohibitif et le volume de donnees pro-
duites dicile a gerer. Par contre, la taille intermediaire de l'instabilite initiale des ondes primaires
statiquement stables (etudiees au chapitre 4), permet de justier une augmentation de resolution
au cours d'une simulation, quelques periodes de Brunt-Vaisala avant le deferlement. Un tel procede
permet de simuler le deferlement d'un champ d'ondes a haute resolution spatiale a moindres frais.
Ce manuscrit ne contient pas de calculs augmentant la resolution au cours d'une simulation nume-
rique. Par contre, nous avons ete conduit a faire des calculs avec viscosite variable pour cette me^me
raison. Cette viscosite est sensiblement constante pendant le processus de destabilisation, mais elle
est plus petite d'un facteur quatre ou cinq que la viscosite constante equivalente.
La serie de calculs 12; 14; 15; 16 et 17 est une serie de cinq calculs (serie I) d'une resolution de
256
3
ayant chacun une amplitude dierente. La plupart des resultats exposes ici, ainsi que leur
comparaisons reposent sur cette serie. Mais nous explicitons aussi des resultats relatifs aux autres
simulations numeriques.
Remarquons nalement que le temps de restitution d'un calcul en resolution de 256
3
est en
moyenne de 60 a 80 heures. Le volume de donnees produit varie selon l'echantillonage des champs.
Un echantillonnage susant pour faire un travail de visualisation precis, ainsi que l'etude du me-
lange produit par le deferlement du champ d'onde est equivalent a un volume de stockage de 60Go
environ.
5.3 Destabilisation de l'onde primaire
En un premier temps, nous presentons l'evolution du champ d'ondes en debut de simulation.
Par rapport au cas bidimensionnel du chapitre 4, il est interessant d'etudier la dierence existant
avec les simulations tridimensionnelles. Nous presentons dans cette section l'evolution de quantites
moyennees en fonction du temps. Ces quantites ont ete separees en une partie bidimensionnelle,
correspondant aux modes de Fourier k
y
= 0 situes dans le plan de propagation de l'onde primaire,
une partie tridimensionnelle k
y
6= 0 contenant les autres modes et une partie contenant seulement
l'energie de l'onde primaire k
0
= (1; 0; 1). Cette derniere partie n'est pas representee dans cette
section, car on peut la supposer constante pendant l'evolution initiale.
5.3.1

Energie mecanique instable
La gure (5.1) montre les contributions bidimensionnelle (partie 2D) et tridimensionnelle (partie
3D), respectivement, aux energies cinetique et potentielle de l'instabilite. Ces energies sont denies
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comme suit
E c 2D =
X
k
x
;k
z
;k
y
=0
k
x
6=1;k
z
6=1
1
2
^
u
2
k
et E p 2D =
X
k
x
;k
z
;k
y
=0
k
x
6=1;k
z
6=1
1
2
^
2
k
(5.5)
E c 3D =
X
k
x
;k
z
;k
y
6=0
k
x
6=1;k
z
6=1
1
2
^
u
2
k
et E p 3D =
X
k
x
;k
z
;k
y
6=0
k
x
6=1;k
z
6=1
1
2
^
2
k
: (5.6)
Les cinq premiers graphes representent l'energie en echelle logarithmique. Il appara^t dans toutes
les gures que les modes de structure transverse au plan vertical de propagation de l'onde primaire
(3D) ont une contribution non nulle a la croissance de l'instabilite. Les modes 2D et 3D croissent
exponentiellement au cours du temps apres une periode d'ajustement variant de une a trois pe-
riodes de Brunt-Vaisala. La courte duree de cette periode d'ajustement dans le cas tridimensionnel
provient du fait que nous avons impose un bruit veriant les relations de polarisation lineaires
des ondes internes. Ce comportement contraste avec les resultats des simulations bidimensionnelles
d'ondes stationnaires de Bouruet-Aubertot et al 1995 [12], ou on observe des periodes d'ajustement
considerablement plus longues. En eet, dans ces simulations on n'impose pas de bruit blanc, parce
que la condition initiale (un champ d'ondes monochromatiques stationnaire) n'est pas une solution
exacte des equations du mouvement et se destabilise d'elle me^me.
Cependant, dans les cas correspondants a une amplitude initiale de l'onde statiquement stable
(cas a, b et c), la part 3D est moins importante que la part 2D, de un a trois ordres de grandeurs.
Ceci est une consequence du taux de croissance inferieur des modes 3D par rapport a celui des
modes 2D. Plus l'amplitude de l'onde primaire est grande, plus le taux de croissance des modes
3D devient important par rapport au taux de croissance des modes 2D, ce que conrment les
resultats de l'etude de stabilite lineaire. Pour les cas d) et e) correspondant a des ondes primaires
statiquement instables, la croissance des modes 3D est superieure a la croissance des modes 2D. On
peut donc deja conclure a ce stade que la dynamique des modes 3D suit un regime dierent selon
la stabilite ou l'instabilite statique initiale de l'onde primaire.
Remarquons que les courbes d'energies potentielle et cinetique des modes 2D presentent de
faibles battements, dont la cause est la structure spatiale de l'instabilite dans le plan vertical mise
en evidence au chapitre 4 pour le cas des petites amplitudes. Sur les courbes a) et b), ces battements
ont tendance a dispara^tre au cours de l'evolution du processus de destabilisation, tandis qu'ils
persistent pour les ondes de grande amplitude c) et d). Rappelons que le mecanisme de selection
spatiale mis en evidence sur le cas bidimensionnel est remarquablement stable et sort largement du
cadre de la theorie faiblement non-lineaire des interactions resonantes, puisque ce dernier est encore
valable pour les ondes de grande amplitude. Il est interessant de constater cependant, que l'approche
faiblement non-lineaire contient les ingredients essentiels pour modeliser la destabilisation. Une
autre observation concerne les modes 3D. Pour les cas b), c) et d), la contribution due a l'energie
cinetique est legerement plus importante que celle due a l'energie potentielle. Il pourrait s'agir en
partie de tourbillons potentiels crees par les eets moleculaires. Cependant la caracterisation est
dicile, car on ne dispose pas d'une decomposition adequate pour etudier ce regime. D'un point
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Fig. 5.1 { Contributions bidimensionnelle k
y
= 0 (partie 2D) et tridimensionnelle k
y
6= 0 (partie
3D) aux energies cinetique et potentielle moyennees sur le domaine de calcul pour les calculs de la
serie I d'amplitude initiale a) 0:362, b) 0:543, c) 0:724, d) 1:086, e) 1:448, representees en echelle
logarithmique. L'energie du mode primaire n'est pas representee. Le graphe f) montre le rapport
entre les parties 3D et 2D de l'energie cinetique pour chaque simulation. L'axe temporel de ce graphe
est mutliplie par le nombre de Froude (5.1).
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de vue phenomenologique on peut neanmoins conclure que ce desequilibre des energies indique que
l'instabilite tridimensionnelle d'une onde interne de gravite n'est pas un simple paquet d'ondes
internes de gravite, auquel cas les energies seraient equiparties en moyenne.
La gure f) montre le rapport entre les energies cinetiques 3D et 2D. Pour les ondes primaires
statiquement stables ce rapport diminue au cours du temps, car le taux de croissance des modes 3D
est inferieur a celui des modes 2D, comme nous l'avons vu. Seul pour le cas a = 1:086, la contribution
3D est nettement superieure a la contribution 2D. Le cas a = 1:448 est tres particulier, parce que
cette onde genere une region spatiale signicative ou la stratication est statiquement instable.
Nous ne pouvons pas expliquer l'equipartition des energies 2D et 3D dans ce cas, mais la presence
d'un prol de densite mettant en jeu des gradients verticaux positifs de densite favorise a premiere
vue le developpement de modes d'instabilite statique bidimensionnel dans le plan xz.
Le graphe f) demontre que la dynamique du champ d'onde initialement monochromatique et
statiquement stable est gouverne par une dynamique bidmensionnelle dans le plan de l'onde pri-
maire. En eet, le rapport des modes 3D et 2D tendant vers zero, le champ d'onde deviendra
localement statiquement instable de la me^me facon que le champ purement bidimensionnel, mais
ces retournements se font en presence de modulations plus ou moins importantes selon la direction
transverse, dues aux modes 3D intrinsequement presents dans le processus d'instabilite. L'etude
du cas bidimensionnel a montre que la theorie des interactions resonantes pouvait servir de guide
pour etudier l'instabilite. La mise en oeuvre de celle-ci permet de predire un taux de croissance
et la composition modale de la structure instable. Pour le cas 3D nous n'avons pas tente de faire
une analyse de nos resultats en les confrontant aux previsions theoriques de la theorie des inter-
actions resonantes ou de l'analyse de stabilite lineaire, parce que la situation devient rapidement
inextricable. Surtout, cette prediction ne peut e^tre obtenue que par resolution numerique du pro-
bleme de stabilite lineaire, pour les parametres physiques de nos calculs. La theorie des interactions
resonantes prevoit que le taux de croissance de l'amplitude d'un mode instable varie proportionnel-
lement a l'amplitude de l'onde primaire. Pour les ondes primaires de faible amplitude, l'energie que
nous associons a l'instabilite est la somme des energies des modes instables. Par consequent, cette
dependance de l'amplitude de l'onde primaire devrait e^tre entierement reetee dans l'evolution de
l'energie instable. Cette dependance est illustree en gure (5.2). Nous avons represente la partie 2D
et 3D de l'energie cinetique, respectivement, pour les calculs de la serie I sur un graphe, mais nous
avons multiplie l'axe temporel par le nombre de Froude associe a l'onde primaire Fr = ak
0
=N .
Sur le graphe de gauche on note que les courbes d'energie cinetique 2D des ondes primaires
statiquement stables ne dependent que tres faiblement de l'amplitude, puisqu'elles se superposent
quasiment. Les taux de croissance, ainsi que les niveaux des courbes sont tres proches les uns des
autres pour l'adimensionnement considere. L'instabilite bidimensionnelle d'une onde statiquement
stable semble donc e^tre regie entierement par son amplitude initiale, comme le predisent les inter-
actions resonantes pour des ondes de faible amplitude. Nos resultats montrent que ce constat reste
vrai pour des ondes statiquement stables de grande amplitude.
Le graphe de droite montre que la proportionnalite de la dynamique n'est pas atteinte pour la
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Fig. 5.2 { Les energies cinetiques 2D (gauche) et 3D (droite) pour les calculs de la serie I. Le temps
est multiplie par le nombre de Froude associe a l'onde primaire, Fr = ak
0
=Nk
z0
.
partie 3D de l'instabilite, comme le montre la courbe pour a = 0:724. En eet les modes 3D sont
plus sensibles a l'amplitude de l'onde primaire. Par contre, les taux de croissance des instabilites
3D sont a nouveau similaires pour l'adimensionnement considere. Nous concluons cette sous-section
en resumant que les courbes montrent que la dynamique des modes 3D possede une dynamique
etant une fonction de l'amplitude plus complexe que la dynamique des modes 2D, dont le taux de
croissance et le niveau moyen varient sensiblement lineairement avec l'amplitude de l'onde primaire.
5.3.2 Vorticite verticale et vorticite potentielle
La decomposition lineaire de Craya-Herring caracterise le mode vortex, correspondant au tour-
billon potentiel lineaire, par la vorticite verticale de l'ecoulement. L'interpretation physique n'est
cependant valable que pour un nombre de Froude strictement nul. Par ailleurs, la vorticite totale
d'un ensemble d'ondes lineaires est exactement horizontale dans cette limite et on peut dire que
les ondes conservent la vorticite verticale, cette derniere restant nulle au cours du temps. Or, le
nombre de Froude d'un ecoulement stratie n'est pas strictement nul, des lors qu'il y a elevation
des surfaces isopycnales et la decomposition de Craya-Herring constitue donc une idealisation. Le
caractere ni de l'amplitude de l'onde va donner naissance a des interactions non-lineaires entre
ondes et selon un argument avance par Staquet et Riley 1989 [126], on peut comprendre que ces
interactions produisent de la vorticite verticale. En eet, l'interaction de deux ondes cree de la
vorticite verticale, parce qu'une onde peut basculer la vorticite horizontale de l'autre onde selon la
direction verticale et vice versa. On ne doit pas pour autant en deduire la presence de mode vortex
(c'est a dire de mouvements ne se propageant pas) dans l'ecoulement. La creation de mode vortex
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ne peut resulter que d'eets moleculaires. L'etude de la vorticite potentielle
 =
  r

0
(5.7)
permet de lever ce paradoxe implique par la dynamique non-lineaire des ondes. En eet, pour un
uide parfait, la vorticite potentielle est un invariant lagrangien, c'est-a-dire une propriete conservee
d'une particule. Il s'ensuit que les mouvements associes a la vorticite potentielle ne peuvent pas
e^tre de nature ondulatoire. Par ailleurs, dans l'approximation lineaire la vorticite potentielle est
proportionnelle a la vorticite verticale de l'ecoulement. Une conjecture est alors de caracteriser les
ondes non-lineaires par le fait qu'elles ne contribuent pas a la vorticite potentielle de l'ecoulement.
Or, d'un point de vue geometrique la vorticite potentielle est proportionnelle a la composante de
la vorticite projetee sur le gradient de densite. Par consequent la vorticite des ondes doit e^tre
situee sur les surfaces isopycnales. On peut alors reinterpreter le mecanisme de creation de vorticite
verticale par interactions non-lineaires entre ondes decrit ci-dessus : la vorticite d'une onde subit un
leger basculement en direction verticale, mais elle reste situee dans un plan tangent aux surfaces
isopycnales et ne contribue donc pas a la vorticite potentielle. Une direction importante est donc
donne par la direction du gradient isopycnal local et cette direction est parfois appelee la direction
verticale thermodynamique [94]. Ainsi, la vorticite potentielle des ondes internes faiblement non-
lineaires doit e^tre nulle et conservee au cours du temps. La composante du mouvement associee a
la vorticite potentielle de l'ecoulement constitue les tourbillons potentiels, extension au cas non-
lineaire du mode vortex (voir chapitre1).
Les conditions initiales de nos simulations numeriques sont uniquement de nature ondulatoire
et doivent donc permettre de deceler la dierence entre vorticite verticale et vorticite potentielle
pendant la phase de destabilisation. La vorticite potentielle doit e^tre nulle initialement et elle doit
le rester, excepte pour une faible creation de tourbillons potentiels par la dissipation et conduction,
respectivement, associee a l'onde primaire et a l'instabilite. La gure (5.3) montre les valeurs e-
caces (valeurs rms) de la vorticite verticale, appelee  z et de la composante de la vorticite notee
 vp et denie par
 vp =
r
jrj
  =

0

jrj
: (5.8)
Il s'agit de la composante de la vorticite obtenue par projection sur le gradient de densite. Le graphe
a) represente la simulation pour a=0.543, la gure b) pour a=0.724. Remarquons d'abord le niveau
faible de toutes les quantites. Les quantites evoluent toutes au travers d'une phase d'evolution
initiale passant par un minimum. Il s'agit d'une phase d'ajustement. La vorticite verticale est
nulle initialement comme le montrent les courbes des graphes a) et b), mais les ondes produisent
tres rapidement de la vorticite verticale par interactions non-lineaires. On peut remarquer que la
vorticite verticale creee initialement est superieure pour la simulation de faible amplitude (graphe
a). Ceci peut e^tre due a la plus faible viscosite utilisee pour cette simulation. Le fait que cette
vorticite initialement produite decroisse pendant la phase d'ajustement, semble en eet indiquer
que la vorticite est associee aux petites echelles, moins dissipees dans le cas a). On remarque que
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Fig. 5.3 { Les valeurs ecaces de la vorticite verticale  z et de la vorticite en direction du gradient
de densite  vp pendant la phase de destabilisation de l'onde primaire d'amplitude a) a = 0:362 et
b) a = 0:724.
la quantite  vp n'est pas nul initialement. La condition initiale est composee d'ondes lineaires de
vorticite verticale nulle. La vorticite des ondes a t = 0 etant horizontale alors que les isopycnes
ne le sont pas, cette vorticite a une composante non nulle suivant r. La quantite  vp s'ajuste
plus lentement que la vorticite verticale. Le fait que la quantite  vp decroisse corrobore l'idee
que les ondes internes ont une vorticite potentielle nulle. La phase d'ajustement est suivie de la
croissance des deux quantites. Pendant la duree consideree, la vorticite verticale est superieure a la
vorticite potentielle de un a deux ordres de grandeurs. On conclut en eet que la plupart de cette
vorticite verticale doit e^tre attribuee aux interactions non-lineaires entre ondes. Une consequence
de ceci est que la decomposition de Craya-Herring ne produit pas de resultats ables pendant la
phase de destabilisation de l'onde primaire. On note que la vorticite perpendiculaire aux isopycnes
 vp cro^t neanmoins pendant la phase de destabilisation a peu pres au me^me taux que la vortitice
verticale. Selon le travail de Lelong et Riley 1991 [75], l'inclusion du mode vortex lineaire dans
la theorie des interactions resonantes montre qu'il n'existe pas d'excitation de mode vortex par
des ondes internes. Une telle excitation pourrait cependant se produire a un ordre plus eleve que
le premier ordre considere. Si l'on suppose en echange qu'il y a creation de mode vortex par les
eets moleculaires, on peut tenter d'expliquer la quasi-identite des taux de croissance de  z et
 vp en supposant que tout comme l'instabilite, la dissipation visqueuse et la conduction de chaleur
sont gouvernees par la croissance de l'instabilite pendant la phase initiale. De ce point de vue, la
croissance de  vp et donc de tourbillons potentiels serait la consequence de la dissipation d'energie
par tous les modes instables, nourris eux me^mes par l'onde primaire.
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5.4 Deferlement du champ d'onde
Nous explorons ici les consequences de la destabilisation de l'onde primaire. Le champ d'ondes
qui se forme au cours la destabilisation ne constitue pas un ecoulement stable indeniment comme
nous l'avons montre au chapitre 4. En eet, nous avons mis en evidence un changement de re-
gime que nous avons qualie de deferlement du champ d'ondes. Nous illustrons ce regime a l'aide
des energies cinetiques et potentielles 2D et 3D moyennees spatialement et nous presentons des
visualisations tridimensionnelles du champ de densite total pour dierentes amplitudes de l'onde
primaire.
5.4.1

Evolution de l'energie totale et temps de deferlement
La gure (5.4 a) presente l'energie totale moyennee sur tout le volume de calcul pour la serie I.
En accord avec les simulations bidimensionnelles du chapitre 4, on observe que l'evolution du champ
d'ondes est constituee de trois phases quelle que soit l'amplitude. La premiere phase correspond a
la phase de destabilisation de l'onde primaire. Nous venons de presenter les resultats relatifs a la
dimensionalite spatiale de l'instabilite de ce regime. Pendant cette phase ont lieu les interactions
non-lineaires lentes qui redistribuent l'energie de l'onde primaire dans l'espace de Fourier, creant
ainsi le champ d'ondes polychromatique.
Le graphe b) montre que le deferlement des calculs de la serie I a lieu lorsque le champ d'ondes
a perdu de 25% a 35% de l'energie totale initialement presente. La serie II correspondant a une
dissipation newtonienne, mais dependante du temps, montre que le deferlement a lieu apres une
perte de 20% de l'energie totale (graphe d). Ces calculs ont une viscosite constante pendant toute
la phase precedant le deferlement, plus petite, mais du me^me ordre de grandeur que les viscosites
constantes generalement imposees. L'axe temporel des graphes b) et d) a ete multiplie par le nombre
de Froude. Les dierences des temps de deferlement des simulations (a = 0:362; 0:543; 0:724) des
series I et II de ces graphes permettent de conclure que le processus de destabilisation depend
beaucoup du nombre de Reynolds utilise dans une simulation. Nos simulations ne permettent pas
de quantier cette dependance. Remarquons que le calcul a = 0:543 possede un nombre de Reynolds
Re
op
= 4820 inferieur de 10% au nombre de Reynolds des autres calculs de cette serie. La courbe
pour ce calcul sur le graphe b) montre eectivement une decroissance plus forte de l'energie en
accord avec un plus petit nombre de Reynolds, soit une dissipation plus importante. Nous avons
egalement represente l'evolution de l'energie totale prevue par la theorie lineaire sur le graphe b).
Cette courbe permet de conclure que la dissipation est dominee par l'onde primaire pendant la
phase de destabilisation. De plus, l'excellent accord entre la theorie et les simulations numeriques
valident notre code de resolution des equations de Navier-Stokes pendant cette phase.
Les graphes b) et d) montrent que pour tous les calculs dont l'onde primaire est statiquement
stable, le changement de regime semble avoir lieu au me^me instant normalise par multiplication par
Fr. Cette observation motive la denition du temps de deferlement du champ d'ondes par l'instant
ou le taux de decroissance de l'energie totale est maximal. Ce temps de deferlement a ete represente
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Fig. 5.4 { Energies totales moyennees au cours du temps pour les series I a) et b) et II c) et d).
Les graphes e) et f) montrent les temps de deferlement pour I et II. Noter que le temps, exprime
en periode de Brunt-Vaisala (PBV) a), c) et e), est exprime en unite de Fr:PBV dans les graphes
b), d) et f).
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en fonction de l'inverse de l'amplitude initiale de l'onde primaire sur le graphe e) pour les series I
et II. Pour les amplitudes statiquement stables, on trouve que le temps de deferlement est a peu
pres inversement proportionnel a l'amplitude. Ceci est aussi montre clairement par le graphe f),
ou le temps de deferlement a ete multiplie par le nombre de Froude. Les temps de deferlements se
situent alors a peu pres sur une droite horizontale. Les calculs de la serie I ayant des amplitudes
statiquement instables devient de l'horizontale, l'onde primaire etant destabilisee plus rapidement.
La deuxieme phase constitue le deferlement du champ d'onde. Le deferlement est une manifes-
tation de la modication que subissent les proprietes de transport d'un uide (dissipation visqueuse
et conduction thermique), lorsque celui-ci transite d'un ecoulement laminaire vers un ecoulement
turbulent. Comme en deux dimensions d'espace, la majeure partie de l'energie est dissipee brus-
quement pendant cette phase. Le graphe b) ainsi que le graphe c) montrent que l'echelle de temps
mise en jeu dans le deferlement est tres breve, de l'ordre d'un petit multiple de la periode de Brunt-
Vaisala. La pente de decroissance de l'energie est d'autant plus raide que l'amplitude de l'onde
primaire est grande.
Le deferlement est suivi d'une troisieme phase, correspondant a une lente relaxation de l'ecou-
lement. Les gures normalisees b) et d) montrent qu'un etat quasi-stationnaire est atteint pour les
deux series I et II (excepte pour le cas de petite amplitude a = 0:362 de la serie II). L'ecoulement
nal contient environ 5% de l'energie totale initiale de l'onde primaire. Il faut remarquer que la
distinction entre la deuxieme et troisieme phase peut para^tre articielle. Mais pour notre etude il
s'agit de distinguer entre le developpement d'une nouvelle instabilite au moment du deferlement
(instabilite statique ou dynamique) et le regime vers lequel l'ecoulement turbulent en decroissance
libre resultant transite nalement.
5.4.2 Tridimensionalisation de l'ecoulement
Les graphes de la gure (5.5) montrent les contributions aux energies cinetique et potentielle des
modes 2D, des modes 3D et de l'onde primaire au cours du temps. Ces graphes completent la gure
(5.1) explorant le regime de destabilisation commente auparavant. Les energies sont representees
en echelle logarithmique. Pour les calculs dont l'onde primaire est statiquement stable, les modes
3D subissent un changement de dynamique au moment du deferlement. Les courbes pour l'energie
cinetique et l'energie potentielle des modes 3D dans les graphes a), b) et c) ont un changement
de pente a cet instant. La croissance des modes 3D est grande pendant le deferlement et on peut
la qualier d'explosive par rapport a leur croissance avant le deferlement. On constate donc que
l'ecoulement du champ d'ondes initialement statiquement stable devient tridimensionnel au moment
du deferlement, me^me pour le cas de faible amplitude a = 0362. La regularite du comportement
obtenu indique une certaine universalite associee au deferlement d'un champ d'ondes internes.
En eet, un processus de saturation s'opere sur les modes 2D au cours du temps. Le graphe d)
montre que pour l'onde statiquement instable (a = 1:086), le taux de croissance des modes 3D
est superieur a celui des modes 2D. Neanmoins, le champ d'onde possede un temps de deferlement
non nul. On remarque sur les graphes a) et b) que l'energie des modes 3D est toujours inferieure
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Fig. 5.5 {

Energies cinetique (E c) et potentielle (E p) pour la serie I. Chaque energie a ete
decomposee en une partie 2D (k
y
= 0), une partie 3D (k
y
6= 0) et la contribution de l'onde primaire.
Les energies sont representees en echelle logarithmique. Les graphes correspondent a l'amplitude de
l'onde primaire a) 0:362, b) 0:543, c) 0:724, d) 1:086 et e) 1:448.
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de plus de deux ordres de grandeur a l'energie des modes 2D. On peut donc dire que le degre de
tridimensionalisation est dependant de l'amplitude de l'onde primaire. Le point important ici est
que la croissance explosive des modes 3D est observee au moment du deferlement pour toutes les
amplitudes et qu'elle denit ainsi la saturation des modes 2D.
Ces observations suggerent le scenario de deferlement suivant. Si l'onde primaire est statique-
ment stable, la croissance des modes 2D est preponderante : La destabilisation de l'onde primaire
par les interactions non-lineaires entre modes redistribue l'energie dans l'espace de Fourier et en-
gendre un champ d'ondes principalement bidimensionnel. Dans toutes nos simulations, ce champ
d'ondes devient statiquement instable au bout d'un certain temps et on observe son deferlement.
Ce deferlement est accompagne d'une croissance brutale des modes 3D. Cependant, le deferlement
d'une onde primaire initialement statiquement instable n'est pas immediat. Une telle onde deve-
loppe egalement une instabilite presentant une phase de croissance initiale. Cette instabilite, bien
que tridimensionnelle, possede un taux de croissance similaire a celui d'une onde primaire statique-
ment stable, mais dierent du taux observe pour la croissance explosive des modes 3D d'une onde
initialement stable au moment du deferlement. Ce resultat est en accord avec LR96, qui soulignent
que la forme de l'instabilite lineaire ne subit pas de transition abrupte lorsqu'on passe d'une interne
primaire statiquement stable a une onde statiquement instable.
Le graphe e) pour l'onde de tres grande amplitude a = 1:448 montre que le taux de croissance
des modes 2D et 3D est identique. Mais pour le calcul a = 1:086, correspondant a une onde
primaire ayant juste depasse la limite de stabilite statique, et en accord avec les resultats de LR96,
on trouve que les modes 3D croissent a un rythme plus important (graphe d) que les modes 2D.
Une explication possible de ce comportement reside dans le fait que l'onde d'amplitude 1:448 induit
des zones d'instabilite statique signicatives dans le domaine de calcul (voir la gure (5.6 d)), ce
qui pourrait a nouveau favoriser la croissance de modes 2D. On peut imaginer que l'inertie des
zones de retournement couplees au cisaillement favorise la croissance de modes 2D. La croissance
des modes 2D semble e^tre gouvernee par un mecanisme dierent dans le cas d'une onde de tres
grande amplitude. Ceci est d'ailleurs deja apparent sur la gure (5.2 b) ou les modes 2D ont tous
sensiblement le me^me taux de croissance, sauf pour les amplitudes a = 1:086 et a = 1:448.
Remarquons nalement les tendances des energies en n de simulation, lorsque l'etat quasi-
stationnaire est atteint. Pour les cas d'une onde statiquement stable a), b) et c), la tridimensiona-
lisation de l'ecoulement est incomplete, puisque l'energie des modes 3D n'excede jamais celle des
modes 2D. Par contre dans les cas de grande amplitude d) et e) le regime nal de l'ecoulement est
completement tridimensionnel. Nous ferons l'inventaire detaille des composantes du mouvement en
n de chapitre.
Les resultats de cette etude montrent que le caractere tridimensionnel de l'ecoulement apres
le deferlement est dependant de l'amplitude initiale de l'onde primaire. Ceci est apparent sur les
graphes de la gure (5.5). Au moment du deferlement, les modes 2D du champ d'ondes saturent et
l'onde primaire constitue le reservoir d'energie disponible a l'alimentation des modes 3D. La tridi-
mensionalisation de l'ecoulement depend cependant aussi du nombre de Reynolds. Premierement,
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l'onde primaire elle me^me est aectee de facon signicative par la dissipation sur l'echelle de temps
precedant le deferlement. Deuxiemement, la theorie de stabilite lineaire montre que les instabilites
peuvent se developper sur des echelles plus petites pour des nombres de Reynolds plus grands que
ceux accessibles aux simulations numeriques directes. Cette propriete est suggeree par nos simula-
tions numeriques et l'analyse du chapitre 4, mais les consequences ne sont pas quantiables dans
le cadre de cette etude. Comme l'echelle verticale du paquet d'ondes instables conditionne le prol
vertical de densite au moment du deferlement, la dependance du nombre de Reynolds du deferle-
ment merite d'e^tre exploree plus en detail. Ainsi, une simulation hypothetique pour l'onde a = 0:724
ayant un grand nombre de Reynolds Re
op
serait susceptible de fournir un regime vigoureusement
tridimensionnel apres le deferlement.
5.4.3 Visualisation du champ de densite
Conditions initiales
La gure (5.6) montre trois surfaces isopycnales et le champ de vitesse associe a l'onde primaire
dans le plan xz du fond de la bo^te periodique pour quatre calculs de la serie I. L'onde primaire ne
possede pas de structure dans la direction spatiale transverse y et elle se propage a 45
o
de l'horizon-
tale en direction nord-est selon la bissectrice dans le plan de la feuille. Le mouvement oscillatoire des
particules uides est selon la direction perpendiculaire a la bissectrice et est de variation sinusodale
en espace et en temps. La presence de la stratication lineaire ambiante rend la structure spatiale
des isopycnes complexe. La dynamique des ondes internes est complexe parce que les anomalies
de stratication produites par le champ de vitesse donnent lieu a une repartition inhomogene de
la frequence de Brunt-Vaisala. Cela met en jeu deux mecanismes physiques distincts d'extraction
d'energie, l'un associe au cisaillement et l'autre associe a l'inhomogeneite de la stratication pour
l'energie cinetique et potentielle, respectivement.
5.4.4 Considerations preliminaires
Avant de presenter les visualisations, nous rappelons rapidement quelques resultats des simu-
lations bidimensionnelles et xons quelques idees utiles. Le travail du chapitre 4 a mis en evidence
que le deferlement bidimensionnel est un processus complexe. L'energie accumulee dans le paquet
d'ondes instable plus incline par rapport a l'horizontale que l'onde primaire (de frequence plus basse
que l'onde primaire), produit des zones statiquement instables, d'abord dans les regions ou le gra-
dient de densite vertical possede une stabilite statique reduite. On peut dire que ces retournements
sont gouvernes par le cisaillement, puisqu'il sont formes par intrusion de uide leger sous du uide
lourd. Ces couches instables donnent lieu a des instabilites statiques dans les couches instables,
mais leur developpement est lent, inhibe par le fort cisaillement associe a ces couches. Finalement,
une series d'instabilites dynamiques vigoureuses provoque la transition vers la turbulence de l'ecou-
lement. Ainsi, le deferlement bidimensionnel ne semble e^tre possible que lorsque le champ d'onde
a localement perdu sa stabilite statique et cette perte est une consequence de l'accumulation et de
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Fig. 5.6 { Trois surfaces isopycnales et le champ de vitesse pour l'onde primaire a) a=0.362, b)
a=0.724, c) a=1.086, d) a=1.448. Le champ de vitesse est represente dans le plan xz au fond du
cube. L'onde se propage en direction nord-est a sa vitesse de phase constante.
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concentration d'energie a des echelles de taille intermediaire. Cependant, le deferlement est surtout
caracterise par l'existence d'une instabilite dynamique se developpant sur tout le domaine. Nos
resultats bidimensionnels montrent ainsi que les deux mecanismes sont en competition pendant
le deferlement. Cela est en accord avec les resultats developpes dans l'etude des ondes internes
atmospheriques [34]. La particularite des ondes atmospheriques reside dans la croissance de leur
amplitude pendant leur propagation verticale
1
. Cette croissance conduit a une instabilite convec-
tive, associee a une perte de stabilite statique locale par laquelle une onde atmospherique deferle
[145], [38].
En fait, l'application d'arguments lineaires a une onde d'amplitude constante permet de montrer
[37] que le deferlement d'une d'onde peut se produire soit par instabilite de Kelvin-Helmholtz (in-
stabilite dynamique), soit par instabilite convective (instabilite statique). Dans la limite des ondes
de haute frequence, on prevoit que les limites de stabilite respectives pour les deux mecanismes sont
tres proches. Les mecanismes d'instabilite statique et dynamique sont alors en competition. Il faut
remarquer que l'approche lineaire laisse ouvertes de nombreuses questions. Par exemple, on suppose
generalement valable le critere de Miles et Howard sur le nombre de Richardson Ri = N
2
=u
2
z
< 1=4.
Or, ce critere necessaire, mais non susant, s'applique en principe uniquement a un ecoulement
stratie cisaille horizontal. La structure du cisaillement oscillant implique dans l'instabilite d'un
champ d'ondes internes est plus complexe que la simple couche de cisaillement et rien ne garantit
la validite de ce critere. Enn, le ro^le joue par les non-linearites est mal connu. Bien que l'etude des
ondes internes dans l'approximation de Boussinesq ne modelise pas les eets de croissance d'ampli-
tude de l'onde interne par propagation verticale, nous pensons qu'il est desirable de confronter nos
resultats aux previsions qualitatives de la theorie lineaire. La possibilite de transferts non-lineaires
d'energie dans l'approximation de Boussinesq produit en moyenne un raidissement des surfaces
isopycnales, ce qui rend le mecanisme d'instabilite statique important pour ce modele. Ainsi, l'ini-
tiation de retournements locaux des isopycnes est une consequence de l'accumulation de cisaillement
dans les echelles de taille intermediaire nourries par l'instabilite de l'onde primaire. A partir du
moment ou le uide est statiquement instable, le mecanisme convectif entre en competition avec
son instigateur. Cette comparaison n'est que qualitative, car la production de couches instables
est entierement non-lineaire, tandis que le raidissement des surfaces isopycnales dans le modele
a amplitude variable est une consequence de la conservation de l'energie. Ainsi, nos simulations
permettent de deceler quel type d'instabilite tend a se developper dans une onde interne gouver-
nee par les non-linearites. Nous examinons a present le deferlement du champ d'ondes a l'aide de
visualisations tridimensionnelles.
5.4.5 Onde de petite amplitude
La gure (5.6 a) montre l'onde primaire initiale utilisee pour la simulation de petite amplitude
a = 0:362 de la serie I. La gure (5.7) montre le champ de densite total pour deux instants dierents
1. An de tenir compte de l'inhomogeneite de la stratication ambiante, il est necessaire de considerer les equations
du mouvement d'un uide dans l'approximation compressible ou dans l'approximation anelastique.
136
Fig. 5.7 { Le champ de densite totale pour deux instants pendant le deferlement du champ d'onde
d'amplitude initiale a = 0:362. On montre trois surfaces isopycnales et un plan de coupe yz dans
la fond droit de la bo^te. L'onde se propage a 45
o
de l'horizontale en direction des x et z positifs.
pendant le deferlement du champ d'ondes. Le processus de destabilisation provoque la formation de
couches instables. Ces zones de retournements sont toujours observees dans les endroits ou l'onde
primaire genere un prol de densite ayant une stabilite statique reduite (voir gure 5.6). On re-
marque en eet sur l'image de gauche de (5.7) que le deferlement est initie essentiellement dans ces
regions. Nous verrons que cet eet est moins prononce pour les ondes de plus grande amplitude.
En trois dimensions d'espace, la perte de stabilite statique du champ d'ondes internes met en avant
le mecanisme d'instabilite statique associe. Cela est demontre par nos resultats sur la tridimensio-
nalisation, mais aussi par les simulations bidimensionnelles. En deux dimensions la formation de
couches statiquement instables precede le developpement de l'instabilite dynamique et l'eondre-
ment des couches est initie, mais ne se developpe que tres lentement, parce que contrainte a se
developper dans le plan bidimensionnel. Cette observation suggere en eet la formation d'instabi-
lites statiques de structure transverse dans le cas tridimensionnel. La competition entre les deux
mecanismes demeure, mais il existe maintenant la possibilite pour l'instabilite gravitationnelle de
s'organiser dans la direction transverse (correspondant aux modes 3D). C'est la tridimensionalisa-
tion de l'ecoulement. Sur l'image de droite de la gure (5.7), la tridimensionalisation existe comme
nous l'avons montre, mais elle n'est pas perceptible a l'il et l'ecoulement est quasi-bidimensionnel
suite au deferlement. Ceci est le cas, en raison du faible budget d'energie restant a la disposition
de la tridimensionalisation de l'ecoulement au moment du deferlement. Ce budget depend de l'his-
toire de destabilisation de l'onde, qui est une fonction de l'amplitude, mais aussi des proprietes
moleculaires du uide. Il semble que la dependance de l'amplitude soit directement reetee dans
la stratication des couches instables. Ainsi, une onde de grande amplitude engendre des couches
instables plus instables que celles generees par une onde de petite amplitude. La phenomenologie
de l'eondrement transverse sera exploree a la prochaine section. Pour le moment, les resultats
permettent de conclure d'une part que l'instabilite et le deferlement d'une onde sont fortement
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dependants des parametres numeriques utilises. D'autre part, il est clair a ce stade, que l'instabilite
dynamique ne se developpe pas comme dans le cas bidimensionnel. Dans le cas tridimensionnel, le
deferlement initie par la croissance des modes 2D du champ d'ondes produit une perte de stabilite
statique locale par retournement des isopycnes. Le cisaillement associe a la structure instable est
encore antagoniste a la destabilisation du champ d'onde par retournement, mais seulement dans le
plan de propagation de l'onde. Nos resultats numeriques indiquent alors que l'ecoulement s'eondre
invariablement par une instabilite gravitationnelle transverse. La saturation des modes 2D reduit la
formation de tourbillons de Kelvin-Helmholtz. En fait, il se pourrait que la tridimensionalisation de
l'ecoulement empe^che completement le developpement de l'instabilite dynamique au dela du debut
du deferlement. Ce point est aborde dans le cadre de l'etude d'une onde de grande amplitude.
5.4.6 Onde de grande amplitude statiquement stable
Nous considerons ici les resultats du deferlement d'une onde de grande amplitude statiquement
stable (a = 0:724, calcul 14). Rappelons que cette onde primaire est statiquement stable. L'expose
des resultats pour ce calcul va nous permettre de conrmer les resultats du cas de faible amplitude.
Champ de densite tridimensionnel
La gure (5.8) montre le processus de deferlement pour cette simulation. La destabilisation de
l'onde primaire est encore gouvernee par les modes 2D avant le deferlement, mais la contribution des
modes 3D est plus signicative pour les ondes primaires de grande amplitude. Neanmoins, l'exis-
tence d'un changement brusque de regime des modes 3D au moment du deferlement permet de dire
que les modes 2D sont dynamiquement plus signicatifs avant le deferlement, les retournements se
produisant dans le plan de propagation de l'onde primaire. En eet, les images correspondant aux
instants 18:860PBV et 20:054PBV montrent que la structure des surfaces isopycnales est qua-
siment bidimensionnelle. La deuxieme image montre que les surfaces isopycnales sont localement
retournees, engendrant ainsi des regions d'instabilite statique. Dans ces regions, du uide leger
se trouve sous du uide lourd. On constate a nouveau que la disposition spatiale des premieres
couches instables porte la signature de la structure spatiale de l'onde interne. Les couches instables
se forment d'abord dans les zones du prol de densite primaire ayant une stabilite statique re-
duite. L'image representant l'instant 21:247PBV illustre bien la position des zones de deferlement
dans l'espace. Les retournements sont accompagnes par une deformation de la surface isopycnale
dans la direction transverse au plan de l'onde primaire. On voit nettement qu'elle correspond au
mode transverse k
y
= 3, puisque le domaine de calcul admet exactement trois longueurs d'ondes.
L'ecoulement n'a pas encore entierement perdu son caractere bidimensionnel a ce stade, notamment
dans les zones statiquement stables. Le temps de deferlement deni par l'instant de decroissance
maximale de l'energie totale se situe entre les images 21:725PBV et 22:441PBV vers 22PBV
environ. Le deferlement a lieu sur une periode de temps tres breve, de l'ordre de deux periodes
de Brunt-Vaisala. Les trois dernieres images de la gure montrent que le deferlement conduit a la
perte de coherence rapide du champ d'ondes. La derniere image montre notamment que l'on ne peut
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Fig. 5.8 { Visualisations du champ de densite pour le champ d'onde ayant pour amplitude de l'onde
primaire a = 0:724 (calcul 14). On montre trois surfaces isopycnales et une coupe dans le plan yz
perpendiculaire au plan de propagation de l'onde. L'onde primaire se propage a 45
o
de l'horizontale
vers le plan de coupe visulaise de la bo^te.
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plus distinguer l'onde primaire des autres composantes du mouvement. Cet instant correspond a
peu pres au maximum de dissipation de l'energie cinetique de la simulation numerique. Nous avons
trouve en eet que le maximum de dissipation de l'energie cinetique a lieu environ une periode de
Brunt-Vaisala plus tard que le maximum de diusion de l'energie potentielle. Le calcul considere ici
(a=0.724) possede une phase de destabilisation gouvernee essentiellement par les modes 2D, mais
le deferlement est vigoureusement tridimensionnel. Pour ces raisons, ce calcul parmi les calculs de
la serie I represente le mieux le deferlement d'une onde primaire initialement statiquement stable
et nous l'exploitons donc plus en detail que nos autres simulations. Nous presentons a present des
plans de coupe de cette simulation.
Coupes verticales dans un plan xz
Nous presentons le deferlement vu dans deux plans de coupe du champ de densite, le plan xz
(plan des simulations bidimensionnelles) et le plan yz comprenant la direction transverse, respecti-
vement. Nous considerons d'abord le plan de l'onde primaire xz et nous proposons une comparaison
qualitative avec une simulation numerique bidimensionnelle (SND2D). La colonne de gauche de la
gure (5.9) montre le deferlement d'une SND2D dont l'amplitude de l'onde primaire est egale celle
de la simulation analysee ici. La colonne de droite montre une coupe dans le plan xz au fond de
la bo^te de calcul. Malgre le fait que le deferlement est tridimensionnel, on comprend qu'un plan
xz choisi au hasard est representatif du deferlement pour la geometrie periodique consideree. Cette
comparaison est qualitative uniquement. Les SND2D et SND3D ont la me^me amplitude primaire
a = 0:724. Cependant, la SND2D possede une resolution de 512
2
et utilise par consequent un
nombre de Reynolds plus grand. Les temps de deferlement sont dierents de sorte que des evene-
ments semblables se produisent a des instants dierents. En consequence, les images 2D et 3D ne
sont pas synchrones.
Les images de la premiere ligne representent des instants avant le deferlement ou l'instabilite
est deja fortement developpee. Ces images se ressemblent. En eet, la destabilisation, ainsi que la
formation de couches instables sont dominees par des eets bidimensionnels. La SND2D (image de
gauche) possede des zones de retournement d'une structure verticale plus ne que la SND3D en
raison du nombre de Reynolds plus eleve de cette derniere (chapitre 4). Ces zones sont centrees
sur la diagonale passant par le co^te nord-ouest du domaine de calcul dans le cas SND2D. Dans
la SND3D la bande denissant les zones est un peu decalee vers l'amont de l'onde primaire, de
sorte qu'elle reappara^t dans la partie nord-est du domaine. Il est important de noter que les
retournements observes suite a la destabilisation (premiere ligne de la gure) correspondent toujours
a un enroulement dans un sens trigonometrique, comme le montrent les images de la premiere ligne.
Autrement dit le uide leger est capture par une couche de uide plus lourd et cette capture est faite
par intrusion du uide leger d'ouest en est dans le plan xz. Les deuxieme et troisieme lignes montrent
le plan peu de temps avant et juste apres le deferlement (deni par la decroissance maximale de
l'energie), respectivement. Dans le cas de la SND2D (gauche), il se produit une serie d'instabilites
de Kelvin-Helmholtz. Ces instabilites s'operent par series, parce que le paquet d'ondes a donne
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Fig. 5.9 { Comparaison d'une SND2D avec une SND3D. La colonne de gauche represente la
SND2D, tandis que la colonne de droite montre une coupe dans le plan xz au fond de la bo^te
periodique. La comparaison de ces simulations est qualitative et sert a illustrer les dierences ge-
neriques entre les cas bidimensionnel et tridimensionnel.
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Fig. 5.10 { Cartes du gradient de densite vertical normalise pour le calcul 14, a = 0:724. Les regions
ayant un gradient positif sont statiquement instables.
lieu a une serie quasi-parallele de couches de cisaillement. Les tourbillons de Kelvin-Helmholtz
apparaissent clairement sur les visualisations de la vorticite montrees au chapitre 4 et plus tard
dans le present chapitre en gure (5.14). On note que l'instabilite de cisaillement a tendance a faire
rebasculer l'orientation globale des structures instables. L'image du bas montre cette inclinaison
et aussi la presence de tourbillons vigoureux. La SND3D (droite) deferle dieremment, puisque le
developpement de l'instabilite gravitationnelle dans la direction transverse empe^che la formation
de rouleaux de Kelvin-Helmholtz. Par consequent, l'eondrement mene les structures d'instabilite
rapidement vers l'horizontale.
Gradient vertical de densite dans le plan xz
La consideration du gradient vertical de densite montre le developpement des regions stati-
quement instables. Les images de la gure (5.10) montrent le gradient de densite vertical total
normalise. L'image de gauche correspond a la premiere image des visualisations du deferlement
visualise en gure (5.8). Les regions de gradient de densite vertical positif apparaissent en eet
d'abord dans les regions de stabilite statique reduite. Les couches instables sont epaisses a ce stade.
Mais ces couches s'etendent au cours du temps et deviennent plus nes au fur et a mesure que le
uide leger penetre les regions de stabilite statique augmentee. Le prol de densite peu de temps
avant le deferlement, au moment ou la tridimensionalisation devient apparente, est constitue de
uide globalement stable traverse par des couches statiquement instables (image 20:054PBV ).
Enn le deferlement du champ d'ondes provoque l'eclatement des couches.
Coupes verticales dans un plan xy
Pour clore les considerations sur le champ de densite, nous montrons une sequence temporelle
d'une coupe dans le plan yz nous permettant d'illustrer l'eondrement des couches de uide stati-
quement instables sur la gure (5.11). Le plan de coupe a ete choisi arbitrairement et correspond a
une cote de x = =6. A cette cote le plan coupe une region statiquement instable comme on peut le
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Fig. 5.11 { Coupe dans le plan yz du domaine de calcul d'une cote de x = 3=2. On montre le
developpement spatial et temporel de l'instabilite gravitationnelle.
143
voir a mi-hauteur des deux premieres images a 21:008PBV et 21:247PBV , respectivement. Comme
les surfaces isopycnales sont entra^nees par le mouvement de uide associe au champ d'ondes, les
particules uides ont une composante du mouvement perpendiculaire au plan de coupe non nulle.
La perte rapide d'energie de l'onde primaire, ainsi que l'extension spatiale nie des couches instables
dans le plan xz permettent cependant de suivre certains evenements de convection dans un plan
de position xee. Nous avons remarque que la tridimensionalisation du champ d'ondes initialement
statiquement stable est un evenement brusque quasiment discontinu. Plus precisement, cela illustre
que le deferlement evolue sur une echelle de temps plus petite que l'echelle de temps du processus de
destabilisation initial. Ainsi, on peut considerer la phase initiale de la tridimensionalisation comme
le developpement d'une instabilite lineaire par rapport a l'ecoulement stratie forme par le champ
d'onde. Ce point de vue est une extension naturelle du probleme de stabilite lineaire d'une seule
onde (LR96), mais le champ d'ondes est maintenant polychromatique et l'ecoulement de base est
intrinsequement non-lineaire, cisaille et stratie. Les etudes theoriques ayant etudie des situations
similaires a celle produite localement par l'instabilite du champ d'ondes sont relativement recentes.
Ces etudes s'interessent a des congurations presentant intrinsequement des gradients de densite in-
stables, mais n'impliquant pas de parois horizontales ou verticales maintenant le gradient de densite
hors equilibre, comme c'est le cas dans certaines cellules experimentales de convection thermique.
Les premieres etudes de prols de densite statiquement instables ont ete etudiees en convection
penetrative. Des references sur le sujet sont donnees dans l'article de Batchelor et Nitsche 1991
(BN91) [8], ainsi que Thorpe 1994 [131]. Ces travaux considerent des prols de densite instables
n'etant pas des solutions exactes des equations de l'hydrostatique, mais supposent qu'une analyse
lineaire peut neanmoins e^tre appliquee. Bien que n'etant pas directement applicable a notre cas, ces
etudes ont permis de degager quelques proprietes physiques du mecanisme d'eondrement. L'image
de gauche de la premiere ligne montre la formation d'une couche instable a mi-hauteur de l'image.
La deuxieme image montre la deformation sinusodale de cette couche. Le mecanisme de formation
de l'instabilite est intuitif et est explique dans Batchelor et Nitsche. Si l'on admet que le uide peut
glisser horizontalement le long des isopycnes on comprend que le uide lourd vient s'engourer
dans les creux de la deformation, tandis que le uide leger sous-jacent se concentre dans les cre^tes.
L'echange de uide lourd et leger et la liberation d'energie potentielle disponible sont ainsi amorces.
De plus, la concentration de uide lourd (leger) dans les ventres (cre^tes) a tendance a intensier ce
mecanisme. Le uide lourd est ainsi precipite vers le bas, tandis que le uide leger remonte vers le
haut. Ce mouvement vertical est eectue dans des canaux ayant des sens de circulation alternes.
Les images illustrent l'echange de uide menant a la restratication du uide. En bas de gure
on montre un agrandissement d'un evenement convectif. La concentration de uide leger dans un
endroit mene a l'ouverture de la surface isopycnale lourde le surplombant. L'echange de uide est
ainsi possible.
Les causes determinant la taille de l'instabilite transverse peuvent e^tre multiples. D'une part, il y
a la structure spatiale du prol de densite associee a l'onde primaire et superposee a la stratication
lineaire de base. Une region inclinee de stabilite statique reduite est limitee de part et d'autre par
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une region de stabilite statique augmentee. Cet eet de connement peut limiter la taille transverse
de l'instabilite aux valeurs nies observees. Ceci constitue un resultat de Thorpe 1994, qui montre
que la presence d'une stratication lineaire stabilise un prol de densite purement sinusodal selon
la coordonnee verticale z et reduit la taille horizontale de l'instabilite statique. D'autre part, les
plans de coupe xz (plan de l'onde primaire) montrent que les zones statiquement instables ont une
extension verticale reliee a l'echelle verticale du paquet d'ondes. Par echelle verticale nous entendons
la longueur caracteristique sur laquelle varie la vorticite du paquet d'ondes. La dependance de la
taille transverse de l'instabilite, de la taille verticale d'une region de stabilite statique reduite, de la
taille verticale du paquet d'onde et de l'amplitude de l'onde primaire semble e^tre complexe. Ainsi,
nous avons trouve que la taille verticale du paquet d'ondes instable depend du nombre de Reynolds,
mais est sensiblement constante pour les dierentes amplitude de l'onde primaire. L'echelle verticale
mise en jeu dans les retournements successifs dans les regions de stabilite statique reduite ne peut
pas conditioner la taille transverse de l'instabilite convective a elle seule. Il semble que l'amplitude
de l'onde primaire joue un ro^le preponderant. Le gradient de densite vertical des couches instables
depend en eet du prol de densite cree par l'onde primaire qui est fonction de l'amplitude. Une
presentation des proprietes de l'instabilite statique pour les autres calculs sera faite ulterieurement.
5.4.7 Nombre de Richardson
Nous terminons cette section en montrant deux cartes du nombre de Richardson de gradient
dans un plan xz arbitrairement choisi juste avant le deferlement. Il s'agit du calcul 14 d'amplitude
a = 0:724. Le nombre de Richardson est deni par
Ri =
N
2
(x; y; z)
u
2
z
+ v
2
z
(5.9)
ou intervient le cisaillement vertical du champ de vitesse horizontal dans le denominateur. La
frequence de Brunt-Vaisala au numerateur est la frequence locale basee sur le champ de densite total.
Les cartes sont representees en gure (5.12). La premiere carte correspond a l'instant 20:054PBV ,
dont le champ de densite est represente sur les gures (5.8) et (5.9). Nous avons tronque le nombre de
Richardson au dela de 0:5 et de 0. Le critere d'instabilite classique de Miles et Howard correspond
a Ri < 0:25 (Turner 1979 [135]). Rappelons que ce critere est une condition necessaire, mais
non susante de stabilite et que son application a notre conguration complexe constitue une
extrapolation de la couche cisaillee simple pour laquelle il est rigoureusement valable. Inversement
un nombre de Richardson negatif correspond a un prol de densite statiquement instable. La carte
montre que les regions potentiellement dynamiquement instables selon le critere sont tres localisees,
generalement en bordure de regions statiquement instables. La theorie lineaire de saturation dont
nous avons parle auparavant prevoit en eet que les limites de stabilite pour les mecanismes statique
et dynamique sont tres proches l'une de l'autre. Cette conclusion semble e^tre conservee dans le cas
du champ d'ondes deferlant non-lineaire considere ici. Nous pouvons dire que la destabilisation du
champ d'ondes n'est pas capable de produire des regions signicatives ou la stratication est stable
et ou le nombre de Richardson est inferieur a 0:25. Par contre, il ne faut pas necessairement conclure
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Fig. 5.12 { Cartes du nombre de Richardson de gradient dans un plan xz arbitraire du domaine de
calcul. Le nombre de Richardson a ete tronque au dela de 0:5 signiant la stabilite du uide et au
dela de 0 signiant que le uide est statiquement instable (Ri < 0).
qu'un nombre de Richardson negatif implique le developpement d'une instabilite statique. En eet,
cette conguration est statiquement instable, mais une etude plus precise devrait tenir compte
du cisaillement qui peut avoir un eet inhibant sur le developpement de l'instabilite statique tout
en alimentant une instabilite dynamique. Ainsi en deux dimensions nous avons montre l'existence
d'instabilites dynamiques vigoureuses dans les couches statiquement instables.
5.4.8 Onde de grande amplitude statiquement instable
Avant de clore la presentation du deferlement par le champ de densite, nous montrons quelques
images du deferlement du champ d'ondes initialement statiquement instable. Plus l'amplitude de
l'onde primaire est grande, plus le regime de saturation est atteint rapidement. Les zones d'insta-
bilite statique ont une extension verticale plus grande ce qui engendre une modulation spatiale de
l'instabilite gravitationnelle plus grande. Les images du deferlement sont donnees en gure (5.13).
Nous avons trouve que la destabilisation de cette onde est reellement tridimensionnelle, mais que
le deferlement n'a lieu qu'au bout de quelques periodes de Brunt-Vaisala. L'instabilite transverse
amorcant l'eondrement du champ d'ondes appara^t sur l'image de droite de la premiere ligne
(11:459PBV ). Son extension spatiale est k
y
= 1, ce qui correspond au plus grand mode admissible
dans l'espace de Fourier discret de nos simulations. L'image suivante montre aussi le developpement
du mode k
y
= 2. L'excitation rapide de modes transverses de petite echelle spatiale rend la situa-
tion rapidement inextricable. L'ecoulement peut alors e^tre qualie de turbulent. Nous en etudions
quelques proprietes statistiques dans la derniere section de ce chapitre.
5.5 Vorticite de l'ecoulement
La consideration des composantes de la vorticite et de l'enstrophie associees a l'instabilite permet
une etude locale plus precise des processus mis en jeu durant le deferlement. Ainsi, nous avons deja
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Fig. 5.13 { Deferlement de l'onde primaire statiquement instable a = 1:086 (calcul 17).
utilise la vorticite dans le cas bidimensionnel pour mettre en evidence la modulation spatiale du
paquet d'ondes instables evoluant dans le milieu inhomogene cree par l'onde primaire. Dans cette
section nous considerons les composantes horizontale transverse 
y
et horizontale (dans la plan de
propagation de l'onde primaire) 
x
de la vorticite. La composante 
y
est l'analogue de la vorticite
du cas bidimensionnel.
5.5.1 Composante 
y
Nous considerons d'abord brievement la vorticite 
y
et nous la comparons a la vorticite bidimen-
sionnelle. La gure (5.14) montre les resultats des SND2D et SND3D dans la colonne de gauche et
de droite, respectivement. La comparaison que nous proposons est uniquement qualitative et sert a
illustrer les dierences generiques du deferlement bi- et tridimensionnel. Les amplitudes de l'onde
primaire sont dierentes, mais la structure du paquet d'onde est similaire sur les images du haut.
La deformation du paquet d'ondes est dierentes dans les deux images, car aux instants consideres
le paquet d'ondes possede une position dierente par rapport a la l'onde primaire. La modulation
de la structure associee a la vorticite du paquet d'ondes est bien preservee dans la SND3D. Cepen-
dant, la croissance de modes 3D est reetee dans la SND3D, car le paquet d'ondes possede aussi
une tres faible modulation dans la direction transverse. L'image de gauche de la ligne du bas de la
gure montre le developpement d'une serie d'instabilites de Kelvin-Helmholtz pour la SND2D. Par
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Fig. 5.14 { Images de la vorticite ltree de la contribution de l'onde primaire pour une SND2D
(colonne de gauche) et une SND3D (colonne de droite). Les images de la SND2D contiennent
egalement les zones de vorticite primaire positive (bandes sombres) et negative. L'amplitude de
l'onde primaire pour la SND3D est le double de l'amplitude pour la SND2D. La comparaison est
qualitative et sert a illustrer les similitudes et dierences des SND2D et SND3D.
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Fig. 5.15 { Isosurfaces pour la composante streamwise de la vorticite 
x
(gauche) et pour la racine
carree de l'enstrophie z = 
2
x
+ 
2
y
+ 
3
3
.
contre les modes 2D de la SND3D saturent et la suite de la dynamique necessite la consideration
de la vorticite 
x
. On remarque cependant que la deformation sinusodale des feuilles de vorticite
est reminiscente de la phase initiale de l'instabilite dynamique d'une couche de cisaillement.
5.5.2 Composante 
x
Visualisations
La consideration du champ de densite a montre le developpement tridimensionnel de l'instabilite.
La gure (5.15) montre la composante 
x
de la vorticite (image de gauche) et l'enstrophie (image
de droite) au me^me instant lorsque l'instabilite statique transverse est developpee. Les valeurs
des isosurfaces ont ete choisies arbitrairement pour illustrer le caractere horizontal du champ de
vorticite pendant le deferlement. La composante 
x
de la vorticite est distribuee selon la direction
transverse et on observe que les tubes de vorticite changent de signe de tube en tube. L'extension
nie des tubes, ainsi que leur disposition spatiale suggere que le developpement de l'instabilite
statique est le plus intense dans la partie epaisse des couches instables situees dans les zones de
stabilite statique reduite due a l'onde primaire. L'image de droite montre l'enstrophie au me^me
instant. On apercoit les restes des feuilles de vorticite associees aux paquet d'ondes.
Spectres de 
x
La gure (5.16) montre les spectres de la contribution 
2
x
a l'enstrophie totale en fonction du
nombre d'onde transverse k
y
. Seuls les premiers modes ont ete representes. On lit directement a
partir de ces graphes la structure modale de la structure convective visualisee auparavant a l'aide
des champs de densite et de vorticite. Nous avons choisi de representer la structure pour trois
calculs de la serie I, deux calculs de la serie II et un calcul utilisant une dissipation biharmonique
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Fig. 5.16 { Spectres du module de la composante streamwise 
x
de la vorticite pour trois calculs de
la serie I correspondant aux amplitudes a) 0.543, b) 0.724 et c) 1.086, les deux calculs avec viscosite
variable d) 0.362 (run 19) et e) 0.724 (run20) et le calcul avec dissipation biharmonique f) 0.362
(run 6).
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(run 6). Les graphes a) a=0.543, b) a=0.724 et c) 1.086 correspondent aux calculs de la serie I.
On remarque sur le graphe a) que le mode le plus instable est le mode k
y
= 1. Rappelons que
cette simulation possede une viscosite legerement plus grande que les autres calculs de la serie I. La
structure modale est la plus nette sur le graphe b) pour le calcul visualise en detail dans ce chapitre.
Le spectre possede une regularite remarquable, car seul le mode k
y
= 3 et ses harmoniques sont
excites de facon signicative lorsque l'instabilite statique se developpe. Enn, pour l'onde primaire
de grande amplitude statiquement instable sur le graphe c), il appara
^
it une structure de plus grande
echelle, mais elle est moins nette, car les modes de plus petite echelle sont entraines rapidement,
le deferlement etant plus energique dans ce cas. On peut neanmoins distinguer l'importance des
modes k
y
= 1; 2; 4.
Le fait que le mode k
y
= 1 cro^t dans le cas de petite amplitude est surprenant. Nous ne pouvons
pas expliquer ce phenomene, mais nous avons verie qu'il etait bien reproduit dans d'autres calculs.
Ainsi les graphes d) et f) montrent les spectres pour deux simulations de l'onde primaire de petite
amplitude a=0.362. Graphe d) provient d'une simulation avec viscosite variable d'une resolution
spatiale de 128
3
. Notons que la viscosite calculee par l'equation (5.4) est en moyenne (t) = 110
?4
,
soit quatre a cinq fois plus petite que la viscosite newtonienne constante des simulations 4 et 11. Le
deferlement est encore caracterise par l'apparition du mode k
y
= 1. Il en est de me^me pour le calcul
avec hyperviscosite ou le deferlement est engage apres une perte d'energie primaire bien plus petite
que pour les simulations utilisant la dissipation newtonienne. La tridimensionalisation des ondes de
faible amplitude debute donc par la croissance du mode de plus grande echelle transverse. Le graphe
e) montre le spectre pour l'onde primaire (a=0.724). A la dierence du graphe b) (me^me amplitude),
la simulation est ici d'une resolution de 128
3
et utilise une viscosite variable. Cette viscosite diere
d'un facteur quatre de la viscosite newtonienne d'un calcul d'une resolution de 128
3
utilisant une
dissipation constante et elle est sensiblement constante pendant la phase de destabilisation. Les
energies totales restantes dierent de 10% au moment du deferlement en faveur de la simulation
avec viscosite variable. Les structures modales sont remarquablement proches, comme le montrent
les graphes b) et e). Toutefois, la creation rapide de vorticite pendant le deferlement, fait cro^tre la
viscosite rapidement et la croissance de l'instabilite est alors moins vigoureuse dans le cas de plus
petite resolution spatiale.
Concluons cette section par l'observation que la caracterisation quantitative de la structure mo-
dale de l'instabilite statique transverse en fonction de l'amplitude de l'onde primaire est impossible
a partir des series de calculs presentees. Les resultats obtenus par le calcul a=0.724 presente en
detail pourraient faire l'objet d'une etude plus poussee. Il faudrait alors tenir compte de la com-
plexite du champ d'ondes au moment du deferlement. Les travaux, deja cites dans ce chapitre,
de Batchelor et Nitsche 1991 et Thorpe 1994 considerent le probleme d'un prol de densite stati-
quement instable. A partir du probleme de Batchelor et Nitsche 1991, Thorpe 1994 considere le
probleme complexe d'un prol de densite compose d'une variation sinusodale verticale superposee a
un prol de densite lineaire et inclut un ecoulement horizontal cisaille verticalement. La complexite
du prol de densite associe au deferlement d'un champ d'ondes internes, l'ecoulement cisaille et
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la tridimensionalite du probleme rendent cependant l'approche analytique dicile, comme le font
remarquer les auteurs. Soulignons que la simulation d'ondes internes de petite amplitude en trois
dimensions d'espace est delicate aux nombres de Reynolds consideres. Il est dicile de savoir dans
quelle mesure le deferlement est domine par la dissipation, ce qui rend delicat l'appreciation des
mecanismes d'instabilite et de deferlement simules. Une approche possible consiste a augmenter la
resolution en cours de calcul ou peu de temps avant le deferlement, tout en utilisant un nombre
de Reynolds grand pendant la phase de destabilisation. Une autre approche choisie par L94 an
d'e^tre dans la limite de validite de l'analyse de stabilite lineaire, consiste a maintenir l'amplitude
primaire a son niveau initial articiellement.
5.6 Implications du deferlement
5.6.1 Generalites
Dans cette section, on etudie le regime turbulent etabli vers la n du deferlement. Nous avons
indique au chapitre 2 que les ecoulements straties complexes, tel que celui resultant d'un defer-
lement d'ondes, sont generalement abordes par des outils statistiques. Ces ecoulements ont donne
lieu a un grand nombre de travaux theoriques, experimentaux et numeriques. La consideration
des spectres d'energies cinetique et potentielle d'un ecoulement stratie complexe est importante,
car elle peut permettre de rendre compte des mecanismes physiques a l'origine des observations
faites dans les ecoulements geophysiques. Cela permet de tester dans quelle mesure les processus
engendrant l'ecoulement turbulent d'une experience de petite echelle peuvent e^tre attendus dans
des situations geophysiques reelles. La n de cette section est consacree a l'etude des composantes
du mouvement produites par le deferlement.

Etant donne la faible energie comprise dans l'ecou-
lement relaxant vers l'equilibre apres le deferlement, nous pouvons appliquer la decomposition de
Craya-Herring.
5.6.2 Les spectres d'energie cinetique et potentielle
Nous etudions ici le regime de turbulence non forcee induit par le deferlement du champ d'ondes.
Principalement deux approches sont pertinentes pour nos simulations. D'une part, Bouruet-Aubertot
et al 1996 (BA96) [13] ont eectue des simulations numeriques bidimensionnelles d'ondes internes
stationnaires dans la conguration d'une bo^te impermeable (chapitre 3). Le deferlement obtenu est
alors plus localise que le deferlement d'ondes internes propagatrices et ce deferlement est alimente
continuellement par le mouvement d'arriere plan du^ a l'onde primaire stationnaire. Les ondes sta-
tionnaires induisent alors un regime turbulent decroissant plus lentement. Cela a permis a BA96
d'observer un comportement quasi-stationnaire des spectres d'energie. En adoptant un point vue
de la turbulence developpee en presence d'eets de stratication, les pentes et niveaux des spectres
d'energie cinetique et potentielle en fonction du nombre d'onde vertical, obtenus par une moyenne
temporelle sur plusieurs periodes concident remarquablement avec les resultats de mesures in situ.
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Les spectres obtenues par BA96 permettent de distinguer une zone d'inertio-ottabilite dans la-
quelle les energies cinetiques et potentielles varient selon la loi N
2
k
?3
z
. Ces spectres ont ete predits
par diverses theories reposant sur des hypotheses contradictoires (cf. la revue dans l'article de
Sidi et Dalaudier [125]), mais predisant les me^mes resultats concernant les spectres d'energie. Un
probleme concerne en eet le ux de ottabilite, dont on ne conna^t pas l'importance pour la dyna-
mique d'une turbulence stratiee. D'autre part, on peut encore adopter le point de vue des ondes
lineaires. Dewan et Good 1986 [82] ont applique les arguments de saturation lineaire d'une seule
onde interne (Fritts 1989 [35]) a un ensemble d'ondes internes. La loi de variation des spectres est
evaluee par des arguments simples pour des ondes saturant separement par instabilite dynamique
et statique, respectivement. Dewan et Good concluent que la saturation par instabilite statique est
la plus probable et leur spectre d'energie cinetique en fonction du nombre d'onde vertical est de
la me^me forme (N
2
k
?3
z
) que le spectre prevu par les theories de turbulence evoquees plus haut.
Remarquons que le spectre saturant par instabilite dynamique possede egalement une variation en
N
2
k
?3
z
.
Comme pour les ondes internes propagatives bidimensionnelles, nous avons remarque que le
deferlement et la dissipation d'energie des ondes propagatives en trois dimensions s'operent plus
rapidement que dans le cas stationnaire. Nous n'avons pas obtenu de regime quasi-stationnaire
similaire a celui de BA96. En trois dimensions d'espace la duree de vie du champ d'ondes propa-
gatives est reduite, parce que lorsque le deferlement est engage, l'onde primaire cede rapidement
l'integralite de son energie aux autres modes. Ceci est une consequence de la dierence intrinseque
existant entre l'evolution d'un champ d'ondes stationnaires et celle d'un champ d'ondes propaga-
tives. Par consequent, on ne peut pas moyenner les spectres en temps et nous ne considerons que
des spectres instantanes. Cela rend delicat le choix des intervalles de temps pendant lesquels on
souhaite visualiser et comparer les spectres issus de dierentes simulations. Nous avons vu dans le
cas bi- et tridimensionnel que l'onde est destabilisee par un paquet d'onde possedant une structure
de taille verticale intermediaire. Le nombre d'onde vertical est en general de l'ordre de quelques
multiples du nombre d'onde primaire. De me^me, l'eondrement gravitationnel est initie dans les
couches statiquement instables, resultant elle me^mes du paquet d'ondes, dont l'echelle transverse
est egalement de taille intermediaire. A ce stade de l'evolution, le spectre d'energie est donc relative-
ment etroit par rapport a un spectre de turbulence developpee. Une etude spectrale quantitative de
l'initiation du deferlement ne constitue pas l'objet de cette these. On peut noter cependant que de
telles etudes ont ete menees pour des ondes hydrodynamiques de surface [108], [71]. L'etude recente
de Uittenbogaard 1994 [136] etend ces concepts au cas des ondes internes et confronte les resul-
tats avec des mesures in situ. Une confrontation de cette approche avec des resultats numeriques
constitue une ouverture interessante pour l'exploitation de nos simulations.
En echange nous nous interessons ici aux spectres d'energies lorsque le deferlement du champ
d'ondes est developpe. Nous avons choisi de representer les spectres uniquement a partir du moment
ou a lieu le maximum de dissipation d'energie cinetique. A partir de ce moment la, nous pouvons
supposer que l'energie a cascade au travers de toutes les echelles et que les spectres sont etablis.
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Fig. 5.17 { Spectres d'energie cinetique E
c
(k
z
), d'energie potentielle E
p
(k
z
), d'energie cinetique
cinetique pour le mode onde et d'energie cinetique pour le mode vortex en fonction du nombre
d'onde vertical k
z
pour le calcul 15 de la serie I (a=0.543). Les spectres du mode onde E
o
c
(k
z
) et
vortex E
v
c
(k
z
) (graphes du bas de la gure), respectivement, ont ete obtenus par application de la
decomposition de Craya-Herring. On represente les spectres a partir de l'instant ou est atteint le
maximum de dissipation de l'energie totale.
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Nous representons les spectres pour trois calculs de la serie I sur les gures (5.17), (5.18) et (5.19)
correspondant aux amplitudes 0:543, 0:724 et 1:086, respectivement. Toutes les gures contiennent
les spectres d'energie cinetique E
c
(k
z
) (en haut a gauche) et potentielle E
p
(k
z
) (en haut a droite)
en fonction du nombre d'onde vertical k
z
. Les deux gures du bas representent les spectres issus de
la decomposition de Craya-Herring, pour la partie ondes E
o
c
(k
z
) a gauche et pour la partie mode
vortex E
v
c
(k
z
) a droite. L'ecoulement moyen sera presente dans le cadre de l'etude diagnostique de
l'ecoulement en n de chapitre. Le spectre pour le mode vortex a ete represente en fonction du
nombre d'onde vertical par consistance avec les autres graphes. Les spectres d'energie cinetique et
potentielle montrent egalement la droite denissant la loi 0:1N
2
k
?3
z
et 0:2N
2
k
?3
z
, respectivement.
La premiere observation a tirer de ces graphes est le faible niveau d'energie potentielle par
rapport a celui prevu par les theories de turbulence. Ce resultat n'est pas surprenant en vue de la
creation de dierentes composantes du mouvement par le processus de deferlement que nous avons
decrit au cours de ce chapitre. D'une part, les theories evoquees ne tiennent pas compte du mode
vortex ou de l'ecoulement moyen. D'autre part, l'etude du deferlement tridimensionnel a montre
que le developpement de l'instabilite statique transverse permet une conversion rapide d'energie
potentielle en energie cinetique verticale. Au cours de la restratication une partie de cette energie
et convertie en energie cinetique horizontale, tandis qu'une autre partie donne lieu a la produc-
tion d'ondes internes par eet d'entrainement des particules uides remontant ou redescendant a
leurs niveaux de stratication stable. Les visualisations de l'instabilite statique ont montre que la
restratication peut engendrer des mouvements horizontaux importants. La separation de uide
ottant et de uide lourd dans des canaux verticaux le long de la direction transverse y engendre
un gradient de pression horizontal. Le mouvement resultant achevant la restratication du uide
n'est pas un mouvement de type ondulatoire, mais pluto^t de type mode vortex. Ce mouvement re-
sulte de la conversion d'energie potentielle en energie cinetique. Un tel scenario peut donc justier
un transfert net d'energie potentielle vers energie cinetique pendant le deferlement. Les spectres
du mode vortex E
v
c
(k
z
) des simulations d'ondes statiquement stables des gures (5.17) et (5.18)
montrent que le niveau d'energie des grandes echelles possede une dynamique uniforme pour les
premiers modes verticaux pendant les periodes considerees. La situation est dierente dans le cas
de l'onde primaire statiquement instable. Nous savons que le deferlement est plus vigoureux dans
ce cas. La decomposition de Craya-Herring ne sera pas interpretee pour ce cas.
La gure (5.17) pour la simulation a = 0:543 ne possede pas de spectres satures aux petites
echelles. Dans cette simulation l'onde primaire a cede une trop grande partie de son energie pour
provoquer une turbulence pleinement developpee. Il en est dieremment pour l'onde primaire de
grande amplitude a = 0:724, ou on remarque le developpement d'une zone des spectres suivant une
loi variant en k
?3
z
, notamment pour l'energie cinetique a 25:30PBV . Le deferlement de la simulation
a = 1:086 visualisee en gure (5.19) montre des spectres beaucoup plus developpes encore, indiquant
que certaines echelles du mouvement pendant le deferlement sont tres energetiques, peut e^tre me^me
en dehors des eets de la stratication pendant une partie du deferlement. On remarque que
les spectres d'energie cinetique ondulatoire et potentielle possedent sensiblement le me^me niveau.
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Fig. 5.18 { Spectres d'energie cinetique E
c
(k
z
), d'energie potentielle E
p
(k
z
), d'energie cinetique
cinetique pour le mode onde et d'energie cinetique pour le mode vortex en fonction du nombre
d'onde vertical k
z
pour le calcul 14 de la serie I (a=0.724). Les spectres du mode d'onde et vortex
(graphes du bas de la gure), respectivement, ont ete obtenus par application de la decomposition
de Craya-Herring. On represente les spectres a partir de l'instant ou est atteint le maximum de
dissipation de l'energie totale.
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Fig. 5.19 { Spectres d'energie cinetique E
c
(k
z
), d'energie potentielle E
p
(k
z
), d'energie cinetique
cinetique pour le mode onde et d'energie cinetique pour le mode vortex en fonction du nombre
d'onde vertical k
z
pour le calcul 17 de la serie I (a=1.086). Les spectres du mode d'onde et vortex
(graphes du bas de la gure), respectivement, ont ete obtenus par application de la decomposition
de Craya-Herring. On represente les spectres a partir de l'instant ou est atteint le maximum de
dissipation de l'energie totale.
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Compatible avec le scenario de deferlement observe, cette equipartition suggere la presence d'ondes
lineaires (ondes non saturees) dont l'energie est repartie selon les spectres observees. Il faut rappeler
que la theorie de saturation lineaire prevoit des spectres d'energie horizontale variant en k
?3
z
. Nous
allons montrer a la prochaine section que l'energie cinetique de nos ecoulements est dominee par
la partie horizontale apres le deferlement, de sorte que l'on peut confronter nos spectres d'energie
cinetique a cette theorie. Le niveau des spectres est le facteur declenchant la saturation des ondes
lineaires. De ce point de vue, le fait de trouver des spectres d'energie cinetique et potentielle
equipartis ayant une pente en k
?3
z
, mais ayant des niveau plus faibles que ceux proposes par les
diverses theories, forme un resultat coherent.
5.6.3 Spectres du ux de ottabilite
Nous montrons nalement les spectres de ux de ottabilite pour deux calculs de la serie I. Ils
sont representes en gure (5.20). Notre analyse suit celle du travail de BA96. Le spectre du ux de
ottabilite en fonction du nombre d'onde vertical est deni par  ^w^

(k
z
), ou  denote le complexe
conjugue d'une quantite et w est la vitesse verticale. Un ux de ottabilite positif correspond a une
restratication du uide, soit a une conversion d'energie potentielle en energie cinetique. Un ux
negatif en echange revient a destabiliser le uide stratie. Les spectres que nous montrons com-
mencent aux instants du maximum de dissipation des deux simulations, mais ils ont ete moyennes
sur une periode de temps comprenant le deferlement et le regime turbulent nal, an d'obtenir un
ux de chaleur net sur les grandes echelles du mouvement. Les spectres a), c) et b), d) ont ete
moyennes sur 11:45PBV et 7:64PBV respectivement. Ne disposant pas de critere objectif pour
estimer un intervalle de moyenne, nous avons choisi les intervalles dans le me^me rapport que les
amplitudes initiales des ondes primaires. Les graphes a) et c) de la gure (5.20) montrent le ux
de chaleur multiplie par le nombre d'onde vertical k
z
. L'integrale du ux de ottabilite pour une
abscisse logarithmique est alors egale au ux de ottabilite net. Ces spectres sont similaires aux
spectres de BA96. En eet, on obtient un ux de ottabilite negatif correspondant aux nombres
d'ondes verticaux inferieur ou egal a k
z
= 5 et k
z
= 4, avec un minimum distingue et identique aux
deux graphes a k
z
= 3. Le ux de ottabilite au dela de k
z
= 5 et k
z
= 4 est positif et possede un
maximum a ce nombre d'onde pour les cas b) et d), respectivement. Ce nombre correspond a l'in-
jection maximale d'energie par l'instabilite statique transverse visualisee auparavant. Les graphes
c) et d) montrent les spectres de ux de ottabilite normalises par la racine carree du produit des
spectres d'energie cinetique et potentielle. Le spectre resultant permet l'evaluation de l'importance
du ux de ottabilite pour une echelle donnee dans les transferts entre energie cinetique et poten-
tielle lorsque se produisent des processus de cascade de ces deux energies vers les petites echelles.
Cette representation spectrale a ete suggeree par Holloway 1988 [57] en tant que critere possible
pour determiner l'importance dynamique du ux de ottabilite pour une echelle donnee Nos resul-
tats sont analogues a ceux de BA96 obtenues pour une onde bidimensionnelle stationnaire. Ainsi,
l'importance du ux de ottabilite augmente avec le nombre d'onde, car les transferts d'energie
potentielle sont plus importants que ceux d'energie cinetique en turbulence tridimensionnelle (stra-
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Fig. 5.20 { Les spectres du ux de ottabilite pour les simulations a = 0:543 en gure a) et b) et
a = 0:724 en gure c) et d). L'abscisse des spectres est representee en echelle logarithmique. Les
graphes a) et c) montrent les spectres multiplies par le nombre d'onde vertical k
z
. Les graphes b) et
d) montrent ces me^mes spectres normalises par la racine carre du produit de l'energie cinetique et
de l'energie potentielle.
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tiee ou non). Ce ux reste neanmoins faible par rapport a l'unite. Ce resultat conforte la theorie
d'Holloway et s'oppose en cela a celle de Lumley attribuant une grande importance au ux de
ottabilite.
5.7 Production de vorticite potentielle et ecoulement moyen
5.7.1 Valeurs ecaces des composantes de la vorticite
Le diagnostic des valeurs ecaces des composantes de la vorticite prises separement permet de
constater par quelle composante de la vorticite l'ecoulement est domine au cours de la simulation
et notamment dans son stade nal. A cet eet nous avons represente les trois composantes de la
vorticite ainsi que la composante de la vorticite perpendiculaire aux surfaces isopycnales en tout
point du uide sur la gure (5.21). Cette derniere composante a deja ete denie par l'equation (5.8)
et a ete representee et comparee a la vorticite verticale 
z
en debut de simulation (gure (5.3)). Les
graphes a), b), c) et d) correspondent a quatre calculs de la serie I. On note que la dynamique de
toutes les ondes est dominee par la vorticite transverse 
y
, notamment en debut et n de simulation.
Seul le calcul a = 1:086 pour l'onde primaire statiquement instable possede une vorticite dominee
par la composante 
x
au moment du deferlement. Cependant, une fois la restratication du uide
atteinte, la composante 
x
decro^t rapidement et l'ecoulement est a nouveau domine par 
y
. L'etude
du processus d'instabilite a montre deux mecanismes de production de vorticite. D'une part la
destabilisation de l'onde primaire produit un transfert d'energie vers le paquet d'ondes instables.
Toutes les courbes de la gure (5.21) montrent cependant que la creation signicative de vorticite

y
par ce mecanisme n'est possible que peu de temps avant le deferlement. D'autre part, l'instabilite
statique transverse est un mecanisme ecace pour la production de vorticite 
x
.
Par contre, il ne semble pas exister de mecanisme aussi ecace de creation de vorticite verticale

z
ou de vorticite perpendiculaire aux isopycnes  vp pendant le deferlement du champ d'ondes. La
production de ces quantites, directement reliees aux modes vortex et son extension non-lineaire, le
tourbillon potentiel, respectivement, est une consequence de l'eondrement gravitationnel et de la
dissipation des ondes. La vorticite potentielle fait intervenir la vorticite verticale 
z
= @
x
v @
y
u. Or,
l'existence de vorticite verticale necessite la presence de gradients horizontaux de vitesse horizontale.
Pour cette raison la production de vorticite verticale est une consequence du developpement de
l'eondrement, car celui-ci engendre des gradients pression horizontaux, ainsi qu'une redistribution
horizontale de uide restratie. La faible proportion des quantites 
z
et  vp creees au cours des
calculs de petite amplitude de l'onde primaire, representes par les graphes a) et b), corroborent
cette hypothese.
Les graphes c) et d) montrent une production de 
z
et de  vp non negligeable. Dans les deux
cas, les courbes tendent vers une limite commune. Ceci illustre la decroissance du nombre de Froude
associe a l'ecoulement au cours du temps. En eet, lorsque le gradient de densite concide avec la
direction verticale z, ces quantites deviennent identiques. Nous avons deja explique que l'exces de
vorticite verticale doit e^tre attribuee aux ondes en debut de simulation. En n de simulation cela est
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Fig. 5.21 { Les valeurs ecaces (rms) des composantes 
x
, 
y
et 
z
de la vorticite totale  sur le
domaine de calcul en fonction du temps. On a egalement represente la vorticite perpendiculaire aux
surfaces isopycnales  vp. On presente les resultats pour quatre calculs de la serie I a) 0.362, b)
0.543, c) 0.724 et d) 1.086.
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encore vrai, car l'ecoulement moyen horizontal dans la decomposition de Craya-Herring ne depend
que de la coordonnee verticale et ne peut pas engendrer de vorticite verticale. Ainsi, nous concluons
que les deferlements d'ondes que nous avons simules ne produisent que peu de vorticite  vp et 
z
,
les quantites associees aux tourbillons potentiels. La vorticite nale est dominee par la composante
de vorticite 
y
. Enn, l'interpretation de la decomposition de Craya-Herring, deja appliquee pour les
spectres d'energie, est justiee pour nos simulations, car pour les periodes considerees la convergence
de  vp vers la vorticite verticale est apparente. Remarquons que pour benecier de spectres obtenus
a partir d'un critere commun a toutes les simulations (le temps de deferlement), nous avons fait un
compromis sur la precision de la decomposition de Craya-Herring.
5.7.2 Vorticite potentielle
Nous considerons ici la vorticite potentielle moyenne produite par le deferlement d'un champ
d'ondes. Notons que nous ne considerons pas explicitement les termes de production de vorticite
potentielle dans ce manuscrit. Cela necessite une etude plus approfondie des eets moleculaires,
traduits par la dissipation d'energie cinetique et d'energie potentielle. L'etude de sa production sera
abordee dans le cadre d'une etude sur le melange induit par le deferlement d'un champ d'ondes.
La vorticite potentielle est dierente de la composante de la vorticite perpendiculaire aux surfaces
isopycnales consideree auparavant. La vorticite potentielle
 =
r  

0
(5.10)
correspond a la vorticite perpendiculaire aux surfaces isopycnales multipliee par la valeur du gra-
dient de densite local. La valeur ecace de la vorticite potentielle pour tous les calculs de la serie I
est representee sur la gure (5.22). On observe une production signicative de vorticite potentielle
uniquement lorsque l'ecoulement developpe une instabilite statique vigoureuse. Ainsi, le maximum
de vorticite potentielle est d'autant plus grand que l'amplitude de l'onde primaire est grande, ou que,
pour une amplitude donnee, le nombre de Reynolds de l'onde est grand. La premiere propriete est
illustree par le graphe a). La seconde resulte de la comparaison des courbes pour les ondes primaires
a = 0:362 et a = 0:543 des graphes a) et b). Les courbes du graphe b) sont issues des simulations
9 et 11 de la table (5.1) ayant une plus petite resolution spatiale et par consequent un plus petit
nombre de Reynolds Re
op
. La production de vorticite potentielle est contro^lee par les eets non-
lineaires mais resulte des seuls eets moleculaires. Cette situation est similaire a celle rencontree
en turbulence homogene isotrope ou la dissipation d'energie cinetique (consequence de la viscosite
moleculaire du uide) depend de l'apport d'energie cinetique a petite echelle, qui est contro^le par
les eets non-lineaires. Contrairement a la phase precedant le deferlement, la sequence des eve-
nements menant a la creation explosive de vorticite potentielle pendant le deferlement echappe a
l'ordre que nous avons impose lors du choix de nos parametres numeriques. Ainsi, l'amplitude de
l'onde et le nombre de Reynolds Re
op
associe ne sont plus des parametres signicatifs permettant
la classication de la production de vorticite potentielle.
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Fig. 5.22 { La valeur ecace de la vorticite potentielle au cours du temps pour a) tous les calculs
de la serie I et b) deux calculs d'une resolution de 128
3
.
Nous concluons cette sous-section en avancant une interpretation physique de l'evolution de
la vorticite potentielle. Des mouvements de petite echelle sont produits lors du deferlement du
champ d'ondes, aux lieux de deferlement. La vorticite potentielle etant le produit de gradients de
vitesse par les gradients de densite, des valeurs extre^mement elevees de vorticite potentielle sont
produites lors du deferlement. Les deux gradients sont ensuite lisses par diusion et la vorticite
potentielle decro^t. De plus, les tourbillons potentiels associes a la vorticite potentielle evoluent
vers des mouvements qui se localisent aux lieux ou le moment barocline est nul, c'est-a-dire sur les
surfaces d'iso-densite. Nos simulations ne permettent pas d'observer une eventuelle reorganisation
des mouvements de petite echelle spatiale en mouvement de grande echelle spatiale.
5.7.3 Diagnostic lineaire des composantes du mouvement
Finalement, nous presentons les resultats de l'application de la decomposition de Craya-Herring
a trois simulations de la serie I. Les courbes pour les calculs 0:543, 0:724 et 1:086 sont representes en
gure (5.23). On montre egalement un bilan detaille de l'energie cinetique moyennee. Les instants
de deferlement pour ces simulations ont ete explicites en gure (5.4 e). Les courbes a), c) et d)
montrent un bilan detaille de l'energie cinetique. Les simulations sont toujours dominees par la
composante horizontale (dans le plan de propagation de l'onde primaire) de l'energie cinetique E
cu
.
Les graphes montrent que la formation des couches instables mene a un desequilibre des energies
cinetique horizontale E
cu
et verticale E
cw
. Au moment du deferlement les echanges deviennent
complexes par l'action simultanee du ux de chaleur, des eets moleculaires et de la grande gamme
d'echelles spatio-temporelles excitees pendant cette periode. L'existence d'un pallier (changement de
pente) dans l'energie cinetique verticale montre l'eet de l'instabilite statique sur la vitesse verticale.
La production de uctuations de vitesse verticales par le deferlement a partir d'energie potentielle
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Fig. 5.23 { Diagnostic des composantes de l'energie cinetique E
cu
, E
cv
et E
cw
pour les composantes
de vitesse u, v et w sur les graphes a) c) et d). Les graphes b), d) et f) montrent les composantes de
l'ecoulement obtenues par application de la decomposition de Craya-Herring. On distingue la partie
ondes E
o
c
, la partie vortex E
v
c
et l'ecoulement moyen moyen horizontal E
em
c
. L'energie potentielle E
p
est egalement representee sur tous les graphes. Les graphes a) et b), c) et d), e) et f) correspondent
aux ondes 0:543, 0:724 et 1:086.
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explique ce changement de pente. Le deferlement produit une faible croissance de l'energie cinetique
transverse E
cv
dans les cas a) et c) et une croissance plus forte de cette quantite dans le cas
e). La vitesse transverse est associee a la separation horizontale de uide lourd et leger avant la
restratication d'une part et a la recirculation horizontale apres cet evenement d'autre part.
L'ecoulement dans le cas e) est reellement tridimensionnel, bien qu'anisotrope dans le plan
horizontal. On peut noter le degre d'oscillation variable des courbes d'energie cinetique E
cu
et
d'energie potentielle E
p
apres le deferlement. Cela montre que le deferlement d'une onde interne
de petite amplitude n'est pas reellement tridimensionnel et se fait par perte la perte de coherence
du champ d'ondes. En eet, les oscillations des energies cinetique ondulatoire et potentielle en
opposition de phase des graphes b) et d) revelent la localisation spatiale des ondes internes pendant
le deferlement. Ces oscillations sont attenuees au cours du temps. Dans le cas de l'onde primaire
statiquement instable f), ces oscillations sont quasiment supprimees pendant le deferlement. Cela
s'explique par le fait que le deferlement est moins sensible a la stratication. Dans ce cas, la
convergence de l'energie E
cu
et E
p
s'opere rapidement apres le deferlement. Par ailleurs les graphes
a) et c) montrent que les ondes internes produites par le deferlement se propagent quasiment a la
verticale (mouvements de particules quasi-horizontaux), car le niveau d'energie cinetique verticale
est plus faible que le niveau horizontal.
L'application de la decomposition de Craya-Herring montre qu'il est important de distinguer
entre le mode vortex d'energie E
v
c
et l'ecoulement moyen situe dans le plan horizontal xy, d'energie
E
em
c
. Cette separation a souvent ete omise dans des travaux anterieurs (cf la discussion dans Thual
1992 [132]). Dans le cas d'une onde primaire statiquement stable, b) et d), l'ecoulement moyen est
aussi important que la partie onde en n de simulation. Remarquons que cet ecoulement est associe
uniquement a la composante

U(z) de la vitesse. La composante transverse de l'ecoulement moyen

V (z) est negligeable dans tous les cas de gure. Dans le cas statiquement stable le mode vortex n'est
pas signicatif. On comprend ainsi que la vorticite nale de l'ecoulement soit dominee par 
y
, car
celui-ci est compose d'ondes quasi-lineaires et d'un ecoulement moyen. Il n'en est pas de me^me pour
l'onde statiquement instable, graphe f). La production d'ecoulement moyen est ici negligeable, alors
que l'on tend vers une equipartition de l'energie entre les parties ondes et vortex, respectivement.
Une explication plausible a ce changement de comportement est que la destabilisation de cette onde
est plus rapide. Nous avons verie que le mecanisme de destabilisation mettant en jeu le paquet
d'ondes module existe aussi dans ce cas. Cependant, il semble que le processus de destabilisation ne
dispose pas d'assez de temps pour accumuler un cisaillement signicatif dans les couches instables.
Or, l'ecoulement moyen pourrait resulter de ce cisaillement, a la dierence du mode vortex qui est
un mouvement associe a des gradients horizontaux de vitesse dans le plan horizontal. Par ailleurs
la forme me^me des couches instables est sujet a des changements pour une onde statiquement
instable, un aspect que nous n'avons pas etudie. Le resultat principal de cette sous-section est que
nos simulations evoluent vers des etats ou les energies sont primordialement associees aux ondes et
a un ecoulement moyen (respectivement mode vortex) pour le cas d'une onde primaire statiquement
stable (respectivement instable).
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5.8 Conclusion
Dans ce chapitre nous avons considere la dynamique d'une onde interne de gravite monochro-
matique plane dans l'approximation de Boussinesq. Nous avons approche le probleme par la voie
numerique. Dans le souci de faire une etude numerique detaillee de l'instabilite et du deferlement
d'une onde plane monochromatique, nous avons limite notre etude a une onde interne primaire de
grande echelle spatiale inclinee a 45
o
de l'horizontale. L'etude a ete menee en faisant varier l'ampli-
tude de l'onde primaire et la plupart des simulations directes exploitees ont une resolution spatiale
de 256
3
. En accord avec la theorie de stabilite lineaire l'onde interne est instable. Son evolution est
dominee par trois etapes.
La premiere est la destabilisation creant un champ d'ondes polychromatique et menant ce
dernier a son deferlement (deuxieme phase) . La destabilisation de l'onde est un processus intrin-
sequement tridimensionnel, mais une onde primaire statiquement stable est en fait dominee par
la croissance des modes bidimensionnels. Le principe de la destabilisation est base sur le transfert
d'energie cinetique et potentielle vers un paquet d'ondes de taille intermediaire, de vecteur d'onde
moyen egal a un petit multiple du vecteur d'onde primaire. Nous n'avons pas presente d'etude spa-
tiale quantitative directe de ce paquet d'ondes en trois dimensions d'espace, mais nous avons verie
que les conclusions de l'etude bidimensionnelle etaient preservees. Ainsi, nous avons pu mettre
en evidence une extraction nette positive d'energie cinetique et potentielle primaire par le paquet
d'ondes. Plus precisement, l'extraction d'energie cinetique est positive dans les regions de vorticite
negative (
p
< 0) de l'onde primaire, mais negative dans les regions ou 
p
> 0. L'energie potentielle
est extraite dans les deux regions, mais davantage dans les regions ou 
p
> 0. Ce mecanisme e-
cace d'extraction d'energie est rendu possible gra^ce a la modulation du paquet d'ondes localisant
l'energie potentielle favorablement dans les zones 
p
> 0 et l'energie cinetique dans les zones 
p
< 0.
En principe, ce mecanisme peut mener le champ d'ondes resultant vers deux routes de deferlement,
soit par instabilite dynamique (instabilite de cisaillement), soit par instabilite statique (instabilite
convective).
Le deferlement est toujours tridimensionnel quelle que soit l'amplitude de l'onde primaire et
la dynamique du uide se comporte alors dieremment du cas bidimensionnel. L'etude du temps
de deferlement a partir de nos simulations a montre que l'instant de decroissance maximale de
l'energie totale est sensiblement proportionnel a l'inverse de l'amplitude de l'onde primaire. Le
cisaillement associe au paquet d'ondes produit une serie de retournements, d'abord dans les zones
ou la stabilite statique du uide est reduite par l'onde primaire. Il en resulte la formation d'une serie
de couches de uide statiquement instables. On observe alors le developpement d'une instabilite
statique transverse dans le plan perpendiculaire au plan de propagation de l'onde primaire au
sein des couches instables. L'eondrement gravitationnel des couches inhibe fortement la formation
des instabilites dynamiques observees en deux dimensions d'espace. La consideration de cartes du
nombre de Richardson dans le plan de l'onde primaire, conrme que la destabilisation produit peu
de regions ou la condition necessaire d'instabilite dynamique Ri < 0:25 est satisfaite.
Nous avons explore les champs de densite et de vorticite d'une simulation associee a une onde
166
de grande amplitude statiquement stable. Les visualisations du deferlement dans le plan transverse
illustrent le mecanisme d'eondrement menant a la restratication du uide. L'echange de uide
est eectue par concentration de uide lourd et leger dans des regions disposees selon la direction
transverse, suivi d'une ouverture des isopycnes laissant passer le uide verticalement.
L'etude spectrale de l'ecoulement suivant le deferlement montre que les spectres d'energie poten-
tielle en fonction du nombre vertical k
z
possedent un niveau plus faible que des spectres analogues
bidimensionnels. Ceci est une consequence de la production de composantes non ondulatoires de
l'ecoulement. Les spectres instantanes des energies cinetique ondulatoire et potentielle presentent
des courtes periodes pendant lequelles on peut distinguer une pente des spectres variant en k
?3
z
, mais
le niveau attendu n'est pas atteint et le contenu energetique des spectres est quasiment equiparti.
Les spectres de ux de chaleur ont des proprietes similaires aux spectres issus d'une etude ante-
rieure sur la turbulence stratiee produites par des ondes internes bidimensionnelles. Ils indiquent
une faible importance du ux de chaleur dans la zone variant en k
?3
z
.
L'ecoulement nal est domine dans tous les cas de gure par la composante transverse de la
vorticite 
y
. Lorsque le deferlement est vigoureux, l'instabilite statique produit intensement de la
vorticite 
x
. Cependant, cette derniere n'existe que de facon transitoire, car son mecanisme de
production n'est pas entretenu au dela de l'eondrement gravitationnel. La production de vorticite
verticale, ainsi que de vorticite potentielle est la moins importante dans toutes nos simulations.
Par ailleurs la production de vorticite potentielle n'est pas reliee de facon simple a nos parametres
numeriques. Bien qu'une etude plus poussee de la production moleculaire de vorticite potentielle
necessite une etude du melange induit par le deferlement, il appara^t une grande sensibilite de cette
production aux parametres numeriques. Ainsi, nos simulations ne sont pas concues pour suivre la
dynamique des tourbillons potentiels, leur niveau energetique etant trop faible. Le diagnostique
nal des composantes du mouvement obtenu par application de la decomposition de Craya-Herring
illustre le regime suivant le deferlement par l'evolution des composantes de l'energie cinetique et de
l'energie potentielle. L'ecoulement est domine par la vitesse horizontale en n de simulation, dont
le cisaillement engendre la principale vorticite 
y
. L'energie cinetique horizontale correspondante
est associee en partie a des ondes internes lineaires quasi-verticales et a un ecoulement moyen
(respectivement mode vortex) pour une onde primaire initiale stable (respectivement instable).
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Chapitre 6
Dynamique modiee d'un uide
stablement stratie
6.1 Introduction
Dans ce chapitre, nous revenons sur le probleme de la decomposition du champ de vitesse, et
plus generalement sur celui de la decomposition des champs physiques speciant l'ecoulement d'un
uide stablement stratie. Au chapitre 1, nous avons decrit les dierentes composantes du mouve-
ment associees a un ecoulement stratie. Rappelons en particulier que dans la limite des nombres de
Froude Fr inniment petits, la decomposition du champ de vitesse est constituee d'un mode vortex,
d'ondes internes et d'un ecoulement moyen. Le mode vortex contient toute la vorticite verticale de
l'ecoulement et le mouvement est purement horizontal et non divergent. La composante du champ
de vitesse associee aux ondes est, quant a elle, de vorticite uniquement horizontale. La troisieme
composante, constituee par l'ecoulement moyen horizontal, est en quelque sorte degeneree, dans
la mesure ou elle ne contient ni vitesse verticale, ni vorticite verticale. Le travail de Staquet et
Riley 1989 [126], [98] aboutit a une generalisation de la decomposition lineaire de Craya-Herring
en postulant que, pour Fr ni, mais en pratique petit, la composante du mouvement contenant
toute la vorticite potentielle generalise le mode vortex lineaire. On parle alors du mode de vorticite
potentielle ou bien du tourbillon potentiel. Celui-ci est deni de facon diagnostique par trois equa-
tions aux derivees partielles obtenues par des arguments physiques. De me^me, Staquet et Riley 1989
proposent deux jeux d'equations pour les composantes onde et ecoulement moyen, respectivement.
Dans ce qui suit, nous appelons cette decomposition generalisee la decomposition ondes-tourbillon
potentiel-ecoulement moyen, OTPEM. Remarquons que l'appellation tourbillon est plus appropriee
que mode, parce que le terme mode contient une connotation lineaire. Or, le tourbillon potentiel
est par denition une extension non-lineaire du mode vortex.
Nous considerons ici les aspects relatifs a la decomposition de champs de l'ecoulement d'un
point de vue de la dynamique Hamiltonienne generalisee. Une introduction a la formulation Ha-
miltonienne generalisee du uide parfait est donnee en annexe A de ce manuscrit. Cette approche
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plus generale que la dynamique Hamiltonienne canonique classique [41], permet de reinterpreter
les invariants du systeme considere. En eet, les systemes non-canoniques possedent souvent une
classe d'invariants supplementaires, les Casimirs, en plus des integrales du mouvement classiques
telle qu'une energie ou une quantite de mouvement. Dans le cadre du uide stratie, la vorticite
potentielle, ainsi que la densite sont des Casimirs. La formulation Hamiltonienne des equations
du uide parfait stratie possede un certain nombre d'avantages detailles dans l'annexe A. Nous
utilisons les resultats du formalisme pour considerer les etats stationnaires du uide.
On s'interesse aux tourbillons potentiels. Un exemple de production de ceux-ci a ete presente
au dernier chapitre. Les tourbillons potentiels sont produits par le deferlement du champ d'ondes et
leur production depend fortement du nombre de Froude associe a l'onde primaire et des proprietes
de transport moleculaire existant au sein du uide. L'etude du regime nal du champ d'ondes a
montre que ces composantes du mouvement coexistent apres le deferlement et que leur evolution a
ce stade est encore gouvernee par les eets moleculaires, mais l'evolution est lente. Les tourbillons
potentiels semblent tendre vers un etat stationnaire (a l'exception d'une lente dissipation par les
eets moleculaires). Ces observations justient, du moins a priori, que l'on considere les proprietes
du uide parfait stratie dans le present chapitre.
Il a ete suggere (Henyey 1991 [50]) que le jeu d'equations denissant les tourbillons potentiels
dans le cadre de la decomposition OTPEM est exactement equivalent a l'etat stationnaire du
uide obtenu par la minimisation de l'energie totale de l'ecoulement pour les fonctions de Casimirs
donnees. La demonstration de cette assertion n'a cependant pas ete eectuee. En un premier temps,
nous allons montrer que les equations de Staquet et Riley sont reliees a l'etat d'energie cinetique
minimale (et non pas d'energie totale minimale) pour une distribution de vorticite potentielle donnee
et pour le champ de densite instantane de lecoulement. Le champ de vitesse associe au mode de
vorticite potentielle dans cette decomposition est situe entierement dans les surface isopycnales. Le
formalisme Hamiltonien est bien adapte pour demontrer cette propriete, car les etats stationnaires
sont naturellement relies a la vorticite potentielle et au champ de densite. De plus, il suggere une
extension de la caracterisation des tourbillons potentiels, en associant un champ de densite a leur
champ de vitesse. Il convient en eet de minimiser egalement l'energie potentielle, de telle facon
que le tourbillon potentiel resulte d'une minimisation de l'energie totale de l'ecoulement pour des
champs de vorticite potentielle et de densite donnes. Le tourbillon potentiel ainsi deni est un etat
stationnaire dynamique du uide stratie.
Le probleme de la connaissance des tourbillons potentiels revient alors a minimiser l'energie
totale pour les Casimir donnes. Au sein de l'espace des phases, les etats du uide correspondant
a la donnee des Casimirs, ont en general une energie non minimale. Cette constatation est a la
base d'une methode developpee par Vallis et al 1989 a partir d'arguments ad hoc et ayant pour
but la recherche des etats d'energie totale minimale. L'idee est d'explorer l'hypersurface de l'es-
pace des phases denie par la constance des Casimirs. Cette exploration se fait par un systeme
dynamique modie conservant les Casimirs du systeme original, mais permettant de relaxer le sys-
teme en "dissipant" l'energie articiellement. Pour un uide de Boussinesq, par exemple, l'energie
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dissipee doit alors e^tre essentiellement celle associee aux ondes. En eet, un tel uide conserve la
vorticite potentielle et la densite d'une conguration d'ecoulement donnee. La dynamique du sys-
teme ainsi modie est simplement appelee dynamique modiee. Le but est de reussir a converger
vers un etat d'energie minimale. L'obtention de cet etat est conditionnee par son existence et sa
stabilite. Dans un cas simple, par exemple celui du uide barotrope bidimensionnel, la dynamique
modiee consiste alors en une pseudo-advection au sens d'un rearrangement de particules uides.
Des simulations bidimensionnelles ont ete realisees par Carnevale et Vallis 1990 [19]. Nous allons
voir que la dynamique modiee est plus complexe, dans le cas du uide stratie, qu'une simple
pseudo-advection.
Shepherd 1990b [121] a donne un cadre Hamiltonien general de la methode de dynamique
modiee. Des systemes d'equations de dynamique modiee y sont presentes pour quelques modeles
de uide. A notre connaissance le cas du modele de uide stratie de Boussinesq en trois dimensions
d'espace n'a pas ete traite. En un deuxieme temps nous allons donc appliquer la methode generale
de dynamique modiee au cas du uide de Boussinesq en trois dimensions. Notre objectif est de
resoudre ces equations avec un code similaire a celui presente au chapitre 3, de facon a obtenir un
etat d'energie totale minimale caracterisant l'etat stable et stationnaire des tourbillons potentiels
obtenus dans nos simulations. Notons qu'il ne semble pas exister, a ce jour, de simulation numerique
tridimensionnelle de la dynamique modiee d'un uide, quelqu'il soit.
La premiere section de ce chapitre concerne les etats stationnaires du uide stratie dans un
cadre Hamiltonien et etablit le lien avec la partie tourbillon potentiel de la decomposition OT-
PEM. Nous proposons egalement la derivation d'une unique equation equivalente aux equations
diagnostiques proposees par Staquet et Riley. Dans la deuxieme section, nous derivons les equa-
tions de la dynamique modiee permettant d'atteindre un etat stationnaire d'energie minimale.
L'implementation numerique est actuellement en cours. Rappelons que l'introduction non-formelle
au formalisme Hamiltonien d'un uide parfait est presentee a l'annexe A.
6.2

Etats d'equilibre, pseudo-energie, equations diagnostiques
Les relations exposees dans cette section sont issues de la methode d'energie-Casimir convexite
[1]. Cette methode est utilisee pour etudier les etats stationnaires dynamiques
1
ou statiques et leur
stabilite lineaire et non lineaire. Les considerations de stabilite se situent en dehors du cadre de
notre travail. Shepherd 1993 a utilise la notion de pseudo-energie issue de la methode d'energie-
Casimir pour reinterpreter et unier le concept d'energie potentielle disponible. Nous considerons
dans ce qui suit les etats stationnaires d'un systeme Hamiltonien non canonique, la construction
de la pseudo-energie et enn, le lien que nous pouvons etablir entre les relations denissant un etat
stationnaire et les equations pour les tourbillons potentiels de la decomposition OTPEM.
1. Pour un uide on parle d'etat stationnaire dynamique, lorsque la vitesse du uide ne s'annule pas, mais est
independante du temps.
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6.2.1

Etats stationnaires d'un systeme Hamiltonien
On considere un systeme Hamiltonien generalise
@v
@t
= J
H
v
: (6.1)
On suppose en particulier que v = V est une solution stationnaire de (6.1)
J
H
v




V
= 0: (6.2)
Si le systeme est canonique, on peut inverser la forme cosymplectique J pour conclure que la solu-
tion stationnaire V correspond a un extremum conditionnel du Hamiltonien sur l'espace des phases.
On peut alors conclure que le Hamiltonien au voisinage de l'etat stationnaire V , est proportionnel
au carre de l'amplitude de perturbation. Ce comportement est par exemple celui d'une particule
se trouvant dans un puit de potentiel et eectuant des oscillations harmoniques autour de son etat
d'equilibre. Cet Hamiltonien caracterise alors de facon appropriee les ecarts de l'etat stationnaire.
Par contre, dans le cas d'un systeme Hamiltonien non canonique, on ne peut pas en general inverser
la forme cosymplectique J pour conclure que l'etat V est un extremum conditionnel de l'Hamil-
tonien sur l'espace des phases, car J peut e^tre singuliere. De plus, le Hamiltonien associe varie
en general lineairement avec l'amplitude de perturbation autour de l'etat V . En eet, la variation
premiere de l'Hamiltonien ne s'annule pas autour de l'etat V .
Le uide parfait stratie de Boussinesq rentre exactement dans ce cas de gure. Il s'agit bien
d'un systeme Hamiltonien non canonique dont l'energie potentielle associee aux uctuations de
densite est a priori lineaire en ces uctuations. Cette energie ne caracterise pas de facon globale les
ecarts des particules uides par rapport a leur positions d'equilibre, car cette energie ne possede
pas de signe bien deni. D'un point de vue pratique, cette caracterisation est pourtant importante
comme vu au chapitre 1, parce que l'on desire couramment conna^tre l'energie potentielle associee
aux uctuations de densite. Nous avons donne une expression approchee de cette quantite que nous
avons appele l'energie potentielle et nous l'avons utilisee aux chapitres presentant nos resultats
numeriques.
La methode d'energie-Casimir est basee sur l'observation suivante. L'existence d'une base du
noyau de J formee par le gradient des Casimirs C dans l'espace des phases du systeme permet
d'ecrire [124]
J
H
v




V
=   J
C
v




V
: (6.3)
On a aussi
H
v




V
=  
C
v




V
: (6.4)
Quelque soit C il est donc toujours possible de rendre le gradient de H parallele au gradient du
Casimir pour l'etat considere. Cette observation motive la construction d'une quantite appelee la
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pseudo-energie denie par
A [V ; v] = H [V + v] H [V ] + C [V + v]  C [V ] : (6.5)
Par construction cette quantite satisfait
A
v




V
= 0 (6.6)
pour l'etat stationnaire V . On voit donc que la pseudo-energie A est un extremum conditionnel du
systeme pour l'etat d'equilibre V et que pour une petite perturbation par rapport a cet etat, elle
est quadratique en l'amplitude de la perturbation. Nous illustrons l'utilite de ce formalisme pour
le cas du uide stratie de Boussinesq.
6.2.2 Application au uide stratie
L'application au cas du uide stratie a ete exposee par Shepherd 1994 [123] dans des notes
non publiees an d'explorer la denition de la pseudo-energie. La derivation est indispensable
pour etablir le lien avec les tourbillons potentiels associes a la decomposition OTPEM. Nous nous
interessons donc ici a la construction d'un etat stationnaire des equations de Boussinesq.
On considere le uide stratie dans les variables v = (u; 

) dont le Hamiltonien est
H =
Z
D
d
3
x

1
2
u
2
+ 

z

: (6.7)
Le uide de Boussinesq possede deux invariants materiels, la densite et la vorticite potentielle
D

Dt
= 0;
Dq
Dt
= 0 (6.8)
ou q =   r

. On peut montrer [11] que les Casimirs du uide stratie de Boussinesq sont des
fonctionnelles arbitraires des invariants
C [u; 

] =
Z
D
d
3
xC(q; 

): (6.9)
Calculons les derivees fonctionnelles des Casimirs, necessaires a la denition de l'etat stationnaire
deni par (6.6). La variation premiere des Casimirs s'ecrit
C =
Z
D
d
3
x

@C
@

+
@C
@q
q

: (6.10)
On note les derivees partielles C
q
= @C=@q et C


= @C=@

. Le second terme apparaissant dans
l'integrand se transforme selon
C
q
q = C
q
 (  r

)
= C
q
  r

+ C
q
  r

= (r u)  C
q
r

+ C
q
  r

= r  (u C
q
r

) + u  (r C
q
r

) +r  (C
q


) + 

r  C
q
: (6.11)
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Il vient alors pour la variation
C =
Z
D
d
3
x [u  (r C
q
r

)  

r  C
q
 + 

C


] (6.12)
ou on a suppose que les variations des champs sont nulles sur la frontiere du domaine considere.
Ainsi, les deux integrales de surface provenant des divergences dans (6.11) ne contribuent pas a la
variation. On en deduit les derivees fonctionnelles
C
u
= r C
q
r

(6.13)
C


= C


 r  C
q
: (6.14)
Appliquons la relation (6.6) a l'etat stationnaire V = v
e
= (u
e
; 

e
)
A
v




v
e
=
H
v




v
e
+
C
v




v
e
= 0: (6.15)
Compte tenu de ce que les derivees fonctionnelles du Hamiltonien sont
H
u
= u; et
H


= z (6.16)
on obtient deux relations reliant les variables d'equilibre du uide
u
e
=  r C
q
(u
e
; 

e
)r
e
; (6.17)
z =  C


(u
e
; 

e
) +r  C
q
(u
e
; 

e
) 
e
: (6.18)
On remarque que l'etat stationnaire du uide est deni entierement par les derivees partielles des
Casimirs associes a cet etat. Le probleme d'inversion pour un etat d'equilibre est donc bien pose.
6.2.3 Lien avec l'energie potentielle disponible
La signication physique des etat stationnaires du uide et l'utilite de la pseudo-energie ap-
para^ssent dans le contexte de la construction de l'energie potentielle disponible. Pour un etat
stationnaire correspondant a un etat stationnaire statique du uide stratie u
e
= 0 et donc la
vorticite potentielle d'equilibre q
e
= 0, on a
z =  C


(u
e
; 

e
) : (6.19)
L'integration de cette relation permet d'ecrire une pseudo-energie A selon (6.5) pour le uide
stratie par rapport a l'etat de stratication de base 

e
considere. Cette quantite est l'energie
potentielle disponible [124], dont la forme est identique au resultat anterieur donne par Holliday
et McIntyre 1981 [52] et dont l'approximation au premier ordre est l'approximation couramment
utilisee en turbulence stratiee pour exprimer l'energie potentielle des uctuations de densite.
Shepherd 1993 suggere egalement la generalisation du concept de pseudo-energie pour des etats
stationnaires dynamiques (u
e
6= 0 et q
e
6= 0). Un exemple de construction d'une pseudo-energie
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autour d'un etat stationnaire dynamique pour les equations de Boussinesq sur le plan f est donne
par Cho et al 1993 [22]. Dans ce cas plus general, l'energie potentielle disponible correspond a
la partie non cinetique de la pseudo-energie. On dispose ainsi d'une methode systematique pour
construire une pseudo-energie caracterisant un etat stationnaire conditionnel du uide.
6.2.4 Lien avec les etats stationnaires des equations du mouvement
L'etat d'equilibre deni par les relations (6.17) et (6.18) peut e^tre obtenu a partir des equations
de Boussinesq par la prescription de la vorticite potentielle q
e
= 
e
r

et du champ de densite 

.
Nous considerons ici le lien existant entre l'approches par la methode d'energie-Casimir et l'approche
directe selon Abarbanel et al 1986 [1]. Considerons en eet un etat stationnaire dynamique v
e
=
(u
e
; 

e
). Cet etat est caracterise par les trois relations
u
e
 r

e
= 0 (6.20)
u
e
 rq
e
= 0 (6.21)
u
e
 rK (

e
; q
e
) = 0 (6.22)
ou la fonction
K (

e
; q
e
) =
1
2
u
2
e
+ p

e
+ 

e
z (6.23)
est la fonction de Bernoulli. La premiere egalite represente la conservation de la densite, tandis que
la deuxieme represente la conservation de la vorticite potentielle. La troisieme est simplement le
produit scalaire de l'equation du mouvement avec le champ de vitesse u
e
. L'equation du mouvement
s'ecrit en eet

e
 u
e
=  rK (

e
; q
e
) + zr

e
: (6.24)
Le produit vectoriel de (6.24) avec r

e
fournit
u
e
(
e
 r

e
)  
e
(u
e
 r

e
) = K
q
(

e
; q
e
)r

e
rq
e
(6.25)
ou on utilise la relation suivante
rK = K
q
rq: (6.26)
Le champ de vitesse d'equilibre decoule alors immediatement de (6.25) en utilisant la denition de
la vorticite potentielle et (6.20).
u
e
=
K
q
(

e
; q
e
)
q
e
rq
e
 r

e
: (6.27)
C'est l'expression du champ de vitesse d'equilibre donnee par Abarbanel et al 1986. Cette expression
est equivalente a l'expression (6.17), que nous avons trouvee pour le champ de vitesse d'equilibre
si l'on pose que
K(

e
; q
e
) = qC
q
(

e
; q
e
)  C(

e
; q
e
): (6.28)
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En eet, on a alors, en supprimant les arguments pour alleger l'ecriture
rK = K
q
rq = r (qC
q
) rC
= qrC
q
(6.29)
ou on utilise deux fois l'egalite (6.26). L'equivalence entre (6.17) et (6.27) est ainsi explicitement
demontree, puisque l'egalite (6.17) s'ecrit aussi
u
e
= r

e
 rC
q
e
: (6.30)
A ce stade, nous avons acheve de caracteriser les etats stationnaires du uide de Boussinesq.
Nous avons presente les etats d'equilibre a partir de la methode d'energie-Casimir (Shepherd 1993)
et a partir d'une consideration directe des equations de Boussinesq (Abarbanel et al 1986) et
nous avons donne la relation entre les deux approches. A la prochaine sous-section nous rappelons
les equations de la decomposition OTPEM et nous essayons de mettre en relation la partie des
equations concernant les tourbillons potentiels avec les etats d'equilibre du uide, ce qui constitue
une contribution personnelle.
6.2.5 Lien avec les equations diagnostiques des tourbillons potentiels
Les trois equations diagnostiques denissant les tourbillons potentiels dans la decomposition
OTPEM s'ecrivent
q =   r

; u
q
 r

= 0 et r  u
q
= 0 (6.31)
ou u
q
est le champ de vitesse associe aux tourbillons potentiels et contient toute la vorticite poten-
tielle et l'indice q ne designe pas de derivee partielle ici. On dispose egalement d'un jeu d'equations
pour la composante onde et un autre pour la composante ecoulement moyen. Nous ne considerons
pas ces composantes dans le cadre de la decomposition OTPEM et nous supposons dans la suite
que l'ecoulement moyen est nul. Cette supposition est realiste dans le cas d'un domaine ferme ou
l'on applique des conditions aux de type glissement sans frottement aux parois du domaine.
Les equations (6.31) peuvent e^tre reecrites en exprimant l'orthogonalite du champ de vitesse
des tourbillons potentiels u
q
par rapport au gradient de densite
u
q
= Ar

(6.32)
pour un champ de vecteurs A quelconque. La condition de non divergence de u
q
implique alors
r  (Ar

) = r

 (rA) A  (rr

) = 0 (6.33)
soit, puisque r

est non nul
A = r (6.34)
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ou  est une fonction scalaire de l'espace et du temps. Les equations diagnostiques s'ecrivent par
consequent
u
q
= r r

(6.35)
q = 
q
 r (6.36)
ou 
q
= r u
q
, puisque u
q
par hypothese contribue a toute la vorticite potentielle.
On peut montrer que l'expression du champ de vitesse (6.35) est equivalent a rendre stationnaire
l'energie cinetique pour le champ de vorticite potentielle q donne. En eet, la variation premiere
de la partie cinetique du Hamiltonien H
0
en y incorporant la contrainte sur la vorticite potentielle
a l'aide d'un multiplicateur de Lagrange 
H
0
= 
Z
D
d
3
x

1
2
u
2
   (  r

  q)

=
Z
D
d
3
x [u  u  r

 (r u)] : (6.37)
Le second terme dans l'integrand s'ecrit encore
r

 (r u) = r  (u r

) + u  (r r

) : (6.38)
En supposant la variation u nulle sur les frontieres du domaine, la divergence engendrant un terme
de surface dans la variation de H
0
ne contribue pas. La variation de H
0
s'exprime nalement
H
0
= 
Z
D
d
3
x [u  r r

]  u (6.39)
d'ou l'on deduit pour une variation arbitraire u la relation
u = r r

= r r

: (6.40)
On recouvre ainsi l'expression du champ de vitesse vortical (6.35) de la decomposition OPTEM.
L'equation (6.35) est de forme analogue a l'equation denissant le champ de vitesse de la solution
d'equilibre des equations de Boussinesq (6.30) rappelee ici
u
e
= r

e
 rC
q
e
: (6.41)
Cependant, les variables qu'elles font intervenir sont dierentes. Dans le cas de la solution d'equi-
libre, ce sont les champs de vorticite potentielle et de densite d'equilibre qui interviennent. Par
contre, l'equation pour les tourbillons potentiels de la decomposition OTPEM fait intervenir les
champs de densite et de vorticite potentielle instantanes associes a une certaine conguration de
l'ecoulement. Par rapport a ce que nous avons expose sur les etats d'equilibre du uide, le tourbillon
potentiel de la decomposition OTPEM appara^t comme une construction incomplete d'un etat sta-
tionnaire d'un uide de Boussinesq, au sens ou sa denition n'assure que le caractere extremal de
son energie cinetique.
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Les relations heuristiques qui caracterisent les tourbillons potentiels dans la decomposition
OTPEM sont une extension des proprietes veriees exactement dans le regime lineaire. L'idee
fondamentale est que le tourbillon potentiel caracterise la partie non propagative des mouvement du
uide, complementaire du champ d'ondes. Or plusieurs auteurs ont suggere qu'a ce champ d'ondes
pouvait e^tre associe un champ de uctuations de densite, dont l'energie est l'energie potentielle
disponible [52],[124]. Les uctuations de densite sont mesurees par rapport au prol de densite
associe a l'energie potentielle minimale du uide. Il s'ensuit que cette decomposition du champ de
densite peut e^tre utilisee pour completer la decomposition cinematique en tourbillons potentiels
et ondes : au tourbillons potentiel doit e^tre associe la prol de densite de base, tandis que les
ondes possedent l'energie potentielle disponible. En d'autres termes, le tourbillon potentiel serait
caracterise par une energie totale minimale, les Casimirs etant donnes.
On peut chercher a construire l'etat stationnaire d'energie totale minimale pour une distribution
de vorticite potentielle et de densite, respectivement, donnees. On note que la vorticite potentielle
et la densite sont des invariants Lagrangiens, mais que leur distributions spatiales peuvent changer.
Ceci est en particulier vrai pour le champ de densite deforme instantanement par le mouvement
du^ aux ondes internes. Les tourbillons potentiels sont alors associes aux champs d'equilibre u
e
et


e
. Ces tourbillons sont gouvernes par les equations du mouvement stationnaires. Dans ce sens ils
constituent un mouvement balance. L'application de la decomposition OTPEM revient a diagnosti-
quer les tourbillons potentiels a chaque instant par la partie non-divergente du champ de vitesse sur
les isopycnes. En echange, la decomposition minimisant l'energie totale revient a etudier les tour-
billons par une suite d'etats d'equilibre associes au champs de vorticite potentielle et de densite
d'equilibre, ces champs etant obtenus par la propriete d'invariance Lagrangienne des ces quantites.
Le probleme est cependant plus complexe, car on ne conna^t pas les distributions spatiales de vor-
ticite potentielle et de densite correspondant a l'etat stationnaire. On ne peut donc pas calculer le
champ de vitesse d'equilibre. Le champ de densite instantane uctue et forme l'energie potentielle
disponible que l'on associe aux ondes internes.
Une possibilite de parvenir a un etat stationnaire est oert par la dynamique modiee, que nous
developpons a la prochaine section de ce chapitre. Cette methode permet de relaxer un systeme
Hamiltonien vers un etat d'equilibre en conservant ses Casimirs. L'energie d'un tel systeme modie
decro^t au cours du temps jusqu'a ce qu'un etat stationnaire est atteint. Nous appliquons cette
methode au cas des equations du uide stratie. Nous terminons cette section en indiquant une
ecriture condensee des equations diagnostiques des tourbillons potentiels dans la decomposition
OTPEM.
6.2.6 Forme alternative des equations pour les tourbillons potentiels
On peut noter que le systeme d'equations caracterisant les tourbillons potentiels peut e^tre ecrit
sous la forme compacte d'une seule equation aux derivees partielles. En eet, la vorticite potentielle
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q du uide s'ecrit
q =   r

= r  (ur

) : (6.42)
La substitution du champ de vitesse sous la forme impliquant le gradient de densite permet d'ecrire
q = r  [r

 (r

r)] : (6.43)
Le triple produit vectoriel se calcule comme suit
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Nous pouvons donc denir la matrice M , d'elements
M
ij
= @
i


@
j


  (@
k


)
2

ij
(6.45)
et ecrire l'equation veriee par la fonction scalaire , dont la connaissance permet de deduire le
champ de vitesse
r  [(M  r)] = q: (6.46)
Cette equation est tres concise et ressemble a une equation de Poisson generalisee, parce que le
produit des gradients de densite rend l'operateur anisotrope. Dans la limite lineaire correspondant
a la decomposition de Craya-Herring l'equation se simplie et devient une equation de Poisson
connectant la fonction de courant, associee au champ de vitesse horizontal dependant de z, a la
vorticite verticale de l'ecoulement. Cette equation constitue un point de depart alternatif pour la
resolution numerique diagnostique du champ de vitesse des tourbillons potentiels a celui base sur
un developpement asymptotique des champs de l'ecoulement propose par Staquet et Riley 1989.
6.3 Dynamique modiee du uide stratie
6.3.1 Presentation de la methode generale
Le travail de Vallis et al [139] est a l'origine de l'idee de dynamique modiee d'un uide parfait.
Les equations modiees obtenues pour quelques descriptions de uides dierentes y sont simplement
enoncees, mais ne reposent sur aucun argument rigoureux. Bien entendu ces equations verient les
proprietes requises. Le travail de Shepherd 1990b [121] propose une formulation Hamiltonienne de la
dynamique modiee, ce qui constitue une approche rigoureuse au probleme. De plus, cette methode
est fort simple dans son principe, sans e^tre toutefois une approche tres physique. On desire deduire
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d'un systeme Hamiltonien un systeme modie ne conservant pas l'energie totale du systeme, mais
conservant tous ses Casimirs. Soit le systeme Hamiltonien
@v
@t
= J
H
v
: (6.47)
Le systeme suivant est egalement Hamiltonien (la forme cosymplectique satisfait la propriete d'an-
tisymetrie et l'identite de Jacobi) et satisfait toutes les proprietes requises
@v
@t
= J
H
v
+ JJ
H
v
(6.48)
ou  est une transformation lineaire quelconque agissant sur J . Par souci de simplicite cette matrice
sera choisie diagonale d'elements constants pour les systemes uides qui nous interessent.
Les Casimirs du systeme modie sont aussi les Casimirs du systeme original. En eet, on a
dC
dt
= h
C
v
;
@v
@t
i = h
C
v
; J
H
v
+ JJ
H
v
i =  hJ
C
v
;
H
v
+ J
H
v
i = 0: (6.49)
Quant au Hamiltonien, sa dynamique obeit a
dH
dt
= h
H
v
; J
H
v
+ JJ
H
v
i =  hJ
H
v
; J
H
v
i: (6.50)
On note que le second membre possede un signe bien deni, donne par les signes des coecients
de la matrice . De plus, la derniere expression ne s'annule qu'a condition d'avoir
J
H
v
= 0: (6.51)
Le systeme modie possede donc les me^mes solutions stationnaires que le systeme original. Le choix
du signe des coecients de la matrice  permet donc de garantir une decroissance de l'energie
totale du uide. Shepherd 1990b donne quelques exemples de systemes modies pour dierents
uide, dont le uide parfait compressible. Par contre, le cas de l'approximation de Boussinesq n'a,
a notre connaissance, pas encore ete traite. Comme remarque precedemment, la condition de non
divergence du champ de vitesse doit e^tre imposee comme contrainte si l'on souhaite utiliser les
variables primitives, ce qui rend le calcul de la partie modiante JJ plus delicat. Par contre,
l'utilisation des variables (	; 

) permet d'obtenir plus facilement les equations modiees.
Remarquons nalement que la methode generale permet l'inclusion d'un ecoulement moyen
dans les equations de la dynamique modiee. Les applications numeriques que nous envisageons
n'admettent pas d'ecoulement moyen, ce qui nous permet de le negliger dans ce qui suit.
6.3.2

Equations dynamiques modiees du uide stratie
A l'aide de la methode generale donnee a la sous-section precedente, nous avons derive le
systeme modie comme suit. Desormais nous avons supprime, chaque fois que cela etait possible,
les parentheses delimitant les applications successives de l'operateur rotationnel et des produits
vectoriels. Les produits vectoriels sont simplement evalues de la droite vers la gauche dans une
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expression. La forme cosymlectique associee au crochet de Poisson uide stratie (A.68) dans les
variables v = (; 

) s'ecrit simplement
J =  
"
r   r  r 

r
r

 r   0
#
=  
"
J
33
J
31
J
13
0
#
: (6.52)
L'operateur J est une matrice 4  4 et la derniere egalite associe a chaque operateur un symbole
indiquant les dimensions de la sous-matrice qu'il represente. Nous avons verie le calcul suivant
composante par composante, mais il est plus concis de le presenter ici en utilisant les sous-matrices
de J . La matrice  est diagonale d'elements 
1
; 
1
; 
1
et 
2
. Rappelons egalement que le crochet
de Poisson (A.68), qui nous a permis de denir J , est obtenu a partir du crochet initial (A.64)
en supposant la nullite de certains termes contribuant des integrales de surfaces au crochet. Pour
deriver les equations modiees, nous faisons a nouveau implicitement cette supposition. La partie
modiante du systeme est obtenu par la multilplication matricielle
JJ =
"

1
J
33
J
33
+ 
2
J
31
J
13

1
J
33
J
31

1
J
13
J
33

1
J
13
J
31
#
: (6.53)
Les sous matrices se calculent immediatement par
J
33
J
33
= r  rr  r 
= r [rr (r ) ]  (6.54)
J
31
J
13
= r 

r (r

 r  )
= r

r (r
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 r  )
=  r [(r )  r
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Compte tenu de la forme des equations du systeme original, on a donc les equations de la dynamique
modiee stratiee en termes des variables  = (; 

), correspondant au systeme deni par (6.48)
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
e
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(6.59)
@
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@t
=  fu+ 
1
rr (u    

rz)g  r

: (6.60)
Denissons le champ de vitesse modie
~
u par
~
u (
1
) = u+ 
1
rr (u    

rz) : (6.61)
L'action de ce champ sur les variables de l'ecoulement represente la pseudo-advection. Cependant, la
presence du terme en 
2
montre que la dynamique modiee n'est pas une simple pseudo-advection.
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Le fait que le second membre de l'equation pour la vorticite soit le rotationnel d'un vecteur, nous
permet de repasser aux variables primitives v = (u; 

). On obtient l'equation de la dynamique
modiee pour la vitesse u en supprimant le rotationnel exterieur de tous les termes. Puis on ajoute
au second membre de l'equation ainsi obtenue, le gradient d'une fonction scalaire, la pression
modiee, ~p. L'eet du champ de pression modie est d'assurer la non divergence du champ de
vitesse induit par la dynamique modiee. Le systeme dynamique modie en variables primitives
est alors
@u
@t
=
~
u (
1
)    
2
(u  r

)r

  r~p  

e
3
(6.62)
@

@t
=  
~
u (
1
)  r

(6.63)
ou le champ de vitesse modie
~
u est donne par (6.61).
6.3.3 Conservation des Casimirs par la dynamique modiee
En general, la verication directe de l'equation du mouvement des Casimirs pour le systeme
modie est laborieuse. Pour le uide stratie la situation est plus simple. Puisque les Casimirs du
uide de Boussinesq ne sont fonctions que de la densite et de la vorticite potentielle, il sut de
montrer que la dynamique modiee conserve ses deux champs scalaires pour garantir la conservation
des Casimirs.
Dans le cas du uide Boussinesq, on denit la derivee materielle modiee par
~
D
Dt
=
@
@t
+
~
u  r: (6.64)
L'equation (6.62) traduit alors la conservation du champ de densite par la dynamique modiee
~
D

Dt
= 0: (6.65)
D'autre part l'equation pour la vorticite (6.59) peut s'ecrire
~
D
Dt
= (  r)
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u  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3
: (6.66)
Le produit scalaire de cette equation avec r

donne
r


~
D
Dt
= r

 (  r)
~
u: (6.67)
Par ailleurs, comme indique au chapitre 1, on dispose de l'egalite suivante pour le gradient de
densite
 
~
Dr

Dt
=  r

 (  r)
~
u: (6.68)
On deduit de la somme de ces deux equations que la vorticite potentielle q = r

  est conservee
par le champ de vitesse modie
~
Dq
Dt
= 0: (6.69)
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6.3.4 Evolution du Hamiltonien
Nous calculons ici explicitement l'equation d'evolution modiee du Hamiltonien. Rappelons sa
forme
dH
dt
= hJ
H
v
; J
H
v
i: (6.70)
Avec la me^me convention de decomposition de la matrice J , on a d'abord
J
H
v
= [r (u ) r

 rz;  (u  r)

]
T
(6.71)
et
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] : (6.72)
Finalement, le second membre pour l'equation du Hamiltonien s'ecrit
dH
dt
=  
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2
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: (6.73)
On remarque que le signe de cette expression est bien deni. En accord avec la prediction du systeme
general, l'energie totale est une fonction du temps de variation monotone. Le choix de coecients
positifs dans la matrice , permet donc de faire decro^tre l'energie totale du systeme.
On note
Y = u    

rz (6.74)
Z = u  r

: (6.75)
La dynamique modiee va faire decro^tre le Hamiltonien jusqu'a ce qu'un etat stationnaire soit
atteint. Si son energie totale est un minimum absolu, son etat sera stable. Cet etat stationnaire est
caracterise par
dH
dt
= 0 (6.76)
soit
r Y = 0 (6.77)
Z = 0: (6.78)
L'equation (6.77) entra^ne que Y derive d'un gradient. Ceci traduit qu'un equilibre cyclostrophique
est atteint
u
e
 
e
  

rz = rp
e
: (6.79)
L'equation (6.78) s'ecrit
u
e
 r

e
= 0 (6.80)
c'est a dire que le champ de vitesse de l'etat stationnaire est situe sur les isopycnes. Enn, la
vorticite potentielle etant conserve par la dynamique modiee, on a egalement
u
e
 rq
e
= 0: (6.81)
L'etat atteint par la dynamique modiee est donc deni par (6.27), comme attendu.
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6.4 Conclusion
Au cours de ce chapitre, nous avons considere le uide parfait stratie d'un point de vue
Hamiltonien generalise. A l'aide du formalisme expose a l'annexe A, nous avons d'abord considere les
etats stationnaires du uide stratie. La denition de ces etats repose sur les invariants Lagrangiens
de l'ecoulement, c'est-a-dire la vorticite potentielle et la densite. Un etat d'equilibre du uide
stratie est deni par un extre^mum de l'energie totale (cinetique plus potentielle).
Les equations diagnostiques denissant les tourbillons potentiels dans la decomposition OTPEM
sont semblables aux equations denissant le champ de vitesse des etats d'equilibre du uide. Les
champs utilises sont cependant dierents, car les tourbillons potentiels de la decomposition OTPEM
sont denis a partir de la vorticite potentielle et du champ de densite instantanes. Nous avons
montre que les tourbillons ainsi denis resultent de la minimisation de l'energie cinetique sur les
surfaces isopycnales. La decomposition OTPEM ne porte que sur le champ de vitesse et nous
nous sommes interesses a lui associer une decomposition du champ de densite. Il appara^t alors
que c'est le champ de densite du uide a l'equilibre, d'energie potentielle minimale, qu'il faut
associer au champ de vitesse du tourbillon potentiel. Ainsi, les tourbillons potentiels, maintenant
completement caracterises par un champ de vitesse et un champ de de densite, concident avec les
etats stationnaires du uide stratie a vorticite potentielle et densite conservee materiellement.
Dans la deuxieme partie de ce chapitre, nous avons applique une methode de dynamique modiee
generale au cas du uide stratie dans l'approximation de Boussinesq. Cette methode nous a permis
de deriver un systeme Hamiltonien modie possedant les me^mes etats stationnaires que le systeme
original. De plus, le Hamiltonien du systeme modie decro^t de facon monotone de sorte que le
systeme ainsi modie relaxe vers un etat stationnaire, a partir d'un champ donne quelconque
de densite et de vorticite potentielle. On dispose ainsi d'une methode permettant d'obtenir une
caracterisation complete des tourbillons potentiels (denis comme les etats stationnaires du uide
pour une certaine conguration des Casimirs donnee). L'extension de la methode au cas d'un
ecoulement d'un uide visqueux peu dissipatif permet la simulation numerique de la dynamique
modiee et ce point important constitue l'une des perspectives de notre travail.
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Conclusions et Perspectives
Conclusions :
Le travail presente dans ce manuscrit concerne la dynamique non-lineaire des ecoulements des
uides straties sans rotation. Nous avons etudie en particulier l'ecoulement genere par un champ
d'ondes internes de gravite primaire, initialement monochromatique et plan se propageant dans un
plan vertical. Cet ecoulement instable ne possede pas de structure dans la direction transversale au
plan de propagation. Ceci nous a permis de traiter son evolution par des simulations numeriques
directes en deux, puis en trois dimensions d'espace.
L'etude du cas bidimensionnel a ete menee principalement sur des ondes de petite amplitude
et les resultats presentes dans cette these concernent uniquement la dynamique du champ d'ondes
jusqu'au deferlement. Nous avons applique la theorie des interactions resonantes en tenant compte
de la dissipation d'energie dans le uide. La destabilisation de l'onde primaire s'opere par instabilite
parametrique sous-harmonique locale en accord avec les resultats de la theorie des interactions
resonantes. La frequence des ondes secondaires excitees est de l'ordre de la moitie de la frequence de
l'onde primaire. Dans l'espace physique, on observe un paquet d'ondes instable dont les modulations
spatiales motivent une etude locale du comportement energetique du processus de destabilisation.
On considere le probleme dans un referentiel lie a l'onde primaire, de facon a s'aranchir du caractere
spatio-temporel de l'ecoulement associe a l'onde primaire. Le resultat principal de cette etude est
que le paquet d'ondes extrait l'energie cinetique seulement dans les regions de l'espace denies
par un signe negatif de la vorticite de l'onde primaire 
p
, l'extraction etant negative dans les zone

p
> 0. L'energie potentielle est quant a elle extraite dans les deux regions de l'espace, denies par

p
< 0 et 
p
> 0. Ce mecanisme d'extraction est rendu possible par l'existence d'une relation de
phase bien denie entre l'enveloppe du paquet d'ondes et l'onde primaire et l'existence d'un ux de
chaleur instantane non nul qui permet la conversion periodique des deux formes d'energie cinetique
et potentielle. Ainsi, le paquet d'ondes possede une energie cinetique maximale dans les regions

p
< 0, optimisant ainsi l'extraction d'energie cinetique primaire, tandis qu'il possede une energie
cinetique minimale dans les zones 
p
> 0 minimisant ainsi les pertes d'energie cinetique vers l'onde
primaire. Des considerations similaires s'appliquent pour l'energie potentielle. Enn, la condition
cinematique sur l'instabilite parametrique sous-harmonique prend une signication dynamique, car
le ux de chaleur, les energies cinetique et potentielle du paquet d'ondes et les termes d'extraction
d'energie possedent alors a peu pres la periodicite de l'onde primaire.
Le cas tridimensionnel plus realiste a ete etudie en detail sur toute la longueur de nos simula-
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tions. Les simulations tridimensionnelles ont montre que la destabilisation de l'onde est un proces-
sus intrinsequement tridimensionnel. Cependant, pour une onde primaire initialement statiquement
stable la croissance des modes bidimensionnels constitue la partie dynamiquement signicative jus-
qu'a la formation des couches statiquement instables declenchant le deferlement tridimensionnel
du champ d'ondes. Pour une onde primaire statiquement instable les modes les plus instables sont
tridimensionnels. Cependant, le deferlement n'est pas immediat dans ce cas, ce qui indique que le
processus de destabilisation initial mis en evidence sur le cas bidimensionnel s'applique encore et
est de fait un processus robuste. Dans le cas statiquement instable la destabilisation est par contre
aussi accompagnee de modes excites par l'instabilite statique de l'onde primaire. Le deferlement est
un processus intrinsequement tridimensionnel, puisqu'il s'agit d'un eondrement gravitationnel des
surfaces isopycnales retournees et que cet eondrement a lieu dans la direction transverse au plan de
propagation de l'onde. La structure spatiale verticale des couches statiquement instables generees
par les retournements des surfaces isopycnales est reliee a la structure du paquet d'ondes initial.
Cette structure possede des proprietes constantes pour une onde primaire d'inclinaison donnee.
Cependant, nous n'avons pas pu interpreter simplement la structure transverse de l'instabilite gra-
vitationnelle en fonction des parametres numeriques des simulations. Cela est du^ au degre variable
de l'instabilite statique des couches instables, relie a l'amplitude de l'onde primaire. En deux dimen-
sions d'espace, le deferlement presente des caracteristiques dierentes, puisque le champ d'ondes
deferle par une serie d'instabilites de Kelvin-Helmholtz des couches de cisaillement. Cependant,
ces instabilites dynamiques s'operent dans les couches instables. Il est donc clair que la formation
des tourbillons de Kelvin-Helmholtz resulte d'une combinaison du mecanisme associe au cisaille-
ment du champ de vitesse et du mecanisme d'eondrement des couches instables. En aucun cas
des simulations tridimensionnelles avons nous observe des enroulements de type Kelvin-Helmholtz
aussi vigoureux qu'en deux dimensions. On est donc conduit a proposer que l'instabilite d'une onde
interne statiquement stable est gouvernee par une croissance des modes bidimensionnels menant au
raidissement et au retournement des isopycnes. A ce stade ces modes saturent et dans le cas bidi-
mensionnel on obtient l'enroulement de Kelvin-Helmholtz, tandis qu'a trois dimensions l'instabilite
se tridimensionalise rapidement selon la direction transverse, ce que nous observons sous la forme
d'un eondrement gravitationnel des couches de uide statiquement instables. Le deferlement du
champ d'ondes mene vers sa perte de coherence complete et dissipe rapidement la majeure partie
de l'energie.
Les faibles nombres de Froude mis en jeu suivant la restratication du uide permettent d'appli-
quer la decomposition lineaire de Craya-Herring a l'ecoulement residuel, an d'etablir le diagnostic
des composantes de mouvement. Une etude du comportement energetique dans l'espace de Fourier
revele que les spectres d'energie cinetique et potentielle ont un niveau globalement plus bas que le
niveau attendu par les diverses theories de turbulence stratiee. Les spectres d'energie cinetique
ondulatoire et potentielle en fonction du nombre d'onde vertical suivent une loi en k
?3
z
pendant une
courte periode, mais les niveaux des spectres sont quasiment identiques. Cela indique l'equipartition
de l'energie cinetique et potentielle a toutes les echelles et une dynamique quasi-lineaire des ondes,
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depourvue de retournements contrairement a ce qui est attendu par les theories de turbulence. La
production de mode vortex, composante du mouvement intrinsequement tridimensionnelle, est a
l'origine de cette divergence par rapport aux modeles theoriques. Il semble en eet que l'energie
potentielle convertie en energie cinetique pendant le deferlement engendre en partie les tourbillons
potentiels et l'ecoulement moyen, de telle sorte qu'il y ait un transfert net d'energie potentielle vers
energie cinetique. La production de ce dernier n'est pas tres importante pour les ondes statiquement
stables, mais nous avons observe que le mode vortex et les ondes dominent le regime nal pour une
onde primaire statiquement instable. Il faut remarquer que le caractere discret et ni des simula-
tions numeriques inue beaucoup sur la production de mode vortex, parce que la dissipation et la
conduction d'energie dominent le regime de deferlement et l'ecoulement turbulent en decroissance
libre suivant. Nous avons egalement pu constater que le deferlement du champ d'ondes produit
invariablement un ecoulement moyen selon la direction horizontale dans le plan de propagation de
l'onde primaire et que cet ecoulement, en plus des ondes internes, domine la dynamique nale des
simulations d'ondes statiquement stables.
Un deuxieme theme de notre travail a concerne la dynamique modiee d'un uide stablement
stratie. L'approche Hamiltonienne generalisee aux uides parfait nous a permis d'interpreter la de-
composition diagnostique ondes-tourbillons potentiels-ecoulement moyen (OTPEM) proposee par
Staquet et Riley 1989. La consideration des equations diagnostiques pour les tourbillons poten-
tiels nous a permis de reformuler le probleme d'inversion sous la forme d'une unique equation aux
derivees partielles ressemblant a une equation de Poisson generalisee. Le probleme d'inversion de
vorticite potentielle dans le cadre de la decomposition OTPEM est ainsi simplie. La decompo-
sition OTPEM revient minimiser l'energie cinetique de l'ecoulement sur les surfaces isopycnales
instantanees (a energie potentielle constante) et constitue de ce fait une methode de relaxation in-
complete. L'application d'une methode, developpee pour les systemes Hamiltoniens non canoniques
generaux, au cas des uides straties parfaits nous a permis de deriver un jeu d'equations modiees
permettant de relaxer un uide vers un etat stationnaire dynamique correspondant a un minimum
d'energie totale en conservant la densite et la vorticite potentielle attachees aux particules uides.
Nous avons directement verie la conservation de ces quantites, ainsi que la decroissance de l'energie
totale. L'ecoulement resultant est interprete comme une extension naturelle des tourbillons poten-
tiels issus de la decomposition OTPEM, etant donne que ce dernier minimise l'energie totale de
l'ecoulement pour des champs de vorticite potentielle et de densite donnes.
Enn, nous avons decrit la mise en uvre numerique d'une methode de resolution pseudo-
spectrale des equations de Navier-Stokes pour un environnement parallele a memoire distribuee.
Nous avons implemente l'algorithme de solution pour des conditions aux limites periodiques et de
type symetrie (bo^te impermeable). Le probleme de mise en uvre d'un algorithme ecace re-
pose essentiellement sur le developpement d'un sous-programme de transformee de Fourier rapide
parallele performant. Les codes produits sont performants et de plus ils sont portables vers un
environnement parallele general implementant la bibliotheque d'echanges de message MPI. Enn
remarquons que le code utilisant des conditions aux limites symetriques est destine a la program-
186
mation de la dynamique modiee.
Perspectives :
-Le premier objectif consiste en la mise en uvre pratique d'une simulation directe des equations
de la dynamique modiee avec le code de resolution parallele dans la conguration geometrique de
la bo^te impermeable. Cette conguration a l'avantage de ne pas presenter d'ecoulement moyen.
Le code de resolution a ete adapte aux equations de la dynamique modiee, mais la mise en uvre
numerique n'est pas immediate. On ne sait pas comment le modele developpe pour le uide parfait
s'adapte au cas du uide dissipatif et conducteur. Si la resolution directe des equations modiees
par un algorithme explicite s'avere dicile, voir impossible, une solution pourrait consister a utiliser
un schema numerique plus complexe, tel que les schemas couramment utilises en mecanique des
uides numerique (CFD). Enn, on pourrait inclure la rotation en se placant sur le plan f. La prise
en compte de la rotation est interessante tant au niveau de la physique, qu'au niveau de sa possible
simplication de l'integration des equations de dynamique modiee. En eet, les etats d'equilibre
peuvent resulter d'un equilibre geostrophique dans ce cas.
-L'etude du melange induit par le deferlement d'un champ d'onde constitue notre second objec-
tif. Une telle etude a deja ete realisee en deux dimensions d'espace pour des ondes propagatrices et
stationnaires. Le cas tridimensionnel devra e^tre compare aux resultats bidimensionnels et devrait
egalement permettre de tirer des conclusions plus nes sur l'etat nal de l'ecoulement, notamment
sur la production de vorticite potentielle par les eets moleculaires.
-Deux autres points concernent une etude plus approfondie de l'instabilite, ainsi que du defer-
lement. Nous avons montre que la structure spatiale de l'instabilite est bien denie sur une gamme
assez large d'amplitudes de l'onde primaire. Le paquet d'ondes pourrait e^tre reconsidere par une
theorie faiblement non-lineaire prenant en compte la structure spatiale. Ceci pourrait eventuelle-
ment mener vers une equation d'amplitude plus realiste que les equations dierentielles ordinaires
resultant de la theorie des interactions resonantes.
-En ce qui concerne le deferlement de l'onde, des experiences numeriques ciblees visant a desta-
biliser directement un champ d'ondes proche du retournement, mais pas necessairement monochro-
matique, permettrait de mieux comprendre le processus de saturation des modes bidimensionnels.
Ces experiences devraient utiliser une bo^te de dimension transversale susamment grande pour que
le nombre d'onde correspondant au double de la hauteur moyenne d'une couche instable soit repre-
sente par l'espace de Fourier discret. Le probleme de saturation des modes bidimensionnels pourrait
e^tre aborde par une approche statistique. Pour les ondes de surface, des approches theoriques visant
a caracteriser l'initiation du deferlement d'un champ d'onde par la densite de probabilite de ses
composantes monochromatiques ont ete developpees et pourraient e^tre etendues au cas des ondes
internes de gravite.
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Annexe A
Introduction au formalisme
Hamiltonien d'un uide parfait
A.1 Introduction
Cet annexe a pour but de donner une introduction non formelle a quelques elements de la
theorie des systemes Hamiltoniens generalises applicable au uide parfait. Apres un courte revue
de l'application de principes variationnels en mecanique des uides, on propose une introduction a
la dynamique des systemes Hamiltoniens non-canoniques. On rappelle d'abord la dynamique cano-
nique d'un ensemble de N particules, puis on donne la formulation symplectique. La formulation
symplectique est en suite utilisee comme base servant a denir une classe de systemes Hamiltoniens
plus generaux. Le passage vers les systemes continus est explicite et l'on applique le formalisme
au cas des uides. On considere en particulier le uide stratie dans l'approximation de Boussi-
nesq, dont l'expression du crochet de Poisson est indispensable a la derivation des equations de la
dynamique modiee exposee au chapitre 6.
A.2 L'approche variationnelle
Les equations du mouvement d'un uide parfait peuvent e^tre derivees par des approches varia-
tionnelles ou Hamiltoniennes. Dans cette section nous souhaitons donner une introduction a cette
thematique, ce qui nous permettra d'introduire la description Hamiltonienne generalisee, puis de
deriver les equations de la dynamique modiee. L'approche choisie n'est pas rigoureuse et la partie
recente des methodes Hamiltoniennes en mecanique des uides est pluto^t issue des mathematiques
que de la physique. En ce sens notre presentation est celle du physicien et il faut souligner que cette
approche moins formelle est relativement recente, du moins en mecanique des uides [122], [116],
[117], [11], [147], [42]. On distingue traditionnellement les descriptions eulerienne et lagrangienne
en mecanique des uides. La description eulerienne est largement plus utilisee, parce qu'elle est
plus economique que la description lagrangienne, mais aussi parce qu'elle est plus facile a formuler
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pour de nombreux modeles de uides. Les deux descriptions sont equivalentes mais la description
lagrangienne permet de conna^tre l'information maximale du mouvement d'un uide, puisqu'elle
decrit les trajectoires de toutes les particules uides. Par ailleurs, l'approche lagrangienne est la
description d'un systeme continu analogue a la description d'un systeme discret de N particules
en mecanique analytique classique. Les coordonnees des particules uides sont des etiquettes et
correspondent aux indices identiant les particules du systeme discret.
On montre facilement l'existence d'un principe de Hamilton pour un uide parfait isentropique
dans la description lagrangienne. Le Lagrangien
1
correspondant est simplement la dierence entre
l'energie cinetique et la somme de l'energie interne et de l'energie potentielle du uide. La dynamique
et la thermodynamique du uide decoulent naturellement du principe de Hamilton. Dans ce cas, on
peut aussi obtenir le principe de la moindre action (par une transformation de Legendre) et montrer
ainsi que le systeme Hamiltonien du uide parfait en coordonnees lagrangiennes est canonique.
L'approche variationnelle en coordonnees euleriennes est plus subtile. Le principe de Hamilton
en coordonnees euleriennes peut e^tre deduit du principe correspondant en coordonnees lagran-
giennes, en transformant les coordonnees du uide dans le principe variationnel. Mais, l'obtention
d'un principe ecrit entierement en coordonnees euleriennes necessite l'introduction des contraintes
de Lin. Ces contraintes imposent la conservation des etiquettes lagrangiennes des particules uides
et leur introduction est peu intuitive, partant du principe de Hamilton en coordonnees lagran-
giennes. Le principe variationnel et certaines de ses variantes en coordonnees euleriennes pour un
uide compressible sont decrites dans la revue de Salmon 1988 [116]. Le travail plus recent de Holm
1996 [58] decrit le principe de Hamilton pour un uide stratie dans l'approximation de Boussi-
nesq. La particularite du uide incompressible est que la contrainte d'incompressibilite doit e^tre
incluse directement dans le principe de Hamilton a l'aide d'un multiplicateur de Lagrange dont la
signication physique est la pression dynamique du uide.
Il existe egalement un principe de la moindre action pour le uide isentrope. Le systeme est alors
canonique. Il faut noter que les equations d'Euler-Lagrange resultant du principe de Hamilton, ainsi
que les equations de Hamilton canoniques issues du principe de la moindre action, font intervenir des
variables de Clebsch, dierentes des cinq champs du uide parfait isentrope : le champ de vitesse,
la densite et l'entropie. Ces variables proviennent des contraintes de Lin et des multiplicateurs
de Lagrange mis en jeu dans les principes variationnels en coordonnees euleriennes. L'approche
variationnelle est l'approche la plus ancienne des systemes Hamiltoniens.
Nous ne considerons pas les principes variationnels dans notre expose de la dynamique Hamilto-
nienne generalisee. Il existe en eet une autre approche, plus abstraite, des systemes Hamiltoniens.
Le formalisme emergeant de cette approche est plus simple d'utilisation et constitue le seul ne-
cessaire pour l'etude proposee au chapitre 6. On sait que les equations canoniques d'un systeme
Hamiltonien verient certaines proprietes geometriques dans l'espace des phases. Un point de vue
plus geometrique des systemes Hamiltoniens consiste alors a extraire ces proprietes et a les poser
1. Nous distinguons la notion de description lagrangienne de la notion de Lagrangien dans le principe de Hamilton,
par des initiales minuscules ou capitales.
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comme axiomes de denition d'un systeme Hamiltonien generalise. Ainsi, une formulation Hamil-
tonienne plus moderne d'un uide parfait en coordonnees euleriennes est basee uniquement sur
la denition d'un crochet de Poisson qui remplit certaines proprietes sans reference a un prin-
cipe variationnel quelconque. D'un point de vue important pour notre travail, cette approche a
permis, notamment, de clarier la denition de l'energie potentielle disponible [124] d'un uide
parfait stratie. D'autres proprietes des uides geophysiques dans leur formulation Hamiltonienne
sont abordees par la revue de Shepherd 1993 [124]. Dans la prochaine section, nous introduisons la
description Hamiltonienne generalisee du uide parfait.
A.3 Dynamique Hamiltonienne generalisee
Un developpement rigoureux de cette theorie fait appel a la geometrie dierentielle et a la theorie
des groupes de Lie. Une introduction moderne au sujet est donnee dans le livre de Marsden et
Ratiu [83]. Cette approche a aussi connu une popularisation en dynamique des uides geophysiques
au debut des annees 90 et plusieurs travaux [124], [122], [117] exposent cette approche dans un
langage aussi proche que possible de celui du physicien. La revue de Morrison 1998 [95] decrit plus
particulierement le uide parfait Hamiltonien et etablit le lien avec l'approche plus abstraite des
groupes continus. Nous avons base cette introduction sur ces travaux.
A.3.1 Systemes discrets
On considere un systeme discret aN degres de liberte, de coordonnees generalisees

q
i
(t)
	
i=1;:::;N
dans l'espace des congurations. Les degres de libertes peuvent par exemple correspondre aux dif-
ferentes coordonnees d'un systeme de points materiels. La derivee temporelle des coordonnees
donne les vitesses generalisees

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. On denit le Lagrangien L(q
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; t) par la dierence
entre l'energie cinetique et l'energie potentielle du systeme. Les equations du mouvement d'Euler-
Lagrange sont alors obtenues par le principe de Hamilton
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ou t
1
et t
2
denissent l'intervalle de temps au cours duquel le principe est applique. On peut
aussi considerer la dynamique dans l'espace des phases deni par les 2N coordonnees fonctions du
temps
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. Si la transformation des coordonnees
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coordonnees de l'espace des phases n'est pas singuliere, la transformation de Legendre, permettant
la construction du Hamiltonien H , est bien denie
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): (A.2)
Les equations de Hamilton se deduisent alors du principe de la moindre action
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et s'ecrivent
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i
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i
; _p
i
=  
@H
@q
i
: (A.4)
Ces equations sont les equations canoniques Hamiltoniennes et representent la forme la plus simple
des equations dynamiques d'un systeme Hamiltonien. La plupart des systemes Hamiltoniens, dans
un sens qu'il nous reste a denir, ne possedent pas de forme canonique.
On montre que pour un systeme Hamiltonien, chaque propriete de symetrie du Hamiltonien
correspond a une integrale du mouvement du systeme [41]. Ceci est un corollaire du theoreme de
Nother. Ainsi, une invariance temporelle du Hamiltonien correspond a la conservation de l'energie
totale du systeme, tandis que l'invariance d'une coordonnee q
i
correspond a la conservation du
moment conjugue p
i
.
On denit le crochet de Poisson pour deux fonctions F (q; p) et G(q; p), ou (q; p) designe les
coordonnees de l'espace des phases, par
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Les equations canoniques (A.4) peuvent alors e^tre mises sous la forme
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(A.6)
et l'equation generale du mouvement pour une fonction F (q; p; t) est donnee par
dF
dt
= fF;Hg
c
: (A.7)
On obtient une forme particulierement importante des equations du mouvement en denissant les
coordonnees
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Dans ces coordonnees les equations canoniques ont la forme suivante
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(A.9)
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j
: (A.10)
Nous avons introduit le tenseur cosymplectique d'ordre deux contravariant, J
ij
c
qui prend la forme
simple
J
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La formulation faisant intervenir le tenseur cosymplectique est la formulation symplectique. A l'aide
du tenseur J
ij
c
le crochet de Poisson general (A.5) s'ecrit aussi
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(A.12)
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A ce stade, nous pouvons introduire le point de vue plus general des systemes Hamiltoniens.
On considere toujours la dynamique d'un ensemble de 2N coordonnees dans un espace des phases
muni d'un tenseur cosymplectique ou de facon equivalente d'un crochet de Poisson.
dz
i
dt
= J
ij
@H
@z
j
(A.13)
Le systeme est Hamiltonien si le tenseur cosymplectique est non singulier, anti-symetrique et s'il
verie l'identite de Jacobi
det(J
ij
) 6= 0 (A.14)
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(A.15)
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De facon equivalente, le crochet de Poisson doit verier
fF;Gg 6= 0 (A.17)
fF;Gg =  fG;Fg (A.18)
fF; fG;Kgg+ fG; fK;Fgg+ fK; fF;Ggg = 0: (A.19)
pour trois fonctions F;G;K de l'espace des phases dans l'ensemble des nombres reels. On se donne
de plus une fonction particuliere, le Hamiltonien H(z
i
; t). La dynamique d'une fonction quelconque
est alors donnee par
dF
dt
= fF;Hg : (A.20)
La dynamique du systeme est donnee, comme pour le cas du systeme canonique par
dF
dt
= fF;Hg =
@F
@z
i
J
ij
@G
@z
j
: (A.21)
Les equations canoniques ecrites dans leur forme symplectique (A.9) verient ces trois proprietes
et dans ce cas la forme du tenseur J est la forme la plus simple et la plus symetrique. Neanmoins,
on peut aussi utiliser des coordonnees dierentes, ce qui peut avoir l'avantage de produire une
forme plus simple du Hamiltonien. En general, le crochet de Poisson et le tenseur cosymplectique
sont alors des fonctions des coordonnees de l'espace de phases. On montre que la transformation
de coordonnees z
i
= z
i
(z) conserve les proprietes (A.15) et (A.16), mais ne conserve la propriete
(A.14), qu'a condition que la transformation de coordonnees elle-me^me ne soit pas singuliere ; le
Jacobien de la transformation ne doit pas s'annuler
det

@z
i
@z
j

6= 0: (A.22)
Pour le moment, nous considerons seulement des transformations non-singulieres. Pour ce type de
systeme, veriant (A.15-A.16), le theoreme de Darboux montre qu'il est toujours possible d'eec-
tuer (au moins localement) une transformation de coordonnees, dont les equations du mouvement
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resultantes ont la forme canonique (A.13) et ou le tenseur cosymplectique est donne par l'expression
(A.11). Remarquons que la forme canonique du tenseur cosymplectique, J
ij
, est analogue a la forme
que prend le tenseur metrique, g
ij
, dans un espace Euclidien. Lorsque ce tenseur est non singulier,
symetrique et implique une courbure de l'espace nulle, on peut introduire des coordonnees car-
tesiennes dans l'espace. Dans un tel espace, toutes les coordonnees cartesiennes sont reliees entre
elles par des transformations orthogonales. Ainsi les transformations canoniques dans un espace
des phases muni d'un tenseur cosymplectique sont analogues aux rotations rigides dans un espace
Euclidien.
A present, nous considerons des transformees de coordonnees singulieres et plus generalement
des systemes ayant un tenseur cosymplectique singulier, det(J
ij
) 6= 0. Une transformation de co-
ordonnees est singuliere lorsqu'elle transforme un ensemble de coordonnees en un sous-ensemble
de ces coordonnees ou vers un plus petit ensemble de coordonnees. Ce type d'operation s'appelle
operation de reduction. Un systeme decrit par un tenseur cosymplectique singulier, mais veriant
neanmoins les proprietes (A.15) et (A.16) est dit systeme Hamiltonien non-canonique ou systeme
de Poisson [83]. On ne peut donc plus appliquer le theoreme de Darboux, ni trouver de base ca-
nonique pour le systeme. Par contre, un theoreme du a Lie etablit que le tenseur cosymplectique
d'un systeme non-canonique dans un espace des phases a 2N dimensions, peut e^tre mis, du moins
localement, sous la forme
J
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(A.23)
ouM > 2N . Ainsi, chaque point de l'espace des phases de dimensionM est aussi dans un espace des
phases Hamiltonien regulier de dimension 2N < M . Ces hypersurfaces sont appelees feuilles sym-
plectiques. Une consequence fondamentale de la singularite du tenseur cosymplectique est qu'une
classe d'invariants supplementaire est impliquee dans l'espace des phases. En eet, supposons que
le corang du tenseur J
ij
soit K, ou K  M   2N . On peut alors montrer qu'il existe K vecteurs
propres generant le noyau du tenseur cosymplectique. De plus, on montre qu'une base du noyau
est donnee par les gradients dans l'espace des phases, de K fonctions scalaires, C

,  = 1; :::; K,
les Casimirs, de telle facon que l'on ait
J
ij
@C

@z
j
= 0: (A.24)
Par denition de l'equation du mouvement d'une fonction des coordonnees de l'espace des phases,
on a
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i
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ou on utilise la propriete d'anti-symetrie de J
ij
. Ce resultat est equivalent a
fC

; Hg = 0: (A.26)
Un Casimir annule donc le crochet de Poisson avec le Hamiltonien H . Plus generalement, on a
encore
fC

; Fg = 0 (A.27)
pour toute fonction F .
D'un point de vue geometrique, le systeme evolue donc dans un espace des phases Hamiltonien
regulier de dimension 2N , mais possede aussi M   2N coordonnees exterieures. Cet espace des
phases est une hypersurface de l'espace des phases complet et s'appelle feuille symplectique. Une
feuille symplectique de dimension 2N est donc l'intersection des surfaces de dimension M   2N
correspondant a C

= constant;  = 1; :::;M 2N dans l'espace des phases. La dynamique generee
par le Hamiltonien d'un systeme initialement sur un feuille ayant C

= constant reste connee a
cette feuille.
Remarquons qu'un systeme canonique ne possede pas de Casimirs non triviaux, puisque la
condition (A.24) implique que @C=@z
i
=, pour tout i = 1; ::::; 2N . Les Casimirs sont donc des
constantes dans l'espace des phases. La description Hamiltonienne non-canonique est generalement
impliquee dans une transformation de coordonnees canoniques vers un ensemble de coordonnees
reduit. On peut alors montrer que les Casimirs sont les quantites conservees associees aux symetries
permettant la reduction des coordonnees canoniques vers les coordonnees non canoniques.
Avant d'etudier le cas des systemes continus, nous resumons les proprietes d'un systeme Hamil-
tonien. Celui ci est constitue d'un espace des phases muni d'un operateur bilineaire, le crochet de
Poisson (ou d'un tenseur cosymplectique d'ordre deux) et d'une fonction scalaire, le Hamiltonien
H . Le crochet de Poisson satisfait toujours aux proprietes (A.18) et (A.19). Lorsque le crochet de
Poisson est singulier, il existe un ensemble de fonctions de Casimir C qui annulent le crochet de
Poisson fC; Fg = 0 pour toute fonction F et en particulier pour le Hamiltonien H , fC;Hg = 0.
Les Casimirs sont donc des invariants du systeme.
A.3.2 Systemes continus
Considerons a present les systemes continus. Les variables denissant l'espace des phases d'un
systeme discret deviennent alors des champs, v(x; t), fonctions de l'espace et du temps. Le symbole v
represente un vecteur de champs scalaires, comme par exemple les composantes du champ de vitesse
et la densite d'un uide. Les fonctions d'etat de l'espace des phases discret, F;G; ::: deviennent
des fonctionnelles d'etat F ;G; ::: dependant des champs, c'est-a-dire des applications de l'espace
des fonctions fv(x; t)g dans l'ensemble des nombres reels. La derivation doit e^tre remplacee par la
derivee fonctionnelle, que l'on denit par l'intermediaire de la premiere variation de la fonctionnelle
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FF [v; v]  F [v+ v] F [v]
= h
F
v
; vi+O(v
2
): (A.28)
La quantite F=v est la derivee fonctionnelle et son calcul necessite l'evaluation de l'expression
entre crochets h; i. Ce crochet correspond a un produit interne approprie deni sur l'espace des
fonctions fvg considere. Dans le cas d'un uide parfait decrit en coordonnees euleriennes, le produit
interne correspondant est l'integrale sur le volume du uide (x est le vecteur position d'une particule
uide) du produit scalaire de deux vecteurs. Soit donnee la fonctionnelle suivante
F [v] =
Z
D
d
3
xF (v) : (A.29)
La variation premiere s'ecrit
F [v; v] =
Z
D
d
3
x v  r
v
F (A.30)
et on a donc pour la derivee fonctionnelle
F
v
= r
v
F: (A.31)
Ce resultat se generalise facilement au cas d'une fonctionnelle dependant de v et de ses derivees
admissibles. On considere alors le systeme Hamiltonien generalise suivant
@v
@t
= J
H
v
(A.32)
ou J est un operateur anti-symetrique, appele forme cosymplectique, qui satisfait l'identite de
Jacobi generalisee au cas des systemes continus. A nouveau, la dynamique d'une fonctionnelle F
est donnee par le crochet de Poisson avec le Hamiltonien H
dF
dt
= fF ;Hg : (A.33)
Il est deni par
fF ;Gg= h
F
v
; J
G
v
i: (A.34)
Dans le cadre du uide parfait, le produit interne de deux fonctionnelles, F et G se calcule comme
suit
h
F
v
; J
G
v
i;=
Z
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3
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X
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
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i
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ij
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v
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
(A.35)
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et les J
ij
representent les elements d'une matrice. Demontrons l'equivalence entre (A.33) et (A.32).
On suppose que (A.32) tienne. Alors
fF ;Hg = h
F
v
; J
H
v
i
= h
F
v
;
@v
@t
i
=
dF
dt
(A.36)
ou la derniere egalite resulte de l'application de la regle de composition de la derivation fonctionnelle.
Inversement supposons que (A.33) soit veriee et prenons pour F
F [v] = v
i
(x
0
) =
Z
D
d
3
x 
x
0
v
i
(x) (A.37)
pour un quelconque x
0
dans D et ou 
x
0
est la distribution de Dirac decalee en x
0
. La variation
premiere de F et la derivee fonctionnelle s'ecrivent alors
F =
Z
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3
x 
x
0
v
i
(x);
F
v
j
= 
x
0

ij
(A.38)
et ou ij est le delta de Kronecker. A partir de (A.33) on a alors
dF
dt
=
@v
i
@t
(x
0
) = h
F
v
; J
H
v
ih
x
0

ij
;

J
H
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
j
i = J
ij
H
v
j
(x
0
) (A.39)
ce qui prouve que (A.32) est veriee pour chaque composante du vecteur des champs denissant
l'espace des phases individuellement.
Enn remarquons que les Casimirs du systeme sont des fonctionnelles et sont obtenus par la
consideration de leur relation de denition
J
C
v
= 0: (A.40)
L'ensemble des vecteurs C=v est une base du noyau de l'operateur J .
A.4 Applications en mecanique des uides
A.4.1 Application au uide parfait compressible
On peut proceder de dierentes facons pour obtenir le crochet de Poisson non canonique du
uide parfait compressible. Une approche consiste a utiliser la description Hamiltonienne canonique
en coordonnees euleriennes. Dans cette description le champ de vitesse est compose de quatre termes
impliquant des fonctions scalaires et leur gradients. Ces variables constituent les variables de Clebsch
generalisees. Comme le systeme est canonique, le crochet de Poisson correspondant est l'extension
au cas continu de la forme (A.5) du crochet d'un systeme discret canonique. La substitution des
variables usuelles du uide parfait v = (u; ; ) dans le crochet de Poisson canonique, produit un
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crochet de Poisson ferme, ne faisant intervenir que les cinq variables citees, Zakharov 1997 [147]. La
substitution produit donc une reduction de l'espace des phases. Comme le uide parfait general en
coordonnees euleriennes est decrit par cinq champs, un nombre impair, sa description Hamiltonienne
est forcement non canonique. Dans une deuxieme approche, on peut preferer deriver le crochet
de Poisson directement a partir du crochet du systeme Hamiltonien canonique en coordonnees
lagrangiennes. Ceci est possible en principe, mais tres laborieux [122], [117].
Nous avons dit plus haut que les Casimirs sont associes aux symetries du systeme permettant
la transformation et la reduction d'un ensemble de coordonnees vers un autre ensemble. Vu sous
cet angle, la transformation du systeme du uide parfait des coordonnees lagrangiennes vers les
coordonnees euleriennes est possible, parce que la description lagrangienne est invariante par l'ope-
ration qui consiste a echanger les etiquettes des particules uides. Cette propriete de symetrie est
appelee la propriete de symetrie d'echange des etiquettes des particules uides. Il semble que son
importance ait ete comprise pour la premiere fois entierement par Salmon 1982 [115], mais des
travaux plus anciens y font egalement allusion. Les Casimirs associes a cette propriete de symetrie
correspondent a la vorticite et plus generalement a la vorticite potentielle conservee par un uide
d'une certaine specicite thermodynamique. La revue de Muller 1995 [98] explicite ces quantites
vorticales conservees en fonction du nombre de variables thermodynamiques requises pour decrire
un uide complexe. Enn, nous avons connaissance d'une troisieme approche pour obtenir le crochet
de Poisson. Goncharov et Pavlov 1997 [42] montrent que l'on peut construire les crochets de Poisson
elementaires, denissant ainsi la forme cosymplectique J , par des arguments de symetrie simple.
Cette methode constitue une facon deductive de parvenir a l'expression du crochet de Poisson.
Elle est moins laborieuse que la methode consistant a operer la reduction sur le crochet de Poisson
canonique en coordonnees lagrangiennes. Pour les uides consideres, nous nous contentons de poser
les formules en indiquant leur provenance. Ainsi, la forme du crochet de Poisson non canonique
pour le uide parfait compressible est donne par Morrison et Greene 1982 [96]
fF ;Gg=
Z
D
d
3
x

r u



F
u

G
u

 
F

r 
G
u
+
G

r 
F
u
+
1

r 

F
u
G

 
G
u
F


: (A.41)
On voit que le crochet est beaucoup plus complique que le crochet d'un systeme canonique. Par
contre, le Hamiltonien est tres simple et correspond a l'energie totale par unite de volume
H =
Z
D
d
3
x

1
2
u
2
+ e(; )+ gz

: (A.42)
Les derivees fonctionnelles du Hamiltonien sont quant a elles donnees par les expressions
H
u
= u (A.43)
H

= 
@e
@
(A.44)
H

=
1
2
u
2
+ gz +
@e
@
: (A.45)
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On verie ainsi facilement que le crochet de Poisson reproduit correctement les equations du uide
parfait compressible exposees au chapitre 1.
A.4.2 Application au uide parfait incompressible
Nous avons vu au chapitre 1 que l'approximation de Boussinesq, ainsi que le modele de uide
parfait incompressible, occupent une place particuliere dans la hierarchie des modeles de uide. Cela
tient au fait que la pression du uide de ces deux modeles n'est pas la pression thermodynamique.
En eet, ces modeles ne possedent pas d'equation specique determinant la pression. La seule quan-
tite importante est le gradient de pression, qui assure simplement la non divergence du champ des
vitesses. Au niveau de la formulation Hamiltonienne, cette propriete des ecoulements non diver-
gents conna^t d'importantes repercussions. Elle appara^t comme une contrainte exterieure qu'il faut
imposer explicitement au formalisme a partir duquel on desire deriver les equations du mouvement.
Dans le cas d'une formulation variationnelle, la pression est le multiplicateur de Lagrange associe
a la contrainte de conservation de la masse volumique d'une particule uide [68].
Dans l'espace de Fourier, l'elimination de la pression des equations de Navier-Stokes montre
que l'operateur quadratique resultant est la partie perpendiculaire a un vecteur d'onde k de l'ope-
rateur quadratique des equations de Navier-Stokes (
\
u  ru)
k
. Le gradient de pression soustrait la
partie divergente de l'operateur quadratique au bilan de la quantite de mouvement. La formulation
Hamiltonienne non-canonique du uide parfait incompressible a ete donnee par Arnol'd 1966 [5]
d'un point de vue des groupes de Lie. Le Hamiltonien du uide ( = 1) et sa derivee fonctionnelle
selon le champ de vitesse sont donnes par
H =
Z
D
d
3
x
1
2
u
2
;
H
u
= u: (A.46)
Le crochet de Poisson possede un certain nombre de formes equivalentes
fF ;Gg=
Z
D
d
3
xu 

G
u
 r

F
u
 

F
u
 r

G
u

(A.47)
=
Z
D
d
3
x

(r u) 

F
u

G
u

: (A.48)
La contrainte d'incompressibilite est imposee au crochet en redenissant la derivation fonctionnelle
non divergente F=u par
F = h
F
u
; ui
=
Z
D
d
3
x

F
u
 u

(A.49)
denie pour tout champ de vecteur u non divergent. On obtient les equations du mouvement du
uide incompressible en utilisant le theoreme de Helmholtz [1]. Selon ce dernier, on peut decomposer
de facon unique tout champ de vecteurs A sous la forme d'un champ de vecteurs non divergent
et tangent aux frontieres entourant le uide et le gradient d'une fonction scalaire. Soit P [A] le
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projecteur d'un champ de vecteurs A sur sa partie non divergente parallele aux parois entourant
le domaine, alors on a pour l'operateur quadratique dans les equations de Navier-Stokes
P [(u  r)u] = (u  r)u+rp (A.50)
ou p est la pression du uide. En tenant compte de cette relation dans le calcul du crochet de
Poisson, on derive immediatement les equations de Navier-Stokes incompressibles.
Une autre approche consiste a partir du crochet de Poisson du uide parfait compressible et a
appliquer une methode des systemes Hamiltoniens contraints. Cette approche utilise un principe
d'esclavage des variables rapides par les variables lentes du probleme et une methode de perturbation
en fonction du (petit) nombre de Mach, Ma, des ecoulements consideres (voir Bokhove 1998 [11]).
Au premier ordre dans le schema de perturbation, les variables lentes sont donnees par la vorticite
, tandis que les variables rapides sont donnees par la densite  et la divergence r  u du champ
des vitesses.
Quelque soit la formulation utilisee, la regle de composition de la derivation fonctionnelle permet
d'ecrire le crochet de Poisson entierement en termes de la vorticite du uide. Pour  = r  u on
considere une fonctionnelle

F [] de la variable , puis la me^me fonctionnelle, notee F [u], de la
variable denie par le rotationnel de u


F [] =
Z
D
d
3
x


F

  =
Z
D
d
3
x


F

 (r u)
=
Z
D
d
3
xr 

u


F


+
Z
D
d
3
x

r


F


 u; (A.51)
ou la contribution de l'integrale de surface est nulle, parce que les deux champs de vecteurs sont
tangents aux frontieres et que par consequent leur produit vectoriel est nul. Par ailleurs, on a
F [u] =
Z
D
d
3
x
F
u
 u: (A.52)
Le lemme de Dubois-Raymond permet alors d'identier les derivees fonctionnelles de ces expressions
a condition que u soit arbitraire. On a donc
F
u
= r


F

: (A.53)
et le crochet de Poisson possede aussi la forme alternative
fF ;Gg =
Z
D
d
3
x 

r
F




r
G


; (A.54)
ou le champ de vecteur  = ru est la vorticite du uide. On conclut de cette derniere expression
du crochet de Poisson que la vorticite du uide suit l'equation du mouvement
@
@t
= f;Hg (A.55)
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et que ce systeme est Hamiltonien. On gagne a utiliser la vorticite comme variable de l'ecoulement.
En eet, la relation bijective connectant le champ de vorticite et le champ de vitesse du uide
assure automatiquement que le champ de vitesse obtenu pour une distribution de vorticite donnee
avec des conditions aux limites appropriees (voir Batchelor 1967 [7]) est non divergent. Dans ce
qui suit, nous generalisons la description Hamiltonienne generalisee au cas de l'approximation de
Boussinesq en utilisant la vorticite et la densite comme variables dependantes.
A.4.3 Application au uide parfait stratie dans l'approximation de Boussinesq
A present nous donnons la formulation Hamiltonienne du uide parfait de Boussinesq. Ce pro-
bleme a ete traite en utilisant les variables primitives de l'approximation de Boussinesq par Abar-
banel et al 1986 [1]. Nous donnons ici un traitement dierent en nous inspirant du travail de
Benjamin 1984 pour un uide incompressible. Nous etendons les resultats de Benjamin au cas avec
stratication.
Formulation Hamiltonienne
Rappelons brievement les variables euleriennes utilisees dans l'approximation de Boussinesq.
Au niveau thermodynamique la compressibilite adiabatique mise en jeu dans un ecoulement incom-
pressible est nulle et l'energie interne est decouplee de l'energie mecanique. L'equation de continuite
se simplie en ru = 0 et la conservation materielle de l'entropie est remplacee par la conservation
materielle de la densite. Les champs euleriens du uide sont donc v = (u; ). D'apres ce que nous
avons dit a la sous-section precedente pour les ecoulements non divergents, la donnee du champ de
vorticite est equivalente a la donnee du champ de vitesse au gradient d'une fonction scalaire pres,
dont le rotationnel est toujours nul. Nous utilisons donc les variables dependantes
v = (; 

)
T
= (
1
; 
2
; 
3
; 

)
T
(A.56)
ou on a deni la densite reduite totale par analogie avec les uctuations de densite reduite utilisees
dans les simulations numeriques par


=
g

0
: (A.57)
Introduisons le potentiel vecteur auxiliaire 	(x; t) dont on derive le champ de vitesse u par appli-
cation de l'operateur rotationnel
u =  r	: (A.58)
Cette fonctionnelle vectorielle est choisie a divergence nulle, r	 = 0 et est aussi reliee a la vorticite
par
 =  rr	
= r
2
	  r (r 	) = r
2
	: (A.59)
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On a l'egalite suivante
1
2
u
2
=
1
2
r  (	 u) 
1
2
 	 (A.60)
pour l'energie cinetique specique. On peut donc considerer le Hamiltonien suivant
H =
Z
D
d
3
x

 
1
2
	   + 

z

(A.61)
parce que le terme faisant intervenir la divergence ne contribue pas a l'integrale de volume denis-
sant le Hamiltonien. Les derivees fonctionnelles du Hamiltonien sont simplement donnees par
H
v
=

H

;
H



T
= ( 	; z)
T
: (A.62)
Posons le crochet de Poisson non canonique pour le systeme de Boussinesq en fonction des nouvelles
variables
fF ;Gg=
Z
D
d
3
x 

r
F




r
G


+
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d
3
x

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

 
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r
F

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


: (A.63)
Abarbanel et al 1986 [1] posent l'expression de ce crochet de Poisson pour le systeme de Boussinesq
en fonction des variables v = (u; ). Ce crochet est correct, mais il a porte a confusion dans
la litterature [122]. En eet, les termes impliquant la densite sont dierents dans le crochet de
Poisson du systeme de Boussinesq et dans le crochet du uide compressible. Ceci est a nouveau
une particularite de l'approximation de Boussinesq, car en realite les termes impliquant la densite
dans le crochet de Poisson de Boussinesq resultent des termes impliquant l'entropie dans le crochet
du uide compressible. En eet, on sait que dans l'approximation de Boussinesq la densite est un
invariant materiel de l'ecoulement et qu'elle est proportionnelle a l'entropie du uide. L'equation
du mouvement pour une fonctionnelle sur l'espace des phases est donnee par le crochet de Poisson
fF ;Hg =
Z
D
d
3
x  

r
F


 (r	)

+
Z
D
d
3
x 


(r	)  r
F


 

r
F


 rz

: (A.64)
Les equations d'Euler dans l'approximation Boussinesq se deduisent comme suit. On transforme
les trois integrants gurant dans le crochet de Poisson.
 

r
F


 (r	)

=

r
F


 [(r	) ]
= r 

F

 [(r	) ]

+
F

 r  [(r	) ] (A.65)

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
r	) (A.66)
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et
 

rz 

r
F


=  r 



rz 
F


 
F

 r  

rz: (A.67)
A ce stade, il faut noter que dans les travaux theoriques on s'aranchit la plupart du temps des
integrales de surface determinees par les termes en divergence de ces trois integrants, en supposant
que les ux aux parois s'annulent. Nous en faisons de me^me ici. Remarquons cependant que la
nullite de ces ux depend des conditions aux limites du probleme particulier considere. Dans une
application numerique ou les conditions aux limites sont periodiques par exemple, ces ux peuvent
ne pas e^tre nul. Compte tenu de ce que les premiers termes des membres de droite de ces trois
relations ont une contribution nulle lorsqu'on integre sur le domaine du uide, on a donc
fF ;Hg =  
Z
D
d
3
x
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
 r  [  (r	)]
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
F

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
: (A.68)
En substituant pour F successivement les variables 
i
(x
0
) et 

(x
0
) on trouve immediatement les
equations du mouvement
@
@t
=  r (  u) r 

e
3
(A.69)
et
@

@t
=  u  r

: (A.70)
Notre derivation est formellement equivalente a la derivation utilisant directement comme variables
v = (u; 

), d'Abarbanel et al 1986. La forme de l'equation pour la vorticite permet de repasser
directement aux equations ecrites avec les variables primitives en notant que l'equation pour u est
denie par l'equation de la vorticite au gradient d'une fonction scalaire P

, la pression modiee.
En utilisant l'operateur de projection P on peut ecrire
@u
@t
=  P [  u+ 

e
3
] (A.71)
ou avec la pression modiee P

= p
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u
2
@u
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u
2

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e
3
(A.72)
ou p

= p=
0
.
A.4.4 Remarques
Nous avons introduit trois crochets de Poisson au cours de cette section et nous avons arme
qu'il denissent des systemes Hamiltoniens generalises. En principe il faut alors verier qu'ils ve-
rient la propriete d'antisymetrie et l'identite de Jacobi. Cela est bien le cas des crochets pour les
uides compressible et incompressible, comme demontre dans la litterature. Ajoutons nalement
que la demonstration de la propriete d'antisymetrie est en general facile, tandis que la verication
de l'identite de Jacobi implique des calculs plus fastidieux.
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Resume : Une etude numerique de la dynamique d'ondes internes de gravite en uide stable-
ment stratie est menee. On decrit un algorithme pseudo-spectral parallele permettant d'integrer
les equations de Navier-Stokes sur une machine parallele. En deux dimensions d'espace, on ana-
lyse la dynamique d'un champ d'ondes internes propagatives, d'amplitude moderee et initialement
plan et monochromatique. Le champ d'ondes est instable et deferle. Le deferlement produit une
turbulence de petites echelles spatiales inuencees par la stratication. L'etude est etendue au cas
tridimensionnel, plus realiste. En trois dimensions, on etudie le me^me champ d'ondes internes, que
l'on perturbe par un bruit innitesimal ondulatoire tridimensionnel, mais on considere des ondes
statiquement stables et instables (grandes amplitudes). On montre que le deferlement d'une onde
interne est un processus intrinsequement tridimensionnel, y compris pour les ondes de faible am-
plitude. La tridimensionalisation du champ d'ondes s'opere dans les zones de l'espace ou le champ
de densite devient statiquement instable. L'eondrement gravitationnel d'une zone est de structure
transverse au plan de propagation de l'onde. Les eets de la turbulence des petites echelles sur
la production de la composante non propagatrice de l'ecoulement, le mode de vorticite potentielle
et la production d'un ecoulement moyen, permet de conclure que seule une petite proportion de
l'energie mecanique initiale est convertie sous ses deux formes, la majeure partie etant dissipee par
la dissipation visqueuse et conduction thermique. On reconsidere le mode de vorticite potentielle
par une approche Hamiltonienne non-canonique du uide parfait stratie. La derivation d'un sys-
teme de dynamique modiee permet d'etudier la relaxation d'un ecoulement stratie, conservant
sa vorticite potentielle et sa densite, vers un etat stationnaire d'energie minimale, correspondant
au mode de vorticite potentielle.
Mots-cles : uide stratie ; ondes internes de gravite ; instabilite hydrodynamique ; deferlement
d'onde ; turbulence stratiee ; vorticite potentielle ; dynamique Hamiltonienne non-canonique ; dy-
namique modiee ; algorithme pseudo-spectral ; transformee de Fourier rapide parallele.
Abstract: A numerical study of the dynamics of internal gravity waves in a stratied uid is
carried out. We describe a parallel pseudo-spectral algorithm allowing the integration of the Navier-
Stokes equations on a parallel computer. In two spatial dimensions, we analyze the dynamics of an
initially plane, monochromatic wave eld of moderate amplitude. The wave eld is unstable and
breaks down, producing small scale turbulence inuenced by stratication. The study is extended
to the more realistic case of three spatial dimensions. In three dimensions, we study the same
wave eld, perturbed with wave-like three-dimensional random noise, but we investigate statically
stable, as well as unstable waves (large amplitudes). It is shown that the internal wave breaking is an
intrinsically three-dimensional process, even for small amplitude waves. Three-dimensionalisation
of the wave eld occurs in zones where the density eld is statically unstable. The gravitational
collapse of a zone has a transverse structure in the plane perpendicular to the initial wave plane.
The eect of small scale turbulence on the production of the non propagating part of ow, the
potential vorticity mode, and on the production of a mean ow, allows us to conclude, that solely
a small fraction of the initial total energy is converted into these two forms, the main part of
the energy being dissipated by viscous dissipation as well as by heat conduction. We reconsider
the potential vorticity mode in the light of non-canonical Hamiltonian dynamics of a stratied
uid. The derivation of a system of modied dynamics allows the investigation of the relaxation
of a stratied ow, conserving its potential vorticity and its density, toward a stationary state of
minimal total energy, corresponding to the potential vorticity mode.
Keywords: stratied uid ; internal gravity waves ; hydrodynamic instability ; wave breaking ;
stratied turbulence ; potential vorticity ; non-canonical Hamiltonian dynamics ; modied dyna-
mics ; pseudo-spectral algorithm ; parallel fast Fourier transform.
