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A BSTRA(2T 
A symmetric matrix A is said to be scalable if there exists a positive diagonal 
matrix X such that the row and column sums of XAX are all ones. We show that 
testing the scalability of arbitrary matrices is NP-hard. Equivalently, it is NP-hard to 
check for a given sTrnmetric matrix A whether the logarithmic barrier function 
x~,x - ~ In x, has a stationary point in the positive orthant x > 0. :d 
I. INTRODUCTION 
An n × n symmetr ic  matrix A is said to be scalable if there exists a 
positive diagonal matrix X such that the row and co lumn sums of XAX are 
all ones: 
XAXe = e, X = diag{x, . . . . .  x,,} > 0, (S)  
where e is the vector of .all ones. Equivalently, the problem can be stated as 
the system of n nonl inear  equat ions in n positive variables 
ax=x -~, x=(x~ . . . . .  x.)>0. 
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Here x -~ denotes the n-dimensional vector whose components are the 
reciprocals of the corresponding components of x. In particular, the scalabil- 
ity of A is equivalent to the existence of a stationary point of the logarithmic 
barrier fimction 
f (x )  =½x' fAx -  ~ lnx, 
i=1  
in the positive orthant x > 0. 
It is well known [1,2,6-8] that if 'all the entries of A = (ai/) are 
nonnegative, then A is scalable if and only if there exists a doubly stochastic 
matrix P = (p , )  with the same pattern (pij > 0 ¢* a,; > 0). Hence the 
scalability of nonnegative matrices can be formulated as a max-flow problem, 
and it can be tested in polynomial time. 
Another important case of the scaling problem which is solvable in 
polynomial time is tbr positive semidefinite symmetric matrices: A is scalable 
if and only if Ax = 0, e'rx = I has no nonnegative solutions x >1 0; see [4]. 
The latter condition can be checked by linear programming. In fact, the 
positive semidefinite case of the scaling problem provides a convenient 
formulation of linear programming in the context of interior point 
methods [5]. 
In this paper, we show that the general scaling problem (S) is NP-hard. 
Thus it is unlikely that similar good characterizations of scalability exist for 
arbitrary symmetric matrices. 
TIIEOREM 1. It is NP-hard to test the scalability of n × n symmetric 
matrices with integer entries not exceeding n in absolute value. 
We 'also show the NP-hardness of tile problem of independent row and 
column matrix scaling; see Theorem 2 in Section 2. 
Proof of Theorem 1. Let b and A be any given n-dimensional vector 
and n × n symmetric matrix, and consider the scaling problem 
YCYe = e, Y a positive diagonal matrix (2.1) 
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for the (n + 2) x (n + 2) symmetr ic  matrix 
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C = 
[,?, 
1 l) 7 • 
0 b A + bt/r 
By the first equat ion of (2.1) the product  of the first two components  of Y is 
1. So we can write Y = diag{r-  i, r ,  x}, where r is a posit ive scalar and x is a 
posit ive n-d imensional  vector. The second of the scaling equations for C 
reads r(~'- i + r + brx)  = 1, or equiv~flently r + brx = 0. The remaining n 
scaling equat ions are X[rb + Ax + (brx)b]  = e, which, by ~" + bTx = 0, can 
I,e wr i t ten as 3GlXe = e. Since the value of r > 0 is arbi'trarv, we conclude 
that 
C is sc'alable ~ A has a sealing X = diag,{ x} > 0 such that b r r  < 0. 
Repeated appl icat ion of the same construct ion leads us to the followinK 
result. 
PI{OPOSITI()N 1. Let A be an n x u symmetric nultrix, and let b 1 . . . . .  b,,, 
t,e a set of m cectors of  dimension n. Define the (n + 2m) × (n + 2m)  
.symmetric matrix C of the.fi~mn 
C= 
0 1 0 r 
] 1 b{ 
0 1 0 r 
1 1 b t, 
0 b I 0 b 2 ... 
() l 0 r 
1 I,/,i 
0 b .4 + ).2'/. L h,b/  
(2 .2)  
Then C is scalable if and only if there exists a scaling of A 
.~L~e = e. X = dial{ x} > 0. (2.:3) 
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satisfying the system t f  m strict linear inequalities 
b fx  <0,  j = 1 . . . . .  ,n. 
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(2.4) 
We have thus shown that the scaling problem with linear constraints 
(2.3)-(2.4) can be polynomially transformed to the original scaling problem 
(S). In other words, strict homogeneous linear inequalities can be appended 
to the scaling problem without affecting its generali~. To proceed, we shall 
construct a specific n × n symmetric matrix A having exponentially many 
discrete scalings X, and use them to represent he "upper half" of the 
n - 2-dimensional Boolean cube. Then, by adding linear constraints to the 
scaling problem for A, we shall obtain an NP-complete system of linear 
inequalities in Bcx)lean variables. 
PROPOSITION 2. Let n >1 4, and consider the n x n symnwtric nuqtrix 
i 4 {)r ] 
A = 8 -8n  4e r , (2.5) 
4e - I  
where I is the identity matrix o f  order n - 2. A diagonal matrix X scales A i f  
and only i f  
1 {,.'-i s } 
: diag - , s  + 61 . . . . .  s + 6 , , _2  , 
X= ~ l 2s '2  
(2.6) 
where each ¢f  the ~l . . . . .  ~,,-., is either +1 or -1 .  and s = ~1 + 
• " +8._  2 > 2. 
Proof. The first of the scaling equations for A implies that 
T I T ) 
X= diag 2 ' 2 'x  , (2.7) 
where r is a positive parameter, and where x = (x~ . . . . .  x,,_ 2) > 0. The 
second scaling equation yields 
x~ + ... +x ._2  = (n  - 1 ) r .  (2.8) 
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The last n - 2 scaling equat ions are 2rx, - s',-' = 1, that is, 
x, = r+ 8iV/fTr 2 -  1 . where 8 i = +1,  i = 1 . . . . .  n - 2. (2.9)  
()bser~'e that for r > l both of the rtx~ts in (2.,0) are positive. Substitut in~ 
(2.$)) inlo (2.8). wt, obtain 
~-(t, - 2) + (~,  + ..- +s ,_~, )G='  - 1 = ( , ,  - l)~-, 
which can be written as s ' l / r : " -  1= r,  using tile notation .s = 81 ± 
• .. + 8 ,. Since r is positive, s is posit ive as well. th,nce,  
S 
r -  ~ _  1 ¢2.10) 
The latter equal i t )  impl ies .s > 1, and by integral ity. .s '  >/2.  Finally, from 
(2.7), (2.10), and (2.9) we conc lude that each of the scalings of  A has the 
form (2.6). and vice versa. • 
Now consider  the tbl lowing problem:  Gi,:eu m t;ectors d I . . . . .  d,, 
I -  1.0, + I}"--e, each qf which hr~s at mo.s't f ire nonzero components, check 
wtwther tlu" system of m + 1 linear equalities 
,, 'a >/~.  di'a > o . . . . .  d,',; a > 0 (p )  
has a solution 8 ~ { -  1, + l}" -e .  
\Ve can find in poly'nomial t ime it sVIllIIIctrJ.c integral -valued matrix C of 
order n + 2m such that 
(i) C is scalable ,=, (P) is feasible; 
(ii) the absolute value of any entre of  C is O(n  + m). 
\Ve do this bv letting 
I¢= (o.2,,',1:.-'Z;') "- z "  . /=  1 . . . . .  , , , .  (2 .11)  
and applying Proposit ions 1 and 2. ( : laim (i) follows from (2.4), (2.6), and 
(2.11). Chdm (ii) is a direct consequence of (2.2), (2.5), (2.11), and the 
assumption that each c/j has at most five + l's. 
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1 ~)  where I is the identity matrix Furthermore, by replacing C by 0 ' 
of appropriate order, we can assume in (ii) that the absolute value of any 
entD' of C does not exceed its order. 
To complete the pr~×)f of Theorem 1, it remains to show the NP- 
completeness of (P), which can easily be shown as tbllows. 
First, by replacing each df  by (0 r, djr), where 0 is of dimension n, we 
can effectively remove the inequality e78 >t 2 from (P) at the expense of 
approximately doubling the number of the + 1 unknowns. It is thus sufficient 
to show that it is NP-hard to test the feasibility of systems of linear 
inequalities dir8 > 0 in + 1 tmkno~las (assuming, as before, that each in- 
equality contains at most fivc nonzero coefficients +__ 1). This latter fact easily 
tbllows from the following observation: the satisfiability of any 3-conjunctive 
normal fbrm [3] F(x  I . . . . .  x,,) = C l A .." A C,,, is equivalent to the feasibil- 
ity of the system C[8>/ -1 ,  j = 1 . . . . .  m, where the ith unknown 8 i 
{ - l, + I} in the system corresponds to the ith variable x~ ~ {false, tnie}, and 
where each inequality of the system represents he corresponding clause of F 
and has three nonzero ctmfficients + 1 (for example, C = xl v x.z v x 3 goes 
to ~l - 82 + 83 >/ - 1). Since each of the inequalities cJ8 >/ - 1 can be 
equivalently written as cy8 + c~ i +/3j > 0, where ~j and /3j are two addi- 
tional "new" + 1 variables tbr each j = 1 . . . . .  m, Theorem 1 follows. 
Theorem I can be extended to the problem of independent row and 
column scaling: 
eT"X~AX 2 =e r, X~AXze=e,  X~ =diag{x~} >0,  X 2 =diag{x2} >0.  
(2.12) 
THEOREM 2. It is NP-hard  to test the solvabil ity o f  (2.12) fo r  n × n 
matrices A with integer entries not exceeding n in absolute value. 
Proof. Let A be an n × n matrix, arid let C be defined by (2.2). The 
scalability of C by two positive diagonal matrices Y~, Y2 is equivalent to the 
scalability of A by two positive diagonal matrices X l, X. z such that 
bfx  1 <0,  b fx  z <0,  j = 1 . . . . .  m. (2.13) 
Hence, as before, we carl append strict homogenious linear inequalities to the 
problem (2.12) without affecting its generality. It is also easily seen that any 
scaling factors X l, X 2 of (2.5)have the form X 1 = tX, X 2 = t - iX ,  where X 
is given by (2.6), and t is an arbitrary positive parameter. Since (2.13) is 
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invariant with respect to t, the rest of the proof is identical to that of 
Theorem 1. 
As a final remark, note that (2.12) can be written ~Ls 
)() ( )  0 A x I x 1 .r 1 = > O, A r 0 x0 x 2 , .r 2 
which is a special case of (S). This means that Theorem 1 can be regarded as 
a corollary of Theorem 2. 
The author thanks an anonynwus r~feree for su~esting that Theorem I he 
extended to Theorem 2. 
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