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Resumen
En los métodos planificadores de trayectorias basados en funciones poten-
ciales, la utilización de las funciones armónicas tiene la importante propiedad
de no presentar mı́nimos locales. Sin embargo, la creación de planificadores
basados en estas funciones armónicas se ha encontrado con serias dificultades,
sobre todo cuando el número de grados de libertad es elevado.
Por este motivo, esta tesis realiza inicialmente un estudio de las propie-
dades más relevantes de dichas funciones armónicas; destacando aquellas que
han sido la causa de su reducida aplicación en la generación de trayectorias.
Al mismo tiempo, el resultado de este estudio sirve de base para la pro-
posición de métodos compensatorios que permitan reducir las propiedades
negativas de las funciones armónicas, como funciones potenciales aplicables
a la generación de movimientos en robótica.
Después se considera los métodos numéricos de cálculo de las funciones
armónicas, aśı como el coste computacional de los mismos. Con el objetivo de
reducir el tiempo de cálculo, esta tesis propone una discretización jerárquica y
un método eficiente de etiquetado de celdas. Por su parte, dicha discretización
jerárquica, se va realizando progresivamente mediante muestreo aleatorio y
descomposición de celdas, lo que genera un escenario parcialmente conocido
que, sin embargo, permitirá en cierto número de casos encontrar la trayectoria
buscada. Por lo tanto, esta propuesta reduce drásticamente el número de
puntos de cálculo y, por consiguiente, el tiempo de computación.
La tesis completa la propuesta de un planificador combinando las técnicas
de muestreo con el cálculo de funciones armónicas mediante un método de
exploración aleatorio conducido (PHM), aplicado a un espacio de configura-
ciones discretizado jerárquicamente sobre el que se va recalculando la función
armónica. De esta forma la exploración se gúıa hacia zonas más prometedo-
ras, intentando obtener la solución por fases.
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A.2. Área e integración de una hiperesfera . . . . . . . . . . . . . . 140
A.3. Propiedades de las funciones armónicas, superarmónicas y subarmóni-
cas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
A.3.1. Concavidad, convexidad de las funciones armónicas y
superarmónicas . . . . . . . . . . . . . . . . . . . . . . 143
A.3.2. Curvatura y optimización de las trayectorias obtenidas
con funciones armónicas . . . . . . . . . . . . . . . . . 146
A.3.3. Condiciones de contorno de Dirichlet . . . . . . . . . . 148
A.3.4. Condiciones de contorno de Neuman . . . . . . . . . . 150
A.3.5. Condiciones de contorno mixtas (Robin o de radiación) 150
A.3.6. Estabilidad de la solución . . . . . . . . . . . . . . . . 151
A.4. Teorema de Green . . . . . . . . . . . . . . . . . . . . . . . . 152
A.5. Métodos iterativos . . . . . . . . . . . . . . . . . . . . . . . . 153
A.5.1. Método iterativo de Jacobi . . . . . . . . . . . . . . . . 153
A.5.2. Método iterativo de Gaus-Seidel . . . . . . . . . . . . . 157
A.5.3. Método iterativo S.O.R . . . . . . . . . . . . . . . . . . 159
A.5.4. Método iterativo ponderado de Jacobi . . . . . . . . . 161
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Introducción
El término robótica introducido por Isaac Asimov corresponde a un con-
cepto idealizado que supera las pragmáticas y estandarizadas definiciones, en
las cuales un robot industrial es un manipulador que funciona más como una
máquina repetitiva que como un sistema versátil e inteligente.
El desarrollo tecnológico de la micro electrónica y la micro informática
junto con el avance en disciplinas tales como la visión artificial, elementos
hápticos, integración sensorial e inteligencia artificial han permitido progre-
sar y crear nuevas aplicaciones en robótica médica, robótica móvil, robots
humanoides y microrobótica.
Por otro lado, la necesidad de disponer de robots industriales más versáti-
les y autónomos que permitan operaciones de ensamblado complejas, ha im-
pulsado la investigación y desarrollo de subsistemas inteligentes generadores
de secuencias y de las trayectorias de configuraciones correspondientes: Se
precisa programar a nivel de tarea y no a nivel de movimientos elementa-
les, ahorrar tiempo de programación y realizar aplicaciones para entornos
cambiantes e imprecisos.
Al mismo tiempo, las nuevas metodoloǵıas y técnicas desarrolladas per-
miten un nuevo enfoque en otras disciplinas, ofreciendo nuevas posibilidades
en el análisis y diseño, y extendiendo el concepto de robótica hacia una idea
más global.
Genéricamente, un robot es un cuerpo móvil que interacciona con otros
dentro de un espacio f́ısico. Puede estar formado por uno o varios elementos,
ligados o fijos, ŕıgidos o flexibles; pudiendo concretarse desde una pieza para
ensamblar hasta un robot manipulador industrial.
En un sentido amplio, un sistema robotizado autónomo, compuesto por
uno o varios brazos manipuladores, ha de ser capaz de realizar diversas ope-
raciones previamente definidas, para lo cual necesita un sistema inteligente
constituido por varios subsistemas interrelacionados jerárquicamente (figu-
ra 1.1): el Planificador de tareas, el Planificador de movimientos y el Gene-
rador de trayectorias.
Este trabajo se centra en el Planificador de movimientos y desarrolla un
método nuevo denominado Probabilistic Harmonic function based Method;
el cual mejora la eficiencia temporal de computación respecto de los métodos
de campo de potencial que utilizan las funciones armónicas, presentando un
1
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Figura 1.1: Jerarqúıa de funciones en un sistema robotizado.
comportamiento completo; probabiĺısticamente y en resolución.
1.1. Marco
En un Sistema robotizado autónomo, el subsistema Planificador de trayec-
torias está supeditado, jerárquicamente, al subsistema Planificador de tareas;
el cual convierte un objetivo global en operaciones elementales de desplaza-
miento, ensamblado, mecanizado y otros.
El subsistema Planificador de movimientos debe ser capaz de generar
la trayectoria entre una configuración inicial y otra final, automáticamente,
sin colisiones con los objetos del entorno pero con posibles desplazamientos
correctivos y contactos adaptativos de ensamblado. Esta función debe de
realizarse con eficiencia temporal y de forma completa; es decir, si existe una
solución debe de encontrarla en un tiempo mı́nimo y si no, debe de indicar
la imposibilidad del movimiento. Por su parte, el Generador de trayectorias
determina la velocidades de los movimientos para cada una de las variables
o articulaciones.
Los movimientos desarrollados por el robot en la ejecución de una tarea
se clasifican en: movimientos gruesos de acercamiento o aproximación, en los
cuales no está permitido ningún contacto con los obstáculos, (gross-motion
planning) y movimientos finos (fine-motion planning) donde los contactos de
acomodación mediante el control de fuerzas, en la consecución de operaciones
de ensamblado, son parte esencial y donde la incertidumbre constituye un
problema central.
Generalmente la planificación de movimientos se realiza en el espacio
de configuraciones, donde la parametrización del robot permite representar
una configuración del mismo en un punto, pudiendo ser libre o de colisión; de
forma que todos los puntos libres definen el subespacio libre y todos los puntos
de colisión el subespacio obstáculo. Dichos subespacios constituyen el entorno
sobre el cual se planificarán los movimientos. En algunos casos sencillos de
robots móviles desplazándose en el plano y algunos manipuladores, se realiza
la planificación de movimientos directamente sobre el espacio f́ısico.
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1.2. Antecedentes
El estudio del estado del arte se realiza considerando que la planificación
de movimientos en robótica puede separarse en dos etapas [68]:
1. Determinar el espacio de configuraciones del robot.
2. Encontrar la trayectoria libre de colisiones entre un punto inicial y otro
final.
1.2.1. Espacio de Configuraciones
En robótica la planificación de movimientos se realiza usualmente en el
espacio de configuraciones [68] (C-space), donde la configuración del robot
se transforma en un punto mediante la parametrización de la posición o con-
figuración f́ısica del robot, esta importante propiedad reduce un movimiento
en el espacio f́ısico a una ĺınea en el espacio de configuraciones. El número de
dimensiones del espacio de configuraciones coincide con el número de grados
de libertad del robot. Aśı, un cuerpo ŕıgido en el espacio 3D tiene seis grados
de libertad (tres de posición y tres de orientación), por lo que el espacio de
configuraciones correspondiente será de seis dimensiones y si se disponen de
n cuerpos será de 6n. También, el espacio de configuraciones correspondiente
a un manipulador, formado por una cadena de n cuerpos ŕıgidos ligados por
n articulaciones, dispone de n dimensiones y una determinada configuración
del mismo se transforma en un punto definido por n coordenadas [62]. En
general, en el espacio f́ısico de trabajo tendremos un número determinado de
cuerpos cuyas posiciones pueden ser libres, en contacto o prohibidas, de mane-
ra que se transforman en el espacio de configuraciones en C-obstáculos cuyos
contornos definen las superficies de contactos, la zona interior será prohibi-
da y la exterior libre. La determinación del espacio de configuraciones no es
trivial [22] y ha sido motivo de investigación durante las últimas décadas.
La dificultad de transformación depende del número de dimensiones, de si
los objetos son convexos o cóncavos y del número de vértices de los mismos,
asumiendo que son poliédricos. Previamente a la obtención del espacio de
configuraciones es necesario modelar los objetos existentes en el espacio de
trabajo, Wise y Bowyer [94] clasifican las posibles estrategias en la obtención
del espacio de configuraciones en función de la precisión en el modelado de
los objetos y en la precisión de desarrollo del espacio de configuraciones.
1.2.1.1. Cálculo del espacio de configuraciones
Se han presentado varios métodos para computar el espacio de configu-
raciones [94]:
Computación anaĺıtica de las Superficies de Contacto: La obten-
ción de expresiones que definan anaĺıticamente las superficies de contacto es
especialmente necesaria en movimientos de precisión; donde es preciso con-
trolar movimientos de acomodación en contacto para la consecución de opera-
ciones de ensamblado. Para ello es fundamental la clasificación de contactos
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básicos realizada por Lozano-Pérez [68], las condiciones algebraicas de los
mismos, en un determinado rango, definen las superficies de contacto simple.
La intersección de estas superficies determina las aristas de contacto doble y
la intersección de tres aristas un punto de contacto triple. Lozano-Pérez en
[70] realiza una discretización de las variables generalizadas, con proyecciones
recursivas hasta reducir el problema a dos dimensiones donde un objeto libre
se desliza en contacto sobre el contorno poligonal del obstáculo. Para este
caso Brost [17] describe un algoritmo que computa el espacio de configura-
ciones con una descripción topológica de las superficies de los C-obstáculos.
Rosell, Basañez y Suárez [86] construyen el espacio de configuraciones para
el caso de un poĺıgono móvil 2D con desplazamiento y rotación, en contac-
to con otro poĺıgono fijo. Las superficies 3D desarrolladas en el espacio de
configuraciones se proyectan sobre el plano desplazamiento, reduciendo una
dimensión y facilitando su utilización en la planificación de movimientos para
ensamblaje en 2D. Hwang [46] describe un método para obtener las ecuacio-
nes de los bordes de los obstáculos en el espacio de configuraciones basado
en la aproximación de los obstáculos como poliedros de caras triangulares
y los elementos del brazo manipulador como segmentos, la intersección de
estos dos elementos define una ecuación de la que se obtiene las expresiones
anaĺıticas correspondientes. Maciejewski [71] realiza la computación anaĺıtica
solo de los bordes de aquellos obstáculos cuya colisión es posible y determina
las tangentes de las curvas, lo cual ayuda al conocimiento topológico del es-
pacio de configuraciones. La complejidad depende del número de vértices de
obstáculos y del número de grados de libertad, si se trata de un robot sólido
que se desplaza y gira o se trata de un brazo manipulador en 3D.
Construcción del mapa de bits del espacio de configuraciones:
Los obstáculos y espacio libre son representados en un mapa de bits por
unos y ceros respectivamente, lo cual reduce drásticamente el tiempo de
comprobación de colisión. Este mapa de bits puede ser obtenido discretizando
las expresiones anaĺıticas de los procedimientos anteriores, o bien observando
que, cuando el robot es un objeto ŕıgido con movimiento de translación, el
espacio de configuraciones es la convolución entre el espacio de trabajo y los
obstáculos. Kavraki propone en [50] el uso de la Transformada Rápida de
Fourier para computar esta convolución en el caso de un robot móvil y Curto
y Moreno [29] generalizan este método para el caso de robots manipuladores.
Lozano-Pérez [68] muestra para el caso de un robot móvil con desplazamiento
sin rotación, la obtención de los C-obstáculos por el crecimiento del perfil de
los obstáculos añadiendo el del robot en contacto con el contorno, usando
la suma Minkowski. Newman y Branicky [82] identifican formas elementales
de objetos, en el espacio de trabajo, que son fácilmente transformables al
espacio de configuraciones. Estas transformaciones de formas elementales son
memorizadas como mapa de bits y combinadas para la obtención de formas
más complejas. El tiempo de computación del mapa de bits, aśı como la
memoria requerida, son función de su tamaño y resolución. Aśı, en canales
estrechos y formas complicadas se requiere una resolución elevada y, si el
número de grados de libertad es también elevado, el tiempo de computación
y la memoria de almacenamiento de variables crecerán exponencialmente.
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1.2.1.2. Discretización y descomposición en celdas
Son dos métodos conceptualmente distintos utilizados con fines distin-
tos: mientras que una discretización es una cuantificación realizada con la
finalidad de realizar cálculos numéricos de funciones, la descomposición en
celdas es una partición conexa de regiones a las que se le hace corresponder
un grafo.
La discretización puede ser regular o no regular. Si queremos un conoci-
miento exhaustivo del espacio de configuraciones deberemos de realizar una
discretización del mismo con un paso igual o menor a la precisión requeri-
da. Utilizando el método 2n-tree ([102], [23], [43] y [47]) obtendremos una
discretización no uniforme y jerarquizada, que se adapta a los contornos de
los obstáculos con las celdillas de mayor resolución; utiliza celdas gruesas en
el espacio libre y sólido de los obstáculos, reduciendo el número de puntos
para el cálculo. Esta discretización jerarquizada genera celdas contenidas en
el espacio libre (blancas), celdas contenidas en el interior del obstáculo (ne-
gras) y celdas que contienen el borde del obstáculo (grises), las cuales son
susceptibles de ser nuevamente particionadas por el procedimiento 2n-tree
Blanco et al [9] presentan un algoritmo que evalúa el espacio de con-
figuraciones de un robot móvil con dos grados de libertad. Se basa en la
convolución discreta del espacio de trabajo y el robot, la cual se realiza sobre
una partición jerárquica quad-tree, empezando por el nivel más bajo hasta
llegar a la máxima resolución. En cada paso se determina una ventana que
contiene obstáculo, lo que reduce el número de puntos para el cálculo. La
reducción de memoria y tiempo de cómputo es mayor cuanto menor es el
número de obstáculos.
La descomposición en celdas puede ser exacta o aproximada según su
unión coincida exactamente con el espacio libre o esté contenida en él. La
descomposición exacta se realiza mediante celdas no solapadas y definidas
por puntos significativos de los C-obstáculos. Si el espacio de configuracio-
nes es de dos dimensiones y los C-obstáculos son poĺıgonos, las celdas serán
triángulos, rectángulos o trapecios con sus vértices coincidentes con los vérti-
ces de los C-obstáculos. Similarmente se procede para el caso de un espacio de
configuraciones 3D, apareciendo en este caso celdas de formas más complejas.
La descomposición aproximada deja una cierta cantidad de espacio libre
sin adjudicación de celda, por lo que los métodos planificadores basados en
esta descomposición no son completos; es decir, es posible que no encuentren
una trayectoria a pesar de que esta exista. Por este motivo muchos méto-
dos de descomposición aproximada utilizan celdas de tamaño sucesivamente
adaptable a los contornos de los C-obstáculos. Kambhampati y Davis [48]
utilizan una descomposición en multiresolución.
También en la descomposición aproximada el método es ampliamente uti-
lizado. Obtendremos una partición en celdas de resolución adaptable a los
contornos de los obstáculos. Esta partición jerarquizada permite un etique-
tado de celdas relacionadas por niveles; lo que facilita la formación del árbol
de búsqueda correspondiente. Aśı, Harabor y Botea en [42] realizan una par-
tición del espacio libre en celdas de diferentes tamaños que, interconectadas
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transversalmente, constituyen un grafo de agentes de tamaños heterogéneos.
Un algoritmo de busqueda sobre dicho grafo obtendrá la trayectoria desea-
da.También Zhu y Latombe en [103] consideran la descomposición jerárquica,
de celdas aproximadas, del espacio de configuraciones. Con dichas celdas ob-
tienen el grafo de conectividad del espacio libre. Entonces diseñan nuevo
algoritmo de búsqueda jerárquica, con un mecanismo para el registro de las
condiciones de fallo.
Por su parte, Cai y Ferrari en [19] desarrollan un método de descomposición
aproximada de celdas; en el que los obstáculos, los objetivos y la plataforma
de sensores están representados como subconjuntos cerrados y acotados, en
un espacio de trabajo eucĺıdeo. El método construye un grafo de conectividad
con las celdas, que se poda y se transforma en un árbol en el que se puede
calcular una estrategia óptima de búsqueda.
• En los métodos jerárquicos de partición son fundamentales aquellas funcio-
nes detectoras de colisión que determinan la distancia mı́nima a los obstácu-
los [65], [92]. En algunos casos de particiones jerárquicas, sobre las que se
calcula una función potencial, es importante poder disponer de una función
detectora de colisión que nos reporte también la distancia de penetración
para los casos de colisión. Tanto la distancia mı́nima al obstáculo como la
distancia de penetración se computan en el espacio f́ısico, por lo que deben
de transformarse al espacio de configuraciones.
1.2.1.3. Muestreo del espacio de configuraciones
La eficiencia computacional de las funciones detectoras de colisión dan pie
al enfoque basado en muestreo. Siguiendo una estrategia: aleatoria, determi-
nista o combinación de ambas se exploran una serie de puntos del espacio de
configuraciones y con la información obtenida, de colisión o libertad, de estos
puntos es posible plantear métodos algoŕıtmicos que deduzcan trayectorias
libres de colisión.
Cuando el número de grados de libertad es elevado el tiempo de computación
empleado en el cálculo de las superficies de contacto, la obtención del mapa de
bits del espacio de configuraciones o la discretización del mismo, es también
muy elevado. Por otro lado, no es necesario tener un conocimiento completo
del espacio de configuraciones para obtener una trayectoria de movimiento,
libre de colisiones, entre dos puntos. Simplemente con el conocimiento de un
determinado número de puntos libres y de obstáculo es posible obtener, en
determinadas condiciones, las trayectorias buscadas.
Con la finalidad de buscar posiciones libres y su conectividad, las funciones
detectoras de colisión debe determinar si un punto en el espacio de confi-
guraciones corresponde al espacio obstáculo o al espacio libre. Se utilizan
en espacios de configuraciones con un número elevado de grados de liber-
tad, y como función recurrente de planificadores de movimientos basados en
métodos probabiĺısticos. En estos casos, el tiempo de computación de la tra-
yectoria depende del tiempo de computación de la función y del número de
veces que sea invocada.
Con este objetivo, Mirtich [79] describe y analiza varios algoritmos de de-
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tección utilizados en la planificación de movimientos, tanto en movimientos
gruesos como finos. Destaca conceptos generales como coherencia y localidad,
aśı como la generalizada estrategia de detección de colisión en dos fases: fase
ancha y fase estrecha. Mientras que Lin y Canny [65] desarrollan un algorit-
mo detector de colisiones muy eficiente para el caso de cálculos repetitivos,
con objetos en movimiento. Realizan una descomposición de los objetos en
formas básicas, sobre las que definen una serie de situaciones sencillas: par
de vértices, vértice y arista, vértice y cara, par de aristas, arista y cara, dos
caras. Sucesivamente va comprobando cada par de situaciones entre dos obje-
tos, hasta encontrar la distancia mı́nima entre ellos. Mart́ınez-Salvador y del
Pobil [72] realizan una descomposición de los objetos en 3D mediante esferas.
La simplicidad aportada por esta partición reduce el tiempo de computación
en la detección de colisiones (Pérez y del Pobil [83]) y en el seguimiento de
objetos en movimiento. Por su parte, Kim, Lin y Manocha [57] presentan un
algoritmo incremental para estimar la distancia de penetración entre objetos
convexos en 3D. Se basa en el cálculo de las sumas de Minkowski y requiere
para su buen funcionamiento alta coherencia espacial y de movimiento. El
conocimiento de la distancia a los obstáculos es también utilizado en el méto-
do propuesto por Gilbert y Johnson en [36], donde la idea principal consiste
en expresar la fuerza de repulsión de los obstáculos en función de la distancia
entre las partes que pueden colisionar.
1.2.2. Planificación de movimientos
Los métodos de planificación de movimientos existentes se pueden clasi-
ficar en función de su capacidad para encontrar una solución, lo que a su
vez está relacionado con el tiempo empleado para su cálculo. Aśı, existen dos
métodos principales que se describen a continuación: Métodos completos y
Métodos basados en muestreo.
Dentro de los métodos basados en muestreo hay que distinguir, a su vez,
aquellos que utilizan una ley determinista para generar las configuraciones
de muestreo, y los que utilizan procedimientos aleatorios.
Además, hay que distinguir los métodos que consideran entornos estáticos
de aquellos que consideran entornos dinámicos, con la posibilidad de uno o
varios obstáculos en movimiento.
1.2.2.1. Métodos completos
Los métodos completos son aquellos que encuentran una solución si esta
existe, y en el caso posible de que no exista lo indica mediante la devolu-
ción de una variable. Si bien esta opción es deseable el coste computacional
correspondiente es elevado, especialmente si el número de grados de libertad
es también elevado.
Dentro de este grupo se encuentran los métodos denominados Mapa de
Carreteras, Descomposición de Celdas y los de Campos de Potencial, según
la clasificación de Latombe [62]:
Mapas de carretera.- Este método captura el espacio libre mediante una
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denominada red de carreteras a la cual se conectan los puntos inicial y
final, obteniéndose la trayectoria como una ruta dentro de dicho mapa.
Descomposición en celdas.- Se basa en la descomposición del espacio
libre en zonas o celdas, de tal manera que una trayectoria entre un
punto inicial y otro final se encontrará a través de la sucesión de celdas
contiguas que los une, siguiendo un método de búsqueda.
Funciones potenciales y funciones potenciales armónicas.- Los métodos
basados en funciones potenciales consideran el robot, representado co-
mo un punto en el espacio de configuraciones, como una part́ıcula de
carga sometida a la fuerza de un campo de potencial creado artificial-
mente: los obstáculos generarán fuerzas repulsivas y el punto destino
generará una fuerza atractiva; de esta forma la part́ıcula encontrará la
trayectoria, libre de colisiones, siguiendo el gradiente del campo de po-
tencial.
El método de las funciones potenciales, presentado por Khatib [56], tiene el
inconveniente de que puede presentar mı́nimos locales, en donde la part́ıcula
de carga que representa al robot quedaŕıa atrapada. Para intentar escapar de
estos mı́nimos, el planificador, debe generar caminos aleatorios; tal como se
expone en [62], y donde también se muestran los dos métodos numéricos uti-
lizados para generar las funciones de navegación: Función Numérica Simple
de Navegación (NF1) y Función Numérica Mejorada de Navegación (NF2).
La función NF1 se computa lanzando un frente de onda equipotencial desde
el punto destino, tiene el inconveniente de generar trayectorias que pasan
rozando a los obstáculos, mientras que la función NF2 se genera lanzando el
frente de onda desde el esqueleto del C-espacio, computado previamente.
Connolly, Burns and Weiss R. [25] plantean la utilización de la función poten-
cial como solución de la ecuación de Laplace. Las funciones que son solución
de la ecuación de Laplace se llaman funciones armónicas, y el potencial basa-
do en dichas funciones tiene la importante propiedad de no presentar mı́nimos
locales.
El cálculo numérico de la función potencial armónica lo realiza Masoud en
[73] utilizando un grafo, cuyos nodos representan la partición conexa del
espacio de configuraciones, como si fuese una red eléctrica y aplicando la
segunda ley de Kirchoff (suma de corrientes igual a cero en los nodos). Aśı,
el potencial en cualquier nodo toma el valor medio de todos sus vecinos, lo
que implica la ausencia de mı́nimos locales para el potencial en los nodos. De
forma similar lo hace Althofer, Fraser y Bugmann en [3]. Mientras que Ga-
rrido en [35] utiliza la teoŕıa de elementos finitos sobre una malla de células
triangulares.
Sobre los obstáculos se aplican las condiciones de contorno (Neuman o Di-
richlet) necesarias para la existencia de una solución. Por ejemplo, en [74]
a las regiones obstáculo le adjudica valor cero (condiciones de contorno de
Dirichlet).
También se aplican las funciones armónicas a entornos dinámicos, como en
[75, 76] donde se presenta un control dinámico de un planificador de trayec-
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torias basado en funciones armónicas, aplicado a un entorno dinámico cuyos
obstáculos son detectados mediante sensores. Se obtiene una señal de control
del navegador sumando al gradiente del potencial un término proporcional
a la velocidad de desplazamiento. Por su parte Hussein y Elnagax en [45],
utilizan las ecuaciones de Maxwell para obtener una función potencial que
se adapte a entornos dinámicos y que no presente zonas donde el módulo de
potencial presenta valores excesivamente pequeños.
1.2.2.2. Métodos basados en muestreo
Con la finalidad de evitar el cálculo de los C-obstáculos, y siguiendo proce-
dimientos deterministas o aleatorios, estos métodos comprueban un número
determinado de puntos del espacio de configuraciones; clasificándolos como
libres o de obstáculo y obteniéndose una captura parcial del espacio de confi-
guraciones. Con esta información, siguiendo distintos métodos, se busca una
trayectoria; si existe una solución la encuentran con una determinada pro-
babilidad, que se acercará a uno según el número de exploraciones se acerca
a infinito. Tienen la ventaja de ser aplicables para un número de dimensio-
nes (grados de libertad) elevados. Dentro de este apartado se encuentran los
métodos siguientes:
Mapa de carreteras probabiĺıstico o Probabilistic Roadmap Method
(PRM) Latombe y Kavraki [52].- Crean un mapa de caminos con puntos
de cruce o nodos, los cuales se determinan muestreando aleatoriamente
el espacio de configuraciones, utilizando para ello funciones detectoras
de colisión. Se necesita un planificador local para enlazar los nodos y
los puntos inicial y final deben de enlazarse previamente con el mapa.
El método PRM es un planificador de movimientos muy utilizado, que
tiene buen comportamiento en los robots con muchos grados de liber-
tad.
Van den Berg y Overmars en [8] plantean, sin embargo, que el método
PRM no funciona tan bien en situaciones en las que el robot tiene que
pasar a través de pasillos largos y estrechos, en el espacio de configu-
raciones. Esto se debe principalmente a la uniformidad de las muestras
utilizadas en el planificador, de manera que en las grandes regiones
abiertas caen muchas muestras y muy pocas en los pasillos estrechos.
Existen diferentes métodos para sesgar el muestreo. Por ejemplo Ka-
zemi y Mehrandezh en [54], proponen mejorar la eficiencia del método
PRM mediante la utilización de una función potencial armónica; la
cual se utiliza para condicionar la zona de muestreo, realizando más
muestras en aquellas zonas señaladas por el camino más corto obtenido
por la función armónica. De forma similar, Aamo, Kragic y Christen-
sen en [1], proponen mejorar la eficiencia del método PRM, utilizando
una función potencial artificial para polarizar o condicionar el muestreo
aleatorio y conducirlo hacia regiones de pasillos.
Alternativamente, se ha planteado el uso de muestreo determinista en
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vez de muestreo aleatorio. Por ejemplo, Branicky et al, en [14], propo-
nen el método cuasi aleatorio, Quasi-random Roadmap (Q-PRM), que
mejora la dispersión de las muestras obtenidas en el PRM, mediante
la secuencia determinista Hamniersley, utilizada en algunos métodos
numéricos. De esta manera consiguen solventar el problema persistente
de los pasillos largos y estrechos, en espacios de un número de grados
de libertad elevado.
Árboles de exploración aleatoria rápida o Rapidly Exploring Random
Trees (RRT), LaValle [63].- Realiza una captura del espacio libre me-
diante una topoloǵıa en forma de árbol que evoluciona, con una resolu-
ción creciente, utilizando técnicas de muestreo aleatorio o determinista
y funciones detectoras de colisión. Realiza una exploración de puntos
que, si son libres, va incorporando a la estructura mediante segmentos,
utilizando un algoritmo que comprueba la proximidad al punto o seg-
mento más cercano.
En [64] se presenta el método básico, mientras que en [58] se propone
la mejora de avanzar todo lo posible, desde la hoja más cercana, en
la dirección de la muestra sacada aleatoriamente. En [100] se limita el
espacio donde se muestrea, para garantizar que el crecimiento del árbol
es posible.
Descomposición aleatoria de celdas o Probabilistic Cell Decomposition
(PCD), Lingelbach [67].- Realizan una descomposición del espacio en
celdas, las cuales son muetreadas aleatoriamente y descompuestas en
2n-tree, si se encuentran puntos libres y de obstáculo. Sobre estas celdas
se realizan búsquedas en árbol hasta que se encuentra una trayectoria,
o bien ha transcurrido un tiempo determinado. También Lindemann y
LaValle en [66], proponen la utilización de una secuencia determinista
de muestreo que presenta mejores propiedades de cobertura uniforme
que la aleatoria. Con dicho muestreo se obtiene una estructura de re-
jillas en multirresolición, la cual permite una adaptación óptima de la
descomposición en celdillas.
Burlet, Aycard y Fraichard en [18], proponen la combinación de la des-
composición de celdas en quad-tree con la generación de cadenas de
Markov para la obtención de trayectorias. Cada celda que forma parte
de la cadena se muestrea y, si contiene obstácuo, se descompone y se
repite el procedimiento.
Combinación de métodos aleatorios y funciones potenciales.- Una de
las primeras aplicaciones de los métodos aleatorios, en la planificación
de movimientos en robótica, fue la generación de caminos aleatorios
para intentar escapar de los mı́nimos locales presentes en las funciones
potenciales, utilizadas en los planificadores basados en las mismas [62].
Otro enfoque es utilizar una función potencial para condicionar el mues-
treo aleatorio en los métodos PRM, favoreciendo la exploración de las
regiones con pasillos [1], tal como se ha comentado anteriormente.
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1.2.2.3. Métodos para entornos dinámicos
Estos métodos tienen en cuenta las variaciones temporales del entorno de
trabajo, bien por el movimiento de los obstáculos o por el cambio de escena-
rio. Teniendo en cuenta la velocidad de cambio del entorno en relación con
el tiempo de ejecución de las trayectorias, existen dos tipos de métodos para
entornos dinámicos: los que consideran la posibilidad de colisión y los que no
tienen en cuenta la posibilidad de colisión:
Los planificadores que tienen en cuenta la posibilidad de colisión consideran
que los desplazamiento de los obstáculos pueden intersectar con la trayecto-
ria del robot. No tienen conocimiento de la dinámica del entorno, disponen
de un sistema sensorial y se basan en un sistema de control de movimientos
reactivos [26].
Los planificadores para entornos dinámicos que no tienen en cuenta la po-
sibilidad de colisión se basan en la predicción, con un cierto grado de certi-
dumbre, de las posiciones futuras de los obstáculos en movimiento, para lo
cual precisan de una detección de las posiciones y velocidades de los mismos,
aśı como de la memorización de datos históricos. Con este enfoque, Gao y
Sun [34] proponen un planificador para robots móviles desplazándose en en-
tornos dinámicos, realizando previsiones de los movimientos de los obstáculos
y definiendo zonas peligrosas de colisión mediante la utilización de un filtro
Kalman. Por su parte, Metoui et al [78] proponen un planificador robusto
para robots móviles en un entorno de obstáculos dinámicos. Este planificador
considera una función potencial con una fuerza de atracción al punto des-
tino, fuerzas de repulsión de los obstáculos y una fuerza atractiva del robot
móvil respecto de los obstáculos que tiene en cuenta tanto la posición como
velocidad relativa.
1.3. Objetivos
La utilización de las funciones armónicas, para generar funciones poten-
ciales, evita la aparición de mı́nimos locales y estas se adaptan bien a todo
tipo de entornos: angostos, dinámicos e inciertos.
Sin embargo, este método usa habitualmente una discretización regular
del espacio de configuraciones en forma de rejilla; sobre ella se realiza el cálcu-
lo numérico de la función y su paso debe ser el de la precisión especificada.
De esta forma, si la precisión y el número de grados de libertad son elevados,
el método es inviable por el tiempo de computación requerido.
El objetivo de esta tesis es superar esta limitación, diseñando métodos y
algoritmos que consigan aplicar las funciones armónicas en la realización de
un Planificador de movimientos de manera más eficiente, permitiendo abor-
dar problemas con un número de grados de libertad más elevado.
A pesar del problema de eficiencia de computación de las funciones armóni-
cas, su cálculo numérico se reduce a una suma ponderada con un cierto núme-
ro de iteraciones, lo que supone un coste computacional mı́nimo. Además, el
caso de entornos complicados plantea una dificultad que es común a todos los
métodos, la obtención de trayectorias através de pasillos largos y estrechos.
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Figura 1.2: Organigrama para la consecución de los objetivos.
Por ello, con este trabajo, se pretende mejorar la metodoloǵıa para hacer
factible el uso de las funciones armónicas en el desarrollo de un planificador
de movimientos. Aśı, de acuerdo con la figura 1.2, se proponen dos objetivos
fundamentales con una serie de subobjetivos:
Objetivo 1.- Estudio teórico de las funciones armónicas como herramienta
para la planificación de movimientos:
Estudio de las propiedades de las funciones armónicas.
Propuesta de moldeado para evitar inconvenientes.
Evaluación de la aplicabilidad en entornos dinámicos.
Objetivo 2.- Estudio de métodos para la implementación eficiente de pla-
nificadores basados en funciones armónicas.
Estudio de métodos numéricos y propuesta para el cálculo eficiente de
funciones armónicas de cara a la planificación de movimientos.
Estudio de métodos basados en muestreo para la exploración del C-espacio
y su posible combinación con métodos basados en funciones armónicas.
El cálculo de trayectorias requiere métodos que reduzcan drásticamente el
número de puntos de cálculo sin que por ello se pierda precisión. La utilización
de las funciones armónicas en rejillas no uniformes, que discretizan el espacio
de configuraciones de forma recursiva y jerarquizada, es óptima para este
fin. Este método de discretización se basa en la partición 2n-tree que de
forma iterativa se adapta y define los contornos de los obstáculos, dejando
los espacios libres y de obstáculos con celdas gruesas mientras los contornos se
definen con celdas de paso fino, requerido por la precisión. Sin embargo, esta
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discretización no se utilizará para realizar una búsqueda si no para realizar
sobre él el cálculo de las funciones armónicas.
En previsión de imprecisiones y posibles variaciones en la posición del
obstáculo, es necesario desarrollar una metodoloǵıa que permita una adapta-
ción en ĺınea, la cual es posible gracias a la rapidez de cálculo de actualización
del valor de la función armónica, cuando cambian ligeramente las condiciones
de contorno.
Por otro lado los métodos aleatorios, aplicados a la planificación de movi-
mientos, permiten encontrar una ruta sin necesidad de realizar una explora-
ción exhaustiva del espacio de configuraciones. En este ámbito, los métodos
aleatorios con sesgo de exploración han mostrado ser más eficientes que los
puramente aleatorios, ya que en ellos existe una tendencia de base que permi-
te un mejor comportamiento en canales estrechos y largos. Aśı, los métodos
aleatorios condicionados o guiados por el campo de potencial, pueden reali-
zar una exploración preferente de las zonas más prometedoras, acelerando el
proceso.
La utilización coordinada de los distintos métodos comentados, se pre-
senta como un procedimiento idóneo para desarrollar un planificador de mo-
vimientos útil y eficiente.





La planificación de movimientos de un robot se realiza usualmente en el
espacio de configuraciones (C-espacio), donde una configuración del robot se
representa por un punto q, pudiendo corresponder a una posición libre o de
colisión con un determinado obstáculo; de esta forma los obstáculos del espa-
cio f́ısico son representados como obstáculos en el espacio de configuraciones
(C-obstáculos). También cabe la posibilidad de que el robot colisione consigo
mismo, en este caso la zona de colisión sobre el espacio de configuraciones
tiene la misma consideración que los demás obstáculos. Aśı, el movimiento
del robot entre dos configuraciones, libre de colisiones con los obstáculos, se
traduce en una trayectoria curviĺınea del punto q sin intersecciones con los
C-obstáculos.
La planificación mediante funciones potenciales consiste en definir una
función sobre el espacio libre de configuraciones, cuyo gradiente actúe co-
mo un campo potencial que arrastre cualquier carga puntual situada en su
dominio hasta un mı́nimo global donde se sitúa el punto destino. De esta
forma, la trayectoria se obtiene mediante el seguimiento del gradiente, sobre
la hipersuperficie de la función potencial, entre el punto inicial y final.
La función potencial creada como suma de una repulsiva respecto a los
obstáculos y otra de atracción hacia el objetivo, tiene el problema de pre-
sentar mı́nimos locales [56], mientras que la función potencial creada como
solución de la ecuación de Laplace [25] no presenta mı́nimos locales y es la
base del presente trabajo.
En este caṕıtulo se analizan las propiedades de las funciones armónicas,
subarmónicas y superarmónicas, desde el punto de vista de su aplicación
en la planificación de movimientos en robótica. Se destacan tanto aquellas
propiedades que son favorables, como las que son desfavorables y han limi-
tado su aplicación a robots con un número de grados de libertad reducido.
Con el mismo enfoque se analizan también las funciones subarmónicas y su-
perarmónicas, averiguando sus posibilidades en nuevas aplicaciones para la
planificación de movimientos.
15
16 CAP. 2. FUNCIONES ARMÓNICAS
Figura 2.1: Planificación en el espacio de configuraciones, considerando los
obstáculos como parte del contorno.
2.1. Introducción
Una función potencial es una función escalar u(r) definida en un dominio
Ω ⊂ Rn. Para la planificación de trayectorias Ω es coincidente con el espacio
libre de configuraciones y el gradiente de dicha función constituye un campo
vectorial
∇u = (∂u/∂q1, . . . , ∂u/∂qn) (2.1)
que, para que sea útil en la planificación de trayectorias, no debe tener puntos
sumidero de flujo del gradiente excepto en el punto destino PD situado en rd.
Es decir, la función potencial u debe cumplir que
div (grad u) ≤ 0, ∀r ∈ (Ω− PD) (2.2)
Lo que permite dos posibilidades en el tratamiento o modelado de los obstácu-
los:
I. Considerar los obstáculos junto con las condiciones de contorno.
El dominio Ω no contiene los obstáculos y una función delta de Dirac se sitúa
en el punto destino (figura 2.1). El contorno del espacio libre Ω se obtiene
como la unión del contorno externo y los contornos de los obstáculos
∂Ω = ∂ΩE ∪ ∂O1 ∪ ∂O2 ∪ ∂O3 . . . (2.3)
La función potencial se obtiene como solución de la ecuación de Poisson
∇2u = δ(r− rd), (2.4)
de forma que las ĺıneas de corriente definidas por el gradiente de la función u,
siempre terminarán en el punto situado en rd. Es decir, la función potencial
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Figura 2.2: Planificación en el espacio de configuraciones, considerando los
obstáculos como una función.
solo presentará un mı́nimo, en todo el espacio de configuraciones, situado en
el punto de aplicación de la función delta.
Por otro lado, para cualquier subdominio que no contenga el punto rd se
cumplirá la ecuación de Laplace
∇2u = 0, (2.5)
cuya solución es una función armónica que tiene la importante propiedad
de no presentar mı́nimos locales. Es por esto, que la construcción de una
función potencial armónica servirá para obtener un algoritmo de navegación
que, mediante la búsqueda del mı́nimo global, reporte la trayectoria deseada.
II. Considerar los obstáculos como una función ρ. En este caso el
dominio Ω contiene los obstáculos, igualmente se sitúa una función delta en
el punto destino (figura 2.2) y el subdominio obstáculo Ωo se compone de la
unión de los subdominios de los obstáculos
Ωo = Ωo1 ∪ Ωo2 ∪ Ωo3 . . . (2.6)
Aśı, el modelo planteado es
∇2u = −ρ(r) + δ(r− rd), (2.7)





> 0 ∀r ⊂ ΩO
= 0 ∀r * ΩO
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La solución de (2.7) será una función superarmónica que contendrá un núme-
ro determinado de máximos y ningún mı́nimo. Por consiguente, en todo el
dominio solo existirá un mı́nimo situado en rd.
En cualquiera de los dos casos un algoritmo auxiliar de navegación ob-
tendrá la trayectoria siguiendo el gradiente hasta alcanzar el objetivo.
Esta trayectoria consistirá en una curvilinea (unidimensional), coincidente
con una ĺınea de corriente, la cual se puede representar de forma paramétrica
lc = r(s), s ∈ [si, sf ] (2.8)
donde si y sf son los valores del parámetro en el punto inicial y final. El













2.2. Propiedades afines a la generación de fun-
ciones potenciales para la planificación
de movimientos en robótica
Los entornos de trabajo en robótica son complicados, de forma que la
solución de la ecuación de Laplace o de Poisson se obtendrá por métodos
numéricos; siendo posible la obtención de una expresión anaĺıtica de u so-
lamente para modelos sencillos. En cualquier caso lo que importa, en este
punto del estudio, es conocer las propiedades de las soluciones más que las
propias soluciones, ya que aśı se puede conocer la viabilidad y condicionantes
de la aplicación de las funciones armónicas a la planificación de movimientos.
Los aspectos y propiedades principales a analizar de las funciones armónicas,
aplicables al desarrollo de un planificador de trayectorias, son:
Ausencia de mı́nimos locales.
Concavidad, convexidad de las funciones armónicas y superarmónicas.
Ĺıneas de corriente y superficies equipotenciales.
Regularidad de la solución; curvatura de las trayectorias.
Condiciones de contorno, condición de solubilidad y balance global del
gradiente.
Estabilidad de la solución.
Superposición lineal.
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Figura 2.3: Principio de localidad de una función de dos dimensiones.
2.2.1. Ausencia de mı́nimos locales
Esta propiedad es esencial para la utilización de las funciones armónicas
y superarmónicas en la generación de funciones potenciales, utilizadas en la
planificación de trayectorias. Se cumple si y solo si para cualquier entorno
próximo a todo punto del dominio, el valor mı́nimo de la función se encuentra
sobre su frontera. Los entornos considerados serán hiperesferas centradas en el
punto, cuyo radio podrá ser tan pequeño como se quiera; sobre estos entornos
se analizan las propiedades del valor medio, del máximo y del mı́nimo.
2.2.1.1. Análisis en dos dimensiones
Como paso previo a la generalización para n dimensiones, se realiza el
estudio en dos dimensiones, de esta forma se puede ilustrar los resultados
mostrando una visión más intuitiva de los mismos.
Proposición 1. Principio de localidad de una función: Dada una
función f(x, y), definida en un dominio Ω ⊂ R2 y de clase C2. Dado un disco
de radio R centrado en (x0, y0): D = {(x, y) ∈ Ω | ‖(x−x0, y−y0)‖ < R}.






f(x, y)dl − R
2
4
div (grad f)0 (2.11)
donde la integral de ĺınea se realiza sobre la circunferencia contorno del disco,
tal como se muestra en la figura 2.3.
Esta sugerente expresión dice que el valor de una función (de clase C2)
en un punto es igual a su valor medio sobre una circunferencia centrada en
dicho punto de radio R, menos un término proporcional a la divergencia del
gradiente (laplaciana) en el mismo punto.
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Figura 2.4: Entorno de un punto (x0, y0) en una función armónica.
La demostración de esta proposición se realiza en el apéndice A.1.







= 0 ⇒ div (grad f) = 0 ∀(x, y) ∈ Ω (2.12)
Siendo fMED(L), fMIN(L) y fMAX(L) los valores medio, mı́nimo y máximo de






























fMIN(L) < f0 < fMAX(L) (2.15)
Es decir, el valor de la función en el centro es el valor medio de los valores
sobre la circunferencia y, por tanto, esta comprendido entre el mı́nimo y el
máximo que se encuentran sobre la circunferencia (figura 2.4).
De esta forma se puede formar una sucesión concatenada de esferas, tal
que cada una contenga en su interior el valor mı́nimo de la esfera precedente,
de tal forma que esta sucesión de esferas (figura 2.5) termina cuando la última
tiene el mı́nimo sobre el contorno del dominio, lo que supone la ausencia de
máximos y mı́nimos locales en todo el dominio.
Por ello, las trayectorias generadas mediante el seguimiento del gradiente
de una función potencial armónica, definida en el dominio del espacio de
configuraciones con un contorno ∂Ω y una función δ situada en el punto
objetivo, no caerán en mı́nimos locales y tendrán siempre solución.
Cabe la posibilidad de existencia de puntos de ensilladura, pero estos no
suponen un problema porque el seguimiento del gradiente siempre encontraŕıa
una salida, siguiendo una de las vertientes.
Funciones subarmónicas: Las funciones subarmónicas se definen como






= ρ(x, y), (2.16)
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Figura 2.5: Mı́nimo en el contorno para una función armónica.
tal que
ρ(x, y) ≥ 0 ∀(x, y) ∈ Ω (2.17)
Es decir
div (grad f) = ρ(x, y) ≥ 0 ∀(x, y) ∈ Ω (2.18)
Sustituyendo esta condición en la expresión del Principio de localidad de una






f(x, y)dl − 1
2 · 2!ρ(x0, y0)R
2 (2.19)













f(x, y)dl − 1








2 · 2!ρ(x0, y0)R
2 (2.20)
fMIN(L) − λ < f0 < fMAX(L) − λ, λ =
1
2 · 2!ρ(x0, y0)R
2 ≥ 0 (2.21)
Es decir, el valor máximo de la función se encuentra en la frontera y el
mı́nimo en el interior o en la frontera (figura 2.6).







= −ρ(x, y) | ρ(x, y) ≥ 0 ∀(x, y) ∈ Ω (2.22)
Y sustituyendo
div (grad f) = −ρ(x, y) (2.23)
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Figura 2.6: Funciones subarmónicas y superarmónicas








2 · 2!ρ(x0, y0)R
2 (2.24)

























2 · 2!ρ(x0, y0)R
2 (2.25)
fMIN(L) + λ < f0 < fMAX(L) + λ, λ =
1
2 · 2!ρ(x0, y0)R
2 ≥ 0 (2.26)
Es decir el valor mı́nimo de la función se encuentra en la frontera y máximo
en el interior o en la frontera (figura 2.6)
Esta importante propiedad permite la utilización de las funciones superarmóni-
cas, igual que las armónicas, para la generación de trayectorias libres de co-
lisiones y sin mı́nimos locales.
2.2.1.2. Análisis en n dimensiones
Considerar una función potencial de n variables:
u = f (q1, q2, . . . , qn) , (2.27)
anaĺıtica en el dominio Ω ⊂ Rn, con un contorno ∂Ω sobre el que se im-
pondrán unas condiciones a la función.
Las coordenadas se pueden expresar vectorialmente, r = (q1, q2, . . . , qn) y
la distancia euclidiana entre dos puntos como d = ‖r1 − r2‖
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Generalización del Principio de localidad de una función: Dada una
función f(r), definida en un dominio Ω ⊂ Rn y de clase C∞. Dado un disco


















Esta expresión es la generalización de la 2.11 y la demostración de su
validez se muestra en el apéndice A.1.
Funciones armónicas: Las funciones armónicas cumplen ∇2f = 0, en
todo punto perteneciente al dominio, aplicando esta condición al principio de








Por lo tanto, el valor de una función armónica en cualquier punto de
un volumen determinado no será ni máximo ni mı́nimo, encontrándose estos


















fMIN(S) < f(r0) < fMAX(S) (2.31)
Funciones subarmónicas: Igual que para el caso de dos dimensiones,
las funciones subarmónicas para n dimensiones son solución de
∇2f = ρ (q1, q2, . . . , qn) | ρ (q1, q2, . . . , qn) ≥ 0 ∀ (q1, q2, . . . , qn) ∈ Ω
(2.32)













































Es decir, máximo en la frontera y mı́nimo en el interior o en la frontera
(figura 2.6)
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Figura 2.7: Función convexa. r0 = r1(1− ϑ) + r2ϑ, 0 ≤ ϑ ≤ 1
Funciones superarmónicas: Similarmente, las funciones superarmóni-
cas cumplen













































De donde se deduce que el mı́nimo se sitúa en la frontera y el máximo en el
interior o en la frontera (figura 2.6).
2.2.2. Concavidad, convexidad de las funciones subarmóni-
cas y superarmónicas
La propiedad del valor medio y del mı́nimo, que cumplen las funciones
armónicas y superarmónicas, posibilita su utilización en la generación de
funciones potenciales definidas en el dominio del espacio de configuraciones.
Para saber más respecto al comportamiento del campo vectorial determinado
por el gradiente de dicha función vectorial es necesario estudiar la concavi-
dad y convexidad de dicha función. Aśı, el cumplimiento de la desigualdad
de Jensen [13] (ecuación 2.41 y figura 2.7) determina la no concavidad de
las funciones armónicas y superarmónicas, lo cual significa que la variación
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del módulo del gradiente no cambiará de decreciente a creciente en ningu-
na dirección. Por consiguiente tampoco existirán mı́nimos locales en todo el
dominio de la función.





≥ 0, se cumple la desigualdad de Jensen para
las funciones cóncavas:






≤ 0, se cumple la desigualdad de Jensen para las funciones
convexas (figura 2.7):
f(r1(1− ϑ) + r2ϑ) ≥ f(r1)(1− ϑ) + f(r2)ϑ, 0 ≤ ϑ ≤ 1 (2.41)
donde r1 y r2 son dos puntos cualesquiera del espacio.
La demostración de esta propiedad se muestra en el apéndice A.3.1.
2.2.3. Ĺıneas de corriente y superficies equipotenciales
En todos los puntos de una superficie equipotencial Seq, el valor de la
función es el mismo: f(r) = Const ∀r ∈ Seq. Por lo que la derivada
direccional, en todo punto de Seq, con respecto a cualquier vector v contenido
en dicha superficie será cero:
∂f
∂v
= ∇f · v = 0 → ∇f⊥v (2.42)
por lo que las ĺıneas de corriente y las superficies equipotenciales son también
ortogonales.
Además la ecuación de Laplace dice que
∇2u = div (grad u) = 0, (2.43)
lo que determina que las ĺıneas de corriente no se cortarán, ya que la diver-
gencia del gradiente es nula en todo punto del dominio.
Para un entorno del espacio de configuraciones modelado por la ecuación de
Poisson, con condiciones de contorno definidas sobre los obstáculos y una
función delta independiente situada en el punto objetivo, la función solución
dispondrá de infinitas ĺıneas de corriente que confluirán en el punto objetivo.
De esta forma la trayectoria, libre de colisiones, se superpondrá sobre una
de estas ĺıneas que, partiendo del punto configuración inicial, llegará a dicho
punto objetivo.
La posibilidad de corregir la trayectoria pasando de una ĺınea de corriente
a otra próxima, a través de una superficie equipotencial, ofrece un método
para diseñar un control reactivo para abordar entornos dinámicos o inciertos.
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Figura 2.8: Estudio de la curvatura.
2.2.4. Superposición lineal
Por la propiedad de linealidad del laplaciano se deduce que la combinación
lineal de varias funciones armónicas es, a su vez, una función armónica:
Dado un dominio Ω ⊂ Rn y dada una serie de funciones ui : Ω → R, donde
i = 1, 2, 3, . . . , k. Si cada una de las funciones ui es armónica en el dominio,

















Esta propiedad permite aplicar el principio de superposición a la solución de
la ecuación de Laplace o de Poisson; tal como se hace con las funciones de
Green, lo que facilita el estudio de la influencia de las condiciones de contorno,
aśı como del modelado de los obstáculos como funciones independientes en
las ecuaciones sub y superarmónicas.
2.2.5. Curvatura de las funciones armónicas
Una trayectoria sobre el espacio de configuraciones quedará definida por
una curviĺınea tal que el vector tangente en cada punto de la misma tendrá la
misma dirección que el gradiente de la función en el mismo punto. La curva-
tura de esta linea, en el espacio de configuraciones, determinará las acelera-
ciones que experimentará el robot para la consecución de la trayectoria.
Interesa saber como son de “suaves”las trayectorias obtenidas a partir de
las funciones armónicas. Resulta que para el caso de dichas funciones po-
tenciales armónicas esta curvatura será reducida, lo que proporcionará tra-
yectorias con aceleraciones menores para los actuadores que impulsan las
articulaciones, lo cual puede redundar en un menor consumo de enerǵıa y
menos problemas de mantenimiento.
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De acuerdo con la figura 2.8, considerando dos puntos próximos de una cur-
vilinea obtenida sobre una hipersuperficie de una función potencial genérica,


















Entonces, teniendo en cuenta que la Laplaciana de una función es la diver-
gencia de su gradiente, y que por consiguiente ésta se define en el entorno de
un punto, se integra sobre una superficie esférica de radio muy pequeño δR














tal como se demuestra en el apéndice A.3.2. Esta curvatura media será mı́ni-
ma (cero) si se cumple la ecuación de Laplace. Por lo tanto, utilizando las
funciones armónicas para generar funciones potenciales auxiliares, obtendre-
mos trayectorias “suaves”, lo que supone aceleraciones suaves para el robot
en la ejecución de movimientos.
2.2.6. Estabilidad de la solución
La solución de la ecuación de Laplace o de Poisson experimenta pequeñas
variaciones frente a pequeñas variaciones de las condiciones de contorno o
pequeñas variaciones de la función independiente, esta propiedad facilita la
utilización de las funciones potenciales armónicas en el diseño de planifica-
dores de trayectorias en entornos cambiantes.
En el apéndice A.3.6 se analiza esta propiedad.
2.3. Problemática inherente al método
Una vez obtenida la función potencial, la trayectoria se obtiene por seguimiento
del gradiente; por lo que la distribución del mismo, y la existencia de zonas
donde su módulo pueda alcanzar valores extremadamente bajos, puede pre-
sentar serios problemas para la computación de trayectorias.
Este efecto es caracteŕıstico de las funciones armónicas, está presente
en la naturaleza (campos eléctricos y gravitatorios) y supone la principal
desventaja en su utilización para la planificación de trayectorias en robótica.
Con la finalidad de conservar una visión intuitiva del mismo se le denomina
efecto embudo.
2.3.1. Efecto embudo y funciones armónicas
Con la finalidad de ilustrar el problema fundamental, presentado en la
utilización de las funciones armónicas como funciones potenciales para la
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Figura 2.9: Efecto embudo.
generación de movimientos en robótica, se considera el modelo simplificado
siguiente:
∇2u = δ (r− rd) , (2.47)
considerando todo el espacio y situando la función delta en el origen de
coordenadas (rd = 0).
Aplicando el teorema de la divergencia al gradiente de la función; para
un hipervolumen esférico V centrado también en el origen de coordenadas,
limitado por la hipersuperficie esférica correspondiente S, de radio R
∮
S
∇u · dS =
∫
V
(∇ · ∇u) dV =
∫
V
δ (r) dV = 1 (2.48)




∇u · dS = |∇u|
∮
S
dS = |∇u|S, (2.49)




Siendo ru el vector unitario en la dirección del radio de la hiperesfera, apun-
tando al exterior y aplicado a un punto de la superficie de la misma.
La expresión de la superficie de una hiperesfera en n dimensiones se ob-











Aśı, el módulo del gradiente decrece con el aumento del radio de la hiperesfera
y este decrecimiento es más rápido cuanto mayor es el número de variables
de la función potencial.
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Figura 2.10: Balance del flujo del gradiente.
De esta forma, para un número de grados de libertad elevado, el gradiente
se hace tan pequeño que, a una cierta distancia r, la propia precisión numérica
del ordenador puede no ser suficiente para discriminarlo.
Además, el efecto embudo puede provocar que los métodos numéricos de
relajación, utilizados en el cálculo de las funciones armónicas, requieran un
número muy elevado de iteraciones y un tiempo de computación también
muy elevado.
2.3.2. Condiciones de contorno, condiciones de solubi-
lidad y balance global del flujo del gradiente
Las condiciones de contorno aplicables al modelo, para la obtención de la
función potencial, no pueden ser cualesquiera si no que deben cumplir con
unas determinadas condiciones denominadas condiciones de solubilidad o de
compatibilidad; las cuales surgen de aplicar el teorema de la divergencia al
campo vectorial creado por el gradiente de la función, en todo el dominio.
Considerando el modelo genérico (ecuación 2.7)
∇2u = −ρ(r) + δ(r− rd), | ρ(r) > 0 ∀r ∈ Ω (2.52)
aplicable a un dominio Ω con un contorno también genérico ∂Ω (figura 2.10).
Considerando el campo vectorial
g(r) = ∇u(r), ∀r ∈ Ω (2.53)
aplicando a g el teorema de la divergencia
∫
V
(∇ · g) dV =
∮
S
g · dS, (2.54)









∇u · d(∂Ω), (2.55)
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que son las condiciones de solubilidad de la ecuación 2.52 e imponen
restricciones a las condiciones de contorno, que deben cumplirlas para que
exista una solución.
Similarmente, aplicando 2.55 a un contorno formado por SC ∪ SO ∪ Sd, tal
como se muestra en la figura 2.10, se tiene
∮
SC
∇u · dSC −
∮
SO
∇u · dSO −
∮
Sd
∇u · dSd = 0, (2.58)
donde cada término representa los flujos de gradiente que atraviesa cada
superficie
φC = φO + φd, (2.59)









δ(r− rd)dΩd = 1 (2.61)
Con las funciones superarmónicas hay más posibilidades de jugar con el ba-
lance del flujo del gradiente para conseguir un distribución del mismo más
homogéneo.
Las posibles condiciones de contorno son las de Dirichlet (u = g en ∂Ω),
las de Neuman ( ∂u
∂n
= g) y las mixtas (αu + β ∂u
∂n
= g). El tratamiento
detallado con la demostración de solución única se muestra en los apartados
del apéndice A.3.3, A.3.4 y A.3.5.
La posibilidad de combinar las condiciones de contorno de Dirichlet y
de Neuman, de forma que haya intervalos del mismo donde se aplique una
u otra, permite controlar la distribución del flujo (derivada direccional) en





∇2u = δ (r− rd) ∀r ∈ Ω
α (ξ) u+ β (ξ) ∂u
∂n
= h ∀ξ ∈ ∂Ω
donde ξ parametriza el contorno y h es una función genérica. Realizando
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Figura 2.11: Condiciones de contorno mixtas.
una partición del contorno en función de la condición fijada (figura 2.11)
∂Ω = ∂ΩD + ∂ΩN , (2.62)
la expresión del flujo neto en todo el contorno será, teniendo en cuenta el




















d∂Ω + 0 = 1, (2.63)
Con lo que es posible, mediante la gestión adecuada de las condiciones de
contorno, localizar el “flujo disponible”(y por tanto el gradiente) en zonas
convenientes, quizás alejadas del punto destino (apartado 3.4)
2.4. Cálculo anaĺıtico y obtención numérica
de soluciones
Con la finalidad de ilustrar las propiedades de las funciones armónicas re-
lativas a la planificación de movimientos en robótica, es adecuado realizar el
cálculo anaĺıtico de algunos modelos básicos. La utilización de las funciones
de Green es idónea para este fin, ya que permite discernir entre las distintas
partes que afectan a la solución y completarla mediante una simple suma.
La utilización del teorema de Green permite aislar la influencia de las con-
diciones de contorno sobre la función potencial y sus propiedades en el do-
minio del espacio de configuraciones, la proposición de distintos modelos de
C-espacios con obstáculos regulares y las condiciones de compatibilidad serán
la base para la exploración de propiedades de la función potencial ante dis-
tintas situaciones de contorno. En el apéndice A.4 se muestra, para consulta,
el teorema de Green.
Función de Green
Se define la función de Green, o respuesta impulsional, como la solución de
∇2G = δ(r− rp), (2.64)
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Figura 2.12: Contorno rectangular y función delta.
con r = (q1, q2, q3, . . . , qn), condiciones de contorno homogéneas (G = 0) y
δ(r− rp) función delta situada en rp.
La función de Green será función de la variable posición r y del punto de
situación de la función delta rp, G(r, rp). En general, la posición de la función
delta será considerada como variable, dependiendo del modelo a resolver.
2.4.1. Modelo base. Análisis de la influencia de las con-
diciones de contorno mediante las Funciones de
Green
El modelo básico (sin considerar obstáculos) está constituido por un
C-espacio con dominio rectangular donde se define una función potencial
u que cumple con la ecuación de Poisson ∇2u = δ(r − rd), con la función
delta situada en el punto objetivo destino de la trayectoria.
Para aislar en la solución la influencia de las condiciones de contorno se uti-
lizan las funciones de Green; de manera que en el mismo dominio se define,
además de la función potencial u, otra función G con la que se completa el
modelo:
∇2G = δ(r− rp), con condiciones de contorno homogéneas




DondeG(r, rp) es una función de Green genérica, solución de∇2G = δ(r− rp),
donde rp será un punto considerado como variable, en contraste con g(r−rd),
que es la función solución de ∇2g = δ(r − rd), donde rd es el punto fijo de
posición de la función delta que marcará el mı́nimo global objetivo.
Utilizando la 2a ecuación de Green (ecuación A.76) con las funciones u y
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por otro lado, las funciones de Green cumplen con la propiedad G(rd, rp) ≡
G(rp, rd) y G(rp, rd) ≡ g(rp, rd), con lo cual













donde, en el segundo miembro de la igualdad, el primer término representa
la influencia de la respuesta impulsional, el segundo representa la influencia
de las condiciones de contorno de Dirichlet y el tercero la influencia de las
condiciones de contorno de Neuman.
Sin embargo, puesto que G = 0 en el contorno ∂Ω, se tiene:







El hecho de que G valga cero en el contorno (condiciones de contorno ho-
mogéneas) facilita y hace posible la obtención de la función de Green para
los modelos sencillos estudiados, pero el término correspondiente a las con-
diciones de contorno de Neuman queda anulado. Por este motivo, su estudio
se realizará mediante el uso de las series de Fourier en el apartado 3.4.
Con la utilización de funciones potenciales superarmónicas el modelo base
presentado es
∇2G = δ(r− rp), con condiciones de contorno homogéneas




Y la expresión obtenida de la 2a ecuación de Green es:
















representa la influencia de las condiciones de contorno.
2.4.2. Obtención de soluciones mediante cálculo numéri-
co
La obtención de soluciones utilizando las ecuaciones 2.66 y 2.67 es factible
mediante la utilización de los métodos numéricos de integración clásicos y un
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programa de cálculo como el MATLAB. El contorno y los obstáculos deben
estar constituidos por formas geométricas regulares globales o por tramos
de forma que sea posible parametrizar y definir variables de integración que
recorran el contorno y el volumen para posteriormente realizar la integra-
ción numérica. Puesto que el objetivo es obtener soluciones que sirvan para
representar gráficamente la influencia de las condiciones de contorno y de
la función ρ, se plantean modelos básicos sencillos en 2D. En este caso la
solución genérica es










Para poder obtener soluciones mediante procedimientos numéricos es nece-

















= f [r(t)] (2.70)
Para poder calcular numéricamente la integral de contorno, primero se dis-
cretiza el integrando como función del parámetro t y después se calcula la
integral utilizando el método numérico correspondiente (algoritmo 2.1)
for t=1:TM
y(t) = f [~r(t)]
end;
Io = trapz(t, y)
Algoritmo 2.1: Cálculo numérico de la integral de contorno mediante
MATLAB
2.5. Aportación
En este caṕıtulo se ha realizado un estudio taxonómico de las propieda-
des de las funciones armónicas aplicadas a la generación de movimientos en
robótica, diferenciando aquellas que son favorables de las que plantean una
seria limitación para su uso como funciones potenciales. Asimismo el caṕıtulo
presenta la metodoloǵıa para el cálculo anaĺıtico de las funciones armónicas
con el objetivo de validar las aportaciones que se harán de cara a su mejor
adecuación a la planificación de movimientos.
- Una función potencial debe tener como principal cualidad, para la obten-
ción de trayectorias en el espacio de configuraciones, la ausencia de mı́nimos
locales en el dominio en el que está definida. Esta cualidad determina que un
planificador de trayectorias basado en funciones armónicas será completo; es
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decir siempre encontrará una solución si ésta existe.
- Las trayectorias obtenidas mediante el uso de las funciones armónicas serán
suaves: es decir, la curvatura de las curviĺıneas obtenidas como proyección
sobre el espacio de configuraciones por el seguimiento del gradiente de la fun-
ción armónica, serán óptimamente reducidas para cualquier tipo de entorno.
- Para determinadas condiciones de contorno la ecuación de Poisson plan-
teada, sobre cualquier entorno posible del C-espacio, tendrá solución y ésta
será única. De otra manera, para que exista una solución, las condiciones de
contorno planteadas (valor y derivada de la función) no pueden ser cualesquie-
ra; debiendo de cumplir estas unas determinadas condiciones denominadas
condiciones de solubilidad.
- Variando ligeramente las condiciones de contorno la solución experimen-
ta, también, una ligera variación. Esta propiedad permite la aplicación de las
funciones armónicas en entornos cambiantes, aśı como la implementación de
algoritmos en los que la exploración del C-espacio se va realizando sucesiva-
mente.
- La distribución del gradiente, en principio, será desigual; obteniéndose zo-
nas donde este tomará valores extremadamente bajos y obligando (si el punto
inicial se encuentra en ellas) a tiempos de computación inadmisiblemente al-
tos, especialmente si el número de grados de libertad es elevado, lo que haŕıa
inviable el método. Será necesario, por tanto, desarrollar un método que
contrarreste este problema.
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Caṕıtulo 3
Alternativas de moldeado de
las funciones armónicas para su
uso en la planificación de
movimientos
Teniendo en cuenta las condiciones de solubilidad que debe de cumplir
todo modelo, la aplicación de condiciones de contorno no uniformes de Diri-
chlet y mixtas suponen un recurso de moldeado de la función potencial como
solución de un modelo formado por la ecuación de Poisson y sus condiciones
de contorno.
La utilización de subdominios en los cuales la función potencial será definida
como armónica, superarmónica y subarmónica, es el otro recurso utilizable
para la obtención de una función potencial con una distribución de gradiente
más eficiente.
Con la finalidad de solucionar el problema de las regiones planas o bajo
gradiente se propone la utilización de las funciones subarmónicas y supe-
rarmónicas, juntamente con el establecimiento adecuado de las condiciones
de contorno.
En este caṕıtulo se cumplen los siguientes objetivos:
1. Estudiar el efecto de las condiciones de contorno de Dirichlet sobre el
moldeado de la función potencial (apartado 3.3).
2. Estudiar el efecto de las condiciones de contorno de Dirichlet no uni-
formes sobre el moldeado de la función potencial (apartado 3.4).
3. Estudiar el efecto de las condiciones de contorno mixtas (Dirichlet-
Neuman) sobre el moldeado de la función potencial (apartado 3.5).
4. Estudiar el efecto de la utilización de las funciones sub y superarmóni-
cas, por subregiones, en el moldeado de la función potencial (apartado
3.6).
37
38 CAP. 3. ALTERNATIVAS DE MOLDEADO
3.1. Modelo genérico
En este punto, es conveniente plantear un modelo genérico que contemple
todas las posibilidades de modelado de los obstáculos y del contorno, con la
finalidad de estudiar e ilustrar las propiedades en cada caso.
El modelo genérico planteado se aplica sobre un dominio Ω particionado en
tres subdominios o regiones: región subarmónica ΩP , región superarmónica
ΩO y región homogénea ΩH ; con un contorno particionado en dos zonas: zona
donde se aplica las condiciones de contorno de Dirichlet ∂ΩD y zona donde




∇2u = ρ(r) + δ (r− rd) en Ω
αu+ β ∂u
∂~n
= h en ∂Ω
donde δ (r− rd) modela el punto objetivo situado en rd, ρ(r) modela las re-













−ρO ∀r ∈ ΩO y ρO > 0
ρP ∀r ∈ ΩP y ρP > 0





α = 1, β = 0 ∀r ∈ ∂ΩD
α = 0, β = 1 ∀r ∈ ΩN
Aplicando la 2a ecuación del teorema de Green (tal como se hace en el
apartado 2.4.1)



















∇2G = δ (rp − rd) ∀rd ∈ Ω
condiciones de contorno homogéneas en ∂Ω
g(r, rd) es la respuesta a la función delta situada en el punto objetivo:
g(r, rd) = G(r, rd) (3.2)
La integral de volumen determina la influencia de las regiones sub y
superarmónicas.
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La integral de superficie representa las condiciones de contorno:
















Como se aprecia en la ecuación 3.1, la parte fundamental del método es
la obtención de la función de Green, lo cual sólo es posible para modelos
sencillos. De todas formas el objetivo es ilustrar las propiedades de las fun-
ciones armónicas, sub y superarmónicas, aśı como la aplicación de distintas
condiciones de contorno, y esto es posible mediante el estudio de modelos
básicos.
Para poder analizar las distintas condiciones de contorno, la obtención de la
función de Green se realizará mediante el método de las cargas imagen (condi-
ciones de contorno de Dirichlet) y mediante las series de Fourier (condiciones
de contorno de Dirichlet y de Neuman), en ambos casos se plantearán mo-
delos representativos sencillos y se obtendrá resultados utilizando métodos
numéricos mediante el programa MATLAB.
3.2. Condiciones de contorno de Dirichlet.
Obtención de la función de Green me-
diante el método de las cargas imágenes,
aplicado a funciones de dos variables
Mediante el método de las imágenes se puede obtener la función de
Green, en un dominio con condiciones de contorno homogeneas, utilizando la
función de Green de todo el espacio; las sucesivas cargas imagen son réplicas
especulares ficticias, que se forman fuera del dominio al considerar el contorno
como si fuera un espejo. De esta forma se puede explorar las propiedades de
la solución de forma más intuitiva y sacar conclusiones respecto de la relación
entre la distribución del gradiente y las condiciones de contorno.
Para que el método sea factible, y produzca soluciones observables, se aplica
a dominios en dos dimensiones.
3.2.1. Función de Green para todo el espacio
De la ecuación 2.50 se obtiene la función de Green para todo el espacio,
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lnR + C (3.5)




















n(n− 2)π n2Rn−2 + C (3.6)
para un espacio infinito, en ambos casos.
3.2.2. Ejemplos basados en condiciones de contorno
homogéneas: Rectángulo y circunferencias obstácu-
lo
Dominio semiplano. Aplicando el método a la obtención de la función
de Green en un dominio definido por el semiplano y < 0, con condicio-
nes de contorno homogéneas en y = 0, obtenemos la carga imagen tal
como se muestra en la figura 3.1a. La función buscada es la solución de
∇2G = δ0 − δI (3.7)
aplicada a todo el espacio. De acuerdo con el principio de superposición,




ln |r− r0| −
1
2π







De manera que para y = 0, |r− rI | = |r− r0| y G = 12π ln 1 = 0
Dominio franja. Para un dominio determinado por la franja 0 < y < L,
las cargas imagen de δ0 se obtienen considerando dos espejos situados
en y = 0 y y = L, tal como se muestra en la figura 3.1b. De esta
forma se obtienen infinitas imágenes cuyo signo de carga es alternado
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Figura 3.1: Método de las imágenes para la obtención de la función de Green:
a) Semiplano, b) Franja
de manera que para y = L, se cumple que








(−1)i ln 1 = 0 (3.12)















de forma que para y = 0 también se cumple que
|r2| = |r0| y |r2i−3| = |r2i| ∀i|i = 2, 3, 4, · · · (3.14)










(−1)i ln 1 = 0 (3.15)
La posición de las sucesivas cargas imágenes presentan una ley de re-
currencia tal como se aprecia en la figura 3.1b, de forma que es posible







(−1)i ln [(x− x0)
2 + (y − 2iL− y0)2]
[(x− x0)2 + (y + 2iL+ y0)2]
(3.16)
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Figura 3.2: Método de las imágenes para la obtención de la función de Green.
Dominio rectangular
Los términos correspondientes a las cargas imágenes más alejadas tie-
nen un influencia despreciable y se puede prescindir de ellos. Es decir,
conforme i · L es más grande el término del sumatorio correspondiente




[(x− x0)2 + (y − 2iL− y0)2]
[(x− x0)2 + (y + 2iL+ y0)2]
= 0 (3.17)





0 < x < Lx
0 < y < Ly
se puede considerar como la intersección de dos franjas, y las cargas
imagen de δ0 se pueden obtener como las réplicas sobre los espejos si-
tuados en x = 0, x = Lx, y = 0 y y = Ly (figura 3.2). La posición
de las sucesivas cargas imágenes presentan una ley de recurrencia, de
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Figura 3.3: Función potencial de Green con cargas imágenes para un dominio
rectangular: a) Función de Green, b) Función potencial de las cargas imagen,











(−1)(i+j) ln |r− r(2i,2j)||r− r(2i+1,2j+1)|
(3.20)
de manera que para x = 0, x = Lx, y = 0, y = Ly, se cumple que
|r− r(2i+1,2j+1)| = |r− r(2i,2j)| ∀i, j|i, j = 0, 1, 2, · · · (3.21)










(−1)(i+j) ln 1 = 0 (3.22)
Los términos correspondientes a las cargas imágenes mas alejadas tie-
nen un influencia despreciable, siendo nula en el infinito; por lo que
se puede tener una aproximación razonable manteniendo unos pocos
términos.










(−1)(i+j) ln [(x− 2jLx − x0)
2 + (y − 2 · i · Ly − y0)2]
[(x− 2 · j · Lx − x0)2 + (y + 2iLy + y0)2]
(3.23)
Utilizando la ecuación 3.1, para ρ = 0 y G dada por la ecuacíın 3.23,
mediante el MATLAB y sus funciones numéricas, se obtiene la solución
que se representa en la figura 3.3.
Dominio exterior a una circunferencia. La obtención de la función
de Green por el método de las imágenes se realiza de acuerdo con el
modelo de la figura 3.4. Esta función será la solución de
∇2G = δ0 − δI (3.24)
Considerando la circunferencia centrada en el origen y de acuerdo con el
principio de superposición, la respuesta es la suma de las dos respuestas
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ln |r− r0| −
1
2π







De manera que para |r| = R, G debe valer cero. Lo cual será cierto si
se cumple que
|r− r0|2 = k|r− rI |2, (3.26)
sobre la circunferencia y C = − (1/4π) ln k.
Se demuestra que esto se cumple para una posición de la imagen sobre



























r2 + r20 − 2rr0 cosϕ
r2 + r2I − 2rrI cosϕ
]
(3.30)











r2 + r20 − 2rr0 cosϕ
r2 +R4/r20 − 2r(R2/r0) cosϕ
]
, (3.31)
donde ϕ es el ángulo entre r y r0 y, donde se observa que para r = R se
cumple que G = 0 (en la figura 3.5 se muestra la representación gráfica
de esta función).
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Figura 3.5: Función potencial de Green para un dominio exterior a una cir-
cunferencia: a) Función de Green, b) Función potencial de las cargas, c)
Situación de las carga imagen.
Figura 3.6: Cargas imagen para la obtención de la función de Green en un
dominio comprendido entre un rectangulo y una circunferencia interior.
Dominio rectángulo con una circunferencia interior. En este
modelo el contorno esta formado por un contorno exterior rectangular
(dominio del espacio de configuraciones) y un contorno interior circular
que representa un obstáculo.
Según la figura 3.6, las cargas imagen se forman por las distintas répli-
cas especulares. Excepto la primera carga imagen, en el interior de la
circunferencia obstáculo, todas las réplicas se concentran en un reduci-
do espacio y, por ser el signo de estas alternado, se considera su efecto










δ0(2i,2j) − δ0(2i+1,2j+1) + δI(2i+1,2j+1) − δI(2i,2j)
]
(3.32)
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Figura 3.7: Función potencial de Green para un dominio comprendido entre
un rectangulo y una circunferencia interior: a) Función de Green (incluyendo
el potencial dentro del obstáculo), b) Función potencial de las cargas, c)
Situación de las cargas imagen.
de manera que para x = 0, x = Lx, y = 0, y = Ly, se cumple que
|r0(2i+1,2j+1)| = |r0(2i,2j)| y |rI(2i+1,2j+1)| = |rI(2i,2j)|; ∀i, j|i, j = 0, 1, 2, · · ·
(3.34)









(−1)(i+j) ln 1 = 0 (3.35)
Por su parte también G ≃ 0 en la circunferencia; ya que la influencia
de las cargas especulares exteriores al rectángulo inducirán, a su vez,
imágenes en el interior a la circunferencia aglutinadas cerca del centro,
cancelándose por tanto unas a otras.
La función 3.33 puede expresarse en términos de x e y como:










[(x− 2jLx − x00)2 + (y − 2iLy − y00)2]
[(x− 2jLx − x00)2 + (y + 2iLy + y00)2]
·
[(x− 2jLx − x0I)2 + (y + 2iLy + y0I)2]
[(x− 2jLx − x0I)2 + (y − 2iLy − y0I)2]
]
(3.36)
La programación, mediante MATLAB, de la solución se representa en la
figura 3.7, en ella se aprecia el cumplimiento de las suposiciones y del resul-
tado, tanto de las cargas imagen, de las condiciones de contorno homogéneas,
como de la función de Green obtenidas.
3.2.3. Contorno infinito, función delta y obstáculo cir-
cular
En este caso se puede considerar el obstáculo como el contorno. Es decir,
existirá un contorno interno circular y la integral de circulación del contorno
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Figura 3.8: Obstáculo circular.
será la de la circunferencia interna (figura 3.8), ya que el gradiente de G en
el infinito es cero. De esta forma, la expresión global del potencial será, para
condiciones de contorno genéricas de Dircichlet:







Para un espacio de 2 dimensiones:








r2 + r20 − 2rr0 cosϕ
r2 +R4/r20 − 2r(R2/r0) cosϕ
]
, (3.38)
para evaluar la integral de contorno, que determina la influencia de las condi-
ciones de contorno, se obtiene la derivada de la función de Green con respecto












r2 +R2 − 2Rr cosϕ (3.39)
Por lo tanto la aportación de las condiciones de contorno (f(r0)) a la solución





























r2 +R2 − 2Rr cos(θ − θ0)
dθ0 (3.41)
denominada integral de Poisson. A una distancia elevada del contorno cir-
cular, la influencia de sus condiciones de contorno se uniformiza a un valor
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f(θ0)dθ0 = −fMED(θ0), (3.42)
que es el valor medio de las condiciones de contorno y que es independiente
de la posición del punto como función de θ.
Aplicando el teorema del valor medio para integrales del producto de dos






























dS = 0 (3.44)
para cualquier superficie cerrada que envuelva el obstáculo, lo que quiere de-
cir que:
• El balance de la derivada de la función influencia Io, se compensará ha-
ciendose cero. Es decir, si la pendiente de salida del obstáculo tiene un valor
elevado en alguna zona, puede provocar que la pendiente entrante en otra
determine mı́nimos locales sobre el contorno.
Condiciones de contorno: valor constante de la función potencial
sobre el contorno de un obstáculo circular
Para uC = KC , la influencia que tiene sobre la solución viene dada por
















r2 +R2 − 2Rr cos(θ − θ0)
Rdθ0 = KC
(3.45)
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dL = KC · 1 = KC (3.46)
El valor constante de la integral determina que:
• La influencia, de un valor contante de las condiciones de contorno, so-
bre el gradiente de la función potencial, es nula en todo el dominio y solo
afecta al valor de la función en una constante sumatoria, figura 3.9.
3.3. Moldeado de la función potencial me-
diante la aplicación de condiciones de con-
torno no uniformes de Dirichlet
La aplicación de condiciones de contorno de Dirichlet no uniformes tiene
un efecto de moldeado sobre la función potencial solución que es necesario
conocer. El contorno genérico a tener en cuenta, está formado por un contorno
rectangular externo ∂ΩR y un contorno interno definido por los obstáculos
∂ΩO. Sobre el dominio limitado por este contorno se aplica la ecuación de
Poisson ∇2u = δ(rd).
Las condiciones de contorno no uniformes de Dirichlet suponen que el valor










Aplicando la segunda ecuación de Green se obtiene la solución:







Inicialmente se estudian varios modelos básicos y se extraen las conclusiones
generales que se tendrán en consideración a la hora de diseñar el algoritmo
planificador.
3.3.1. Dominio en forma de franja
La función de Green viene dada por la expresión 3.16, donde el término
genérico del sumatorio es:




(x− xp)2 + (y − 2iL− yp)2
(x− xp)2 + (y + 2iL+ yp)2
(3.48)
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y sus derivadas en la dirección normal del contorno, yp = L y yp = 0:











2(y − (2i+ 1)L)
(x− xp)2 + (y − (2i+ 1)L)2
+
2(y + (2i+ 1)L))















2(y − 2 · i · L)
(x− xp)2 + (y − 2 · i · L)2
+
2(y + 2 · i · L)
(x− xp)2 + (y + 2 · i · L)2
]
(3.50)






































Condiciones de contorno dependientes de la distancia, para un
dominio en franja: uC |y=L = uC |y=0 = k · |x− x0|
En este modelo el valor de la función potencial en el contorno es propor-







































En la figura 3.10 se muestran el modelo y los resultados. Se observa que es
posible modular la derivada tangencial en el contorno, mientras que el ba-
lance global de la derivada normal en el mismo permanece constante.
En este caso la derivada normal aportada por las condiciones de contorno es
cero en todo el contorno y por lo tanto no existe un flujo de paso interferente,
sin embargo:
• Se establece una derivada tangencial que garantiza la existencia de un
gradiente elevado incluso en los puntos alejados del destino, lo cual es un
efecto deseable.
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Figura 3.10: Condiciones de contorno dependiente de la distancia para un
dominio franja.
Figura 3.11: Condiciones de contorno función de la distancia sobre el peŕıme-
tro de un obstáculo circular: (a) Contorno del obstáculo circular. (b) Término
correspondiente a la integral de contorno. (c) Función potencial, señalando
el mı́nimo sobre el contorno.
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3.3.2. Condiciones de contorno proporcional con la dis-
tancia sobre el contorno de un obstáculo circular
Con la finalidad de establecer una derivada tangencial sobre el contorno
obstáculo, que determine un gradiente favorable en el entorno próximo, se
fija uC = k · l(θ0) de forma que la referencia se encuentre sobre una ĺınea
que una el punto destino con el centro de la circunferencia y que intersecta
la misma en los puntos P y Q (figura 3.11). La dependencia lineal tendrá su



















r2 +R2 − 2Rr cos(θ − θ0)
dθ0
(3.53)
• La influencia que tiene estas condiciones de contorno, sobre la distribución
del gradiente, es favorable ya que en conjunto se observa una cierta modula-
ción en la dirección del punto destino, sin embargo aparece la posibilidad (si
se acentúa demasiado el afecto) de un mı́nimo local en el punto Q sobre el
contorno.
3.4. Moldeado de la función potencial me-
diante el uso de condiciones de contorno
mixtas
En el caso de un dominio rectangular, con obstáculos formando parte del
contorno, es preferible utilizar las series de Fourier para obtener la función de
Green ya que nos permitirá aplicar condiciones de contorno tanto de Dirichlet
como de Neuman.
3.4.1. Obtención de la función de Green utilizando las
series de Fourier
Con la finalidad de poder estudiar la influencia que tienen las condiciones
de contorno de Neuman en la distribución del gradiente, se propone obtener












∇2G = δ(x− x0, y − y0) en Ω
G(0, y) = 0 y G(L, y) = 0, 0 < y < H
∂G
∂y
(x, 0) = 0 y ∂G
∂y
(x,H) = 0, 0 < x < L
Puesto que el flujo total del gradiente en el contorno es constante e igual
a uno, con estas condiciones de contorno mixtas se trata de ilustrar como
es posible distribuir este gradiente de forma idónea para la consecución del
principal objetivo que es la obtención de trayectorias en el menor tiempo
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Figura 3.12: Función potencial de Green para un dominio rectangular y con-
diciones de contorno mixtas.
posible.

















donde cada término de la serie se corresponde con las autofunciones que
cumplen las condiciones de contorno. Para poder sustituir en la ecuación en








































De la misma forma, se tiene


















































Aśı, sustituyendo en la ecuación en derivadas parciales e igualando término
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que es la amplitud de cada término de la serie, su valor decrece con la suma
de los cuadrados de m y n, de forma que para su cálculo y representación
gráfica (figura 3.12) solamente se utilizaron los veinte primeros términos.
También en este caso son necesarios pocos términos de la serie para su cálculo
y representación.
3.4.2. Propuesta de moldeado
Se observa el efecto interesante de que el bloqueo del flujo del gradiente
en una zona del contorno, impuesto por las condiciones de contorno de Neu-
man, se compensa por un aumento del mismo en la zona donde se aplica las
condiciones de contorno de Dirichlet.
Este efecto puede ser utilizado convenientemente para obtener una distribu-
ción del gradiente de la función potencial más eficiente:
• Aplicando condiciones de contorno de Dirchlet en los ĺımites del dominio
y de Neuman en los obstáculos contenidos en su interiror, se conseguirá que
el módulo del gradiente en los pasillos formados entre obstáculos no sea ex-
cesivamente reducido y que, por consiguente, sea posible la obtención de
trayectorias a través de ellos.
3.5. Moldeado de la función potencial me-
diante la utilización de las funciones su-
perarmónicas y subarmónicas
La utilización de las funciones superarmónicas y subarmónicas, para mo-
delar los obstáculos y el espacio libre, es el el otro recurso disponeble para
obtener soluciones de la función potencial con una distribución del gradiente
más eficiente.
En principio, utilizando las funciones de Green y la herramienta MATLAB,
se obtienen soluciones numéricas de modelos sencillos. De ellos se extraen
conclusiones que son la base para el diseño del modelado utilizado.
3.5.1. Contorno infinito, función delta y obstáculo cir-
cular
En lugar de considerar un obstáculo genérico circular como parte del
contorno, al cual se le atribuyen unas condiciones de contorno determinadas,
se le puede hacer corresponder una función ρ de forma que obtengamos una
función de Poisson (subarmónica) como modelo
∇2u = ρ(r− rO) + δ(rd), (3.59)
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Figura 3.13: Integración de contorno y de volumen.
Figura 3.14: Modelado de un obstáculo circular como función superarmónica.
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donde ρ tomará un valor constante dentro del obstáculo circular, centrado





−ρk, ∀r ∈| r− rO |≤ R y ρk > 0
0, ∀r ∈| r− rO |> R
Entonces, la solución del modelo será
u(r) = g(r, rd) + IV (r) (3.60)
Siendo IV la integral de volumen que representa la influencia de la función
obstáculo









donde d0 = |r−RV | y la respuesta a la función δ es g(r, rd) = G(r, rd)
Entonces





ln [d0] dV0, (3.63)




















r = (r, θ)
r0 = (r0, θ0)
dV0 ≡ dA0 = dL dRV = RV dθ0 dRV
d20 = r
2 +R2V − 2rRV cos(θ − θ0)
se tiene

















Por la simetŕıa del problema se cumple IV (r, θ) ≡ IV (r)
La función potencial, solución de la ecuación 3.64, tiene un único máximo en
el interior del obstáculo, situado en el centro.
Considerando únicamente el obstáculo y aplicando el teorema de la divergen-
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y teniendo en cuenta la simetŕıa del modelo, se tiene
∇uLr = −ρkSr (3.67)














(el signo negativo indica que el sentido es saliente del obstáculo)
Es decir, en el punto rO se cumple que r = 0 y ∇u = 0, además ∇2u < 0
por lo que, teniendo en cuenta el principio del máximo, existirá un máximo
en dicho punto. Por otro lado, para r 6= rO se cumple que r 6= 0 y ∇u 6= 0,
por lo que solo existirá un máximo.
A la vista de los resultados obtenidos (figura 3.14) se puede deducir que:
• Es posible modelar los obstáculos como funciones superarmónicas, en lugar
de modelarlos como contorno interno. El contorno de los mismos no está tan
definido, pero se garantizará un gradiente de alejamiento en la superficie de
los mismos, de tal manera que la trayectoria que se genera mediante el se-
guimiento de dicho gradiente, permanecerá alejada del obstáculo.
La principal ventaja radica en que cada obstáculo actúa como fuente de flujo
de gradiente, constituyendo un recurso para el moldeado del mismo, tal que
se eviten regiones planas en el dominio.
3.5.2. Contorno infinito, función delta, obstáculos y
parche en torno del punto objetivo.
El modelo planteado considera el punto destino, como siempre, por δ (rd)
sin embargo, los obstáculos ya no formarán parte del contorno, sino que
vendrán representados por una región ΩO ⊂ Ω donde la función potencial u
será superarmónica y
ΩO = ΩO1 ∪ ΩO2 ∪ ΩO3 ∪ · · · ∪ ΩOn , (3.70)
donde ΩOi representa el subdominio donde se ubica el obstáculo Oi.
También se definirá otra región ΩP ⊂ Ω, situada estratégicamente en torno
de la función delta donde la función u será subarmónica, de forma que se
creará un pozo de potencial que reforzará el efecto de atracción sobre el
objetivo.
Es decir, la función potencial es solución de la ecuación de Poisson
∇2u = ρ(r) + δ (rd) , (3.71)
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Figura 3.15: Modelado de dos obstáculos circulares como función de volumen














−ρO ∀r ∈ ΩO y ρO > 0
ρP ∀r ∈ ΩP y ρP > 0
0 ∀r /∈ (ΩO ∪ ΩP )
tal que ρO y ρP son valores constantes y positivos.
Considerando la influencia, sobre la solución, del obstáculo Oi






−ρOi ∀r ∈ ΩOi y ρOi > 0
0 ∀r /∈ ΩOi
y del pozo de potencial P






ρP ∀r ∈ ΩP y ρP > 0
0 ∀r /∈ ΩP
y aplicando el principio de superposición, se obtiene la solución influencia de





ui + up (3.74)
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Por otro lado, es conveniente homogeneizar la influencia de los obstáculos en
la solución y en el gradiente resultante, de manera que la repulsión producida
por un obstáculo no dependa de su tamaño, para ello se define el concepto
de masa de un obstáculo como
MOi = ρOiVOi (3.76)
de forma que, para un obstáculo aislado, el flujo del gradiente que atraviesa




∇ui · dS =
∫
V
∇2udV = −ρOiVOi = −MOi (3.77)
Para un obstáculo aislado circular (2D), el valor máximo situado en el centro
seŕıa
uMAXOi = uCOi +
ρk
4




Debiéndose cumplir, para uniformizar la influencia de los obstáculos, que
MOi = MOj = KM ∀(i, j) ∈ [n, n] y | i 6= j (3.79)






El establecimiento de la región parche en torno del objetivo debe de realizarse
teniendo en cuenta la función que debe desempeñar:
- Acentuar el gradiente en el dominio sin crear mı́nimos locales.
Para cumplir este fin, la región parche debe estar confinada por los obstácu-
los, debe tener un tamaño reducido y su valor ρ no debe ser muy elevado.
De este modo se minimiza el riesgo de mı́nimo local pero no se anula, con la
modelización mediante coronas propuesta en la sección siguiente se elimina
este riesgo.
En el caso ideal del ejemplo en 2D, el parche es un ćırculo centrado en el
objetivo y los obstáculos son también modelados como ćırculos.





∇u · dS =
∫
VG
∇2udV = 1 +MP −MO (3.81)
donde MP es la masa del parche, con signo contrario a la masa de los
obstáculos y valor MP = ρPVp.
Este flujo global φG, interesa que tenga un cierto valor positivo que de-
berá aportar el contorno (en este caso situado en el infinito por simplicidad),
de esta forma existirá un gradiente mı́nimo en todo el dominio.
Con la finalidad de que exista un determinado gradiente en el dominio que
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conduzca hacia el punto objetivo, el contorno debe aportar un gradiente de-





donde φG es el flujo global del gradiente aportado por el contorno, que cumple
φG = 1 +MCP −MCO (3.83)





φG − 1 +MO
VP
(3.84)
En resumen y a la vista de los resultados, se concluye:
• La definición de una zona ΩP , en torno de la función delta, donde la función
será subarmónica, supone la generación de un pozo de potencial que acentúa
el gradiente en todo el dominio.
• Manejando adecuadamente MP y MO se puede obtener un déficit positivo
del balance del flujo entre los obstáculos, el pozo de potencial y la función δ;
lo que determina la necesidad de aportación de flujo del gradiente por parte
del contorno y, por consiguiente, una mejora del mismo en el dominio.
• El hecho de poder definir la masa de cada obstáculo, hace el procedimiento
más flexible para su combinación con los métodos de exploración aleatoria
del espacio de configuraciones; en los cuales se obtiene información parcial
del entorno, en etapas sucesivas (caṕıtulo 6)
3.5.3. Modelización de los obstáculos mediante coro-
nas circulares.
La mayor facilidad para determinar la superficie de contorno en lugar
del volumen, tanto de los obstáculos como del pozo de potencial, aśı como
una mejor definición de los contornos, sugiere la utilización de superficies de
contorno en lugar de volúmenes para modelar los obstáculos y el pozo de
potencial.
Aśı, utilizando la misma idea de modelización del apartado anterior, se realiza
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Figura 3.16: Modelización de los obstáculos y pozo de potencial mediante
coronas circulares.
La modelización de un obstáculo mediante una función superarmónica, en
forma de corona circular, vendrá dada por
∇2u = ρ(r− rO), (3.85)
donde ρ tomará un valor constante negativo dentro de la corona circular,





−ρk, ∀r ∈ R1 ≤| r− rO |≤ R2
0, ∀r ∈ (| r− rO |< R1) ∪ (| r− rO |> R2)
Para r < R1
∇u = 0 → u = Constante (3.86)














u = uR2 −
∫ r
R2
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donde la masa de la corona vale
MCOi = ρCOiSCOi ≈ ρCOieLCOi , (3.90)
ya que el espesor de la corona e será bastante inferior al radio interior. De
todas formas, como el objetivo es dar una cierta uniformidad a la influencia
de los obstáculos, con una aproximación es suficiente.




















Imponiendo la condición de que la influencia de todos los obstáculos sea
la misma: MOi = KM , el valor ponderado de la función ρ para la corona





El producto escalar entre el gradiente y el vector normal, en cualquier punto
del contorno, debe ser positivo (gradiente saliente del contorno)
(∇u · n)|P > 0 ∀P ∈ Cont, (3.94)
pero, aplicando condiciones de Dirichlet, el gradiente en un punto del con-
torno es la suma vectorial de los gradientes aportados por los obstáculos
∇uCOi , por la corona pozo ∇uCP y por la función delta ∇ud, de acuerdo con
el principio de superposición.
Para evitar que ∇u · n < 0 en uno o varios puntos del contorno, debe de
cumplirse que DMFC >> 0. Pero esta condición no es suficiente, ya que
puede ocurrir que un determinado obstáculo esté muy próximo al contorno
d(Oi, CONT ) < λMIN (3.95)
y su gradiente (saliente del mismo) supere el gradiente medio global del
contorno, en este caso se produciŕıan mı́nimos locales en el contorno. Esta
situación se puede evitar de alguna de las maneras siguientes:
Anexionando el obstáculo al contorno.- Tiene la pega de que el pasillo
entre el obstáculo y el contorno queda eliminado.
Aplicando al obstáculo condiciones de contorno de Neuman.- Es siem-
pre un buen recurso para aplicar en los casos problemáticos y dificiles.
Además, si aplicamos Neuman a un obstáculo, el balance del gradien-
te que tiene que aportar el contorno aumenta. Tiene la pega que las
trayectorias pueden pasar rozando el obstáculo.
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Figura 3.17: Adaptación de la capa de pozo de potencial a un obstáculo
próximo.
Reducir ρ en el obstáculo implicado y aumentarlo en la Corona del
Pozo de potencial CP , para hacer que |∇ui| < |∇uMED|
Por lo tanto, en la utilización de las funciones sub y superarmónicas para la
planificación de movimientos en robótica, la modelización mediante coronas
o capas superficiales es idónea porque:
Permite mejorar la distribución del gradiente en el dominio sin perder
la definición de los contornos.
La homogeneización de la influencia de los obstáculos es más fácil me-
diante la estimación aproximada de la longitud de sus contornos.
La utilización de una corona de atracción de potencial, en torno de la
función delta destino, mejora el gradiente sin el peligro de aparición
de un mı́nimo local ya que, el gradiente aportado por la corona en su
interior es nulo y su influencia nula en esa región.
Aśı, el modelo básicamente considera el contorno (al cual se le aplican con-
diciones de contorno homogéneas de Dirichlet) y los obstáculos que quedan
definidos por regiones en forma de capas o coronas donde la función poten-
cial será superarmónica, además una capa en torno del punto destino donde
la función será subarmónica que reforzará el gradiente de atracción hacia el
objetivo.
La obtención de la región capa denominada pozo de atracción CP , debe
realizarse teniendo en cuenta el espacio libre disponible en torno del pun-
to objetivo; estableciendo una distancia mı́nima a los obstáculos dMIN y
una cierta distancia máxima al punto objetivo dMAX . Aśı, la capa pozo es-
tará comprendida dentro de la corona, centrada en el punto objetivo, de radio
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mı́nimo dMIN y de radio máximo dMAX , sin que intersecte con los obstáculos
en ningún punto, tal como se muestra en la figura 3.17.
Este método de representación de obstáculos, mediante funciones superarmóni-
cas, es presentado por Iñiguez y Rosell en la publicación [6] del apartado 7.1.
3.6. Aportación
En este caṕıtulo se ha realizado el estudio, con obtención numérica de
resultados, de la influencia de las condiciones de contorno en las propiedades
de la solución de la ecuación de Laplace. Igualmente se han analizado las
propiedades de las funciones superarmónicas y subarmónicas. De esta mane-
ra, las aportaciones de este caṕıtulo se resumen el los siguientes ı́tems:
- Se han desarrollado implementaciones para el cálculo anaĺıtico de funcio-
nes armónicas en entornos simples en 2D: Utilizando las funciones de Green
para resolver la ecuación de Poisson en distintos modelos básicos del espacio
de configuraciones, y utilizando el MATLAB como herramienta de cálcu-
lo numérico, se han calculado e ilustrado gráficamente distintas situaciones
sobre las que se han podido extraer conclusiones fundamentales para el mol-
deado del gradiente.
- Se ha propuesto el uso de condiciones de contorno de Dirichlet no uniformes
como una opción para el moldeado del gradiente en las funciones armónicas.
Basándose en esta posibilidad se ha desarrollado un método para la obten-
ción de funciones potenciales aplicables a la planificación de movimientos; la
posibilidad de aparición de un mı́nimo puntual en el contorno, aśı como un
determinado coste computacional, son los puntos débiles del procedimiento.
- Se ha propuesto la utilización de condiciones de contorno mixtas, con zo-
nas donde se aplican condiciones de contorno de Dirichlet y zonas donde se
aplican condiciones de contorno de Neuman, que permiten modelar el gra-
diente de la función potencial resultante, de forma que se puede garantizar
un gradiente mı́nimo en zonas alejadas del objetivo.
- Se ha propuesto una opción novedosa, independientemente de las condi-
ciones de contorno, para el moldeado del gradiente:
La utilización de funciones superarmónicas y subarmónicas. El modelado de
obstáculos mediante funciones superarmónicas, aśı como la definición de una
región subarmonica en torno del punto objetivo, permite moldear el gradiente
por efecto de balanceado de masas positivas y negativas. Basándose en estas




en entornos dinámicos y
cambiantes
En un entorno dinámico, constituido por obstáculos en movimiento, es
posible obtener una función potencial dependiente del tiempo que sirva para
la planificación de trayectorias:
Modelando el espacio de configuraciones mediante la ecuación del calor, de
forma que los obstáculos móviles se correspondan con una función generadora
de calor, su solución da una función potencial con la que es posible predecir
la trayectoria de un obstáculo y crear los movimientos reactivos que eviten
colisiones, tanto si el robot está en movimiento como si está en reposo. En
el apartado 4.1 se realiza el análisis de un modelo matemático básico y en el
4.2 se deduce un método de control que corrije la posición o la trayectoria
del robot, evitando colisiones con un obstáculo en movimiento.
Por otro lado, un método que utilizase una exploración aleatoria incremental
en un entorno estático; en cada paso exploraria un poco más del espacio de
configuraciones, obteniéndose ligeras variaciones del mismo. Utilizando una
función potencial sobre este entorno cambiante, se realizaŕıan actualizaciones
del cálculo de dicha función potencial: Cada nuevo cálculo parte de un valor
inicial que es calculado en el paso anterior. Por la propiedad de estabili-
dad de la solución, el nuevo valor de la función potencial diferirá poco del
anterior y el tiempo de computación será muy reducido. En el apartado 4.3
se realiza un análisis teórico de los casos presentados.
4.1. Estudio anaĺıtico para condiciones inicia-
les y función obstáculo
Un entorno dinámico, en el espacio de configuraciones, formado por un
obstáculo en movimiento y contorno en el infinito, puede ser modelado por
la ecuación del calor; con una función como foco generador de calor en mo-
vimiento, en representación de un obstáculo móvil, y unas determinadas
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Figura 4.1: Función influencia de difusión.
Figura 4.2: a) Función generadora de calor, modelo de un obstáculo en mo-
vimiento. b) Solución de la función obstáculo en movimiento.
condiciones iniciales. La obtención de una expresión anaĺıtica para la fun-
ción potencial solución de la Ecuación en Derivadas Parciales (EDP) y la
representación gráfica correspondiente mediante MATLAB, permite extraer
conclusiones que sirvan de base para el diseño de la estrategia de control de
trayectorias en entornos dinámicos.
La complejidad del planteamiento requiere la consideración de un modelo










+ q(x, t), −∞ < x <∞
c.i. u(x, 0) = f(x)
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U(ω, t) + kω2U(ω, t) = Q(ω, t)
c.i. U(ω, 0) = F (ω)
cuya solución será la suma de la solución homogénea más la solución parti-
cular











tal como se puede demostrar sustituyendo en la EDO y teniendo en cuenta
el primer principio de cálculo.
Por lo tanto, la solución completa será








c(ω) = U(ω, 0) = F (ω) (4.5)
Sustituyendo
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Figura 4.3: Función potencial y función obstáculo en movimiento. Tomando
como parámetro el tiempo o la distancia en la solución mostrada en 4.2b.
(a = 5m y v = 0,5m/s)
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que se difunden dependiendo de k mediante la función influencia:







representada en la figura 4.1.





















1, para x0 + vt− a2 < x < x0 + vt+ a2
0, para el resto
donde x0 es la posición inicial del centro del obstáculo, v su velocidad de
desplazamiento y a su anchura (figura 4.2a)


















Su representación gráfica, obtenida por métodos numéricos con MATLAB,
se muestra en las figuras 4.2b y 4.3 para a = 5u.d.l. y v = 0,5m/s.
4.2. Control de la configuración y de la trayectoria
de un robot en un entorno con obstáculos
móviles.
De acuerdo con los resultados cualitativos obtenidos en el apartado ante-
rior, un obstáculo en movimiento (representado por un foco de calor, también
en movimiento) producirá una función potencial (solución de la ecuación del
calor) que presentará una asimetŕıa en la distribución de las curvas de nivel
(y en el gradiente) con respecto a dicho obstáculo en movimiento: estas se
concentrarán en el frente del movimiento y se separarán en la estela del mis-
mo.
El navegador que obtenga trayectorias a partir de esta función potencial
dinámica, deberá evitar las colisiones mediante la dedución de movimien-
tos correctores reactivos en respuesta al acercamiento de un determinado
obstáculo; para ello seguirá la evolución puntual de la función potencial co-
rrespondiente a la posición actual del robot:
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Figura 4.4: Función potencial y obstáculo en movimiento: v0, velocidad del
obstáculo O. T1, trayectoria prevista inicialmente. VT , velocidad prevista
en el punto P . c, velocidad de acercamiento detectada en el punto P . vr,
velocidad reactiva.
Si un obstáculo se acerca a un punto el valor de la función aumen-
tará en dicho punto y la variación temporal relativa por cada coorde-
nada (derivada temporal del gradiente), determinará el vector dirección
de acercamiento o alejamiento (figura 4.4). Este vector se utilizará para
generar el movimiento reactivo corrector, en caso de acercamiento; bien
de la trayectoria o bien de la posición del robot.
Para diseñar el esquema de control, el primer paso es considerar la velocidad
de acercamiento-alejamiento del obstáculo (c) en un punto de la trayectoria





De esta velocidad se deduce una fuerza de colisión virtual de repulsión, dada
por
fV = Kf · c (4.14)
donde Kf es la matriz de amortiguamiento, que relaciona el vector velocidad
c con el vector fuerza de colisión virtual fV .
Similarmente a como se hace en el caso de colisión f́ısica ([18] y [19]) interesa
obtener la proyección de esta fuerza sobre la superficie equipotencial que pasa
por el punto P (representado por Seq en la figura 4.4)
vr = kr (vT × (fV × vT )) , (4.15)
donde vT es la velocidad nominal de la trayectoria sobre una ĺınea de co-
rriente (vT = vT
∇u
|∇u|
) y kr es una constante real positiva. Aśı, el vector vr
indica el camino de alejamiento de la trayectoria actual, situada sobre una
ĺınea de corriente, a una nueva ĺınea de corriente que igualmente conducirá al
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Figura 4.5: Control correctivo por amortiguamiento.
objetivo.
El control sólamente deberá actuar en el caso de acercamiento del obstáculo





Constante > 0, para d · c < 0 y |d| < dC
0, para d · c > 0 o |d| > dC
Aśı, la velocidad resultante de actuación será
ve = vT − vr (4.16)
Si esta vale cero (es decir el manipulador se halla en una posición deseada) y
se le acerca un obstáculo; este saldrá de la posición actual con una velocidad
proporcional a la velocidad de acercamiento.
El sistema de control se representa en la figura 4.5, y tiene que cumplir
que la velocidad de cálculo de refrescamiento de datos debe ser superior a la
velocidad de desplazamiento de los obstáculos.
4.3. Distribución espacial del cambio de la
función potencial debido a un cambio lo-
cal
En cualquiera de los casos: cambio de posición del punto destino, cambio
de posición de un obstáculo y aparición de un obstáculo nuevo, la influencia
que tendrán sobre el cambio del valor del potencial será progresivamente
menos importante conforme mas alejados nos encontremos de la zona de
cambio, y esta influencia será tanto menor cuanto mayor sea el número de
variables del C-espacio. Este hecho permite concentrar el cálculo en las zonas
y sus entornos próximos donde se ha producido el cambio, reduciéndose el
tiempo de cómputo global.
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Figura 4.6: Cambio de posición del punto destino.
Cambio de posición del punto destino.- Suponiendo que se ha encon-
trado una trayectoria (partiendo de su función potencial) con destino
en el punto ri, y que se encuentra otra que enlace este punto con el
situado en rj, interesa conocer la distribución espacial del cambio de la
función potencial, debido únicamente al cambio de posición del punto
destino.
Realizando la diferencia de modelos, se obtiene
∇2u = δ (r− ri) en Ω





∇2u′ = δ (r− rj) en Ω





∇2v = δ (r− ri)− δ (r− rj) en Ω





que es el modelo diferencia, con condiciones de contorno homogéneas
y donde v = u − u′ es la función diferencia entre la nueva y la vieja
función potencial.
Para evaluar, de forma cualitativa, la distribución espacial del cambio
de la función potencial consideramos primero el entorno exterior a los
dos puntos, el anterior y el actual, para ello aplicamos el teorema de la













(δ (r− ri)− δ (r− rj)) dV = 0 (4.17)
∮
S
∇v · d~S =
∮
S
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dS = 0 (4.19)







que indica que el valor medio de la derivada direccional normal de la
función potencial diferencia, en torno de una superficie que engloba los
dos puntos de cambio, es cero; considerando además que las condiciones
de contorno del modelo diferencial son homogéneas, se tiene en cierto
modo la condición cualitativa de que los efectos del cambio en entornos
alejados es muy pequeña o nula.
También se puede ver que se cumple en cualquer punto del C-espacio
(no coincidentes con los puntos ri y rj )









donde ∂/∂n es la derivada en la dirección n. Considerando el modelo
∇2u = δ (r− ri) con condiciones de contorno en el infinito, para una















cuanto mayor es el número de variables del C-espacio y mayor es el
radio de la hiperesfera de integración más pequeño es el valor de la
derivada direccional. El mismo razonamiento sirve para u′ y, utilizando
















Con lo cual se concluye que el cambio de u a u′ se concentra princi-
palmente (independientemente de las condiciones de contorno) en los
entornos próximos de las zonas donde ha desaparecido δ(ri) y donde
ha aparecido δ(rj).
Cambio de posición de un obstáculo.- En este caso, a diferencia del
apartado 4.1, no cuenta la variable tiempo; mientras dura el proceso
de cálculo de una trayectoria, las posiciones tanto del punto destino
como de los obstáculos se consideran invariables, constituyendo un es-
cenario de cálculo (i). La posibilidad de que algún obstáculo cambie
(normalmente de forma ligera) su posición en el C-espacio da lugar a
un escenario de cálculo nuevo (i+ 1).
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Figura 4.7: Cambio de posición de un obstáculo.
En ambas posibilidades de modelado de los obstáculos, como contorno
y como función, se obtiene el mismo resultado: la influencia del cambio
se atenúa con la distancia, tanto más cuanto mayor es el número de
grados de libertad.
En la figura 4.7, el obstáculo O se desplaza ligeramente de la posición
Oi a la posición Oi+1 de forma que una zona será coincidente y otra
desaparece de la fase i para aparecer en la fase i + 1, únicamente esta
zona de cambio será la que afecte a la variación de la función potencial
en el nuevo escenario de cálculo.
- Obstáculo modelado como contorno interior.- Para un obstáculo mo-
delado como contorno interior a un dominio Ω
∇2u = δ (r− rd) en Ω





donde el obstáculo O está definido por el contorno ∂ΩO. La solución
será
u(r) = g(r, rd) + IO (4.24)
La aportación (como suma) a la solución dada por el obstáculo viene








donde G es la función de Green y rc representa la posición de un punto
cualquiera del contorno del obstáculo.






dS = k · 1 = k, ∀r /∈ O, (4.26)
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esto es aśı independientemente de la posición del obstáculo. En cuanto
al otro término de la solución g(r − rd), es coincidente con la función
de Green situada en rd y, atendiendo a su método de obtención me-
diante las cargas imagen, existirá una carga imagen neta negativa (−δ)
en el interior del obstáculo, de forma que aplicando el teorema de la
divergencia a una superficie que contenga dicho obstáculo se cumplirá
∮
S
∇u · dS =
∫
V
(−δ) dV = −1, (4.27)
∮
S
∇u · dS =
∮
S





dS = −1 (4.28)









que indica que el valor medio de la derivada direccional normal de la
función potencial, en torno de una superficie que engloba al obstáculo,
es inversamente proporcional a dicha superficie.
En conclusión: el efecto que tiene en la función potencial un cambio de
posición de un obstáculo (modelado como contorno interior) es apre-
ciable en el entorno próximo de (figura 4.6)
Oǫ = (Oi ∪Oi+1)− (Oi ∩Oi+1) , (4.30)
y es muy pequeño en el entorno situado a partir de cierta distancia.
- Obstáculo modelado como función.- Para el caso del movimiento de
un obstáculo modelado como función, se obtiene el modelo diferencia
∇2u = ρi (r) en Ω





∇2u′ = ρi+1 (r) en Ω





∇2v = ρǫ (r) en Ω










> 0, ∀r ∈ Oǫ
= 0, ∀r /∈ Oǫ
Aplicando el teorema de la divergencia al modelo diferencia, con una
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∇v · dS =
∫
V
ρǫ (r) dV (4.31)
Suponiendo que la función ρ que modela el obstáculo tiene un valor















donde Vǫ es el volumen diferencial del movimiento (Oǫ) y S es la su-
perficie de integración, cuyo radio es considerado como variable para
indicar la decreciente influencia del cambio conforme nos alejamos del
mismo.
Aparición de un nuevo obstáculo.- La exploración continuada del C-
espacio puede dar lugar a la aparición de nuevos obstáculos y, por
tanto, al cambio del entorno de cálculo. La aparción de un obstáculo
en el entorno tiene un tratamiento y unas consecuencias similares al
movimiento de un obstáculo; la influencia que tendrá en la variación de
la función potencial será importante en el entorno del mismo y será cada
vez más débil conforme nos alejamos del mismo.
Para el caso de un obstáculo modelado como contorno interior el efecto







dS = (f(rc))MED , (4.33)









donde S es cualquier superficie que rodee el obstáculo, por ejemplo una
función esférica de radio R.
Obstáculo modelado como función.- Si un determinado entorno, mo-
delado por ∇2u = ρ (r) y condiciones de contorno en el infinito, expe-
rimenta una variación con la aparición de un obstáculo modelado por
la función ρO, el valor de la función potencial cambiará
∇2u′ = ρ (r) + ρO (r) (4.35)
Para ver la influencia de este cambio a una cierta distancia del nuevo
obstáculo se restan las dos ecuaciones anteriores
∇2(u′ − u) = ρO (r) , (4.36)
y aplicando el teorema de la divergencia en una superficie esférica, de
radio R, que contenga a ρO
∮
S









ρO (r) dV = ρOVO, (4.37)
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para v = u′ − u. Por la simetŕıa del modelo planteado, el gradiente
será de módulo constante y normal a la superficie esférica de integración





El módulo del gradiente, debido al nuevo obstáculo aparecido, es in-
versamente proporcional a Rn−1 para n dimensiones. Por lo tanto, la
influencia del nuevo obstáculo en la función potencial será muy pequeña
a partir de una cierta distancia, con lo cual sólamente será necesario
refrescar el cálculo en una pequeña zona en torno del mismo, redu-
ciéndose el tiempo de cómputo.
4.4. Aportación
En este caṕıtulo se ha particularizado el estudio delas Funciones Armóni-
cas para la planificación de movimientos en entornos dinámicos, llegando a
las siguientes conclusiones:
- Cuando los entornos son dinámicos y los obstáculos pueden moverse a
una determinada velocidad, es posible obtener una función potencial supe-
rarmónica (sin mı́nimos locales) modelando el obstáculo como una función
generadora de calor que se desplaza a una determinada velocidad; dimen-
sionando adecuadamente la constante de difusión, es posible que la derivada
temporal venga acotada, que tengamos una función potencial dinámica pero
siempre superarmónica, de forma que no presente mı́nimos locales.
Además, utilizando esta función potencial dinámica, se propone un esquema
de control reactivo virtual que sirva para corregir las trayectorias (y configu-
raciones estáticas de reposo) evitando las colisiones f́ısicas.
- Cuando los entornos son cambiantes; bien por el cambio de posición del
punto destino, bien por el desplazamiento de un obstáculo o por la aparición
de uno nuevo, el cambio correspondiente de la función potencial se localiza
principalmente en el entorno próximo de aquellas zonas que han cambiado y
a partir de una cierta distancia la percepción de este cambio es más débil. El
tiempo de computación global se verá reducido si se dedica un mayor núme-
ro de iteraciones de cómputo a refrescar el valor del potencial en el entorno
próximo donde se ha producido el cambio.
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Caṕıtulo 5
Cálculo numérico de las
funciones armónicas,
superarmónicas y subarmónicas
Para obtener la solución numérica de la ecuación de Poison se deduce una
ecuación en diferencias definida sobre una discretización del espacio. Para la
resolución de esta ecuación en diferencias existen dos métodos:
I) Métodos directos, que utilizan una notación matricial, con resoluciones
algebraicas como son los métodos de Gauss y sus derivados. Están limitados
en cuanto al número de puntos de cálculo utilizados.
II) Los métodos de relajación de Jacobi, de Gauss-Seidel y de SOR, se usan
cuando el número de puntos de cálculo es muy elevado ya que permiten
obtener una solución válida con un número de iteraciones limitado. Se co-
rresponden con la resolución clásica de ecuaciones en diferencias lo que ofrece
una visión f́ısica del método, permitiendo extraer expresiones anaĺıticas so-
bre las que se deducen propiedades utilizables en la reducción del tiempo de
cálculo.
La multirresolución es un método donde la ecuación en diferencias, utilizada
para el cálculo, se define sobre rejillas uniformes con distintas resoluciones;
el cálculo coordinado y correctivo, en las distintas rejillas, permite reducir el
tiempo de cómputo basándose en las propiedades de los métodos de relaja-
ción.
En este caṕıtulo se propone el cálculo de la ecuación en diferencias sobre
una discretización jerárquica en multirresolución del espacio, lo que permite
una reducción importante del número de puntos de cálculo y el aprovecha-
miento de las propiedades de la multirresolución.
En primer lugar, en el apartado 5.1, se obtiene la expresión de la ecuación
en diferencias, sobre una discretización uniforme; que servirá de base para la
definición de los distintos métodos de relajación.
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Después, en el apartado 5.2, se introduce como nuevo método de cálculo, la
discretización y multirresolución jerárquica adaptativa.
5.1. Discretización uniforme
En una discretización uniforme el espacio queda particionado por una
rejilla constituida por celdillas regulares c de lado h, en las que la función
potencial toma un determinado valor.
5.1.1. Ecuación en diferencias
A una determinada rejilla regular de resolución h (Ωh), le corresponde
una plantilla de cálculo mostrada en la figura 5.1. Utilizando Taylor para dos
variables, el valor del potencial en un punto (q1, q2) respecto del potencial en
otro punto próximo (q10, q20), es:


















































(q1 − q10)(q2 − q20) + . . . (5.1)
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h3 + . . .
donde las derivadas están evaluadas en el punto (q10, q20).
Sumando las cuatro ecuaciones, tenemos la siguiente ecuación en diferencias:












ya que los términos correspondientes a las derivadas de orden impar se anu-
lan, y se consideran nulas la suma de derivadas de orden cuatro y superiores.
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Figura 5.1: Discretización uniforme: Disposición 4 vecinos en cruz.
Generalizando para n dimensiones y considerando la discretización del espa-
cio con N divisiones por cada variable:












representando con el sub́ındice i cada una de las celdillas vecinas de acuerdo














∀qj ∈ Ωh (5.5)
Siendo esta ecuación en diferencias utilizable computacionalmente en el cálcu-
lo de la función en un espacio, el cual dispondrá de unas determinadas con-
diciones de contorno.
Para las funciones armónicas se cumple la ecuación de Laplace (∇2u = 0),








en donde se cumple la propiedad del valor medio, por consiguiente, en ningún
punto del dominio existirá un mı́nimo, ni un máximo.
La ecuación de Poison (∇2u = ρ(r)) modela las funciones superarmónicas











donde: ρ0 = ρ(qj)
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Figura 5.2: Cálculo del potencial de una celda vecina a otra obstáculo, en
una discretización uniforme. (b) Condiciones de contorno de Dirichlet. (c)
Condiciones de contorno de Neuman.
5.1.2. Condiciones de contorno de Dirichlet y de Neu-
man
Para condiciones de contorno de Dirichlet, dadas por
u(r) = uC , ∀r ∈ ∂Ω, (5.8)
aplicadas en un espacio discretizado uniformemente (figura 5.2a), las celdas
correspondientes a la discretización del contorno afectan al valor del potencial
de las celdas vecinas del espacio libre, de forma que un número determinado



















donde uqj (u0 en la figura 5.2b) es el potencial de una celdilla vecina del
contorno, uqji es el potencial de una celdilla vecina libre y uC es el potencial
de la celdilla vecina contorno. NL es el número de celdillas vecinas libres y
NC el de celdillas contorno
NL +NC = 2n (5.10)
Para condiciones de contorno de Neuman, dadas por
∂u
∂n
(r) = Nu, ∀r ∈ ∂Ω, (5.11)
aplicadas en un espacio discretizado uniformemente, el vector normal al con-
torno (n) de un C-obstáculo discretizado, se refiere a las celdillas que contie-
nen el contorno, de manera que en un punto queda adjudicado a la celdilla
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que lo contiene y apunta a una única celdilla contigua del espacio libre (figura


































Donde ∆q = h.
Lo habitual es que Nu valga cero, en cuyo caso el cálculo se simplifica: las
celdillas de contorno quedan excluidas del cálculo del valor medio, en sus
celdillas vecinas del espacio libre. En contrapartida las trayectorias se apro-
ximarán a los obstáculos.
5.1.3. Métodos iterativos
Son los métodos numéricos utilizados para encontrar la solución de la
ecuación de Poison y se corresponden, básicamente, con la discretización de
la ecuación del calor:
∂u
∂t
= ∇2u− ρ(r) (5.15)











Utilizando las ecuaciones (5.5), (5.15) y (5.16), se obtiene el modelo genérico





















y n es el número de variables.






y la solución de la ecuación del calor se corresponde con la solución de la
ecuación de Poison expresada en (5.7)
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Figura 5.3: Eigenvalores e iteraciones en función de número de onda para el
método de Jacobi.
5.1.3.1. Método iterativo de Jacobi
Haciendo (s = 1/2n) y, teniendo en cuenta que el tiempo es irrelevante
en este caso en cuanto a que no afecta a la solución, (∆t = 1) en la ecuación
(5.17) se obtiene el método recursivo de Jacobi para la ecuación de Poison











− ρ0, ∀qj ∈ Ωh (5.20)
obteniéndose valores cada vez más aproximados a la solución buscada.

































= uqj − ukqj) tiende a cero conforme u
k
qj









− ρ0 + ekqj (5.22)
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donde N es el número de particiones de la discretización, pl es el modo o












La solución del error se muestra como una serie de Fourier (para una función
de n variables) cuyas componentes se van aproximando iterativamente a cero.
Puesto que (−1 < λ < 1), se cumple que (ĺımk→∞ e = 0) y el método converge





donde K es el número de iteraciones necesarias para reducir el error a la mi-
tad. Se aprecia que la velocidad de convergencia es muy baja, independiente
del número de variables.
De la expresión anterior también se deduce que cuanto menor sea N (rejilla
mas gruesa) mayor será la velocidad de convergencia. Esta cuestión es muy
importante a la hora de diseñar algoritmos en multirresolución.
Además, si los armónicos de la ecuación del error (5.24) tienen un número de
onda (pl) próximo a N/2, la atenuación de los mismos es más rápida (figura
5.3)
5.1.3.2. Método iterativo de Gaus-Seidel
Este método modifica el de Jacobi de forma que utiliza los valores de la
función en aquellas celdillas vecinas, que justamente se acaban de calcular
en la iteración presente, en lugar de utilizar los valores correspondientes a la
iteración anterior. Con este fin el orden de cálculo, de celdillas, se realiza en
diagonal: se van incrementando correlativamente cada una de las variables.























representa los valores de las celdillas vecinas, que se han calculado
en la iteración actual k y uk−1
qji+
representa los valores de las celdillas vecinas,
que se han calculado en la iteración anterior (k − 1).
























































− ρ0 + ekqj
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Figura 5.4: Eigenvalores en función de número de onda para el método Gauss-
Seidel y N = 50.
Tal como se muestra en el apéndice (A.5.2), la solución es como antes (ecua-







, pl = 1, 2, 3, . . . , N − 1 , (5.27)
sus valores, en función del número de onda, vienen representados en la figura
5.4.
También en este caso (−1 < λ < 1) y (ĺımk→∞ e = 0); en el apéndice (A.5.2),
ecuación (A.129), se demuestra que el número de iteraciones necesario para





lo que supone una reducción respecto al método de Jacobi de 2.
En este caso, como se aprecia en la figura 5.4, cuanto mayor es el número
de onda, menor es el valor de λ y más rápidamente se atenúa el armónico
correspondiente; actuando como un filtro paso bajo. Aśı, si se establecen
unas condiciones iniciales aleatorias, con componentes en alta frecuancia,
más rápidamente se alcanzará el valor deseado.
5.1.3.3. Método iterativo S.O.R. (Sucesive Over Relaxation)
Este método incorpora, respecto del anterior, un parámetro de relajación
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Figura 5.5: Eigenvalores en función de número de onda para el método S.O.R.
y N = 50.
para la ecuación de Laplace ρ0 vale cero. Nuevamente, restando la expresión
de relajación de la expresión exacta

















































































cuyos eigenvalores (de la solución se obtienen en el apéndice (A.5.3)) valen
|λ| =
√
(1− ω)2 + (ω
2









En la figura 5.5 se muestra los eigenvalores en función del número de onda,
para distintos valores del parámetro ω. Se observa, también, como los armóni-
cos, componentes del error, de alta frecuencia se atenuan más rápidamente,
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Figura 5.6: Aumento de la resolución de la rejilla e interpolación de puntos.
El cálculo de los nuevos nodos, en rojo, se realiza en dos fases: I Vecinos en
X, figura (b), II Vecinos en cruz, figura (c).
Para (N = 50) y (pl = 1), su valor es 1,88.
Y, el número de iteraciones que reduce a la mitad el error (A.5.3), ecuación







que es un número mucho más reducido que los anteriores (ecuaciones 5.26 y
5.29 ) ya que N no viene elevado al cuadrado. Por este motivo, el método
iterativo S.O.R. es el utilizado en el planificador de trayectorias.
5.1.4. Cálculo en multirresolución
Puesto que λ es la amplitud de los armónicos de Fourier que componen
el error y es, al mismo tiempo, la base de la expresión recursiva temporal,
los métodos iterativos actúan sobre dichos armónicos de manera desigual.
Excepto el de Jacobi, amortiguan más rápidamente los de alta que los de
baja frecuencia.
Por otro lado las bajas frecuencias del error en una determinada rejilla de
discretización fina, son frecuencias altas en un discretización gruesa. De esta
manera se pueden realizar inicialmente iteraciones sobre una discretización
gruesa, amortiguando los armónicos más rápidamente, y pasar después los
valores obtenidos a una discretización fina sobre la que se completen los
cálculos iterativos. Además el número de puntos de cálculo se reduce en un
factor de 1/2kn, donde n es el número de variables y k el número de veces
que una división gruesa es mayor que la fina.
Al pasar de una discretización gruesa a otra más fina aparecen nuevos puntos
en los cuales el valor de la función es desconocido. Entonces, se realiza una
estimación inicial en dichos puntos realizando una interpolación (figuras 5.6a,
b y c) lineal y a partir de aqúı se sigue calculando sobre la nueva rejilla.
De la misma forma que el valor exacto del potencial es desconocido, tam-
bién lo es el error; entonces para relacionar el error con la función, en cada
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Figura 5.7: Corrección con rejilla gruesa.
iteración, se define el residuo (en una celdilla i) como:
rki = u
k
i − uk−1i | k = 1, 2, 3, . . . (5.35)
Para obtener una relación iterativa del error, relacionada con el residuo, se
tiene en cuenta que:
eki = ui − uki (5.36)
y
rki = (ui − eki )− (ui − ek−1i ) = −eki + ek−1i (5.37)
de donde, se obtiene:
eki = e
k−1
i − rki (5.38)
para cada celdilla i.
La idea básica del cálculo en multirresolución es la siguiente (figura 5.7):
1. Realizar unas pocas iteraciones sobre una rejilla de resolución h (Ωh)
para obtener una aproximación de la función u y del error e. Por ejem-
plo, para el método de Jacobi se utilizaŕıan las ecuaciones (5.20),(5.21)
y (5.22). Donde los valores iniciales u0i se establecen de forma aleatoria,
ya que su espectro de armónicos de Fourier es uniforme y, por tanto,
sus componentes de alta frecuencia serán atenuados rápidamente con
las primeras iteraciones.
2. Disminuir la resolución a 2h y transferir (mapear) el error:
e(2h)← e(h)
3. Realizar unas pocas iteraciones sobre Ω2h, utilizando la ecuación (5.21),
para obtener una aproximación del error e.
4. Aumentar la resolución, nuevamente, a h e interpoler los valores del
error: Ω2h → Ωh
5. Corregir la aproximación: uk ← uk + ek
De una manera recursiva se puede ir relajando y mapeando de rejillas
más finas a rejillas más gruesas, para seguidamente volver interpolando y
corrigiendo siguiendo un ciclo en V (figura 5.8). Se consigue una solución con
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Figura 5.8: Multirresolución: (a) Ciclo V. (b) Ciclo FMG.
menos iteraciones si los valores iniciales son buenos, para ello se comienza
relajando en la resolución más gruesa y sucesivamente se va interpolando
hacia rejillas más finas donde se vuelve a relajar, se mapea y vuelve a relajar
en la rejilla gruesa. Sucesivamente se va aumentando la amplitud del ciclo
hasta alcanzar la solución en la rejilla fina. Este método recursivo se denomina
Full Multigrid (FMG) [15].
5.2. Discretización jerárquica adaptativa
Puesto que el objetivo es obtener una función potencial auxiliar que sir-
va para obtener una trayectoria por seguimiento del gradiente, no se precisa
resolución excepto en los contornos de los obstáculos. Por este motivo resul-
ta óptima una discretización jerárquica adaptativa; la cual, sucesivamente,
subdivide las celdas que contienen contorno de obstáculo hasta alcanzar la
máxima resolución prefijada (figura 5.9). Con esta discretización se obtiene
una reducción máxima de los puntos de cálculo ya que en los espacios vaćıos se
adaptarán celdas de máximo tamaño, representando un solo punto de cálculo.
Las ventajas obtenidas con esta discretización son:
•Optimiza la discretización fina, concentrándola en el contorno de los obstácu-
los.
• Con una resolución máxima en los contornos, puntos inicial y final, el
número de puntos de cálculo se reduce en los espacios vaćıos y sólidos.
• El número de iteraciones necesarias en los métodos de relajación es menor
cuanto menor es el número de celdas de cálculo.
Para obtener esta discretización recursiva y adaptativa se precisa una fun-
ción detectora de colisiones que reporte la distancia de colisión; con ella se
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Figura 5.9: Niveles de discretización jerárquica adaptativa al contorno.
Figura 5.10: C debe identificar univocamente una celda, en tamaño y posi-
ción.
determina si una celda corresponde a una celda libre, obstáculo o mixta.
5.2.1. Esquema numérico de identificación de celdas
Para poder calcular el valor de la función en cada celda de la discre-
tización, es preciso ubicar su posición en el espacio. Mientras que en una
discretización regular esta queda determinada por sus coordenadas, en una
discretización jerárquica es necesario establecer un convenio numérico que
identifique uńıvocamente una celda, tanto su tamaño como su situación en
el espacio de configuraciones. Aśı, en la figura 5.10, a una determinada celda
c le corresponderán unas coordenadas (q1, q2) y un determinado tamaño.
Con la finalidad de poder representar cada celda, se establecen distintos ni-
veles de partición (m ∈ N) tal que (0 ≤ m ≤ M), donde M será el máximo
nivel de partición.
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Figura 5.11: Rejillas para diferentes niveles de partición, en un espacio de
configuraciones 2D. Las celdas marcadas se refieren al ejemplo expresado en
la ecuación (5.48)
Y, para un espacio de n dimensiones, a cada nivel de particiónm le corresponderá
una rejilla regular denominada Gnm (figura 5.11), que contendrá 2nm celdas
del tipo cnm, con sus coordenadas cartesianas:
qm = (qm1, qm2, . . . , qmi, . . . , qmn) (5.39)
De esta forma, cualquier celdilla de una discretización jerárquica, vendrá uni-
vocamente identificada por su nivel de partición m (tamaño) y sus coorde-
nadas dentro de la rejilla Gnm, a la que pertenece:
c = cnm ≡ {m, (qm1, qm2, . . . , qmi, . . . , qmn)} (5.40)
Y, el conjunto de rejillas necesarias para la discretización jerárquica, en un
espacio de n dimensiones con un nivel máximo de partición M , será:
Gn = (Gn0 ,Gn1 , . . . ,GnM ) , (5.41)
Por ejemplo, en la figura 5.10 la celda c pertenece a la rejilla G23 y sus coor-
denadas son (3, 4), es decir:
c = c23 ≡ {m, (qm1, qm2)} = {3, (3, 4)} (5.42)
En una discretización jerárquica adaptativa, si una celda cnm debe subdivi-
dirse, generará 2n celdas del tipo cnm+1 (incluidas en ella), cuyas coordenadas
valdrán:
q(m+1)i = 2 · qmi + l(m+1)i | l(m+1)i ∈ {0, 1}, (5.43)
∀i ∈ {1, 2, . . . , n} y m ∈ {0, 1, 2, . . . ,M − 1}








∀i ∈ {1, 2, . . . , n} ∀m ∈ {0, 1, 2, . . . ,M − 1} (5.44)
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De esta forma, la simplicidad de codificación de celdas presentada, junto con
la utilización de la Multirresolución Jerárquica Adaptativa, permitirá una
buena eficiencia de computación de la ecuación de Poison.
Las coordenadas de las celdas del tipo cn(m+h), contenidas en una determinada
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es la matriz binaria de coordenadas, cuyas columnas representan las coorde-
nadas de ubicación en cada nivel con respecto al anterior.
Por ejemplo, en la figura 5.11, la celda del tipo c23 de coordenadas (6, 1),
está contenida en otra del tipo c21 de coordenadas (1, 0) y relacionadas entre































tiene en su segunda columna las coordenadas (0, 1) correspondientes a la po-
sición de la celda (6, 1) del nivel 3, respecto de la celda (3, 0) del nivel 2 que
la contiene y en la primera columna tiene las coordenadas (1, 0) correspon-
dientes a la posición de la celda (3, 0) del nivel 2, respecto de la celda (1, 0)
del nivel 1 que la contiene.
Rosell e Iñiguez, en la publicación [1] del apartado 7.1, proponen un método
de etiquetado y cálculo de las funciones armónicas, utilizadas en la planifi-
cación de movimientos en robótica.
5.3. Multirresolución Jerárquica Adaptativa
En esta tesis se propone utilizar la técnica de multirresolución aplicada a
la discretización jerárquica. Para ello es necesario definir un nuevo método de
multirresolución denominado Multirresolución Jerárquica Adaptativa, que se
basará en los principios siguientes:
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Figura 5.12: Multirresolución Jerárquica Adaptativa. Las figuras de la co-
lumna (a) representan las ditintas fases (de arriba a abajo) de dicretización
jerárquica, y las de las columna (b) son sus correspondientes para el cálculo
en discretización uniforme.
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Tal como se muestra en la figura 5.12, las rejillas de la multirresolución
uniforme se adaptan a la discretización jerárquica.
Mientras que en la multirresolución uniforme los puntos de cálculo de
una rejilla son coincidentes (están autocontenidos) en los puntos de otra
rejilla de mayor resolución (figura 5.6), en la multirresolución jerárquica
adaptativa los puntos de cálculo son los puntos centrales de las celdillas,
de manera que estos no serán coincidentes en los distintos niveles de
resolución, figura 5.13.
El cálculo del potencial y del error se realiza sobre las rejillas uniformes,
como en la multirresolución uniforme. Pero en un determinado nivel de
resolución, solo se calculan las celdillas que no están contenidas en una
celda de la discretización jerárquica correspondiente, celdas verdes en
la figura 5.12.
Las celdillas contenidas en otra de la discretización jerárquica tendrán
su mismo valor de potencial, y no será necesario calcular, celdillas rojas
en la figura 5.12.
El paso de una rejilla a la siguiente más fina Ωh ← Ω2h se realiza
interpolando, ponderando con la distancia, en las celdillas que les co-
rresponde subdivisión (figura 5.13) y manteniendo el mismo valor en
las que deben permanecer sin refinamiento, celdillas rojas en la figura
5.12.
En la figura 5.12 se ilustra los distintos niveles de discretización uniformes
afectadas por los distintos niveles de discretización jerárquica.
Iñiguez y Rosell en la publicación [2] de 7.1, proponen un método de cálculo
en multirresolución jerárquica adaptativa.
5.3.1. Interpolación
Al pasar de una discretización gruesa a la siguiente más fina, se obtienen
los valores intermedios sobre la rejilla fina mediante una interpolación (figura
5.13a). Esta interpolación puede ser simplemente pasar el valor de la celda
de menor resolución a las de mayor resolución, contenidas en ella (si no hay
partición jerárquica), o bien obtener los valores de las celdas realizando una
interpolación lineal ponderada, respecto de un parámetro, de los valores de
las celdas vecinas (si hay partición jerárquica). Para obtener dicho parámetro
de ponderación αi correspondiente a la celda ci, se considera la distancia
eucĺıdea




2 + · · ·+ d2j + · · ·+ d2n (5.50)
Donde
dj = |qj(ci)− qj(c0)|, (5.51)
Aśı, el parámetro de ponderación αi correspondiente a la celda ci, será
αi = D − d(ci, c0), (5.52)
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Figura 5.13: Ejemplos de interpolación en una discretización jerárquica adap-
tativa: (a) Interpolación. (b) Mapeado.






de manera que el peso de cada celda sea proporcional a su cercańıa al punto
de cálculo c0.








Inversamente, al pasar de una discretización fina a la siguiente más gruesa,
es necesario transferir o mapear los valores previamente calculados. Puesto
que con la discretización en celdillas propuesta no coinciden los puntos, tam-
bién será necesario realizar una interpolación lineal si existe subdivisión de
celdas, en este caso la interpolación será no ponderada ya que los puntos in-
volucrados serán equidistantes y por lo tanto no es necesario realizar cálculo
de distancias. Por ejemplo, el punto 4 de la figura 5.13b, como punto central
de su celda, se computará como el valor medio de los cuatro puntos de sus
subceldas, los cuales son equidistantes al mismo.
En el caso de multirresolución con rejillas uniformes los puntos de cálculo se
sitúan en los nodos de intersección (figura 5.6) y son coincidentes en distintas
resoluciones, por lo que el mapeado es directo sin necesidad de cálculos. Sin
embargo, el ahorro de puntos de cálculo iterativo obtenido con la multirre-
solución jerárquica compensa el coste adicional del mapeado.
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5.3.3. Algoritmos
Los algoritmos necesarios para el cálculo de la función potencial, solución
de la ecuación de Poison, se utilizarán posteriormente en el caṕıtulo 6 para
la obtención del planificador de trayectorias.
5.3.3.1. Algoritmo de cálculo de la función potencial armónica del
C-espacio
Sobre una discretización jerárquica adaptativa del C-espacio se realiza el
cálculo de la función potencial utilizando el método de multirresolución pre-
sentado en el subapartado (5.2.2).
La función base definida como
- CalcularPotencialCespacioMV(nivelJMin, nivelJMax)
realizará un cálculo de ida y vuelta en V entre un nivel de resolución grueso
definido por la variable nivelJMin y un nivel de resolución fino definido por
nivelJMax (algoritmo 5.1). Estos dos niveles de resolución estarán compren-
didos entre el mı́nimo y el máximo corrientes del proceso.
Las funciones utilizadas por el algoritmo son:
potencialRejilla(i, nivelJ): calcula en iter iteraciones el potencial de
la rejilla de nivel jerarquico nivelJ, utilizando el método de relajación
S.O.R.
mapearRejilla(nivelJ, nivelJ + 1): mapea el potencial de la rejilla de
nivel (nivelJ) a la de nivel (nivelJ+1), siguiendo el procedimiento pre-
sentado en el subapartado (5.2.2.2).
errorPotencialRejilla(i, nivelJMax): calcular en i iteraciones el error
sobre la rejilla (nivelJMax), utilizando las expresiones del residuo (5.42
y 5.43).
interpolarRejilla(nivelJ, nivelJ−1): realiza una interpolación para trans-
ferir los valores de la rejilla (nivelJ) a (nivelJ-1), tal como se muestra
en el apartado (5.2.2.1).
corregirRejilla(nivelJ − 1): corrige los valores interpolados sumando el
error calculado (uk ← uk + ek).
De esta forma, la función general
- CalcularPotencialCespacioMJC (nivelJMin, nivelJMax)
utilizará la función base, descrita en el algoritmo 5.1, para realizar el método
recursivo denominado Multirresolución Jerárquica Completa (MJC) el cual
efectúa un ciclo en V creciente (figura 5.8b), tal como se detalla en el apar-
tado 5.2.
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CalcularPotencialCespacioMV(nivelJMin,nivelJMax)
begin
for (nivelJ = nivelJMin to nivelJMax− 1) do
(PotencialRejilla)← potencialRejilla(iter, nivelJ);
(PotencialRejilla)← mapearRejilla(nivelJ, nivelJ + 1);
end;
(errorPotencialRejilla)← errorPotencialRejilla(iter, nivelJMax);
for (nivelJ = nivelJMax to nivelJMin− 1) do
(PotencialRejilla)← interpolarRejilla(nivelJ, nivelJ − 1);
(PotencialRejilla)← corregirRejilla(nivelJ − 1);
end;
end;
Algoritmo 5.1: Cálculo del potencial sobre una discretización jerárquica adap-





for i = 1 to (nivelJMax− nivelJMin) do
(PotencialRejilla)←
CalcularPotencialCespacioMV (nivelJMax− i, nivelJMax);
end;
end;
Algoritmo 5.2: Cálculo del potencial sobre una discretización jerárquica adap-
tativa, utilizando el método de Full Multigrid (FMG).
Donde:
inicializaPotencialAleatorioRejilla(nivelJMax)
inicializa con valores aleatorios la variable vectorial PotencialRejilla en su
máxima resolución.
5.3.3.2. Algoritmo de obtención de la trayectoria
Una vez calculada la función potencial, sobre la discretización jerárqui-
ca, siguiendo el gradiente de la misma se obtiene el canal de trayectoria, el
cual estará constituido por un conjunto de celdas concatenadas de diversos
tamaños que enlaza la celdilla de inicio (cini) con la celdilla final (cfin).
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Figura 5.14: Función potencial y canal de trayectoria.
Figura 5.15: Refinamiento del canal.
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La función TrayectoriaFina(Trayectoria), obtiene en refinamientos consecu-
tivos la trayectoria en su máxima resolución (algoritmo 5.3), para ello se le
pasa el canal a través de la variable Trayectoria y devuelve en la misma va-
rible la trayectoria deseada.
Las funciones utilizadas por el algoritmo son:
resolucion(Trayectoria): devuelve valor cierto cuando todas las celdi-
llas que componen la variable Trayectoria son de la máxima resolución.
particion(Trayectoria): devuelve las celdas de Trayectoria después de
realizar una partición 2n de aquellas que no estén con la máxima reso-
lución.
calculoPotencial(Canal): realiza y devuelve el cálculo del potencial en
el dominio definido por las celdas de la variable vectorial Canal, consi-
derando contorno la parte exterior del mismo.
canalTrayectoria(Canal, bini, bfin): devuelve el nuevo canal de trayec-












Algoritmo 5.3: Algoritmo para la obtención de la trayectoria a partir del
canal.
5.4. Obtención de resultados
La inexistencia de aplicaciones que permitan implementar los algoritmos
presentados en este caṕıtulo, ha hecho necesario desarrollar una mediante la
cual se puede obtener resultados numéricos y gráficos en distintos entornos.
La herramienta de programación utilizada ha sido Visual C++ de Microsoft.
• En la figura 5.14 se muestra, en 2D, un ejemplo de entorno discretizado
jerárquicamente, con la función potencial calculada modelando los obstáculos
como contorno, para unas condiciones de contorno de Neuman y suponiendo
continuidad ćıclica de la variable q1 del espacio de configuraciones.
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Figura 5.16: Aplicaciones distintos escenarios.
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• En la figura 5.15 se muestra un ejemplo en 2D, de los pasos seguidos
(de izquierda a derecha y de arriba hacia abajo) para la obtención de una
trayectoria en máxima resolución, partiendo del canal de trayectoria.
• En la figura 5.16 se muestra, también en 2D, la obtención de trayecto-
rias en distintos entornos con grados de dificultad extremos (excepto el caso
a), con lo que se puede corroborar el alto grado de eficiencia del método en lo
que se refiere a la obtención de trayectorias. En los cuatro casos planteados
(a, b, c y d) se modelan los obstáculos como contorno, el punto inicial como
valor elevado y el punto final como valor bajo y utilizan condiciones de con-
torno de Neuman. Se muestra primero la figura del entorno (completamente
discretizado) con los dos puntos extremos de la trayectoria requerida, la si-
guiente figura incorpora el canal de trayectoria encontrado y la tercera figura
muestra la trayectoria obtenida por refinamiento del canal. En este ejemplo
se constata la conveniencia de utilizar condiciones de contorno de Neuman
en los pasillos largos y estrechos, tal como se analiza en el apartado (2.3.2).
• En la figura 5.17 se muestra, gráficamente, los resultados computacionales
(número de iteraciones) obtenidos para tres tipos de entornos planteados: (a)
entorno muy fragmentado, (b) medianamente fragmentado y (c) poco frag-
mentado con pasillos extrechos. El metodo iterativo utilizado es el S.O.R.
estudiado en el apartado 5.1.4.3, donde con un entorno regular simple se ob-
tuvo una (ω) óptima. Sin embargo en este ejemplo se estudia su influencia
para distintos entornos complicados, por lo que se hace variar entre cero y
uno a intervalos de una centésima. Las condiciones de contorno planteadas
serán mixtas
u(r) = αuD + (1− α)
∂u
∂n
(r), ∀r ∈ ∂Ω (5.55)
donde el parámetro α se hace variar también entre cero y uno, a intervalos
de una centésima. Aśı, un punto de la superficie indica el número de itera-
ciones realizadas para encontrar una trayectoria, con un determinado valor
de α y de ω. El número de puntos de la superficie (104 puntos) representa
el número de realizaciones o trayectorias encontradas. Entonces, se observa
que existe un valor óptimo del parámetro ω (situado en la parte más baja
del valle de las figuras 3D), el cual vaŕıa ligeramente con respecto a α y tam-
bién con respecto al tipo de entorno. También se observa, con respecto a las
condiciones de contorno, una situación óptima para (α = 1) correspondiente
a las condiciones de contorno de Neuman, conforme α disminuye aumentan
el número de iteraciones hasta alcanzar un máximo, disminuyendo después
con una pendiente que depende del tipo de entorno, pero que no llega hasta
el mı́nimo de Neuman.
• En la figura 5.18 se muestra la discretización jerárquica de un entorno
que modeliza los obstáculos como funciones real positivas con forma de co-
ronas y en torno al punto destino, fijado a un valor bajo, se sitúa una corona
atractiva como una función real negativa, además se consideran condicio-
nes de contorno en el infinito. En el apartado 3.7.3 se propone este enfoque
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Figura 5.17: Iteraciones distintos escenarios.
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Figura 5.18: Planificador mediante anillos.
con el que se obtiene una distribución del gradiente que no presenta zonas
excesivamente planas.
5.5. Aportación
En este caṕıtulo se han estudiado los métodos numéricos para el cálculo
de las funciones armónicas, subarmónicas y superarmónicas:
- Se han estudiado los distintos métodos de relajación, aśı como la rela-
ción existente entre la velocidad de convergencia de los mismo y el grado de
resolución.
- En este caṕıtulo también se ha propuesto un método numérico novedo-
so para el cálculo de las funciones armónicas, subarmónicas y superarmóni-
cas, basado en métodos de multirresolución aplicados a una discretización
jerárquica adaptativa. Con este método numérico se obtiene una redución de
ciclos de iteración al mismo tiempo que una redución de puntos de cálculo,
todo ello conservando la máxima resolución en los contornos; condición nece-
saria para obtener funciones potenciales que sirvan para generar trayectorias
próximas a los obstáculos, tal como seŕıa el caso en pasillos estrechos.
Caṕıtulo 6
Uso de las funciones armónicas
en espacios de configuraciones
explorados mediante técnicas
de muestreo
Con la discretización jerárquica adaptativa, introducida en el apartado
5.2, se consigue una reducción del número de celdillas de cálculo respecto de
la discretización uniforme. Esta reducción es tanto menor cuanto mayor es el
contorno de obstáculos (figura 6.1a, b y c) y, el número de celdillas totales
crecerá exponencialmente con el número de grados de libertad del C-espacio.
Por este motivo, es costoso computacionalmente el calcular de forma exac-
ta o aproximada (con cierta resolución) todo el espacio de configuraciones;
mientras que los métodos de muestreo son eficientes ya que no modelan el
C-espacio, solo captan con curvas unidimensionales la conectividad del espa-
cio libre del C-espacio.
En esta tesis se presenta un nuevo planificador basado en la combinación de
métodos de muestreo con los métodos basados en funciones armónicas.
Esta combinación se basa en un entrelazado entre el cálculo de funciones
armónicas sobre un espacio discretizado jerárquicamente y la exploración de
Figura 6.1: Discretización jerárquica completa del C-espacio en 2D: Efecto
del crecimiento del contorno sobre la discretización.
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dicho espacio mediante muestreo.
Para ello se utiliza un tipo de muestreo que, en lugar de muestrear si una
configuración es libre o de colisión, se muestrea si una celdilla de discretiza-
ción es libre, de obstáculo o de contorno.
Aśı, en el apartado 6.1 se presenta un planificador que utiliza una función
detectora de colisión que también devuelve la distancia de colisión, mientras
que en apartado (6.4) se presenta una alternativa de planificador, que utiliza
una función detectora de colisión que no devuelve la distancia de colisión.
6.1. Planificador PHM básico
El método de planificación propuesto, denominado “Probabilistic Harmo-
nic Funtion Method”(PHM), resuelve la trayectoria utilizando una función
potencial armónica calculada sobre una discretización jerárquica adaptativa
del C-espacio; el cual es explorado de manera aleatoria con el nuevo tipo
de muestreo de celdas, propuesto en este apartado, con el que se obtiene un
conocimiento parcial del entorno en zonas y en resolución. Los obstáculos
forman parte del contorno, sobre el que se aplica condiciones de contorno
Dirichlet, y en el punto destino se sitúa la función delta.
Inicialmente el espacio de configuraciones es desconocido; únicamente un pun-
to de situación y otro de destino (figura 6.2a), ambos de máxima resolución,
se establecen determinando una discretización inicial que reporta una serie
de celdas de distinto tamaño y contenido también desconocido. El muestreo
aleatorio de estas celdas definirá la situación y forma de los obstáculos pro-
gresivamente. Suponiendo que se muestrean las celdas c1, c2 y c3 (figura 6.2b),
estas se identifican como libre, obstáculo y de contorno respectivamente; c3
se subdivide generando 2n celdas que se añaden al conjunto de celdas de
contenido desconocido (figura 6.2c).
De esta forma, en la discretización del C-espacio, se establecen tres tipos o
conjuntos de celdas:
Celdas de contenido desconocido (grises)
G = {cG1 , cG2 , . . . , cGNG}, (6.1)
Celdas pertenecientes a los obstáculos (negras)
B = {cB1 , cB2 , . . . , cBNB} (6.2)
Celdas pertenecientes al espacio libre (blancas)
W = {cW1 , cW2 , . . . , cWNW } (6.3)
Los conjuntos de celdasG,B yW se definirán como variables vectorizadas,
que estarán formadas por los códigos o etiquetas de las celdas correspondientes,
pudiendo ser estas de máxima resolución o no, dependiendo del nivel de dis-
cretización.
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Figura 6.2: Muestreo y clasificación de celdas del C-espacio en 2D.
El muestreo aleatorio se realiza sobre el conjunto de celdas grises (G) cuyo
número, partiendo de un número (NG) reducido (figura 6.2a), crece inicial-
mente y posteriormente se va reduciendo, mientras los C-obstáculos se van
definiendo progresivamente.
Sobre este escenario discretizado jerárquicamente, se aplican las condiciones
Sorteo(G)
begin
F ← FuncionIntegral (G);
r ← random (0, 1);
{cGk ← G} tal que {F (cGk) ≤ r};
return cGk
end;
Algoritmo 6.1: Algoritmo del sorteo para el muestreo aleatorio de una celda
perteneciante a G.
de Dirichlet y se calcula una función potencial V (apartado 5.2.4), que se
utiliza para buscar un canal de trayectoria; lo cual puede ocurrir con un
conocimiento parcial del entorno y una reducción del número de puntos de
cálculo.
Con este enfoque se puede obtener un planificador completo, probabiĺıstica-
mente y en resolución. Dicho planificador se desarrolla en los subapartados
siguientes, y es presentado por Iñiguez y Rosell en la publicación [3] del
apartado 7.1.
6.1.1. Selección aleatoria de una celda ponderada por
su tamaño: sorteo para la exploración de celdas
Sea cGk una celda perteneciente al conjuntoG, la probabilidad de selección
de cGk vendrá determinada por el peso ω(cGk), que tendrá en cuenta el tamaño
de dicha celda. Suponiendo que cGkes una celda de nivel de partición mk,
108 CAP. 6. FUNCIONES ARMÓNICAS Y MUESTREO
Figura 6.3: Muestreo aleatorio utilizando la función integral F (ck).








donde VcGk es el volumen de la celdilla cGk en la rejilla G
n
m y VT es el volu-
men total de todas las cedillas perteneciente a Gnm. Es decir, la probabilidad
de selección de una celda se incrementará con el tamaño de la misma; de
esta forma se producirá una rápida caracterización de los contornos de los
obstáculos, ya que la incertidumbre de las celdas grandes parcialmente libres
será despejada antes.
El sorteo efectuado en la operación de muestreo se realiza utilizando una





ω(cGi) ∀cGi ∈ G y 1 ≤ k ≤ NG (6.5)
Aśı, el valor máximo de esta función integral se obtendrá para la última
celda de G (cGNG), y valdrá:
Fmax = F (cGNG) = 1 (6.6)
El procedimiento de muestreo aleatorio o sorteo se implementa de la manera
siguiente: Se obtiene un número aleatorio (r), comprendido entre cero y uno,
utilizando la función integral F (cGk) se extrae la celdilla correspondiente (cGk
en el ejemplo de la figura 6.3 y algoritmo 6.1).
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Figura 6.4: Clasificación de las celdas en el espacio de configuraciones.
6.1.2. Verificación y clasificación de celdas
La celda cGk , extraida por sorteo (con ponderación del tamaño) de G, se
verifica y se identifica como celda libre, obstáculo o contorno. La configu-
ración del robot correspondiente a su centro se pasa a la función detectora
de colisión, la cual reportará la distancia de colisión (dk) sobre el espacio de
configuraciones (esta distancia será positiva si la configuración corresponde
al espacio libre y negativa si corresponde al espacio obstáculo). Entonces, de
acuerdo con la figura 6.4, la celda se clasifica como:
Celda libre: Celda inscrita en la circunferencia de radio dk y dk > 0
(celda c1)
Celda obstáculo: Celda inscrita en la circunferencia de radio dk y dk < 0
(celda c2)
Celda contorno: Celda no inscrita en la circunferencia de radio dk (celda
c3)
Las celdas clasificadas como libre y obstáculo se clasifican como celdas W
y B respectivamente, mientras que la celda contorno se subdivide y las 2n
celdas resultantes se clasifican como celdas de contenido desconocido G. El
apartado 6.2 describe este procedimiento, usando las siguientes funciones:
DistanciaColision(cG): devuelve la distancia mı́nima (en el C-espacio)
del centro de la celda cG al contorno del obstáculo más proximo.
Particion(cG): devuelve la partición de la celda cG.




if (|d| ≥ D) then
if (d > 0) then (W ← W ∪ cG);
else (B ← B ∪ cG);
else {
(cG1 , cG1 , . . . , cGH )← Particion (cG);
G← G ∪ (cG1 , cG1 , . . . , cGH );
}
end;
Algoritmo 6.2: Algoritmo para la verificación y clasificación de celdas. D es
la distancia diagonal de la celda a verificar.
6.1.3. Algoritmo del planificador de trayectorias. Ex-
ploración pasiva de trayectorias
Combinando el método anterior de exploración de celdas, el cálculo de
funciones potenciales armónicas sobre una discretización jerárquica y la ex-
ploración pasiva de trayectorias (consistente en calcular trayectorias sobre
zonas parcialmente desconocidas del C-espacio y evaluación posterior) se di-
seña el generador de trayectorias (algoritmo 6.3):
• Inicialmente, se establece la posición de los puntos inicial y final definidos
por sendas celdas de máxima partición, cini y cfin. Con el resto del C-espacio
se realiza una discretizaqción jerárquica (figura 6.5a), clasificando todas las
celdas como de contenido desconocido (grises), excepto cini y cfin.
• Después de la exploración de NE celdas (figura 6.5b), se aplican las condi-
ciones de contorno de Dirichlet en los obstáculos (celdas negras) y se calcula
la función potencial (VWG) sobre la discretización actual, considerando las
celdas grises como libres, y se realiza la búsqueda de un canal trayectoria
(figura 6.5c).
• Las celdas grises pertenecientes a este canal de trayectoria, serán
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PlanificadorTrayectoria(cini,cfin)
begin
(cini, cfin) ← MarcaInicioFin;










VWG ← CalculaPotencial(G,W,B, cfin);
Canal← CanalTrayectoria(VWG);
Libre← CompruebaClasifica(Canal);





} while ((Libre == FALSE) AND (i < NI));
return Trayectoria;
end;
Algoritmo 6.3: Algoritmo planificador de trayectorias, PHM básico.
comprobadas y clasificadas. Si el canal de trayectoria queda interrumpido,
por celdas subdivididas y clasificadas como grises, se reinicia el procedimien-
to. Repitiendo el proceso hasta que se encuentre un canal de trayectoria libre
o se hayan realizado un número de iteraciones dado (NI).
• Por último, el canal de trayectoria encontrado se refina hasta obtener la
trayectoria con la máxima resolución (figura 6.5d). Para ello se sigue el méto-
do presentado en el subapartado 5.2.3.2.
Para realizar estas tareas el algoritmo cuenta con las siguientes funciones:
CalculaPotencial(G,W,B, cfin): calcula la función potencial conside-
rando las celdas grises junto con las celdas libres.
CanalTrayectoria(VWG): utilizando una función de navegación (por se-
guimiento del gradiente del potencial) intenta encontrar un canal de
trayectoria: si lo encuentra devuelve los códigos de las celdas que lo
componen en la variable vector Canal y si no devuelve (Canal = ∅).
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Figura 6.5: Secuencia ejemplo del método PHM básico.
CompruebaClasifica(Canal): cada una de las celdas grises que forman
parte del canal son verificadas: si son todas libres devuelve (Libre =
TRUE) y si no devuelve (Libre = FALSE).
DiscreInicial (cini, cfin): partiendo del conocimiento de la posición de
las celdas inicial y final, con la máxima resolución, obtiene una dis-
cretización jerárquica inicial del todo el espacio, en celdas grises de
contenido desconocido (figura 6.5a)
Trayectoria(Canal): partiendo del Canal de trayectoria obtiene la tra-
yectoria compuesta por celdillas de la máxima resolución (figura 6.5d)
6.1.4. Estudio de la completitud del método propuesto
Desde un punto de vista dinámico pueden verse las celdas contorno de un
determinado nivel de partición como poblaciones de generaciones sucesivas
(figura 6.6), de forma que la población de la generación correspondiente al
nivel m dará lugar a la población de la generación siguiente (m+1). El simil
seŕıa: una celda-individuo seleccionado al azar, el cual pertenece a una gene-
ración determinada m, genera 2n hijos pertenecientes a la generación (m+1)
y muere.
En un instante determinado coexisten distintas generaciones próximas, cre-
ciendo en población la generación más joven mientras se van extinguiendo las
más viejas. Al mismo tiempo, se observa un crecimiento demográfico global
hasta alcanzar un máximo, descendiendo después hasta la extinción total de
la especie ya que la generación de celdas de máxima resolución mueren sin
descendencia.
CAP. 6. FUNCIONES ARMÓNICAS Y MUESTREO 113
Figura 6.6: Ejemplo de evolución de la población de celdas en G.
Este estudio se desarrolla en los subapartados siguientes, y es presentado por
Iñiguez y Rosell en la publicación [3] del apartado 7.1.
6.1.4.1. Modelo de población de celdas en G
La probabilidad de que una determinada m-celda sea explorada es obte-
nida estudiando la evolución de las poblaciones de las celdas parcialmente
libres en sus distintos niveles jerárquicos. En primer lugar se obtiene el mode-
lo de crecimiento de poblaciones para una determinada tasa de nacimientos
y muertes, para ello se define la nomenclatura siguiente:
• xm,k: es la población o número de celdas de nivel m en G después
de k celdas exploradas.
• Pm: es la probabilidad de que una m-celda sea parcialmente libre.
• Pxm,k : es la probabilidad de que en el paso k el algoritmo seleccione
la población xm,k.
• Pm,k: es la probabilidad de que en el paso k el algoritmo seleccione
una determinada celda perteneciente a la población xm,k.
• Pm,1..k: es la probabilidad de que en k pasos el algoritmo seleccione
una determinada celda perteneciente a la población xm,k.
Cuando una m-celda de G es seleccionada y evaluada como parcialmente
libre, entonces se subdivide en 2n (m + 1)-celdas hijas y se retornan a G,
eliminándose la m-celda progenitora. Por lo tanto se cumplen las siguientes
consideraciones:
• xm,k: decrementa en uno si en el paso (k − 1) una m-celda ha sido
seleccionada.
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Figura 6.7: Modelo de población de celdas en G.
• xm,k: incrementa en 2n si en paso (k − 1) una (m-1)-celda ha sido se-
leccionada y clasificada como parcialmente libre.
• xm,k: permanece constante si en el paso (k− 1) no han sido seleccionadas
una m-celda ni una (m-1)-celda, o śı ha sido seleccionada una (m-1)-celda y
no era parcialmente libre .
Por lo tanto, la población o número de celdas parcialmente libres de nivel
jerárquico (generación)m vendrá dada por el siguiente modelo probabiĺıstico:
xm,k = (xm,k−1 − 1) · Pxm,k+
(xm,k−1 + 2
n) · Pxm−1,k · Pm−1+
xm,k−1 · (1− Pxm,k − Pxm−1,k)+
xm,k−1 · Pxm−1,k · (1− Pm−1) (6.7)
En la figura 6.6 se muestra un ejemplo de evolución de poblaciones y en la
figura 6.7 se muestra la estimación de poblaciones mediante el modelo pro-
babiĺıstico propuesto.
Considerando un espacio de configuraciones de n dimensiones con una discre-
tización jerárquica de M niveles, el número de celdas existentes en un nivel
m tal que m ≤ M es de 2mn m-celdas. Si Nm es el número de m-celdas que
contienen parte del contorno, entonces la probabilidad de que una m-celda





Este valor será estimado muestreando un número sm de m-celdas y verifican-






Las M-celdas que son parcialmente libres son consideradas como celdas obstácu-
lo, puesto que son de máxima resolución, por lo tanto se cumple:
PM = 0 (6.10)
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Figura 6.8: Probabilidad Pxm,k de seleccionar la población xm,k para m =
3, 4, 5 y 6.
6.1.4.2. Probabilidad de selección condicionada por el tamaño de
las celdas
En un espacio discretizado jerárquicamente el tamaño de las celdas es
heterogéneo y depende del nivel jerárquico de partición. Para una C-espacio
de n dimensiones, si se considera unitario el tamaño del hipervolumen de una




Por lo tanto el muestreo aleatorio debe ser hecho considerando el tamaño
de las celdas. Primero se selecciona la población de un determinado nivel
jerárquico y después se escoge una celda de esta generación para ser explo-
rada:
a) Sea Vm,k el volumen de todas las m-celdas de G en el paso k. La probabi-
lidad Pxm,k depende del volumen Vm,k con respecto al total del volumen
















En la figura 6.8 se muestra un ejemplo de la evolución real de Pxm,k y en
la figura 6.9 su estimación, utilizando el modelo de población (ecuación
6.7)
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Figura 6.9: Estimación de la probabilidad Pxm,k para m = 4, 5 y 6.
El producto de las dos anteriores da la probabilidad de que en el paso k el
algoritmo seleccione una m-celda de G. De aqúı, la probabilidad de explorar









6.1.4.3. Probabilidad de fallo
Asumiendo que existe una ruta entre dos configuraciones ci y cf formada
por una cadena de celdas cuyos tamaños serán iguales o superiores al de una
M-celda, el objetivo es determinar el número mı́nimo k de iteraciones del
algoritmo tal que la probabilidad de fallo del planificador permanezca dentro
de un ĺımite dado.
Sea Dm el número de m-celdas del canal, y D =
∑L
m=1 Dm el número total de
celdas del canal. Entonces la probabilidad de fallo, después de k iteracciones,
será:






Puesto que la probabilidad de seleccionar una m-celda del canal disminuye
con el tamaño de la misma, se considera el peor caso en el que el canal
estará formado por DM M-celdas. Entonces, la probabilidad de fallo será:
P (Fallo) ≤ 1− (PM,1..k)DM (6.16)
Para una determinada cota de fallo (P (Fallo) ≤ δ), se deberá cumplir
PM,1..k ≥ (1− δ)(1/DM ) (6.17)
El número de iteraciones k del algoritmo se obtiene aplicando iterativamente
la ecuación (6.14) para (m = M) hasta que se cumpla la desigualdad anterior.
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Figura 6.10: Probabilidad de seleccionar una m-celda en k intentos (ecuación
(6.14)). La curva correspondiente al nivel M es utilizada para obtener el
número de iteraciones necesarias.
Figura 6.11: Ejemplo de C-espacio para dos números de muestras: a) k = 825
(exploración exhaustiva) y b) k=80.
6.1.4.4. Validación
Los resultados experimentales se han obtenido sobre un espacio de con-
figuraciones de dos dimensiones, con dos obstáculos y una discretización no
regular, jerárquica adaptativa con (M = 6) niveles (figura 6.11). En la figura
6.11a se han realizado el número de muestras necesarias para efectuar una
exploración exhaustiva, mientras que en 6.11b se ha realizado una explora-
ción parcial obteniéndose celdas libres, obstáculo y parcialmente libres.
Suponiendo una cota de fallo (δ = 0,1) y dos configuraciones ci y cf para ser
conectadas a través de un canal compuesto por (D = 20) celdas, la probabi-
lidad de que una m-celda sea parcialmente libre es estimada como:




1 0.66 0.69 0.59 0.45 0
Usando estos valores, la figura 6.7 muestra la población estimada de m-celdas
parcialmente libres computadas utilizando la ecuación (6.7), la figura 6.9
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Figura 6.12: Canal de trayectoria con exclusión de celdas.
muestra la evolución de las probabilidades estimadas utilizando la ecuación
(6.12).
El número de iteraciones debe ser tal que se cumpla:
Pm,1..k ≥ (1− δ)(1/D) = 0,91/20 = 0,995 (6.18)
Aplicando iterativamente la ecuación (6.14), esta condición se satisface para
k ≥ 655 (figura 6.10).
Utilizando este valor de k, el algoritmo 6.3 ( PlanificadorTrayectoria) se ha
utilizado para explorar el C-espacio. El resultado se muestra en la figura 6.11b
donde la función armónica se ha calculado sobre libres y se ha utilizado para
encontrar la trayectoria entre ci y cf .
6.2. Alternativas de mejora del método bási-
co
Sobre el esquema básico del planificador propuesto en el apartado (6.1)
caben métodos de mejora basados en reglas heuŕısticas. La aplicación de estos
métodos permite la realización de un planificador más eficiente en tiempo
de ejecución. En los subapartados siguientes se proponen varias posibilidas
de mejora (algunas ya estudiadas) y se aplican en el apartado (6.3), en el
diseño del algoritmo de un planificador avanzado. En las publicaciones [4
y 5] del apartado 7.1, Rosell e Iñiguez proponen alternativas de mejora del
planificador PHM básico.
6.2.1. Exclusión de celdas del sorteo de exploración
Considerando los obstáculos como contorno y utilizando condiciones de
contorno de Dirichlet, el valor de VWG se incrementa monotónicamente desde
el punto final hasta los C-obstáculos. Solamente aquellas celdas con un valor
de VWG más bajo que el de la celda inicial deben ser consideradas para el
muestreo, ya que el canal de trayectoria es encontrado siguiendo el gradiente
de la función VWG. De esta forma, aquellas celdas de G con valores de poten-
cial superiores al de la celda inicial pueden excluirse del sorteo, reduciéndose
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el tiempo de exploración.
Es decir, aquellas celdas que cumplen:
cGi ∈ G | VWG(cGi) > VWG(cini), (6.19)
son transferidas al conjunto
A = {cA1 , cA2 , . . . , cANA}, (6.20)
quedando excluidas del sorteo de muestreo, considerándose como celdas obstácu-
lo. De esta manera se acelera el proceso; a no ser que estas nuevas celdas
bloqueen un posible camino hacia el objetivo y por tanto el algoritmo no
encuentre un camino libre, en cuyo caso todas las celdas del conjunto A se
devuelven al conjunto G, continuando la búsqueda.
En la figura 6.12 se muestra un ejemplo (para 2D) donde se ha encontrado
una trayectoria después de haber excluido un número de celdas (azules) que
cumpĺıan la condición (6.19).
6.2.2. Exploración pasiva de trayectorias: Puntos de
Apoyo y Función Potencial Auxiliar
En el apartado (6.1.3) se presentó el método para la exploración de trayec-
torias: considerando las celdas grises como libres se obtiene una trayectoria,
y aquellas celdas grises pertenecientes a dicha trayectoria serán comprobadas
a posteriori.
Si la trayectoria queda interrumpida por celdas subdivididas y clasificadas
como grises, las celdas extremos de los trozos de trayectoria resultantes serán
consideradas celdas de apoyo para la exploración subsiguiente, clasificándose
dentro del conjunto Y
Y = {cY1 , cY2 , . . . , cYNY }, (6.21)
que incluirá también las celdas inicial y final.
Estas celdas de apoyo serán prefijadas a valores bajos de una nueva función
potencial
VWGY = VWGY (ck) | ck ∈ (W ∪G), (6.22)
la cual se utilizará para modular las probabilidades de selección en el sorteo
de exploración de celdas y que será solución de la ecuación de Laplace; con-
siderando los obstáculos como contorno y aplicando condiciones de contorno
de Dirichlet, con valor alto para el contorno (Vcontorno) y bajo para los puntos
de apoyo (Vapoyo).
Si la probabilidad de selección de una celda es inversamente proporcional al
valor de la función potencial VWGY , entonces los entornos de los puntos de
apoyo serán explorados antes, conduciéndose la exploración hacia aquellas
zonas más prometedoras de contener caminos libres.
Con este planteamiento, la función integral para el sorteo de celdas depen-
derá del peso
ω(ck) = ω1(ck) · ω2(ck), (6.23)
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donde ω1(ck) es el peso correspondiente al tamaño (ecuación (6.4)) y
ω2(ck) =
Vcontorno − VWGY (ck)
Vcontorno − Vapoyo
, (6.24)
que tendrá un valor comprendido entre cero (para las celdas de contorno) y
uno (para las celdas de apoyo). La función integral para el sorteo de celdas,





ω(ci) ∀ci ∈ G y 1 ≤ k ≤ NG (6.25)
Por último, con la finalidad de aprovechar la recursividad en el cálculo de las
funciones armónicas, se memorizarán en variables distintas las funciones po-
tenciales calculadas para la obtención de trayectorias (VWG) y las calculadas
para obtener probabilidades (VWGY ).
6.2.3. Resolución máxima ajustable
Teniendo en cuenta que, en la discretización jerárquica adaptativa del
C-espacio, es posible prefijar la máxima resolución alcanzable (figura 5.12)
y teniendo en cuenta que las posibles trayectorias no siempre necesitarán
de una resolución máxima lo más fina posible; entonces resultará eficiente,
respecto a la reducción de puntos de cálculo, el ajuste pasivo del parámetro
identificativo de la máxima resolución (M).
Con la finalidad de reducir al máximo el número de puntos de cálculo, la
máxima resolución alcanzable en el proceso de discretización jerárquica se
aplica con un criterio basado en reglas:
La máxima resolución posible se aplicará siempre a los puntos inicial y
destino.
La máxima resolución aplicable a los contornos será variable por fases
de búsqueda, comenzando por una resolución más gruesa y afinando
según va abanzando el proceso sin obtención de resultado.
6.2.4. Aplicación de condiciones de contorno de Neu-
man en los obstáculos
La aplicación de condiciones de contorno de Dirichlet en los ĺımites del
C-espacio y de Neuman en los obstáculos (figuras 5.17 y 5.18) consigue que
los pasillos formados entre ellos no se cieguen, conservando un gradiente
longitudinal mı́nimo que permita el paso de trayectorias.
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6.3. Algoritmo del planificador PHM avanza-
do
Aplicando las mejoras del apartado anterior al planificador PHM básico
se obtiene el planificador PHM avanzado (algoritmo 6.5), donde la búsqueda
de trayectoria es conducida por zonas más prometedoras, y donde se produ-
ce una redución de puntos de cálculo. Mientras que los puntos básicos del
algorito son conservados, se destacan en negrita los puntos nuevos de mejora:
• Inicialmente, se establece la posición de los puntos inicial y final defini-
dos por sendas celdas de máxima partición, cini y cfin. Con el resto del C-
espacio se realiza una discretización jerárquica, clasificando las celdas como
de contenido desconocido. Además se establece un ı́ndice de máxima
resolución (M) que, en principio, no será el máximo posible.
• El conjunto de celdas de apoyo estará formado inicialmente por
las celdas cini y cfin.
• Las celdas de apoyo serán prefijadas a valores bajos de poten-
cial y se calculará la función potencial auxiliar (VWGY ), la cual se
utilizará para modular las probabilidades de selección en la próxi-
ma exploración.
• Después de la exploración de NE celdas, se aplican las condiciones de con-
torno de Dirichlet en la frontera del C-espacio, Neuman en los obstáculos y
se calcula la función potencial (VWG) sobre la discretización actual, consi-
derándose las celdas grises como libres, y realizándose la búsqueda de un
canal trayectoria.
• Las celdas grises pertenecientes a este canal de trayectoria, serán com-
probadas y clasificadas. Si el canal de trayectoria queda interrumpido
por celdas subdivididas y clasificadas como grises, las celdas extre-
mo de los trozos resultantes serán consideradas celdas de apoyo.
• Utilizando la función potencial VWG y teniendo en cuenta la ecua-
ción (6.19), se obtiene el conjunto (A) de celdas que se excluirán
del próximo sorteo.
• Si no se obtiene el canal de trayetoria y el conjunto A es no
vaćıo; entonces se restituyen los elementos de dicho conjunto al de
celdas grises.
• Después se incrementa el ı́ndice de máxima partición (M), si
se ha llegado al máximo (MM) se aplica un anillo de atracción en
torno del punto destino y se vuelve al principio, repitiéndose el
proceso hasta que se encuentre un canal de trayectoria libre o se
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hayan realizado un número de iteraciones dado (NI).
El procedimiento detallado se muestra en el algoritmo (6.5), donde las nuevas
funciones incluidas en el algoritmo del planificador PHM avanzado son:
CalculaPotencial(G,W,B, Y ): calcula la función potencial auxiliar (VGWY )
considerando las celdas grises junto con las celdas libres y las celdas de
apoyo incluidas en el conjunto Y .
ObtencionCeldasA(VWG): obtiene las celdas que serán incluidas en el
conjunto A y que serán excluidas del próximo sorteo.
PlanificadorTrayectoria(cini,cfin)
begin
(cini, cfin) ← MarcaInicioFin;
G← DiscreInicial (cini, cfin);
B ← ∅; W ← ∅; A← ∅; P ← ∅; Y ← {cini, cfin}; Trayectoria← ∅;
i← 0; M ←MI ;
do {
for j = 1 to NE
VWGY ← CalculaPotencial(G,W,B, Y, P );




VWG ← CalculaPotencial(G,W,B, cfin);
Canal ← CanalTrayectoria(VWG);
if (Canal 6= ∅)
(Libre, Y )← CompruebaClasifica(Canal);












G← (G ∪ A);
end if
} while ((Libre == FALSE) AND (i < NI));
return Trayectoria;
end;
Algoritmo 6.5: Algoritmo panificador de trayectorias, PHM avanzado.
CAP. 6. FUNCIONES ARMÓNICAS Y MUESTREO 123
Figura 6.13: Secuencia ejemplo del planificador PHM avanzado.
Progreso de la secuencia: de izquierda a derecha y de arriba hacia abajo.
Las celdas grises son de contenido desconocido, las negras son de obstáculo,
las blancas son de espacio libre, las azules son las celdas que se excluyen del
sorteo de muestreo y las rojas son las celdas de la trayectoria.
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Figura 6.14: Secuencia determinista de muestreo en 2D. El número indica el
orden de la secuencia.
En la figura 6.13 se muestra un ejemplo de ejecución de la implementación
del planificador PHM avanzado (la lectura de la secuencia de las figuras se
realiza de izquierda a derecha y de arriba a abajo)
6.4. Exploración basada en la detección de
colisión: Planificador PHM color
En el planificador de trayectorias PHM se necesita disponer de una fun-
ción detectora de colisión que devuelva la distancia de colisión tanto positiva,
si el punto de configuración muestreado está en el espacio libre, como negati-
va (penetración) si el punto cae en el espacio obstáculo. La obtención de una
función de este tipo entraña una dificultad no resuelta actualmente, por eso
se propone un método alternativo basado en funciones detectoras de colisión
que no devuelven la distancia de colisión.
En este apartado se considera un planificador que realiza una clasificación
probabiĺıstica de celdas: Una determinada celda se considera libre o de obstácu-
lo, con una probabilidad dada, en función de la existencia de colisión o no en
una serie de puntos obtenidos por muestreo y pertenecientes a dicha celda.
Para un número limitado de puntos de muestreo del subespacio cubierto
por una celda, se obtiene una cobertura más uniforme de muestreo utili-
zando algún método determinista de muestreo, que realizando un muestreo
aleatorio. Por este motivo, en el subapartado siguiente, se propone un pro-
cedimiento que sirve para generar, secuencialmente, puntos pertenecientes a
cualquier celda; de forma que cada punto estará separado lo más posible de
sus predecesores y será coincidente con el punto central de una subcelda des-
cendiente. Este método es presentado por Iñiguez y Rosell en la publicación
[4] del apartado 7.1.
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6.4.1. Secuencia determinista de muestreo
La secuencia determinista de muestreo
Snm(k) = {s1, s2, s3, . . . , sk, . . .}, (6.26)
aplicada a una celda cnm, provee una ordenación de códigos de celdas cuyos
centros son muestras que cubren incrementalmente y uniformemente dicha
celda.
El elemento genérico de la secuencia (sk), vendrá expresado por:
sk = {(m+ h),q(m+h)(k)} (6.27)
Es decir, sk viene definido por el nivel de rejilla (m+h) y las coordenadas de
la celdilla sobre dicha rejilla q(m+h)(k), de acuerdo con el esquema numérico
de identificación de celdas presentado en el apartado 5.2.1.
En el ejemplo de la figura 6.14, las primeras a muestrear de la celda c20, que
contiene todo el C-espacio en 2D, son:
S20(k) = {{1, (0, 0)}, {1, (1, 1)}, {1, (0, 1)}, {1, (1, 0)}, {2, (0, 0)}, {2, (2, 2)},
{2, (2, 0)}, }, {2, (0, 2)}, {2, (1, 1)}, {2, (3, 3)}, . . . } (6.28)
Y la secuencia generada para muestrear la celda etiquetada con {1, (1, 0)} es:
S21(k) = {{2, (2, 0)}, {2, (3, 1)}, {2, (3, 0)}, {2, (2, 1)}, . . . } (6.29)
6.4.2. Clasificación probabiĺıstica de celdas
La clasificación de una m-celda se realiza dependiendo del resultado de
la comprobación de colisiones del punto configuración de su centro y de los
centros de sus subceldas. Las configuraciones son consecutivamente obtenidas
por la secuencia determinista de muestreo Snm(k), donde el máximo número






que se corresponde con el número de celdas compuesto por la m-celda y todas
sus subceldas de niveles comprendidos entre m + 1 y M . La clasificación de
una celda se realiza habiendo generado y evaluado solamente j < J confi-
guraciones, y esta clasificación es actualizada cada vez que se toman nuevas
muestras.
Suponiendo que se han generado j configuraciones y que se han detectado
libres, entonces la celda puede clasificarse como libre con un cierto grado de





Puede realizarse una clasificación análoga si todas las j configuraciones son
detectadas como obstáculo. En el ejemplo de la figura 6.15a se muestra la































































Figura 6.15: Clasificación de celdas: a) Celda libre. b) Celda obstáculo. c)
Celda subdividida en libre, obstáculo y subceldas desconocidas.
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clasificación como celda libre W con (Ccolor = 17/21) y la figura 6.15b mues-
tra la clasificación de una celda obstáculo B con (Ccolor = 8/21).
Cuando todas las J configuraciones son comprobadas como libres de colisión
u obstáculo, el color de la celda es conocido con certeza (hasta el máximo
nivel de resolución), entonces (Ccolor = 1). Las celdas que todav́ıa no han
sido exploradas son agrupadas en G y les corresponde (Ccolor = 0).
Cuando algunas de las j configuraciones son comprobadas como libres y otras
como obstáculo, la celda no puede ser clasificada como libre ni como obstácu-
lo puesto que contiene configuraciones libres y configuraciones obstáculo. En
este caso la celda se subdivide en subceldas y aśı consecutivamente hasta ob-
tener celdas con configuraciones solamente libres o solamente obstáculo, o sin
ninguna muestra. En el primero de los dos casos las subceldas son clasificadas
como libres u obstáculo (con su propio grado de certidumbre), y las subceldas
vaćıas son clasificadas como subceldas desconocidas. Como ejemplo, la figura
6.15c muestra una celda donde las siete primeras muestras se clasifican como
obstáculo pero la octava (muestra número 7) se clasifica como libre. La celda
se particiona en: una M -celda blanca con (Ccolor = 1), dos celdas negras con
(Ccolor = 2/5), una celda negra con (Ccolor = 1/5) y tres M -celdas grises.
6.4.3. Muestreo de celdas
El muestreo de celdas se realiza con el objetivo de explorar el C-espacio
desconocido y encontrar una canal a través de las celdas libres, desde una
celda bini a una celda destino bfin. Esta exploración de celdas debe de hacerse
de forma que sea posible encontrar solución habiendo explorado un número
de celdas lo menor posible.
Con este objetivo se establece una probabilidad de muestreo de una celda ck
condicionada por el peso ω(ck):
ω(ck) = ω1(ck) · ω2(ck) · ω3(ck) (6.32)
Estos pesos tienen en cuenta los tres items siguientes:
La probabilidad de muestrear una celda incrementa con su tamaño, tal




Utilizando la ecuación (6.24):
ω2(ck) =
Vcontorno − VWGY (ck)
Vcontorno − Vapoyo
, (6.34)
La probabilidad de muestrear una celda debe incrementarse con la in-
certidumbre de color:
ω3(ck) = 1− Ccolor (6.35)
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Figura 6.16: Ejemplo del planificador PHM color, secuencia de izquierda a
derecha y de arriba abajo: Las celdas verdes no tienen ningún punto de
muestreo. Las blancas son aquellas en las que se ha comprobado todos sus
posibles puntos de muestreo y han resultado libres, mientras que seŕıan negras
si hubiesen resultado de obstáculo. Las celdas gris claro son aquellas en las
que se han comprobado un número de puntos más pequeño de los posibles y
han resultado libres, mientras que si hubiesen resultado de obstáculo seŕıan
gris oscuro. Las celdas con puntos libres y de obstáculo se subdividen. Y las
celdas rojas corresponden al canal de trayectoria.
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Las celdas grises tienen ω3(ck) = 1 y las celdas cuya certidumbre de
color es Ccolor = 1 tienen ω3(ck) = 0 y no serán seleccionadas para el
muestreo.





ω(ci) ∀ci ∈ G y 1 ≤ k ≤ NG (6.36)
Finalmente, el muestreo se realiza utilizando la función integral F (ck) defi-
nida sobre las celdas que entran en el sorteo y siguiendo el procedimiento
explicado en el apartado (6.1.1).
6.4.4. Algoritmo del planificador PHM color
El algoritmo de planificación explora iterativamente el C-espacio e intenta
encontrar una trayectoria usando las funciones armónicas como guia. Para
ello dispone de las etapas siguientes:
Muestrea un número de celdas del C-espacio siguiendo el procedimiento
del apartado 6.4.3 y la selección de un punto de muestreo, dentro de la
celda, siguiendo la secuencia determinista del apartado 6.4.1.
Clasifica las celdas nuestreadas siguiendo el procedimiento detallado en
el apartado 6.4.2. De acuerdo con los resultados obtenidos en el mues-
treo de una celda, se actualiza la certidumbre de color o se particiona
en subceldas.
Computa la función armónica sobre las celdas grises y blancas, fijando
las celdas negras a un valor alto y la celda destino a un valor bajo.
Encuentra un canal de celdas entre cini y cfin siguiendo el gradiente o
máxima pendiente. Si el canal no existe vuelve al paso 1.
El canal solución encontrado se compone de celdas, en general de diferentes
tamaños, blancas (cada una con su color de incertidumbre) y/o celdas
grises (totalmente inexploradas). Entonces:
1. Mientras existan celdas en el canal de tamaño superior a la máxi-
ma resolución (M -celdas), se cambia el dominio del C-espacio por
el subdominio definido por el canal encontrado.
2. Se llama recursivamente a la función principal del algoritmo, vol-
viendo al paso anterior.
En el ejemplo de la figura 6.16 se muestra un C-espacio 2D en diferentes
fases del algoritmo planificador de trayectorias leidas de izquierda a derecha
y de arriba a abajo. La primera figura muestra la situación inicial con una
discretización no regular cubriendo todo el C-espacio, efectuada sobre la dis-
posición conocida de cini y cfin. La última figura muestra el canal solución
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obtenido que enlaza la celda inicial y final.
PlanificadorTrayectoriaColor(cini,cfin)
begin
(cini, cfin) ← MarcaInicioFin;
G← DiscreInicial (cini, cfin);
B ← ∅; W ← ∅; Y ← {cini, cfin}; Trayectoria← ∅;
i← 0; M ←MI ;
do {
for j = 1 to NE
VWGY ← CalculaPotencial(G,W,B, Y );




VWG ← CalculaPotencial(G,W,B, cfin);
Canal ← CanalTrayectoria(VWG);
if (Canal 6= ∅)
(Libre)← CompruebaResolucionCanal(Canal);







} while ((Libre == FALSE) AND (i < NI));
return Trayectoria;
end;
Algoritmo 6.6: Algoritmo panificador de trayectorias PHM color.
En el algoritmo 6.6 se muestra el procedimiento detallado del planificador
PHM color, donde las nuevas funciones utilizadas son:
ChequeoDeterministaClasifica(cG): siguiendo la secuencia determinista,
presentada en el apartado 6.4.1, comprueba un punto dentro de una
celda. De acuerodo con el resultado actualiza la variable color y, si
procede, subdivide la celda.
CompruebaResolucionCanal(Canal): comprueba la resolución de todas
las celdas que componen el canal, si son todas de la máxima resolución
devuelve TRUE y sino devuelve FALSE.
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6.5. Reducción del tiempo de computación
respecto de una discretización uniforme
La base del método propueto en esta tesis es la descomposición aleatoria
de celdas en 2n-tree; obteniéndose una discretización parcial del espacio de
configuraciones sobre la que se calcula, en multirresolución jerárquica, una
función potencial armónica, subarmónica o superarmónica.
Tal como se aprecia en la figura 6.1, la reducción de celdas de discretización
(que seŕıan puntos de cálculo) respecto de una discretización regular, es tanto
mayor cuanto menor es el contorno total de obstáculo, es decir, el espacio
libre y el espacio de obstáculo están agrupados (figura 5.9)
Por otro lado, cuanto mayor es el número de grados de libertad, mayor será el
número de celdillas de máxima resolución, contenidas en una celda de un
determinado nivel de partición m (en un espacio de n dimensiones y nivel
máximo de partición M , una celda de nivel de partición m contine 2(M−m)n
celdillas de máxima resolución).
Por consiguiente, la reducción de puntos de cálculo en el espacio libre (al no
particionar celdas que no contengan obstáculo) y en el espacio obstáculo (al
no particionar celdas contenidas completamente en un obstáculo) será mayor
cuanto mayor sea el número de grados de libertad. Esto es aśı porque el
contorno es el único que requiere la máxima discretización, y este siempre es
de una dimensión menos que el espacio al que pertenece.
En contrapartida a la importante reducción de puntos de cálculo, se requiere
un método de identificación de celdas que debe ser lo más sencillo posible
para que el precio pagado no sea excesivo. Este requisito lo cumple el método
propuesto en esta tesis en el subapartado 5.2.1.
6.6. Aportación
En este caṕıtulo se presenta el planificador de trayectorias basado en la
combinación del uso de las funciones armónicas, calculadas sobre una multi-
rresolución jerárquica adaptativa, y la aplicación de métodos aleatorios guia-
dos. Varias son las aportaciones que, para la obtención de este planificador,
se proponen en este caṕıtulo:
- Realización del estudio probabiĺıstico del método de muestreo propuesto
utilizando un modelo poblacional de celdas.
- Obtención de un método probabiĺıstico de muestreo de celdas, dirijido y
condicionado por una función potencial armónica. En este caso se presupone
que la función detectora de colisión utilizada reporta la distancia de colisión.
- Propuesta de otro planificador aplicable para el caso común de utilizar
funciones detectoras de colisión que no reportan distancia de colisión. En es-
te método se plantea la exploración probabiĺıstica de celdas, también guiada
por una función potencial, pero en este caso cada vez que se selecciona una
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celda se mustrea un punto de la misma, siguiendo una secuencia determinis-
ta. Cada celda se clasifica y procesa dependiendo de la relación de puntos,
libres y de obstáculos obtenidos.
Caṕıtulo 7
Conclusiones
Las distintas aportaciones de cada caṕıtulo a la tesis han sido referencia-
das al final de los mismos; aśı que en este caṕıtulo, dedicado a las conclusiones,
se destacan las consideradas más relevantes.
En la figura 7.1 se reproduce el organigrama del planteamiento de objetivos y
desarrollo de la tesis, aśı como la situación de los caṕıtulos en dicho contexto,
para centrar las aportaciones principales obtenidas:
1. Como primera propuesta fundamental, en el caṕıtulo 3, se obtienen al-
ternativas compensatorias de la distribución del gradiente, basadas en
la utilización de funciones subarmónicas y superarmónicas, que reduce
los inconvenientes de los métodos clásicos de planificación de movimien-
tos basados en funciones armónicas.
2. En el caṕıtulo 4 se analiza la función potencial, dependiente del tiempo,
como solución de un modelo que incluye un obstáculo móvil, en base
al cual se diseña una estrategia de control correctivo de posición y de
movimientos en entornos con obstáculos móviles.
3. En el caṕıtulo 5, como tercera propuesta fundamental, se plantea una
discretización jerárquica adaptativa en multirresolución y por fases, que
reduce drásticamente el número de puntos de cálculo requeridos en la
solución numérica de las funciones armónicas, posibilitando su uso para
problemas con un número de grados de libertad mayor que los resueltos
habitualmente mediante estos métodos.
4. Como cuarta y última propuesta fundamental, en el caṕıtulo 6, se pro-
pone la combinación de técnicas de muestreo con el cálculo de funciones
armónicas mediante un método de exploración aleatorio guiado (PHM)
aplicado a un espacio de configuraciones discretizado jerárquicamente
sobre el que se va recalculando la función armónica, permitiendo en-
contrar soluciones de forma más rápida al centrarse solamente en la
parte del espacio relevante al problema.
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Figura 7.1: Organigrama del desarrollo de la tesis.
7.1. Publicaciones realizadas con el desarrollo
de la tesis
Las publicaciones afines, más representativas, realizadas durante el desa-
rrollo de la tesis son las siguientes:
[1] Rosell J. and Iñiguez P. (2002) A Hieralchical and Dynamic Method to
Compute Harmonic Functions for Constrained Motion Planning. Proceedings
of the IEEE/RSJ International Conference on Intelligent Robots and Sys-
tems, IROS’02, pp. 2334-2340.
En este trabajo se introduce el cálculo de las funciones armónicas en un es-
pacio de configuraciones discretizado jerárquicamente, siguiendo el método
presentado en el apartado 5.2.
[2] Iñiguez P. and Rosell J. (2003) Probabilistic Harmonic-function-based Met-
hod for Robot Motion Planning. Proceedings of the IEEE/RSJ International
Conference on Intelligent Robots and Systems, IROS’03.
En esta publicación se propone el planificador Probabilistic Harmonic-function-
based Method (PHM), el cual plantea la intercalación de métodos de mues-
treo aleatorio y de cálculo de funciones armónicas, tal como se describe en el
apartado 6.1.
[3] Iñiguez P. and Rosell J. (2003) Combining Harmonic Functions and Ran-
dom Sampling in Robot Motion Planning: A performance Evaluation. Procee-
dings of the IEEE Symposium on Assembly and Task Planning, pp. 253-258.
Aqúı se realiza una evaluación teórica del método anterior, obteniendo la
relación entre la probabilidad de fallo y el número de muestras, tal como se
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detalla en el apartado 6.1.4.
[4] P. Iñiguez and J. Rosell (2005) Combining Harmonic Functions and Ran-
dom Sampling in Robot Motion Planning: A lazy approach. Proceedings of
the IEEE Symposium on Assembly and Task Planning - ISATP 2005.
Fundamentalmente, este trabajo mejora al anterior realizando un control
pasivo y algoŕıtmico de la resolución máxima aplicable a la discretización
jerárquica, mientras intenta encontrar una trayectoria, y controlando las re-
giones donde focalizar el interés, mejorando aśı la eficiencia computacional,
estas mejoras están incluidas en los apartados 6.2 y 6.3.
[5] J. Rosell and P. Iñiguez (2005) Path Planning using Harmonic Functions
and Probabilistic Cell Decomposition. Proceedings of the IEEE Int. Conf. on
Robotics and Automation - ICRA 2005, pp. 1815-1820.
Best Paper Award Finalist.
Este trabajo presenta la extensión del planificador PHM considerando el ca-
so de detectores de colisión sin información de distancia. Mediante el uso de
muestreo determinista se evalúa la probabilidad de que una celda sea libre
o de colisión, y se adapta el método a esta incertidumbre. Este enfoque es
desarrollado en el apartado 6.4.
[6] Iñiguez P. and Rosell J. (2009) Path planning using sub- and super-
harmonic functions. Proceedings of the 40th International Symposium on
Robotics, ISR’09 , pp.319-324.
En este trabajo se plantea la utilización de las funciones superarmónicas para
simular los obstáculo y las subarmónicas para generar un pozo de potencial
en un entorno próximo al punto destino. De esta forma la funciones poten-
ciales obtenidas presentarán muchas menos zonas planas que las obtenidas
con las funciones armónicas. En el apartado 3.5 se analiza esta propuesta.
7.2. Trabajos futuros
Dentro de esta tesis, varias son las ĺıneas sobre las que se podŕıa incidir
con la finalidad de desarrollar trabajos que permitan mejorar el planificador
de trayectorias propuesto:
Incorporación de las propuestas en entornos de planificación que inclu-
yan el modelado geométrico de problemas reales y posible adaptación
para el caso de disponer solo de distancias de colisión positivas (no de
penetración).
Aplicación a problemas de robótica móvil mediante la adaptación del
método a situaciones en las que el entorno solo se conoce parcialmente
y del que se puede recabar más información mediante los sensores del
robot.
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Apéndice A
Demostraciones
Con la finalidad de obtener una mayor claridad de exposición, en este
apéndice se sitúan las demostraciones matemáticas de las proposiciones, teo-
remas y ecuaciones más relevantes, utilizadas en el desarrollo de la tesis.
Sin embargo, a pesar de presentarse en el apédice, el contenido de los apar-
tados A.1, A.2 y A.3 son también aportaciones básicas obtenidas en la con-
secución de los ojetivos de la tesis.
A.1. Principio de localidad de una función
Proposición para dos dimensiones:
Dada una función f(x, y), definida en un dominio Ω ⊂ R2 y de clase C2. Dado
un disco de radio R centrado en (x0, y0): D = {(x, y) ∈ Ω|‖x− x0, y − y0‖ <






f(x, y)dl − R
2
4
div (grad f)0 (A.1)
donde la integral de ĺınea se realiza sobre la circunferencia contorno del disco.
Prueba:Aplicando Taylor en el punto P0 de la superficie z = f(x, y), de clase C
2:


















































(x− x0)(y − y0) (A.2)
137
138 APÉNDICE
Figura A.1: Principio de localidad de una función.
Integrando en torno de la circunferencia (x0+Rcosθ, y0+Rsenθ, 0), teniendo
en cuenta que dl = Rdθ (figura A.1):
∮
L







































Los términos correspondientes a la derivadas impares y cruzadas se anulan:
∮
L











despejando se obtiene la expresión A.1.
Proposición para n dimensiones:
Sea u = f(q1, q2, . . . , qn) una función de n variables, definida en un dominio
Ω en Rn e infitamente derivable. Sea una bola B ∈ Rn, centrada en r0 =













4f(r0)− . . . (A.5)
Prueba: Aplicando Taylor en el punto r0 = (q10, q20, . . . , qn0) siguiendo la
dirección del vector unitario v (figura A.2)















t3 + . . . (A.6)
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Figura A.2: Hiperesfera centrada en el punto P0
donde t es un escalar y las derivadas direccionales son sobre la dirección
señalada por el vector v = (h1, h2, . . . , hn).
Integrando en una hiperesfera centrada en el punto, de radio t = R
∮
S
























dS + . . . (A.7)
Las derivadas direccionales deben permanecer dentro de la integral, puesto
que el vector v apunta al diferencial dS sobre la superficie de integración
(figura A.2)
Utilizando la expresión de la derivada direccional:
∂f
∂v































































hihjhkdS + . . . (A.11)
Los términos correspondientes a la derivadas impares y cruzadas se anulan,
mientras que permanecen los correspondientes a las derivadas pares:











1 · cos θdθ = 0, (A.12)
y en la parte integral del segundo sumatorio, si i 6= j, se cumple
∮
S
hihjdS = S(hihj)MED = ShiMEDhjMED = 0 (A.13)





























































4u + . . . (A.17)
y, aislando f(r0) se obtiene (A.5).
A.2. Área e integración de una hiperesfera






3 + · · ·+ x2n = r2 (A.18)
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Aplicando el teorema de la divergencia:
∫
V
(∇ · v) dV =
∮
S











Vn = Sn (A.22)
que relaciona el volumen (Vn) con la superficie (Sn) de una hiperesfera de n
dimensiones y radio r.
Para el espacio tridimensional, la ecuación de la superficie esférica es:
x2+y2+z2 = r2, y tomando x como parámetro, se obtiene: y2+z2 = r2−x2,
que es la superficie de un ćırculo.
Por lo tanto el volumen del cilindro difrencial es:
dV3 = π(r
2 − x2)dx , (A.23)




(r2 − x2)dx , (A.24)


















Siguiendo el mismo procedimiento para n = 4, se tiene:































































































tx−1e−tdt; x ∈ (0,+∞) (A.38)






Las expresiones (A.34) y (A.39) parametrizan la integración de una hiperes-
fera en función de una única variable.
A.3. Propiedades de las funciones armónicas,
superarmónicas y subarmónicas
A.3.1. Concavidad, convexidad de las funciones armóni-
cas y superarmónicas
Considerando tres puntos alineados (r0, r1 y r2) en Rn (figura A.3), de for-
ma que r0 tiene una posición variable intermedia, cuya expresión paramétrica
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se puede definir de dos maneras:
r0 = r1 + (r2 − r1)ϑ




, 0 < ϑ < 1
sumando y simplificando, se tiene
r0 = r1(1− ϑ) + r2ϑ (A.40)
para 0 < ϑ < 1.




|r0 − r1| = |r2 − r1|ϑ
|r2 − r0| = |r2 − r1| (1− ϑ)
Definiendo sobre el mismo espacio una función anaĺıtica f(r) y aplicando
Taylor (considerando hasta la primera derivada y resto de Lagrange) al punto
r0 para obtener el valor de la función en el punto r2:










(ξ2) |r2 − r0|2 (A.41)




= (h1, h2, h3, · · ·, hn) (A.42)
y ξ2 es el punto intermedio del resto de Lagrange (figura A.3)











(ξ1) |r0 − r1|2 (A.43)









(r0) |r2 − r1| (1− ϑ) + 12!
∂2f
∂v2
(ξ2) |r2 − r1|2 (1− ϑ)2
f(r1) = f(r0)− 11!
∂f
∂v
(r0) |r2 − r1|ϑ+ 12!
∂2f
∂v2














(r0) |r2 − r1|+ 12!
∂2f
∂v2









(r0) |r2 − r1|+ 12!
∂2f
∂v2
(ξ1) |r2 − r1|2 ϑ
Sumando las dos anteriores, se obtiene:
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(ξ2) |r2 − r1|2 (1−ϑ)+ 12!
∂2f
∂v2
(ξ1) |r2 − r1|2 ϑ
Simplificando, y teniendo en cuenta (A.40):





(ξ2) |r2 − r1|2 (1− ϑ) + 12!
∂2f
∂v2
(ξ1) |r2 − r1|2 ϑ
Por lo tanto, si y solo si ∂
2f
∂v2
≥ 0 para cualquier v, se cumple la desigualdad
de Jensen:
f(r1(1− ϑ) + r2ϑ) ≤ f(r1)(1− ϑ) + f(r2)ϑ (A.44)
para las funciones cóncavas.
Y, si y solo si ∂
2f
∂v2
≤ 0 para cualquier v, se cumple la desigualdad de Jensen:
f(r1(1− ϑ) + r2ϑ) ≥ f(r1)(1− ϑ) + f(r2)ϑ (A.45)
para las funciones convexas.
Ahora se debe relacionar la derivada direccional segunda con las funciones
armónicas, subarmónicas y superarmónicas. Para ello, teniendo en cuenta la






















Figura A.5: Estudio de la curvatura.
Puesto que se debe cumplir, para las funciones cóncavas:
∂2f
∂v2
≥ 0; ∀v (A.48)
H(f) debe ser semidefinida positiva, condición que se cumple si y solo si
∇2f ≥ 0 ([13] página 71), es decir
∂2f
∂v2
≥ 0 ⇔ vTH(f)v ≥ 0 ⇔ ∇2f ≥ 0 (A.49)
que son las funciones subarmónicas.
Y para funciones convexas:
∂2f
∂v2
≤ 0 ⇔ vTH(f)v ≤ 0 ⇔ ∇2f ≤ 0 (A.50)
que son las funciones superarmónicas.
A.3.2. Curvatura y optimización de las trayectorias
obtenidas con funciones armónicas
De acuerdo con la figura A.5, consideramos dos puntos próximos de una
curvilinea obtenida sobre una hipersuperficie de una función potencial genéri-
ca.
Primero aplicamos Taylor (para n = 1 y resto de Lagrange) al punto P2 con
respecto al punto P1:












donde ξ es un punto situado entre el punto P2 y el P1 sobre el vector v.








































Haciendo tender el punto P2 al P1 se obtiene la curvatura de una curviĺınea







































= (h1, h2, h3, · · ·, hn) (A.57)

















La curvatura media, en el punto P1, se obtiene integrando sobre una superficie































donde, teniendo en cuenta las ecuaciones (A13) y (A.14)
∮
δS








Y en el ĺımite; haciendo que el radio de la esfere, que rodea el punto y que




















= 0 ⇒ K1M = 0 (A.63)
Por lo tanto, utilizando las funciones armónicas para generar funciones po-
tenciales auxiliares, obtendremos trayectorias suaves. Es decir, el grado de
curvatura de las mismas será óptimo, lo que supone aceleraciones mı́nimas
para el robot en la ejecución de movimientos y, por lo tanto, tiempos de
posicionamiento mı́nimos.
A.3.3. Condiciones de contorno de Dirichlet
La ecuación de Poisson (∇2u = ρ) aplicada en un dominio Ω, con las
condiciones de contorno de Dirichlet (u = g en ∂Ω), tiene solución y esta
es única:
Condiciones de contorno homogéneas
Suponiendo una función armónica ∇2u = 0, definida en un dominio Ω del
C-espacio limitadado por un contorno ∂Ω, se obtiene una relación directa









donde la integral de volumen se denomina Integral de Dirichlet.
De esta relación se deduce:
Si u = 0 en la superficie ∂Ω entonces u = 0 en Ω





∂−→n dS = 0, (A.65)
y por tanto la integral de Dirichlet es nula
∫
Ω
|∇u|2dV = 0, (A.66)
por lo que el gradiente será cero en todo el dominio:
∇u = 0 ∀r ∈ Ω, (A.67)
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y la función potencial u será constante e igual a cero en Ω.
Existencia de solución




∇2u = 0 en Ω
u = g en ∂Ω









∂−→n d∂Ω 6= 0 ⇒ |∇u| 6= 0, (A.68)
por lo tanto u 6= 0 para alguna región de Ω.





∇2u = ρ en Ω










dV 6= 0 ⇒ |∇u| 6= 0, (A.69)
y u 6= 0 para alguna región de Ω.
Existencia de solución única




∇2v = 0 en Ω





















∂−→n d∂Ω = 0 ⇒ |∇v| = 0, (A.71)
donde se deduce que v = constante. Pero, como v = 0 en el contorno v
será nula en todo el dominio y, por tanto, u1 = u2 también en todo el dominio.
Lo que implica: que si existe una solución para el modelo Dirichlet, esta
será única.
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A.3.4. Condiciones de contorno de Neuman
La ecuación de Poisson (∇2u = ρ) aplicada en un dominio Ω, con las con-
diciones de contorno de Neuman ( ∂u
∂n
= g en ∂Ω), también tiene solución
y esta es única:
Existencia de solución única
Utilizando el mismo procedimiento anterior se obtiene que
u1 − u2 = k (A.72)
Es decir, puesto que se fija la derivada de la función en el contorno, la dife-
rencia de dos soluciones del modelo de Neuman difieren en una constante.
Derivada cero en el contorno
Suponiendo una función armónica ∇2u = 0, definida en un dominio Ω del
C-espacio limitadado por un contorno ∂Ω.
Si ∂u
∂n







dS = 0, (A.73)
y la integral de Dirichlet también es nula
∫
Ω
|∇u|2dV = 0, (A.74)
por lo que el gradiente también será cero en todo el dominio:
∇u = 0 ∀r ∈ Ω, (A.75)
y la función potencial u será constante en Ω.
A.3.5. Condiciones de contorno mixtas (Robin o de
radiación)
La posibilidad de combinar las condiciones de contorno de Dirichlet y
de Neuman, de forma que haya intervalos del mismo donde se aplique una
u otra, permite controlar la distribución del flujo (derivada direccional) en





∇2u = δ (r0) en Ω
α (ξ) u+ β (ξ) ∂u
∂n
= g en ∂Ω
y realizando una partición del contorno en función de la condición fijada
(figura A.6)
∂Ω = ∂ΩD + ∂ΩN (A.76)
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Figura A.6: Condiciones de contorno de Robin, mixtas o de radiación.





















d∂Ω+ 0 = 1, (A.77)
con lo que es posible localizar el flujo disponible (y por tanto el gradiente)
en zonas convenientes, quizás alejadas del punto destino.
Existencia de solución única




∇2v = 0 en Ω
αv + β ∂v
∂n
= 0 en ∂Ω



























v2d∂Ω ⇒ v = 0 en Ω (A.79)
Por tanto, u1 = u2 en todo el dominio. Es decir: si existe una solución para
el modelo mixto, esta será única.
A.3.6. Estabilidad de la solución
La solución de la ecuación de Laplace o de Poisson experimenta pequeñas
variaciones frente a pequeñas variaciones de las condiciones de contorno o
pequeñas variaciones de la función independiente, esta propiedad facilita la
utilización de las funciones potenciales armónicas en el diseño de planifica-
dores de trayectorias en entornos cambiantes.
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En primer lugar se considera variaciones pequeñas en las condiciones de con-
torno y se comprueba las variaciones experimentadas por la solución:
∇2u = ρ en Ω





∇2u′ = ρ en Ω





∇2v = 0 en Ω





donde v = u− u′ y ǫ = g − g′ y, por la propiedad del mı́nimo y del máximo,
se cumplirá que ǫMIN < v < ǫMAX para cualquier punto del dominio Ω, lo
que quiere decir que v tomará valores pequeños y por lo tanto u y u′ tomarán
valores próximos en todo el dominio.
De la misma forma se puede considerar variaciones pequeñas en la función ρ
mientras permanecen inalterables las condiciones de contorno:
∇2u = ρ en Ω





∇2u′ = ρ′ en Ω





∇2v = ǫ en Ω





si el cambio de la función ρ es pequeño y se localiza en un subdominio redu-
cido, su influencia en la función potencial será pequeña y localizada.
A.4. Teorema de Green
Sean f(x) y g(x) dos funciones anaĺıticas en un dominio, y u(x) un vector
tal que: u(x) = f(x)∇g(x)
Aplicando el teorema de la divergencia a la función vectorial u(x), se obtiene:
∫
V
(∇ · u) dV =
∮
S
u · dS ⇒
∫
V
















Esta es la 1a ecuación del teorema Green. Igual que el teorema de la diver-
gencia, es aplicable a cualquier punto interior al dominio de integración, y
no es aplicable a los puntos pertenecientes a la frontera.
Intercambiando f y g:
∫
V






































donde la integral de volumen se denomina Integral de Dirichlet.














El modelo genérico, de cálculo mediante los métodos iterativos (apartado





















y n es el número de variables.


















A.5.1. Método iterativo de Jacobi
Haciendo (s = 1/2n y ∆t = 1) en la ecuación (A.79) se obtiene el método












− ρ0, ∀qj ∈ Ωh (A.88)














= uqj − ukqj) tiende a cero conforme u
k
qj









− ρ0 + ekqj (A.90)




= hkφqj , (A.91)
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donde φqj es una función dependiente de la posición qj.























= λ , (A.93)
donde λ es la constante de separación que dependerá de las condiciones de
contorno, por supuesto no es función del tiempo ni del espacio.
La ecuación en diferencias parciales da entonces dos en diferencias ordinarias,
una en diferencias en tiempo discreto con condicones iniciales, y otra en
diferencias en el espacio con condiciones de contorno:






φqjm = 2nλ ; φ0 = 0, φN = 0 (A.95)
































λ < −1 → oscilatorio divergente
λ = −1 → oscilatorio
−1 < λ < 0 → oscilatorio convergente
0 < λ < 1 → exponencialmente convergente
λ > 1 → exponencialmente divergente








ei(θj)m = 2nλeiθj (A.98)
donde
θj = θ1j1 + θ2j2 + · · ·+ θnjn (A.99)
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y
(θj)m = θj + (θ1j1 + θ2j2 + · · ·+ θnjn)m (A.100)


































Lo cual da dos valores de θl, iguales y de signo contrario. Entonces se utiliza
como solución para una variable ql
φql = c1 sin(θljl) + c2 cos(θljl) (A.104)
Donde las condiciones de contorno (φ0l = φNl = 0) implican que (c2 =
0) y (θlN = plπ | pl = 1, 2, 3, . . . N − 1) Entonces (θl = plπ/N) y por
consiguiente





| 0 ≤ jl ≤ N (A.105)
y cada variable está discretizada de la forma (ql = jlh)
Ahora, considerando el vector posición:
qj = (j1, j2, . . . , jl, . . . , jn)h (A.106)





































Figura A.7: Eigenvalores e iteraciones en función de no de onda para el méto-
do de Jacobi.
Por lo tanto, aplicando el principio de superposición con todas las soluciones
















que muestra la solución como una serie de Fourier que se va aproximando
iterativamente a cero en cada una de sus componentes. También se puede
obtener el mismo resultado aplicando la transformada discreta de Fourier a
la ecuación de diferencias.





, pl = 1, 2, 3, . . . N − 1 (A.111)






|λ|k = 0, (A.112)
con lo cual se demuestra que el método converge.
Para determinar la velocidad de convergencia calcularemos el número de
iteraciones necesarias para reducir a la mitad el error.
eK = |λ|K ≡ 1
2
, (A.113)


















⇒ K = 2N2 log 2
π2
, (A.115)
donde se aprecia que cuanto menor sea N (rejilla mas gruesa) mayor será la
velocidad de convergencia. Esta cuestión es muy importante a la hora de
diseñar algoritmos en multirresolución.
Para obtener la solución de la función potencial suponemos unas condicio-

















y teniendo en cuenta que:
φql = c1 sin(θljl) + c2 cos(θljl)
dφql
dql








c10 + c21 = 1
θlc11− θlc20 = 0
de donde se deduce que: c1 = 0, c2 = 1
c1 sin θlN + c2 cos θlN = 0 ⇒ cos θlN = 0 (A.116)
θlN = (2pl + 1)
π
2
⇒ θl = (2pl + 1)
π
2N
para pl = 0, 1, 2, 3, . . . N − 1
(A.117)













Todos los armónicos se amortiguan a cero excepto el primero, correspondiente
a pl = 0.
A.5.2. Método iterativo de Gaus-Seidel





















Figura A.8: Eigenvalores en función de número de onda para el método
Gauss-Seidel y N = 50.
donde uk
q(j−)m
representan los valores de la función potencial en las celdas
vecinas, que se han calculado en la iteración actual (k) y uk−1
q(j+)m
representa
los valores de las celdillas vecinas, que se han calculado en la iteración anterior
(k − 1)








































Aplicando, como antes, la solución producto en separación de variables:
ek
qj



























de aqúı se obtiene las dos ecuaciones de diferencias








= λ ; φ0 = 0, φN = 0 (A.126)
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También en este caso, para la ecuación en diferencias de segundo orden, se
prueba la solución:
φqj = e
iθ~j = ei(θ1j1+θ2j2+···+θnjn) (A.127)




























5− 4 cos θl
(A.130)







, pl = 1, 2, 3, . . . , N − 1 (A.131)
También en este caso −1 < λ < 1 y ĺımk→∞ ek = 0.
Para obtener la velocidad de convergencia procedemos como antes, teniendo
en cuenta que π/N es muy pequeño y utilizando aproximación de funciones
por Taylor:
|λ|2 = 1





























⇒ K = N2 log 2
π2
(A.134)
En este caso el número de iteraciones necesarias para reducir el error a la
mitad es la mitad que en el caso de Jacobi.
A.5.3. Método iterativo S.O.R
























Figura A.9: Eigenvalores en función de número de onda para el método S.O.R.
y N = 50.






















Aplicando la solución (ek
qj
= hkφqj) a (A.129), se obtiene
























se obtiene las dos ecuaciones de diferencias
hk − λhk−1 = 0 ; h0 = 1 (A.139)






= λ ; φ0 = 0, φN = 0 (A.140)
Otra vez, para la ecuación en diferencias de segundo orden (A.133), se prueba
la solución:
φqj = e
iθ~j = ei(θ1j1+θ2j2+···+θnjn) (A.141)
quedando:
λ =











Suponiendo θ1 = θ2 = · · · = θn = θl = plπN
λ =























(1− ω)2 + (ω
2
)2 + (1− ω)ω cos θl
1 + (ω
2
)2 − ω cos θl
(A.144)
y los valores de los eigenvalores, mostrados en la figura (A.9) para distintos
valores del parámetro ω, son:
|λ|2 = (1− ω)
2 + (ω
2
)2 + (1− ω)ω cos θl
1 + (ω
2
)2 − ω cos θl
(A.145)
En este caso se cumple −1 < λ < 1 y ĺımk→∞ ek = 0.























sustituyendo en (A.140) y realizando aproximaciones por Taylor, se obtiene:
|λ| ≈ 1− π
2N
(A.147)
Para obtener la velocidad de convergencia se procede como antes, deduciendo














donde se observa que N no viene elevado al cuadrado, con lo que la velocidad
de convergencia mejora sustancialmente respecto del método de Gaus-Seidel.
A.5.4. Método iterativo ponderado de Jacobi
En el apartado (5.1.3.4) se presenta este método y en la ecuación (5.36)
se muestra la expresión de cálculo, que introduce el parámetro de cálculo ω




























de manera que la expresión del valor exacto de la función potencial (uqj) es:












Figura A.10: Eigenvalores en función de número de onda para el método
Jacobi Ponderado y N = 50.
Para obtener la solución de la ecuación (A.145) se aplica nuevamente el méto-












y dividiendo por hk−1φqj se consigue la separación de variables:
hk
hk−1






= λ , (A.154)
Para la ecuación en diferencias espacial se prueba la solución
φj = e
iθ~j = ei(θ1j1+θ2j2+···+θnjn) (A.155)






Suponiendo θ1 = θ2 = · · · = θn = θl = plπN , se obtienen los eigenvalores
mostrados en la figura (A.10):
λ = (1− ω) + ω cos plπ
N





Donde para ω = 2/3, se cumple que λN/2 = −λN = 1/3.
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