Please cite this article as: J. Jiang, C. Claudel, A high performance, low power computational platform for complex sensing operations in smart cities, HardwareX (2017), doi: http://dx.doi.org/10. 1016/j.ohx.2017.01.001 This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain. 
1. Introduction
Traffic congestion and flash flood monitoring
Traffic congestion is an increasing burden in many areas of the world. In the U.S.A. alone, traffic congestion caused a 101 billion dollars economic loss, 4.8 billion hours of cumulated delay and 1.9 billion gallons of wasted fuel in 2010 [2] . 5 In most OECD countries, traffic congestion is estimated to cause 1% loss in its gross domestic product (GDP), that is, over 100 billion Euros annually for the European community. In most countries, the direct and indirect costs of traffic congestion are considerable, and are expected to become worse as global traffic demand is expected to greatly increase in the next decades.
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One of the most promising solutions to address the traffic congestion problem is traffic flow control [3] . However, one of the prerequisites of traffic flow control is accurate traffic data, and accurate estimates and forecasts of origindestination matrices, which drive the evolution of traffic demand over a transportation network. This data is usually not accurate enough for traffic control
Eulerian and Lagrangian Sensing
Traffic monitoring systems can be classified as fixed (Eulerian) or mobile/probe (Lagrangian) based systems [4] . The Eulerian system can be further classified as intrusive or non-intrusive based on the installation setup.
Intrusive systems require the sensor to be deployed directly underneath the 35 road, for instance in a saw-cut hole or in tunnels under the surface [5] . Loop detectors, piezoelectric sensors and pneumatic tubes are the widely used sensors [6] . These technologies have been developed over several decades, and are widely adopted in commercial systems, including traffic monitoring systems in Singapore, Korea or in the USA [7] . These systems are however very expensive 40 both to deploy and to maintain, since any installation or maintenance operation requires the traffic to be blocked.
In contrast, non intrusive systems do not require an installation underneath the road, which reduces the cost and speeds up deployment operations. Widely used sensors include microwave radar, video image processing (camera), and consumption of the GPS (in cellphones) prevent the large scale deployment of such systems.
As in most urban sensing systems, deployment and maintenance costs are typically larger than the costs of the hardware [13] . To minimize deployment 65 costs, we require the system to be fully wireless, that is to form a wireless mesh network, and to harvest its own power.
Given all the above constraints, the proposed traffic sensing system requires an energy efficient computational platform capable of handing a high computational load locally, while providing long distance communications and allowing 70 operations over very long time frames (in years). The platform also needs to harvest solar energy as efficiently as possible. This combination is, to the best of our knowledge, not commercially available to date.
High performance wireless sensor networks
Wireless sensor networks (WSNs) have emerged as a possible solution for 75 urban monitoring applications. They typically consist of sensing devices that can automatically construct a wireless network based on a predefined protocol.
Because of their computation, communication and sensing capabilities, WSNs have been developed for a large number of applications, for instance, in environmental monitoring [14] , health surveillance [15] ), human presence detection 80 [16] , and position discovery [17] .
One of the main issues arising in the operations of WSNs is power management. To reduce power consumption, the computational capabilities of the nodes are typically very low, and the nodes merely act as sensors and wireless relays, with little or no processing of the measurement data done onboard.
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For example, in the context of traffic, the system [10] is based on a MICA2 node, and the processing unit is an 8bit ATmega128 microcontroller running at 7.4Mhz; [18] uses a commercial TeloSB node running on 16Mhz MSP430 controller. These systems do not have the capability to run complex algorithms, which are handled at the sink or computer server levels.
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In contrast, our system requires advanced algorithms to run onboard the nodes. As an example, the processing of traffic data involves mixed integer linear optimization problems with tens of variables and hundreds of constraints.
The flash flood data is processed in parallel using Artificial Neural Networks that require tens of kB of memory, and advanced computational capabilities.
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All these constraints require a novel, high performance solar powered node to be designed.
Though some commercial WSN platforms ( [19] , [20] , [21] ) can provide high performance computation, none of them satisfy our application as a competent platform. Based on our requirements, such a platform should also have: 100 1. long range reception, to support data communication between sparsely deployed nodes in an adverse (urban) environment 2. high efficiency in energy harvesting to maximize the lifetime and the coverage of the system 3. high reliability hardware, with recovery capabilities
Platform Architecture and Design
Our objective is to develop a low cost, low power platform capable of solving the aforementioned computational tasks in real time, for the sensor network ar-120 chitecture presented above. While higher computational performance increases both cost and power consumption, we choose to increase computational capabilities for all nodes for the following reasons:
1. Modularity, as we might add new applications to this sensor network (for example detecting the presence of water on the ground using Machine
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Learning). This approach reduces costs, simplifies the maintenance, and makes the complete system more fault tolerant than a system in which nodes play different roles with different sensor platforms, as in [23] .
2. Bandwidth constraints, our fixed traffic sensors generate more than 70 points of data per second. Processing this data at the gateway level would In order to support a low cost, distributed, real-time and reliable traffic sensing system, the sensor platforms should have the following features
• Low node cost, low deployment costs (installation on urban structures, no power and data cables required)
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• Capable to some extent of self-recovering in case of software failure, and capable of periodic hard resets ( [24] )
• Capable of significant actuation for power management (solar energy harvesting, battery charging, reconfigurable clock frequency)
• Advanced computational capabilities, with significant free memory to al-locate relatively large matrices required by machine learning applications, and the capability for simultaneously running node and network energy optimization algorithms (energy-aware routing as in [25] )
• Capable of Over-the-air programming(OTA)for software update, since the code in a research setting is expected to be frequently modified, and the 150 nodes are not easily accessible Following these requirements, we designed a hardware platform [26] [1], on which we are porting an operating system and a middleware to simplify programming. In comparison with other reported hardware platforms, the proposed platform has some specific features: 155 1. The frequency of microprocessor can be dynamically adjusted based on energy and computational time requirements, thus the platform can operate at the optimum frequency for different tasks 2. A radio monitoring circuitry integrated to the platform allows a user to monitor both incoming and outgoing radio traffic to increase reliability or 160 for debugging purposes 3. A recovery circuitry to enhance the reliability These features are required to implement the proposed traffic/flash flood sensing vision. This architecture is simpler to deploy (owing to the distributed/onboard processing) than existing wireless sensor networks that are feeding their mea-165 surement data into input databases, and which require processing/estimation servers. Figure 1 shows the block diagram of the hardware platform. . This platform has a 8-path integrated switch chip and separate USB ports (one for firmware upload, the other for radio monitoring)
Core element
The core component of a sensing platform is the microcontroller (MCU), which handles sensing (ADC and digital buses), computation and control. We 175 selected for this application the STM32F407, a 32-bit ARM Cortex-M4 based microcontroller from ST since it satisfies the requirements described above and best balances the tradeoff among computation, RAM, power consumption and cost.
We considered a wide range of microcontrollers, in which the ATmega1281 is on the low end (low performance, low power consumption) and the TI TMS570 for an extensive, long term deployment. In contrast, the STM32F407 provides a comparable performance with TMS570 with only one third of the price; it is even less expensive than than a 8 bit ATmega1281. In addition, at its lowest frequency setting its power consumption is comparable to the power consumption of the ATmega1281.
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The STM32F407 includes a 1 MB Flash memory and 196KB of data RAM.
It supports up to seventeen timers, a 24 channels ADC and two 12-bit DACs for peripherals. tion (RSSI), link quality, built-in data packet building and transmission error detection. In addition, an energy-aware routing protocol is currently developed to maximize the worst case node energy under a periodic power availability pattern (which is the case for solar energy). This routing protocol is expected to be part of the middleware. 
Data Storage
The MCU has an internal 1MB Flash memory for storing the bootloader, firmware, the operating system and a 196 KB internal SRAM for data during firmware execution. While this amount of memory is sufficient for all real-time processes to perform their computations, we need additional storage for non- . This ensures that data will remain available even if power is lost, for instance during a hardware reset. The Micro SD card socket is accessed through a SDIO interface, and supports up to 2 GB micro SD cards (FAT 16), and can be used to store the OTA firmware and to log sensors operation for debugging,
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or to feed the sensor fault detection algorithms.
Energy Harvesting and Storage
To make the system easier to deploy in urban environments, the platform will draw its power from a battery and an energy harvesting device. Since our system is deployed outdoors, the energy harvesting must be based on a source of energy . However, we modified the method by using an additional photovoltaic cell inside the solar panel. This is done mainly for two purposes:
no external sensor is needed for this system, and the sensing photovoltaic cell will sense the same conditions as the rest of the solar panel (dust, illumination).
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Energy storage is achieved by a charger chip and a battery. In order to achieve excellent high and low temperature performance and low capacity degra- 
Power Management
Power consumption is a key parameter in self powered wireless sensor networks, and is even more critical in the present application where sensing and computational activities are very frequent and require a significant amount of energy [30] . The platform optimizes its power consumption through different 285 methods, such as an energy aware routing protocol [25] , an energy aware distributed computing scheme and an energy aware scheduler. In terms of hardware, the frequency of the microcontroller unit can be dynamically adjusted.
Since the computational efficiency (in terms of energy per operation) is almost independent of the clock frequency, we chose a bang-bang controller that will se-290 lect either the minimal operating frequency or the maximal operating frequency in function of the task to perform. The tasks are first sorted in two categories in function of their complexity and of the computational time horizon. For low complexity tasks such as sensing, data packet processing, received data handling or other low priority computational tasks, the microcontroller will be set to its 295 lowest frequency. However, for high complexity tasks with strong real time constraints such as machine learning based location estimation or the mixed integer linear programming based traffic estimation, the MCU will be set to its highest frequency. More sophisticated control schemes are available, for instance [31] and [32] use a Markov Decision Process (MDP), however, these require a sig-300 nificant computational overhead and large data storage, and would thus offer no benefit in the present application. Indeed, the energetic cost of switching frequencies is very low, as switching requires only a few hundred clock cycles, which is comparable the number of clock cycles required for running a MDP or a more sophisticated control scheme. respond to interrupts from it. In this mode the total power consumption is as low as 42µA @ 3.3V.
Peripherals
The peripherals consist of several functioning blocks: a self-resetting circuitry, a battery monitoring circuitry and a USB monitoring unit.
325
Since no firmware is perfectly coded, we have to anticipate the presence of software bugs, which could cause normal sensing operations to fail. This is a particularly important hazard in our project, since nodes are deployed in locations that are difficult to access (for public safety reasons). Another risk lies in the remote software updates from the OTA, which could cause node failures,
330
and accessing the failing nodes after deployment to fix them would be economically impractical. Therefore, we included a self-resetting circuitry to prevent complete node failure. The circuitry works similarly to an external watchdog, but it supports much longer timeout intervals, up to 262143 seconds (more than 1 day) in the present case. The functionality of the circuitry is to reset the whole 335 system periodically no matter [33] if it is functioning normally or not, and return the microcontroller control to the bootloader. The bootloader invokes an verified and trusted image. The trusted image is based on a reliable firmware which has experienced extensive testing, consisting of all necessary programs to perform sensing and communication tasks, as well as the configuration of the 340 self-resetting circuitry. As soon as the self-resetting circuitry is configured, we can block any accidental access to it by setting a GPIO. The self-resetting can also be instantly activated using another GPIO, which can be controlled by the MCU or by the transceiver, enabling remote node hard reset (if at least the transceiver is responsive). is configured to sense the voltage drop, as shown in Figure 3 . The figure also
shows a LED and switch extension board which is used for extending 6 LEDs
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and switch on the external enclosures, and a GPIO extension board used for facilitating further development from reserved GPIO ports.
Our two years' experience [13] with the development of a routing protocol strongly suggest that a monitoring circuity for radio data is of critical importance for debugging and transceiver fault detection. Ideally, the monitoring 
Sensors
The sensors are deployed and installed on street lights, and consist in a lightweight (7kg) aluminum structure equipped with two infrared sensor arrays by their presence. This system has a very good performance for detecting and classifying vehicles, with more than 90% accuracy [22, 34] .
The ultrasonic rangefinder (Maxbotix MB7076) measures the distance between the sensor and ground level with a resolution of 1 cm, without tempera- In addition, the water level is measured using the ultrasonic rangefinder, and air layer temperature estimation based on the remote infrared sensors. Indeed, the Melexis MLX90614 measures both the ground temperature and the local temperature of the sensor, and allows the compensation of the variations in speed 400 of sound caused by temperature inhomogeneities. By using Artificial Neural Networks (which we outline in the subsequent sections), a 1 cm accuracy can be achieved, which corresponds to less than 0.2% of relative error.
Software
This platform runs UCOSII, a priority based preemptive real-time multi-405 tasking operating system kernel for microprocessors. It is highly portable, and manages up to 64 tasks, only requires a few kilobytes of code and a few hundred bytes of RAM to provide multitasking scheduling, memory management, interrupt handling, synchronization primitives, etc. The source code is mostly written in ANSI C, thus developers can write the application code in ANSI,
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avoiding the need to learn a specialized language (such as NesC for TinyOS).
Contrary to other embedded OS for WSN, which are based on event-driven mechanisms, uCOSII outperforms in terms of real-time performance due to the preemptive, priority-based task scheduling mechanism. In contrast, the eventdriven OS, such as TinyOS or Contiki, may require less RAM and ROM space, In, First Out (FIFO) scheduling policy, while Contiki uses a polling mechanism.
For our application, both the traffic monitoring/control and flash flood detection requires certain level of real time, thus the event driven OS is not a competent selection for us. As shown in figure 6 , the OS is ported to the hardware with 420 three files and the user application library is developed by ANSI C or C++.
Programmers can build middleware layer based on the OS to provide services upon their requests, and this allows WSN developers to integrate operating systems and hardware with the wide variety of various applications that are currently available [35] . Moreover, the use of middleware considerably enhances the 425 code portability. Currently, a middleware is being developed to on-line estimate the power harvesting and consumption pattern with ambient variation, which will facilitate a more efficient energy management on both mote and network levels. Also, the developing middleware will be able to perform a lightweight online fault-diagnose by monitoring the energy, data transfer and execution, and 430 reset the module or the system. This will be critical to ensure that nodes do not fail due to errors, and that the computational methods used on this platform are properly executed.
The 1Mbytes embedded program flash is divided into three sections: main program, boot section and ota section, as shown in Figure 7 . The left figure   435 shows the program memory allocation, the first 128KB Flash space is configured as boot section, in which it includes the firmware for initializing and testing the hardware components, and signaling (by pre-defined LED blinking pattern) to the user the status. It is the first firmware executed after the microcontroller powers on, resets, or reboots. Also, the firmware consists of the codes to support 440 updating main program firmware by USB-OTG port. Upon the completion of In order to achieve a tradeoff between power consumption and computational capability, the clock frequency is adjusted online. For example, the following functions can be used to configure a task with a system clock of 32Mhz.
SysClkWasp=32000000; //System clock switch to 32MHz.
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SysPreparePara(); //System parameter preparation SystemInit(); //System initialization By this way, the system clock can be adjustable to satisfy the request of each specific application and task. the break down quantity (normally 1000). The cost of the sensors depends on the number of traffic lanes, for a two lanes road, the total price is around 235 dollar. Similarly, the cost of the sensors will be decreased with mass production.
Platform evaluation and example applications 460

Cost Evaluation
Power consumption
Power consumption is a critical issue for solar/battery powered wireless sen-470 sor nodes. To assess it, it is necessary to determine the contribution of each module to the entire power consumption. A series of tests have been conducted to evaluate the power consumption of the platform investigated in this article. Table 2 summarizes the contribution of major components in different operating modes, all components working at 3.3V. Owing to the dynamic ad-475 justment of the clock frequency, the MCU is able to switch between low power sensing (4.1mA @3.3V @8MHz) to high power computation (87.0mA @ 3.3V @ 168MHz), thus achieving a tradeoff between power and pure performance.
Out of all power saving modes, the hibernate mode has the lowest power consumption. Note that the radio transceiver is a major power consumer: with the 480 highest authorized RF power output (+18dBm), the radio module has the high- value of battery current represents discharging (without harvesting), and the negative value indicates the charging behavior due to the solar harvesting. It can be seen that the charging and discharging current achieve an equilibrium (zero value) around 9:00 am in the morning, and the solar energy harvesting approaches the maximum around 11:00am.
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In order to estimate the typical battery life during sensing operations, we define two benchmark sensing conditions: the heavy duty condition represents the case in which sensing, transmission and computational power are the highest.
We define it as using the transceiver in listening mode for 50 % of the time, with computations at maximal clock frequency during 40% of the time, the remainder 495 being transmissions at maximal RF power. The normal duty stands for a more typical sensing operation in which using the transceiver in listening mode for 20% of the time, with computations at maximal clock frequency during 20% of the time, and transmissions during 10 % of the time. Table 3 though the shelf life of the battery will be a limiting factor).
Benchmark computations
Since this platform will be the backbone of the proposed traffic and flash flood monitoring system, it needs to be fast enough to execute complex calculations. We implemented some benchmark tests to evaluate the computation 510 capability of the new hardware platform, using various unit tests on matrix operations. In our tests, we used a CMSIS-compliant DSP library and an opensource matrix library. Figure 9 and Figure 10 illustrate the computational times for different dimension matrix additions and multiplications using either the CMSIS library or the C library.
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These two benchmarks (matrix addition and multiplication) are very important in practice, since most processing operations require a combination of these two operations. For example, the Kalman Filter, commonly used to estimate the state of of a linear system heavily uses matrix operations for propagating and updating the state.
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In the present application, the nodes have to estimate the state of traffic in real time, which can be achieved for example using an Ensemble Kalman
Filter or a Particle Filter, as in [36] , or using an optimization formulation as in [37], [38] . All of these approaches require computationally intensive matrix operations (addiiton, multiplication and inversion). Similarly, the training and 525 prediction by Artificial Neural Networks (which we oultine later) require both matrix multiplications and additions.
The main difference between the two is that the CMSIS library makes the use of the STM32F407 internal hardware accelerator (FPU) and the associated DSP library.
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In Figure 9 , 6 different matrix dimensions (5x5, 10x10, 20x20, 30x30, 40x40, 50x50) were tested for addition. As expected, we can see that the computational time obtained using the CMSIS library is less than the one based on the C library. For a 10x10 matrix addition, the time required by the CMSIS library is 33 times faster than the same computation by the C/C++ library, while for a 50x50 matrix addition it is 57 times faster.
We have similar results for matrix multiplication, as shown in Figure 10 .
We also evaluate an Extended Kalman Filter (EKF) bench mark at different can self-increase the clock to minimize the energy cost and better the efficiency during computation, thus achieving a good tradeoff between high load computa- tion (requires high clock frequency) and low load sensing scenarios (configured to low clock frequency).
Since most commercial WSN nodes do not contain any hardware arithmetic 555 accelerator (FPU) and on-line frequency adjustment firmware, our platform outperforms most commercially available equipment in computation capability, and will enable a new generation of smart sensing systems that do not require expensive backend servers to operate, greatly facilitating the overall system deployment (at the expense of a more complex embedded code). 
Applications of this platform to flash flood monitoring
The ultrasonic rangefinder measurement relies on the time-of-flight, which depends on the distance between the rangefinder and the target, as well as the speed of the sound, which varies with temperature. As a result, to increase the accuracy of our sensor, we need to estimate the correction to apply to the 565 distance measurements caused by uneven temperature profile in the air layer below it. Given that the urban environmental conditions are very variable in terms of wind and ground temperatures (shadows) or local temperatures (urban heat island effect), this uneven air temperature profile has to be determined using the available air and ground temperature measurements, using Machine
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Learning [40, 41] . For this, we run an Artificial Neural Network (ANN) that learns the variations of the air temperature profile in function of the ground and air temperature inputs measured by the passive infrared sensors. The ANN is part of a supervised learning approach, in which the supervisory signal is the compensation to apply to the raw ultrasonic distance measurements, which 575 can be inferred from the ultrasound distance signal generated by the sensor, assuming that no flood currently occurs. During testing [41] , we found that naive compensation based on simple atmopsheric models were inadequate, and resulted in errors on the order of tens of centimeter, more than the expected water level of a small flash flood. 
Neural Network Training
In this application, we consider a Levenberg-Marquartdt training function.
Training a neural network involves the tuning of the weights and biases of the network. The objective is to maximize the network prediction performance, which corresponds to minimizing the difference between all network outputs y k 590 and desired outputs or targets t k on validation data. The computational time required for the training algorithm depends on many factors, including the complexity of the problem, the number of data points in the training set, the number of weights and biases in the network, the norm function used as the objective function of the problem, and whether the network is being used for pattern 595 recognition (discriminant analysis) or function approximation (regression). For our particular problem, we are interested in the function approximation problem with a few hundred weights in a moderate size network. In this specific case, the Levenberg-Marquardt algorithm has been proven to have the fastest convergence [42] . It updates the network weights and biases in the direction in noticeable if a very accurate training is required.
The classical norm used for the training and validation of the feedforward function is the L 2 norm [43] , which amounts to the mean squared error (MSE) between the network outputs and the target outputs. Given a training set including a set of input vectors {x n }, where n = 1, ..., N , x n ∈ R D , together with the corresponding set of target vectors {t n } t n ∈ R k , our objective is to minimize the error function (in the context of the Levenberg-Marquardt algorithm) in the L 2 norm sense:
Similarly to other numerical minimization schemes, the Levenberg-Marquardt algorithm is an iterative procedure. It is initialized with a given parameter vector, {w}. During each iteration step, the parameter vector, w, is replaced 605 by a new estimate, w + δ. To determine δ, the functions y(x n , w + δ) are approximated by their linearizations:
is the gradient of y with respect to w. At the minimum of the sum of squares E(w) in Equation 1, the gradient of E with respect to δ is 610 zero. The above first-order approximation of y(x n , w + δ) gives
which can be rewritten as:
Taking the derivative with respect to δ and setting the result to zero yields
where J is the Jacobian matrix whose nth row equals J n , and where y and t are vectors with nth component y(x n , w) and t n , respectively. This is a set of linear equations which can be solved for δ. With minor modifications (through the addition of a damping term λ), we obtain the Levenberg-Marquardt algorithm:
Implementation
The implementation of code is done using Keil v4.7 from the ARM group, and optimized for C/C++. We have implemented our algorithms on the wireless sensor nodes using a conventional back-propagation neural network class On the platform investigated in this article, the online training mode takes 630 about 2 hours to process one week of temperature and distance measurement data (sampled at 10 Hz), while the prediction is quite fast 0.03 seconds per data sample, which is slightly faster than real time. The residual error in water level estimation (using online training of the ANN) is shown in Figure 11 .
Since the ANN captures the compensation and apply very accurately, no 635 false detection has been observed during a 12 month test period. A minor flash flood event was detected using two of these sensors, deployed in Umm Al Qura University (Mecca, Western Saudi Arabia) in 2014 [40] , as can be seen in Figure 12 . The estimated water level during the floods were consistent with observations that the flood was minor, and that the level was under 10 cm 640 according to local record. As shown in the previous subsection, the platform developed in this article can perform these computations onboard in about two hours, using a fraction of the energy required to send this data to the gateway. 
Conclusion
This article presents the design and implementation of a new computational platform that can enable complex smart city applications. The primary motivation for this design was the lack of a suitable commercially-available computational platform that is adapted to extended deployments in urban environments. The main focus of the present article is flash flood monitoring using a combination of ultrasonic and infrared temperature data, processed using Artificial
670
Neural Networks. The present platform has also been explored for other applications, such as in [25, 34] .
This platform can enable sensor networks that rely heavily on computing for their operation, and for which range and energy supply are important constraints. Such sensor networks, are much easier to deploy because they do not The programming of a dedicated middleware adapted to advanced smart cities operations will also be critical to allow reliable operation for extended periods of time, while managing energy, real time and network communication constraints efficiently.
