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Tato práce se zabývá problémem lokalizace mobilního robota na základě aktuálních senzo-
rických 2D a 3D dat a záznamů z minulosti. Především se zaměřuje na praktickou detekci
smyček v trase robota. Cílem bylo zhodnotit současné metody zpracování obrazu a hloub-
kových dat se zaměřením na problematiku lokalizace v prostředí. Práce se zabývá využi-
tím modelu Bag of Words pro zpracování 2D dat a metodu Viewpoint Feature Histogram
v prostředí mračna bodů pro 3D data. Návrh systému byl v práci realizován a byly na něm
prováděny experimenty.
Abstract
This paper addresses the problem of mobile robot localization based on current 2D and 3D
data and previous records. Focusing on practical loop detection in the trajectory of a robot.
The objective of this work was to evaluate current methods of image processing and depth
data for issues of localization in environment. This work uses Bag of Words for 2D data
and environment of point cloud with Viewpoint Feature Histogram for 3D data. Designed
system was implemented and evaluated.
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V této práci se zaměřujeme na problém lokalizace mobilního robota. Především na detekci
smyček v pozičním grafu robota. Lokalizace je jedním z hlavních problému mobilní robotiky
a v dnešní době je ji věnována velká pozornost. Sledování pozice mobilního robota pomocí
akumulování informací o jeho relativní změně v čase vede k tomu, že si robot myslí, že se
nachází jinde než ve skutečnosti. Schopnosti rozpoznat již známá místa a detekovat smyčky
může vést k jejích uzavření a tím i redukci této akumulační odchylky.
Navrhnutý systém pro detekci smyček v trase autonomního robota pracuje nad 2D i 3D
daty získanými pomocí senzorů. Data ze senzorů jsou pak využita pro získání reprezentace
prostředí pomocí metod Viewpoint Feature Histogram (VFH) a modelu Bag of Words
(BoW). Tato reprezentace se pak v systému porovnává s databází, aby se určilo zda se
jedná o nové místo nebo již navštívené. Problémem v tomto přístupu bývá falešná detekce
smyček, která je ošetřena ve verifikačním kroku.
Metody navrhnuty v této práci ukazují základní řešení v kapitole 2. Vysvětlují princip
rozpoznávání místa, využití modelu Bag of Words pro pořízení fotky. Dále se práce zaměřuje
na popis prostorových dat a jeho využití a nakonec možné využití konvolučních sítí pro
popis daného místa. Následující kapitola 3 se zabývá jednoduchým návrhem systému, který
využívá Bag of Words model i na využití prostorové informace a zaměřuje se i na verifikační





Lokalizace podle vizuálních dat
Jedním ze základních problému robotiky je lokalizace (robot musí určit svou pozici v pro-
středí). Řešení lokalizace je jedním ze základů autonomnosti mobilního robota. Také to je
jedním ze stavebních bloku úspěšné navigace robota [13].
Tato kapitola se zabývá způsoby lokalizace robota na základě již předem navštívených
deterministických pozic v prostředí za využití vizuálních senzorů. Popisuje několik způsobů,
jak je možné popsat momentální prostředí robota. Dále projdeme algoritmy, které jsou
vhodné pro geometrickou verifikaci.
2.1 Rozpoznání místa
Rozpoznání místa je schopnost popsat určité diskrétní místo. Tato schopnost pracuje s na-
vzorkovanými daty prostředí získanými různými senzory (např. fotky, hloubkové mapy nebo
snímky laserových senzorů) a její reprezentací. Dále také musí existovat korespondenční
prostředí a jeho reprezentace uložená v databázi. Celý proces tedy funguje na principu
spočítání deskriptorů momentálního snímku ze senzoru robota pro okolí. Následně prohle-
dáváním vytvořené databáze a získáním nejpodobnější reprezentace. Získána reprezentace
nám pak říká, kde se robot momentálně nachází.
Jednou z nejlepších možností, jak získat reprezentaci prostředí, jsou vizuální senzory.
Dokáží zachytit jak bohatou reprezentaci prostředí, která je jak dostatečně popisující, tak
i diskrétní. Většina vizuálních reprezentací, které byly navrhnuty, se dělí do dvou skupin.
První skupinou jsou tzv. globální reprezentace. Ty k reprezentaci daného prostředí využí-
vají celý snímek ze senzoru pro reprezentaci. Algoritmy k reprezentaci jsou například PCA
transformace, Fourierová transformace, histogram snímku, otisky snímků, GIST deskrip-
tory atd. [13] Na rozdíl od toho lokální reprezentace používá význačných oblastí snímku.
Detektor pak z detekovaných význačných bodů nejdříve vytvoří jejich reprezentaci, kte-
rou pak použijí k sestavení reprezentace snímku. Lokální přístup k reprezentaci snímku je
vysoce závislý na metodě detekce charakteristických oblastí (viz. kapitola 2.2.3).
2.2 Zpracování 2D dat
Máme-li pořízené rozdělení prostoru pomocí 2D fotek, je potřeba toto prostředí nějak re-
prezentovat. Zde si popíšeme pár základních metod, jak se toho dá dosáhnout.
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2.2.1 Bag of Words
První metoda je založena na lokální reprezentaci. Reprezentace snímku založena na zájmo-
vých bodech je zvána Bag of Words [13]. Pro každý zájmový bod je spočítán deskriptor, tak,
aby nebyl závislý na rotaci, měřítku, intenzitě a změně pohledu. Velice populární v tomto
případě jsou SIFT[11] a SURF[1] detektory. Bag of Words pak tvoří právě deskriptory
pomocí těchto detektorů, ze kterých je pak možno spočítat podobnost dvou snímků na
základě spočtení vzdálenosti jejich vlastností. Pro spočítání podobnosti je potřeba funkce,
která určuje tuto podobnost. Základní metodou jak spočítat podobnost dvou deskriptorů,
často reprezentovanou jako několika dimenzionální vektor, je spočítat vzdálenost v normě
L2 mezi příznaky.
Při tvorbě Bag of Words je potřeba všechny získané deskriptory shlukovat, protože
množina všech deskriptorů je příliš veliká a shukováním rozdělíme množinu na disjunktní
podmnožiny. Výsledné shluky jsou pak kompaktní a zapouzdřují do sebe příznaky s po-
dobnými vlastnostmi. Takovou metodou shlukování může být například k-means. Jedná se
o algoritmus, který iterativně seskupuje objekty se stejnými vlastnostmi do jednotlivých
shluků. Nutností tohoto algoritmu je potřeba velkého množství příznakových deskriptorů.
Obrázek 2.1: Bag of words model.
Pak je ke každému shluku přidáno identifikační číslo, které bude přiřazeno každému
příznaku ve shluku. Toto číslo můžeme nazvat vizuálním slovem. Pokud je nový příznak
přidán do nějakého shluku, je mu přiděleno právě toto číslo reprezentující vizuální slovo.
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Tyto vizuální slova pak tvoří tzv. vizuální slovník (visual vocabulary). Celý princip je
znázorněn na obrázku 2.1.
Pro získání příznakového vektoru z modelu Bag Of Words, který jak bylo psáno, je možné
porovnávat pomocí vzdálenosti například v L2 normě, což je výhodné hlavně v této práci pro
porovnávání již navštívených míst. Obdobně jako při tvorbě slovníku je zde nejdříve nutné
najít vhodné lokální příznaky (např. pomocí SIFT a SURF) z daného obrázku. Nad těmito
příznaky je pak počítána aproximace nejbližšího souseda tak, aby se dal sestavit příznakový
histogram pro každý obrázek. Jednotlivé třídy v histogramu jsou pak inkrementovány na
základě vzdálenosti deskriptoru k nějakému středu shluku tvořící slovník. Délka histogramu
je pak určena počtem shluků v daném slovníku. Příznakový vektor je pak dán právě tímto
histogramem. Princip získání příznakového vektoru je ukázán na obrázku 2.2.
Obrázek 2.2: Princip získání příznakového vektoru pomocí vizuálního slovníku.
2.2.2 SIFT
SIFT [11] nebo-li Scale Invariant Feature Transform je metoda detekce a párování robust-
ních klíčových bodů. Výhoda SIFT je v tom, že příznaky jsou extrémně odlišné a mohou
tedy být párovány mezi různými snímky s různým osvětlením, rotací, pod jiným pohledem
a měřítkem. Deskriptor je zde počítán z regionu okolo bodu, který nese rozlišující infor-
maci příznaku. Přesněji řečeno deskriptor je vektor, který reprezentuje lokální distribuci
gradientů snímku okolo bodu.
Samotný princip SIFTu funguje obdobně jako Harrisův detektor. Problém Harrisova
detektoru je v jeho nemožnosti být invariantní vůči měřítku, jelikož detekce probíhá v po-
suvném okně dané velikosti. To může v být pro detekci malých rohů v obraze dostatečně
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efektní, ale pro velké rohy je potřeba většího posuvného okna. Proto se v SIFTu využívá
Laplace Gausesové funkce (LoG) pro obrázek s rozdílnými σ, které slouží jako parametr
pro určování měřítka (znázorněno na obrázku 2.3). LoG tedy funguje jako blob detektor
s různými parametry σ (platí tedy, pro velké hodnoty σ funguje dobře s velkými rohy a
naopak pro malé hodnoty pracuje dobře s malými rohy). Tím dostáváme lokální maxima
pro různá měřítka a pro různé body dané souřadnicemi dostáváme tedy i hodnotu σ pro
měřítko.
Obrázek 2.3: Gaussová pyramida [16].
Ve skutečnosti je ale tento algoritmus náročnější než je vhodné. Proto se využívá takzva-
ného Difference of Gaussians (DoG), což je aproximace LoG. DoG je získano rozmazáním
obrázků s dvě různými σ. Jak je vidět na obrázku 2.3 je tato akce využita pro různé úrovně
(octaves) obrázku v Gaussově pyramidě. Pak jsou obrázky prohledávány pro lokální ex-
trémy (klíčové body) pro různá měřítka, tedy porovnáváme pixel v obrazové informaci vůči
jeho sousedům v obrazové informaci a dokonce i ve dvou nejbližších měřítkách pro všech 9
pixelů [11].
Pro takto získané body je potřeba ještě udělat verifikaci, která lokalizuje klíčové body.
U DoG získáváme více bodů pro rohy, proto je potřeba některé odstranit. K tomu se vy-
užívá Hessian matice ke spočítání zakřivení, které podle prahu ořezáváme [11]. Pro každý
bod, který je takto získaný je určena orientace. Jedná se o histogram pro 36 tříd pro 360
stupňů. To se spočítá z okolních bodů klíčového bodu. Největší hodnoty jsou pak použity
pro výpočet orientace.
Výsledný deskriptor bodu je pak počítán z okolí 16x16 daného bodu. Které je rozděleno
na 16 menších bloků, v kterých je vytvořen histogram o 8 třídách, celkem tedy 128 tříd a
společně s dalšími měřeními pro robustnost vůči světlu a rotaci tvoří deskriptor [16].
2.2.3 SURF
SURF [1] nebo-li Speeded Up Robust Features (obrázek 2.5) je metoda odolná vůči měřítku
a je silně inspirována na metodě SIFT, ale je několikanásobně rychlejší. Tato metoda využívá
aproximace DoG filtru a algoritmus integral images pro konvoluci. Aproximace DoG je
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udělaná pomocí Box filtrů (viz. obrázek 2.4), které pak mají mezi sebou hrubé přechody, se
kterými se pak jednodušeji pracuje. A pak je pomocí této aproximace a algoritmu integral
images možné spočítat rychleji konvoluci, kterou je také možné spočítat paralelně pro různé
měřítka, což umožňuje větší zrychlení.
Obrázek 2.4: Princip box filtru [16].
Pro výpočet orientace se v algoritmu SURF využívá Haarových vlnek. Orientace se pak
počítá, jak v horizontálním tak i vertikálním směru pro okolí daného bodu, kde největší
orientace je odhadovaná spočítáním sum všech výsledků vlnek v rámci posuvného okna.
Také většinou není potřeba výpočet pro dosáhnutí rotační invariance. Tento výpočet ori-
entace zpomaluje výpočet SIFT a naopak pro SURF není výpočet až tolik potřebný, proto
dosahuje dalšího zrychlení [16].
Pro určení deskriptoru u metody SURF je využívábo výsledku vlnek jak v horizontalním
směru tak i vertikálním. Ale na rozdíl oproti SIFT, která pro výpočet využívá okolí sousedů
okolo daného pixelu o velikosti 16x16 u metody SURF, se využívá okolí o velikosti 20x20,
které je rozděleno na menší bloky o velikosti 4x4. Pro každý menší blok této velikosti jsou
vybrány výsledky horizontálních i vertikálních vlnek, které skládají vektor. Tento vektor
pak dává deskriptor příznaku SURF o 64 dimenzích.
2.2.4 Jiné možnosti popisu okolí pomocí obrazové informace
Barevný histogram fotky
Z jednoho barevného snímku senzoru je možné získat dostatek informací, za dostatečné ilu-
minaci snímku, o momentálním okolí robota. Oproti Bag of Words zde nehledáme lokální
zájmové oblasti, ze kterých bychom popsali toto okolí, nýbrž bereme snímek jako jeden
celek a získáváme informaci z celého získaného snímku. Při využití globální informace před-
pokládáme, že malý krok robota v prostoru způsobí jen malou změnu informace, zatímco
velký krok v pozici robota způsobí velkou změnu informace.
Vhodné u této metody je využití kamery, která dokáže zachytit co největší okolí, pří-
padně vhodně vytvořené panorama celého okolí robota a transformovat do 2D fotky. To ale
reprezentuje problém při pohybu robota. Každý pohyb nebo rotace robota způsobí rotaci
i u snímku okolí (posun pixelů). Pokud se zaměříme na vlastnosti histogramu, tedy získá-
vání informace hodnoty pixelu, nejedná se tedy o pozici pixelu. Pak je tato metoda pozičně
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Obrázek 2.5: Znázornění význačných bodu snímku z KITTI [6] detektorem SURF.
invariantní, pokud je využita kamera pro celé okolí.
Informace, které z 2D fotky dostáváme kromě RGB hodnot, jsou hodnoty odstínu,
nasycení a jasu. Nejjednoduší metodou je pro každou složku udělat 1D histogram. Když jsou
všechny složky extrahovány, je potřeba nějak najít podobnostní reprezentaci z databáze.
Jedna z nejlepších metrik pro porovnání histogramu je Jeffrey divergence [13].
GIST
GIST je globální deskriptor, který barevnou fotku reprezentuje jako 320dimenzionální vek-
tor pro barvy. Příznakový vektor koresponduje se střední hodnotou otočných filtračních
vektorů pro různá měřítka a s orientacemi ve výřezovém okně [12].
Otisky v obraze
Tato metoda se podobá vizuálním slovům. Rozdíl se ale nachází v tom, že místo detekování
významných bodů jako příznaků. Detekujeme, zde morfologické příznaky, linie a barevné
bloby. Metoda znovu využívá kameru pro snímání co největšího okolí. Jako detekce podob-
nosti se používají metriky pro porovnávání řetězců [9].
2.3 Zpracování prostorových dat
Obdobně jak jsme popisovali možnosti využití popisu 2D fotek, můžeme popsat okolí i
pomocí prostorové informace znázorněné na obrázku 2.6.
Podobně jako u histogramu fotky se jedná o popis pomocí celého snímku. Znovu je
důležité při využití této metody vzít senzor, který má velký rozsah viditelnosti. V případě
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Obrázek 2.6: Snímek okolí pomocí laserového senzoru.
této práce se využívá laserový senzor Velodyne HDL-64E, který má 360 stupňů působnosti
[6]. Na rozdíl od histogramu 2D snímku tu máme i prostorovou informaci. A jelikož je
využit laserový senzor, než například senzor Kinect od firmy Microsoft, který dokáže získat
i informaci o barvě bodu, je potřeba využít tyto data jinak. A proto je pro výpočet celkové
informace ze snímku použita metoda Viewpoint Feature Histogram (VFH) [14]. Je zde tedy
využit histogram úhlů ke každému bodu od hlediska pro popis prostředí.
2.3.1 Mračno bodů
Mračno bodů se dá definovat jako uspořádaná nebo i neuspořádaná množina bodů, kde
jednotlivé body jsou v tří dimenzionálním prostoru definovány pomocí základních souřadnic
x, y, z. Tato datová struktura je proto velice vhodná pro využití při práci s prostorovými daty
a jak je vidět na obrázku 2.6 vytváří jednotlivé body odpovídající reprezentaci prostoru,
nad kterou je možné provádět algoritmy pro získání reprezentace prostředí. Ta jsou vhodná
pro výpočet porovnání stejných míst po cestě robota.
2.3.2 Viewpoint Feature Histogram
VFH (Viewpoint Feature Histogram) je metoda pro vytvoření deskriptoru popisujícího
povrch objektů pomocí histogramu na základě relativního úhlu bodu v mračnu bodů a
bodem pohledu [14]. Bod pohledu je počítán z úhlů, jež jsou vytvořeny směrem hlediska a
normály bodu. Popisná informace je tedy reprezentována, jako úhly mezi směrem hlediska
z bodu pohledu a normál všech bodů, jak je znázorněno na obrázku 2.7. Tím se dosahuje,
že je metoda odolná vůči měřítku objektu. Relativní úhel je pak vypočten pomocí okolních
bodů zájmového bodu.
Základní částí této metody je výpočet normály z daného bodu. Jelikož v mračnu bodů
máme pouze body, nikoliv plochy, je zde využito aproximace odhadu normály z rovinné
tečny k ploše. Taková plocha má pak výsledný tvar nejmenšího čtverce, který je vhodný
pro daný odhad. Ta je dána bodem a vektorem pomocí algoritmu nejmenšího čtverce tak, že
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Obrázek 2.7: Zobrazení komponent VFH [14].
vzdálenost sousedícího bodu od plochy je nula. Řešení je tak redukováno o analýzu vektorů
a hodnot konvekční matice vytvořené ze sousedů daného bodu [14].
Problémem takto vypočítaných normál je v tom, že není možné určit znaménko určující
směr vektoru normály. Je tedy potřeba pak provést korekci při tomto výpočtu normál.
Proto je potřeba detekovat normály, které nejsou otočeny vůči hledisku. Pro tuto detekci
je potřeba testovat normály tak, aby součin hodnoty vektoru a rozdílu mezi hlediskem a
bodem, ze kterého normála vychází, byl menší než nula. Pokud normála tento vztah splňuje,
značí to, že se jedná o normálu, která má stejný směr jako normála hlediska. Záměnou
znaménka určujícího směr pak dosáhneme, že normála směřuje proti hledisku.
2.3.3 Jiné možnosti popisu okolí pomocí protorových dat
Signature of Histograms of Orientations
SHOT nebo-li Signature of Histograms of Orientations je lokální deskriptor pro prostorové
data. Deskriptor popisuje informace o topologii povrchu pomocí sférické pomocné struktury.
Tato sféra je rozdělaná na 32 tříd. Společně s 8 rozděleními kolem azimutu, výšky a průměru.
Pro každou třídu je vypočítán 1D lokální histogram z úhlů mezi normálou klíčového bodu
a momentálním bodem v dané třídě. Když jsou spočítány všechny histogramy, spojí se do
jednoho výsledného. SHOT je rotačně invariantní a také robustní vůči šumu [17], [18]. Lze
tedy i v prostorových datech (i 2.5D) provádět detekci pro rozpoznávání diskrétního místa
pomocí lokálních deskriptorů [4].
Stereo-vize
Stereo-vizi můžeme popsat jako popis okolí robota pomocí dvou snímků. Z prvního snímku
vybreme objekt (bod), v druhém snímku určíme jeho korespondenci a pomocí této informace
promítnutím vzdálenosti objektu od kamer.
Většinou se zajímáme o využití stereo-vize k získání disparitní mapy (obrázek 2.8).
Jedná se o 2D image, kde jednotlivé pixely reprezentují pomocí HSV složky vzdálenost od
kamery (bližší objekty jsou světlejší než ty vzdálenější). Tuto informaci lze získat analy-
zováním vzdáleností mezi dvěma snímky jednoho stejného bodu v reálném světě. Hledání
korespondencí pomocí epipolární geometrie v jednotlivých snímcích vede k redukování pro-
hledávané oblasti nikoliv celého obrazové informace, kde se hledá pouze po dané epipolární
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linii. S touto informaci lze pak jednoduše sestavit mračno bodů, na které lze aplikovat na-
příklad SHOT [4] nebo VFH [14] a pomocí toho získat deskriptor okolí. A tento deskriptor
buď rovnou porovnávat nebo využít Bag of words.
Obrázek 2.8: Hloubková mapa získáná pomocí snímků z datasetu KITTI [6].
2.4 Párování deskriptorů
Cílem párování deskriptorů je spárovat zakódovanou, dostatečně odlišnou lokální strukturu
v obrazové informaci s její odpovídající strukturou v jiné obrazové informaci. Tento algo-
ritmus by měl fungovat i vůči změnám v pozorovacích podmínkách, jako je změna měřítka,
orientace, kontrast, iluminace a další.
Hlavními problémy párování tedy jsou:
• Detekce příznakového bodu
• Výpočet deskriptoru příznaku
• Nalézt korespondující páry v různých obrázcích
Jak už bylo řečeno algoritmus by měl být schopen fungovat i vůči změnám v pozorování.
A proto je potřeba u prvního problému nalézt správné příznakové body, nikoliv libovolně
zvolený bod. Tak je dobré si uvědomit, co jsou vhodné příznaky a jaké vlastnosti by měli
splňovat:
• Detektor příznaku by měl být schopen nalézt pozici, která bude robustní vůči posunu,
rotaci a měřítku, aby bylo možné příznaky párovat. Měl by tedy být irelevantní vůči
pozici.
• Příznak by mělo být možno znovu nalézt i při změně pozorování.
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• Deskriptor daného příznaku by měl být jedinečný, tedy mít malý false positive poměr
a daný příznak by měl mít velkou míru detekce.
Kvůli splnění těchto požadovaných vlastností je využit detektor SURF 2.2.3. Deskrip-
tory příznaků pomocí SURF jsou dostatečně jedinečné, robustní vůči posunu a hlavně i
robustní proti měřítku. Pro párování jednotlivých deskriptorů k sobě je potřeba určit jejich
podobnost. U vektorů příznaků SURF či SIFT je možnost jejich podobnost určit pomocí
jednoduché Euklidovy vzdálenosti (pokud jsou normalizované). Takže jednoduché párování
mezi dvěma obrázky je výpočet všech možných vzdáleností mezi jednotlivými možnými
páry v obraze a vybrání párů, které jsou nejbližší k sobě pod nějakým prahem.
Obrázek 2.9: Nahoře jsou vyznačeny body z dvou obrázků pomocí SIFT. Dole jsou označeny
pouze párové body mezi danými obrázky [2].
Problém je, že většinou se párování nemusí provádět pouze mezi dvěma obrázky, ale
celou databází obrázků. Pak počítání této prosté vzdálenosti mezi všemi možnými páry je
potenciálně velmi náročný problém pro výpočet a rychle začne být problém velice neprak-
tický či dokonce nemožný spočítat v rozumném čase.
Proto se při počítání nad velkým objemem dat používá speciální struktury nebo apro-
ximace nejbližších sousedů. Typicky se využívá struktur a algoritmů jako jsou kd-tree nebo




Kd-strom, nebo-li k-dimenzionální strom, je datová struktura, která se využívá k organizaci
bodů v prostoru s k dimenzemi. Jedná se o binární strom využívaný pro hledání nejbližších
sousedů.
Sestavení Kd-stromu je v principu jednoduchá záležitost, kde jednotlivé úrovně stromu
vytvářejí rozdělení prostoru hyperplochou, která je rovnoběžná k nějaké ose. Kořen takového
stromu bude udávat první hyperplochu, která rozdělí všechny potomky podle první osy.
Každá další úroveň je rozdělená podle další dimenze v cyklech (jak je znázorněno na obrázku
2.10), kde listy stromu obsahují jeden či ve speciálních implementacích i případně více prvků.
Obrázek 2.10: Ukázka rozdělení 2D prostoru pomocí Kd-stromu.
Důležitou vlastnosti pro využívání Kd-stromů je vyhledávání nejbližších sousedů. V této
práci je tato struktura především využita pro rychlé prohledaní databází jak BoW deskrip-
torů, tak i deskriptorů VFH a dokonce i pro počítání VFH příznaku v 3D prostoru (pro
výpočet normál bodu pomocí jeho nejbližšího okolí). Princip algoritmu je podobný jako pro-
hledávání stromu, alespoň v počátku, kdy takto nalezne první bod (momentálně nejlepší
výsledek, ne nutně nejbližší). Pak se strom prochází zpětně, kde se určuje, zda momentální
bod je blíže (nový nejlepší bod) a kontroluje, zda na druhé straně hyperplochy je mož-
nost nalézt bližší bod než momentální. Tahle kontrola teoreticky funguje v 3D prostoru
na principu výpočtu protnutí rozdělovací hyperplochy s hyperkoulí s daným poloměrem
okolo určeného bodu. Pokud se rozdělující hyperplocha protne s hyperkoulí, značí to, že
se na druhé straně rozdělující hyperplochy může objevit bližší bod než náš nejlepší. Nao-
pak když se neprotne jdeme ve stromě o úroveň výše. Implementačně se využívá toho, že
jsou rozdělující hyperplochy rovnoběžné s osami, což umožňuje porovnání vzdálenosti mezi
rozdělujícími koordináty a s momentálním bodem vůči momentálně nejlepšímu výsledku
[16].
Tento algoritmus v nejhorším případě prohledává skoro celý strom, ale jak už z prin-
cipu algoritmu vyplívá, výrazně redukuje prohledávání prostoru eliminováním irelevantních
podstromů.
2.4.2 RANSAC
RANSAC nebo-li Random Sample Consensus [5] je iterativní metoda, která odhaduje pa-
rametry matematického modelu z množiny dat, které obsahují outliery. Což je předpoklad
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tohoto algoritmu, že poskytnutá data jsou tvořena jak outliery tak i inliery. V této práci
se tento algoritmus hlavně využívá k získání informace ve obrázku pro účely případného
odstranění příznaků, za účelem verifikace kandidáta smyčky v pozičním grafu.
Obrázek 2.11: Vlevo je zobrazena množina dat. Vpravo je zobrazen matematický model
přímky na množině dat (modře jsou outliery a červeně inliery).
RANSAC dosáhne výsledku pomocí iterativního selektování náhodné podmnožiny dat
z celkové množiny dat. Nad touto množinou pak testuje hypotézu, že vybrána množina dat
se skládá z inlierů. Ta je testována, zda daný model je platný nad touto množinou. Nadále
je daná hypotéza testována proti dalším datům z originální množiny a pokud některý vyho-
vuje, je přidán k inlierům. Pokud je dostatek inlierů, je model dostatečně dobrý (případně
při přidání inlierů je model znovu přepočítán). Nakonec je vypočítána pro daný model jeho
odchylka. Tento algoritmus se provádí několikrát, v každé iteraci produkující nové modely.
Ve výsledku prezentujeme model s nejmenší odchylkou. Algoritmus však nemusí vždy dodat
nový model, pokud nenajde dostatek inlierů.
Nevýhodou RANSACu je, že nemá žádná omezení iterací pro výpočet parametrů. To
vede k nutnosti přidání omezení cyklů algoritmu a může vést k nalezení neoptimálního řešení
nebo řešení, které na data dobře nesedí. Výhodou ale je, že tento algoritmus je robustní pro
odhad parametrů. Pokud je dostatek outlierů, má tento algoritmus velké procento přesnosti.
2.5 Homografie
Jelikož v robotice a specificky v oblasti počítačového vidění, které se zabývá extrahová-
ním potřebných informací z digitální obrazové informace, jsou často využívané stereovizní
kamery, ze kterých pomocí dvojicím snímků lze dopočítat i prostorové informace, bývá
potřeba zjistit mapování těchto dvojic snímků na sebe.
Kde homografie je invertibilní mapování bodů a přímek na projektivní perspektivu.
Harley a Zisserman [7] udělali algebraickou definici prokázáním následujícího teorému: Ma-
pování z P 2 na P 2 je projektivita, jenom pokud existuje 3x3 matice H taková, že pro
libovolný bod v P 2 reprezentující vektor x existuje namapovaný bod rovný Hx. Tohle nám
hlavně říká, že pro výpočet homografie, která mapuje všechny body x do jejich korespon-
dujících bodů x′, je zapotřebí spočítat 3x3 matici H dané homografie.
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Obrázek 2.12: Reprezentace homografie a matice H.
H =
h11 h12 h13h21 h22 h23
h31 h32 h33

Důležitou vlastností matice H je, že může být změněna násobením nenulovou konstantou
bez změny projektivní transformace. Proto je matice H homogenní maticí s pouze 8 úhly
svobody, i když obsahuje 9 prvků. Je tedy potřeba spočítat 8 neznámých prvků dané matice.
Pro výpočet homografie je tedy zapotřebí vypočítat transformační matici H, pro kterou
z předchozích odstavců víme, že platí: Pro každý bod x′ existuje mapování Hx. Musí platit
tedy vztah x′i = Hxi. Tento vztah je vcelku velmi jednoduchý, ale je potřeba si uvědomit, že
jednotlivé strany této rovnice si nemusí číselně odpovídat, neboť se mohou lišit v měřítku.
Toto měřítko je dané homogenní souřadnicí w pro každý bod i.
x′i = Hxi =








I přestože si jednotlivé strany nemusí číselně odpovídat, je možné udělat nad nimi vek-
torový součin x′ixHxi = 0, kde systém těchto rovnic lze napsat pomocí separace neznamých
do tvaru, který je diagonálně symetrický: 0 −w′ixTi y′ixTiw′ixTi 0 −x′ixTi
−y′ixTi x′ixTi 0
h = 0
Tyto rovnice se pak dají napsat ve tvaru Aih = 0, kde člen Ai je matice o rozměrech
3x9 a h je vektor o rozměrech 9x1 h = (h11, h12, h13, h21, h22, h23, h31, h32, h33) (skládá se
tedy z hodnot matice H). Důležitou vlastností je, že prvek Ai má hodnost 2, kde třetí řádek
této matice je možno získat sečtením x′i násobku prvního řádku a y
′
i násobku druhého
řádku. Tato informace nám totiž říká, že pro každou korespondenci dvojic bodů, lze tuto
korespondenci vyjádřit pomocí dvojice rovnic. Není ale od věci stále počítat se všemi třemi
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rovnicemi kvůli možnosti, že w′i = 0, tedy kvůli bodu v nekonečnu (kde se první dvě
kolapsnou v jednu rovnici). Dále ale budeme uvažovat jenom dvojici.
Pro výsledný výpočet se používají nejméně čtyři body (kde tyto body jsou podmíněné
vlastností, že žádné tři body z těchto čtyř neleží na stejné přímce, nejsou tedy kolineární),
tak, aby prvek A (o rozměrech 12x9) měl hodnost 8 a tvořil lineární homogenní soustavu
rovnic pro 9 neznámých. Proto stačí, aby matice obsahovala 8 lineárně nezávislých řádků.
Proto počítáme rovnici Ah = 0, řešením je tedy nulový prostor této matice [16].
Ah =

x1 x1 1 0 0 0 −x1x′1 −y1x′1 −x′1
0 0 0 x1 y1 1 −x1y′1 −y1y′1 −y′1
x2 x2 1 0 0 0 −x2x′2 −y2x′2 −x′2










xn xn 1 0 0 0 −xnx′n −ynx′n −x′n














I když je potřeba minimálně čtyř bodů pro výpočet homografie obvykle se v praxi
nesetkáme pouze s výpočtem využívajícím jenom čtyři body, ale s větším počtem. Větší
počet bodů, které jsou korespondencí s jinými body z druhé obrazové informace, umožňuje
výpočet udělat robustnější proti chybám při určení korespondencí bodů a tím zmenšit vliv
této chyby. V této práci se využívá homografie pro verifikaci a je pro ni využíváno většího
počtu bodů než minimálního počtu čtyř bodů.
Typicky se ale odhad homografie využívá mezi dvěma obrazovými informacemi tak,
že se najdou dané korespondence. Nejobecněji využívané jsou již zmíněné SIFT a SURF
algoritmy. A jak již bylo řečeno, může také odhad homografie velice ovlivnit i výpočet
korespondencí. Špatné určení korespondencí lze kromě většího početu korespondencí také
ovlivnit pomocí algoritmů na určení inlierů a outlierů (například RANSAC) tak, aby se
výpočet odhadu homografie počítal robustněji pouze pomocí inlierů [2].
2.6 Poziční graf
Problém simultalního lokalizování a mapování nebo-li SLAM (simultaneous localization
and mapping) je v mobilní robotice velmi řešeným problémem s různými přístupy k řešení.
Jedním z těchto přístupů k formulování SLAMu je využití pozičního grafu.
Tato metoda vytváří graf, kde jednotlivé body grafu znázorňují korespondenci prediko-
vané pozice robota a daného bodu na určitém místě. A jednotlivé hrany mezi danými body
znázorňují změnu mezi dvěmi pozicemi pomocí naměřených hodnot senzorů. Dá se říct, že
poziční graf reprezentuje SLAM problém jako neorientovaný graf (viz. obrázek 2.13).
2.6.1 Způsoby měření změn pozic
Jednotlivé informace o změně stavu robota, ze kterých je pak sestaven právě poziční graf,
se získávají pomocí zkoumání okolí, například pomocí jak obrazové informace, prostorové
či případně jiných, nebo lze použít odometrie kol daného robota.
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Obrázek 2.13: Zobrazení pozičního grafu.
Vizuální odometrie
Pomocí popisu z vizuálních dat, například získáním význačných bodů a výpočtu vzájemné
polohy mezi oběma pozicemi (kde u první pozice již máme vypočítanou pozici) pro zachycení
dané informace, je pak možné vypočítat jejich vzájemnou odchylku. Tyto body mohou být
detekované například Haarovým detektorem či již popsaných SURF, SIFT [13].
Takovéto příznaky se většinou využívají v neznámém prostředí a robot musí být schopný
detekovat pro něj významné body pomocí obrazové informace. Pokud je ale prostředí známe,
je možné udělat v cestě jednotlivé záchytné body, takzvané markry [13]. Tyto body pak
umožňují robotovi se držet cesty a jeho zlepšují orientaci. Ale většinou je pro nás prostředí
neznámé.
Odometrie kol
Jinou možností je výpočet dané pozice na základě provedených akcí daného robota. Přesněji
řečeno, jedná se o výpočet na základě měření senzory u rotoru kol. Pomocí této informace
pak můžeme určit o kolik jednotek vzdálenosti se daný robot posunul a jaká byla jeho
rotace. V případě využití odometrie kol je potřeba brát v potaz, jak daný robot funguje,
jak má podvozek udělán, jaký typ kol jsou na robotovy nainstalovány. V neposlední řadě
je vždy výhodné použít GPS systém pro určování či zpřesňování polohy robota [13].
2.6.2 Smyčky v pozičním grafu
Sledováním robota pomocí akumulování informací o jeho relativní změně v čase také přispívá
k akumulování odchylky od skutečné cesty. Toto je vidět na obrázku 2.14, kde černou bar-
vou je znázorněn zachycený poziční graf a červenou je znázorněno pravá cesta robota. Jak
je vidět na začátku (počátek pozičního grafu je v obrázku 2.14, je situován dole uprostřed)
se robot shoduje s cestou, ale velmi rychle se začne projevovat odchylka, která se postupně
akumuluje, vytvářející tak větší rozdíl od skutečné cesty.
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Obrázek 2.14: Zobrazení akumulační odchylky od pravdivé cesty.
Většinou jsou jednotlivé predikované pozice robota často získávány pomocí vizuální
odometrie nebo měřením odometrie kol. Takto zachycené informace umožňují vzniknout
odchylce od predikované pozice a pozice, kterou robot skutečné pozoruje. Tuto odchylku lze
minimalizovat tak, že mezi jednotlivými body v pozičním grafu je možno detekovat smyčky,
kde jejich uzavření hraje velkou roli v odstraňování akumulované odchylky z velkých rozdílů
vizuální odometrie nebo odometrie kol v pozičním grafu [10].
Jednotlivé smyčky mezi pozicemi jsou často detekovány za pomoci různých systému
kamer, kde využití pouze jedné kamery nebo pouze stereo kamer jsou limitovány jejich
úhlem pohledu a tím mohou minout nějakou potenciální smyčku [10]. Zachycené snímky jsou
pak převedeny do nějakého typu slovníku nebo stromové struktůry, která vrací ohodnocení
podobnosti mezi momentální pozicí robota a mezi pozicemi všech předchozích pozic, kde
nad potenciálními kandidáty smyček je potřeba provést geometrickou verifikaci.
V této práci navrhuji systém, který za pomoci kamery a dále bude i za využití zachycené
prostorové informace detekovat v pozičním grafu smyčky, které mohou být dále využity
k jejich uzavření a tím minimalizovat odchylky v pozičním grafu.
2.7 Současný stav klasifikace
2.7.1 Konvoluční neuronové sítě
V poslední době se konvoluční neuronové sítě (CNN) ukázaly jako nejvýkonnější metoda
pro různé klasifikační úkoly, jakými jsou rozpoznávání psaného písma nebo rozpoznávání
obličejů [8]. Hlavní hnací silou proč jsou neuronové konvoluční sítě tak silné, je schopnost
naučit se miliony parametrů použitím definovaných dat. Naučené CNN pak prokázaly, že
jsou schopny naučit se reprezentovat příznaky podobné lidským [8]. CNN tak umožňují svou
výkonnost i na jinačí problémy, jako je rozpoznávání objektů, rozpoznávání scén apod.
Pro rozpoznávání místa víme, že se jedná o úkol vytvořit reprezentaci okolního prostředí
a určení jeho korespondence v databázi. Víme, že je několik metod, jak pro prostorové tak
i pro 2D informace, které umožňují této činnosti dosáhnout. Nejsilnějšími kandidáty na
tuto metodu jsou hlavně metody využívající SURF či SIFT ve spojení s Bag of words re-
prezentaci. CNN ale vykazují, že příznaky extrahované z naučené sítě s velkým datasetem
mnohonásobně překonává SIFT pro klasifikaci [8]. Tyto metody se zaměřují především na
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ručně sestavených příznacích nebo pracují na úrovni pixelů. Proto vyznívá, že využití kon-
volučních sítí pro získání příznaků a jejich využití pro rozpoznávání místa může dosahovat
lepších výsledků [15].
Výzkum v této oblasti rozpoznávání navštívených míst se především zaměřuje na zís-
kávání příznaků[15], [3]. Velmi využívanými prostředky jsou framework caffe, s použitím





V této kapitole rozebereme základní části systému, který na základě získaných dat z cesty
robota využívá několika základních algoritmů, s cílem získat deskriptory diskrétního okolí
robota. Pomocí těchto deskriptorů a na základě vnitřní reprezentace pozičního grafu a
předem navštívených míst určit svoji momentální polohu tak, aby šlo detekovat smyčky
v grafu pozic robota.
Obrázek 3.1: Základní návrh systému.
Jak je znázorněno v obrázku 3.1, celý systém se skládá z šesti bloků, kde prvních pět
bloků zapouzdřuje jeden detektor, kde jeden detektor pracuje nad 2D obrazovými infor-
macemi, a druhý detektor nad prostorovými informacemi. Oba detektory zaobalují moduly
pro získání jednotlivých smyček na dané trase robota reprezentovanou grafem pozic a jejími
daty. K tomu je potřeba, aby systém uměl daná data zpracovat (moduly data a extrakce
příznaků) a pomocí nich popsat a najít, zda již toto místo bylo navštíveno (moduly deskrip-
tor a databáze). Jelikož se v systém pracuje nad daty z reálných senzorů (všechny senzory
jsou náchylné k šumu, který vedou k chybám detekce) musí být nad detekovanými spoji
provedena verifikace, která se snaží odstranit množství detekovaných false positive1 (modul
Verifikace). Jak už bylo řečeno systém využívá detektorů ze dvou různých informací, tyto
detekované informace se pak vzájemně nemusí shodovat. Proto je přidán do systému blok,
1False positive - indikuje, že podmínky detekce byly splněny, i když ve skutečnosti nejsou splněny.
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který v případě rozdílných informací rozhodne, zda má pravdu jeden nebo druhý detektor.
3.1 Získávání dat
První částí systému jsou data získána ze senzorů robota. Zde je využíváno dat z benchmarku
KITTI, kde mají senzory jak pro snímání 2D obrázků, tak i laserový senzor pro poskyt-
nutí 3D dat okolí. Pro pořizování 2D snímku byly použity kamery PointGrey Flea2 jak
pro šedotónové obrázky, tak i pro barevné. A pro získání 3D snímku bylo využíto Velodyne
HDL-64E, který je využit na rozdíl od Microsoft Kinectu. Ten je postaven na systému infra-
červeného světla a ve venkovních podmínkách by nedosahoval takových kvalit jako laserový
senzor. Také se využívá GPS/IMU lokalizační jednotka, která určuje aktuální polohu [6].
3.2 Popis okolí
Další část systému se zabývá využitím získaných snímků za úmyslem získat datovou struk-
turu, která dokáže dostatečně jednoznačně popsat momentální okolí robota. Tato datová
struktura je pak základem pro porovnání s ostatními místy v cestě robota tak, aby bylo
zjištěno, zda toto místo bylo navštíveno, anebo právě se jedná o nové místo.
3.2.1 Popis okolí pomocí 2D fotek
Pro 2D snímky z kamery je využíváno v systému popisu snímku pomocí lokálních zájmových
bodů a modelu Bag of words pro vizuální slova. Pro detekci zájmových bodů se v této práci
využívá detektoru SURF a také je pomocí této metody vypočítán jejich deskriptor (viz.
v kapitole 2.2.3 a 2.2).
Extrakce příznaků SURF
Využití detektorů SURF bylo vybráno hlavně z důvodů, že se jedná o dostatečně rychlou
metodu a hlavně kvůli dobrým vlastnostem vypočítaného deskriptorů nad získanými daty.
Je totiž nutné mít příznaky robustní jak proti změně měřítka, tak i proti změně pohledu.
Nemůže se totiž předpokládat, že se robot na dané místo dostane ze stejného úhlu a i
pokud na toto dané místo přijede ze stejného úhlu, nemusí být pořízený snímek přesně ze
stejného místa. Proto je důležité počítat i s možností změny měřítka. Problém jako u většiny
metod, které počítají deskriptor na základě lokálních zájmových bodů (i jiných metod), je
s iluminaci daného místa. Není možné předpokládat neustále stejné podmínky osvětlení ve
všechny denní doby.
V systému jsou postupně tedy zpracovány všechny vstupní data, kde jejich jednotlivé
identifikátory odpovídají vnitřní reprezentaci pozičního grafu v aplikaci. Extrahované vý-
znamné body pro jednotlivé snímky pak slouží k získání příznaků z modelu Bag of Words.
Příznaky z modelu Bag of Words
Když máme z dané fotky vypočítán deskriptor pomocí SURF, je zde využito modelu Bag Of
Words. Tento model je hlavně využit kvůli jednoduššímu porovnávání s ostatními, protože
teoreticky je množina získaných deskriptorů pomocí SURF nekonečná, i když v realitě není.
Model Bag of Words shlukuje trénovací data na disjunktní podmnožiny, které zapouzdřují
podobné vlastnosti daných deskriptorů a vytváří tak deskriptory uniformní velikosti podle
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Obrázek 3.2: Návrh systému s Bag of Words modelem. Slovník modelu je vytvářen oﬄine.
počtu shluků ve slovníku. Takže vytvoří deskriptor podle počtu přiřazení daných příznaků
k určitým shlukům. Je pak tedy možné rychleji a jednodušeji porovnávat tyto příznakové
vektory modelu Bag of Words, například pomocí jejich podobnosti určenou vzdálenosti
pomocí L2 normy.
Jak už bylo zmíněno, pokud chceme dostat příznakový vektor pomocí modelu Bag of
Words, je nutné mít slovník. Tento slovník je v systému vytvořen oﬄine (jak je znázorněno
na obrázku 3.2), tedy před během daného systému. Je to hlavně z důvodu, že tvorba slovníku
může nad velkou databází dat trvat dlouho. Délku tvorby slovníku také velice ovlivňuje, na
jaký počet shluků je nastaven daný slovník. V této práci při experimentech nad různými
cestami byly vytvořeny slovníky pro každou cestu o velikosti 200 slov.
Jak jde vidět na obrázku 3.2 detektor je zde na rozdíl od obecného modelu (obrázek
3.1) rozšířen o modul Bag of Words, který na základě detekovaných příznaků SURF a
vytvořeného slovníku vypočítává právě deskriptor okolí.
Porovnávání v databázi
Výsledný Bag of Words příznakový vektor pro 2D snímky je pak dále použit jako repre-
zentace momentálního místa. Nadále je pak porovnáván s místy dané cesty robota. Jelikož
cesta robota může obsahovat velký počet pozic, ve kterých, byla zachycena data, je potřeba
zrychlit i vyhledávání pozic. U obrazové informace se využívá vyhledání nejbližších sousedů
pomocí variace algoritmů na kd-strom, kde je vybráno dané množství sousedních bodů.
Následně je z těchto sousedů vybrán jen ten, který spadá pod daný práh, a vytváří nám
tak i hypotézu ohledně spoje, který by mohl být součástí smyčky. Tahle hypotéza je pak
testována v bloku verifikace (viz. sekce 3.4).
3.2.2 Prostorová informace
U využití dostupných 3D snímku z laserového senzoru dostáváme celé okolí. Proto je zde
využito celého snímku pro získání informace pomocí metody VFH (viz. kapitola 2.3.2).
Systém detektoru pro prostorovou informaci je znázorněn na obrázku 3.3, kde je vidět, že
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detektor je obdobou detektoru pro obrazovou informaci. Liší se pouze v typu detekování
příznaku a je rozšířen o modul pro výpočet normál nad daným mračnem bodů.
Extrakce příznaků
Při této metodě je tedy využito úhlů mezi bodem pohledu (senzorem) a všemi získanými
body. Tyto úhly jsou pak spojeny do histogramu o 126 třídách a odráží nám popisnou infor-
maci okolí. Tato informace je pak reprezentována jedním vektorem a můžeme ho následně
porovnávat s dalšími.
Obrázek 3.3: Návrh systému s prostorovými daty a VFH. Slovník modelu je vytvářen oﬄine.
Využitím laserového senzoru a VFH pak nevzniká problém s úhlem pohledu, ale nastává
problém s tím jak samotný senzor funguje. Laserový senzor pořizuje data (body do mračna
bodů) ve snímaných kruzích. Kruhy blíže k senzoru mají od sebe mnohem menší vzdálenost
než kruhy, které jsou snímány mnohem dále. Toto řešení ale nejde moc s principem VFH.
Metoda VFH totiž využívá odhad normál pomocí okolních bodů.
Výpočet normál
Normály jsou počítány jenom pomocí odhadu z okolí daného bodu, a velice záleží, jak je
toto dané okolí bodu velké a také na frekvence jednotlivých sousedních bodů. Velké okolí
by mělo za příčinu menší vliv detailů do výsledného popisného histogramu úhlů. Zatímco
právě menší okolí by mělo za výsledek právě opačný výsledek. Proto bylo při návrhu bráno
v potaz, že jednotlivá vstupní data byla brána z míst ve městě a nebylo potřeba dosáhnout
takových detailů, jaké by byly třeba při využití této metody při rozpoznávání menších
objektů.
Problém s frekvencí pak může mít za výsledek horší výpočet normál, protože není do-
statek informací k výpočtu přesnějšího odhadu. A jak již bylo psáno tento problém může
nastat, pokud máme bod v prostoru, který má velmi řídké okolí bodu a tudíž nebude
mít velmi kvalitní odhad normály. Z toho vyplývá, že pokud budu mít snímek pořizující
stejnou oblast okolí robota, která již byla navštívená, vzniká problém s možnou změnou
normál a tedy nepřesnost při snaze určit, zda jsou tyto místa stejná. Proto byla vznesena
myšlenka rozšíření mračna bodů popisující momentální okolí robota v prostoru o snímky
z několika okolních měření. Tím se informace prostoru zhustí. Výsledky této myšlenky jsou
reprezentovány v kapitole 4.1.3.
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3.3 Naštívená místa
Jelikož jsme tedy schopni reprezentovat dané diskrétní okolí v daném čase, můžeme se
tedy pokusit najít co nejpodobnější reprezentaci jiného okolí, které jsme již navštívili a
jsou uložená v databázi. Pro párování deskriptorů je zde využito FLANN knihovny, aby se
dosáhlo rychlého vyhledávání k-á nejbližších sousedů, ze kterých se hledá nejvíce podobný
deskriptor (má nejmenší vzdálenost). Toto řešení párování deskriptorů je možné použít jak
pro deskriptory z Bag of Words, tak pro VFH.
Nevyužíváme tedy binární deskriptory (metody jako jsou BRIEF, ORB apod.), u kte-
rých je možné využití Hammingovy vzdálenosti, ale deskriptorů, které jsou definovány jako
několikadimenzionální vektory. Využíváme eukleidovské L2 normy, i když je možno použít
i L1 norma. L2 norma je zde převážně vybrána z důvodu, že nemá několik řešení, což je
u normy L1 možné.
Obrázek 3.4: Problém podoby s předchozí pozicí.
Z nejbližších deskriptorů z databáze pak bereme právě takový, který má nejmenší vzdá-
lenost, jelikož ne všechny pozice robota jsou v cestě robota navštíveny vícekrát. Je nutné
určit, že se robot nachází v novém okolí nebo je momentální místo shodné s nějakým, které
bylo v cestě navštíveno vícekrát. Z principu využití eukleidovské vzdálenosti je možné pou-
žít jednoduché ořezávání pomocí prahu. Platí tedy, pokud je hodnota vzdálenosti menší jak
práh pro alespoň jeden prvek z nejbližších sousedů, je možné prohlásit, že robot na tomto
místě v průběhu cesty byl vícekrát. Naopak prohlásíme, že se nacházíme na novém místě a
robot tak není v žádné smyčce.
Velikost daného prahu záleží zcela na metodě vytvářejících deskriptory. Zatímco u Bag
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of Words se uplatnily hodnoty okolo 0.03, u histogramu metody VFH se hodnoty pohybovali
okolo 45. Tato metoda ale často vede k výsledku, že nejbližší deskriptor je právě deskriptor
popisující diskrétní okolí robota v předchozím snímku. To je zapříčiněno tím, že senzory
zachycují velké množství stejných dat.
3.3.1 Problém podoby s předchozí pozicí
Tento problém se velmi projevuje především u dat z laserového senzoru, jelikož zabíráme
celé okolí robota a nad ním vytváříme kompletní histogram. U využití lokálních příznaků
z 2D snímků, které nezachycují celé okolí ale jen výřez tohoto okolí, se tento problém
tolik neobjevuje. Tento problém je znázorněn na obrázku 3.4, kde systém měl na trase 00
z datasetu KITTI problém při detekci v pozici 843 robota. Pokud bychom brali jednoduše
nejbližší deskriptor na základě L2 normy, pak bychom došli k tomu, že pozice 842 je ta
stejná. A jak je vidět z fotek, místo je identické a tedy problém je řešen správně. Akorát
to vůbec neříká, zda je v daném místě pozičního grafu případná smyčka. A jak je vidět
smyčka by tam měla být akorát s pozicí 3768, která je podle pořízené fotky na daném
místě shodná. Problém je ale v tom, že systém nemá logické myšlení srovnatelné s lidských,
nýbrž rozhoduje se na základě podoby detekovaných příznaků a jejich vzdáleností od sebe.
V daném obrázku je i znázorněna vzdálenost mezi deskriptory mezi oběma spoji, kde spoj
z 843 do 3768 má ohodnocení 24, 36 a spoj 843 do 842 má ohodnocení 20, 11. Zjevně je tedy
lepší druhý spoj, neboť jsou ty dvě pozice podobnější.
K řešení tohoto problému se pak přistupovalo s tím, že robot není schopen provést
smyčku na málem počtu pozic. Pokud tedy udělá robot malou smyčku zaznamenanou v pár
pozicích pozičního grafu ve své trase zaznamenané v pozičním grafu, tak ji nedetekujeme.
Přesněji řečeno, že systém při určování, zda se jedná o místo, které je v cestě navštívené
vícekrát, ignoruje hledání v nejbližším okolí.
Velmi se tento problém také projevoval v zatáčkách, kde předpokládáme, že robot zpo-
malí a frekvence snímků na tom místě je větší než na rovné cestě, kde jede téměř konstantní
rychlostí. To zapříčiňuje, že snímky pořízené za sebou jsou odlišné pouze málo nebo skoro
vůbec. Pokud si představíme, že robot projel zatáčku a vytvořil několik velmi podobných
snímků okolí, později ve své cestě projel stejnou zatáčku pořidíl několik snímku stejného
okolí, ale v nových snímcích se projevila činnost okolí, například průjezd auta, který změní
naskenovanou geometrii místa, jiné osvětlení a vliv jiných nežádoucích jevů. Je pak přínos-
nější říct, že i když snímky z okolí, kde projel robot poprvé, si jsou podobnější, ale jsou
zachyceny v krátkém časovém intervalu a nemají tak velkou informaci pro detekci smyček
jako snímky při druhém průjezdu.
3.4 Verifikace
Bohužel ztížením detekce již navštívené lokace, je problém detekce nesprávných kandidátů
smyček, která může vést k zhoršení výsledků. Špatně detekované spoje lokací by se daly
rozdělit na dvě kategorie. První kategorie je false negative, ty definujeme jako správné
smyčky, které měly být detekovány. Systém je ale nedetekoval. Tato chyba v detekci je
způsobena způsobem popisu fotky. Navržený systém momentálně pracuje s reprezentací
okolí pomocí Bag Of Words a VFH. Snímek fotky může totiž být za dobu, než bude znovu
zachycen, změněn, jinak osvětlen apod. Tohle se v poslední době stalo další záležitostí pro
výzkum v této oblasti, kde se výzkum zaměřuje na využití konvolučních sítí.
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Obrázek 3.5: Znázornění vstupu a výstupu verifikace.
Druhou kategorií jsou false positive. Ta definuje, že dvě místa, jenž jsou odlišná vypadají
podobně. Tento případ špatné detekce lze jednoduše odstranit (redukovat) přidáním verifi-
kačního kroku do celého systému. Tato část systému se zaměřuje na získání informací, které
nám můžou prozradit, zda se jedná o false positive detekci či ne. Jednou z nejzákladnějších
metod jak tuto informaci kontrolovat je porovnání nalezených klíčových bodů, například
pomocí metody SURF či SIFT pro 2D snímky nebo využít lokální body SHOT v mračnu
bodů a na základě korespondencí dosáhnout verifikace.
3.4.1 Korespondence vyznačných bodů
V této práci jsem se zaměřil na využití metody hledání dostatečného počtu korespondencí
v 2D obrazové informaci. Znovu hlavním detektorem a algoritmem pro popis daného význa-
čného bodu byla metoda SURF. Především kvůli jeji již zmíněným vlastnostem. Vstupem
do tohoto bloku v systému je vektor hypotéz spojů, který se vytváří párováním jednotlivých
míst k sobě. Tedy každá hypotéza obsahuje indexy na dvojice pozic v pozičním grafu.
Jak je zobrazeno na obrázku 3.5, kde vlevo máme zobrazené hypotézy z detektoru, který
pracoval nad prostorovými daty a s algoritmem VFH. Jde vidět, že v grafu jsou znázorněné
hypotézy, které zjevně netvoří smyčku v pozičním grafu. Na pravé straně obrázku již máme
výsledek verifikace, který odstranil spoje, které jsou zjevně špatné.
Nad pozicemi dané hypotézy spoje se pak provede detekce a extrakce příznaků pomocí
metody SURF. Dalším krokem v tomto bloku je logicky hledání korespondencí mezi těmito
deskriptory (viz. obrázek 3.6). Následně se spočítá maximální i minimální vzdálenost mezi
jednotlivými dvojicemi korespondencí. Tato informace slouží jako první test k určení, zda se
jedná o dobré korespondence či nikoliv. Zahodíme totiž ty korespondence, které jsou příliš
velké. Pro určení prahu bylo využito násobku nejmenší vzdálenosti. Tento jednoduchý test
pak odstranil hlavně korespondence, které byly vyloženě velmi špatně spojeny a byly by
rušivým elementem v dalších testech verifikace.
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Obrázek 3.6: Zobrazení korespondencí nad hypotézou možného spoje v pozičním grafu.
3.4.2 Využití homografie a RANSAC
Když máme určené spoje, které jsou dostatečně dobré, můžeme provést další testy verifikace.
Mezi tyto testy je zařazen výpočet homografie, tedy jestli jsou dané význačné body na
stejném 3D místě a vlastně určení transformace jedné obrazové informace na druhou. Tato
transformace je zobrazena na obrázku 3.7, kde je zobrazeno ve spodním snímku (jedna
pozice z hypotézy) jak vrchní snímek překrývá spodní (znázorněno tlustou zelenou čarou).
Pokud najdeme takovou matici, která právě splňuje, že je možnost částečně transformovat
jednotlivou fotku na druhou, pak je možné říct, že se jedná o to stejné místo. Celý tento
výpočet je pak omezen podmínkou, že musí být dostatečný počet korespondencí mezi oběma
snímky. Jelikož jsou ve verifikaci i další kroky testování, spokojí se tento modul s nejmenším
počtem a to čtyřmi korespondencemi. I když to není zrovna nejvhodnější, jelikož větší počet
zaručuje více robustnosti tohoto výpočtu, ale pozdější test pomocí RANSAC nám určuje
minimální počet inlierů, který může být nastaven na více než čtyři (jenž je i preferováno).
Aby se výpočet homografie stal více robustnějším, využívá se tu také algoritmu RANSAC.
Pomocí tohoto algoritmu pak detekujeme počet inlieru a outlierů. Kde pouze inliery budou
použité korespondence pro výpočet dané homografie. Dále je také zjištěn počet, kolik inlierů
je celkově nalezeno. Zjíštěný počet pak musí být větší či roven stanovené minimální hranici,
aby byla splněna další podmínka verifikace. Tato podmínka je hlavně z toho důvodu, že
i při malém počtu dat pro výpočet homografie byl zjištěn nedostatek inlierů, což mělo za
příčinu špatný výpočet matice homografie.
V poslední testu je brán poměr inlierů vůči outlierům. Tento test je hlavně implemen-
tován z důvodu, že některé hypotézy byly špatné, ale splňovali předchozí testy. Měly tedy
dostatek bodů pro výpočet homografie a použití RANSACu sice zmenšilo jejich počet, ten
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Obrázek 3.7: Znázornění homografie.
byl však stále větší než požadovaný práh. Tento problém většinou nastával při velkém počtu
nalezených korespondencí (klidně i v řadách tisíce). A algoritmus RANSAC detekoval pouze
několik či pár desítek správných korespondencí. To mělo za vliv, že splnil předchozí poža-
davky a celkově byla tato hypotéza prohlášena za správnou. To vedlo k chybě při verifikaci.
Proto byla zavedena i podmínka pro větší počet inlierů než počet outlieru. Může se zdát,
že tato podmínka vyloženě přebijí předchozí podmínku počtu, ale ta se vyloženě stará o to,
aby nebyl malý počet korespondencí, i když správných a splňujících větší počet inlierů.
Zatímco zde se řeší pravý opak, kdy velký počet outlierů způsobil špatný výpočet, i když
jsme měli dostatečný počet inlierů.
3.5 Spojení dat z detektorů
Posledním blokem v systému je blok, který se zaobýrá logikou rozhodující jak jednotlvá data
z detektorů spojit do výsledné datové struktury. Tento blok byl do celého systému zařazen
hlavně z důvodu, že celý systém počítá s více detektory. Jmenovitě v implementované
aplikaci se jednalo o detektory s příznaky VFH a příznaky BoW. Cílem daného bloku by
mělo být zajistit spojení jednotlivých dat z detektorů do jedné datové struktury.
Jak již bylo naznačeno, vstupem do bloku jsou verifikované hypotézy z jednotlivých
detektorů. Tyto detekované spoje jsou pak v bloku brány jako uznané detekované spoje a
jsou základem pro výslednou datovou strukturu. Je tedy je potřeba definovat logiku modulu,
která rozhodne jak výsledky jednotlivých detektorů spojit. Pokud se zamyslíme, najdeme,
že můžeme mít několik typů případů vstupů při spojení dat:
• Oba detektory znají dané spojení.
• Pouze jeden z detektorů zná dané spojení a druhý netuší, že takové spojení může
nastat.
• Oba deskriptory znají spojení s daným bodem, ale liší se od sebe ve spojeném místě.
První případ je pro daný systém optimální a je na obrázku 3.8 znázorněn spojem mezi
pozicemi 4 a 5. Značí, že oba detektory našly spoj, ve kterém si jsou jistí, že se jedná o to
stejné místo. Tato vzájemná verifikace nám tedy říká, že tomuto bodu můžeme věřit nejvíc
a bude tedy zařazen do výsledné datové struktury.
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V druhém bodě už není vzájemná verifikace. Jeden z detektorů neví, že se jedná o spoj.
Tento případ je na obrázku 3.8 znázorněn spojem mezi pozicemi 1 a 8, kde detektor vlevo ví
o tomto spoji a detektor vpravo tento spoj nezná. Je tedy otázka, zda brát daný spoj jako
dostatečně správný. V tomto návrhu dané aplikace se bude daný spoj brát jako správný,
jelikož před tímto krokem provádíme v detektoru verifikaci. Ten má za účel právě odstra-
nění false positive. Pokud by verifikační krok nebyl, bylo by potřeba se určitě zeptat, zda
jednotlivé spoje tohoto typu jsou dostatečně dobré i pro druhý detektor. Zde by ale mohlo
nastat, že i druhý detektor by detekoval tento spoj jako správný a bylo by stejně potřeba
provést verifikační krok nad výslednými daty, aby se odstranil daný počet false positive.
Proto byl verifikační krok posunut ke každému detektoru, aby nebyla do výsledných dat
zanesena vetší chyba než chceme.
Obrázek 3.8: Znázornění základní myšlenky spojení dat dvou detektorů.
Poslední případ je tedy, kdy se oba detektory liší ve svých hypotézách. Tedy jedná se
o případy, kdy se detektory shodují v tom, že na daném místě je nějaký spoj (na obrázku
3.8 pozice číslo 3), ale již se neshodují s kterým místem se shoduje (na obrázku 3.8 detektor
vlevo říká spoj je 3 a 6, detektor vpravo zase 3 a 7). Jelikož oba detektory se svým rozhodnu-
tím již prošly verifikací, obě místa jsou tedy poblíž sebe v pozičním grafu. A nemůžeme bez
přímého nastavení říct, který detektor by měl být preferován. To ale může mít za následek
horší výsledek. Oba detektory by si měly být jisti, že oni mají pravdu. Jednou z možností
je použít ten spoj, který si je jistější než druhý. Tento přístup sice má v určité mezi pravdu
a dosahuje adekvátních výsledků, jelikož víme, že obě pozice jsou velmi blízko sebe, ale my
chceme tu nejlepší. Proto se v tomto případě zeptáme na obě dané místa pomocí jejich
příznaků z obou detektorů a vypočítáme jejich vzdálenost od referenčního místa pomocí
L2 normy. Když máme takto získané vzdálenosti pomocí obou typů příznaků obou míst,
je potřeba tedy zjistit, u kterého spoje je lepší společné ohodnocení jednotlivých spojů. Do
výsledných dat je pak přidán ten spoj, u kterého si jsou společně více jistější.
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3.5.1 Hustší informace ze smyček
Dalším aspektem tohoto modulu je snaha o zajištění co nejhustší možné informace ve vý-
sledné datové struktůře. Je kladen hlavně důraz na zajištění, že do výsledku nezaneseme
data, která mohou upravit výsledek k horšímu.
Hlavní princip celé této myšlenky je na základě, že ve vnitřní reprezentaci grafu máme
několik spojů, které tvoří různé smyčky. Jak je vidět v obrázku 3.9 (kde jsou znázorněny
pouze nejvýraznější smyčky), některé smyčky nejsou úplně hustě zaplněny a my víme, že
tam budou určité spoje. A například v případě zobrazených vrchních dvou smyček by se
mělo jedna jenom o jednu.
Obrázek 3.9: Zobrazení detekce smyček v pozičním grafu podle detektoru s prostorovou
informací.
Cílem tohoto rozšíření by bylo lokalizovat alespoň dané smyčky, jak je znázorněno na
zmíněném obrázku 3.9. Pokud máme takto správně nalezené smyčky, pak víme, že mezi je-
jich prvním a posledním spojem musí být i spoje, které nejsou definované, ale měly by tam
být. Princip by měl tedy být jednoduchý pro každou nalezenou smyčku a jejíit nedefino-
vané spoje zkus pomocí detekovaných příznaků nalézt nejlepší spoj pomocí obou možných
příznaků.
Musíme si ale uvědomit, že prohledávat všechny možné spoje pro všechny možné pozice
ve smyčce, může být znova velice náročná operace a proto je potřeba nějak zredukovat
počet porovnávaných míst. Zde se pro tento případ použije histogram rozdílů mezi indexy
bodů na detekovaných spojích smyčky. Tedy v principu vezmeme každý spoj ve smyčce a
uděláme rozdíl mezi jeho první pozicí a druhou pozicí v pozičním grafu. To je zde využito
hlavně z toho důvodu, že jednotlivé spoje ve smyčce se vzájemně posouvají na obou po-
zicích. Mají tedy stejný nebo ne přiliš jiný rozdíl indexu pozic. U pomocí takto získaného
histogramu dostaneme informace jaké rozdíly sledovaly ostatní spoje a pokusíme se najít
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k nedefinovanému spoji jeho obě pozice.
V principu je tento algoritmus velmi slibný, ale musíme si uvědomit hlavní problémy
a jak tyto problémy vyřešit. První problém je: pokud nelezneme pro oba typy příznaků
stejný protiklad pro danou pozici, můžeme v takovém případě věřit, že se jedná o pravou
pozici. Jelikož používáme dva zcela odlišné příznaky jeden podle geometrie celého okolí
a druhý pomocí význačných bodů v obraze můžeme říct, že jsou ty to pozice podobné.
Ale měli bychom být stále obezřetní vůči tomu, že nekontrolujeme všechny pozice, nýbrž
pouze některé. Proto je potřeba zavést nějaký rozhodovací práh, zda doopravdy máme
přijímout daný spoj. Tentot práh může být benevoletnější než jsou například prahy u daných
detektorů, neboť víme že daný spoj tam bude existovat.
Druhý problém je pokud nalezneme, že jednotlivé příznaky se liší pouze o jednu pozici.
Například pro pozici 30 zjistíme, že protikladem mohou být pozice 4501 a 4500. Víme, že
obě pozice budou u sebe velmi bízko a pravděpodobně pozice 30 bude zaznamenána někde
mezi těmito dvěmi pozicemi. Proto je tu využito logiky, že se přikloníme k jednomu nebo
druhému detektoru, kde se primárně bere detektor pomocí příznaku BoW, kde jednotlivé
příznaky nejsou až tolik nachylné k chybě při změně geometrie (například projetí auta).
Poslední případ nastane, když se detektory od sebe liší velice význačně ve větším roz-
mezí. Tyto případy byly velmi ojedinělé, ale jednalo se o problém. První myšlenka je, že
detektory se nedokázaly nijak zhodnout a proto je tento spoj nedetekovatelný. Druhá mož-
nost je zkusit, zda nenajdeme spoj, který není definován pomocí vzoru v histogramu (tyto
spoje jsou většinou v zatáčkách, které mývají různé rychlosti průjezdů) a prostor hledání




V následující části práce se zaměříme na provedené testy nad základními myšlenkami při
lokalizaci robota nad definovaným systémem. Testy byly prováděny na datech získaných
z benchmarku KITTI [6].
V prvním testu se zaměříme hlavně na možnost využití VFH pro popis prostředí a mož-
nost použití této metody aspoň pro prvotní odhad. Dále je experimentováno s myšlenkou
spojení několika bodů mračen tak, aby bylo možné získat hustší informaci o prostředí. Ná-
sledující test se zaměřuje na využití Bag of features, využití 2D snímků a metodu SURF.
Podíváme se, jak si tato metoda vede při stejném nastavení na různých cestách. Následně se
zaměříme na model verifikace v obou detektorech a ukážeme si jak vypadají dané výsledky
po verifikaci. V posledním testu se podíváme, jakých výsledků dosahuje navržený modul
spojení.
Evaluace těchto testů je provedena porovnáním vzdáleností detekovaných pozic pozič-
ního grafu, kde reálná pozice je získaná pomocí dat z datasetu KITTI. Spoje označené za
true positive jsou spoje, které jsou od sebe vzdálené méně nebo stejně jak 1 metr.
4.1 Viewpoint Feature Histogram
Nejdříve se zaměříme na testování detektoru, který pracuje s daty obsahujícimi prostorovou
informaci. Jelikož tento detektor pracuje nad prostorovou informací pomocí histogramu ge-
ometrie okolí, je předpokládáno množství možných false negative, kdy změna objektů při
pořizování snímku může zvětši odchylku v histogramu od histogramu předchozí navštěvy
daného místa. Také předpokládáme, že snímky nejsou úplně ze stejných pozic, a to sa-
mozřejmě vede k dalšímu zhoršení kvality detekce. Prvně otestujeme funkčnost detektoru
na jednom z možných datasetů, dále se zaměříme jaká je funkčnost tohoto detektoru na
jiných cestách.
4.1.1 Test detektoru s prostorovými daty
V prvním testu detektoru se zaměříme, jak detektor funguje při změně prahu, který roz-
hoduje, zda se jedná o spoj či nikoliv. Dá se očekávat, že detektor bude při lineárním
zvedání prahu bude více benevolentní k vytvoření prvotního odhadu, tím se lineárně bude
zvedat počet detekcí spojů. To bude mít za výsledek zvětšující se poměr nově získaných
false positive vůči nově získaným true positivy.
Z naměřených výsledků v tabulkce 4.1 a grafu 4.1 je vidět, že detektor funguje jak jsme
předpokládali. S rostoucí benevolencí detektoru také roste poměr false positive vůči true
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Práh Počet spojů False Positive True Positive Maximální odchylka FP[%]
25 223 18 205 88,83 8,07 %
30 296 36 260 115,61 12,16 %
35 363 50 313 161,03 16,77 %
40 414 73 341 161,03 17,63 %
45 471 99 375 227,99 20,89 %
50 530 126 404 227,99 23,77 %
55 577 150 427 305,15 26,00 %
60 622 171 451 410,09 27,49 %
65 686 210 476 410,09 30,61 %
70 739 237 502 410,09 32,07 %
75 786 266 520 410,09 33,84 %
80 825 300 525 410,09 36,36 %
85 877 339 538 460,99 38,65 %
90 927 380 547 463.36 40,99 %
Tabulka 4.1: Tabulka s výsledkami testů detektoru s protorovou informací.
Obrázek 4.1: Výsledky detektoru nad prostorovými daty.
positive, kde při prahu 30 jsme měli nárůst true positive okolo 50 a false positive 18.
Při velmi benevolentním prahu 80 byl nárůst false positive okolo 40 a nárůst true positive
pouze 5. Jde tedy vidět, že detektor splňuje předpoklad a zvedáním prahu by dostal k bodu,
kdy by už pouze detekoval false positiva. Důležité je také si všimnout, že detektor již
od malých hodnot grafu detekuje velmi odlišné spoje. Už při malém prahu je odchylka
u některého spoje až 88,83 metru.
Na obrázku 4.2 jsou znázorněny výsledky při jednotlivých prazích od 25 až po 60. Jde
tam názorně vidět, jak tento detektor zvyšuje svůj počet false positiv. Nejvíc se tento jev
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Obrázek 4.2: Grafické zobrazení výsledků za použití metody VFH. Zleva doprava se jedná
o nastavené rozhodovací prahy 25 až 60.
projevuje na pravé straně grafů. Při výsledcích jaké jsou znázorněny je tedy nutné provést
nad danými výsledky krok verifikace, abychom odstranili velmi odlišné spoje.
4.1.2 Test Viewpoint Feature Histogramu v různých cestách
Test byl proveden na třech trasách z datasetu od KITTI [6]. Přesněji se jednalo o datasety
00, 08 a 09. Ty byly vybrány především, že obsahují místa, která byla během cesty navští-
vená nejméně dvakrát. Všechny cesty byly detekovány s prahem o velikosti 45 bez modulu
verifikace.
Jak je vidět z obrázku 4.3, detekce navštívených míst pomocí metody VFH je použitelná
a dokáže v každé smyčce najít nějaký spoj. Bohužel tato metoda vytváří velký počet false
positiv spojů. Proto jako samostatná metoda bez žádné verifikace není dostačující a je
nutné ji rozšířit o ni. Dalším překvapivým výsledkem je i její nekonzistentnost při stejném
nastavení detektorů. Především se jedná o trasu 08, ve které je několik smyček, ale metoda
spíše dosahoval velkého počtu false positive a ani nedokázala detekovat většinu navštívených
míst, jak je ukázáno tabulce 4.2.
Celkově tedy metoda VFH prokazuje možnost využití, ale s nutnosti rozšíření o veri-
fikaci. Také by bylo vhodné definovat specifické nastavení pro jednotlivé cesty. Společně
s verifikací by pak bylo možné i zvolnit pravidla pro detekci, abychom i v jináčích trasách,
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Obrázek 4.3: Grafické zobrazení výsledků za použití metody VFH. Zleva doprava trasy 00,
09 a 08.
Trasy Počet pozic robota Rozpoznaná místa False positive
00 4540 363 50
08 4070 14 10
09 1590 3 2
Tabulka 4.2: Výsledky metody VFH na různých cestách.
než v trase 00 dostali větší počet spojů.
4.1.3 Test spojení mračen bodů
Jedním z návrhů, jak vylepšit detekci pomocí VFH, bylo použít více mračen bodů a z nich
získat co největší a nejhustší informaci o daném prostředí. Tento návrh měl především
pomocí s vylepšením počítání normál tak, aby bylo pro jejich výpočet co nejvíce sousedních
bodů.
Bohužel jak se ukázalo, tohle rozšíření detekce spíš zaneslo více šumu do výsledku.
I když rozšíření o další mračna dokázalo oproti normálnímu výsledku odstranit podobnostní
detekci na delších rovinkách či jemně se zatáčejících rovinných úsecích. Tento experiment
přivedl mnoho jiných problémů při detekci. Tyto problémy se nejvíce projevily v ostrých
zatáčkách. Když tuto metodu porovnáme s jednoduchým porovnáváním pouze jednoho
mračna, tak tato metoda má i větší podíl false positive vůči všem detekovaným spojům.
V tabulce 4.3 je uveden příklad pouze trasy 00, která dosahovala nejlepších výsledků
v jednoduché metodě VFH, jak je vidět v tabulce 4.1. VFH pouze nad jedním mračnem
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Obrázek 4.4: Výsledky metody VFH při spojení několika po sobě jdoucích mračen bodů na
trase 00.
Trasy Počet pozic robota Rozpoznaná místa False positive
00 4540 150 60
Tabulka 4.3: Výsledek experimentu s použitím více mračen bodů.
dosahovalo přibližně 10 procentní detekce false positive, kdežto za použití více mračen
dostáváme skoro poloviční počet false positive. Také je detekce několikrát slabší na celkovou
detekci spojů, kde detekovala polovinu toho co detekce s jedním mračnem. Rozšíření mračen
tedy nedosahuje lepší kvality, než pouze využití jednoho mračna.
4.2 Bag of Words a SURF
V předchozí sekci jsme se zaměřili na funkčnost detektoru pracujícího s prostorovými daty,
podívali jsme se jak obecně funguje, jaká je jeho výkonnost na různých cestách, při různých
nastaveních a v neposlední řadě jsme odzkoušeli nápad pro vylepšení detekce. Nyní se
zaměříme na druhý detektor a jeho výsledky také porovnáme s předchozím detektorem.
4.2.1 Test detektoru s obrazovými daty
Obdobně jako v předchozí sekci provádíme test, abychom zjistili, jestli detektor, který pra-
cuje s obrazovými daty, pracuje správně. Znovu provedeme několik měření se změnou prahu
pro vytvoření hypotézy, že se jedná o stejné místo. Předpoklad pro funkčnost detektoru bude
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obdobný jako u předchozího detektoru. Očekáváme tedy, že detektor při zvětšování prahu
bude detekovat větší počet false positive než true positive.
Práh Počet spojů False Positive True Positive Maximální odchylka FP[%]
0,025 68 5 63 1,22 7,35 %
0,026 133 7 126 1,23 5,26 %
0,027 199 9 190 1,91 4,52 %
0,028 280 19 261 1,91 6,79 %
0,029 336 24 312 1,91 7,14 %
0,030 385 24 361 1,91 6,23 %
0,031 432 30 402 2,40 6,94 %
0,032 467 33 464 5,83 7,07 %
0,033 485 34 451 137,78 7,01 %
0,034 496 40 456 137,78 8,06 %
0,035 510 46 464 312,06 9,02 %
0,036 533 62 471 312,06 11,63 %
0,037 558 83 475 467,56 14,87 %
0,038 583 101 482 474,86 17,32 %
0,039 605 119 486 501,71 19,67 %
0,040 629 140 489 501,71 22,26 %
Tabulka 4.4: Výsledeky detektoru s využitím BoW a SURF.
Obrázek 4.5: Zobrazení výsledeků detektoru s využitím BoW a SURF do grafu.
Z tabulky 4.4 a grafu 4.5, lze vidět, že detektor založený na práci s obrazovou informací
se chová podle předpokladu, kde ve velmi benevolentních prazích už skoro detekoval pouze
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false positiva. Dosahoval tedy předpokládaného chování. S porovnáním s detektorem, který
pracuje s prostorovými daty a algoritmem VFH pro detekci stejných pozic, se projevil jako
lepší.
Na obrázku 4.6 jsou znázorněny grafy s různými úrovněmi prahů, kde vysoké prahy
dosahují obdobných hodnot false positive jako předchozí detektor.
Obrázek 4.6: Grafické zobrazení výsledků za použití modelu BoW. Zleva doprava meření
s rozhodovacím prahem od 0,025, 0,027, 0,029, 0,031, 0,033, 0,035, 0,037 a 0,040.
4.2.2 Test Bag of Words a SURF na různých cestách
V tomto testu bylo využito lokálních deskriptorů pro popis snímků a Bag of Words. Jako
při testu u detektoru s prostorovou informací se jednalo o trasy 00, 08 a 09 z datasetu
KITTI [6].
Pokud se podíváme na jednotlivé trasy, pak zjistíme, že tato metoda dosahuje velmi
obstojných výsledku na trase 00, kdy detekovala 533 stejných míst a 62 false positive. Ve
srovnání s VFH, která detekovala méně pozic a s větším poměrem false positive.
Ostatní cesty bohužel nedokazují lepší výsledky. Problém může být v příliš striktním
prahu pro rozhodování navštívených míst, kde případným umožněním větší detekce spojů
(včetně false positive) a následným verifikačním krokem k odstranění false positive.
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Obrázek 4.7: Grafické znázornění výsledků metody Bag of Words a SURF. Trasy 00, 09 a
08.
Trasy Počet pozic robota Rozpoznaná místa False positive
00 4540 533 62
08 4070 31 23
09 1590 17 15
Tabulka 4.5: Výsledky detektoru s metodou BoW na různých cestách.
4.3 Verifikace
Detektor s prostorovými informacemi
Zde se zaměříme na test verifikace pro detektor pracující s prostorovými daty. V předchozích
testech jsme viděli, že detektor detekoval správně, ale s velkým počtem false positive. Proto
byl do detektoru přidán modul verifikace. Tento modul má za účel odstranit velký počet false
positive. Především se snažíme odstranit korespondence, které jsou od sebe velmi vzdálené.
Nastavení verifikace pro jednotlivé hodnoty testů (jak bylo naznačeno v návrhu) bylo pro
počet korespondencí pouze 12 a pro procento inlierů bylo nastaveno více jak polovina (tedy
50 procent).
Z tabulky 4.6 a grafu 4.8 jde vidět, že modul verifikace odstraňuje spoje, které jsou od
sebe velmi vzájemně vzdálené. Maximální odchylka je v případě vyšších prahů pouze 4,68
metru, kde odchylka se bez modulu verifikace pohybovala i okolo 400 a víc metrů.
Na obrázku 4.9 lze vidět, že znázornění výsledku (vpravo) verifikačního kroku vůči jeho
vstupu (vlevo). Jsou tam znázorněny hlavně vstupy při velkých vstupních prazích, tak aby
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Práh Počet spojů False Positive True Positive Maximální odchylka FP[%]
25 192 15 177 1,60 7,81 %
30 250 19 231 2,81 7,60 %
35 301 25 276 2,81 8,31 %
40 330 28 302 2,81 8,48 %
45 359 31 328 2,81 8,64 %
50 393 37 356 2,81 9,41 %
55 414 42 372 4,68 10,14 %
60 433 44 389 4,68 10,16 %
65 450 49 401 4,68 10,89 %
70 469 51 418 4,68 10,87 %
75 482 54 428 4,68 11,20 %
80 487 57 430 4,68 11,70 %
85 493 57 436 4,68 11,56 %
90 502 60 442 4,68 11,95 %
Tabulka 4.6: Výsledky testu verifikace u detektoru s prostorovou informací.
Obrázek 4.8: Zobrazení výsledků testu verifikace u detektoru s prostorovou informací do
grafu.
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bylo znázorněno, že verifikační krok má hlavně za účel odstranit ty spoje, které jsou od
sebe velmi odlišné. Tohoto výsledku dosahuje.
Obrázek 4.9: Grafické zobrazení výsledku verifikace při použití metody VFH s rozhodovacím
prahem 90.
Detektor s obrazovými informacemi
Nyní provedeme test na verifikaci na základě hypotéz z detektoru pracujícího s obrazovou
informací. Z testu u detektoru s prostorovou informaci jsme již zjistili, že verifikace odstraní
velmi odlišné spoje. Chceme ale potvrzení, že verifikační krok bude fungovat na libovolných
datech z různých detektorů.
Práh Počet spojů False Positive True Positive Maximální odchylka FP[%]
0,025 65 5 177 1,22 7,69 %
0,026 128 7 231 1,23 5,47 %
0,027 186 8 313 1,91 4,30 %
0,028 256 18 341 1,91 7,03 %
0,029 306 23 375 1,91 7,52 %
0,030 347 23 404 1,91 6,63 %
0,031 385 28 427 2,37 7,27 %
0,032 413 29 451 2,37 7,02 %
0,033 426 29 476 2,37 6,81 %
0,034 431 32 502 3,75 7,42 %
0,035 439 33 520 3,75 7,52 %
0,036 443 33 525 3,75 7,45 %
0,037 447 34 538 3,75 7,61 %
0,038 453 34 547 3,75 7,51 %
0,039 456 34 547 3,75 7,46 %
0,040 457 34 547 3,75 7,44 %
Tabulka 4.7: Výsledky testu verifikace u detektoru s BoW.
Z tabulky 4.7 a grafu 4.10 lze vidět, že verifikační krok funguje jak na detektoru s pro-
storovou informací, tak i s detektorem s obrazovou informací. Jelikož detektor při malých
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Obrázek 4.10: Výsledky testu verifikace u detektoru s BoW zobrazeny v grafu.
prazích projevoval velmi dobré výsledky. False positive spoje měly maximální odchylku
pouze 1,22 metru a nedocházelo k jejich odstranění.
Naopak při velkých prazích, kde maximální odchylka byla ve stovkách metrů, verifikační
krok odstranil false positiva, která měla velmi odlišná dvě místa. Znázornění výsledků
verifikačního kroku je znázorněno na obrázku 4.11. Lze na něm vidět jak vstupy s prahy
0, 040 a 0, 039 a jejich jednotlivé výsledky po verifikačním kroku.
Obrázek 4.11: Grafické zobrazení výsledků verifikace při využití metody BoW a SURF
s rozhodovacímu prahy 0,040.
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4.4 Spojení dat
V posledním měření se zaměříme, jestli implementovaná logika spojení funguje. Předpoklá-
dáme, že většina detekovaných spojů z detektorů se bude překrývat, nebo se bít o daný spoj
a zobrazíme výsledné hodnoty po provedení zhuštění informace ve smyčkách. Zaměříme se,
jak bude fungovat daná metoda při různých výstupech detektorů daných různými prahy.
Práh BoW / VFH Počet spojů False Positive True Positive Maximální odchylka
0,029 / 40 677 40 637 2,01
0,031 / 45 676 43 633 2,82
0,033 / 50 712 45 667 2,82
0,035 / 55 713 48 665 2,82
0,037 / 70 724 44 680 2,82
0,040 / 80 733 50 683 2,82
0,025 / 90 675 54 621 4,69
0,040 / 40 695 44 651 3,77
Tabulka 4.8: Výsledky spojení detektorů.
Obrázek 4.12: Výsledky spojení detektorů vyneseny do grafu.
Pokud porovnáme hodnoty z tabulky 4.8 a grafu 4.12 s výkony jednotlivých detektorů,
můžeme vidět, že jsme schopni získat hustší informaci, jak je znázorněno na obrázku 4.13,
kde jsou graficky zobrazeny výsledné výstupní smyčky v daném grafu. Jde vidět, že jednot-
livé grafy mají hustější informaci, než jednotlivé detektory zvlášť. Přesto lze ale vidět, že
ne všechny spoje jsou detekovány.
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Obrázek 4.13: Grafické zobrazení výsledků po provedení modulu spojení detektorů. Zobra-





Cílem práce bylo získat přehled o způsobech lokalizace mobilního robota se zaměřením na
praktickou detekci smyček v trase robota a navrhnout systém, který by nad vstupními daty
ze senzorů provedl takovou detekci. Popsané metody pro rozpoznání navštíveného místa
jsou využity pro detekci smyček při lokalizaci robota a v jeho pozičním grafu. Algoritmy
byly využity pro základ navrženého systému.
Navržený systém pro detekci smyček při lokalizaci robota a v jeho pozičního grafu byl i
naimplementován a dosahuje adekvátních výsledků. Výsledky v experimentech pak vykazují
malé procento detekovaných false positive, kde většina false positive spojů jsou spoje, které
jsou od sebe vzdálené do pár metrů a zachycují stejné okolí. Navržena metoda totiž pracuje
s podobností příznaků získaných z okolí robota.
Proto by pro budoucí práci na projektu mohlo být vhodné vylepšit detekci příznaků
lepší metodou, jako jsou konvoluční neuronové sítě. Ty by mohly díky své síle v klasifikaci
zmenšit jak počet false negative, tak i počet false positive. Jiným směrem by bylo využití
vícekamerového systému, který by nám pro 2D data poskytoval větší informaci o okolí.
Myšlenkou tohoto návrhu je, že pouze jedna kamera či stereo kamery mají jen malý úhel
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