Abstract. Generalized network tomography (GNT) deals with estimation of link performance parameters for networks with arbitrary topologies using only end-to-end path measurements of pure unicast probe packets. In this paper, by taking advantage of the properties of generalized hyperexponential distributions and polynomial systems, a novel algorithm to infer the complete link metric distributions under the framework of GNT is developed. The significant advantages of this algorithm are that it does not require: i) the path measurements to be synchronous and ii) any prior knowledge of the link metric distributions. Moreover, if the path-link matrix of the network has the property that every pair of its columns are linearly independent, then it is shown that the algorithm can uniquely identify the link metric distributions up to any desired accuracy. Matlab based simulations have been included to illustrate the potential of the proposed scheme.
1. Introduction. The present age Internet is a massive, heterogeneous network of networks with a decentralized control. Despite this, accurate, timely and localized information about its connectivity, bandwidth and performance measures such as average delay experienced by traffic, packet loss rates across links, etc. is extremely vital for its efficient management. Brute force techniques, such as gathering the requisite information directly, impose an impractical overhead and hence are generally avoided. This necessitated the advent of network tomography-the science of inferring spatially localized network behaviour using only end-to-end aggregate metrics.
Recent advances in network tomography can be classified into two broad strands: i) traffic demand tomography-determination of source-destination traffic volumes via measurements of link volumes and ii) network delay tomography-link parameter estimation based on end-to-end path level measurements. For the first strand, see [27, 15, 29] . Under the second strand, the major problems studied include estimation of bottleneck link bandwidths, e.g. [18, 9] , link loss rates, e.g. [3] , link delays, e.g. [7, 22, 23, 26, 5, 8] , etc. Apart from these, there is also work on estimation of the topology of the network via path measurements. For excellent tutorials and surveys on the state of the art, see [1, 7, 4, 14] . For sake of definiteness, we consider here the problem of network delay tomography. The proposed solution is, however, also applicable to traffic demand tomography.
Given a binary matrix A, usually called the path-link matrix, the central problem in network delay tomography, in abstract terms, is to accurately estimate the statistics of the vector X from the measurement model Y = AX. Based on this, existing work can be categorized into deterministic and stochastic approaches. Deterministic approaches, e.g. [11, 6, 10] , treat X as a fixed but unknown vector and use linear algebraic techniques to solve for X. Clearly, when no prior knowledge is available, X can be uniquely recovered only when A is invertible, a condition often violated in practice. Stochastic approaches, e.g. [5, 23, 26, 29] , on the other hand, assume X to be a non-negative random vector of mutually independent components and employ parametric/non-parametric estimation techniques to infer the statistical properties of X using samples of Y. In this paper, we build a stochastic network tomography scheme and establish sufficient conditions on A for accurate identification of the distribution of X.
Stochastic network tomography approaches, in general, model the distribution of each component of X using either a discrete distribution, e.g. [26, 29] , or a finite mixture model, e.g. [5, 23] . They construct an optimization problem based on the characteristic function, e.g. [5] , or a suitably chosen likelihood function, e.g. [23, 26, 29] , of Y. Algorithms such as expectation-maximization, e.g. [23, 26, 29] , generalized method of moments, e.g. [5] , etc., which mainly exploit the correlations in the components of Y, are then employed to determine the optimal statistical estimates of X. In practice, however, these algorithms suffer two main limitations. Firstly, note that these algorithms utilize directly the samples of the vector Y. Thus, to implement them, one would crucially require i) end-to-end data generated using multicast probe packets, real or emulated, and ii) the network to be a tree rooted at a single sender with destinations at leaves. Divergence in either of the above requirements, which is often the case, thus results in performance degradation. Secondly, the optimization problems considered tend to have multiple local optima. Thus, without prior knowledge, the quality of the estimate is difficult to ascertain.
In this paper, we consider the problem of generalized network tomography (GNT) wherein, the objective is to estimate the link performance parameters for networks with arbitrary topologies using only end-to-end measurements of pure unicast probe packets. Mathematically, given a binary matrix A, we propose a novel method, henceforth called the distribution tomography (DT) scheme, to accurately estimate the distribution of X, a vector of independent non-negative random variables, using only IID samples of the components of the random vector Y = AX. In fact, our scheme does not even require prior knowledge of the distribution of X. We thus overcome the limitations of the previous approaches.
We rely on the fact that the class of generalized hyperexponential (GH) distributions is dense in the set of non-negative distributions (see [2] ). Using this, the idea is to approximate the distribution of each component of X using linear combinations of known exponential bases and estimate the unknown weights. These weights are obtained by solving a set of polynomial systems based on the moment generating function of the components of Y. For unique identifiability, it is only required that every pair of columns of the matrix A be linearly independent, a property that holds true for the path-link matrix of all multicast tree networks and more.
The rest of the paper is organized as follows. In the next section, we develop the notation and formally describe the problem. Section 3 recaps the theory of approximating non-negative distributions using linear combinations of exponentials. In Sections 4 and 5, we develop our proposed method and demonstrate its universal applicability. We give numerical examples in Section 6 and end with a short discussion in Section 7.
We highlight at the outset that the aim of this paper is to establish the theoeretical justification for the proposed scheme. The numerical examples presented are only for illustrative purposes.
Model and Problem Description. Any cumulative distribution function (CDF) that we work with is always assumed to be continuous with support (0, ∞).
The moment generating function (MGF) of the random variable X will be M X (t) = E(exp(−tX)). For n ∈ Z ++ , we use [n] and S n to represent respectively the set {1, . . . , n} and its permutation group. We use
We use the notation R, R + and R ++ to denote respectively the set of real numbers, non-negative real numbers and strictly positive real numbers. In the same spirit, for integers, we use Z, Z + and Z ++ . All vectors are column vectors and their lengths refer to the usual Euclidean norm. For δ > 0, B(v; δ) represents the open δ−ball around the vector v. To denote the derivative of the map f with respect to x, we useḟ (x). Lastly, all empty sums and empty products equal 0 and 1 respectively.
Let X 1 , . . . , X N denote the independent non-negative random variables whose distribution we wish to estimate. We assume that each X j has a GH distribution of the form (2.1)
Note that the weights {w jk }, unlike for hyperexponential distributions, are not required to be all positive. Further, we suppose that λ 1 , . . . , λ d+1 are distinct and explicitly known and that the weight vectors of distinct random variables differ at least in one component. Let A ∈ {0, 1} m×N denote an a priori known matrix which is 1−identifiable in the following sense. Definition 2.1. A matrix A is k−identifiable if every set of 2k of its columns is linearly independent.
Let X ≡ (X 1 , . . . , X N ) and Y = AX. For each i ∈ [m], let p i := {j ∈ [N ] : a ij = 1}. Further, we presume that, ∀i ∈ [m], we have access to a sequence of IID samples {Y il } l≥1 of Y i . Our problem then is to estimate for each X j , its vector of weights w j ≡ (w j1 , . . . , w jd ) and consequently its complete distribution F j , since
Before developing the estimation procedure, we begin by making a case for the distribution model of (2.1).
3. Approximating distribution functions. Let G = {G 1 , . . . , G N } denote a finite family of arbitrary non-negative distributions. For the problem of simultaneously estimating all member of G a useful strategy, as we demonstrate now, is to approximate each G i by a GH distribution. Recall that the CDF of a GH random variable X is given by
where
In addition to the simple algebraic form of the above quantities, the other major reason to use the GH class is that, in the sense of weak topology, it is dense in the set of all non-negative distributions (see [2] ). In fact, as the following result from [21] shows, we have much more. Theorem 3.1. For n, k ∈ Z ++ , let X n,k be a nonnegative GH random variable with mean k/n, variance σ 2 n,k and CDF W n,k . Suppose 1. the function ν : Z ++ → Z ++ satisfies lim n→∞ ν(n)/n = ∞.
2. there exists 0 < s < 1 such that lim n→∞ n 1+s σ 2 n,k /k = 0 uniformly with respect to k. Then given any continuous non-negative distribution function F, the following holds:
1. the function F n given by
is a GH distribution for every n ∈ Z ++ and 2. F n converges uniformly to F, i.e.,
Observe that, for each n, the exponential stage parameters of F n depend only on the choice of the random variables {X n,k : 1 ≤ k ≤ ν(n) + 1}.
What this observation and the above result imply in relation to G is that if we fix the random variables {X n,k } and let M i denote the MGF of G i , then for any given 1 , 2 > 0 and any finite set τ = {t 1 , . . . , t k } ⊂ R + , ∃n ≡ n( 1 , 2 , τ ) ∈ Z ++ such that for each i ∈ [N ], G i and its n th GH approximation, F i n , are 1 − close in the sup norm and for each j
Further, the exponential stage parameters are explicitly known and identical across the approximations F 1 n , . . . , F N n , which now justifies our model of (2.1).
The problem of estimating the individual members of G can thus be reduced to determining the vector of weights that characterizes each approximation and hence each distribution.
4. Distribution tomography scheme. The outline for this section is as follows. For each i ∈ [m], we use the IID samples of Y i to estimate its MGF and subsequently build a polynomial system, say H i (x) = 0. We call this the elementary polynomial system (EPS). We then show that for each i ∈ [m] and each j ∈ p i , a close approximation of the vector w j is present in the solution set of H i (x) = 0, denoted V (H i ). To match the weight vectors to the corresponding random variables, we make use of the fact that A is 1−identifiable.
Construction of elementary polynomial systems.
Fix an arbitrary i ∈ [m] and suppose that |p i | = N i , i.e., Y i is a sum of N i random variables, which for notational convenience, we relabel as X 1 , . . . , X Ni . Because of independence of the random variables, observe that the MGF of Y i is well defined ∀t ∈ R ++ and satisfies the relation
On simplification, after substituting w j(d+1
Ni . For now, let us assume that we know M Yi (t) and hence µ i (t) exactly for every valid t. We will refer henceforth to this situation as the ideal case. Treating t as a parameter, we can then use (4.2) to define a canonical polynomial
where x ≡ (x 1 , . . . , x Ni ) with x j ≡ (x j1 , . . . , x jd ). As this is a multivariate map in d · N i variables, we can choose an arbitrary set τ = {t 1 , . . . , t d·Ni } ⊂ R ++ consisting of distinct numbers and define an intermediate square polynomial system
Since (4.4) depends on choice of τ, analyzing it directly is difficult. But observe that i) the expansion of each f n or equivalently (4.3) results in rational coefficients in t of the form Λ ω1
d+1 , where, for each k, ω k ∈ Z + and d+1 k=1 ω k = N i , and ii) the monomials that constitute each f n are identical. This suggests that one may be able to get a simpler representation for (4.4). We do so in the following three steps, where the first two focus on simplifying (4.3).
Step1-Gather terms with common coefficients: Let ω denote the d−dimensional vector (ω 1 , . . . , ω d ) and let Ω ≡ (ω, ω d+1 ). Also, let
. Then collecting terms with common coefficients in (4.3), the above notations help us rewrite it as
Step2-Coefficient expansion and regrouping: Using an idea similar to partial fraction expansion for rational functions in t, the goal here is to decompose each Λ ω into simpler terms. For each j, k ∈ [d], let
The desired decomposition is now given in the following result.
for all t. Further, this expansion is unique.
Proof. See Appendix B. By applying this expansion to each coefficient in (4.5) and regrouping, we have
g(x; Ω).
We consider a simple example to better illustrate the above two steps. Example 1. Suppose N i = 3 and d = 2. In this case, clearly Λ k (t) =
Now observe that
Substituting these identities, we can write f (x; t) in terms of (4.8) as Step3-Eliminate dependence on τ : The advantage of (4.8) is that, apart from c(t), the number of t-dependent coefficients equals d · N i which is exactly the number of unknowns in the polynomial f . Further, as shown below, they are linearly independent.
, then (4.4) can be equivalently expressed as (4.11) T τ E(x) − c τ = 0.
Premultiplying (4.11) by (T τ ) −1 , which now exists by Lemma 4.2, we have
Clearly, w ≡ (w 1 , . . . , w Ni ) is a root of (4.3) and hence of (4.12) . This immediately implies that (T τ ) −1 c τ = E(w) and consequently (4.12) can rewritten as (4.13)
Note that (4.13) is devoid of any reference to the set τ and can be arrived at using any valid τ. For this reason, we will henceforth refer to (4.13) as the EPS. Example 2. Let N i = d = 2. Also, let λ 1 = 5, λ 2 = 3 and λ 3 = 1. Then the map E described above is given by (4.14)
E
Two useful properties of the EPS are stated next. For σ ∈ S Ni , let x σ := (x σ(1) , . . . , x σ(Ni) ) denote a permutation of the vectors x 1 , . . . , x Ni . Further, for any
and F τ , as defined in (4.4), is symmetric. The result thus follows.
Lemma 4.4.
There exists an open dense set
Proof. See Appendix C. We henceforth assume that w ∈ R i . From the definition of the EPS in (4.13), it is obvious that w ∈ V (H i ). By Lemma 4.3, it also follows that if x * ∈ V (H i ), then π x * ⊂ V (H i ). Hence, it suffices to work with
Our next objective is to develop the above theory for the case where for each i ∈ [m], instead of the exact value of M Yi (t), we have access only to the IID realizations
, each c(t k ) and c τ respectively. But even then note that the noisy or the perturbed version of the EPS
is always well defined. More importantly, the perturbation is only in its constant term. As in Lemma 4.3, it then follows that the mapĤ i is symmetric. Next observe that since R i is open (see Lemma 4.4), there exists a small enough δ i > 0 such that B(w;δ i ) ⊂ R i . Using the regularity of solutions of the EPS (see Lemma 4.4), the inverse function theorem then gives the following result.
Lemma 4.5. Let δ ∈ (0,δ i ) be such that for any two distinct solutions in V (H i ), say x * and y * , B(x * ; δ) ∩ B(y * ; δ) = ∅. Then there exists an (δ) > 0 such that if u ∈ R d·Ni and ||u − E(w)|| < (δ), then the solution set V (Ĥ i ) of the perturbed EPS E(x) − u = 0 satisfies the following:
, there is one and only one z * ∈ V (Ĥ i ) such that ||x * − z * || < δ. As a consequence, we have the following. Lemma 4.6. Let δ and (δ) be as described in Lemma 4.5. Then for tolerable failure rate κ > 0 and the chosen set τ, ∃L τ,δ,κ ∈ Z ++ such that if L ≥ L τ,δ,κ , then with probability greater than 1 − κ, we have ||(
∀i, l and k. The Hoeffding inequality (see [13] ) then shows that for any
−1 c τ , the result is now immediate. The above two results, in simple words, state that solving (4.16) for a large enough L, with high probability, is almost as good as solving the EPS of (
We are now done discussing the EPS for an arbitrary i ∈ [m]. In summary, we have managed to obtain a setM i in which a close approximation of the weight vectors of random variables X j that add up to give Y i are present with high probability. The next subsection takes a unified view of the solution sets {M i : i ∈ [m]} to match the weight vectors to the corresponding random variables. But before that, we redefine
are also redefined using notations of Section 2.
4.2.
Parameter matching using 1-identifiability. We begin by giving a physical interpretation for the 1−identifiability condition of the matrix A. For this, let 
By reframing this, we get the following result. Theorem 4.9. Suppose A is a 1−identifiable matrix. If the weight vectors w 1 , . . . , w N are pairwise distinct, then the rule
This result is where the complete potential of the 1− identifiability condition of A is being truly taken advantage of. What this states is that if we had access to the collection of sets {W i : i ∈ [m]}, then using ψ we would have been able to uniquely match the weight vectors to the random variables. But note that, at present, we have access only to the collection {M i : i ∈ [m]} in the ideal case and {M i : i ∈ [m]} in the perturbed case. In spite of this, we now show that if
a condition that always held in simulation experiments, then the rules:
for the ideal case, and
in the perturbed case, with minor modifications recover the correct weight vector associated to each random variable X j . We first discuss the ideal case. Let S := {j ∈ [N ] : |G j | ≥ 2}. Because of (4.19) and Theorem 4.9, note that (4.20) works perfectly fine when j ∈ S. The problem arises only when j ∈ S c as ψ(j) does not give as output a unique vector. To correct this, fix j ∈ S c . If
Because of 1−identifiability, note that if k ∈ p i * \{j}, then k ∈ S. From (4.3) and (4.4), it is also clear that (v sub , α) ∈ V (H i ) if and only if α = w j . This suggests that we need to match parameters in two stages. In stage 1, we use (4.20) to assign weight vectors to all those random variables X j such that j ∈ S. In stage 2, for each j ∈ S c , we identify i * ∈ [m] such that j ∈ p i * . We then construct v sub . We then assign to j that unique α for which (v sub , α) ∈ V (H i * ). Note that we are ignoring the trivial case where |p i * | = 1. It is now clear that by using (4.20) with modifications as described above, at least for the ideal case, we can uniquely recover back for each random variable X j its corresponding weight vector w j .
We next handle the case of noisy measurements.
Observe that using (4.21) directly, with probability one, will satisfyψ(j) = ∅ for each j ∈ [N ]. This happens because we are distinguishing across the solution sets the estimates obtained for a particular weight vector. Hence as a first step we need to define a relation ∼ onÛ that associates these related elements. Recall from Lemmas 4.5 and 4.6 that the setM i can be constructed for any small enough choice of δ, κ > 0. With choice of δ that satisfies that ||α − α|| < δ. 3. Suppose for distinct elements α, β ∈ U, we haveα,β ∈Û such that ||α −α|| < δ and ||β − β|| < δ. Then ||α −β|| > 2δ. From these, it is clear that the relation ∼ onÛ should be (4.23)α ∼β iff ||α −β|| < 2δ.
It is also easy to see that, whenever the event A is a success, ∼ defines an equivalence relation onÛ. For each i ∈ [m], the obvious idea then is to replace each element of M i and its corresponding d− dimensional component in V (Ĥ i ) with its equivalence class. It now follows that (4.21), with modifications as was done for the ideal case, will satisfy
This is obviously the best we could have done starting from the set
We end this section by summarizing our complete method in an algorithmic fashion. 
Pick a large enough
L ∈ Z ++ . SetM Yi (t j ) = L l=1 exp(−t j Y il ) /L,μ i (t j ) = (λ d+1 + t j ) NiM Yi (t j ) andĉ(t j ) =μ i (t j ) − λ Ni d+1 for each j ∈ [N i ]. Using this, constructĉ τ ≡ (ĉ(t 1 ), . . . ,ĉ(t d·Ni )).
For each
5. Universality. The crucial step in the DT scheme described above was to come up with, for each i ∈ [m], a well behaved polynomial system, i.e., one that satisfies the properties of Lemma 4.4, based solely on the samples of Y i . Once that was done, the ability to match parameters to the component random variables was only a consequence of the 1−identifiability condition of the matrix A. This suggests that it may be possible to develop similar schemes even in settings different to the ones assumed in Section 2. In fact, functions other than the MGF could also serve as blueprints for constructing the polynomial system. We discuss in brief few of these ideas in this section. Note that we are making a preference for polynomial systems for the sole reason that there exist computationally efficient algorithms, see for example [24, 16, 19, 28] , to determine all its roots.
Consider the case, where ∀j ∈ [N ], the distribution of X j is the finite mixture model
where d j ∈ Z ++ , w j1 , . . . , w j(d l +1) denote the mixing weights, i.e., w jk ≥ 0 and dj +1 k=1 w jk = 1, and {φ jk (u)} are some basis functions, say Gaussian, uniform, etc. The MGF of each X j is clearly given by
Now note that if the basis functions {φ jk } are completely known, then the MGF of each Y i will again be a polynomial in the mixing weights, {w jk }, similar in spirit to the relation of (4.1). As a result, the complete recipe of Section 4 can again be attempted to estimate the weight vectors of the random variables X j using only the IID samples of each Y i . In relation to (2.1) or (5.1), observe next that ∀n ∈ Z ++ , the n th moment of each X j is given by
Hence, the n th moment of Y i is again a polynomial in the unknown weights. This suggests that, instead of the MGF, one could use the estimates of the moments of Y i to come up with an alternative polynomial system and consequently solve for the distribution of each X j .
Moving away from the models of (2.1) and (5.1), suppose that for each j ∈ [N ], X j ∼ exp(m j ). Assume that each mean m j < ∞ and that m j1 = m j2 when j 1 = j 2 . We claim that the basic idea of our method can be used here to estimate m 1 , . . . , m N and hence the complete distribution of each X j using only the samples of Y i . As the steps are quite similar when either i) we know M Yi (t) for each i ∈ [m] and every valid t and ii) we have access only to the IID samples {Y il } l≥1 for each i ∈ [m], we take up only the first case. (1 + tm j ) = 1/M Yi (t).
Using (5.4), we can then define the canonical polynomial
where x ≡ (x 1 , . . . , x Ni ) and c(t) = 1/M Yi (t). Now choose an arbitrary set τ = {t 1 , . . . , t Ni } ⊂ R ++ consisting of distinct numbers and define
where f k (x) = f (x; t k ). We emphasize that this system is square of size N i , depends on the choice of subset τ and each polynomial f k is symmetric with respect to the variables x 1, . . . , x Ni . In fact, if we let c τ ≡ (c(t 1 ) , . . . , c(t Ni )) and E(x) ≡ (e 1 (x), . . . , e Ni (x)), where e k (x) = 1≤j1<j2<...<j k ≤Ni x j1 · · · x j k denotes the k th elementary symmetric polynomial in the N i variables x 1, . . . , x Ni , we can rewrite (5.6) as
Here T τ denotes a Vandermonde matrix of order
Observe now that the vector m ≡ (m 1 , . . . , m Ni ) is a natural root of (5.6) and hence of (5.8). Hence T −1
The EPS for this case can thus be written as
We next discuss the properties of this EPS, or more specifically, its solution set.
Proof. This follows directly from (5.9). Lemma 5.2. For every x * ∈ V (H i ), det(Ė(x * )) = 0. Proof. This follows from the fact that det(Ė(x)) = 1≤j<k≤Ni (x j − x k ). Because of Lemma 5.1, it suffices to work with only the first components of the roots. Hence we define (5.10)
which in this case is equivalent to the set {m 1 , . . . , m Ni }. Reverting back to global notations, note that
Since i was arbitrary, we can repeat the above procedure to obtain the collection of solution sets {M i : i ∈ [m]}. Arguing as in Theorem 4.9, it is now follows that if A is 1−identifiable, then the rule
where G j = {i ∈ [m] : j ∈ p i } and B j = [m]\G j , satisfies the relation ψ(j) = m j . That is, having obtained the sets {M i : i ∈ [m]}, one can use ψ to match the parameters to the corresponding random variables. This clearly demonstrates that even if a transformation of the MGF is a polynomial in the parameters to be estimated, our method may be applicable. 6. Experimental Results. We assess the performance of our DT scheme using matlab based simulation experiments.
We consider the simplified network delay tomography setup wherein, given a sequence of end-to-end measurements of delay a probe packets experiences across a subset of paths in a network, we are required to estimate the delay distribution across each link. In particular, we suppose that the topology of the network is known a priori in the form of its path-link matrix, denoted A ∈ {0, 1} m×N , and is unvarying during the measurement phase. The rows of A correspond to the paths across which probe packets can be transmitted and its delay measured, while the columns correspond to individual links. Further, the element a ij is 1 precisely when the j th link is present on the i th path. We let X j , a GH random variable, denote the probe packet delay across link j and Y i the delay across path i. We assume that the delay across different links are independent. If we let X ≡ (X 1 , . . . , X N ) and Y ≡ (Y 1 , . . . , Y m ), then observe that Y = AX. Clearly, this setup now resembles the model of Section 2.
We simulate the networks given in Figure 6 . The specifics of each experiment and observations made are described next. Note that, unless specified otherwise, all values are rounded to 2 significant digits.
6.1. Network with Tree Topology. We work here with the network of Figure  6 .1(a). Node 1 is the source node, while nodes 3 and 4 act as sink. Path p 1 connects the nodes 1, 2 and 3, while path p 2 connects the nodes 1, 2 and 4. The path-link matrix is thus given by
We set the count of exponential stages in each link distribution to three. That is, we set d = 2. We take the corresponding exponential stage parameters λ 1 , λ 2 and λ 3 to be 5, 3 and 1 respectively. For each link, the weight associated with each exponential stage is set as given in the columns labeled w j1 , . . . , w j3 of Table 6.1.
We first focus on path p 1 . Observe that its EPS is given by the map of (4.14). We collect now a million samples of its end-to-end delay. Choosing an arbitrary set τ = {1.9857, 2.3782, 0.3581, 8.8619}, we run the first phase of Algorithm 1 to obtain M 1 . This set along with its ideal counterpart is given in Table 6 .2. Similarly, by probing the path p 2 with another million samples and with τ = {0.0842, 0.0870, 0.0305, 0.0344}, we determineM 2 . The sets M 2 andM 2 are given in Table 6 .3. To match the weight vectors to corresponding links, firstly observe that the minimum distance betweenM 1 andM 2 is 0.0502. Based on this, we choose δ = 0.03 and run the second phase of Algorithm 1. The obtained results are given in the second half of Table 6.1. Note that the weights obtained for the first link are determined by taking a simple average of the solutions obtained from the two different paths. The norm of the error vector is 0.0443. Experiment 2. Keeping other things unchanged as in the setup of experiment 1, we consider here four exponential stages in the distribution of each X j . The exponential stage parameters λ 1 , λ 2 , λ 3 and λ 4 equal 5, 4, 0.005 and 1 respectively. The corresponding weights are given in Table 6 .4. But observe that the weights of the third stage is negligible for all three links. Because of this, we ignore its presence completely. That is, we consider d = 2 and then run Algorithm 1. The results obtained are given in the second half of Table 6 .4. The norm of the error vector is 0.1843.
This clearly demonstrates that the exponential stages, which are insignificant across all link distributions, can be ignored. Table 6 .5. The ease with which our algorithm can handle even networks that have non-tree topologies is clearly demonstrated in this experiment.
7. Discussion. This paper took advantage of the properties of polynomial systems to develop a novel algorithm for the GNT problem. For an arbitrary matrix A, which is 1−identifiable, it demonstrated successfully how to accurately estimate the distribution of the random vector X, with mutually independent components, using only IID samples of the components of the random vector Y = AX. Translating to network terminology, this means that one can now address the tomography problem even for networks with arbitrary topologies using only pure unicast probe packet measurements. The fact that we need only the IID samples of the components of Y shows that the processes to acquire these samples across different paths can be asynchronous. Another nice feature of this approach is that it can estimate the unknown link level performance parameters even when no prior information is available about the same.
Appendix A. Nonsingularity of coefficient matrix. In this section, we prove three results which will together demonstrate the validity of Lemma 4.2.
Lemma A.1. Let ω 1 , ω 2 ∈ Z ++ . Further suppose that λ 1 , λ 2 and t 1 , . . . , t ω1+ω2 are strictly positive real numbers satisfying λ 1 = λ 2 and t k1 = t k2 , if k 1 = k 2 . Then the square matrix
Proof. It suffices to show that
As a first step, we perform on W the row operations
for each j ∈ [ω 1 + ω 2 ] to get the matrix B. Note that for j, k
From the properties of determinants, it follows that
To verify (A.1), it only remains to show that
Towards this, our approach is to treat λ 2 as a variable and the other indeterminates, i.e., λ 1 , t 1 , . . . , t ω1+ω2 as constants and show that g(λ 2 ) is a univariate polynomial of degree ω 1 ω 2 with λ 1 as its sole root with multiplicity ω 1 ω 2 . We now introduce some notations. Let b k (λ 2 ) denote the k th column of B and b r k k (λ 2 ) its element-wise r th k derivative with respect to λ 2 . We use g(λ 2 ) and g n (λ 2 ) to refer respectively to det(B) and its n th derivative with respect to λ 2 . Lastly, for ω, n ∈ Z ++ , we use ∆ ω,n to represent the set of non-negative integer valued vector solutions of the equation
We now prove (A.3) by equivalently showing the following:
Our strategy is to deal with det b
ω1+ω2 (λ 2 ) =: µ(λ 2 ; r) for every possible pattern of the tuple r ≡ (r 1 , . . . , r ω1+ω2 ) ∈ Z ω1+ω2 + . Although the different possibilities are huge in number, the following observations, which follow directly from (A.2), will reveal that in almost all combinations of r either a column becomes itself zero or is a scalar multiple of another column. In fact there is only one unique pattern where the determinant will have to be actually evaluated. 1. The column b ω1+1 (λ 2 ) is a constant with respect to λ 2 . This implies that if r ω1+1 ≥ 1, then b
ω1+1 (λ 2 ) ≡ 0 and consequently µ(λ 2 ; r) ≡ 0 irrespective of what values r k , k = ω 1 +1 take. Hence we need to focus on only those tuples r where r ω1+1 = 0. 2. Suppose that 2 ≤ k ≤ ω 2 and r ω1+1 , r ω1+2 , . . . , r ω1+k−1 = 0. Then
In other words, if r ω1+1 , r ω1+2 , . . . , r ω1+k−1 = 0 and r ω1+k > 0, then µ(λ 2 ; r) ≡ 0. An inductive argument on k then shows that we need to deal with only those tuples where r ω1+1 = · · · = r ω1+ω2 = 0. For the next 2 observations, we assume that this condition explicitly holds for the tuple under consideration. 3. For column ω 1 note that if r ω1 ≥ ω 2 + 1, then b
On the other hand,
This implies that µ(λ 2 ; r) ≡ 0 if r ω1 ≥ ω 2 + 1, while µ(λ 2 ; r)| λ2=λ1 = 0 if 0 ≤ r ω1 ≤ ω 2 − 1. For our purposes, it thus remains to investigate only those tuples where r ω1 = ω 2 . 4. The following holds whenever ω 1 > 1. Suppose that there exists k ∈ [ω 1 − 1] such that r ω1 = r ω1−1 = · · · = r ω1−k+1 = ω 2 . It is then immediate that b 
ω1−k behaves precisely as in the subcase above. On the other hand, when ω 2 ≤ k ≤ ω 1 − 1 then
As a consequence of a simple induction on k, it now follows that µ(λ 2 ; r)| λ2=λ1 = 0 for all tuples r, where 0 ≤ r 1 < ω 2 and for each 2 ≤ i ≤ ω 1 , r i ∈ {0} ∪ [ω 2 ]. In contrast, even if one amongst r 1 , . . . , r ω1 has value strictly bigger than ω 2 , then µ(λ 2 ; r) ≡ 0. 5. The above observations essentially show that r * , where r * 1 = · · · = r * ω1 = ω 2 and r * ω1+1 = · · · = r * ω1+ω2 = 0, is the only tuple for which µ(λ 2 ; r * ) is required to be explicitly evaluated. Using properties of Vandermonde matrices, a simple calculation show that
. Then a short summary of the above observations is that
while r ∈ A > implies that µ(λ 2 ; r) ≡ 0. This last conclusion implies that (A.4) can be explicitly written as
It is now trivial to see that
This establishes the desired result.
The general version of the above result is the following. . . . . . . . . .
As a first step, we do the row operations
To verify (A.6), it suffices to show that
For a fixed d, let C d denote the collection of matrices of the form similar to B for all possible choices of ω 1 , . . . , ω d , λ 1 , . . . , λ d , t 1 , . . . , t S d satisfying the given conditions of the lemma. We will say C d is non-singular if the determinant of each matrix in this collection is given by (A.8) and hence is non-zero. Now let N := {d ∈ Z ++ : C d is non-singular} . In these notations, a claim equivalent to (A.8) is to show that if d ≥ 2, then d ∈ N . We prove this alternate claim using induction. From Lemma A.1 it follows that 2 ∈ N . We treat this as our base case. Let the induction hypothesis be that d − 1 ∈ N for some d ≥ 3. To check if d ∈ N , we verify whether (A.8) holds true for the determinant of an arbitrary matrix in C d . For convenience, we reuse the symbol B to denote this arbitrary matrix. In relation to
,n and µ(λ d ; r) be defined as in the proof of Lemma A.1.
Our approach is similar in spirit to that used in verifying (A.3). That is, we treat λ d as a variable and the other indeterminates as constants and, using the induction hypothesis, show that i.
To begin with, observe that
Let us now fix an arbitrary m ∈ [d − 1]. Taking hints from the observations made in Lemma A.1, we define r
We next partition Z S d + into the three sets A ≤,0 , A r * , and A > given respectively by
and r k2 = 0 if
, there is no restriction on r k . This necessarily implies that for each r ∈ A > , k r k > ω d ω m . Hence these tuples do not appear in the expansion of g n (λ d ), as given in (A.9), whenever n ≤ ω m ω d . So we ignore A > for the time being and determine the value of µ(λ d ; r) for tuples lying in the other two sets using the definition of B given in (A.7). 1. r ∈ A ≤,0 : We consider the following subcases.
(a) r Sm < ω d : Here observe that when
From this, it follows that for each r ∈ A ≤,0 there exists a pair of columns which are linearly dependent when λ d = λ m and thus µ(
2. r ∈ A r * : Let V denote the matrix obtained after differentiating element-wise the individual columns of B up to orders as indicated by r * and substituting
Now observe that if we define the matrixṼ from V as
From the induction hypothesis, it follows that detṼ = (−1)
Consequently,
From the above observations and (A.9), it then follows that, for each
Since m was arbitrary to start with, it follows that for every i
The fact that the determined multiplicities of the roots of g(λ d ) are exact ensures that h(
Thus h is not an identically zero polynomial. It remains to show that h is a constant and in particular
Towards this observe that if n ≥ S (d−1) ω d + 1, then for every tuple r ∈ ∆ S d ,n either one of r S (d−1) +1 , . . . , r S d is strictly greater than zero or one amongst r 1 , . . . , r
is strictly bigger than ω d . In the former situation, arguing as in observations (1) and (2) from Lemma (A.1), it is easy to see that µ(λ d ; r) ≡ 0. For the latter situation, let us suppose that for some arbitrary 1 . . .
. . .
q n−1 q t q (λ + t) n−1−q , for n ∈ Z ++ , observe that (A.14)
Using this note that, for any j, k
.
From this it follows that if, for each i ∈ [d], we perform the column operations
in the order k = S i , S i − 1, . . . , S (i−1) + 1, then we end up with matrix
Since only reversible column opertions are used to obtain U from M , it suffices to show that U is non-singular. But this is true from Lemma A.2. The desired result thus follows.
for all t. Further, this expansion is unique. Proof. The uniqueness of the expansion is a simple consequence of Lemma A.13. We prove (B.1) using induction on deg(ω) = 
and γ k21 (ω) = β k2k1 . Equation (B.1) clearly holds true for this case since ∀t
Now for some fixed n ≥ 2, let the strong induction hypothesis be that (B.1) holds for all ω such that deg(ω) ≤ n. To verify (B.1) when deg(ω) = n + 1, we consider the following exhaustive cases.
1. there exists a unique k ∈ [d] such that ω k = n + 1 : Here D(ω) = {k},
and consequently γ kq (ω) = 0, q < n + 1 1, q = n + 1.
Using these note that (B.1) again holds trivially. 2. there exist unique k 1 , k 2 ∈ [d] such that ω k1 , ω k2 > 0 and ω k1 + ω k2 = n + 1: The fact that n ≥ 2 immediately ensures that at least one of ω k1 , ω k2 is strictly bigger than unity. Without loss of generality, let us assume that k 1 = 1, k 2 = 2 and
. Observe next that if ω 1 := ω 1 − 1, a positive number, then Λ ω can be written
, ∀q ∈ [ω 1 ], and γ 2q (ω ) = β
, ∀q ∈ [ω 2 ]. By induction hypothesis, it then follows that
Since ω 1 = ω 1 − 1, it follows that
For term 2 , we consider two subcases. (a) ω 2 = 1 or equivalently ω 1 = n: Here, term 2 = β n−1 21 Λ 1 (t)Λ 2 (t). By additionally using the base case, it follows that 
for some t−independent constant {v q }. By substituing (B.3) and (B.5) in (B.2), it follows that
(t) and interchanging the roles of Λ 1 (t) and Λ 2 (t) in the above argument, it then follows that
for some t−independent constants {u q }. Comparing (B.6) and (B.7), we get 
A neat observation, by virtue of our induction hypothesis, is that the eventual constant associated with Λ 
With this in mind, we focus on term 2 and evaluate the eventual constant, say α, associated with Λ q 2 (t) for some arbitrary q ∈ [ω 2 ]. Firstly observe that the scalar multiple of Λ q 2 (t) in the expansion of Λ ω1 is γ 2q (ω 1 , q + j, 0, . . . , 0) . This implies that
In relation to each c j , observe that∆ 2q (ω 1 , q + j, 0, . . . , 0) = {(j, 0, . . . , 0)} , a singleton set, and for any s ≡ (s 1 , . . . , s d ) ∈∆ 2(q+j) (ω ), s 1 = 0 and Consequently, it follows that α = γ 2q (ω). By replicating this argument for every k ∈ D\ {1} and every d ∈ [ω k ], observe that the weight associated with Λ q k (t) in the final expansion is γ kq (ω). This, combined with the fact that the decomposition of Λ ω1 1 (t)Λ q k (t) also results in a linear combination of Λ 1 (t), . . . , Λ ω1 1 (t), shows that
for some t−independent constants u 1 , . . . , u ω1 . But observe that Λ ω can also be expressed as Λ ω2
By repeating the above arguments with an interchange of the roles of Λ 1 (t) and Λ 2 (t), we, thus, also get
for some real constants v 1 , . . . , v ω2 . Arguing as in case (2b) above, it is easy to see
. This completes the induction argument and, hence, proves the desired result.
Appendix C. Regularity of EPS. For discussions pertaining to this section, we suppose that the domain and the co-domain of the map E, used to define the EPS of (4.13), is C d·Ni . We now prove Lemma 4.4 through the following series of results.
Lemma C.1. Suppose a 1 , . . . , a Ni are N i distinct complex numbers. Let a ≡ (a 1 , . . . , a Ni ), where a j ≡ (a j , . . . , a j ) ∈ C d . Then ω) (a 1 , . . . , a j2−1 , a j2+1 , . . . , a This is clearly sufficient to verify (C.1) since det(Γ) = 1≤j1<j2≤Ni (a j1 − a j2 ) is a well known result. For notational convenience, the matrix obtained after applying elementary operations on Ξ will again be referred to by Ξ. The notation row(r, k 1 ) will mean the r Similarly col(c, k 2 ) will refer to the c th column of the k th 2 block matrix column of Ξ. We will say that the matrix Ξ is in state n, n ∈ [N i ], if: At present, the matrices Ξ 1,k , . . . , Ξ d,k are in the form as required when the Ξ is in state n + 1. By repeating the above operations for each k ∈ [d], the entire Ξ matrix can thus be put in state n + 1 as desired. We now recall some standard results from numerical algebraic geometry. Lemmas C.4 and C.5 may be found in [20] , Theorems C.6 and C.7 may be found in [24] while Theorem C.8 may be found in [12] or [17] .
Definition C.2. A set V ⊆ C n is said to be Zariski closed if there exist f 1 , . . . , f k ∈ C[x 1 , . . . , x n ], such that V = {x ≡ (x 1 , . . . , x n ) ∈ C n : f 1 (x) = · · · = f k (x) = 0}. Theorem C.6. For a polynomial system F (x) ≡ (f 1 (x), . . . , f n (x)) = 0, where f k : C n → C, the total number of its isolated solutions, counting multiplicities, is bounded above by its total degree, i.e., the product deg(f 1 ) · · · deg(f n ).
Theorem C.7. For k ∈ [n], let f k (x; q) : C n × C m → C be a polynomial in both x and q. Then for the polynomial system F (x; q) = 0, where F (x; q) ≡ (f 1 (x; q) , . . . , f n (x; q)), there exists a non-empty Zariski open set O ⊂ C m such that, for each q ∈ O, the system has r i isolated solutions of multiplicity i, where r i is an integer independent of q ∈ O.
Theorem C.8. Let F : C d·Ni → C d·Ni be a polynomial map. Then there exists a non-empty Zariski open set U of the co-domain such that for any u ∈ U, if z is a root of F (x) − u = 0, thenḞ (z) is non-singular.
We are now ready to prove Lemma 4.4. But we first show its generalization in C d·Ni .
Lemma C.9.
There exists an open dense set C i of C d·Ni such that if w ∈ C i , then the solution set of the EPS given in (4.13) satisfies the following properties: 1. |V (H i )| = k × N i !, where k ∈ Z ++ is independent of w ∈ C i , and 2. Each solution is non-singular.
Proof.
Consider the Zariski open set C 1 := {x ∈ C d·Ni : det(Ė(x)) = 0}. From Lemmas C.1 and C.4, it is clear that C 1 is non-empty and hence an open dense subset of C d·Ni .
