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Computational modeling of three-dimensional macromolecular structures and complexes from their
sequence has been a long-standing vision in structural biology. Over the last 2 decades, a paradigm shift
has occurred: starting from a large ‘‘structure knowledge gap’’ between the huge number of protein
sequences and small number of known structures, today, some form of structural information, either exper-
imental or template-based models, is available for the majority of amino acids encoded by common model
organism genomes. With the scientific focus of interest moving toward larger macromolecular complexes
and dynamic networks of interactions, the integration of computational modeling methods with low-resolu-
tion experimental techniques allows the study of large and complex molecular machines. One of the open
challenges for computational modeling and prediction techniques is to convey the underlying assumptions,
as well as the expected accuracy and structural variability of a specificmodel, which is crucial to understand-
ing its limitations.All macromolecular structures are, to some degree, models with
a variable ratio between experimental data and computational
prediction. Typically, the atomic coordinates of heavy atoms in
very high-resolution crystal structures are overdetermined by
the diffraction data, while methods with a lower ratio of para-
meters to experimental observables increasingly rely on com-
putational tools to construct structural models for the spatial
interpretation of the data (e.g., nuclear magnetic resonance
[NMR], electron microscopy [EM], small-angle X-ray scattering
[SAXS], fluorescence resonance energy transfer [FRET]) (Kalinin
et al., 2012; Read et al., 2011; Rieping et al., 2005; Trewhella
et al., 2013). At the other end of the spectrum are methods for
the de novo prediction of macromolecular structures, which
aim to predict the native three-dimensional (3D) structure, typi-
cally a domain of a protein, directly from its amino acid sequence
without experimental data by using various ab initio or knowl-
edge-based computational approaches (Baker and Sali, 2001;
Das and Baker, 2008).
With the focus of interest in structural biology moving toward
larger macromolecular complexes and dynamic networks of
interactions, integrative structure solution techniques that can
combine experimental data from heterogeneous sources and
are able to handle ambiguous or conflicting information
are becoming essential. The combination of computational
modelingwith low-resolution experimental constraints has espe-
cially proven powerful (Ward et al., 2013). In retrospect, the most
famous 3D structure of a biological macromolecule could, in
today’s terms, be considered as an ‘‘integrative low-resolution
model’’: When Watson and Crick published the structure of the
DNA double helix, their model was based on fiber diffraction
data at low resolution and additional constraints about chemistry
and stoichiometry. Although atomic high-resolution diffraction
data only became availablemuch later, this low-resolutionmodel
suggested ‘‘a possible copyingmechanism for the geneticmate-Structurerial’’ (Watson and Crick, 1953, p. 737) and has initiated a revolu-
tion in molecular biology and biomedical research (Collins et al.,
2003). Obviously, it is not the atomic resolution or precision of
a model that determines its usefulness but the understanding
which interpretations and conclusions can be supported by the
model at hand.
In contrast to the regular structure of the DNA double helix, the
structural biology of proteins is much more complex, where
each protein has its own unique 3D structure. Since small
changes in the sequence of a protein can have strong effects
on its biophysical properties, experimental determination of
protein structures is a laborious and often unpredictable
endeavor. The computational modeling of a protein’s structure
has therefore attracted substantial interest in the field of
bioinformatics to complement experimental structural biology
efforts to characterize the protein universe (Baker and Sali,
2001; Levitt, 2009).
In the following paragraphs, I provide an updated view on the
‘‘protein structure gap,’’ arguing that structure information for the
majority of amino acids in common model organism proteomes
can be provided by a combination of computational and exper-
imental techniques. I highlight some applications of structure
modeling and prediction techniques in various areas of life
sciences and discuss limitations and challenges in communi-
cating model information to potential users of models.
The Protein Structure Gap Is Disappearing
Advances in DNA sequencing techniques are giving rise to an
unprecedented avalanche of new sequences (UniProt Con-
sortium, 2013), and it is obvious that it will be impossible to deter-
mine the structures of all proteins of interest experimentally
with current techniques (Figure 1). With more sensitive next-gen-
eration sequencing techniques becoming available, noncultivat-
able organisms also come within reach, widening the protein21, September 3, 2013 ª2013 Elsevier Ltd All rights reserved 1531
Figure 1. Mind the Gap
The number of entries in the SwissProt and trEMBL sequence databases
(UniProt Consortium, 2013) and the PDB (Berman et al., 2007) are growing
exponentially, while the protein structure gap between sequence and struc-
tures is widening dramatically. Inset: growth of PDB holdings from 1972 to
2013.
Table 1. Commonly Used Tools and Services for Protein
Structure Modeling and Prediction
Tool or Service Web Site
Protein Model
Portal
http://www.proteinmodelportal.org
(Arnold et al., 2009; Haas et al., 2013)
Model Archive http://modelarchive.org
HHpred http://toolkit.tuebingen.mpg.de/hhpred
(Hildebrand et al., 2009)
IMP http://www.salilab.org/imp (Russel et al., 2012;
Yang et al., 2012)
IntFOLD http://www.reading.ac.uk/bioinf/IntFOLD/
(Roche et al., 2011)
I-Tasser http://zhanglab.ccmb.med.umich.edu/
I-TASSER/ (Zhang, 2013)
ModBase http://salilab.org/modbase/
(Pieper et al., 2011)
Modeler/ModWeb http://salilab.org/modeller/
(Pieper et al., 2011; Yang et al., 2012)
Pcons.net http://pcons.net/ (Larsson et al., 2011)
PHYRE2 http://www.sbg.bio.ic.ac.uk/phyre2/
(Kelley and Sternberg, 2009)
Robetta http://robetta.bakerlab.org/
(Raman et al., 2009)
Rosetta https://www.rosettacommons.org
(Das and Baker, 2008)
SWISS-MODEL
Repository
http://swissmodel.expasy.org/repository
(Kiefer et al., 2009)
SWISS-MODEL
Workspace
http://swissmodel.expasy.org/workspace/
(Arnold et al., 2006; Bordoli and Schwede, 2012)
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mating experimental structure determination techniques.
Fortunately, homologous proteins that share detectable
sequence similarity have similar 3D structures, and their struc-
tural diversity is increasing with evolutionary distance, as out-
lined by Chothia and Lesk in their seminal paper, ‘‘The Relation
between the Divergence of Sequence and Structure in Proteins’’
(Chothia and Lesk, 1986). Based on this observation, methods
were developed 2 decades ago for the comparative modeling
(a.k.a. homology or template-based modeling) of protein struc-
tures, which allow extrapolation of the available experimental
structure information to as-yet uncharacterized protein se-
quences (Guex et al., 2009; Peitsch, 1995; Sa´nchez and Sali,
1998; Sutcliffe et al., 1987). Today, comparative modeling
techniques have matured into fully automated stable pipelines
that provide reliable 3Dmodels accessible also to nonspecialists
(Table 1).
The apparent complexity of the protein sequence universe can
be explained by multidomain architectures formed by combina-
tions of single domains characterized by approximately 15,000
sequence family profiles (Levitt, 2009). Thanks to efforts by the
experimental structural biology community andworldwide struc-
tural genomics efforts (Terwilliger, 2011), an increasing fraction
of protein families has at least one member with an experimental
structure in the Protein Data Bank (PDB) (Berman et al., 2007). At
the same time, sensitive and accurate profile HMM methods
have been developed and allow researchers to take advantage
of the available sequence information for detection of remote
template relationships (Remmert et al., 2012). As a result, a para-
digm shift has occurred during the last decade: starting from a
situation where the ‘‘structure knowledge gap’’ between the
number of protein sequences and small number of known struc-
tures has hampered the widespread use of structure-based
approaches in life science research, today, some form of struc-
tural information, either experimental or computational, is avail-
able for the majority of amino acids encoded by common model
organism genomes (Figure 2). The widespread availability of 3D
structure information enables rational structure-based ap-1532 Structure 21, September 3, 2013 ª2013 Elsevier Ltd All rights rproaches in a broad range of applications in life science research
(Schwede et al., 2009).
However, computational models often represent only fractions
of the full-length of a protein of interest, and one of the unre-
solved questions in template-basedmodeling is how to combine
information from multiple templates, e.g., different structural
domains, into larger complex assemblies. Current techniques
are not able to reliably predict the relative orientation of domains
of such multitemplate models. Also, comparative models still
resemble more closely the template than the target structure,
and refinement methods are not able to consistently refine
models closer to the target structure (MacCallum et al., 2011).
The development of reproducible and reliable methods for
refinement that consistently improve the accuracy of models
by shifting the coordinates closer to the native state is one of
the pressing challenges in the field.
The function of a protein almost always involves motions and
conformational changes, and a molecular understanding of its
mechanism requires a detailed description of the different func-
tional states the structure can explore dynamically. Typical
examples include allosteric conformational changes on binding
events, intermediate excited states in reaction cycles, trans-
port, and motion phenomena. Frequently, however, these
states are not directly observable experimentally at high reso-
lution but can only be characterized at low resolution, e.g., by
changes in chemical shifts, FRET, SAXS, or limited electron
density in X-ray crystallography (Hennig et al., 2013; Kalinineserved
Figure 2. Structural Template Coverage of the Human Proteome
The fraction of amino acids in the human proteome showing sequence simi-
larity to proteins with known structures in the PDB is shown over time, where
colors indicate levels of sequence identity as detected by PSI-BLAST (Altschul
et al., 1997). The area shaded in red indicates the fraction of about 30% of
intrinsically unstructured residues estimated in the human proteome (Colak
et al., 2013; Ward et al., 2004). Models built on templates sharing low
sequence identity <20% are often of poor quality due to evolutionary diver-
gence between target and template structures, as well as limitations of the
modeling and refinement methods (illustrated in Figure 3B). Prokaryotic pro-
teomes have, in general, a higher structural coverage than eukaryotic ones
(Guex et al., 2009; Zhang et al., 2009).
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a central role in exploring these alternative conformations and
describing the dynamics of the transitions (Ma et al., 2011;
Nygaard et al., 2013; Weinkam et al., 2012).
Modeling Protein Complexes and Interactions
Although structural protein domains often reflect functional
modules (Lees et al., 2012), they are rarely found in isolation:
many proteins form intricate multidomain architectures, often
assemble to stable oligomeric quaternary states, and frequently
incorporate low-molecular-weight ligands and metal ions, e.g.,
as cofactors or structural components. Since molecular inter-
actions are not easily recognizable from the sequence of the pro-
tein, different structure-based prediction strategies have been
explored for modeling these interactions. Assuming that the
structures of the proteins participating in a complex are known,
docking programs aim to align them in an orientation favorable
for interaction (Janin, 2010). However, the details of the struc-
ture-affinity relationships are not yet fully understood, and for
complex systems, the estimates for the binding free energy are
often only approximate (Kastritis and Bonvin, 2013).
The fraction of protein heterocomplexes in the PDB is small
compared to the number of monomeric or homo-oligomeric
structures. Nevertheless, it seems that, for almost all known pro-
tein-protein interactions for which the individual components are
structurally characterized, structures of complexes can be iden-
tified in the PDB that can be used for template-based prediction
approaches (Kundrotas et al., 2012; Stein et al., 2011; Xu and
Dunbrack, 2011). In combination with homology modeling of
the target proteins, this opens the opportunity for the structural
prediction of protein-protein interactions on a genomewide scale
(Stein et al., 2011; Vakser, 2013). Although structure-based
methods for predicting protein-protein interactions might haveStructurea rather high noise level, accuracy comparable to other high-
throughput methods can be achieved in combination with
orthogonal information (Aloy and Russell, 2006; Zhang et al.,
2012). The current state of the art in protein docking and predic-
tion of complexes is regularly assessed in the CAPRI blind pre-
diction experiment (Janin, 2010).
In contrast to structurally well-characterized stable protein
complexes, transient protein-protein interactions often involve
significant structural changes of the partners on binding. In
fact, a large fraction estimated around 30% of the proteome
encoded by higher eukaryotes is assumed to be highly flexible
or even intrinsically disordered and supposed to form a well-
defined 3-dimensional structure only on binding to a partner
molecule (Colak et al., 2013; Janin and Sternberg, 2013). These
intrinsically disordered protein (IDP) regions enable interactions
with many different proteins and are attributed to have a function
in tissue-specific rewiring of protein-protein interactions by spe-
cific modifications of IDP regions; for example, by posttransla-
tional modifications (PTMs) or alternative splicing (Buljan et al.,
2013). Sequence variations in protein-protein interfaces are
often associatedwith human diseases, as they have the potential
to disrupt regulatory networks in the cell (David et al., 2012; Vidal
et al., 2011; Wei et al., 2013). Prediction of these interactions and
structural modeling of mutations and PTMs remains an open
challenge of highest interest (Uversky and Dunker, 2013; Wass
et al., 2011).
Know Your Limits
‘‘Essentially, all models are wrong, but some are useful’’ (Box
and Draper, 1987, p. 424). Different applications of macromolec-
ular structure information have different requirements with
respect to accuracy and resolution of a model. While atomistic
molecular modeling only works with highly accurate sets of
coordinates, models of lower resolution are still useful for the
rational-design site-directed mutagenesis experiments, epitope
mapping, or supporting experimental structure determination
(Schwede et al., 2009). In order to be able to decide if a model
or prediction is useful for a specific application, knowing its
expected accuracy and quality is essential. The assessment of
techniques for structure prediction in retrospective experiments
such as CASP (Moult et al., 2011), EVA (Koh et al., 2003), Life-
Bench (Rychlewski and Fischer, 2005), or CAMEO (Haas et al.,
2013) allowed comparison of different methods on the same
data set, thereby establishing the current state of the art and indi-
cating areas that require further development of improved
methods. However, the accuracy differences between the best
predictionmethods on the same protein target are typically small
in comparison to the differences between easy and difficult
protein targets (Figure 3). Therefore, reliable local error estimates
for the atomic coordinates predicted by a model are crucial for
judging its applicability for a specific question. Unfortunately,
only very few modeling methods today deliver reliable confi-
dence measures for their predictions (Kryshtafovych et al.,
2013; Mariani et al., 2011). This is a serious limitation of current
modeling techniques, which hinders the more widespread appli-
cation of models in biomedical research.
Several independent tools for model validation and quality
estimation have been developed to overcome this problem,
which assess certain structural features of a model such as21, September 3, 2013 ª2013 Elsevier Ltd All rights reserved 1533
Figure 3. Examples of Blind Structure
Predictions
Two proteins of different modeling difficulty are
displayed, highlighting the importance of quality
estimation. Reliable estimation of the expected
coordinate errors of individual models is crucial for
judging their suitability for specific applications.
Consensus between independent prediction
methods has been shown to be a good indicator of
model accuracy in general.
(A) Crystal structure of the acyl-CoA dehydroge-
nase from Slackia heliotrinireducens solved by the
Midwest Center for Structural Genomics in
superposition with the ten best blind predictions in
the CASP10 experiment (T0758). Obviously, in this
case, all predictions agree well with the experi-
mental reference structure, and the differences
between methods are small.
(B) In more difficult cases, such as the crystal
structure of a hypothetical protein from Rumino-
coccus gnavus solved at Joint Center for Struc-
tural Genomics (PDB ID 4GL6) shown here (CASP
target T0684-d2), no suitable template structure
could be identified, and the ten best predictions
show large deviations from the reference structure
and among each other.
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1996; Laskowski et al., 1993) or apply a combination of knowl-
edge-based statistical measures derived from high-resolution
crystals structures to provide estimates of model accuracy (Ben-
kert et al., 2011; Ray et al., 2012; Wiederstein and Sippl, 2007). In
case where many independent predictions for the same protein
by different independent methods are available, consensus
approaches have proven powerful to identify reliable areas in
models and to identify segments with likely deviations from the
actual structure (Ginalski et al., 2003; Kryshtafovych et al.,
2013; McGuffin et al., 2013).
Validating the accuracy and reliability of a model in order to
estimate its suitability for a specific application obviously
requires access to the model coordinates and information about
the procedures and underlying assumptions that were applied to
generate the model. However, since coordinates derived by
theoretical modeling cannot be deposited in the PDB (Berman
et al., 2006), many manuscripts reporting results of theoretical
modeling or simulations are published without the models being
made available. This makes it impossible for the reader and
reviewer of the manuscript to judge if the experiment is repro-
ducible and if conclusions are justified. In order to alleviate this
situation, a public archive of macromolecular structure models
(http://modelarchive.org) is currently being established as part
of Protein Model Portal (Haas et al., 2013). The model archive
provides a unique stable accession code (i.e., a digital object
identifier, or DOI) for each deposited model, which can be
directly referenced in the corresponding manuscripts. Besides
the actual model coordinates, archiving of models should
include sufficient details about assumptions, parameters, and
constraints applied in the simulation to allow the user of a model
to assess, and, if necessary, reproduce the simulation. In an ideal
situation, it should be possible to download a deposition from a
model archive and continue the simulation, e.g., by adding more
experimental data as constraints or by applying advanced simu-
lation methods that may have been developed in the meantime.1534 Structure 21, September 3, 2013 ª2013 Elsevier Ltd All rights rOver the last 2 decades, protein structure modeling and
prediction methods have matured to a point where reliable
models for many proteins can be generated and successfully
used as substitutes for direct experimental structures in a broad
variety of applications. In the following text, a few recent exam-
ples are highlighted.
Application of Homology Models in Structure-Based
Drug Discovery
The rational development of drugs increasingly relies on struc-
ture-based strategies for identifying potent and selective low-
molecular-weight chemical compounds. The usefulness of
homology models in structure-based virtual screening has
been demonstrated in various retrospective analyses on a broad
variety of different targets (Costanzi, 2013; Kairys et al., 2006;
McGovern and Shoichet, 2003; Oshiro et al., 2004; Skolnick
et al., 2013). One class of proteins garnering particular interest
for structure-based drug discovery are G protein-coupled recep-
tors (GPCRs), where recent advances in experimental structure
determination have brought many receptors within range for
comparative modeling techniques (Carlsson et al., 2011; Kobilka
andSchertler, 2008). Similar to protein structure prediction, com-
munity efforts for blind and independent validation of prediction
techniques are crucial for assessment of the expected accuracy
and reliability of modeled protein-ligand interactions (Damm-Ga-
namet et al., 2013; Kufareva et al., 2011; SAMPL, 2010).
Of note, experimental structures will not necessarily give
better results than models in structure-based drug discovery.
Bajorath and coworkers have analyzed 322 prospective virtual
screening campaigns in the scientific literature (Ripphausen
et al., 2010), out of which a total of 73 studies successfully
utilized homology models. It is surprising that the potency of
the hits identified using homology models was, on average,
higher than for hits identified by docking into X-ray structures.
The observation that an X-ray structure is not necessarily the
best possible representation of a particular structural state iseserved
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metabolism in cytochrome P450 CYP2D6. A model of CYP2D6
was generated based on the X-ray crystal structures of sub-
strate-bound CYP2C5 (Unwalla et al., 2010). During the study,
the structure of apo-CYP2D6 also became available. Both the
homology model and the experimental structure were used as
receptors in docking calculations. While overall the homology
model was in good agreement with the CYP2D6 crystal struc-
ture, the model consistently outperformed the experimental
structure in the docking calculations. This observation can be
attributed to structural differences in the substrate recognition
sites and demonstrates the importance of correctly describing
substrate-induced conformational changes that occur upon
ligand binding, which must be taken into account. Computa-
tional modeling techniques play a crucial role in exploring such
alternative receptor conformations.
Structural modeling can not only support the development of
new drugs but also predict the likely effect of amino acid
sequence variation in the proximity of the binding site; for ex-
ample, mutations that disrupt drug binding leading to drug re-
sistance. Computational techniques that can predict resistance
a priori are expected to become useful tools for drug discovery
and design of treatment in the clinics (Safi and Lilien, 2012).
De Novo Structure Prediction Techniques Guide Protein
Engineering
The de novo structure prediction of naturally occurring proteins
is considered as the ‘‘holy grail’’ in computational structural
biology. Still, despite a few remarkable exceptions, de novo
techniques are limited to small proteins, and the overall accuracy
remains typically rather low (Kinch et al., 2011). It is interesting,
however, that the very same techniques appear to work remark-
ably well for the inverse problem—the design of protein
sequences with specific properties, e.g., that will fold into a spe-
cific structure or will form specific interactions. Baker and
coworkers have successfully designed a library of idealized
protein folds that allowed them to derive a set of rules guiding
future designs (Koga et al., 2012). Others have engineered natu-
rally occurring tandem-repeat proteins, e.g., ankyrin repeat
proteins, into a system that now allows researchers to rationally
design proteins with specific binding properties and finds a wide
range of applications from research in structural biology to,
possibly in the future, therapeutics (Javadi and Itzhaki, 2013;
Tamaskovic et al., 2012).
Due to limitations in the computational design methodology,
these approaches are often combined with high-throughput
screening and in vitro maturation techniques to diagnose
modeling inaccuracies and generate high-activity binders
(Whitehead et al., 2013). This approach was recently applied to
design proteins that bind a conserved surface patch on the
stem of the influenza hemagglutinin (HA) from the 1918 H1N1
pandemic virus. After affinity maturation, two of the designed
proteins, HB36 and HB80, bind H1 and H5 HAs with low nano-
molar affinity (Fleishman et al., 2011). Special cases of designing
specific interactions are proteins that self-assemble to a desired
symmetric architecture. The experimental validation of a de-
signed 24-subunit, 13-nm diameter complex with octahedral
symmetry and a 12-subunit, 11-nm diameter complex with tetra-
hedral symmetry confirmed that the resulting materials closelyStructurematched the design models (King et al., 2012). The approach
opens interesting perspectives for the development of self-
assembling protein nanomaterials.
While, in the previous example, the self-assembly into larger
aggregates was a desired design goal, the self-assembly of
proteins into amyloid fibrils in the human body is associated
with numerous pathologies. Recently, several structures of
amyloid fibrils have been determined experimentally (Eisenberg
and Jucker, 2012) and provide an interesting target for the devel-
opment of specific inhibitors of pathological amyloid fibril for-
mation. Computer-aided structure-based design approaches
have been successfully applied to develop highly specific pep-
tide inhibitors of amyloid formation of the tau protein associated
with Alzheimer’s disease and of an amyloid fibril that enhances
sexual transmission of the HIV (Sievers et al., 2011). It is worth
noting that such peptide inhibitors are not limited to the 20 natu-
rally occurring amino acids.
Coevolution Information in Sequence Data Helps
Predict Membrane Protein Structures
The experimental determination of the structures of membrane
proteins by X-ray crystallography is challenging and requires a
series of sophisticated techniques for protein expression, purifi-
cation, and crystallization. Recent technological advances have
led to a strong increase in the number of membrane proteins
characterized experimentally. Prominent examples include
pharmacologically highly relevant drug targets such as GPCRs
(Kobilka and Schertler, 2008), drug efflux transporters (Aller
et al., 2009; Nakashima et al., 2013), or ion channels (Gouaux
and Mackinnon, 2005). However, the number of membrane
proteins is still small compared to soluble proteins, and homol-
ogy modeling of membrane proteins is, therefore, only possible
for a small fraction of membrane proteins.
Recently, computational methods using coevolution infor-
mation have been developed to predict contacts between pairs
of amino acid residues based on deep multiple sequence align-
ments. Although similar approaches had been proposed before,
recent breakthroughs in the handling of phylogenetic information
and in disentangling indirect relationships have resulted in an
improved capacity to predict contacts between different protein
residues (Burger and van Nimwegen, 2010; de Juan et al., 2013;
Hopf et al., 2012; Lapedes et al., 2002; Morcos et al., 2011;
Nugent and Jones, 2012). These approaches were shown to be
effective in inferring evolutionary covariation in pairs of sequence
positions within families of membrane proteins and were shown
to provide sufficiently accurate pairwise distance constraints
to generate all-atom models. These methods are expected to
greatly expand the range of membrane proteins amenable to
modeling due to the rapid increase sequence information, which
will allowderivation ofmore comprehensive information on evolu-
tionary constraints (Hopf et al., 2012; Nugent and Jones, 2012).
Combining Experimental Methods and Computational
Modeling for Integrative Structure Determination
In the simplest case of combining modeling with experimental
data, homology models are being used as search models for
phasing diffraction data in X-ray crystallography by searching
for placements of a starting model within the crystallographic
unit cell that best accounts for the measured diffraction21, September 3, 2013 ª2013 Elsevier Ltd All rights reserved 1535
Figure 4. Integrative Structure Model of the NPC
The molecular architecture of the approximately 50 MDa transmembrane NPC
consist of 456 constituent proteins that selectively transport cargoes across
the nuclear envelope (Alber et al., 2007a, 2007b). Image courtesy of Andrej
Sali, UCSF (http://salilab.org).
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starting coordinates and often fails for starting models based on
remote homologs. This limitation can be overcome by using
modeling algorithms for sampling near-native conformations of
the initial starting model (DiMaio et al., 2011) or even allow
human protein folding game players to sample different protein
conformations (Khatib et al., 2011).
Often, however, preparing protein crystals of sufficient quality
to collect high-resolution diffraction data turns out to be the
limiting step, and complementary methods to characterize the
sample in solution have to be explored. Many of these methods
provide data of relatively low resolution, and computational
modeling techniques are required to generate likely structural
representations compatible with the data. For example, NMR
chemical shifts provide important local structural information
for proteins, and consistent structure generation from NMR
chemical shift data has recently become feasible for proteins
with sizes of up to 130 residues at an accuracy comparable to
those obtained with the standard NMR protocol (Shen et al.,
2009). SAXS is a robust and easily accessible technique for the
structural characterizations of biological macromolecular com-
plexes in solution under physiological conditions. This low-reso-
lution technique is specifically useful for characterizing large and
transient complexes andmovements in flexible macromolecules
(Graewert and Svergun, 2013; Rambo and Tainer, 2013;
Schneidman-Duhovny et al., 2012a; Trewhella et al., 2013) and
provides valuable constraints, e.g., for restrained macromolec-
ular docking experiments (Schneidman-Duhovny et al., 2011).
Recent advances in the measurement and interpretation of
single-molecule FRET experiments allow the generation of highly
accurate distance constraints as input for restrained modeling of
biomolecules and complexes (Kalinin et al., 2012). Conceptually
similar constraints about the spatial proximity of pairs of lysine
residues at the surface of a protein can be derived by chemical
crosslinking and analysis by peptide mass spectrometry. This
type of information appears useful for reconstructing large
macromolecular complexes (Walzthoeni et al., 2013).
While, traditionally, the main focus of macromolecular struc-
ture modeling and prediction has been on proteins, RNA struc-
ture prediction has recently gained significant attention. Of
note, many of the approaches developed originally for protein
modeling such as homology modeling, de novo prediction, qual-
ity estimation, and blind assessment of prediction methods,
appear to be applicable with small adaptations to RNA structure
modeling (Cruz et al., 2012; Rother et al., 2011; Seetin andMath-
ews, 2012; Sim et al., 2012). In contrast to proteins, RNA second-
ary structure can be directly characterized by an experimental
approach called SHAPE-Seq, which uses selective 20-hydroxyl
acylation analyzed by primer extension sequencing to inform
the modeling of RNA tertiary structure (Aviran et al., 2011).
With the focus of interest in structural biology moving toward
larger macromolecular complexes and dynamic networks of
interactions, individual experimental techniques are often no
longer able to generate sufficient data that would allow gener-
ating a unique high-resolution atomic model of the system. The
combination computational modeling with a variety of hetero-
geneous (low-resolution) experimental constraints has proven
extremely powerful (Alber et al., 2008; Ward et al., 2013). One
essential feature of such integrative structure solution tech-1536 Structure 21, September 3, 2013 ª2013 Elsevier Ltd All rights rniques is that they must be able to handle ambiguous or conflict-
ing information with different levels of accuracy (Alber et al.,
2008; Rieping et al., 2005; Schneidman-Duhovny et al., 2012b).
In this context, cryo-electron microscopy techniques play a cen-
tral role for determining the molecular architecture of large
macromolecular complexes (Lasker et al., 2012b; Vela´zquez-
Muriel et al., 2012; Zhao et al., 2013). Recent successful exam-
ples determined by integrative (a.k.a. hybrid) techniques include
the molecular architecture of the nuclear pore complex (NPC;
Figure 4), a transmembrane complex of approximately 50 MDa
with 456 constituent proteins that selectively transport cargoes
across the nuclear envelope (Alber et al., 2007a, 2007b). In a
similar approach, the molecular architecture of the 26S protea-
some holocomplex was determined (Lasker et al., 2012a).
Beyond Individual Models: Structural Biology of Cellular
Processes
Although many equilibrium models treat cells as a ‘‘bag of
enzymes,’’ living cells actively maintain a higher order internal
structure, and the functional aspects of this topological organiza-
tion in 3D space are gradually being discovered. New technolo-
gies for cryo-electron tomography hold the promise for direct
observation of cellular processes in situ (Briggs, 2013; Robinson
et al., 2007; Yahav et al., 2011). Higher order 3D cellular organiza-
tion also includes genome topology. Genomewide biochemical
analysis methods in combination with functional data provide
insights into how genome topology is maintained and the influ-
ence that it exhibits on gene expression and genome mainte-
nance. The intricate interplay between transcriptional activity
and spatial organization indicates a self-organizing and self-
perpetuating system that uses epigenetic dynamics to regulate
genome function in response to regulatory cues and topropagate
cell fate memory. Computational modeling based on data from
recently developed chromosome conformation capture tech-
nology provides detailed insights into the spatial organization of
genomes (Cavalli and Misteli, 2013; Dekker et al., 2013; Engreitz
et al., 2013; Gibcus and Dekker, 2013; Kimura et al., 2013).eserved
Figure 5. Speculative Data-Driven 3DModel of the Bacterial Division
Machinery
The model was created with the GraphiteLifeExplorer modeling tool (Hornus
et al., 2013). The FtsZ tubulin-like protein (in dark blue and yellow) is shaped
into a double ring. A short filament of the FtsA actin-like protein (in light blue) is
shown on the Z ring. One FtsKmotor (in gray) pumps the DNA. This translocase
is linked to the membrane (data not shown) by six linkers (Vendeville et al.,
2011). Image courtesy of Damien Larivie`re (http://www.lifeexplorer.eu/).
Structure
ReviewThe integrative modeling of complex molecular machines
combines data from a broad range of experimental techniques,
such as EM, chemical crosslinking, proteomics, FRET, or
SAXS in an attempt to build an ensemble of models that is
consistent with the available data (Webb et al., 2011). Often,
this is an iterative process where ambiguities in the models indi-
cate lack (or inconsistency) of the data, motivating new experi-
ments to resolve these ambiguities. Software packages that
integrate modeling capability with powerful visualization tools
in projects such as IMP/Chimera (Yang et al., 2012), Mesoscope
(Al-Amoudi et al., 2011), or Life Explorer (Figure 5) (Hornus et al.,
2013) will greatly facilitate the generation and interpretation of
the resulting models.
Conveying the underlying assumptions of a computational
technique, as well as estimating the expected accuracy and vari-
ability of a model, will be crucial in making these computational
techniques useful for the nonexpert scientist. Understanding the
limitations of a model is the first step in deciding which interpre-
tations and conclusions can be supported. One of the key chal-
lenges in this respect will be to develop an open environment for
sharing of data, models, and algorithms that will allow us to
continuously and collaboratively refine our current model of the
‘‘molecular sociology of the cell’’ (Robinson et al., 2007).
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