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ABSTRAKT
Práce se zabývá detekcí objektů v obraze a jejich klasifikací do tříd. Klasifikace je
zajištěna modely prostředí pro hlubokého učení BVLC/Caffe; Detekci objektů zajiš-
ťují algoritmy AlpacaDB/selectivesearch a belltailjp/selective_search_py. Jedním z vý-
sledků této práce je úprava a využití modelu hluboké konvoluční neuronové sítě AlexNet
v prostředí BVLC/Caffe. Model byl natrénován s přesností 51,75% pro klasifikaci do
1 000 tříd, následně byl upraven a natrénován pro klasifikaci do 20 tříd s přesnotí 75.50%.
Přínosem práce je implementace grafického rozhraní pro detekci a klasifikaci objektů do
tříd, jež je implementováno jako aplikace na bázi webového serveru v jazyce Python.
Aplikace integruje výše zmíněné algoritmy detekce objektů s klasifikací pomocí
BVLC/Caffe. Výslednou aplikaci lze použít jak pro detekci (a klasifikaci) objektů, tak
pro rychlé ověření klasifikačních modelů prostředí BVLC/Caffe. Tato aplikace byla pro
možnost rozšíření a dlašího využití zveřejněna na serveru GitHub pod licencí Apache 2.0.
KLÍČOVÁ SLOVA
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hluboké učení, klasifikace obrazů, konvoluce, konvoluční sítě, neuronové sítě, strojové
učení, umělá inteligence.
ABSTRACT
This thesis deals with image object detection and its classification into classes.
Classification is provided by models of framework for deep learning BVLC/Caffe. Object
detection is provided by AlpacaDB/selectivesearch and belltailjp/selective_search_py al-
gorithms. One of results of this thesis is modification and usage of deep convolutional
neural network AlexNet in BVLC/Caffe framework. This model was trained with pre-
cision 51,75% for classification into 1 000 classes. Then it was modified and trained
for classification into 20 classes with precision 75.50%. Contribution of this thesis is
implementation of graphical interface for object detction and their classification into
classes, which is implemented as aplication based on web server in Python language.
Aplication integrates object detection algorithms mentioned abowe with classification
with help of BVLC/Caffe. Resulting aplication can be used for both object detection
(and classification) and for fast verification of any classification model of BVLC/Caffe.
This aplication was published on server GitHub under license Apache 2.0 so it can be
further implemented and used.
KEYWORDS
AlpacaDB/selectivesearch, Artificial inteligence, belltailjp/selective_search_py,
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ÚVOD
Tato práce se zabývá detekcí objektů v obraze a jejich klasifikací do tříd pomocí
prostředí pro hluboké učení. S klasifikací obrazů se v nynější době lze setkat napří-
klad u detekce obličejů, osob, zvířat a podobně; dále také například při rozpoznání
chorob z medicínských snímků. Pro klasifikaci obrazů se používá metod umělé in-
teligence; tyto metody mohou být na bázi hlubokých neuronových sítí, algoritmů
systému podpůrných vektorů a dalších.
Za účelem detekce objektů v obraze byly v práci využity následující algoritmy:
AlpacaDB/selectivesearch a belltailjp/selective_search_py; pro následnou klasifi-
kaci obrazů do tříd bylo využito hluboké konvoluční neuronové sítě AlexNet. Její
trénování bylo prováděno na obrázcích z webu ImageNet (Jedná se o databázi ob-
rázků organizovaných do tříd odpovídajících databázi WordNet1). Uvedená databáze
je volně dostupná pro vývoj a výzkum detekce objektů a klasifikace obrazů do tříd.
Práce se v prvé řadě zaměřuje na prostudování a výběr prostředí pro klasifikaci
obrazů do tříd, přičemž bylo zvoleno prostředí BVLC/Caffe. Jedním z výsledků práce
je natrénování klasifikačních modelů daného prostředí, jež probíhalo na sadě obrazů
ILSVRC20122. Prvním z nich byl model pro klasifikaci do 1 000 tříd s přesností
51,75%; druhým pak byl upravený model pro klasifikaci do 20 tříd s přesností 75.5%.
Tyto modely byly dále využity při integraci prostředí BVLC/Caffe s algoritmy pro
detekci objektů.
Hlavním přínosem této práce je využití výše zmíněných algoritmů detekce ob-
jektů v obraze a jejich následná integrace s prostředím pro hluboké učení BVLC/Caffe
do webového rozhraní, implementovaného jako aplikace v jazyce Python. Toto roz-
hraní pak neslouží pouze pro detekci objektů a jejich následnou klasifikaci do tříd,
nýbrž také k jednoduchému a rychlému otestování jakéhokoliv klasifikačního modelu
prostředí pro hluboké učení BVLC/Caffe, na reálných datech.
Zbytek práce je členěn následovně: první kapitola popisuje některé současné me-
tody klasifikace obrazů do tříd a hlubokého učení. Druhá kapitola se zabývá neu-
ronovými sítěmi. Třetí kapitola se věnuje problematice konvolučních sítí a zasazuje
ji do kontextu hlubokých neuronových síti a klasifikace obrazů. V čtvrté kapitole je
uveden přehled několika prostředí pro klasifikaci obrazů pomocí hlubokého učení.
Pátá kapitola popisuje nasazení dvou prostředí pro hluboké učení, použitý klasifi-
kační model a výsledky dosažené s těmito prostředími. V šesté kapitole je popsáno
využití algoritmů detekce objektů a jejich integrace s klasifikací obrazů do tříd po-
mocí webové aplikace. Poslední kapitola diskutuje dosažené výsledky.
1WordNet® představuje velkou lexikální databází angličtiny.
2ImageNet Large Scale Visual Recognition Challenge 2012. V českém překladu: výzva Image-
Netu pro rozpoznání obrazů ve velkém měřítku 2012.
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1 SOUČASNÉ METODY KLASIFIKACE
OBRAZU
V nynější době jsou vyvíjeny a zdokonalovány stále další metody pro klasifikaci
obrazu do tříd. Tyto metody často využívají umělé inteligence a jsou základním ka-
menem pro strojové vidění. Podstatou těchto metod jsou techniky strojového učení,
které jsou založeny zejména na algoritmech systému podpůrných vektorů a neuro-
nových sítí čili hlubokého učení. V této kapitole budou nejprve popsány některé
z metod strojového učení a následně současné metody hlubokého učení využívané
v praxi. Nejprve však bude uvedeno stručné rozdělení metod strojového učení.
Strojové učení je vědecká výpočetní disciplína umožňující počítačovému systému
se učit. Počítačový systém je pak schopen rozeznávat komplexní vzory a provádět
inteligentní rozhodnutí na základě pozorovaných příkladů1. Strojové učení lze roz-
dělit na tyto podkategorie.[3]
Dle způsobu učení:
• Učení s učitelem2.
• Učení bez učitele.3




Dle způsobu zpracování obrazu:
• Pixelově orientované.
• Objektově orientované.
1.1 Neuronové sítě a hluboké učení
Neuronové sítě jsou jedním z matematických modelů užívaných v umělé inteligenci;
již léta jsou využívány k implementaci algoritmů klasifikace obrazů. Pro trénování
neuronových sítí lze použít několika algoritmů. Jedním z nejvyužívanějších je al-
goritmus zpětné propagace chyb a ten bude také později v této kapitole stručně
popsán. Neuronová síť v terminologii umělé inteligence představuje matematický
model mozku. Pokud mají neuronové sítě více jak 3 vrstvy označujeme jako hluboké
neuronové sítě. Hluboké učení je potom trénování neuronových sítí na tréningových
1Neboli trénovacích dat.
2Z anglického pojmu supervised learning.
3Z anglického pojmu unsupervised learning.
4Z anglického pojmu semi-supervised learning.
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datech s redukovanou dimenzí. Hluboké učení i neuronové sítě budou podrobněji
popsány v kapitole 3.5 a 2 .
Konvoluční neuronové sítě
Konvoluční neuronové sítě (CNN5) se používají pro rozpoznání objektů v obraze a
klasifikaci obrazů do tříd. Skládají se z jedné nebo více plně propojených vrstev a
takzvaných sdružovacích vrstev. Konvoluční sítě se nesoustředí na jeden pixel ob-
razu, ale spíše na matice pixelů v obrazu, které potom prochází filtry. Kde filtrem
je myšlena také matice, ale menších rozměrů než samotný obraz, tento filtr se v od-
borné literatuře označuje jako kernel. Výstupem takovéto neuronové sítě je matice
výstupů, kde je počet prvků matice rovný počtu klasifikovaných tříd. Problematika
konvolučních sítí je více popsána v kapitole 3.[4]
Hluboké konvoluční neuronové sítě
V poslední době hluboké učení ukázalo dobrou výkonost v mnoha odvětvích. Jednu
z nejčastěji používaných architektur hlubokého učení představují hluboké konvoluční
sítě (DCNN6). Ty se od obyčejných konvolučních sítí liší počtem skrytých vrstev a tu-
díž i svou komplexností. Své využití najdou v počítačovém vidění i rozpoznání zvuků.
V daných odvětvích překonávají ostatní současné metody. Tyto techniky ovšem vy-
žadují podstatně větší výpočetní výkon a tudíž mají i větší časové nároky; právě
z toho důvodu nebyli dříve tak hojně využívány. Díky vývoji výpočetní techniky a
jejich výjimečným výsledkům jsou v současné době pravděpodobně nejpoužívaněj-
ším typem neuronových sítí. Daný typ neuronových sítí je využíván v prostředích
pro hluboké učení, které budou v rámci této práce použity, proto budou podrobněji
popsány v kapitole 3 .[5]
Deep belief konvoluční neuronové sítě
Deep belief7 konvoluční neuronové sítě (CDBN8), jsou ve své podstatě vylepšenou
verzí CNN. Na rozdíl od nich navíc využívají před-trénování v deep belief síti. Díky
své schopnosti pracovat s 3D obrazovými daty se s výhodou používají pro lékařskou
analýzu obrazu. Tento typ neuronové sítě může pracovat také jako generativní gra-
fický model, což znamená že se neučí pouze rozpoznávat objekty, nebo třídy, nýbrž
se též učí obrázek zpětně reprodukovat.[6]
5Z anglického pojmu Convolutional Neural Networks.
6Z anglického pojmu Deep Convolutional Neural Networks.
7 Deep belief je typ hlubokého učení, kde existují propojení mezi jednotlivými vrstvami, ne však
mezi jednotkami v každé vrstvě.
8Z anglického pojmu Convolutional Deep Belief Networks.
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1.2 Hierarchické hluboké modely
Hierarchické hluboké modely (HD9), jsou novou učící se architekturou která inte-
gruje hluboké učící se modely se strukturovanými hierarchickými Bayesovými mo-
dely (HB10). Tyto model lze učit hierarchický Dirichletův proces (HDP11), přičemž
upřednostňují nízkoúrovňové generické příznaky v hlubokém Boltzmannově stroji
(DBM12) před učením vysoko úrovňových příznaků. Spojení HDP-DBM je schopno
velice rychlého učení z velmi malých sad trénovacích dat, a to díky tomu, že se učí
nízkoúrovňové generické příznaky a hierarchii kategorií, namísto vysoko úrovňových
příznaků typických pro jiné koncepty.[7]
1.3 Algoritmus systému podpůrných vektorů
Algoritmus systému podpůrných vektorů (SVM13) je typ strojového učení s učitelem
používaný pro klasifikaci. Při klasifikaci pomocí SVM je v procesu trénování hledána
nadrovina, která rozděluje data do jednotlivých tříd.
Učení na bázi kernelů za použití SVM
Algoritmus SVM na bázi kernelů vytváří model pro transformaci nízkoúrovňového
prostoru příznaků do vysokoúrovňového za účelem nalezení co největšího rozdílu
mezi třídami. Tím je umožněna lepší klasifikace obrazů do tříd.[3]
Učení s váhováním příznaků za použití SVM
Metoda učení s váhováním příznaků za použití SVM (WF-SVM14) se nejprve sou-
středí na nalezení relevantních příznaků pomocí úrovně jejich diskrétnosti. Tyto pří-
znaky jsou využity k výpočtu kernelových funkcí a následnému natrénování SVM.
Obrazová data totiž běžně obsahují mnoho příznaků a tradiční SVM staví všechny
tyto příznaky na stejnou úroveň. Problém spočívá v tom, že většina těchto příznaků
může být málo relevantní až irelevantní. Výhodou dané metody je tedy upřednost-
nění relevantních příznaků, což ve výsledku vede k lepším výsledkům a rychlejšímu
učení.[2]
9Z anglického pojmu Hierarchical Deep Models.
10Z anglického pojmu Hierarchical Bayesian Models.
11Z anglického pojmu Hierarchical Dirichlet Process.
12Z anglického pojmu Deep Boltzmann Machine.
13Z anglického pojmu Support Vector Machine.
14Z anglického pojmu weighted feature support vector machine.
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1.4 Současné metody hlubokého učení v praxi
V této podkapitole se nebudeme věnovat modelům hlubokého učení ale spíše mož-
nosti jejich nasazení, vylepšení rychlosti a implementaci v praxi.
Rozpoznávání obrázků jídla pomocí konvolučních sítí
V článku [12] byla zkoumána efektivita DCNN pro rozpoznání pokrmů z obrázků.
Rozpoznání jídla je zcela jistě náročnějším úkolem než konvenční rozeznávání ob-
rázků. Pro řešení tohoto problému byla zvolena DCNN s před-trénovací a dolaďovací
fází. Tato síť byla předtrénována pomocí obrazů z databáze ImageNet a doladěna na
jiných obrázcích jídla. Za pomocí zvoleného modelu byla dosažena přesnost 78.77%
pro sadu obrázků jídla UEC-FOOD100. Vyhodnocování takovéto sítě je potom velmi
rychlé. Při jejím vyhodnocování byla dosaženo rychlost až 0.03 sekundy na obrázek
při klasifikaci za pomocí GPU.
Využití hlubokého učení pro rozpoznání výrazu obličeje na chytrém tele-
fonu v reálném čase
Touto problematikou se zabývá článek [13]. Jde o robustní funkci pro rozpoznání
výrazu obličeje na chytrém telefonu. Pro řešení tohoto problému byla zvolena CNN
trénovaná pomocí GPU. Síť obsahovala šedesát pět tisíc neuronů a sestávala se
z pěti vrstev. Tato síť byla pro tento účel mírně předimenzovaná a proto byl použit
algoritmus prořezávání vazeb mezi neurony. Při reálném použití tato síť předčila
všechny předpoklady a byla zaintegrovaná do aplikace pro chytré telefony.
Optimalizované architektury hlubokého učení, s rychlými maticovými
kernely na paralelní platformě
Článek [14] je věnován metodě pro zefektivnění trénování hlubokých neuronových
sítí. V této metodě jsou prováděny pečlivě navržené vrstvově orientované strategie,
pro dosažení integrace různých typů hlubokých architektur do jednotného neurono-
vého „systému-sítí“. V experimentálních podmínkách bylo dosaženo ušetření 70%
času oproti kernelům z knihovny NVIDIA CUBLAS. A díky dobře navržené para-
lelní architektuře byly předčeny struktury užívající kernely z již zmíněné knihovny
i v řešení praktických problémů.
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Kompaktní hluboké neuronové sítě, pro klasifikaci obrazů na mobilním
zařízení
CNN jsou efektivním modelem pro učení hierarchických příznaků z obrazů, jsou
však velice náročné na výpočetní výkon. Mobilní zařízení proto pro jejich využití
potřebují serverovou stranu. Řešením jsou kompaktní neuronové sítě, jež byly zkou-
mány v článku [15]. Tento přístup může být výhodoui, pokud je námi využívaný
server nedostupný, nebo spojení k němu je moc slabé. Využívá se regulace velikosti
neuronové sítě, například snížením počtu kernelů, tedy extrahovaných příznaků a
převedení barevných obrázků do stupňů šedé. Ve výsledku potom toto řešení vyka-
zuje dostatečnou přesnost za snížení datové a výpočetní náročnosti. Díky tomu bylo
s výhodou nasazováno na mobilní zařízení.
M2C: Energeticky efektivní mobilní cloud pro hluboké učení
S rozvojem aplikací a služeb dostupných na mobilních zařízeních je stále více služeb
delegováno do cloudů. Hlavním důvodem je zlepšení energetické náročnosti těchto
mobilních zařízení. Příkladem takovéhoto delegování služeb na cloud je systém M2C.
Věnuje se mu článek [16]. Daný systém je na mobilní straně dostupný pro Android
a iPad a na straně cloudové používá open-source could: Spark, který je součást
analytického souboru pro zpracování dat od Berkley a pro své výpočty využívá GPU
NVIDIA. Tento systém poskytuje mobilním zařízením sadu nástrojů využívajících
distribuované algoritmy pro strojové učení. Při testování v praxi byla testujícími
uživateli potvrzena vynikající rychlost těchto nástrojů.
Rychlý systém pro hluboké učení využívající GPU
S velkým rozvojem hlubokých neuronových sítí (DNN15), přichází problém s rych-
lostí jejich trénování. Značné zlepšení v rychlosti bylo dosaženo použitím GPU. Díky
rozvoji používání GPU na učení neuronových sítí jsou pak vyvíjeny nové výpočetní
knihovny. Tyto knihovny zajišťují vysokou míru paralelizace, a to nejen pro jednu
GPU, ale též pro jejich klastry. Za použití GPU NVIDIA Tesla K20 bylo dosaženo 7
až 11-ti násobného zrychlení oproti CPU[17]. Při využití GPU NVIDIA Tesla K40c
bylo dokonce dosaženo až 22 násobného zrychlení při před-trénování a 33 násob-
ného zrychlení v dolaďovací fázi oproti konvenčnímu CPU (Intel Core i7-4790K).
Nutno zmínit, že tyto výsledky byly naměřeny pro CPU knihovny OpenBLAS a
GPU knihovny CUBLAS[18].
15Z anglického pojmu Deep Neural Networks
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Trénování hluboké neuronové sítě na vícejádrovém procesoru Xenon Phi
V článku [19] je řešen problém časové náročnosti trénování neuronových sítíe;, daný
problém je řešen paralelizací na vícejádrovém procesoru Xenon Phi. Pro srovnání je
stejný problém řešen za pomocí procesoru Intel Xenon. Procesor Intel Xenon Phi
pak dosahoval 7 až 10krát rychlejšího trénování a při další optimalizaci až 16krát
rychlejšího.
DjiNN a Tonic: DNN jako služba běžící na superpočítači
DjiNN je prostředí pro DNN. Tonic je sada sedmi end-to-end aplikací která zahrnující
zpracování obrazu, řeči a jazyka. Článek [20] se věnuje implementaci těchto prostředí
pro superpočítače. Tato implementace může sloužit jako cloudová služba pro apli-
kace typu Apple Siri, Google Now, Microsoft Cortana a Amazon Echo. Neuronové
sítě v těchto superpočítačích běží na velkých GPU serverech. Analýza prokázala že




Neuronové sítě jsou základem námi využívaných prostředí pro hluboké učení; z toho
důvodu bude následující kapitole věnována právě jim. Nejdříve bude zmíněna jejich
historie, dále budou zmíněny modely neuronů, architektura těchto sítí a nakonec
možnost jejich učení.
2.1 Historie neuronových sítí
Počátky vývoje neuronových sítí sahají až do roku 1943, kdy Warren McCulloch
a Walter Pitts vytvořili jednoduchý matematický model neuronu. Ve své práci tito
pánové ukázali že i ty nejjednodušší typy neuronových sítí mohou v praxi počítat
libovolné logické nebo aritmetické funkce. Tehdejší výpočetní technika neumožňovala
využití tohoto matematického modelu v praxi, avšak tato práce inspirovala mnoho
dalších vědců k rozvoji tohoto odvětví.[8]
Vývoj neuronových sítí v průběhu let slibně postupoval, a to až do začátku 60.
let, kdy kvůli špatnému přístupu k problematice začal upadat zájem. Tento propad
vývoje završili svojí publikací Marvin Minský a Seymour Papert. Dotyční badatelé
zneužili svého značného vlivu ve vědeckém světě, aby výzkum neuronových sítí zdis-
kreditovali [8]. a to kvůli realokaci finančních zdrojů na jiný výzkum v oblasti umělé
inteligence. Publikace vyšla v roce 1969 pod názvem Perceptrons. Jako argumen-
tace proti neuronovým sítím zde bylo využito známého faktu, že perceptron nemůže
počítat jednoduchou logickou funkci XOR. Tento problém lze snadno vyřešit uži-
tím vícevrstvé sítě perceptronů, pro daný model však tehdy nebyl znám žádný učící
algoritmus, z čehož autoři špatně vyvodili neexistenci takového algoritmu.[8]
Neuronové sítě tak zažívali útlum cca do 80. let minulého století, kdy se do jejich
výzkumu znovu začaly dostávat peníze. 0V roce 1987 se pak konala první konference
specializovaná přímo na neuronové sítě IJCNN (International Joint Conference on
Neural Networks), kde byla založena mezinárodní společnost pro výzkum neurono-
vých sítí INNS (International Neural Network Society). Od této doby se výzkumu
neuronových sítí věnuje mnoho lidí a jejich oblíbenost roste s novými možnostmi
využití této formy umělé inteligence.[8]
17
2.2 Perceptron
Perceptron byl vyvinut v 50–60. letech minulého století psychologem Frankem Ro-
senblattem, inspirovaným předchozím výzkumem Warrena McCullocha a Waltera
Pittse. Perceptron jako takový má několik vstupů 𝑥1, 𝑥2, . . . a jeden výstup. Vstupní
hodnoty 𝑥 představuje vektor reálných čísel a výstupní hodnotu 𝑦 nabývá binárních
hodnot.[10]







Na obrázku 2.1 můžeme vidět perceptron se třemi vstupy, 𝑥1, 𝑥2, 𝑥3. Ve své podstatě
může mít perceptron libovolný počet vstupů (1 až 𝑛 kde 𝑛 𝜖 𝑍). Pro výpočet výstupu
existuje jednoduché pravidlo. Představme si, že pro každý vstup existuje také váha
𝑤1, 𝑤2, . . . . Váhu představuje reálné číslo reprezentující důležitost daného vstupu.
Výstup neuronu může nabývat hodnot, 0 nebo 1. Výstup je vyhodnocen dle toho,
je-li je součet vah ∑︀𝑗𝑥𝑗𝑤𝑖, vetší či menší než nějaká zadaná prahová hodnota. Stejně
jako u vah, práh je reálné číslo. Zde však nejde o parametr pro každý vstup, nýbrž




𝑗 𝑥𝑗𝑤𝑖 ≤ 𝑝𝑟áℎ
1 𝑘𝑑𝑦ž ∑︀𝑗 𝑥𝑗𝑤𝑖 > 𝑝𝑟áℎ (2.1)
Daný vztah představuje základní matematický model přenosové funkce (někdy také
označované jako aktivační funkce) perceptronu. Pro jednoduchost lze o perceptronu
přemýšlet jako o zařízení, které dělá rozhodnutí na základě zvážení jeho vstupů.
Pro složitější rozhodnutí nám však nebude stačit perceptron jeden ale budeme jich
potřebovat více.[10]
Na obrázku 2.2, můžeme vidět vícevrstvou síť utvořenou z perceptronů. Jak
již bylo jednou vysvětleno v této kapitole perceptron má pouze jeden výstup, dle
obrázku to vypadá že každý neuron má výstupů více. Není tomu ale tak, perceptron
má výstup jeden, ten je ale zreplikován na více vstupů dalších perceptronů, které








Obr. 2.2: Vícevrstvá síť perceptronů.
Pro výpočet výstupu takovéto sítě by byl původní vzorec∑︀𝑗𝑥𝑗𝑤𝑖 zbytečně těžko-
pádný. Pro zjednodušení v něm lze udělat nekolik změn: První změnou bude převod
součtu součinů na skalární součin 𝑤 · 𝑥 ≡ ∑︀𝑗𝑥𝑗𝑤𝑖. Druhou změnou pak bude přesu-
nutí prahu neuronu na druhou stranu rovnice a jeho nahrazení takzvaným biasem 𝑏,
kde 𝑏 ≡ −𝑝𝑟áℎ.
𝑣ý𝑠𝑙𝑒𝑑𝑒𝑘 =
⎧⎪⎨⎪⎩0 𝑘𝑑𝑦ž 𝑤 · 𝑥+ 𝑏 ≤ 01 𝑘𝑑𝑦ž 𝑤 · 𝑥+ 𝑏 > 0 (2.2)
Bias perceptronu lze vyjádřit jako míru jednoduchosti dosažení jedničky na výstupu.
Abychom získali více biologické vyjádření, lze říci že jde o míru jednoduchosti do-
nucení perceptron k vyslání signálu na výstup, neboli k jeho aktivaci.[10]
2.3 Sigmoidní neuron
Dalším z možných typů neuronů, jsou neurony sigmoidní. Jejich název je odvozen od
přenosové funkce těchto neuronů a napovídá nám, že jde o sigmoidu. Pro srovnání,
perceptron má vnitřní funkci skokovou. Tyto přenosové funkce můžeme vidět na
obrázku 2.3.
Sigmoidní neurony mají oproti perceptronu tu výhodu, že jejich přechod je prů-
běžný. Z tohoto důvodu malá změna vah způsobí malou změnu na výstupu neu-
ronu. Tato vlastnost nabízí daleko větší flexibilitu sítě, ne jen něžné „neuron je nebo
není aktivován“ při překročení či nepřekročení prahu. Tyto neurony si lze představit
stejně jako perceptron z obrázku 2.1. Stejně jako perceptron má několik vstupů s vá-
hami a pouze jeden výstup. Liší se jen svou přenosovou funkcí a tím pádem výstup
nemůže nabývat pouze hodnot 0 a 1, nýbrž nabývá hodnot od 0 do 1. Matematické
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Obr. 2.3: Sigmoida a skoková funkce.[10]
vyjádření této přenosové funkce (sigmoida) potom vypadá takto:
𝜎(𝑧) = 11 + 𝑒−𝑧 𝑘𝑑𝑒 𝑧 = 𝑤 · 𝑥+ 𝑏 (2.3)
Zdánlivý problém nastává u vyhodnocování výstupů. U perceptronu byla zřejmou
hodnota 1 a 0, zde však máme například 0,535. To je ve většině případů řešeno
stanovením podmínky aktivace, například je-li výstup větší nebo rovný 0,5, tak
daný výstup odpovídá 1, jestliže je menší odpovídá 0.[10]
V praxi lze sigmoidu nahradit prakticky jakoukoliv funkcí která nabývá hodnot
0 až 1, nebo popřípadě -1 až 1; princip fungování takového modelu neuronu je zacho-
ván, změní se pouze jeho název. Dalšími často používanými přenosovými funkcemi
jsou hyperbolická tangenta a radiální báze. Obecný model neuronu potom můžeme
vidět na obrázku 2.4.[10]











Obr. 2.4: Obecný model neuronu.
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2.4 Učení neuronových sítí
Aby mohla být neuronová síť využívána, musíme ji nejprve takzvaně „učit“. Učení
neuronových sítí vychází z předpokladu, že malá změna ve vahách neuronové sítě,
způsobí malou změnu na jejím výstupu. Pro lepší představu můžeme na obrázku 2.5
vidět to, co jsme si popsali výše.[10]
Vy´stup + Vy´stup ∆
w +∆w
mala´ zmeˇna jake´koliv va´hy (nebo prahu),
zaprˇ´ıcˇin´ı malou zmeˇnu na vy´stupu s´ıteˇ
Obr. 2.5: Základní schéma učení neuronové sítě.
Základem učení je kontrola výstupu po přivedení trénovacího vzor na vstup sítě.
Pokud výstup neodpovídá našim požadavkům, upravíme váhy dle předem určených
pravidel. Tento postup potom opakujeme tak dlouho než dosáhneme požadovaného
chování sítě.
Pro učení potřebujeme algoritmus, který umožňuje najít takové váhy, aby výstup
sítě byl aproximací 𝑦 𝑥 pro všechny trénovací 𝑥. Pro kvantifikaci správnosti nebo
nesprávnosti učení postupu učení potřebujeme mít definovanou takzvanou ztrátovou1
funkci:




V této funkci 𝑤 označuje váhy, 𝑏 biasy, 𝑛 je celkový počet trénovacích vstupů, 𝑎
je vektor výstupů ze sítě pro vstupy 𝑥 a suma je pro všechny vstupy 𝑥. Funkci 𝐶
zde označujeme jako kvadratickou ztrátovou funkci;, tato funkce je táké známá pod
názvem střední kvadratický chyba (MSE2). Výsledek této funkce, je tím menší, čím
je 𝑦(𝑥) a výstup podobnější 𝑎. Velikost 𝐶 nám potom udává míru správnosti nauče-
nosti dané neuronové sítě. Čím je 𝐶 menší tím je síť naučena lépe a naopak. Daná
funkce nám tedy zajistí indikaci toho jak dobře nebo špatně si síť vede a udává nám
potřebnou míru úpravy vah v naší síti. Proto aby změny nebyly příliš velké, pou-
žíváme takovou funkci, jejíž výsledné hodnoty jsou dostatečně malé. Samozřejmostí
1Označovaná také jako objektivní, nebo nákladová funkce.
2Z anglického pojmu mean squared error.
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je, že nemusíme používat pouze tuto funkci, ale pro pochopení této problematiky je
tato funkce dostačující.[10]
Výše byla vysvětlena úprava vah v neuronové síti. Již ale nebylo osvětleno, jak vy-
počítat gradient váhové funkce. Právě pro tento účel se používá algoritmus zpětné
propagace chyb. Lze jej také označit jako iterativní gradientní algoritmus učení,
který minimalizuje čtverce chybové funkce. Tento algoritmus byl představen již v se-
dmdesátých letech minulého století, byl však plně oceněn až prací z roku 1986, její-
miž autory byli David Rumelhart, Geoffrey Hinton, a Ronald Williams[10]. V této
práci bylo popsáno několik neuronových sítí kde tento algoritmus vedl k mnohem
rychlejšímu učení než předchozí přístupy.[10]
Na následujícíh řádcích bude uvedeno několik rovnic užívaných v algoritmu pro
zpětnou propagaci chyb (za účelem jeho lepší pochopení). Mějme žádaný výstup







(𝑥𝑠𝑗 − 𝑦𝑠𝑗)2 (2.5)
Stejně tak můžeme určit chybu vzhledem k celé trénovací množině 𝐸𝑐; jak uvidíme





Při učení chceme tuto chybu minimalizovat, a proto musíme váhy postupně upra-
vovat. Pro představu takovéto úpravy se podívejme na rovnici pro úpravu vah v jedné
iteraci, kde 𝑤 je matice vah v jedné vrstvě a 𝑡+ 1 označuje nový odhad těchto vah.
𝑤(𝑡+ 1) = 𝑤(𝑡) + Δ𝑤(𝑡+ 1) (2.7)
Δ𝑤 potom označuje adaptaci váhy. A 𝜇 v rovnici následující označuje koeficient
učení.[8]
Δ𝑤(𝑡+ 1) = −𝜇 · 𝛿𝐸𝑐
𝛿𝑤
(2.8)
Pomocí rovnice 2.7 se zpětně propagují chyby postupně od výstupní vrstvy neu-
ronové sítě, přes všechny vrstvy skryté až po vrstvu vstupní.[8]
Při učení neuronových sítí nemusí být upravované pouze váhy, ale také přenosové
funkce (zpravidla tedy jejich strmost), koeficient učení 𝜇 nebo rychlost učení čili
moment 𝑀 . Moment si můžeme představit jako míru vlivu předchozí změny vah,
u běžné adaptace vah si můžeme představit že je roven jedné. Pro názornost jak se
moment projevuje u úpravy vah se podívejme na následující rovnici:[8]
𝑤(𝑡+ 1) = 𝑤(𝑡)−Δ𝑤(𝑡+ 1) +𝑀(𝑤(𝑡)− 𝑤(𝑡− 1)) (2.9)
Tímto je tedy stručně shrnuto, jak funguje jeden z nejpoužívanějších algoritmů
učení neuronových sítí a jejich učení obecně.
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2.5 Architektura neuronových sítí
Jak už bylo zmíněno výše, pro komplexnější rozhodování nám nestačí pouze jeden
neuron, nýbrž potřebujeme celou jejich sít. Příklad takovéto neuronové síť můžeme
vidět na obrázku 2.6. První vrstva neuronů v neuronové síti je nazývána vstupní.
Tato vrstva může sloužit pro ta nejjednodušší rozhodnutí. U většiny sítí ale na
vstupu máme všechny váhy rovny 1 a tehdy tato vrstva slouží v podstatě pouze pro
předání vstupů do neuronové sítě. Další vrstva v síti se nazývá skrytá. Čím hlouběji
v síti jdeme tím komplexnější a abstraktnější se rozhodnutí stávají. V tomto případě
máme pouze čtyřvrstvou síť, proto zde existují skryté vrstvy dvě. Obecně to ale jsou
vrstvy 2 až 𝑛− 1, kde 𝑛 je počet vrstev. Poslední vrstvu v neuronové síti nazýváme








vrstva vrstva vrstva vrstva
Skryta´ Skryta´ Vy´stupn´ı
Obr. 2.6: Vícevrstvá neuronová síť.
Návrh vstupních a výstupních vrstev neuronové sítě je zcela přímočarý. Chceme-
li například rozpoznávat čísla 0 až 9 z předloženého obrázku, potom bude velikost
vstupní vrstvy odpovídat rozlišení obrázku. Například pro 32 × 32 pixelů v odstí-
nech šedé budeme mít 1024 = 32 × 32 vstupních neuronů s intenzitou shodující se
s intenzitou odstínů šedé v měřítku 0 až 1. Výstupní vrstva pak bude obsahovat
10 neuronů, což odpovídá počtu rozpoznávaných čísel. Hodnota 0, 5 a větší bude
indikovat rozpoznání daného čísla. Hodnota pod 0, 5 bude indikovat že se o dané
číslo nejedná.[10]
Zatímco návrh vstupních a výstupních vrstev je zcela exaktní, u vrstev skrytých
tomu už tak není. Existují určitá orientační pravidla kterými se lze řídit, avšak na ty
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správné hodnoty se přichází heuristicky. Při návrhu těchto vrstev jde také o vyvážení
počtu skrytých vrstev a neuronů v nich s ohledem na čas učení těchto sítí.[10]
Celá tato kapitola byla věnována dopředným neuronovým sítím. Výraz dopředné,
znamená že neobsahují smyčky a informace je vždy předávána „dopředu“, od vstupu
k výstupu a nikdy naopak. Existují ale též sítě rekurentní, které takovéto smyčky
dovolují. Ústřední myšlenkou pak je, že některé neurony jsou aktivovány se zpož-
děním. Toto jejich zpoždění aktivuje další neurony a tak dále až vytvoří kaskády
neuronů, které se aktivují navzájem. Tyto smyčky nepředstavují žádný problém,
protože neurony se navzájem ovlivňují jen vždy po určitém čase ne ihned.[10]
Rekurentní neuronové sítě měly a prozatím mají menší zastoupení než sítě do-
předné. A to z prostého důvodu, jejich učící algoritmy jsou(alespoň prozatím) méně
účinné. Na druhou stranu, tyto sítě lépe odrážejí práci reálného mozku a je možné,
že časem najdou větší uplatnění tam, kde dopředné sítě nestačí.[10]
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3 KONVOLUČNÍ NEURONOVÉ SÍTĚ
Při klasifikaci obrazů do tříd pomocí hlubokého učení jsou v současné době tou nej-
lepší volbou konvoluční neuronové sítě. Excelují ve výpočetní efektivitě, rychlosti i
potřebném množství ukládaných dat. V této kapitole bude popsána motivace pro
využití tohoto typu neuronových sítí, dále samotná operace konvoluce, jednotlivé
vrstvy které se v těchto sítích využívají. A nakonec budou zmíněny hluboké konvo-
luční sítě.
Konvoluční sítě jsou speciálním typem neuronových sítí, používají se pro zpra-
cování dat které mají předem známé souřadnicové uspořádání. Proto se s výhodou
používají na 2D data, tedy především na obrázky, o kterých lze uvažovat jako o 2D
souřadnicové síti pixelů. Konvoluční sítě zaznamenávají velkých úspěchů v jejich
praktické aplikaci. Jméno konvoluční neuronová síť, poukazuje na to že je u nich
použita matematická operace nazývaná konvoluce. Konvoluce je speciální typ line-
ární operace. A konvoluční sítě jsou potom ty neuronové sítě jenž používají konvoluci
namísto běžného násobení matic alespoň v jedné z jejich vrstev.[9] [10]
3.1 Motivace pro využití konvolučních sítí





Navíc podporují prostředky pro pracování s rozdílnou velikostí vstupních dat.[9] [10]
Tradiční vrstvy neuronových sítí, používají pro popis interakcí mezi každým
neuronem vrstvy sousední násobení matic. Neurony jedné vrstvy v tomto případě
interagují se všemi neurony vrstvy sousední. Avšak konvoluční sítě mají zpravidla
takzvaně řídkou interakci mezi neurony. Ta je zajištěna tím, že jsou kernely menší
než vstup. Kupříkladu určitý obrázek může mít miliony pixelů, my jsme však schopni
za pomoci malých kernelů detekovat důležité příznaky, jako například hrany. V dů-
sledku to znamená že potřebujeme ukládat méně parametrů a díky tomu jsou tyto
modely efektivnější a mají menší nároky na paměť. Také mají lepší statistickou efek-
tivitu a výpočet jejich výstupu vyžaduje méně operací. Jestliže máme 𝑚 vstupů a
𝑛 výstupů, potom násobení matic vyžaduje 𝑚 × 𝑛 parametrů a algoritmus, který
se používá v praxi, má časovou náročnost 𝑂(𝑚 × 𝑛). Jestliže snížíme počet propo-
jení každého výstupu na 𝑘, potom takto řídce propojená síť vyžaduje pouze 𝑘 × 𝑛
parametrů a má časovou náročnost jen 𝑂(𝑘 × 𝑛). Konvoluční sítě potom dosahují
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vynikajících výsledků díky tomu že 𝑘 může být až o několik řádů menší jako 𝑚. Pro
představu jak řídká interakce funguje ve srovnání s normální interakcí se podívejme
na obrázek 3.1.[9]
s1 s2 s3 s4 s5
x1 x2 x3 x4 x5
s1 s2 s3 s4 s5
x1 x2 x3 x4 x5
Obr. 3.1: Srovnání řídké (nahoře) a husté interakce (dole) mezi neurony.
Další velmi chtěnou vlastností je sdílení parametrů: je jím myšleno používání
stejných parametrů pro více než jednu funkci modelu. Pro srovnání: tradiční neu-
ronové sítě používají prvek váhové matice přesně jednou. Tento prvek je násoben
jedním prvkem z předchozí vrstvy a nadále se k němu již nevrací. Sdílení parame-
trů v konvolučních neuronových sítích je dosaženo tím, že se každý kernel používá
na každé pozici vstupu (kromě některých okrajových případů). Sdílení parametrů
u konvoluce tedy znamená, že se síť učí separátní sadu parametrů, pro (téměř) každé
místo ve vstupních datech. Tato vlastnost ale neovlivňuje jejich časovou náročnost
𝑂(𝑘 × 𝑛), ale nadále redukuje náročnost na ukládání dat. Srovnání sdílených a ne-
sdílených parametrů můžeme vidět na obrázku 3.2, zvýrazněné čáry zde znázorňují
sdílení středového elementu z kernelu 3×3. Nahoře je znázorněno jak by to vypadalo
u konvoluční sítě, což odpovídá sdílení parametru na každý další prvek sítě, dole je
pak znázorněna běžná neuronová síť, kde je tento parametr použit pouze jednou.[9]
Poslední z podstatných vlastností konvoluce která zde bude popsána je ekviva-
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s1 s2 s3 s4 s5
x1 x2 x3 x4 x5
s1 s2 s3 s4 s5
x1 x2 x3 x4 x5
Obr. 3.2: Sdílení parametrů mezi vrstvami sítě.
riantní reprezentace. Tato vlastnost vyvstává díky použití výše zmíněného sdílení
parametrů. Aby bylo možno funkci označit jako ekvivariantní, musí změna na jejím
vstupu znamenat stejnou změnu na jejím výstupu. Funkce 𝑓(𝑥) je tedy ekvivariantní
na funkci 𝑔, pokud platí 𝑓(𝑔(𝑥)) = 𝑔(𝑓(𝑥)). Pokud tedy 𝑔 představuje jakoukoliv
funkci, která překládá vstup, potom je konvoluční funkce ekvivariantní pro 𝑔. Ve
výsledku to znamená to znamená, že pokud máme na vstupu určitý obrázek, na
výstupu dostaneme určité parametry, které se objevují několikrát přes celý obrá-
zek. Jestliže tento obrázek posuneme, dostaneme parametry stejné, pouze posunuté.
V některých případech je toto chování nežádoucí, jako například u rozpoznání ob-
ličejů, kde potřebujeme rozpoznávat parametry pro oči, ústa obočí atd., ale obecně
je prospěšné. Mějme také na paměti, že konvoluce není ekvivariantní pro všechny
transformace, jako například změny měřítka nebo rotace. Oba tyto problémy však
lze řešit zavedením dalších mechanizmů.[9]
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3.2 Matematická operace konvoluce
Samotná matematické operace nazvaná konvoluce, je operací, která je prováděna na
dvou funkcích s reálnými proměnnými.[9]
Pro vysvětlení si představme, že sledujeme polohu letadla pomocí nějakého sen-
zoru. Náš senzor poskytuje jediný výstup 𝑥(𝑡), tedy pozici letadla v čase 𝑡. Obě
hodnoty 𝑥 i 𝑡 nabývají reálných hodnot. Ze senzoru tedy můžeme dostat rozdílné
hodnoty v jakémkoliv čase 𝑡. Pro větší reálnost předpokládejme že tento výstup
obsahuje šum. Pro získání čistějšího výstupu je zapotřebí zprůměrovat několik mě-
ření z tohoto senzoru. Vezmeme tedy více po sobě jdoucích výstupů ze senzoru a
z těchto výstupů vypočítáme vážený průměr (musíme brát v úvahu že nejnovější
výstup je nejvíce relevantní). Toho docílíme pomocí funkce 𝑤(𝑎), kde 𝑎 je 𝑠𝑡áří vý-
stupu. Jestliže tuto váhovou funkci aplikujeme v každém měřeném čase 𝑡, dostaneme




Tato operace se potom nazývá konvoluce1:
𝑠(𝑡) =
∫︁
(𝑥 * 𝑤)(𝑡) (3.2)
V našem příkladu musí 𝑤 být validní funkcí hustoty pravděpodobnosti, v opačném
případě by výstup nebyl váženým průměrem. Další podmínkou je, aby 𝑤 bylo rovno 0
pro všechny negativní argumenty. Jinak by bylo potřeba mít dostupné hodnoty z bu-
doucnosti, což je při měření hodnot v reálném čase a současném odhadování polohy
nemožné. Tyto limitace tedy platí pouze pro náš konkrétní příklad. Ve své podstatě
je konvoluce definována pro jakékoliv funkce, pro které je definován výše zmíněný
integrál a může být použita pro více věcí než jen získání vážených průměrů.[9]
V terminologii konvoluce, často označujeme první argument konvoluce (v našem
příkladě funkce x ) jako vstup. A druhý argument (v našem případě funkce w )
označujeme jako kernel, nebo mapu příznaků.[9]
Příklad s letadlem sloužil pouze pro názornost, neboť představa senzoru, který
by dokázal poskytnout měření v jakémkoliv čase, není reálná. Ve většině případů,
kdy pracujeme s daty ve kterých je obsažen čas, je čas diskrétní, a náš senzor by
je tedy poskytoval v určitých intervalech. Za předpokladu, že výše zmíněný senzor
bude poskytovat data jednou za sekundu, bude hodnota 𝑡moci nabývat pouze celých
čísel. Jestliže budeme předpokládat že 𝑥 i 𝑤 jsou definovány pouze na cel čísla 𝑡,
můžeme definovat diskrétní konvoluci:[9]




1Konvoluce je často označovaná hvězdičkou.
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Ve strojovém učení, je tedy vstupem vícerozměrné pole dat a kernely představují
vícerozměrná pole naučitelných parametrů. Tyto pole jsou však rozměrově daleko
menší než pole dat, počtem rozměrů (dimenzí) si však zpravidla odpovídají. Pro
příklad; pokud máme jako vstup dvojrozměrný obrázek 𝐼, chceme také dvojrozměrný
kernel 𝐾:[9]




𝐼[𝑚,𝑛]𝐾[𝑖−𝑚, 𝑗 − 𝑛] (3.4)
Konvoluce je komutativní, což znamená že můžeme ekvivalentně napsat:[9]




𝐼[𝑖−𝑚, 𝑗 − 𝑛]𝐾[𝑚,𝑛] (3.5)
Druhého vyjádření se většinou využívá pro její implementaci, protože ve validních
hodnotách 𝑚 a 𝑛 je méně variace pro rovnici 3.5. Mnoho implementací konvolučních
neuronových sítí využívá příbuznou funkci, která se nazývá křížová korelace, jde
o stejnou funkci jako konvoluce pouze s obráceným kernelem:[9]




𝐼[𝑖+𝑚, 𝑗 + 𝑛]𝐾[𝑚,𝑛] (3.6)
Mnoho implementací strojového učení používá křížovou korelaci, ale nazývá jí





























Obr. 3.3: Názorný příklad operace konvoluce.
Diskrétní konvoluce může být viděna jako násobení maticí. Avšak tyto matice
podléhají několika omezením; například pro jednorozměrnou diskrétní konvoluci,
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musí každý řádek matice odpovídat řádku o jedno výše, který je posunutý o jeden
prvek. Navíc tyto matice bývají velice „řídké“, což znamená že mnoho jejich prvků je
rovných 0. To je proto že kernely bývají mnohonásobně menší než obrázky. Představa
konvoluce jako násobení matic většinou nepomáhá lepší implementaci, na druhou
stranu usnadňuje její pochopení. [9]
3.3 Sdružování
Typická „vrstva“ konvoluční sítě se sestává ze tří částí. V první řadě vrstva provádí
několik paralelních konvolucí, kde výsledkem je několik presynaptických aktivací.
V řadě druhé je každá presynaptická aktivace zpracována nelineární aktivační funkcí;
tato část je často označována jako detekční. A v poslední řadě je použita sdružovací
funkce.[10] [9]
Sdružovací funkce mohou být různé, ale ve své podstatě nahrazuje výstup sítě
v určitém bodě, společnou statistikou blízkých výstupů. Tyto funkce mohou být
sdružování maxim2, průměr obdelníkového sousedství, L2 normalizace z obdelníko-
vého sousedství a další. Příklad sdružování maxim, je znázorněn na obrázku 3.4.[9]
[10]
1.








Obr. 3.4: Sdružování maxim.
Cílem tohoto sdružování, je reprezentace dat, která se stává invariantní pro
malý překlad vstupů. Invariance3 takového lokálního překladu je velmi užitečná
vlastnost, jestliže se zajímáme spíše o to, zda je určitý příznak přítomen, ale už
nás nezajímá, kde se tento příznak nachází. Použití sdružování může být viděno
jako přidání nekonečně silné důležitosti faktu, že učení vrstvy musí být invariantní
2Výběr maximální hodnoty z obdelníkového sousedství.
3Invariance, neboli česky neměnnost.
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pro malé překlady. Pokud tento předpoklad dodržen, přináší nám další zlepšení
statistické efektivity. Příklad invariance je znázorněn na obrázku 3.5, kde jsou pixely
na vstupu části sítě v dolní části obrázku, posunuty o jednu pozici vpravo oproti
části sítě v horní části obrázku. Z toho vidíme že na vstupu sítě byla změněna každá























Protože sdružování sumarizuje části dat, nemusí tyto hodnoty replikovat, ale
může je také sumarizovat do menších částí. Díky tomu lze použít méně sdružovacích
jednotek než pixelů. Pokud potom sdružujeme jednotky pouze do jedné následující,
tak toto sdružování nazýváme podvzorkování. To nám přináší další zvýšení výpo-
četní efektivity a snížení paměťových nároků. Příklad podvzorkování můžeme vidět
na obrázku 3.6.[9] [10]
Sdružováním, můžeme také dosáhnout variability velikosti vstupních dat. Vstup
do klasifikační části sítě musí být vždy stejný; to co měníme je část sítě, kde si data








Obr. 3.6: Sdružování maxim s podvzorkováním.
3.4 Konvoluce z hlediska konvolučních neurono-
vých sítí
Pro operace v konvolučních neuronových sítích obecně neplatí standardní operace
diskrétní konvoluce tak, jak je chápána v matematické literatuře. Funkce, jež jsou
skutečně užívány, se od nich mohou mírně lišit.[9]
První bod, ve kterém se konvoluce v kontextu neuronových sítí odlišuje, je že ji
nebereme za samostatnou operaci, nýbrž jako několik paralelních aplikací operace
konvoluce. V případě, že bychom měli pouze jeden kernel, byli by jsme totiž schopni
extrahovat z dat pouze jeden příznak. Většinou ovšem požadujeme, aby každá vrstva
sítě extrahovala příznaků hned několik.[9] [10]
Vstupy navíc zpravidla nejsou jen maticí reálných hodnot, nýbrž se jedná se spíše
o matici vektorů. Pro příklad: u barevného obrázku máme intenzitu červené, modré
a zelené barvy pro každý pixel. Když následně pracujeme s obrázky, přemýšlíme
o jejich vstupu jako o 3-D tenzorech. Softwarové implementace ale většinou počítají
s 4-D tenzory, kde čtvrtá rovina představuje další obrázky v jedné dávce.[9] [10]
Když tedy konvoluční síť na vstup dostane normální barevný obrázek (pro lepší
názornost mluvíme pouze o jednom obrázku a ne o celé dávce), dostane jej jako ob-
delníkový box, jehož výška a šířka odpovídají rozměrům daného obrázku a hloubka
odpovídá jeho třem barvám. Tato data potom prochází konvoluční sítí a jsou na
ně postupně aplikovány filtry, které odpovídají jednotlivým kernelům. Pomocí nichž
jsou následovně z obrázku extrahovány jednotlivé příznaky.[9] [10]
Mezi těmito konvolučními vrstvami se nacházi ještě vrstvy sdružovací, které mají
za cíl dostávat více abstraktní příznaky. Konvoluční neuronová síť se potom skládá
z několika po sobě jdoucích konvolučních a sdružovacích/podvzorkovacích vrstev.
Reálné použití ukázalo, že je výhodné předposlední vrstvu plně propojit s vrstvou
výstupní. Jako výstup sítě potom dostaneme sadu výstupních jednotek, odpovídající
třídám, do kterých obrázky klasifikujeme. To do které třídy naše síť daný obrázek
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zařadí, zjistíme z výstupních hodnoty. Kde přesažení určité hodnoty jedné z výstup-
ních jednotek znamená klasifikaci do dané třídy. Takto tomu ale nemusí být vždy,
jelikož konvoluční sítě mohou být použity také jako autoenkodéry, kde jak vstup tak
výstup mají strukturu obrázku. To se ovšem není náš případ.[9] [10]
V této podkapitole jsme mluvili o jednotlivých vrstvách konvoluční sítě, existují
však dva běžné používané pohledy na danou terminologii. Jeden popisuje každou
„jednodušší“ vrstvu samostatně a ten druhý označuje celou sadu těchto vrstev jako
jednu konvoluční vrstvu. V této práci je a nadále bude používán první přístup k dané
terminologii. Pokud by však někdo byl seznámen s terminologií první mohlo by to
pro něj být matoucí, z toho důvodu je to zde upřesněno. Pro názornost lze tyto
rozdíly vidět na obrázku 3.7. [9] [10]















Obr. 3.7: Rozdíly v používaných terminologiích konvolučních síti.
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3.5 Konvoluční sítě a hluboké učení
Hluboké učení je jedním z mnoha odvětví strojového učení. Jeho cílem je vytvořit
vysokou úroveň abstrakce nad množinou trénovacích dat. Vysoké úrovně abstrakce je
zde docíleno za pomocí více vrstev a redukce dimenzí dat; většinou jde o neuronové
sítě s komplexní strukturou, které tato data zpracovávají, nebo sítě složené z několika
nelineárních transformací dat.[9] [10]
Z hlubokého učení také vychází pojem hluboké neuronové sítě. Tento pojem byl
zaveden pro komplexnější neuronové sítě a v nynější době se o všech rozsáhlých
neuronových sítích mluví jako o hlubokých. Nikde ale není stanoveno kde je hranice
mezi běžnými neuronovými sítěmi a těmi hlubokými, avšak je využívána konvence:
pokud má neuronová síť více jak 3 vrstvy tak o ní hovoříme jako o hluboké neuronové
síti. Jde tedy spíše o vylepšení názvu neuronových sítí o slovo hluboké.[9] [10]
Ve vývoji hlubokého učení hráli největší roli konvoluční sítě. Rozvoj zaznamenaly
zejména díky novým poznatkům z oblasti studia mozku, díky čemuž bylo možné do-
sáhnout jejich správného použití. Na počátku rozvoje hlubokého učení se zdáli dobré
i ostatní modely neuronových sítí, avšak konvoluční sítě zvítězily díky své efektivitě
a relativní jednoduchosti jejich natrénování vzhledem k ostatním modelům.[9]
Hluboké konvoluční sítě byly také prvními neuronovými sítěmi, jež pronikli do
komerční sféry. Pro příklad si můžeme vzít neuronovou síť která byla vyvinuta vý-
zkumnou skupinou AT&T v devadesátých letech minulého století pro čtení šeků.
Koncem devadesátých let již tento systém nasazovaný společností NEC4, četl 10%
všech šeků v USA. Jako další příklad si můžeme vzít systém OCR, pro rozpoznání
psaného textu, který byl vyvinut firmou Microsoft v roce 2003.[9]
Konvoluční sítě díky své efektivitě vyhrávají většinu soutěží zabývajících se hlu-
bokým učením. Jejich rozvoj také nastartovala i skutečnost, že se jedná o první
hluboké neuronové sítě, které pro svoje trénování začaly používat algoritmus zpět-
ného šíření chyby (daný algoritmus byl stručně nastíněn v kapitole 2.4).[9] [10]
4Americké laboratoře NEC
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4 PROSTŘEDÍ PRO HLUBOKÉ UČENÍ
V současné době existuje řada prostředí pro hluboké učení. Většina z nich vykazuje
značný rozvoj, díky efektivitě, rychlosti trénování a rychlosti prototypování modelů.
V této kapitole se nejdříve budeme stručně věnovat některým z těchto prostředí a
následně si podrobněji popíšeme prostředí BVLC/Caffe a DL4J. Možnosti rychlejších
výpočtů je využití grafických karet pro akcelerací jejich výpočtů. Tuto možnost
podporují grafické karty s podporou architektury CUDA1.







Torch je vědecké výpočetní prostředí, jenž kromě hlubokého učení poskytuje
širokou podporu dalších algoritmů pro strojové učení. Toto prostředí je efektivní a
jednoduché na použití, díky užití skriptovacího jazyka LuaJIT využívajícího imple-
mentace C/CUDA. Torch obsahuje velké množství balíčků, které přináší početná
komunita jeho vývojářů. Dané prostředí lze využívat pro: zpracování signálů a po-
čítačové vidění.[24]
Prostředí PyLearn2 je nádstavbou knihovy Theano implementované v jazyce
Python. Zde je Theano knihovnu jazyka python, která poskytuje možnosti pro de-
finici, optimalizaci a evaluaci matematických výrazů, včetně vícedimenzionálních
matic. Samotné prostředí PyLearn2 potom neslouží pouze pro hluboké učení, ale
také pro ostatní odvětví strojového učení. Toto prostředí však není momentálně
vyvíjeno z důvodu že na něm v současné době nepracuje žádný vývojář.[22]
Tensor Flow™ je otevřenou softwarovou knihovnou pro numerické výpočty,
která využívá grafy toků. Body v grafu pak reprezentují matematické okraje a jeho
hrany reprezentují multidimenzionální datové pole čili tenzory. Flexibilní architek-
tura daného prostředí dovoluje nasazení na jeden a více CPU či GPU. Dané pro-
středí má implementované rozhraní v jazyce Python nad nízkoúrovňovým kódem
v C/C++. Toto prostředí bylo původně vyvinuto výzkumníky pracujícími v Goo-
gle Brain týmu v organizaci Googlu zkoumající strojové učení. Nyní je však volně
dostupný pod licencí Apache 2.0.[26]
1CUDA je zkratka pro Compute Unified Device Architecture, jde o hardwarovou a softwaro-
vou architekturu umožňující na GPU spouštět programy v jazycích jako je C/C++, FORTRAN,
OpenCl atd.
2V tomto případě nejde přímo o prostředí pro hluboké učení.
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Cuda-convnet (respektive jeho vylepšená implementace cuda-convnet2), není
obecnou implementací prostředí pro hluboké učení, ale jde přímo o implementaci
hlubokých konvolučních neuronových sítí za pomocí jazyka C++ a sady knihoven
CUDA.[23]
4.1 Prostředí BVLC/Caffe
Caffe je prostředí pro hluboké učení vyvíjené vědci z univerzity v Berkeley ve vý-
vojovém centru BVLC (Berkeley Vision and Learning Center), které klade důraz
na rychlost a modularitu. Hlavním přispěvatelem tohoto projektu je Yangqing Jia,
který tento projekt nastartoval během svého studia PhD. Dané prostředí je vyvíjeno
čistě v C++/CUDA architektuře pro hluboké učení a poskytuje rozhraní skrze pří-
kazovou řádku pro Python a Matlab. Toto prostředí je vydáváno pod licencí BSD2,
a je tedy volně dostupné.[11]
Filosofií tohoto prostředí je pět základních principů: expresivnost, rychlost, mo-
dularita, otevřenost a komunita. Tyto principy řídí celý tento projekt a udávají mu
žádaný směr. Strategie daného prostředí pro dosažení velké rychlosti zpracování dat
je redukce problému na násobení matic; to je totiž velice dobře implementováno
v knihovnách BLAS a efektivně jej lze počítat pomocí GPU.[11]
Motivace
Jednou z hlavních motivací pro využití tohoto prostředí je expresivní architek-
tura, která podporuje jeho použití a případné inovace ze strany vývojářů. Modely
a různé optimizace jsou definováný tak, aby byly měněny spíše konfigurací nežli na-
pevno naprogramovanými hodnotami. Příkladem může být možnost zpracování za
pomocí jak CPU tak GPU s jednoduchým přepínáním mezi těmito módy pomocí
jedné proměnné.[11]
Dalším důvodem, proč toto prostředí užívat, je jeho dobrá rozšířitelnost kódu,
díky čemuž si vybudovalo silnou komunitu vývojářů. Již v prvním roce vývoje od-
vodilo z hlavní větve vývoje svou vlastní větev přes 1000 vývojářů a mnohé z jejich
inovací byly zaneseny do hlavní větve vývoje. Díky těmto vývojářům se dané pro-
středí stále vyvíjí. Zmíněná komunita vývojářů je nadále aktivní a neustále roste:
k datu 29.11.2015 si vytvořilo vlastní větev vývoje z větve hlavní, již 4123 vývo-
jářů. Vývoj usnadňuje také jeho rychlost zpracování dat v tomto prostředí a tím
pádem dobrá rychlost trénování modelů. Například za použití GPU NVIDIA K40,
bylo dosaženo rychlosti 1 ms na obrázek pro vyhodnocování a 4ms na obrázek pro
trénování.[11]
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Modely a jejich využití
Dané prostředí pro hluboké učení nabízí mnoho definic modelů, optimizačních na-
stavení a předtrénovaných váhy pro dané modely. Ty jsou pak komunitou vývojářů
sdíleny v takzvané modelové zoo, kde modelová zoo je standardem pro zabalení
informací o Caffe modelu. Poskytuje prostředky pro nahrávání a stahování jednotli-
vých modelů z webu Github/Gists a také pro stažení předtrénovaných .caffemodel
binárních souborů. Nutno zmínit, že všechny tyto modely jsou licencovány pro neo-
mezené využití a může je tedy využít kdokoliv s přístupem k internetu.
Modely tohoto prostředí, lze užívat nejen pro klasifikaci obrazů do tříd, nýbrž
také pro rozpoznávání scén, rozpoznávání stylu obrázků, detekci objektů, rozpozná-
vání sekvencí akci, automatické ovládání motorizovaných ramen a další. Pro toto
použití (pokud jde o práci s obrazem) se však většinou používá předtrénovaného
modelu pro klasifikaci do tříd, jeho následná úprava a doladění na jiný úkol.[11]
Pro běh těchto modelů lze též využít vestavěné platformy NVIDIA Jetson TK1
bez nutnosti jakkoliv měnit kód. Samotné trénování však většinou probíhá na běž-
ných GPU.[11]
Další vlastnosti daného prostředí
Pro hluboké učení využívá toto prostředí hlubokých konvolučních neuronových sítí.
Zpravidla se jedná o dopřednou síť skládající se z vstupu pro obrázky, konvoluční
části, nelineární části, sdružovací vrstvy a nakonec mapy příznaků. Může také ob-
sahovat vrstvy plně propojené. Tyto vrstvy se potom v kompletním modelu mohou
několikrát opakovat. Při trénování daných modelů, se vždy jedná o učení s učitelem;
musíme tedy mít k dispozici trénovací a validační data. Trénování dané sítě potom
probíhá s využitím algoritmu zpětné propagace chyb. Na obrázku 4.1, můžeme vidět
základní model po sobě jdoucích vrstev konvoluční sítě, v reálných sítích se potom








Obr. 4.1: Ukázka vrstev konvoluční sítě BVLC/Caffe.
Při zpracování dat používá dané prostředí takzvané bloby; kde blob je standardní
pole a unifikované datové rozhraní pro toto prostředí. Data jsou pomocí nich pře-
dávána na vstupu a odebírána z výstupu sítě, slouží však také pro výměnu dat
mezi jednotlivými vrstvami sítě. Blob je tedy datový typ, do kterého jsou obalo-
vány opravdová data a také je přes něj zajišťována synchronizace mezi CPU a GPU.
Matematicky jde o n-dimenzionálná pole, díky němuž lze také volně přecházet mezi
použitím GPU a CPU pro výpočty modelů.
Abychom věděli jak si náš model při trénování vede, musíme mít definovanou
takzvanou ztrátovou funkci. Díky ní potom víme, v jaké míře je třeba upravovat váhy
v síti. Tu pak využívá další část prostředí, kterou je takzvaný solver. Ten zajišťuje
optimizaci modelu, koordinování sítě, zpětnou propagaci chyb, úpravu parametrů
pro zlepšení výsledků ztrátové funkce a tím pádem samotné učení.
Pro shrnutí: prostředí BVLC/Caffe je dobrým nástrojem pro využití konvoluč-
ních neuronových sítí k hlubokému učení.
4.2 Prostředí DL4J
DL4J neboli Deeplearning4j je prostředí pro hluboké učení vyvinuté pro jazyky
Java a Scala, toto prostředí je integrované s frameworky Hadoop a Spark. Kde oba
zmíněné frameworky slouží pro distribuované zpracování velkých sad dat na počí-
tačových klastrech. Vývoj tohoto prostředí je velmi rychlý i díky tomu, že existuje
software Skymind pro jeho komerční použití. Samotné prostředí je ale distribuováno
pod licencí Apache 2.0, takže je volně dostupné.[25]
Prostředí pro hluboké učení DL4J je špičkovou plug and play technologií pro
hluboké učení. Jeho dobrý vývoj tkví v tom, že je vyvíjeno v jazyce Java, který
využívá mnoho vývojářů a také v tom že pro něj existuje komerční nádstavba.
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Jednoduchost využití tohoto prostředí zajišťuje rychlé prototypování modelů i pro
běžného uživatele s minimální znalostí programování.[25]
Dané prostředí lze využívat pro tyto případy:
• Rozpoznání obličejů/obrázků,
• hlasové vyhledávání,
• převod řeči na text,
• filtrace spamu (detekce anomálií),
• odhalování podvodů v e-komerci,
• regrese,
• a mnoho dalších.[25]
Motivace
Motivace pro jeho využití daného tkví v jeho jednoduchosti, dobré škálovatelnosti
za pomocí frameworků Hadoop a Spark. Další motivací je skutečnost, že jde o pro-
středí, které má komerční využití společností Skymind, díky níž má toto prostředí
„komerční pomocnou ruku“. Další výhodu přináší využití knihovny Canova, což je
knihovna pro vektorizace téměř jakýchkoliv dat. Dané prostředí se potom nemusí li-
mitovat pouze na data obrazová; může pracovat s jakýmikoliv vektorizovanými daty.
Další z výhod je vysoká výkonnost knihoven využívaných pro lineární algebru, kde
tyto knihovny vykazují až dvojnásobnou rychlost oproti běžně používané knihovně
Numpy.[25]
Deeplearning4j zahrnuje jak distribuovaný vícevlákonový framework pro hluboké
učení, tak běžný jednovláknový. Trénování probíhá v klastru, což znamená, že je
toto prostředí schopno rychle zpracovávat obrovské množství dat. Sítě jsou tréno-
vány paralelně, za pomocí iterativní redukce a jsou kompatibilní s Javou, Scalou a
Clojure.[25]
Modely, typy neuronových sítí
Jak už bylo zmíněno, Deeplearning4j může sloužit nejen pro obrazová data, avšak
také pro data ostatní. To vše díky tomu, že má implementaci pro více typu neuro-
nových sítí. Jsou jimi:
• Omezené boltzmannovy stroje,
• konvoluční sítě,




• rekurzivní neuronové tensorové sítě,
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• složené odšumovací autoenkodéry,
• a další.[25]
Jak lze vidět, prostředí Deeplearning4j, nám poskytuje velké množství neurono-
vých sítí; jde tedy o všestranné prostředí a záleží pouze na jeho uživateli, k jakým
účelům jej využije. Uživatel není omezen pouze jedním typem neuronové sítě, nýbrž
jich může kombinovat více v jednom modelu. Trénování těchto modelů je možné
distribuovat přes více strojů nebo výpočetních jader pomocí frameworku Spark a
Hadoop: nad CPU či GPU.[25]
Využívané knihovny
Na obrázku 4.2 můžeme vidět, které knihovny jsou prostředím Deeplearning4j pou-
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Obr. 4.2: Přehled knihoven DL4J.
Pro shrnutí: prostředí Deeplearning4j je velice silným nástrojem pro hluboké
učení a je pouze na uživateli jak si v něm navrhne model a na jaká data jej použije.
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5 KONKRÉTNÍ VYUŽITÍ PROSTŘEDÍ PRO
HLUBOKÉ UČENÍ
V této kapitole bude popsáno praktické využití prostředí pro hluboké učení. Kon-
krétně bude vylíčeno využití prostředí DL4J a BVLC/Caffe ke klasifikaci obrazů
do tříd. Nejprve budou zmíněny kroky nutné pro běh námi využívaných prostředí,
posléze bude popsán námi využívaný model hluboké konvoluční neuronové sítě a
jeho využití u obou prostředí. Závěrem budou stručně zmíněny dosažené výsledky a
výběr jednoho z prostředí pro následnou integraci s algoritmy pro detekci objektů
do grafického rozhraní.
5.1 Nasazování prostředí pro hluboké učení
V této podkapitole budou uvedeny kroky nutné k běhu námi využívaných prostředí
pro hluboké učení DL4J a BVLC/Caffe. K běhu daných prostředí bylo využíváno
PC s CPU AMD FX-6300 3,5 GHz, 24GB RAM a GPU NVIDIA GEFORCE GTX 690.
Za využití operačního systému Antergos Linux 2015.12 vycházejícího z distribuce
Arch Linux.
Kroky pro nasazení BVLC/Caffe





Dále pak sadu knihoven Boost (verze 1.55 až 1.58) (což je sada používaných knihoven
C++) a některé z knihoven BLAS: ATLAS, MKL, nebo OpenBLAS – zde jde o knihovny
pro podporu základních algebraickýh subprogramů (mezi tyto operace patří na-
příklad základní práce s maticemi a vektory). Pro umožnění výpočtů na GPU je
samozřejmě zapotřebí i software NVIDIA CUDA. Kromě toho je třeba si zvolit jednu
z knihoven lmdb, leveldb pro IO operace.
Pro další zrychlení lze použít knihovny OpenCV a knihovnu cuDNN (knihovna pro
akceleraci výpočtů na GPU), zmíněné knihovny již ale nejsou nutností pro samotný
běh daného prostředí.
V našem případě bylo využito knihovny OpenBLAS pro podporu BLAS. Výpočty
byly kvůli rychlosti prováděny na GPU, takže byl nutný software NVIDIA CUDA.
Dále bylo využito knihoven pro další zrychlení: OpenCV, cuDNN. A knihovny pro IO
operace lmdb.
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Kroky pro nasazení DL4J
Nasazení prostředí Deeplearning4j bylo značně jednodušší než BVLC/Caffe. Predis-
pozicemi je Java 7 (či novější), Maven a jakékoliv vývojové prostředí pro jazyk Java;
veškeré potřebné knihovny jsou potom získány automaticky pomocí Mavenu, načež
je prostředí připraveno k běhu. Pokud chceme, aby výpočty probíhaly na GPU na-
místo CPU, musíme mít nainstalován software NVIDIA CUDA a je zapotřebí přidat
závislost na knihovně Jcublas, která ji využívá.
5.1.1 Databáze obrázků využívaná pro trénování konkrét-
ních modelů
Pro trénování modelů pomocí daných prostředí bylo využito trénovací sady cca 1,2
milionu obrázků o velikosti 138GB a validační sady o velikosti 6,3GB (velikost dat je
uváděna pro představu velikosti zpracovávaných dat). Jednalo se o obrázky z webu
ImageNet, specificky z sady obrázků ILSVRC2012 [27] o tisíci třídách. Seznam všech
těchto tříd je dostupný na adrese: http://image-net.org/challenges/LSVRC/
2012/browse-synsets.
ImageNet je databází obrázků organizovaných do tříd odpovídajících databázi
WordNet1. Databáze ImageNet prozatím obsahuje pouze třídy odpovídající pod-
statným jménům. Je využívána pro vývoj a výzkum softwaru na detekci objektů
a klasifikaci obrazů do tříd; k tomuto účelu je volně dostupná, a proto je také
často využívána. Pro více informací je možno navštívit webové stránky ImageNet:
http://www.image-net.org/. Ke dni 5.12.2015 obsahuje daná databáze 14 197 122
obrázků o 21 841 indexech[28].
ILSVRC2012, neboli ImageNet Large Scale Visual Recognition Challenge 2012
(V českém překladu: výzva ImageNetu pro rozpoznání obrazů ve velkém měřítku
2012): ImageNet ILSVRC, slouží jako měřítko pro vyhodnocování klasifikace obrazů
do tříd a to již od roku 2010. Jde vždy o určité úkoly navázané na sady obrazů
z webu ImageNet. Pro naši potřebu byla vybrána sada obrazů z roku 2012; z důvodu
volně dostupných modelů pro trénování této sady, které stačilo pouze upravit. Pro
představu, jak obrázky z této sady vypadají, můžeme na obrázku 5.1 vidět několik
obrázků z jedné třídy (vlevo) a obrázky z více tříd (vpravo).
1WordNet® představuje velkou lexikální databází angličtiny
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Obr. 5.1: Ukázka obrazů z ILSVRC2012 patřících do jedné třídy (vlevo) a do něko-
lika tříd (vpravo).[28]
5.2 Hluboká konvoluční neuronová síť využitá pro
trénování
Hluboká konvoluční síť, využívaná v rámci této práce, sestává z pěti konvolučních
vrstev (část z nich je dále následována vrstvami sdružovacími) a z dvou vrstev plně
propojených. Tato síť obsahuje okolo 60-ti milionů příznaků a 500-ti tisíc neuronů.
Pro názornost se podívejme na přílohu A.1, kde vidíme diagram daného modelu sítě.
Tento model vychází z publikace[21].
5.2.1 Využití dané sítě pro prostředí BVLC/Caffe
Postup pro natrénování jakéhokoliv modelu daného prostředí je následující:
• Vytvoření databáze obrázků (a dalších potřebných souborů),
• definice sítě pomocí textového souboru,
• konfigurace dané sítě pomocí dalšího textového souboru,
• trénování.
V našem případě byl použit předpřipravený model AlexNet; museli jsme však
upravit konfiguraci dané sítě dle GPU, jež jsme měli k dispozici. Tyto úpravy ne-
byly zcela exaktní: dodržovali jsme určitá doporučení, která bylo třeba provést při
zmenšení velikosti trénovacích a validačních dat, avšak v konečném důsledku jsme
se od nich museli odklonit z důvodu správného natrénování modelu.
5.2.2 Využití dané sítě pro prostředí DL4J
Pro definici a trénování modelu v tomto prostředí se volí následující postup:
• Implementace načítání dat pomocí knihovny Canova.
• Definice sítě a její konfigurace v jazyce Java.
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• Trénování.
Pro trénování za pomocí DL4J muselo být nejprve naimplementováno samotné
načítání obrázku za pomocí knihovny Canova, poté byla přidána definice hluboké
konvoluční neuronové sítě AlexNet. Trénování se ale prozatím nepodařilo spustit
proti GPU, podařilo se jej však spustit pomocí frameworku Spark (na několika PC).
5.3 Dosažené výsledky
Zde budou stručně shrnuty dosažené výsledky za využití výše popsaného modelu.
BVLC/Caffe
Pomocí prostředí BVLC/Caffe se nám podařilo natrénovat model AlexNet na da-
tech z databáze ImageNet na 1,2 milionů obrázků z sady obrázků ILVSRVC2012,
při velikosti trénovací sad 64 a velikosti sad validačních 12, za použití GPU NVIDIA
GEFORCE GTX 690. Bylo dosaženo přesnosti klasifikace obrazů do 1000 tříd 51,7563%,
při době trénování modelu 11 dní, 14 hodin a 31 minut. S tímto modelem bylo dosa-
ženo i lepších výsledků, to by však vyžadovalo delší ladění hodnot daného modelu,
jako je velikost učícího faktoru, kroku pro jeho zmenšování atd. Lepších výsledků
by také mohlo být dosaženo při využití grafické karty s větší pamětí RAM, a tím
dosažení větších sad obrázků a kratší doby trénování.
Obr. 5.2: Část grafu trénování modelu pro klasifikaci 1000 tříd.
Pro potřeby integrace klasifikace obrazů pomocí prostředí BVLC/Caffe a detekce
objektů v obraze byl výše popsaný model upraven pro prvních 20 tříd databáze
obrázků, na něž byl natrénován předchozí model. Jelikož v tomto případě bylo méně
tříd a zároveň méně obrázků pro trénování, celý proces trval pouze 3 hodiny a 29
minut s přesností klasifikace 75,5%.
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Průběhu trénování daných modelů je znázorněn v grafech na obrázcích 5.2 a 5.3.
Grafy vlevo představují závislost výsledku ztrátové funkce na počtu iterací při tré-
nování, grafy vpravo ukazují závislost přesnosti klasifikace obrazů do tříd na počtu
iterací při testování. Hodnoty ztrátové funkce byly zaznamenávány každou stou ite-
raci a hodnoty přesnosti každou tisícou. Počet iterací při trénování modelu pro 1000
tříd byl 1 800 000, avšak data o jeho průběhu byla ukládány pouze pro 632 000
iterací, z tohoto důvodu není graf průběhu trénování kompletní. U grafu pro 20 tříd
byla zaznamenána všechna data a vidíme z nich že iterací mohlo být i méně, neboť
již od cca 10 000 iterací nerostla jeho přesnost.
Obr. 5.3: Grafu trénování modelu pro klasifikaci 20 tříd.
DL4J
V prostředí DL4J byl vytvořen obdobný model konvoluční neuronové sítě, přičemž
do něj byla načítána stejná data jako u předchozího prostředí, a to za pomocí
knihovny Canova. Nepodařilo se nám jej však spustit na GPU, pouze na CPU po-
mocí frameworku Spark: zde bylo 1,2 milionu obrázků zpracovávaných na 5-ti PC
s 4GHz CPU a 32GB RAM. Při 90 iteracích a velikosti trénovací sady 64 obrázků s roz-
měry obrázků 256 × 256, trvalo trénování modelu až 3,5 roku, zatímco při plném
zatížení na jedné GPU by byla doba trénování cca 2 týdny. V našem případě se
ovšem prozatím nepodařilo spustit trénování tohoto modelu na GPU, neboť na to
prostředí DL4J ještě není plně připraveno. Z tohoto důvodu bylo pro následnou in-
tegraci algoritmů pro detekci objektů a klasifikace objektů do tříd vybráno prostředí
BVLC/Caffe.
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6 NAVRŽENÉ ROZHRANÍ PRO DETEKCI A
KLASIFIKACI OBJEKTŮ Z OBRAZU
V následující kapitole jsou popsány implementace detekce objektů v obraze, jež byly
použity v rámci této práce. Jde o implementace detekce objektů použitelné v jazyce
Python kvůli možnosti integrace s webovým rozhraním, které je napsáno v témže
jazyce. Dále jsou popsány důvody, které vedly ke zvolení právě dvou implementací.
Vylíčena je rovněž integrace těchto implementací s klasifikací objektů do tříd po-
mocí webového rozhraní napsaného v jazyce Python, Přičemž pro samotnou klasifi-
kaci obrazů do tříd jsou využívány modely prostředí pro hluboké učení BVLC/caffe,
které již byly popsány v předchozí kapitole. Dále je zde zachycena architekrutek-
tura, vzhled a testování daného rozhraní. V závěru pak nalezneme stručné shrnutí
výsledků.
6.1 Algoritmy pro automatický výběr objektů
z obrazu
Jak již bylo zmíněno výše, požadavkem kladeným na tyto implementace byla mož-
nost jejich použití prostřednictvím jazyka Python. Hlavním důvodem pro tento po-
žadavek byla volba příkladu jednoduchého web serveru pro evaluaci klasifikačních
modelů BVLC/Caffe napsaného v jazyce Python, který byl využit jako odrazový
můstek pro integraci detekce objektů a klasifikace obrazů do tříd. Tento příklad byl
již součástí BVLC/Caffe pod názvem web_demo. Pro detekci obrazů byly zvoleny




U dvou z nich jde o alogritmus pro dektekci objektů, u jedné pak o rozšíření prostředí
BVLC/Caffe poskytující přímo detekci objektů spojenou s jejich klasifikací do tříd.
AlpacaDB/selectivesearch
První z vybraných implementací detekce objektů v obraze byl algoritmus Alpa-
caDB/selectivesearch. Ústředním problémem této implementace je, že se nejedná
o implementaci v jiném jazyce rozšířenou o rozhraní do jazyka Python, nýbrž je
v tomto jazyce přímo napsána celá. Důsledkem toho nedosahuje daný algoritmus
dostatečné rychlosti a detekce možných objektů v obraze při jeho použití zabere
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řádově desítky sekund, někdy i více; proto bylo v počáteční fázi od zmíněného al-
goritmu upuštěno. Nicméně pro svou přesnost detekce objektů byl nakonec i přes
uvedené nedostatky použit.
rbgirshick/py-faster-rcnn
Dalším testovaným přístupe k detekci objektů byla implementace využívající přímo
prostředí BVLC/Caffe, a to rbgirshick/py-faster-rcnn. Zde se jednalo o původní pro-
středí Caffe s využitím rozhraní pro Python a rozšíření běžných konvolučních sítí
o zpětné konvoluční sítě pro detekci objektů v obraze včetně jejich následné klasi-
fikace přímo danou konvoluční sítí. Trénování těchto modelů se lišilo v tom, že se
nejednalo pouze o obrázky a třídy, neboť trénovací sada byla doplněna i o anotace.
Tyto anotace obsahovaly umístění spojené s názvy tříd v obraze. V rámci naší práce
byla vyvinuta snaha o natrénování tohoto modelu na sadě dopravních značek v pro-
storu. Tento postup se však ukázal jako neschůdný, a to hned z několika důvodů.
Prvním z nich byla zejména nedostačující databáze obrazů pro testování; dalším pak
grafická karta NVIDIA GEFORCE GTX 690 – některé z těchto modelů totiž vyžadovaly
grafické karty s 5GB RAM (ty složitější až 11GB RAM). Námi využívaná GPU měla
pouze 4GB RAM což mělo za následek nemožnost jejich natrénování. Následujícím
problémem pak bylo též generování matice pro detekci objektů, kde byl překážkou
velikostní limit této matice (4GB), přičemž v rámci této práce nebylo dosaženo vy-
tvoření těchto matic po částech a jejich spojení. Dané řešení by sice zajistilo detekci
objektů ve zlomcích sekund, po neúspěšné aplikaci jsme od něho nicméně upustili.
belltailjp/selective_search_py
Poslední zvolenou implementací detekce objektů byl belltailjp/selective_search_py.
Jedná se o implementaci v jazyce C++ s rozhraním pro Python. Tento algoritmus
se ukázal být rychlejším nežli předchozí, avšak zároveň méně účinným. Z tohoto
důvodu byly k použití v našem rozhraní pro detekci objektů v obraze vybrány oba
tyto algoritmy a uživateli je tím dána možnost výběru.
6.2 Vytvořené rozhraní pro detekci objektů
Jako rozhraní pro detekci objektů byla vytvořena aplikace v jazyce Python běžící
jako Flask1 web server. Jak již bylo uvedeno, jedná se o aplikaci vycházející z pří-
kladu, jež byl součástí BVLC/Caffe. Zmíněná aplikace byla konfigurovatelná jen
přímo v kódu a poskytovala pouze možnost evaluace běžnými modely BVLC/Caffe
1Implementace webového serveru v jazyce Python.
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bez detekce objektů. Do aplikace byla pomocí webového rozhraní přidána možnost
specifikovat nastavení pro BVLC/Caffe a pro nastavení detekce objektů, jejich pří-
padného filtrování a výběr výpočetní logiky.
Detekce objektů bylo využito způsobem, při němž jsme dané objekty (které jím
byly nalezeny) vyfiltrovali dle velikosti a proporcí. V následujícím kroku pak byly
klasifikovány pomocí námi natrénovaných modelu BVLC/Caffe a jejich výsledky
byly znovu vyfiltrovány tak, aby se v obrazech nevyskytovaly objekty stejných tříd,
které by se překrývaly o určitou předem definovanou oblast. Implementace detekce
objektů a veškerého nastavení je pak zvolena před samotným zpřístupněním detekce
objektů — během výběru obrazů pro detekci a klasifikaci již není možné ji změnit.
6.2.1 Návrh architektury rozhraní
Prvním důležitým bodem návrhu architektury rozhraní pro detekci a klasifikaci ob-
jektů bylo rozvržení a zpracování adresářové struktury. Níže můžeme vidět, jak celá





















Zde byl zvolen kořenový adresář obsahující návod na použití readme.md, pří-
pravný skript prepare.sh a licenční podmínky LICENSE.txt. Struktura adresářů je
dále členěna na složku caffe, selectivesearch a web-app. První z těchto složek
slouží (jak je již zřejmé z jejího názvu) pro prostředí BVLC/Caffe, další složka je
pak určena pro algoritmy detekce objektů. Obě výše uvedené složky nejsou přímou
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součástí rozhraní – jejich obsah je do nich stahován ze serveru GitHub pomocí pří-
pravného skriptu. Poslední složka pak obsahuje samotnou aplikaci spolu se složkou
templates pro HTML šablony a složkou images s obrázkem, který se zobrazuje po
klasifikaci, kdy není vybrán žádný obrázek pro zvětšení.
Samotné rozhraní potom integruje algoritmy detekce objektů s klasifikačními
modely BVLC/Caffe, přidává nad ně vlastní logiku a poskytuje webové rozhraní
pro uživatele prostřednictvím web serveru.Jedná se o aplikaci vytvořenou zejména
v jazyce Python, běžící jako Flask web server, která se skládá z těchto komponent:






rozložení těchto komponent můžeme vidět na obrázku 6.1.
Aplikace importuje rozhraní prostředí BVLC/Caffe (Pycaffe) a oba algoritmy
detekce objektů jako moduly jazka Python, přičemž je využívá. Rozhraní je pak
dostupné na adrese 127.0.0.1:5000 na které ze základu běží. Uživatel je díky tomu
schopen pomocí pomocí prohlížeče s aplikací interagovat.
Obr. 6.1: Návrh architektury rozhraní.
6.2.2 Návrh vzhledu rozhraní
Zmíněná aplikace je rozdělena na dvě stránky, z nichž jedna zahrnuje nastavení, a
druhá výběr obrázku a dynamické zobrazení výsledků. Obě stránky se pak vyznačují
shodným záhlavím a zápatím. Záhlaví obsahuje nadpis, který je zároveň názvem naší
aplikace a to: Caffe evaluation with selective search. Nadpis je klikatelný a
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slouží pro návrat na původní stránku. Krom nadpisu je jeho součástí také stručná
zmínka o využitém prostředí pro hluboké učení a algoritmech. Tento popis obsahuje
odkazy na webové stránky BVLC/Caffe a obou algoritmů pro detekci objektů.
První ze stránek (viz příloha A.2.1) je kromě hlavičky a zápatí rozdělena na
tři části: nastavení prostředí BVLC/Caffe, nastavení detekce objektů a potvrzovací
tlačítko. Zmíněným tlačítkem se veškerá konfigurace uloží do proměnných, načte
se klasifikační síť a vyrenderuje se druhá stránka. V první sekci nastavení, nazvané
Caffe settings, tato stránka umožňuje uživateli nastavit nastavit několik parame-
trů: První z nich je definice modelu Model představující textovou definici klasifikač-
ního modelu prostředí BVLC/Caffe, druhým parametrem je předtrénovaný model
Pretrained model. Třetím je konfiguračním soubor průměrů vypočtených z tré-
novací sady obrázků Mean file, čtvrtým zpřístupněným parametrem nastavením
v této sekci je soubor specifikující názvy daných tříd Labels. Posledním z kon-
figuračních souborů je pak soubor specifikující hierarchii tříd pro lepší klasifikaci
Class hierarchy a s tím související možnost výběru jestli bude soubor s hierarchi-
emi použit (tato možnost je tu z důvodu že ne u každé sítě musíme mít k dispozici
hierarchii jejich tříd, ale Caffe rozhraní pro Python tento soubor potřebuje pro běh).
Další z možností v této sekci je výběr výpočetní logiky Computation backend a to
buď CPU, nebo GPU. V předposlední části nazvané Seletive search settings si
uživatel může nastavit minimální přesnost klasifikace treshold, kdy je objekt ještě
zobrazen ve výsledcích. Dále lze též nastavit minimální a maximální velikost vyhle-
dávaných objektů v pixelech a maximální velikost o níž se nalezené objekty z jedné
třídy mohou překrývat. Nakonec je uživateli umožněn výběr implementace detekce
objektů: belltailjp/selective_search_py, AlpacaDB/selectivesearch. Či kla-
sifikace obrazu bez detekce objektů: No selective search pro běžnou klasifikaci
celého obrázku.
Druhá stránka (viz. příloha A.2.2 před klasifikací a příloha A.2.3 po klasifikaci),
slouží pouze k nahrání obrázku pro klasifikaci, potvrzení tlačítkem a následnému dy-
namickému zobrazení výsledků na téže stránce. živatel nejprve specifikuje obrázek-
pro zpracování, a to buďto vložením URL, anebo kliknutím na tlačítko Browse. . . ,
kterým specifikuje soubor obrázek ze svého disku. Následně se spustí klasifikace
kliknutím na tlačítko Classifi URL anebo Classify uploaded image. Uživateli
je poskytnuta možnost výběru mezi jednotlivými nalezenými třídami a původním
obrázkem pomocí přejíždění myši přes miniatury, přičemž každá miniatura je vždy
zvětšena. Obrázek s nalezenou třídou vždy obsahuje její název a ohraničení naleze-
ných objektů s přesností klasifikace (krom posledního, kde je vždy zobrazen původní
obrázek).
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Tato aplikace byla zveřejněna na serveru GitHub2 pod licencí Apache 2.0, aby
bylo možno pokračovat v jejím vývoji nebo mohla sloužit pro inspiraci. Rozhraní
aplikace je v anglickém jazyce, stejně tak jako zběžný návod, přípravný skript a
veškeré komentáře v kódu. Anglický jazyk byl zvolen hned z několika důvodů, a to
z důvodu zveřejnění na serveru GitHub; dále také proto, že veškerá problematika
ohledně většiny programovacích jazyků na internetu je řešena v anglickém jazyce,
stejně jako dokumentace a návody pro BVLC/Caffe.
6.2.3 Posloupnost kroků detekce a klasifikace objektů
Na obrázku 6.2 můžeme pozorovat posloupnost kroků detekce a klasifikace objektů.
Tyto kroky zde budou znázorněny na obrázcích s vykreslenými kandidáty pro vý-
slednou detekci a klasifikaci.
Obr. 6.2: Posloupnost kroků pro detekci a klasifikaci obrázku.
Prvním z uvedených kroků je přivedení obrázku na vstup, čehož je docíleno
pomocí webového rozhraní a kliknutím na potvrzovací tlačítko. Ostatní kroky se pak
již odehrávají uvnitř dané aplikace, přičemž prvním z nich je detekce objektů, kde její
výstup můžeme vidět na obrázku 6.3. Obrázek vlevo znázorňuje objekty detekované
pomocí algoritmu AlpacaDB/selectivesearch, obrázek vpravo pak objekty detekované
pomocí algoritmu belltailjp/selective_search_py (tak tomu bude i u následujících
obrázků refsel až 6.7).
2Na adrese [https://github.com/zhrebicek/caffe-evaluation-with-selective-search].
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Obr. 6.3: Ukázka detekce objektů.[30]
Po vyfiltrování těchto výstupů dle velikosti nalezených oblastí a ostatních predis-
pozic jsou dané výstupy použity na ořezání původního obrázku a jeden po druhém
jsou pomocí klasifikačního modelu prostředí BVLC/Caffe (konkrétně užitím jeho
rozhraní Pycaffe) klasifikovány do tříd. Výstup klasifikace je uložen a dále filtrován
podle přesnosti klasifikace. Zbývající kandidáty po zde popsaném kroku můžeme
vidět na obrázku 6.4.
Obr. 6.4: Ukázka detekce objektů s filtrací dle velikosti a propozicí objektu.[30]
Dalším z kroků je samotná klasifikace jednotlivých kandidátů za pomoci modelu
prostředí BVLC/Caffe. Výsledky klasifikace jsou potom filtrovány pomocí přesnosti
klasifikace, kde klasifikace pod určitou námi stanovenou hodnotu jsou zahozeny.
Výsledek tohoto kroku můžeme pozorovat na obrázku 6.5 – zde vidíme, že všichni
zbývající kandidáti již obsahují hledaný objekt nebo jeho část.
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Obr. 6.5: Ukázka detekce objektů s filtrací dle přesnosti klasifikace.[30]
Zbývá již poslední krok, jímž je vyfiltrování kandidátů jednotlivých tříd dle míry
jejich překrytí. Zde je tolerováno překrytí o předem definovaný počet pixelů, konfi-
gurovaný spolu s nastavením klasifikačního modelu a ostatních nastavení. Výsledky
jsou poté vykresleny do obrázků, které jsou již předávány na výstup. Samotný vý-
stup potom obsahuje jeden obrázek pro každou validně detekovanou třídu obsahující
1 až n objektů, spolu s původním obrázkem. V levém horním rohu je uveden název
třídy a u každého nalezeného objektu je zaznamenána přesnost, se kterou byl daný
objekt klasifikován (viz obrázek 6.6).
Obr. 6.6: Ukázka detekce a klasifikace objektů č.1.[30]
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6.2.4 Příprava prostředí pro běh rozhraní
Pro přípravu prostředí byl vytvořen jednoduchý návod readme.md a bash3 skript
prepare.sh. Tento přípravný skript slouží pro stažení potřebných implementací Ca-
ffe, objektové detekce, ukázkového klasifikačního modelu a hlavně vytvoření správné
adresářové struktury. Uživatel však musí sám ručně zkompilovat Python rozhraní
pro Caffe, jelikož se tento proces liší v závislosti na různých typech a verzích ope-
račního systému Linux, a nelze tedy vytvořit univerzální skript. Samotná aplikace
byla vyvíjena pod operačním systémem Antergos Linux 2015.12 založeném na
distribuci Arch Linux.
Přípravný skript lze spustit pomocí příkazu: ./prepare.sh --get-all.
Poskytuje rovněž možnost přípravy prostředí bez stažení prostředí BVLC/Caffe
a ukázkového klasifikačního modelu (pokud jej uživatel již má) pomocí možnosti:
[--get-selectivesearches]. Možnost zobrazení nápovědy pak je: [-h, --help].
Samotná aplikace,ke svému běhu potřebuje nainstalovaný Python2, stažené im-
plementace detekce objektů, zkompilované BVLC/Caffe, a tím pádem i grafickou
kartu podporující architekturu CUDA s pamětí GPU minimálně 2GB RAM. Dále jsou
zapotřebí některé moduly pro Python2. Tyto moduly jsou specifikovány v souboru
./web-app/dependencies.txt a mohou být nainstalovány pomocí tohoto příkazu:
pip2 install -r ./web-app/dependencies.txt.
Příkazem python2 examples/web_demo/app.py lze aplikaci spustit – tato apli-
kace pak běží jako web server, který ze základu poslouchá na adrese 127.0.0.1:5000.
Uživatel může přepínačem [-p <port>] specifikovat jiný port, na němž má aplikace
poslouchat, přepínačem [-d] zapnout debugovací režim a přepínačem [-h] je možné
zobrazit nápovědu.
6.2.5 Testování
Testování detekce objektů a jejich klasifikace nemohlo být prováděno automaticky,
a to z důvodu že bychom se v takovém případě neobešli bez implementace detekce
objektů a jejich klasifikace vykazující absolutní míru spolehlivosti. Právě z toho dů-
vodu muselo být testování prováděno člověkem. Pro účely testování bylo vybráno
několik desítek obrázků obsahující jeden a více objektů jedné z tříd klasifikačního
modelu. Pro dané obrázky byla využita detekce objektů obou implementací a ně-
kolika nastavení filtrace. Výsledkem uvedeného testování bylo zjištění že implemen-
tace AlpacaDB/selectivesearch, jejíž výstup můžeme vidět vlevo na obrázku 6.6 je
cca 1,5–8x pomalejší (v tomto případě trval celý proces 18,88s), nežli implemen-
tace belltailjp/selective_search_py (v tomto případě trval celý proces 8,05s), jejíž
3Bash, neboli Bourne again shell, je jedním z unixových shellů interpretujících příkazový řádek.
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výstup je vidět na témže obrázku vpravo. Jak je zřejmé z obrázku 6.7, první ze
zmíněných algoritmů pro detekci objektů zde dosahuje lepšího ohraničení objektu;
přesnosti klasifikace zde dosahují oba přístupy stejné. U většiny testovaných obrázků
však vykazoval lepšího ohraničení objektu a tím pádem i vyšší přesnosti klasifikace
algoritmus AlpacaDB/selectivesearch.
Obr. 6.7: Ukázka detekce a klasifikace objektů č.2.[28]
Testování bylo dále prováděno na obrázcích s větším počtem objektů jedné třídy;
vzhledem k autorským právům zde však většina těchto obrázků nemohla být zve-
řejněna. Při testování byla měněna také minimální a maximální velikosti nalezených
objektů, vliv hranice přesnosti pro jejich nalezení a hlavně vliv maximální velikosti
překrývání objektů u obrázků s více objekty stejných tříd, které se nacházeli ve vzá-
jemné blízkosti. Díky těmto testům byly odhadem zvoleny zmíněné hodnoty tak, aby
detekce dosahovala průměrné kvality a uživatel rozhraní ji měnil pouze u speciálních
případů.
6.3 Výsledky
Výsledkem je tedy rozhraní pro detekci objektů a jejich klasifikaci, které může sloužit
k jednoduchému ověření funkčnosti modelů BVLC/Caffe a samozřejmě také k de-
tekci jednotlivých objektů. Uživatel má na výběr ze dvou algoritmů pro detekci
objektů, může si zvolit klasifikační model a některá zpřístupněná data pro filtraci
výsledku. Součástí implementace rozhraní pro detekci a klasifikaci objektů bylo také
porovnání dvou algoritmů detekce objektů, kde by stávající rozhraní mělo být jed-
noduše rozšířitelné o její další implementace. Rychlost a přesnost daného řešení
sice není na takové úrovni, jak bylo původně zamýšleno, avšak to by bylo v bu-
doucnu řešit rychlejší implementací detekce objektů, jako je například výše zmíněný
rbgirshick/py-faster-rcnn, nebo využitím lepších klasifikačních modelů.
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Některé z výsledných testovaných obrázků můžeme vidět v příloze A.3, u kaž-
dého z obrázků je potom krátký komentář. Testování bylo prováděno tak, že pro
každý obrázek byly využity oba algoritmy detekce objektů a postupně byly měněny
některé parametry pro filtraci detekovaných kandidátů. Prvním z nich byla přesnost
klasifikace objektů, kde byla zvolena hodnota 0,8 neboť pro menší hodnoty byly
v obrázku nalezeny malé objekty které byly špatně klasifikovány do tříd. Druhým
z parametrů byla minimální velikost hledaných objektů (zvolena 2 000 pixelů), zde
také docházelo k detekování a klasifikace malých objektů jež neměli spadat do žádné
z tříd, přesto byly klasifikovány. Dalším z parametrů, byla maximální velikost dete-
kovaných objektů (zvolena 100 000 pixelů), zde se mohlo stát, že při malé velikosti
nebyl objekt nalezen vůbec a při příliš velké byl označen celý obrázek, nebo jeho
většina. Posledním parametrem, který bohužel nelze v příloze vidět kvůli autorským
právům na obrázky s dostatečným počtem objektů stejné třídy, bylo nastavení ma-
ximálního překrývání nalezených objektů (zvolena 250 pixelů), zde byla jeho velikost
měněna, aby byly nalezeny objekty nacházející se blízko u sebe, avšak jeden objekt
nebyl detekován vícekrát. Pří testování bylo také zjištěno, že velikost obrázků pro
detekci by neměla o moc přesáhnout rozměry 1024 × 1024 pixelů, pokud jsou tyto
rozměry překročeny má to negativní vliv na rychlost.
Veškeré testování probíhalo za použití klasifikačního modelu natrénovaného na
prvních 20 tříd z databáze ILSVRC2012, zmíněného již v kapitole 5. V těchto 20
třídách šlo o 12 druhů ptáků, 7 vodních živočichů a jednu rasu psa, z čehož je jasné
že byly vybrány náhodně (ze začátku seznamu 1 000 tříd databáze ILSVRC2012).
Testování bylo prováděno zejména na obrázcích ptáků a zlatých rybičkek jelikož
tyto obrázky byli nejdostupnější. Za použití algoritmu detekce objektů v obraze
AlpacaDB/selectivesearch, byly cca v 85% případů nalezeny všechny objekty na
které byl natrénován zmíněný klasifikační model. Přesnost klasifikace se pohybo-
vala okolo 0, 95 (odpovídající 95%), pouze s občasným problémem detekce něko-
lika částí objektu jako samostatných objektů. Při použití algoritmu detekce objektů
v obraze belltailjp/selective_search_py, byly cca v 75% případech nalezeny všechny
objekty na které byl natrénován zmíněný klasifikační model. Přesnost klasifikace se
pohybovala také okolo 0, 95, avšak pomocí tohoto algoritmu byly občas nalezeny
malé objekty, jež byli klasifikovány nesprávně. Pro zajištění lepších výsledků by na-
pomohlo použít modelu BVLC/Caffe jehož trénovací data by odpovídala tomu, že




V této kapitole budou diskutovány výsledky dosažené v rámci této práce.
V rámci této práce, byla nejprve prostudována a sepsána teoretická část, v níž
jsou popsány základy neuronových sítí, od samotných neuronů po hluboké konvo-
luční neuronové sítě. Teoretické částí práce byli věnovány kapitoly 1, 2 a 3. Dále byla
prostudována dostupná prostředí pro klasifikaci obrazů s pomocí hlubokého učení a
následně z nich byla vybrána prostředí BVLC/Caffe a DL4J – touto problematikou
se práce zabývala především v kapitole 4. Poté bylo provedeno nasazení modelu hlu-
boké konvoluční neuronové sítě AlexNet na dvou vybraných prostředí pro hluboké
učení. Natrénování klasifikačního modelu však bylo dosaženo pouze u BVLC/Caffe.
Jednalo se o model AlexNet, který obsahoval cca 500 tisíc neuronů a 60 milionů pa-
rametrů. Model v prostředí DL4J byl pouze navržen a implementován, nebyl však
úspěšně natrénován a to z důvodu problémů s během trénování modelu na GPU
a příliš dlouhého trénování na CPU. V nynější době již existuje projekt, který se
zabývá natrénováním totožného modelu použitého v této práci, za pomocí prostředí
DL4J na GPU. V rámci této práce však nebyl použitelný, a proto bylo pro integraci
s algoritmy pro detekci objektů v obraze zvoleno prostředí BVLC/Caffe.
Prvním z výsledků této práce je natrénování modelu pro klasifikaci obrazů do
1 000 tříd s přesností 51,7563% a to na sadě 1,2 milionu obrazů ILSVRC2012 z webu
ImageNet za pomocí GPU NVIDIA GEFORCE GTX 690, s dobou učení přes 11 dní.
Dalším výsledkem je natrénování obdobného modelu pro 20 tříd na shodných da-
tech s přesností 75,50% za dobu pod 4 hodiny. Tento druhý model byl vhodnější pro
integraci prostředí BVLC/Caffe a algoritmů pro detekci objektů. Trénování těchto
modelů je věnována zejména kapitola 5. Ukládané logy z trénování výše zmíněných
modelů byly vykresleny do grafů (viz obrázky 5.2 a 5.3). S tímto modelem bylo pro
klasifikaci do 1 000 tříd dosaženo i lepších výsledků, to by ovšem vyžadovalo delší
ladění hodnot daného modelu, jako je velikost učícího faktoru, kroku pro jeho zmen-
šování a dalších. Získání lepších výsledků by také napomohlo využití grafické karty,
která by byla rychlejší a měla větší paměť RAM. Tím mohlo být dosaženo využití
větších sad obrázků pro jednotlivé iterace, všeobecně kratší doby trénování a tím
pádem větší variability v upravování námi využívaného modelu a jeho parametrů.
Tato práce se dále zabývala především detekcí objektů v obraze a jejich násled-
nou klasifikací do tříd. Samotná klasifikace zde pak byla zajištěna výše popsanými
klasifikačními modely prostředí pro hlubokého učení BVLC/Caffe, které byly dále
využity při tvorbě grafického rozhraní pro detekci objektů v obraze a jejich následnou
klasifikaci do tříd. Zmíněné rozhraní je hlavním přínosem a tedy i výsledkem této
práce. Rozhraní je implementováno jako aplikace na bázi webového serveru napsa-
ného v jazyce Python. Pomocí dané aplikace jsou integrovány algoritmy pro detekci
57
objektů v obraze s jejich klasifikací za pomoci modelů prostředí BVLC/Caffe. Pro
detekci objektů v obraze byly vybrány dva algoritmy AlpacaDB/selectivesearch a
belltailjp/selective_search_py ze serveru GitHub; uvedené algoritmy byly úspěšně
otestovány na obrazových datech a mohly být dále integrovány s klasifikací obrazů
za pomoci prostředí BVLC/Caffe. Tomuto rozhraní, jeho architektuře, vzhledu a
testování, současně s použitými algoritmy detekce objektů se věnuje kapitola 6. Při
vývoji zmíněné aplikace, pro integraci detekce a klasifikace objektů v obraze do tříd
byly využity klasifikační modely natrénované v rámci této práce a popsané přede-
vším v kapitole 5. V rámci práce byl také učiněn pokus o natrénování modelu pro
klasifikaci obrazů s jejich detekcí přímo klasifikačním modelem pomocí upraveného
prostředí BVLC/Caffe a to rbgirshick/py-faster-rcnn. Tento model se ale v rámci
práce bohužel nepodařilo natrénovat, a to hned z několika důvodů: prvním byla
nedostatečná sada obrázků pro toto trénování, dalším pak malá paměť RAM nám
dostupné GPU. V poslední řadě sehrála jistou roli i nemožnost generování matice
pro detekci objektů pro více jak řádově 1 000 obrázků (tuto matici, bylo nutno
mít vygenerovanou před samotným trénováním dané sítě). Výsledkem této práce je
rychlost detekce a klasifikace objektů v obraze v řádu desítek sekund a více, přičemž
u zmíněného modelu, který se nepodařilo natrénovat, by teoretická rychlost detekce
a klasifikace objektů dosahovala řádově zlomků sekund. Výsledné rozhraní je dob-
rým prostředkem nejen pro detekci objektů, ale také pro rychlé ověření libovolného
natrénovaného klasifikačního modelu BVLC/Caffe. Toto rozhraní bylo pro možnosti
jeho rozšíření a dašího využití zveřejněno na serveru GitHub pod licencí Apache 2.0.
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ZÁVĚR
Práce se zabývala detekcí objektů v obraze a jejich následnou klasifikací do tříd
za pomocí prostředí pro hluboké učení. Cílem dané práce bylo seznámit se s volně
dostupnými prostředími pro hluboké učení, tvorbou jejich klasifikačních modelů a
s trénováním těchto modelů; dále pak tvorbu algoritmu pro detekci objektů v obraze
a určování jejich kategorie. Záběrem pak mělo být vytvořeno uživatelské rozhraní,
s pomocí kterého půjde jednoduše natrénovat a otestovat model na obrazových da-
tech.
Algoritmus pro detekci objektů v obraze a určování jejich kategorie byl pojat
jako integrace algoritmů pro detekci objektů v obraze s klasifikací pomocí prostředí
pro hluboké učení do jednoduchého webového rozhraní.
Jak bylo již zmíněno výše, součástí zadání této práce mělo být vytvoření uživa-
telského prostředí s pomocí kterého půjde jednoduše natrénovat a otestovat model
na obrazových datech. První část sestávající se z prostředí pomocí kterého půjde
model jednoduše natrénovat byla vynechána, a to hned z několika důvodů: tréno-
vání klasifikačních modelů BVLC/Caffe je jednoduchá záležitost sestávající se ze
spuštění jednoho skriptu. Příprava obrazových, ostatních dat a samotné trénování
je sekvencí úkonů, které zaberou nemalý čas (někdy hodiny až dny) a nedává tedy
velký smysl celý tento proces automatizovat, když je zde možnost přerušení v některé
z mezičástí. Pro tyto jednotlivé úkony již prostředí BVLC/Caffe obsahuje několik
jednoduchých nástrojů. Kromě zmíněné části která byla vynechána bylo zadání zcela
splněno.
Hlavním přínosem této práce je vytvoření webového rozhraní pro detekci ob-
jektů v obraze a jejich klasifikaci do tříd libovolným klasifikačním modelem pro-
středí pro klasifikaci obrazů pomocí hlubokého učení BVLC/Caffe. Pro detekci
objektů v obraze byly vybrány dva algoritmy AlpacaDB/selectivesearch a bell-
tailjp/selective_search_py ze serveru GitHub. Výsledné rozhraní, bylo implemen-
továno jako webová aplikace v jazyce Python. Toto rozhraní slouží nejen k detekci
objektů do tříd a jejich klasifikaci, ale také k jednoduché a rychle verifikaci modelů
BVLC/Caffe na reálných obrazových datech.
Jelikož byla aplikace integrující detekci objektů v obraze a jejich klasifikaci zve-
řejněna pod licencí Apache 2.0 na severu GitHub, je tato aplikace dostupná komuko-
liv pro další vývoj či rychlému ověření natrénování modelů BVLC/Caffe na reálných
datech. Rychlost a přesnost aplikace nedosahuje takové úrovně, jak bylo původně za-
mýšleno (za předpokladu využití implementace detekce objektů rbgirshick/py-faster-
rcnn). Díky zveřejnění výsledného rozhraní na serveru GitHub však může být uve-
dená aplikace v budoucnosti rozšířena, například o zmíněnou implementaci detekce
a klasifikace objektů do tříd.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
CPU Centrální procesorová jednotka – Central
Processing Unit
GPU Grafický procesor – Graphic Processing Unit
BVLC Berkeley Vision and Learning Center
DL4J Deeplearning4j
ILSVRC Výzva ImageNetu pro rozpoznání obrazů ve velkém
měřítku – ImageNet Large Scale Visual
Recognition Challenge
CNN Konvoluční neuronová sít – Convolutional Neural
Networks
DNN Hluboká neuronová sít – Deep Neural Networks
DCNN Hluboká konvoluční neurnová sít – Deep
Convolutional Neural Networks
CDBN Deep belief konvoluční neuronová sít –
Convolutional Deep Belief Networks
HD Hierarchický hluboký model – Hierarchical Deep
Models
HDP Hierarchický Dirichletův proces – Hierarchical
Dirichlet Process
DBM Hluboký Boltzmannův stroj – Deep Boltzmann
Machine
SVM Systém podpůrných vektorů – Support Vector
Machine
WF-SVM Váhovaný systém podpůrných vektorů – Weighted
Support Vector Machine
IJCNN Mezinárodní spojená konference na neuronové sítě
– International Joint Conference on Neural
Networks
64
INNS Mezinárovné společnost zabývající se neuronovými
sítěmi – International Neural Network Society
MSE Střední kvadratická chyba – Mean Squared Error
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A PŘÍLOHY K TEXTU PRÁCE.
A.1 Diagram použitého modelu hluboké konvo-
luční neuronové sítě.
Čísla u vstupu sítě odpovídají rozměrům obrázků. Čísla u Konvoluční vrstvy
(𝑌 ×𝑌 ×𝑍), odpovídají rozměrům daných kernelů (𝑌 ×𝑌 ) a jejich počtu (𝑍).
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A.2 Vzhled rozhraní pro detekci a klasifikaci ob-
razů do tříd
A.2.1 Úvodní stránka s nastavením
68
A.2.2 Stránka s možností výběru obrázku pro klasifikaci
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A.2.3 Stránka s proběhlou detekcí a klasifikací
Obrázek použitý pro detekci byl převzat z [28].
70
A.3 Testování detekce a klasifikace objektů v ob-
raze
Obr. A.1: Testování: správná klasifikace (vlevo), klasifikace do jiné třídy
(vpravo).[31]
Obr. A.2: Testování: správná klasifikace v obou případech.[32]
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Obr. A.3: Testování: správná klasifikace, avšak nalezení pouze některých objektů.[33]
Obr. A.4: Testování: správná klasifikace, avšak nalezení poze některých objektů při
minimální velikost objektu 8000 pixelů.[34]
Obr. A.5: Testování: některé objekty jsou detekovány i tam kde se nenachází.[35]
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Obr. A.6: Testování: minimální velikost 8000 pixelů, která má za následek
„seskupení oblasti nalezených objektů“.[35]
Obr. A.7: Testování: objekt nebyl nalezen kvůli nastavení malé maximální velikosti
objektu (vlevo), po správném nastavení byl objekt nalezen (vpravo).[36]
Obr. A.8: Testování: správná detekce většiny objektů.[37]
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Obr. A.9: Testování: minimální velikost 8000 pixelů, po které se nalezené objekty
téměř nezměnily č.3.[37]
Obr. A.10: Testování: ukázka málých objektů, které byly špatně detekovány algorit-
mem belltailjp/selective_search_py č.1.[37]





CD přiložené k diplomové práci obsahuje text vlastní práce ve složce text. Dále obsa-
huje rozhraní pro detekci objektů, jeho přípravný skript a návod ve složce rozhraní.
Nakonec pak zahrnuje natrénované modely a ostatní soubory nutné pro využití kla-
sifikačních modelů prostředí pro hluboké učení BVLC/Caffe ve složce data.
B.0.1 Požadavky pro spuštění aplikace
Požadavky pro spuštění rozhraní ve formě aplikace v jazyce Python jsou popsány
v kapitole 6, popřípadě v návodu, který je kompletně v anglickém jazyce, tento
návod je umístěn ve složce: /rozhraní/readme.md.
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