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Summary
Fires impact people, property and the environment. The goal of Fire Safety Engineering
(FSE) is to create a ’fire-safe’ world, i.e., assuring the life safety of the occupants of
a building and preventing or limiting property and environmental damages. One of the
important domains is the use of water-based fire suppression systems. Water consumes
high amounts of energy to heat up and evaporate. In case of interaction with fire, this
energy is taken from the flames and/or the smoke resulting in a strong impact on their
dynamics. It is therefore important to understand these impacts in order to develop
efficient fire suppression strategies. A way of modeling this interaction is by performing
numerical simulations with Computational Fluid Dynamics (CFD) codes. One of the major
techniques in CFD is Large Eddy Simulations (LES) in which the dynamics of the (not
universal) large-scale turbulent motions are computed explicitly, whereas the influence
of the smaller scales (which tend to be more homogeneous and universal) is modeled.
LES is the most commonly used approach for fire simulations due to the nature of fire
i.e., containing large scale flow and strongly unsteady transient phases. In this thesis,
this technique is used. The numerical simulations are performed with the CFD package
FireFOAM 2.2.x [2].
Focus of this thesis is on the assessment of the influence of different parameters on the
simulations of thermal jet plume and water sprays in the context of spray-plume interaction.
The thermal jet plume replaces a fire-induced plume, thereby avoiding uncertainties related
to combustion and radiation. In the first part of the thesis the governing equations used to
perform numerical simulations of turbulent hot air-jet plumes and the sub-models needed
to close them, are presented followed by all the spray related model components that are
used for the numerical simulations of water droplets in the Eulerian-Lagrangian framework.
The second part of the thesis focuses on the obtained numerical results based on the
test case considered [68] for this study. The simulation results are divided into three
sections: Large Eddy Simulations of 1) thermal jet plumes in the absence of water sprays,
2) water sprays in the absence of thermal plumes, and 3) the interaction between water
v
sprays and thermal plumes.
In the first part, an extensive sensitivity study is performed for a hot air jet plume
impinging onto a flat horizontal ceiling. The plume evolution and the induced ceiling flow
are considered. The influence of the level of turbulence imposed at the inlet, in terms of
intensity and eddy length scale, is discussed. Also, the effect of the turbulence model,
turbulence model constant and thermal boundary condition at the ceiling is examined. For
the case considered, the best results are obtained when no sub-grid scale (SGS) model is
used. If a SGS model is used, the level of turbulence at the inlet and the choice of the
turbulence model constant have a significant effect on the prediction of plume’s spreading
and the ceiling flow velocity. The eddy length scale at the inflow and the thermal B.C.
at the ceiling do not have significant impact on the results. One-equation eddy viscosity
model reveals better agreement with the experimental data compared to the constant
Smagorinsky. Comparisons with the available experimental data indicate capability of
FireFOAM of predicting the mean velocity-field well. In the near-field region, an under-
estimation of the turbulent velocity fluctuations is observed, whereas reasonably good
agreement is obtained in the far-field.
In addition, the influence of the initial momentum and buoyancy at the plume source
on the ceiling-jet properties is investigated by keeping the ’heat release rate’ of the issued
hot air constant, but varying the mass flow rate and inlet temperature. The maximum
velocity observed beneath the ceiling is illustrated to scale linearly with the maximum
velocity on the centerline in case of a momentum-driven jet, while it scales with the
buoyancy flux at the inlet in buoyancy-driven flows. These findings also explain the poor
match in the velocity evolution between the obtained results and the existing correlations
(that are based on buoyancy driven flows such as fire). Stated in another words: existing
correlations do not apply to the cases in this thesis.
In the second part, a very thorough and comprehensive study is performed for the Large
Eddy Simulations of water sprays with respect to the injection of the parcels introduced
in the computational domain, the turbulence model constant used in the SGS viscosity
model, grid resolution, the spray angle and the maximum droplet diameter used in Rosin-
Rammler distribution on the predicted water spray characteristics. The simulation results
reveal a significant difference for the predicted droplets characteristics at the nozzle far-
field when the number of parcels per second is increased from 104 to 105. The influence
of the grid size is more observed in the calculation of the droplet velocities in the vicinity
of the spray injection. For the case considered, the best results are obtained when no
SGS model is used. If a SGS model is used, the turbulence model constant, ck, exhibits
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a large influence on the predicted velocity and volume flux at the far-field. Increasing the
spray angle significantly influences the spray characteristics at both near-field and far-field.
For the Rosin-Rammler distribution used, decreasing the maximum droplet diameter does
not have an influence on the predicted results. For the cases with 30◦ spray angle, at
the nozzle near-field a reasonably good agreement between the predicted and measured
average vertical velocities is observed but the predicted spray profile is much narrower
than the one from the experiment [68]. The trend of increasing velocity with increasing
droplet diameter is well captured in the simulations. The spread of the spray in the
far-field is better predicted than the near-field. Increasing the spray angle significantly
influences the spray characteristics at both near-field and far-field. For the Rosin-Rammler
distribution used, decreasing the maximum droplet diameter does not have an influence on
the predicted results. Imposing modified method for the discharge angles of the trajectories
has a significant influence on the predicted volume flux in the core of the spray. At both
elevations, over-predictions exist in the volumetric flow rate. The predicted volume mean
diameter, dv,50 is in good agreement with the measured values in the near-field and is
under-predicted in the core of the spray in the far-field.
Subsequently, in the third part of the numerical study, the interaction between water
spray and hot air jet plumes and the influence on the induced ceiling jet flow is investigated.
The entrainment of air into the spray is shown. It is revealed that the interaction boundary
moves up from the base of the plume by increasing the convective heat release rates or
using a hollow cone spray, even with a small inner angle. Comparisons between the cases
with and without water spray reveal that the spray is totally dominating the plume if the
convective heat release rate (HRR) is low, making the flow near the ceiling similar to
the case with isolated spray. For the higher HRR a significant decrease in the maximum
velocity of the flow beneath the ceiling is observed. Imposing modified method for the
discharge angles of the trajectories resulted in higher locations of the interaction boundary.
Comparisons between the cases with and without water spray reveal that the spray is totally
dominating the plume if the convective HRR is low, making the flow near the ceiling similar
to the case with isolated spray. For the higher HRR a significant decrease in the maximum
velocity of the flow beneath the ceiling is observed. The obtained results differ significantly
from the ones from the experiment [68] due to significant differences in the predicted spray
characteristics.
Finally, the main conclusions of this work are summarized and suggestions about future
work are presented.
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Samenvatting
Branden hebben een impact op mensen, eigendom en milieu. Het doel van Fire Safety
Engineering (FSE) is om een ’brandveilige’ wereld te cree¨ren, d.w.z., het garanderen van
het overleven van de gebruikers van een gebouw en het vermijden of beperken van schade
aan eigendommen en omgeving. Een van de belangrijke domeinen in FSE is het gebruik
van watergebaseerde systemen ter onderdrukking van de brand. Water verbruikt grote
hoeveelheden energie om op te warmen en te verdampen. In geval van interactie met brand
wordt deze energie genomen vanuit de vlammen en/of de rook, hetgeen resulteert in een
sterke impact op hun dynamica. Het is daarom van belang om deze invloeden te begrijpen
om op die manier efficie¨nte strategiee¨n te ontwikkelen voor de bestrijding van brand. Een
manier om deze interactie te modelleren is door het uitvoeren van numerieke simulaties met
Computational Fluid Dynamics (CFD) codes. Een van de voorname technieken in CFD is
Large Eddy Simulations (LES), waarbij de dynamica van de (niet universele) grootschalige
turbulente bewegingen expliciet worden berekend, terwijl de invloed van de kleinere schalen
(die meer homogeen en universeel neigen te zijn) wordt gemodelleerd. LES is de meest
gebruikte aanpak voor brandsimulaties, als gevolg van de aard van een brand, met name
grootschalige bewegingen met sterke niet-stationaire transie¨nte fases. In deze thesis wordt
deze techniek gebruikt. De numerieke simulaties worden uitgevoerd met het CFD-pakket
FireFOAM 2.2.x [2].
De focus van deze thesis ligt op de beoordeling van de invloed van verschillende param-
eters op de simulaties van een thermische pluim en watersprays in de context van spray-
pluim-interactie. De thermische pluim staat model voor een rookpluim ge¨ınduceerd door
brand, terwijl onzekerheden m.b.t. verbranding en straling worden vermeden. In het eerste
deel van de thesis worden de vergelijkingen gepresenteerd, zoals gebruikt om numerieke
simulaties uit te voeren van turbulente hete luchtpluimen, alsook de nodige submodellen
om deze vergelijkingen te sluiten. Vervolgens worden alle componenten, gerelateerd aan
de spray, besproken zoals gebruikt in de numerieke simulaties van waterdruppels in een
Euleriaans Lagrangiaans framework.
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Het tweede deel van de thesis richt zich op de verkregen numerieke resultaten, gebaseerd
op het testgeval [68] dat centraal staat in deze studie. De simulatieresultaten worden on-
derverdeeld in drie afdelingen: 1) thermische pluimen in afwezigheid van watersprays, 2)
watersprays in afwezigheid van thermische pluimen, en 3) de interactie tussen watersprays
en thermische pluimen.
In het eerste deel wordt een uitgebreide gevoeligheidsstudie uitgevoerd voor een hete
luchtpluim die invalt op een vlak horizontaal plafond. De evolutie van de pluim en de
ge¨ınduceerde stroming onder het plafond worden beschouwd. De invloed van het gehalte
aan turbulentie, opgelegd aan de inlaat, op gebied van intensiteit en lengteschaal van
de wervels, wordt besproken. Ook de invloed van het turbulentiemodel, de constante in
het turbulentiemodel en de thermische randvoorwaarde aan het plafond wordt bestudeerd.
Voor het beschouwde testgeval worden de beste resultaten verkregen wanneer er geen
subgrid-schaal (SGS) model wordt gebruikt. Wanneer een SGS model wordt gebruikt
hebben het turbulentieniveau aan de inlaat en de keuze van de constante in het turbu-
lentiemodel een aanzienlijk effect op de voorspelling van de spreiding van de pluim en
de snelheid van de stroming onder het plafond. De lengteschaal van de wervels aan de
inlaat en de thermische randvoorwaarde aan het plafond hebben geen belangrijke im-
pact op de resultaten. Het e´e´n-vergelijkingsmodel voor de turbulente viscositeit leidt tot
betere overeenkomst met de experimentele gegevens, in vergelijking met het constant
Smagorinsky model. Vergelijkingen met de beschikbare experimentele gegevens geven aan
dat FireFOAM in staat is om het gemiddelde snelheidsveld goed te voorspellen. Dicht
bij de inlaat (’near-field region’) wordt een onderschatting van de turbulente fluctuaties
waargenomen, terwijl redelijk goede overeenkomst wordt verkregen verder weg (’far-field
region’).
Daarenboven wordt de invloed van de initie¨le impuls en natuurlijke convectie bij de
bron van de pluim onderzocht door het schijnbare ’warmtevermogen’ van de luchtpluim
constant te houden, maar het massadebiet en de inlaattemperatuur te varie¨ren. Er wordt
aangetoond dat de maximumsnelheid, waargenomen onder het plafond, lineair opschaalt
met de maximumsnelheid op de symmetrie-as in geval van een impulsgedreven pluim,
terwijl ze opschaalt met de flux aan natuurlijke convectie aan de inlaat bij stromingen die
door die natuurlijke convectie worden bepaald. Deze bevindingen verklaren ook de zwakke
overeenkomst tussen de evolutie van de snelheid zoals verkregen in de simulatieresultaten
en de evolutie zoals voorspeld met bestaande correlaties (die gebaseerd zijn op stromingen
die gedomineerd worden door natuurlijke convectie, zoals brand). Anders geformuleerd:
de bestaande correlaties zijn niet van toepassing op het testgeval in deze thesis.
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In het tweede deel wordt een heel grondige en uitgebreide studie uitgevoerd voor de
LES van watersprays met betrekking tot de impact op de voorspelde karakteristieken van
de watersprays van het aantal partikels die in het rekendomein worden ge¨ınjecteerd, de
gebruikte constante in het model voor de SGS-viscositeit, de roosterresolutie, de sprayhoek
en de maximum druppeldiameter gebruikt in de Rosin-Rammler verdeling. De simulatiere-
sultaten tonen een significant verschil voor de voorspelde karakteristieken van de druppels
ver weg van de kop wanneer het aantal partikels per seconde wordt opgedreven van 104 tot
105. De roosterafmeting is een belangrijke factor, voornamelijk in de berekening van de
druppelsnelheden in de nabijheid van de sprayinjectie. Voor het beschouwde geval worden
de beste resultaten verkregen wanneer geen SGS-model wordt gebruikt. Wanneer een SGS-
model wordt gebruikt, oefent de turbulentiemodelconstante, ck, een grote invloed uit op de
voorspelde snelheid en volumeflux ver weg van de inlaat. Het opdrijven van de sprayhoek
be¨ınvloedt de spraykarakteristieken op significante wijze, zowel dichtbij als ver weg van de
inlaat. Voor de gebruikte Rosin-Rammler verdeling heeft het verminderen van de maxi-
mum druppeldiameter geen invloed op de voorspelde resultaten. Voor de gevallen met 30◦
sprayhoek wordt een redelijk goede overeenkomst waargenomen tussen de voorspelde en
opgemeten gemiddelde verticale snelheden nabij de kop, maar het voorspelde sprayprofiel
is veel smaller dan dat in de experimenten. De trend van toenemende snelheid met toen-
emende druppeldiameter wordt goed weergegeven in de simulaties. De spreiding van de
spray ver weg van de kop wordt beter voorspeld. Op beide hoogtes wordt het volumedebiet
overschat. De voorspelde gemiddelde volumediameter, dv50, stemt goed overeen met de
opgemeten waarden nabij de kop en wordt onderschat in de kern van de spray ver weg van
de kop. Vervolgens wordt in het derde deel van de numerieke studie de interactie tussen
de waterspray en de hete luchtpluimen, alsook de invloed op de genduceerde stroming
onder het plafond, bestudeerd. De inmenging van lucht in de spray wordt aangetoond. Er
wordt onthuld dat de interactiegrens opwaarts beweegt vanaf de basis van de pluim door
de convectieve warmtevermogens op te drijven, of door een holle kegelspray te gebruiken,
zelfs met een kleine inwendige hoek. Vergelijkingen tussen de gevallen met en zonder
waterspray onthullen een significante daling in de voorspelde maximumsnelheden van de
stroming onder het plafond wanneer een waterspray wordt gebruikt.
Tot slot worden de voornaamste besluiten samengevat en worden suggesties voor
toekomstig werk voorgesteld.
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Chapter 1
Introduction
1.1 Motivation
Fire is a phenomenon that can be useful but also dangerous. An unwanted fire damages
the environment and properties and more importantly poses a threat to people’s life. The
goal in Fire Safety Engineering (FSE) is to eliminate the above. Although regulations and
standards exist for the fire safety of buildings, there are cases where these regulations do
not provide a good solution. To name a few examples: contemporary buildings are getting
larger, higher and more complex, innovative materials and systems are being used in the
new buildings and demand for underground transportation systems is rapidly increasing.
These circumstances call for a design approach that is based on performance criteria
quantifying the ultimate objectives, i.e., a ’fire-safe’ building is achieved by taking into
account the specific characteristics of the building under consideration.
These fire safety designs, known as ’Performance Based Designs’ (PBD), relying on the
application of science and use of fire engineering principles. Understanding the dynamics
and effect of fire is, therefore, crucially important in this approach. These understandings
can be aided by use of fire modeling tools (e.g. Computational Fluid Dynamics (CFD)).
Fire modeling can provide a good representation of the fire development under given
conditions (i.e., fire scenarios) in order to understand fire dynamics and ultimately design
fire-safe buildings [39].
1.2 Water-based fire suppression systems
Fire Safety Engineering includes various disciplines, among which is ’active fire protection’.
As the name implies, for this kind of systems, some amount of action is required in order to
interact with fire. In active fire protection systems, fire can be controlled or extinguished,
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either manually (firefighting) or automatically. Among automatic active fire protection
systems, water-based fire suppression systems (water mist/water sprinkler) have been the
most reliable and effective method for industrial, commercial and (increasingly) residential
occupancies. Water has a high heat capacity and latent heat of vaporization. In other
words, it consumes high amounts of energy to heat up and evaporate. In interaction with
fire, this considerable amount of energy is taken from the flame and/or the smoke and
as such, water can have a very strong impact on the fire and smoke dynamics [39]. It
is therefore, crucially important to understand the changes in the characteristics of both
water spray and fire and/or smoke during their interaction in order to achieve an efficient
fire suppression strategy.
In the context of fire, water is used for manual firefighting or as sprinklers/water mist
systems. The focus of this study is on the latter. The major difference between the sprin-
kler and water mist systems relates to the droplets size, which is in return dictated by the
nozzle type and the operating conditions. While sprinklers require the discharge of a large
amount of water, predominantly in the form of large droplets, water mist systems require
considerably lower amounts of water and contain very fine droplets. The extinguishing
mechanisms of the systems are therefore different. Sprinklers fight with fire mainly by
wetting the surfaces of the fuel and the surrounding structures, thereby suppressing or
controlling the fires. The main suppression mechanisms of water mist systems, on the
other hand are removal of the heat from the hot gases, oxygen displacement by water
vapor and attenuation of radiation [18]. The focus of this study is on penetration of water
sprays into a fire plume. Fig. 1.1 displays examples of the two types of nozzle: (a) a
conventional sprinkler nozzle, and (b) a water mist nozzle.
In the small-scale experiment onto which the present study focuses, the nozzle shown
in Fig.1.2 is used. A finely atomised solid cone spray pattern is produced [22]. Although
the nozzle is different from a sprinkler, it satisfied the purpose of the small-scale test,
namely to extend existing studies of the interaction between hot air plumes and water
sprays. The reason that the experiment is used for this study, is that it provides data for
the flow field for a range of conditions, the water sprays and the interaction between the
two.
1.3 Ceiling jet flow
The term ’compartment fire’ (also called ’enclosure fire’) is used to describe a fire within a
confined space. Several specific complex phenomena can be associated with compartment
fires, including the accumulation of smoke beneath a ceiling. In case of a growing fire inside
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a compartment, a fire and smoke plume establish above the local fire source. Buoyancy
drives hot gases upward (due to the density difference with the surrounding environment),
so they impinge onto the ceiling and subsequently flow radially outward, as is shown
in Fig.1.3. In the literature, this radial flow is referred to as the ’ceiling jet’ [14, 28].
Good knowledge of the characteristics of the ceiling jet, particularly in terms of maximum
velocities as function of the distance from the impinging smoke plume, is important with
respect to estimating delay times for the activation of ceiling-mounted detection devices
and automatic sprinklers. Therefore, accurate modeling of the turbulent plume structure
is required.
Two approaches can be used for studies: either looking at real fire-driven flows, or
relying on non-reactive flows, using for example hot air to simulate the fire source. In the
former, the flow is buoyancy-driven, dominated by the buoyant acceleration due to density
difference, relatively independent of the initial fuel stream characteristics. In the latter, on
the other hand, the apparent convective Heat Release Rate (HRR) is calculated from the
mass flow rate and temperature of the hot air stream at the inlet. This is the approach
used here. The advantage of this method is that the flows can be studied (and simulated)
without the complexities of combustion reactions. One important aspect should, however,
be considered in this approach: the ’Froude number’. The Froude number (Fr) is a
measure of relative importance of momentum (or inertia) and buoyancy in the system
[14]. For natural fires this number is of order 1 and lower, while it can be in the order of
10,000 or higher for momentum-driven jets [14]. In order to have a flow representative of a
(a) (b)
Figure 1.1: An example of different types of nozzles (taken from [21])
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Figure 1.2: Full cone atomizing nozzle used in the experiment [68](taken from
[22].
fire, the Froude number at the source of the flow should be sufficiently low to be buoyancy
dominated. The importance of the initial buoyancy and momentum at the plume source
and their impact on the ceiling jet are discussed in Chapter 3.
Fire plume 
Smoke plume 
Ceiling 
Ceiling jet 
Figure 1.3: Schematic of the ceiling jet flow beneath a ceiling.
1.4 Impact of water sprays on buoyant plume/smoke
dynamics in a compartment
A key element in fire suppression is to deliver an adequate amount of water through the fire
plume to the burning fuel and surrounding combustibles. If a sufficient amount of water
could be delivered to the burning surfaces, the burning rate is reduced and, by wetting the
adjacent combustibles, the flame spread can be stopped or decreased. For water droplets
to be able to reach to the surface of a burning fuel, the downward momentum of the
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spray should be sufficient enough to overcome the upward momentum of the plume. This
penetration process of water sprays through a fire plume will determine how fast and how
efficient the extinguishment of a fire could be.
To understand the capability of water sprays to penetrate the fire plume, Actual De-
livered Density (ADD) tests [10, 65] are used (specifically for storage applications) to
measure the water delivered to a fire by a sprinkler. Water is collected by pans placed
beneath a sprinkler as shown in Fig. 1.4. Fire suppression is expected to occur when the
ADD is higher than the Required Delivered Density (RDD) [10]. Although these tests
provide useful data regarding the penetration of sprinkler spray to a fire plume, they give
little information regarding the characteristic changes of the spray and the plume during
the interaction.
Understanding the characteristics of the spray-plume interaction are important in order
to improve fire suppression by water sprays. This understanding determines how, for
example, momentum of the spray, momentum of flame and hot plume, the spray angle,
and water flow rate, influence the degree of penetration of water through the fire plume
and consequently to the burning fuel surface. Unfortunately, few experiments have been
conducted on this subject to assess the influence of these factors for an optimal design of
water spray systems.
Figure 1.4: Illustration of water collection containers to derive water distribution
[13].
Another aspect in using water sprays, is the cooling of the fire compartment. Generally,
during the early stages of an enclosure fire, hot gases rising from a burning fuel travel
upwards due to buoyancy, impinge onto the ceiling and then spread out radially as a
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ceiling jet. This phenomenon leads to formation of two layers in the compartment, a
hot layer of smoke beneath the ceiling and relatively cold air near the floor (a simplified
two-layer description), as shown in Fig.1.5.
Although water-based suppression systems have always been looked at as one of the
most effective fire protection tools, there might be a negative impact on the smoke move-
ment. When a water spray is discharged, the water droplets entrain the hot buoyant smoke
layer, decrease its temperature by evaporation and also insert a downward drag force onto
the smoke. These two effects lead to downward displacement of the smoke layer, known
as ’smoke logging’ [59] (see Fig.1.6). Bringing smoke down to a low level can cause a
threat on the evacuation of the occupants.
Fire plume 
Smoke plume 
Air entrainment 
Ceiling 
Cool air layer 
Fire-induced smoke 
     (smoke layer) 
Air Air 
Figure 1.5: Schematic of free fire plume and free smoke plume in an enclosure
(adapted from [39]).
The impact of water on fire and smoke dynamics is complex, mainly due to the in-
volvement of many variables, such as droplet diameter, water flow rate, discharge pressure
or fire characteristics. Therefore, prior to investigating the interaction between the water
sprays with buoyant plume/smoke, an insight into spray and flow dynamics is required.
1.5 Experimental and numerical studies
Both experimental and numerical studies have been carried out in the past by focusing on
sprinkler/water mist systems, buoyant plumes or the interaction between the two.
An experimental study was conducted to measure the water spray characteristics near
fire sprinklers in [52]. A number of studies have employed CFD models for water-based fire
suppression systems by focusing on, e.g., numerical simulations of water mist systems[54,
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Figure 1.6: Schematic of water droplets flowing through a smoke layer in a fire
compartment.
25] and numerical modeling of fire suppression systems [29, 19] and [40].
Experimental work and numerical studies have been carried out by focusing on buoyant
plumes. Mean and turbulence quantities for a free axi-symmetric hot air turbulent plume
were studied experimentally in [17, 51]. Both the Reynolds Averaged Navier Stokes
(RANS) [27] and the Large Eddy Simulation (LES) approaches [71, 62, 64, 36] and [63, 61]
have been used in simulations of turbulent buoyant plumes. In [68, 69] a reduced-scale
experiment of a hot air plume beneath a ceiling with three different convective heat release
rates was conducted. Mean and turbulent velocities were measured in the plume and in
the ceiling jet. Studies have also been dedicated to the ceiling jet dynamics, discussing
the velocities, temperature rises, and thicknesses of steady fire-driven ceiling jet flows in
[69, 3, 67, 32, 11].
Spray-plume interaction has been studied experimentally in the past in e.g. [42, 50,
31, 68]. The influence of the fire size and spray strength or the ’convective heat release
rate’ (HRR) of a turbulent hot air plume on the structure and location of the interaction
boundary is investigated in [50, 68]. The effects of ceiling clearance, sprinkler type and
sprinkler discharge rate on fire protection performance of sprinklers for non-storage oc-
cupancies is studied in [31]. Numerical investigations are also carried out regarding the
interaction between the water sprays and buoyant gas flows in [6, 5, 43, 42, 26, 41]. The
effect of several water spray parameters on fire suppression mechanism and effectiveness
is analyzed in [26].
Some studies are also found on the topic of the interaction of water sprays with the
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hot buoyant smoke/hot air layer [8, 5, 12, 44, 68, 59, 58]. The effect of various sprays
on the ceiling jet temperatures and velocities is studied in [5] where the reduction in
plume-induced ceiling jet gas temperatures and velocities was observed.
Despite previous efforts, more research is still needed regarding the flow and spray
characteristics especially in the context of spray-plume interaction to get better insight in
this complex phenomenon.
1.6 Computational platform
The open source CFD package OpenFOAM 2.2.x [24] is used for the numerical simulations.
OpenFOAM is a set of object-oriented open source CFD toolboxes written in the C++
programming language. It contains a wide range of available solvers, each one suitable for a
different engineering application. From the OpenFOAM platform, the FireFOAM 2.2.x [2]
solver is selected in order to perform numerical simulations. FireFOAM is a relatively new
CFD code which has been developed by FM Global [23]. It is a Large Eddy Simulations
(LES) code with various models for specific features found in fire configurations, i.e.,
turbulence, radiation, combustion, pyrolysis and soot formation.
1.7 Objectives
The main objectives of the current study are:
1. the assessment of models as implemented in a state-of-the-art CFD package for fire
simulations in the context of spray-plume interaction,
2. detailed discussions, based on the CFD results, of flow fields for:
(a) ceiling jet (hot plume impinging onto a flat ceiling),
(b) a water spray, and
(c) the interaction of hot air jet plume and water sprays.
3. the performance of extensive parameter studies in the models for the flow considered.
To that purpose, this study is divided into three parts with assessment of CFD simu-
lations for
1. thermal plumes in the absence of water,
2. water sprays in the absence of thermal plumes, and
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3. the interaction between water sprays and thermal plumes.
In Part 1, it will be investigated how parameters such as the turbulence model constant,
the inflow boundary conditions and the size of eddies at the inlet influence the structure
of a thermal plume, aiming at obtaining a clearer picture of the influencing factors on
the plume’s evolution and the induced ceiling jet. In addition, the importance of the
initial buoyancy and momentum at the plume source (when non-reactive flows are used to
represent a fire) and their influence on the ceiling jet velocities are discussed. In Part 2, the
influence of injected number of parcels per second, grid size, turbulence model constant
and spray angle on the spray characteristics (i.e., velocity, volume flux and volumetric
mean diameter) are assessed. In Part 3, the influence of different ’convective heat release
rates’ on the penetration of the water sprays into the thermal plume is discussed as well
as the effect of spray activation on the ceiling jet velocities, aiming at obtaining a clearer
picture of the influencing factors on the effectiveness of water sprays in the context of
interaction with fire plume.
1.8 Outline
Chapter 2 introduces the governing equations used in order to perform numerical simu-
lations of thermal plumes. The filtered LES equations are presented along with the sub-
models used for turbulence. In addition, models used for the simulations of Lagrangian
particles are explained. Chapter 3 presents an extensive sensitivity study performed for
simulation of the isolated thermal plumes. In Chapter 4, simulations of the isolated water
sprays using LES are presented by focusing on the influence of different parameters on the
spray characteristics. Detailed explanations about the post-processing of the data are also
given. Subsequently, in Chapter 5, numerical simulations of the combined spray-plume in-
teraction based on the obtained results from Chapter 3 and Chapter 4 are presented. The
effects of different ’convective heat release rates’ on the penetration of the water sprays
into the hot air plumes as well as the effect of spray activation on the ceiling jet velocities
are discussed. Finally, in Chapter 6, the conclusions of the present work are summarized
and suggestions for future work on the LES simulations of the thermal plumes, water
sprays and their interaction are presented.

Chapter 2
Theory: Gas phase and water spray
modeling
2.1 Gas phase
In this section, the gas phase theories and models that will be used in this thesis are
explained.
2.1.1 Instantaneous equations
In order to perform numerical simulation with Computational Fluid Dynamics (CFD) codes,
first a mathematical formulation of the problem has to be established. The set of conser-
vation equations (Navier-Stokes equations) which can fully describe a flow is given below
[45]:
• Conservation of mass:
∂ρ
∂ t
+
∂ (ρu j)
∂x j
= 0 (2.1)
where ρ is the density and u j is the velocity in the j direction.
• Conservation of momentum:
∂ (ρui)
∂ t
+
∂ (ρuiu j)
∂x j
=− ∂ p
∂xi
+
∂τi j
∂x j
+ρgi, i= 1,2,3 (2.2)
where p is the pressure, τi j denotes the viscous stress tensor and g is the gravitational
acceleration.
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• Conservation of sensible enthalpy:
∂ (ρhs)
∂ t
+
(ρu jhs)
∂x j
=
Dp
Dt
− ∂q j
∂x j
+ τi j
∂ui
∂x j
+ Q˙r+ Q˙c (2.3)
where hs is the sensible enthalpy and q j is the energy flux and Q˙r is the radiative source
term and Q˙c is the source term due to heat of combustion.
• Conservation of species:
∂ (ρYk)
∂ t
+
∂ (ρuiYk)
∂x j
=−∂Jk,i
∂x j
+ ω˙k, k = 1, ...,Ns−1 (2.4)
where Jk,i and ω˙k are the molecular diffusive mass flux and reaction source term of species
k, respectively.
The focus of this study is on simulating hot air jet plume and water sprays. Since no
combustion reactions or radiation is involved for these cases, modeling of the corresponding
source terms, i.e., reaction source term of species, ω˙k, radiative source term, Q˙r, and the
source term due to heat of combustion, Q˙c, are not discussed here.
2.2 Constitutive relations
The above system of conservation equations contains several quantities, such as the viscous
stress tensor, τi j and the species molecular diffusive mass flux, Jk, j that need to be modeled.
A brief summary of the various sub-models to close these terms, as well as additional
relationships needed, is presented below.
2.2.1 Ideal gas law
In most applications (here turbulent hot air plume), the gases are considered to behave
as ideal gases. In this way, density and temperature are related through the equation of
state as:
ρ =
p
RT
(2.5)
where R = Ru/Wk is the gas constant, and Ru = 8.314 J/(K.mol) the universal gas
constant and Wk is the species molecular weight.
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2.2.2 Viscous stress tensor
In practical applications, fluids are assumed to be Newtonian, so that the viscous stress
tensor can be expressed by Newton’s law as:
τi j = µ
(
∂ui
∂x j
+
∂u j
∂xi
)
− 2
3
µ
∂uk
∂xk
δi j (2.6)
where µ is the molecular dynamic viscosity and δi j is the Kronecker symbol.
2.2.3 Diffusion flux
The species molecular diffusive mass flux is expressed as:
Jk, j = ρVk, jYk (2.7)
where Vk, j are the diffusion velocities of species k that need to be approximated.
Simple approximations of Fick’s law can be used to obtain Vk, jYk. If mixture contains
only two species (N = 2), or if all binary diffusion between two species are equal (Di j =
D), Fick’s law can be used to compute the molecular diffusion term Vk, jYk [35]:
Jk, j = ρVk, jYk =−ρDk∇Yk (2.8)
where Dk is the species mass diffusion coefficient.
Calculation of the species mass diffusion coefficient
In order to calculate the species mass diffusion coefficient, Dk, different models exist. The
simplified model that is used in the CFD code used in this study (i.e., FireFOAM [2]) is
by assuming a constant species Lewis number, Lek, as:
Dk =
α
Lek
(2.9)
where α is the thermal diffusivity.
The code assumes equal species diffusivity and unity Lewis number, hence, calculates
only the thermal diffusivity which is expected to be more important than mass diffusivity
in the case of fire applications.
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2.2.4 Dynamic viscosity and thermal diffusivity
The dynamic viscosity, µ , is temperature-dependent and calculated by Sutherland’s law
[57]:
µ =
As
√
T
1+Ts/T
(2.10)
where As and Ts are two Sutherland coefficients.
The thermal diffusivity, α , is calculated as:
α =
λ
cpv
(2.11)
where cpv is the heat capacity at constant pressure/volume and λ is the thermal conduc-
tivity calculated by the Eucken model [48]
λ = µcv[1.32+
1.77R
cv
] (2.12)
where cv is the specific heat capacity at constant volume.
2.2.5 Energy flux
The energy flux in Eq. 2.3 due to the heat diffusion is given by Fourier’s law:
qi =−λcp∂hs∂xi (2.13)
2.2.6 Large Eddy Simulations (LES)
In most practical applications the flows are turbulent. In order for numerical simulations
to be able to describe a turbulent flow, three major techniques have been developed in the
past. The ’Reynolds-Averaged Navier Stokes’ (RANS) approach in which only the mean
values of all variables are solved. With the ’Large Eddy Simulations’ (LES) technique
only the large energy-containing scales are directly resolved, while the effect of the smaller
unresolved scales, which contain only a small fraction of the turbulent kinetic energy,
is modeled. Finally, with the ’Direct Numerical Simulations’ (DNS) the full set of the
conservation equations are solved without any turbulence model.
In context of fire simulation, LES is the dominant CFD approach since fire contains
large scale flow and strongly unsteady transient phases. The two most commonly used
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solvers that represent the state-of-the-art of fire modeling are: ’Fire dynamics Simula-
tor’ (FDS) developed by the National Institute of Standards and Technology [20], and
’FireFOAM’ [2] developed by FM Global [23]. The latter is used in this thesis.
2.2.7 Filter definition
As mentioned above, in order to separate the large from the small scales, a filtering
operation is used. The variables are filtered in physical space (weighted average over a
given volume). A filtered quantity is then defined as:
f (x) =
∫
f (x′) F(x− x′)dx′ (2.14)
where F is the LES filter.
A box filter in physical space is a commonly used filter for Large Eddy Simulations and
is defined as:
F(x) = F(x1,x2,x3) =
{
1/∆3 if |xi| ≤ ∆/2, i= 1,2,3
0 otherwise
where (x1,x2,x3) are the spatial coordinates of location x and ∆ = (∆1∆2∆3)1/3 is the
representative filter width.
In this case a variable, f , is decomposed into a filtered quantity, f , resolved in the
numerical simulations and an unresolved part, f ′, due to unresolved flow motions ( f =
f + f ′).
For variable density flows, a mass weighted (Favre) filtering is used:
ρ f˜ (x) =
∫
ρ f (x′) F(x− x′)dx′ (2.15)
where ρ is the filtered (resolved) density.
2.2.8 Filtered conservation equations
The application of a spatial filter in the instantaneous balance equations, Eqs 2.1 - 2.3,
results in the following set of conservation equations as is used in FireFOAM[2]:
• Conservation of mass:
∂ρ
∂ t
+
(∂ρ u˜ j)
∂x j
= 0 (2.16)
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• Conservation of momentum:
∂ (ρ u˜i)
∂ t
+
∂ (ρ u˜iu˜ j)
∂x j
=
∂
∂x j
(
ρ(ν+νt)
(
∂ u˜i
∂x j
+
∂ u˜ j
∂xi
− 2
3
∂ u˜k
∂xk
δi j
))
− ∂ p
∂xi
+ρgi (2.17)
• Conservation of sensible enthalpy:
∂ (ρ h˜s)
∂ t
+
∂ (ρ u˜ jh˜s)
∂x j
=
Dp
Dt
+
∂
∂x j
(
ρ
(
Dth+
νt
Prt
)
∂ h˜s
∂x j
)
(2.18)
• Conservation of species:
∂ (ρY˜k)
∂ t
+
∂ (ρ u˜ jY˜k)
∂x j
=
∂
∂x j
(
ρ
(
Dk+
νt
Prt
)
∂Y˜k
∂x j
)
(2.19)
where ∼ is the Favre filter operator, ν is the kinematic viscosity, νt is the turbulent
kinematic viscosity, Yk is the mass fraction of species k, Dk is the molecular diffusivity, Dth
is thermal diffusivity and Prt is turbulent Prandtl number.
2.2.9 Turbulence modeling
As mentioned before, in LES only the large scales of the flow are resolved and the sub-grid
scales are reconstructed by the turbulence model. The models to describe the effects of
unresolved smaller eddies on the resolved larger eddies are called sub-grid scale (SGS)
models.
The turbulence model use here is the one-equation eddy viscosity model [49], one of
the most often used turbulence model in FireFOAM. In this model, a transport equation
for the sub-grid scale turbulent kinetic energy, k, is solved:
∂ (ρk)
∂ t
+
∂ (ρ u˜ik)
∂xi
=
∂
∂xi
[(µ+
µt
Sct
)
k
∂xi
]+P−ρε (2.20)
The turbulent viscosity, µt , is then calculated as:
µt = ρck∆k1/2 (2.21)
where ∆ is the filter width calculated as the cubic root of the cell volume and ck is a model
parametric taken as constant (e.g., ck = 0.05 [66] or ck = 0.07 [9]). The production rate
2.3. Water spray modeling 17
of the sub-grid scale kinetic energy, P, is calculated as:
P=−2
3
ρ
(
k+νt
∂ u˜k
∂xk
)
∂ u˜i
∂xi
+2ρνt
∂ u˜i
∂x j
∂ u˜ j
∂xi
(2.22)
The dissipation rate, ε , is expressed as:
ε = cεk3/2∆−1 (2.23)
with cε a dimensionless model coefficient (cε = 1.048 [9]).
2.3 Water spray modeling
There are two main approaches for the simulation of particles in a turbulent flow field:
the Eulerian-Eulerian (EE) and the Eulerian-Lagrangian (EL). The former is mainly used
for a high particle loading and treats the dispersed phase as a continuum, whereas in the
latter, the trajectory of each individual particle is monitored.
The Eulerian-Lagrangian approach is used in this study. The spray is assumed to be
dilute. Therefore, the influence of the particle phase on the fluid flow is accounted for,
but there is no inter-particle interactions. The droplets are assumed to be spheres.
Although in Eulerian-Lagrangian each individual particle is monitored individually, trac-
ing every single droplet would be an extremely time consuming task. Therefore, in Open-
FOAM (same as in other CFD packages) the concept of ’parcel’ is introduced. Parcel
refers to a numerical particle representing several real droplets with identical properties,
e.g. position, velocity, diameter.
The following section describes the related sprays models that are used in the thesis.
2.3.1 Momentum equation
In most fluid-particle systems, the droplet drag force and the gravitational force are domi-
nant compared to other forces, for instance the buoyancy force and Basset force. Therefore
the particle momentum equation, also known as BBO (Basset-Boussinesq-Ossen) [53], is
greatly simplified:
md
dvd
dt
=−pidd
2
8
CDρg|vd−vg|(vd−vg)+mdg (2.24)
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where CD is the drag coefficient defined as function of Reynolds number [24]:
CD =
 24Red (1+ 16Re
2
3
d ) Re < 1000
0.424 Re ≥ 1000
(2.25)
The particle Reynolds number, Red is calculated as:
Red =
ρg| vd−vg |dd
µg
(2.26)
where vd is the velocity of the droplet, dd is the diameter of the droplet and ρg, vg
and µg are the density, the velocity and the dynamic viscosity of the surrounding gas,
respectively. The energy equation for droplets accounts for heat transfer between the
droplets and carrier phase and for the latent heat of vaporization due to vaporization of
the droplet:
mdcp,d
dTd
dt
= m˙dhv+hAd(Tg−Td) (2.27)
where cp,d, Ad and Td are the specific heat, surface area and temperature of water droplet,
respectively. hv is the latent heat of water vaporization, h is the convective heat transfer
coefficient and Tg is the gas temperature.
The convective heat transfer coefficient is calculated as h = Nu kg/dd, where the
Nusselt number, Nu, is obtained from the Ranz-Marshall correlation:
Nu= 2+0.6Re1/2d Prg
1/3 (2.28)
The Prandtl number, Prg, is calculated as
Prg = µg
cp,g
kg
(2.29)
where cp,g and kg are the gas phase heat capacity and thermal conductivity, respectively.
Bird’s correction [7], which is the only model implemented in the public release of
OpenFOAM, is applied for Nu to take into account the effects of Stefan flow (outward
flow) on the surface of evaporating droplets to account for the reduction of heat transfer
due to evaporation:
Nu′ = Nu
β
eβ −1 (2.30)
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where β is calculated as:
β =−(3Prgτ
st
d
2
)
m˙d
md
(2.31)
where m˙d is droplet evaporation rate and τstd is the droplet relaxation time for Stokes flow:
τstd =
ρliq.dd2
18µg
(2.32)
The rate of evaporation of droplet of diameter dd is given as:
dmd
dt
=−piddρgDgShgln(1+BM) (2.33)
where Dg and Shg are the binary diffusion coefficient and Sherwood number of the gas
phase. The Sherwood number is calculated as:
Sh= 2+0.6Re1/2d Scg
1/3 (2.34)
with Scg the Schmidt number (Scg =
µg
ρgDg ).
BM in equation 4.11 is the Spalding mass transfer number [33, 55]
BM =
(Xv,s−Xv,g)
(1−Xv,s) (2.35)
where Xv,g is the vapor mole fraction in the gas phase and Xv,s is the vapor mole fraction
at the droplet surface (Note here the Spalding mass transfer number is defined by the
mole fraction instead of mass fraction as commonly done).
The vapor mole fraction at surface is obtained according to Raoult’s law:
Xv,s = Xv,g
psat(Tp)
pa
(2.36)
where psat is the vapor saturation pressure at droplet temperature, and pa is the ambient
pressure.
2.3.2 Spray injection model
The ”ConeNozzleInjection” model is chosen for the spray injection. In this model the
initial velocity of the parcels can be calculated in three different ways:
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• Constant velocity , where the parcel velocity is specified by the user,
• Pressure driven velocity , where the parcel velocity is calculated as:
vd =
√
2(Pin j−Pamb)
ρd
(2.37)
where Pin j is the operating pressure of the water spray nozzle and Pamb is the ambient
pressure.
• Flow rate and discharge, where the initial parcel velocity is calculated as:
vd =
V˙
Acd
(2.38)
where V˙ is the volume flow rate, A is the orifice area and cd is the discharge
coefficient. This method is used in this thesis.
2.3.3 Droplet size distributions of sprays
A spray is generally considered as a system of drops immersed in a gaseous continuous
phase [33]. For most practical nozzles, these formed drops are not in uniform size at
any operating condition but instead, as a spectrum of drop sizes distributed about some
arbitrary defined mean values (e.g. dv,50) [33]. In order to characterize the droplet size in
a spray, different mathematical functions have been developed whose parameters can be
obtained from the (limited) experimental data. Among these models, two of them (or the
combination of the two as is used in [37]) are the most widely used; the log-normal and
the Rosin-Rammler distributions. These distributions are defined as [39]:
• The log-normal distribution:
f (dd) =
1√
2piddσln
exp
−(ln( dddv,50 ))2
2σ2ln
 ; (2.39)
• The Rosin-Rammler distribution:
f (dd) = γβ
dγ−1d
dγv,50
exp
(
−β
(
dd
dv,50
)γ)
. (2.40)
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where σln is the standard deviation of the natural logarithm of the droplet diameter, or
thus the variance of the log-normal distribution, β and γ are empirical constants that
depend on the sprinkler spray and dv,50 is the volume mean diameter. dv,50 is defined as
the diameter where half of a given volume of water is contained in droplets with diameter
larger than dv50 and the other half in droplets smaller than this diameter [18].
The corresponding cumulative distribution functions (CDF) are [39]:
• The log-normal distribution:
F(dd) =
1
2
1+ er f
 ln( dddv,50 )√
2σln
 ; (2.41)
• The Rosin-Rammler distribution:
F(dd) = 1− exp
(
−β
(
dd
dv,50
)γ)
. (2.42)
where er f stands for ’error function’.
An example of these distributions is given in Figs. 2.1 for a water spray with volume
mean diameter of dv,50 = 60 µm and for values β=0.693, γ=2.4, σln=0.6 (taken from
[38]. It can clearly be seen that the log-normal distribution has fewer small droplets and
more large droplets.
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Figure 2.1: Droplet diameter (a) probability density function, and (b) cumulative
distribution function for log-normal and Rosin-Rammler distributions
for a water spray with volume mean diameter of dv,50 = 60 µm and
for values β=0.693, γ=2.4, σln=0.6 (taken from [38].
In OpenFOAM, the only droplet size distribution available, is the Rosin-Rammler dis-
tribution defined as:
dp = dp,min+dp,m[−log(1− yK)]1/n (2.43)
with
K = 1− e
−
(dp,max−dp,min
dp,m
)n
(2.44)
where dp,min, dp,max and dp,m are the minimum, maximum and volume mean diameter,
respectively, and n is a constant (spreading factor).
A resulting PDF of droplet size at the inlet (used in this study) obtained from 50000
samples is given in Fig.2.2, in the form of a histogram with a bin size of 1.1 µm.
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Figure 2.2: Droplet size PDF at the inlet.
2.3.4 Spray angle
One of the inputs that needs to be defined by the user in the spray injection model, is
the spray angle. In the injection model used in this study, i.e., ’coneNozzleIn jection’, the
spray angle is defined as the half cone angle as is shown in Fig. 2.3. Two parameters
should be defined in the model: ’thetainner’ and ’thetaouter’. Therefore, if, for example,
22
a full cone 30◦ spray is to be modeled, theta outer = 15 and theta inner = 0.
injector 
spray 
theta outer 
theta inner 
Figure 2.3: Spray angle.
In the ’coneNozzleIn jection’ model and the full cone spray used in this study, the di-
rection of a droplet to be injected into the domain is calculated by multiplying ’thetaouter’
with a random number between 0 and 1. Figure 2.4 depicts the distribution of the droplets
for a full cone spray with ’thetaouter’ of 15◦.
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Figure 2.4: Droplets discharge angle with the ’coneNozzleInjection’ model.
2.4 Boundary conditions as specified in the simulations
The boundary conditions (B.C.s.) specified in the numerical simulations in this study are
described here. Fig.2.5 shows the computational configuration and the assigned names
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for the B.C.s.
 
inlet bottom 
outlet outlet ceiling 
side 
Figure 2.5: Schematic representation of the geometry used in the simulations.
Table2.1 displays a summary of the boundary conditions used in the numerical simula-
tions (unless stated otherwise). The type of the boundary conditions are written as they
are called in OpenFOAM[24].
Table 2.1: Boundary conditions as specified in the simulations (OpenFOAM ter-
minology [24]).
Surface Velocity Dynamic Pressure Temperature
inlet decayingTurbulenceInflowGenerator buoyantPressure fixedValue (478 K)
bottom pressureInletOutletVelocity totalPressure inletOutlet
sides pressureInletOutletVelocity totalPressure inletOutlet
outlet inletOutlet buoyantPressure inletOutlet
ceiling fixedValue (0.0 m/s) buoyantPressure zeroGradient
For the outlet plane a mixed boundary condition (inletOutlet) is used for velocity and a
’buoyantPressure’ (sets appropriate pressure gradients for buoyant flows) for pressure. The
’inletOutlet’ boundary condition assigns a ’zero-gradient’ condition for outward velocity
and fixes the inflow velocity to zero. At the sides and the bottom of the domain a
’pressureInletOutletVelocity’ boundary condition is used for velocity and a ’totalPressure’
(Dirichlet) boundary condition for pressure. The ’pressureInletOutletVelocity’ assigns a
’zero-gradient’ condition for outward velocity and obtains the inflow velocity from the
flux with a direction normal to the patch faces. The combination of these two boundary
conditions allows for the entrainment of air from the sides. No-slip boundary condition
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(zero velocity of the fluid relative to the boundary) is used at the ceiling in combination
with ’buoyantPressure’ for pressure.
To excite the flow at the inlet, the method of random spots[30] is used. In this
method, velocity fluctuations are superimposed onto the mean velocity based on the idea
of turbulent flow being a motion of turbulent spots of a certain size arising at random
positions at random times. At each time instant, M spots are randomly placed in the
space, with every ith spot having distribution of a component of the velocity fluctuation
f (x− x(n)ri ) [30], where x(n)ri is the center of the ith spot. The velocity fluctuation at the
nth time instant vn is calculated as the sum of fluctuations produced by each spot:
vn(x) =
M
∑
i=1
rni f (x− x(n)ri ) (2.45)
where ri ∈ [−1,1] are random numbers and xri is random position of spots. In order
to generate velocity fluctuations at the inlet with this method, three parameters must be
prescribed: (1) the velocity components, (2) the turbulent stresses, and (3) the eddy length
scale. The eddy length scale is related to the turbulent integral length scale. Through this
parameter, the turbulent integral length scale is approximated. In the current version of
this inflow generator there is no direct link with the turbulent integral time scale, though:
the random spots are imposed at every computational time step and this time step is not
necessarily linked to the turbulent integral time scale.
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Chapter 3
Large eddy simulations of the ceiling
jet induced by the impingement of a
turbulent air plume
3.1 Introduction
In a compartment fire, hot gases rising from a burning fuel travel upwards due to buoyancy
and momentum, impinge onto the ceiling and then spread out radially as a ceiling jet. The
impingement of a hot gas plume or jet on the ceiling is an important aspect in fire safety
engineering due to its influence on the activation of ceiling-mounted detection devices
and automatic sprinklers. In order to have a good prediction of ceiling-jet flows, accurate
modeling of the turbulent plume structure is required.
Buoyant plumes have been the subject of various experimental and numerical studies
in the past. Mean and turbulence quantities for a free axi-symmetric hot air turbulent
plume were studied experimentally in [17, 51]. Both the Reynolds Averaged Navier Stokes
(RANS) [27] and the Large Eddy Simulation (LES) approaches [71, 62, 64, 36] and [63, 61]
have been used in simulations of turbulent buoyant plumes. In [68, 69] a reduced-scale
experiment of a hot air plume beneath a ceiling with three different convective heat release
rates was conducted. Mean and turbulent velocities were measured in the plume and in the
ceiling jet. Substantial work has also been dedicated to the ceiling jet dynamics, discussing
the velocities, temperature rises, and thicknesses of steady fire-driven ceiling jet flows in
[69, 3, 67, 32, 11].
It is clear that in the application of LES to turbulent plumes there are many influencing
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factors that can have significant effects on the predicted results, such as the choice of the
sub-grid models, the model constants and the imposed inflow boundary conditions. In the
present work, LES simulations of a ceiling jet induced by the impingement of a turbulent
hot air jet plume are performed using FireFOAM 2.2.x [2] and the results are compared
to experimental data. The objective of this chapter is to simulate a turbulent jet plume
using LES, aiming at obtaining a clearer picture of the influencing factors on the plume’s
evolution and the induced ceiling-jet. Therefore, the structure of the hot air plume and
the velocities near the ceiling at different radial locations are numerically investigated by
mainly addressing the influence of the:
• inflow boundary condition,
• size of eddies at the inlet, and
• turbulence model constant.
This study is part of a larger research project regarding the investigation of the inter-
action between water sprays, plumes and ceiling layer flows [68].
Sections 3.1- 3.6 of this chapter is based on Ebrahimzadeh et al. [15] . Additional
numerical study of this test case is also performed regarding the turbulence model and
the boundary condition (B.C.) used at the ceiling and are presented in 3.7. A discussion
regarding the importance of the initial momentum and buoyancy at the plume source and
their influence on the induced ceiling flow is presented in 3.9.
3.2 Test Case
The case considered is the hot air jet plume experiments carried out by Zhou [68, 69].
They were performed in order to extend the existing studies of the interaction between
hot air plumes and water sprays, specifically regarding the influence of the water sprays
on the induced ceiling flows driven by strong plumes (from, e.g. rack storage fires).
The first part of the experiment included a hot air source below a ceiling, excluding
the water spray. The test, shown in Fig. 3.1, consisted of a 72 mm diameter nozzle,
providing a hot air source, with an aluminum ceiling plate with dimensions of 1.22 m x
1.22 m placed at height 590 mm above the nozzle. Hot air with a temperature of 205 ◦C
was issued through the nozzle. The ambient temperature was T∞ = 20 ◦C. A range of
hot air flows were generated by changing the exit velocity and maintaining a constant exit
air temperature. The measured convective heat release rates (HRRs) were 1.6 kW, 2.1
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kW and 2.6 kW, corresponding to the maximum exit velocity of 3.3 m/s, 4.2 m/s and 5.3
m/s, respectively. A more detailed description of the experimental set-up can be found in
[68, 69].
r 
z 
590 mm 
Ceiling 
Hot air 
560 mm 
0 
Water spray 
(a) (b)
Figure 3.1: (a) Schematic and (b) image of test configuration [41].
The Reynolds number Re = ρViD/µ and Froude number Fr = Vi2/gD for the three
cases are also listed in Table 3.1. Note that for all cases the Froude number is intermediate
compared to typical values for natural fire (order 1 and lower) and momentum-driven jets
(where the Froude number can be in the order of 10,000 or higher) [14].
Table 3.1: Flow parameters at the inlet
D (m) Qconv. (kW) Vi,max (m/s) Ti (◦C) Re Fr
0.072 2.6 5.3 205 11000 39.8
0.072 2.1 4.2 205 8700 25
0.072 1.6 3.3 205 6800 15.4
3.3 Numerical Modeling
FireFOAM (version 2.2.x), is a CFD package based on the OpenFOAM [24] platform. It
is an LES code with various models for turbulence, radiation, combustion, and pyrolysis.
In the gas phase, FireFOAM solves the Favre filtered transport equations of mass,
momentum, sensible enthalpy and species:
∂ρ
∂ t
+
(∂ρ u˜ j)
∂x j
= 0 (3.1)
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∂ (ρ u˜i)
∂ t
+
∂ (ρ u˜iu˜ j)
∂x j
=
∂
∂x j
(
ρ(ν+νt)
(
∂ u˜i
∂x j
+
∂ u˜ j
∂xi
− 2
3
∂ u˜k
∂xk
δi j
))
− ∂ p
∂xi
+ρgi (3.2)
∂ (ρ h˜s)
∂ t
+
∂ (ρ u˜ jh˜s)
∂x j
=
Dp
Dt
+
∂
∂x j
(
ρ
(
Dth+
νt
Prt
)
∂ h˜s
∂x j
)
(3.3)
∂ (ρY˜k)
∂ t
+
∂ (ρ u˜ jY˜k)
∂x j
=
∂
∂x j
(
ρ
(
Dk+
νt
Prt
)
∂Y˜k
∂x j
)
(3.4)
where ρ is the density and u is the velocity, p is the pressure, ν is the kinematic
viscosity, νt is the turbulent kinematic viscosity, g is the gravitational acceleration, Yk is
the mass fraction of species k, Dk is the molecular diffusivity, hs is the sensible enthalpy,
Dth is thermal diffusivity, Prt is turbulent Prandtl number and δi j is the Kronecker delta.
Turbulence is modeled by the one-equation eddy viscosity model [49], one of the most
often used turbulence models in FireFOAM, in which a transport equation for the sub-grid
scale kinetic energy, k, is solved:
∂ (ρk)
∂ t
+
∂ (ρ u˜ik)
∂xi
=
∂
∂xi
[(µ+
µt
Sct
)
k
∂xi
]+P−ρε (3.5)
The turbulent viscosity, µt , is then calculated as:
µt = ρck∆k1/2 (3.6)
where ∆ is the filter width calculated as the cubic root of the cell volume and ck is a
model parametric taken as constant (e.g., ck = 0.05 [66] or ck = 0.07 [9]). The production
rate of the sub-grid scale kinetic energy, P, is calculated as:
P=−2
3
(ρk+µt
∂ u˜k
∂xk
)
∂ u˜i
∂xi
+2µt
∂ u˜i
∂x j
∂ u˜ j
∂xi
(3.7)
The dissipation rate, ε , is expressed as:
ε = cεk3/2∆−1 (3.8)
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with cε a dimensionless model coefficient (cε = 1.048 [9]).
3.3.1 Discretization Schemes
Based on previous experience (and personal communication with the developers of the
FireFOAM code), a first-order implicit scheme is used for temporal discretization. In the
convection terms, a second-order central differencing for the velocity and a second-order
total variation diminishing (TVD) scheme for the scalars are used. A second-order central
difference scheme with non-orthogonal corrections is used for the diffusion terms [24].
3.4 Computational Set-Up
The computational domain is 2 m x 2 m x 0.734 m. It is extended by 0.4 m at each
side of the ceiling. An open boundary condition is employed at the sides, bottom and
the extended parts on top of the computational domain. At the ceiling, a zero gradient
boundary condition is applied for the sub-grid scale viscosity in addition to the no-slip
boundary condition for the velocity. Due to the good grid resolution near the wall, no
specific turbulent wall treatment is considered for the ceiling B.C.
An unstructured Cartesian computational mesh, shown in Figure 3.2, is used in the
simulations. It has been generated using OpenFOAM’s mesh generation utility snappy-
HexMesh [1]. The total number of cells is 7 million, with 14 cells across the jet inlet,
as shown in Figure 3.3. This corresponds to a mesh size of 5 mm. Mesh refinement is
applied in the region of the thermal plume and the ceiling layer flow. The grid is also
refined in the region near the ceiling with a minimum wall-normal spacing of ∆z = 2 mm.
The numerical simulations are run for 20 s of real time. Averaging is done over the last
17 s.
3.5 Inlet Boundary Condition
Based on the test data of Ref. [68], the following velocity profile has been imposed at the
inlet:
v= vmexp(−( r0.5D)
10) (3.9)
where Vm is the maximum value (5.3 m/s, 4.2 m/s and 3.3 m/s), r is the radial location
and D is the diameter of the nozzle. Although profile 3.9 has been measured at a distance
of around 20 mm from the duct exit, it has been imposed at the inlet here. In doing so,
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Figure 3.2: Computational mesh.
Figure 3.3: Detail of the inlet patch.
the velocity at the wall of the nozzle is also set to zero.
The method of random spots is used to excite the flow at the inlet [30], in which velocity
fluctuations are superimposed onto the mean velocity based on the idea of turbulent flow
being a motion of turbulent spots of a certain size arising at random positions at random
times. At each time instant, M spots are randomly placed in the space, with every ith
spot having distribution of a component of the velocity fluctuation f (x−x(n)ri ) [30], where
x(n)ri is the center of the i
th spot. The velocity fluctuation at the nth time instant vn is
calculated as the sum of fluctuations produced by each spot:
vn(x) =
M
∑
i=1
rni f (x− x(n)ri ) (3.10)
where ri ∈ [−1,1] are random numbers and xri is random position of spots. In order
to generate velocity fluctuations at the inlet with this method, three parameters must be
prescribed: (1) the velocity components, (2) the turbulent stresses, and (3) the eddy length
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scale. The eddy length scale is related to the turbulent integral length scale. Through this
parameter, the turbulent integral length scale is approximated. In the current version of
this inflow generator there is no direct link with the turbulent integral time scale, though:
the random spots are imposed at every computational time step and this time step is not
necessarily linked to the turbulent integral time scale.
3.6 Results and Discussions
An extensive study is carried out first for the 2.6 kW hot air jet plume to study the
influence of different parameters on the plume evolution and the induced ceiling flows.
Afterwards, based on the results obtained for the 2.6 kW case, additional simulations are
also discussed for the other two experiments, HRRs = 2.1 and 1.6 kW.
3.6.1 2.6 kW Hot Air Jet Plume
Parameter Variation
Six simulations have been carried out to study the effect of the turbulence intensity imposed
at the inlet, the turbulence model constant ck and the size of eddies on the plume evolution
and the resulting ceiling flow, as listed in Table 3.2. For all cases Prt = 0.7. For Case 1, ck
has been set to ck = 0.05 (corresponding to Smagorinsky constant, cs = (ck
√
ck/cε)1/2 =
0.1 [56]
Table 3.2: Overview of parameter variations in the simulations case
Case No. Turbulence intensity Size of eddies (mm) ck
1 2% 6 0.05
2 - - 0.03
3 2% 6 0.03
4 2% 12 0.03
5 10% 6 0.03
6 - - 0.0
For cases 2 to 5, ck = 0.03 has been chosen, corresponding to cs = 0.07. These values
are within the ranges for cs mentioned in the literature [60] and [46].
The influence of the SGS model was further studied in Case 6 where no SGS model
(ck = 0) is used, i.e., using only the numerical dissipation as dissipation for turbulence.
A turbulence intensity of 2% is chosen for the numerical simulations, based on the ex-
perimental data. In Case 2 no perturbations are added, whereas in Case 5 an intensity
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of 10% is used, in order to study the effect of imposing higher fluctuations at the inlet.
The size of eddies is chosen to be approximately 7% of the inlet diameter (6 mm) [60].
The influence of this parameter is investigated in Case 4, where the eddy length scale is
doubled to 12 mm.
Flow Field in the Plume Region
The air temperature measurements from the experiment are only available at 30 mm above
the hot air nozzle. A fitting function is presented in [69] to simulate the temperature profile
at this height:
T −T0 = (Tm−T0)exp(−( r0.57D)
10) (3.11)
where Tm = 205 ◦C and T0 = 20 ◦C.
The comparison between the fitting curve for the measured averaged temperature and
the predicted results at z = 30 mm are shown in Figure 3.4. For all cases the peak value
of 205 ◦C is well predicted but the profiles are slightly narrower than the measured one.
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Figure 3.4: Mean profiles of the temperature (◦C) at z = 30 mm.
The evolution of the mean axial velocity along the plume axis is displayed in Figure 3.5.
For all cases, the global trend is similar to the experiment: a slight increase in centerline
velocity due to buoyancy acceleration, followed by an abrupt decay due to turbulent mixing
with the surrounding air. For Case 1, the break-down of the plume occurs later due to
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the higher value of ck, which increases the SGS viscosity (Eq. 3.6) and reduces turbulence
in the near-field of the plume (see Fig. 3.7 below). Decreasing ck, results in a faster
break-down of the plume. Cases 2-4 provide very similar results: later break-down of the
plume compared to the experiment and reasonably good agreement with the measured
velocity at heights above 350 mm. Imposing larger eddies at the inlet results in a slightly
faster decay due to somewhat stronger turbulence (Fig. 3.7 below), but the effect is not
significant. Increasing the turbulence fluctuations to 10 % results in a faster break-down
of the plume and therefore lower velocities than the other cases. Case 6, in which no SGS
model is used, also reveals faster break-down of the plume and good agreement with the
measured data especially after heights above 300 mm.
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Figure 3.5: Evolution of mean vertical velocity (m/s) along the plume axis. See
Table 3.2 for the specific features for each case.
Figure 3.6 presents instantaneous plume temperature contours for Cases 1, 3 and 5,
confirming the above. Figure 3.7 displays radial profiles of averaged axial velocities, the
turbulent radial and axial velocities and the shear stresses at height z = 1D. The symbols
denote experimental data. Figure 3.7(a) reveals that for all cases a top-hat velocity profile
with peak value of 5.3 m/s is predicted. The experimental profiles are slightly asymmetric.
They are also wider than the calculated ones. This is due to imposing the experimental
velocity profile from z = 20 mm as inlet profile and setting v = 0 at the wall of the
nozzle in the simulations. This influence was also observed in the temperature profiles
(Figure 3.4).
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Figure 3.6: Illustration of the plume break-down through instantaneous plume
temperature contours (K) for (a) Case 1, (b) Case 3, and (c) Case
5.
Figures 3.7 (b)-(d), reveal under-prediction of the turbulent velocities and shear stresses
with ck = 0.05 (Case 1). Decreasing ck results in higher values. Again Cases 2-4 reveal
very similar results. As expected, by imposing higher fluctuations (Case 5), higher turbu-
lent velocities and shear stresses are predicted. This is in line with a faster break-down of
the plume, as shown in Figure 3.5. Using no SGS viscosity results in significantly higher
turbulent velocities and shear stresses compared to the other cases, due to a lower total
viscosity near the inlet. Consequently, there is indeed less damping of the turbulent ki-
netic energy. Except for Case 1, the turbulent axial velocity fluctuations are well predicted
(noticing some over-prediction for Case 6). However, except for case 6, the radial fluc-
tuations are significantly under-predicted, as are the turbulent shear stresses. In terms of
turbulent velocities and turbulent shear stresses, Case 6 (i.e., no SGS model) yields the
best agreement with experimental data. As in Figure 3.5, Case 1 provides the poorest
results, indicating that ck is too high.
Figures 3.8 presents the same results at z/D = 6. As expected from Fig. 3.5, the peak
mean velocity is under-predicted in Case 5. Cases 2-4 and Case 6 lead to similar mean axial
velocity profiles, in good agreement with the experimental measurements (although the
experimental profiles are still wider, as explained above). Case 1 also reveals similar results
(good agreement with the experimental data). This is however, only by coincidence, since
z/D = 6 is the height where the lines cross in Fig. 3.5. Figures3.8 (b)-(d) indeed confirms
that Case 1 provides the poorest agreement to experimental for turbulence. Again, this is
due to the too high ck value. All other cases yield very similar results, again slightly better
agreement for Case 6 (in particular for the turbulent radial velocity). An over-prediction
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Figure 3.7: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial ve-
locity fluctuation, (c) turbulent vertical velocity fluctuation, and (d)
turbulent shear stresses at z/D = 1.
of approximately 10 %, 20 % and 17 % for the radial and vertical turbulent velocities and
shear stresses, respectively, is observed.
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Ceiling jet flow
Figure 3.9 depicts the mean ceiling layer horizontal velocities from z = 490 mm to z =
590 mm at 4 different radial locations, r. Similarly to the experiment, the maximum radial
velocity decreases with radial distance from the center of the ceiling. At r = 100 mm,
simulation results are slightly lower than the experimental data. At r = 200 mm and r =
300 mm, on the other hand, some over-prediction is observed in the region 550 mm < z
< 580 mm. The maximum velocities for all simulations are lower than the experiments
(by approximately 3-11%). For Case 6 at r = 300 mm and r = 400 mm, good agreement
with the maximum velocity is observed, albeit a bit further away from the ceiling. Similar
peak velocities are calculated in Cases 2 to 4. Increasing the turbulence intensity at the
inlet results in a slightly lower velocity near the ceiling. The velocity reduction due to
an increase in ck (Case 1) is more significant though: the increased turbulence near the
ceiling (Figure 3.8) makes the boundary layer thicker. In line with the above, Case 1 yields
the poorest agreement with experimental data, indicating the too high value for ck.
Figure 3.10 presents the evolution of the maximum velocities as function of radial
position. The correlations developed by Alpert [4] and Heskestad and Yao [4] for the
prediction of steady ceiling jet flows beneath un-obstructed ceilings are shown for com-
parison purposes only. All graphs show the same trend, i.e., the velocity decreases with
radial distance. However, the Froude number for both experiments in [4] was much lower
than here, which explains the lower velocity values in the correlations. Good agreement
between the measured and calculated velocities is observed. It should, however, be noted
that the maximum velocities for the experiment are at z = 587 mm (the highest available
measurement point), whereas in the simulations the maximum occurs at different heights.
While the experimental data suggest the thickness of the viscous sublayer to be at most
δvmax = 3 mm, in the simulations this thickness varies, for example in Case 5, from δvmax
= 4 mm at r = 57.6 mm to δvmax = 12 mm at r = 552.6 mm.
LES resolution
The ratio of the turbulent to laminar viscosity µt/µ is shown in Fig. 3.11. The maximum
value of the ratio is 2.6, observed in Cases 1 and 5, whereas for the other cases the ratio
is below 1. For Case 1, this is due to the higher value for ck (see Eq. 3.6). For Case 5,
this is due to the higher level of turbulent fluctuations at the inlet. Indeed an evolution is
observed towards the values for Cases 2-4 at higher heights. Overall, the added turbulent
viscosity from the turbulence model is of the same order of magnitude as the molecular
viscosity (small influence of the SGS model), indicating that the LES grid is fine enough
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Figure 3.8: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial ve-
locity fluctuation, (c) turbulent vertical velocity fluctuation, and (d)
turbulent shear stresses at z/D = 6.
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Figure 3.9: Mean ceiling layer horizontal velocities at different radial locations:
(a) 100 mm, (b) 200 mm, (c) 300 mm, and (d) 400 mm.
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to accurately simulate all cases.
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Figure 3.11: The ratio of turbulent to laminar viscosity µt/µ on the centerline.
Fig. 3.12 presents the same results along the ceiling at z = 570 mm. The ratio is the
highest for Case 1, as was expected from Fig. 3.11, again due to the higher value for ck.
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The other cases reveal similar results with the maximum value of the ratio less than 1.1
(at the plume’s centerline) and below 0.8 at further radial distances, again illustrating the
good grid resolution.
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Figure 3.12: The ratio of turbulent to laminar viscosity µt/µ along the ceiling
at z = 570 mm.
As mentioned in [47], turbulence resolution can also be defined as the fraction of the
resolved turbulent kinetic energy to the total kinetic energy:
M(x, t)≡ kres
ksgs+ kres
(3.12)
where ksgs and kres are the subgrid-scale and resolved kinetic energy, respectively
The value of M(x, t) ≥ 0.8 corresponds to the resolution of 80 % or more of the kinetic
energy in the numerical simulations.
Figure 3.13 displays the turbulence resolution at the centerline and near the ceiling,
respectively. It can be seen that for all cases only above z = 200 mm the resolution is
below 0.2. It should, however, be noted that based on what was observed in Figs. 3.5
and 3.6, only after z = 200 mm the influence of the turbulence becomes significant. The
turbulence resolution at the ceiling, shown in Fig. 3.14, shows that for all cases M(x, t)
is at most 0.1, implying that more than 90 % of the kinetic energy in the numerical
simulations is resolved.
It should also be mentioned that the maximum z+ at the ceiling is around 12 at the
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Figure 3.13: Turbulence resolution at the centerline (See Eq. 3.12).
−600 −400 −200 0 200 400 600
0.5
0.6
0.7
0.8
0.9
1
r (mm)
re
so
lu
tio
n
case1
case2
case3
case4
case5
case6
Figure 3.14: Turbulence resolution at the ceiling (See Eq. 3.12).
areas where the plume impinges the ceiling and below 5 at further radial locations. Keeping
in mind that the concept of z+ is defined for the boundary layer flows, i.e., further radial
locations from the impingement zone, the maximum value of 5 is another indication of a
good grid resolution at the ceiling.
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Figure 3.15: Mean profiles of the temperature (◦C) at z = 30 mm: 2.1 kW
(left), and 1.6 kW (right).
3.6.2 2.1 and 1.6 kW hot air jet plumes
Additional numerical studies have also been carried out for hot air jet plumes with con-
vective HRRs of 2.1 kW (vi,max = 4.2 m/s) and 1.6 kW (vi,max = 3.3 m/s). Two sets of
simulations are chosen for each case: one with SGS model (ck = 0.03) and the turbulence
intensity taken from the experimental data (similar to Case 3 in the previous section) and
another one without SGS model (ck = 0.0), in order to investigate whether similar results
as the 2.6 kW case will be predicted. For all simulations, Prt = 0.7 and the size of eddies
is set to 6 mm. The list of simulations is presented in Table 3.3.
Table 3.3: Flow parameters at the inlet
Q˙conv. (kW) vi,max (m/s) (kW) Turbulence intensity Size of eddies (mm) ck
2.1 4.2 4% 6 0.03
2.1 4.2 - - 0.0
1.6 3.3 5% 6 0.03
1.6 3.3 - - 0.0
The plume region
The predicted mean temperature profiles at z = 30 mm and their comparison with the
measured temperature (Eq. 3.11) for both cases are shown in Fig. 3.15. The peak tem-
perature is well predicted. However, as explained before, the profiles are slightly narrower
than the measured ones.
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Figure 3.16: Evolution of mean vertical velocity (m/s) along the plume axis: 2.1
kW (left), and 1.6 kW (right).
The evolution of the mean axial velocities is presented in Fig. 3.16. For 2.1 kW case,
using no SGS viscosity at the inlet results in a slightly faster break-down of the plume and
better agreement with the experimental data.
Both cases for the 1.6 kW hot air plume predict the same height for the plume’s
break-down. This is different from what was observed in Fig. 3.5. Note, however, that the
turbulence intensity at the inlet, chosen in agreement with experimental data, is 2.5 times
higher here at the inlet (5% vs. 2 %). Fig. 3.5 revealed that an increase in turbulence
intensity leads to faster break-down of the plume, explaining the observation made. The
decay of the centerline velocity is better predicted without SGS model (the decay is too
fast with ck = 0.03). Thus, in line with the above, the results without SGS model are
globally in better agreement with experimental data.
The radial profiles of averaged axial velocities, the turbulent radial and axial velocities
and shear stresses at z/D = 1 are shown in Figs. 3.17 and 3.18 , respectively. Both
cases reveal good prediction for the peak mean vertical velocities for ck = 0.0 and 0.03.
Figs. 3.17 (b)-(d), and 3.18 (b)-(d) reveal higher values of turbulent velocities and shear
stresses with ck = 0, in line with what was observed for the 2.6 kW case. Again, for all cases
under-prediction of turbulent velocities and shear stresses, compared to the experimental
data, is observed (except for the vertical turbulent velocities for ck = 0).
Figures 3.19 and 3.20 depict the same results at z/D = 6. A slight over-prediction
of the maximum mean vertical velocities for ck = 0 is seen (Figs. 3.19 (a) and 3.20 (a)),
in line with Fig. 3.16. Except for turbulent radial velocities, no significant difference is
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Figure 3.17: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial
velocity fluctuation, (c) turbulent vertical velocity fluctuation, and
(d) turbulent shear stresses at z/D = 1 for the 2.1 kW case.
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Figure 3.18: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial
velocity fluctuation, (c) turbulent vertical velocity fluctuation, and
(d) turbulent shear stresses at z/D = 1 for the 1.6 kW case.
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Figure 3.19: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial
velocity fluctuation, (c) turbulent vertical velocity fluctuation, and
(d) turbulent shear stresses at z/D = 6 for the 2.1 kW case.
observed between the results for ck = 0 and 0.03 for both jet plumes, as was also the case
for the 2.6 kW jet plume.
Ceiling jet flow
Figures 3.21 and 3.22 present the mean ceiling layer horizontal velocities from z = 490
mm to z = 590 mm at 4 different radial locations, r. The same trend as the experiment
is seen in the predicted results: decrease of the radial velocity with radial distance from
the center of the ceiling. In line with the 2.6 kW case, a slight under-prediction of the
velocity profile at r = 100 mm for both plumes is observed. At r = 300 and 400 mm
the simulations with ck = 0 reveal higher prediction of the maximum radial velocities and
therefore, better agreement with the experimental data.
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Figure 3.20: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial
velocity fluctuation, (c) turbulent vertical velocity fluctuation, and
(d) turbulent shear stresses at z/D = 6 for the 1.6 kW case.
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3.7 Complementary simulations
This section presents two complementary simulations that are carried out with respect to
• the turbulence model, and
• thermal boundary condition at the ceiling.
In the first case, a simulation is carried out by using static Smagorinsky turbulence
model with cs = 0.07 and comparing the predicted results with the one-equation eddy
viscosity model. The second simulation is conducted by assigning an isothermal condition
for the ceiling temperature, Tceiling = 45◦ (based on communication with the experimen-
talist). Both simulations are for the 2.6 kW thermal jet plume with the parameters used
for Case 3 (see Table 3.2).
Figures 3.23 - 3.25 present the comparison between the measured and predicted re-
sults for the one-equation model (ck = 0.03 corresponding to cs = 0.07) and the static
Smagorinsky model (cs = 0.07) for 2.6 kW case in the plume’s region. Figure 3.23 shows
the evolution of the mean vertical velocity along the plume axis. The predicted mean
velocity with the one-equation model shows better agreement with the measured values
from height z = 300 mm compared to the one with the static Smagorinsky model.
The radial profiles of the averaged axial velocities, the turbulent radial and axial veloc-
ities and the shear stresses at heights z = 1D and z = 6D are displayed in Figs. 3.24 and
3.25, respectively. In line with what was observed in Fig. 3.23, there is no difference in
the predicted mean vertical velocity for both models at z = 1D and slightly lower value for
the static Smagorinsky at z = 6D. The peak values for turbulent radial and axial velocities
at z = 1D are lower than the ones for the one-equation model (Figs. 3.24(b)-3.24(d)).
At height z = 6D, these values are slightly higher for the static Smagorinsky (although
with no significant difference), resulting in a better agreement with the measured values
for the one-equation model (Figs.3.25(b)-3.25(d)).
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Figure 3.21: Mean ceiling layer horizontal velocities at different radial locations:
(a) 100 mm, (b) 200 mm, (c) 300 mm, and (d) 400 mm for the
2.1 kW case.
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Figure 3.22: Mean ceiling layer horizontal velocities at different radial locations:
(a) 100 mm, (b) 200 mm, (c) 300 mm, and (d) 400 mm for the
1.6 kW case.
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Figure 3.23: Evolution of the mean axial velocity (m/s) along the axis for one-
equation and Smagorinsky model.
The effect of thermal boundary condition at the ceiling on the ceiling jet velocity
is investigated. Comparison is made between Case 3 (see Table 3.2) where an adiabatic
boundary condition is used at the ceiling and a case with an isothermal boundary condition.
Figure 3.26 depicts the mean ceiling layer horizontal velocities at 4 radial locations: 100,
200, 300 and 400 mm from the center of the ceiling. No difference is seen between the
predicted velocities.
3.8 Conclusions
Large eddy simulations of a thermal jet plume under a horizontal ceiling and the induced
ceiling flow have been performed. The influence of the turbulence intensity, the size of
eddies and the constant used in the SGS eddy viscosity model have been examined. For
the cases considered, the size of eddies imposed at the inlet has little influence on the
results. The SGS model constant ck and, to a lesser extent, imposing high fluctuations
at the inlet, are important in the prediction of the plume’s evolution and the ceiling flow
velocities. The value ck = 0.05 is too high. For the cases considered, the numerical studies
without SGS model are in better agreement with the experimental data. Predicted results
with the one-equation eddy viscosity model for ck = 0.03 (corresponding to cs = 0.07)
revealed better agreement with the measured values compared to the ones for the constant
Smagorinsky model with cs = 0.07. Thermal B.C. at the ceiling (adiabatic compared to
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Figure 3.24: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial ve-
locity fluctuation, (c) turbulent vertical velocity fluctuation, and (d)
turbulent shear stresses at z/D = 1 for one-equation and Smagorin-
sky model.
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Figure 3.25: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial ve-
locity fluctuation, (c) turbulent vertical velocity fluctuation, and (d)
turbulent shear stresses at z/D = 6 for one-equation and Smagorin-
sky model.
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Figure 3.26: Mean ceiling layer horizontal velocities at different radial locations:
(a) 100 mm, (b) 200 mm, (c) 300 mm, and (d) 400 mm for two
different ceiling B.Cs.: adiabatic (Case 6) and constant tempera-
ture.
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a constant temperature) showed no difference in the predicted ceiling flow velocities.
The results demonstrated that FireFOAM is capable of predicting well the mean values
in the plume. The velocity fluctuations and stresses are under-estimated in the near-field
(z/D = 1) region, whereas reasonably good agreement was obtained at higher location
(z/D = 6). In the ceiling jet region, the maximum velocity is slightly under-predicted and
the velocity boundary layer thickness is larger than suggested by the experimental data.
In line with the results in the plume region, the results without SGS model are in best
agreement with experimental data for the cases considered, and ck = 0.05 is too high. The
observations made prevail for the three different convective heat release rates considered.
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3.9 A discussion regarding the importance of the initial
momentum and buoyancy at the plume source and
their influence on the ceiling flow
In section 3.6.1 it became clear that, although the same trend in the evolution of the
maximum ceiling jet velocities as a function of radial position is observed, the velocity
data do not match existing correlations, developed in the context of fire-induced ceiling
jets (e.g. the correlation developed by Alpert [4] or Heskestad and Yao [4]). It was stated
that the primary reason is that the Froude number in the fire experiments in [4] is much
lower than in the experiments. This section elaborates on this, by performing an analysis
for fixed ’heat release rate’ of the hot air issued from a fixed nozzle, but varying the mass
flow rate and the temperature at the inlet, thus varying the inlet Froude number.
As before, LES simulations are performed using FireFOAM 2.2.x [2].
3.9.1 Numerical set-up
The numerical configuration (Fig. 3.27) consists of a 20 cm diameter nozzle, issuing hot
air into the domain. A ceiling plate with dimensions of 2.4 m x 2.4 m is placed at 1.6
m above the nozzle. The computational domain is extended 0.8 m at each side of the
ceiling, in order to reduce possible impact of boundary conditions on the flow field.
An ’open’ boundary condition is employed at the sides, bottom and the extended parts
on top of the computational domain. At the ceiling, the law of wall boundary condition
is applied for subgrid-scale viscosity and the no-slip boundary condition for velocity. The
wall is treated as adiabatic.
A top hat velocity profile is used at the inlet with method of random fluctuation for
the inlet boundary condition with a turbulence intensity of 5%.
An unstructured Cartesian computational mesh is used in the simulations. It has
been generated using OpenFOAM’s mesh generation utility snappyHexMesh [1]. Mesh
refinement is applied in the region of the thermal plume and the ceiling layer flow. The
total number of cells is 3.7 million, with 16 cells across the jet inlet (Fig. 3.28). This
corresponds to a mesh size of 1.25 cm. The same cell size is used at the ceiling.
As mentioned above, the CFD package FireFOAM 2.2.x [2] that is a CFD package based
on the OpenFOAM [24] platform is used here. The Favre filtered transport equations of
mass, momentum and sensible enthalpy are solved.
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Figure 3.27: Sketch of the computational mesh and domain.
Figure 3.28: Detail of the inlet patch.
3.9.2 Description of the test cases
A series of five simulations have been carried out, as shown in Table 3.4. For all cases the
convective heat release rate is kept constant:
Q˙c = m˙incp∆T in = m˙incp(Tin−Tamb.) = ρinAvincp(Tin−Tamb.) (3.13)
where Q˙c is the convective heat release rate, m˙ is the mass flow rate, cp is the specific
heat and T is the temperature. Ambient temperature has been set to Tamb = 293 K. In
Eq. 3.13, the mass flow rate (or velocity) and the temperature at the inlet can be varied,
though. As such, the densimetric Froude and Reynolds numbers vary:
Fr =
TambV 2in
(Tin−Tamb)gD (3.14)
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Re=
ρinVinD
µin
(3.15)
As mentioned above, the nozzle diameter is D = 0.2 m. Table 3.4 presents an overview
of the different cases examined numerically.
Table 3.4: Overview of the cases considered in the present study.
Case No. vin (m/s) Tin (K) Q˙c (kW ) Frin Rein
1 0.4 1093 3.25 0.03 590
2 0.7 504 3.25 0.35 3672
3 1 414.5 3.25 1.23 7248
4 1.7 354 3.25 7.08 16339
5 3.6 319 3.25 74.44 41282
3.9.3 Results
The numerical simulations are run for 20 seconds of real time. Results are presented as
mean values, with averaging done over the last 13 or 14 seconds (based on the case)
in the simulations. Figure 3.29 shows the instantaneous plume temperature contours for
all cases where the differences in the plume’s structure can be easily observed. Figure
3.30 illustrates the evolution of the centreline velocity for the five test cases. As could
be expected on the basis of the Froude numbers (see Table 3.4), test case 1 is clearly
buoyancy-driven. Indeed, there is a strong acceleration from the inlet velocity to a much
higher maximum value (approximately 4.3 m/s, at height 0.6 m from the nozzle). As the
Froude number increases, the flow becomes more and more momentum-driven. Indeed,
for Case 5 the maximum velocity (3.74 m/s) is less than 5% higher than the inlet velocity.
The position where the maximum velocity is reached, increases with increasing Froude
number, from approx. 0.6 m (i.e., 3D) for Case 1 to approx. 0.8 m (i.e., 4D) for Case 5.
The most relevant question is how this reflects in the evolution of the velocity under-
neath the ceiling. Figure 3.31 presents the results in terms of absolute values, in the form
of the maximum velocity as a function of the radial distance (r) from the central axis. The
results are presented for the radial distances sufficiently far from the plume region. For
comparison reasons, values obtained from different experimental correlations are added: -
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Figure 3.29: Instantaneous plume temperature contours for (a) Case 1, (b) Case
2, (c) Case 3, (d) Case 4 and (e) Case 5.
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Figure 3.30: Evolution of the centreline velocity as function of height for the
five test cases.
Alpert [4]:
umax =
0.96(Q˙/H)1/3 r/H ≤ 0.150.195 (Q˙/H)1/3
(r/H)5/6
r/H > 0.15
(3.16)
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- Heskestad Yao [4]:
umax =

√
gHQ˙?1/3(1.06(r/H)−0.69) 0.17 < r/H < 4.0
3.61 r/H ≤ 0.17
(3.17)
where H is the ceiling height above the fire source, r is the radial distance from the
centreline of the plume, cp is the specific heat, g is the gravitational acceleration and ρ∞ is
the ambient air density and Q˙? is a dimensionless quantity calculated from the convective
HRR
Q˙? =
Q˙c
ρ∞cpT∞g0.5H2.5
(3.18)
Whereas the cases with low Froude number (Cases 1 and 2) match relatively well with
the correlations mentioned, stronger and stronger deviations are observed as the Froude
number increases, i.e., as the flow evolves from buoyancy driven to momentum driven.
This is in line with what was stated in [15].
This is not surprising, since the correlations have been developed in the context of
natural fire (and thus for buoyancy driven flows with Froude number in order of 1 and
lower), it is an important observation and reveals the importance of specifying the Froude
number in addition to the ’heat release rate’, if a fire source is replaced by either hot air
or a light gas (such as helium). In other words, the heat release rate alone is not sufficient
to characterize the set-up. Or, stated in still another manner, it cannot be expected that
results collapse when non-dimensionalized by the heat release rate alone.
This is now further illustrated in Figs. 3.32 and 3.33. In Fig. 3.32, the velocities are
made non-dimensional through the use of the buoyancy flux at the inlet:
B0 =
pid2
4
vin
ρamb−ρ0
ρamb
g (3.19)
Table 3.5 provides an overview of the values of B0 and maximum centreline velocity
for the five cases considered.
Figure 3.32 confirms that the buoyancy flux at the inlet is a good quantity to character-
ize the flow field underneath the ceiling as long as the Froude number remains close to or
below 1 (see Table 3.4). Indeed, the results for tests 1 through 3 practically collapse. For
higher Froude numbers (Cases 4 and 5), strong deviations are observed, implying that the
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Table 3.5: Overview of the cases considered in the present study.
Case No. vmax (m/s) B0 (m4/s3)
1 4.28 0.09
2 2.98 0.09
3 2.54 0.09
4 2.37 0.09
5 3.74 0.09
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Figure 3.31: Evolution of the maximum velocity underneath the ceiling as func-
tion of the radial distance (r) from the central axis. ’Alpert’ refers
to Eq. (3.16); ’Heskestad’ refers to Eq. (3.16).
buoyancy flux at the inlet is no longer representative for the flow underneath the ceiling.
This is because the inlet momentum at the nozzle exit is now strongly dominating the
buoyancy.
Therefore, it is logical to examine how the maximum velocity underneath the ceiling
scales with the inlet velocity of the hot air as it enters the computational domain. This
is sketched in Fig. 3.33. Clearly, none of the curves collapse. However, it is seen in
Fig. 3.30 that none of the cases is purely momentum-driven, in that there is always some
buoyancy-driven acceleration. Only for Case 5 this acceleration is small (but still visible).
Therefore, the results are made non-dimensional in still another way, namely using
the maximum velocity observed on the centreline. Table 3.5 provides an overview of
these values for the five cases considered. Figure 3.34 presents the results. Clearly now
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Figure 3.32: Non-dimensional presentation of the evolution of the maximum ve-
locity underneath the ceiling as function of the radial distance (r)
from the central axis (divided by the distance H between the ceil-
ing and the nozzle). The buoyancy flux B0, Eq. (3.19), is used to
make the velocities non-dimensional.
the results for Cases 4 and 5 collapse, illustrating that Vmax becomes the characteristic
velocity where the inlet momentum starts to dominate the buoyancy force (see Table 3.4).
For purely momentum-driven flows, i.e., in the absence of buoyancy, Vmax is equal to Vin.
For the buoyancy-driven flows, the maximum velocity is not representative.
3.9.4 Discussions
Large-eddy simulation results have been presented for a range of ceiling jets, using Fire-
FOAM 2.2.x [2]. The ’heat release rate’ of the issued hot air has been kept constant, but
the mass flow rate and inlet temperature have been varied. As such, a range of Froude
numbers has been studied. The vertical plume accordingly varied from buoyancy-driven
to momentum-driven.
It has been illustrated that the buoyancy flux at the inlet is characteristic for the
velocity underneath the ceiling as long as the Froude number remains close to or below 1,
which corresponds to buoyancy-driven flows. Non-dimensional velocities have been shown
to match well existing correlations for fire-induced ceiling jets.
For higher Froude numbers, the maximum velocity, obtained on the centreline, is
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Figure 3.33: Non-dimensional presentation of the evolution of the maximum ve-
locity underneath the ceiling as function of the radial distance (r)
from the central axis (divided by the distance H between the ceil-
ing and the nozzle). The inlet velocity Vin, is used to make the
velocities non-dimensional.
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Figure 3.34: Non-dimensional presentation of the evolution of the maximum ve-
locity underneath the ceiling as function of the radial distance (r)
from the central axis (divided by the distance H between the ceil-
ing and the nozzle). The maximum velocity on the centreline, Vmax
(see Table 3.5), is used to make the velocities nondimensional.
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representative for the velocities underneath the ceiling.
The results illustrate that it is not sufficient to only specify the heat release rate when
a fire is replaced by hot air or a light gas to mimic buoyancy. Also the Froude number
must be specified.
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Chapter 4
Large eddy simulation of a water spray
4.1 Introduction
Water-based fire suppression systems have been the most reliable and effective active
fire protection method for industrial, commercial and (increasingly) residential occupan-
cies. The thermal characteristics of water make it an ideal agent, for instance, for fire
extinguishment, flame control or suppression and cooling of the fire compartment.
Despite the large number of studies in this subject, there are still many uncertainties
regarding the effectiveness of water-based fire suppression systems in fire scenarios. The
demonstration of such effectiveness requires large-scale experiments which in return, re-
quires considerable amounts of time and money. However, with the continuing advances
in computer technology, computational fluid dynamics (CFD) simulations can be carried
out to provide a primary insight regarding the involved physical phenomena. It is therefore,
essential to have a tool that can effectively simulate the complex dynamics of water sprays.
A number of studies have employed CFD models for water-based fire suppression sys-
tems by focusing on e.g., numerical simulations of water mist systems [54, 25], numerical
modeling of fire suppression systems [29, 19, 40] or spray-plume interaction [41].
In this chapter, the results of the second step of the research, i.e., numerical simulation
of the isolated water spray, is presented. The goal is to investigate the influence of different
parameters on the water spray characteristics using the CFD code FireFOAM (version
2.2.x)[2]. Experimental data from Zhou [68] are used for the comparative purposes with
simulations.
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4.2 Test Case
The experimental set-up (for the hot air jet plume), shown in Fig. 4.1, has been described
in Chapter 3. It consists of a hot air source below an aluminum ceiling. The second part
of the experiment included a nozzle below the ceiling with focus on the water spray only,
excluding the hot air source. The nozzle used for the experiment was a full cone with 30◦
initial spray cone angle as shown in Fig. 4.2. It was installed at z = 560 mm above the
hot air nozzle and 30 mm below the center of the aluminium ceiling plate. The water
spray nozzle was operated at a pressure of 750 kPa and the measured water flow rate was
0.084 lpm. Shadowgraph imaging was used to measure the spray droplet velocities and
diameters.
r 
z 
590 mm 
Ceiling 
Hot air 
560 mm 
0 
Water spray 
(a) (b)
Figure 4.1: (a) Schematic and (b) image of test configuration [41].
Figure 4.2: Image of the water spray from the nozzle[41].
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4.3 Numerical Modeling
The numerical code used in this study is FireFOAM (version 2.2.x)[2], a CFD package
based on the OpenFOAM [24] platform. It is a Large Eddy Simulations (LES) code with
various models for turbulence, radiation, combustion, and pyrolysis. In the gas phase,
FireFOAM solves the Favre filtered transport equations of mass, momentum, sensible
enthalpy and species. Turbulence is modeled by one-equation eddy viscosity model [49],
one of the most often used turbulence models in FireFOAM. In this model, a transport
equation for the sub-grid scale kinetic energy, k, is solved. The equations and models have
already been described in Chapters 2 and 3 and therefore, will not be repeated here.
4.3.1 Models for the Dispersed Phase
The Eulerian-Lagrangian approach is used here, where the gas phase is regarded as a
continuum and water droplets are treated as individual particles. Each individual particle
is tracked in space and time. The spray is assumed to be dilute. Two-way coupling of the
gas phase and the dispersed phase is therefore, assumed: the influence of the particle phase
on the fluid flow is accounted for, but there is no inter-particle interactions. Collisions as
well as atomization and breakup models are not covered. No dispersion model is used in
this study, i.e., the effect of continuous phase turbulence fluctuations on the transport of
discrete phase particles is not taken into account. Droplets are assumed to be spheres.
Typically, it is assumed that the droplet drag force and the gravitational force are
dominant forces on a particle. The same assumption is used here. Therefore the particle
momentum equation, is calculated as:
md
dvd
dt
=∑Fi (4.1)
where md is the particle mass, vd is the droplet velocity vector and Fi stands for different
relevant forces acting on the particle (here, the aerodynamic drag for spherical droplets
and the gravity body force). The momentum equation is, therefore, written as:
md
dvd
dt
=−pidd
2
8
CDρg|vd−vg|(vd−vg)+mdg (4.2)
where dd is the diameter and ρd is the density of the droplet, respectively, CD is the drag
coefficient, vg is the velocity of the surrounding gas and g is acceleration due to gravity.
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The drag coefficient, CD,is defined as function of Reynolds number [24]
CD =
 24Red (1+ 16Re
2
3
d ) Re < 1000
0.424 Re ≥ 1000
(4.3)
The particle Reynolds number, Red is calculated as:
Red =
ρg| vd−vg |dd
µg
(4.4)
where µg is the dynamic viscosity of the surrounding gas.
The energy equation for droplets accounts for heat transfer between the droplets and
carrier phase and for the latent heat of vaporization due to vaporization of the droplet:
mdcp,d
dTd
dt
= m˙dhv+hAd(Tg−Td) (4.5)
where cp,d, Ad and Td are the specific heat, surface area and temperature of water droplet,
respectively. hv is the latent heat of water vaporization, h is the convective heat transfer
coefficient and Tg is the gas temperature.
The convective heat transfer coefficient is calculated as h = Nu kg/dd, where the
Nusselt number, Nu, is obtained from the Ranz-Marshall correlation:
Nu= 2+0.6Re1/2d Prg
1/3 (4.6)
The Prandtl number, Prg, is calculated as
Prg = µg
cp,g
kg
(4.7)
where cp,g and kg are the gas phase heat capacity and thermal conductivity, respectively.
Bird’s correction [7], which is the only model implemented in the public release of
OpenFOAM, is applied for Nu to take into account the effects of Stefan flow (outward
flow) on the surface of evaporating droplets to account for the reduction of heat transfer
due to evaporation:
Nu′ = Nu
β
eβ −1 (4.8)
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where β is calculated as:
β =−(3Prgτ
st
d
2
)
m˙d
md
(4.9)
where m˙d is droplet evaporation rate and τstd is the droplet relaxation time for Stokes flow:
τstd =
ρliq.dd2
18µg
(4.10)
The rate of evaporation of droplet of diameter dd is given as:
dmd
dt
=−piddρgDgShgln(1+BM) (4.11)
where Dg and Shg are the binary diffusion coefficient and Sherwood number of the gas
phase. The Sherwood number is calculated as:
Sh= 2+0.6Re1/2d Scg
1/3 (4.12)
with Scg the Schmidt number (Scg =
µg
ρgDg ).
BM in equation 4.11 is the Spalding mass transfer number [33, 55]
BM =
(Xv,s−Xv,g)
(1−Xv,s) (4.13)
where Xv,g is the vapor mole fraction in the gas phase and Xv,s is the vapor mole fraction
at the droplet surface (Note here the Spalding mass transfer number is defined by the
mole fraction instead of mass fraction as commonly done).
The vapor mole fraction at surface is obtained according to Raoult’s law:
Xv,s = Xv,g
psat(Tp)
pa
(4.14)
where psat is the vapor saturation pressure at droplet temperature, and pa is the ambient
pressure.
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4.4 Computational set-up
In order to reduce the computational time, a simple geometry shown in Fig. 4.3 is used
first for the preliminary simulations of the spray. The computational domain is 0.6 m x 0.6
m x 0.6 m. A structured Cartesian computational mesh is used in the simulation with grid
spacing of 6 mm. The total number of cells is then 1 M. Except for the top of the domain
(the ceiling), an open air-entrainment boundary condition are used for the bottom and
sides. Similarly to the experimental set-up, the nozzle is put at 30 mm below the ceiling.
The simulation time is 10 s of real time with averaging done over the last 9 seconds in
the simulations.
Ceiling (0.6 m) 
0
.6
 m
 
Air entrainment  
0
.5
7 
m
 
Water spray 
Figure 4.3: Computational mesh.
4.5 Spray injection model
The spray is injected into the computational domain via a Lagrangian particle injection
model. The injection position is 30 mm below the ceiling. The injection mass flow rate
is 1.4 g/s (0.084 lpm) with a 30-degree full cone injection angle. The orifice diameter is
0.33 mm (based on a communication with the manufacturer). The ”ConeNozzleInjection”
model is chosen for the spray injection. In this model the initial velocity of the droplets
can be calculated in three different ways:
• Constant velocity , where the parcel velocity is specified by the user,
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• Pressure driven velocity , where the parcel velocity is calculated as:
vd =
√
2(Pin j−Pamb)
ρd
(4.15)
where Pin j is the operating pressure of the water spray nozzle and Pamb is the ambient
pressure.
• Flow rate and discharge, where the initial parcel velocity is calculated as:
vd =
V˙w
Aocd
(4.16)
where V˙w is the volumetric flow rate of water, Ao is the orifice area and cd is the
discharge coefficient.
The latter approach is used here with the discharge coefficient cd = 0.62. This value is
in range of values recommended for atomizers [33].
In spray simulations, tracing every single droplet is an extremely time consuming task.
Therefore, in FireFOAM (same as in other CFD packages) the concept of ’parcel’ is intro-
duced, representing several real droplets with identical properties, e.g. position, velocity,
diameter. Here, to determine the real number of particles represented by each parcel,
the most widely used method, ’pbMass’, is chosen. In this method, all parcels contain
the same amount of liquid mass. Therefore, parcels with smaller diameter contain more
droplets compared to the ones with larger diameter.
A Rosin-Rammler distribution is used for the droplet initial size distribution:
dp = dp,min+dp,m[−log(1− yK)]1/n (4.17)
with
K = 1− e
−
(dp,max−dp,min
dp,m
)n
(4.18)
where dp,min, dp,max and dp,m are the minimum, maximum and volume median diameter,
respectively, and n is a constant (spreading factor). These values are obtained from the
available experimental data at 30 mm below the nozzle and are given in Table 4.1. The
resulting PDF of droplet size at the inlet obtained from 50000 samples is given in Fig. 4.4,
in the form of a histogram with a bin size of 1.1 µm.
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Table 4.1: Parameters for droplet initial size distribution [68].
dp,min dp,max dp,m n
12 µm 176 µm 56 µm 2
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Figure 4.4: Droplet size PDF at the inlet.
4.6 List of test cases for a sensitivity analysis
The effects of several spray parameters on the velocity, liquid volume flow rate and volume
median diameter of water droplets is investigated numerically. An extensive sensitivity
analysis, as shown in Table 4.2, is conducted with respect to
• number of injected parcels per second,
• grid size,
• turbulence model constant, ck,
• spray angle, and
• maximum assigned droplet diameter.
Due to the importance of the prescribed number of injected parcels per second on the
spray characteristics, four different values are examined. In Chapter 3, the importance of
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the turbulence model constant on the predicted plume characteristics was shown. Here,
therefore, the same values (i.e., ck = 0.0, 0.03, 0.05) are used. Based on the results
obtained in [41], the influence of the spray angle on the predicted results are investigated.
The effect of the maximum assigned droplet diameter defined in the droplet distribution
is also important to examine.
Table 4.2: Overview of parameter variations in the simulations case.
Case No. Parcels per sec. Grid size (mm) ck Spray angle (degree) dp,max (µm)
1 1x104 6 0.03 30 176
2 1x105 6 0.03 30 176
3 2x105 6 0.03 30 176
4 5x105 6 0.03 30 176
5 2x105 5 0.03 30 176
6 2x105 4 0.03 30 176
7 2x105 3 0.03 30 176
8 2x105 6 0.00 30 176
9 2x105 6 0.05 30 176
10 1x105 6 0.03 60 176
11 1x105 6 0.03 30 130
4.7 Data post-processing
Velocity, liquid volume flow rate and volume median diameter of water droplets are calcu-
lated at two different elevations: z = 540 mm and z = 270 mm. The values are compared
to the experimental data at the same locations as illustrated in Fig. 4.5.
Unlike for the gas phase, no function is available to directly calculate the average
values of the discrete phase in FireFOAM. However, all the instantaneous properties of
the particles at each time interval are recorded. In this study, in order to calculate the
average velocity and volume median diameter of water droplets, the following approach is
used.
The required instantaneous properties of the droplets, i.e., positions, velocities, diam-
eters and number of droplets in each parcel, at the desired elevations are collected. At
each elevation, ’sampling areas’ are defined in which the average values are calculated.
Figure 4.6 shows a top view of the spray and the defined ’sampling areas’. Two types of
sampling areas are defined: Concentric circles (Figure 4.6(a)) and squares (Figure 4.6(b)).
The radius of the circles, r, and sides of the squares, a, are chosen to be 10 mm, based
on the measuring points in the experiment. The droplet properties are collected in these
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Figure 4.5: Computational mesh.
defined areas and the average velocities and volume median diameters are calculated as is
explained below.
x 
z 
Sampling area 
r 
(a)
a 
x 
z 
Sampling area 
(b)
Figure 4.6: Top view of the spray and the defined ”sampling areas”.
4.7.1 Average vertical velocity
Two methods for calculating the average velocities of droplets are examined.
Method 1 : The average velocity of droplets is calculated as
vave. =
np
∑
i=1
vi
np
(4.19)
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where vi is velocity of parcel i and np is number of parcels in each sampling area.
Method 2 : In the experiment done in [70] the average velocity magnitude of the
droplets is calculated as
vave. =
np
∑
i=1
d3i
do fi
vi
np
∑
i=1
d3i
do fi
(4.20)
where vi is the velocity magnitude of an individual droplet with diameter di, np is the
number of droplets detected at one measuring location and do fi is a droplet-size-dependent
depth-of-field.
As mentioned in [70], do fi is proportional to droplet diameter, di, do fi = αdi. There-
fore, equation (4.20) for the simulations can be re-written as
vave. =
np
∑
i=1
d2i nivi
np
∑
i=1
d2i ni
(4.21)
where ni is number of droplets in parcel i, di is diameter of parcel i, vi is velocity of parcel
i and np is number of parcels in each sampling area.
4.7.2 Volume median diameter
The volume median diameter, often denoted as dv50, is defined as the diameter where
half of a given volume of water is contained in droplets with diameter larger than dv50
and the other half in droplets smaller than this diameter [18]. Based on this definition,
the procedure explained below is used to calculate the predicted volume median diameter.
The diameter, di, of all parcels are collected with their corresponding number of parti-
cles, ni, in each sampling area. The data are then sorted from the smallest to the largest
parcel diameter. The volume of each parcel is then calculated as:
Vi =
pidi3
6
ni (4.22)
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The total volume of all parcels is also calculated as
Vtot =
np
∑
i=1
Vi (4.23)
In the last step, the cumulative sum of volume of parcels, Vparcels, is calculated (starting
from the smallest parcels) until Vparcels = 0.5Vtot . The corresponding diameter is the dv50.
4.7.3 Liquid volumetric flow rate
In OpenFOAM a cloud function object called ’particleCollector’ is available in order to
capture mass (kg) and mass flow rate (kg/s) of droplets across an arbitrary list of polygons
or sections of concentric circles. This method is used to calculate the liquid volumetric
flow rate. Sections of concentric circles are put at the two desired elevations of the spray.
The volume flux is then calculated by averaging the recorded mass flow rate and dividing
this by the area of the concentric circles where the droplets are collected:
V˙ =
m˙
A
(4.24)
where m˙ is the average mass flow rate and A is the area of each concentric circle.
4.8 Results
The influence of the defined sampling area for calculation of the average velocity and
volume median diameter of droplets are shown first, followed by the results for the two
methods for obtaining the average velocity, for Case 2 (see Table 4.2). The influence of
the defined number of parcels per second, grid size and turbulence model constant on the
calculated properties of droplets are discussed afterwards.
4.8.1 Sampling area
Figure 4.7 displays the average velocity of droplets for two different sampling areas (see
Fig. 4.6) at the near-field (z = 540 mm) and far-field (z = 270 mm). No difference is seen
between the results of the different sampling areas. It is also seen that the predicted spray
is narrower in the near-field. There is also no significant difference between the results for
the two sampling areas for the volume median diameter, dv50, (Fig. 4.8) only a slightly
higher prediction for sampling area ”b” away from the center of the spray at z = 270 mm
(Fig. 4.8(b)).
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Figure 4.7: Radial profiles of average vertical velocity (m/s) of water droplets
for sampling area ”a” and ”b” in (a) near-field and (b) far-field.
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Figure 4.8: Radial profiles of volume median diameter, dv50 (mm) of water
droplets for sampling area ”a” and ”b” in (a) near-field and (b)
far-field.
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4.8.2 Calculation of average vertical velocity
The average vertical velocity of water droplets calculated based on method 1 (Eq.4.19)
and method 2 (Eq.4.21) for the near and far-field is shown in Fig. 4.9. The results are
based on the data collected in sampling area ”b”.
Lower velocities in the vicinity of the center of the spray are calculated in the near-field
based on method 2. There is, however, no significant difference for the same results in the
far-field. The agreement with the centerline experimental data in the near-field is better
with method 1.
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Figure 4.9: Radial profiles of average vertical velocity (m/s) of water droplets
for method 1 and 2 in the (a) near-field and (b) far-field.
4.8.3 Parcels per second
The square sampling area method for collecting the droplet properties is chosen since it
is more similar to the measurement method used in the experiments [70]. Method 1 is
used for calculating the average vertical velocity since it gave better agreement with the
experimental data in the near-field.
Four different values for the number of parcels introduced in the computational domain
per second are considered: 104, 105, 2x105 and 5x105, respectively (see Table 4.2). The
grid size is still 6 mm, cd = 0.62 and ck = 0.03.
Figures. 4.10 (a)-(c) display the average vertical velocities, liquid volume flow rates
and volume median diameters of droplets, dv50, as a function of radial distance from the
center of the spray in the vicinity of the spray injection, 30 mm below the nozzle (z = 540
80
mm).
Figure 4.10(a) shows the average vertical velocity of droplets in the near-field. Intro-
ducing 104 parcels per second results in a slightly lower velocity at the center of the spray
compared to the other cases. Increasing the number of parcels from 105 to 5x105, does
not have any significant influence on the results, predicting the downward velocity of -17.1
m/s at the center of the spray (in good agreement with the measured value of -18 m/s).
All cases exhibit much narrower profiles than the measurements.
The volume flux of the spray is displayed in Fig. 4.10(b). All cases exhibit the same
results. A large discrepancy between the measured and calculated values is observed. This
is most likely due to the difference between the measured and predicted spray profile as
was shown in Fig. 4.10(a). The total predicted flow rate is, however, 0.083 lpm (input
volume flow rate = 0.084), in good agreement with the locally measured value of 0.075
lpm [68].
A slight difference is observed between the predicted dv50 for the 104 parcels per second
and the other cases as can be seen in 4.10(c). For the 105 to 5x105 number of parcels
per second cases, the simulated volume median diameter remains close to the 0.056 mm
injection values, in good agreement with the experiment.
Figures 4.11 (a)-(c) show the same results at z = 270 mm. At this location, the
spread of the spray is similar to the measured one. The results with only 104 parcels per
second differ significantly from the other values. Increasing the number of parcels from
105 to 5x105 does not show a noticeable influence on the calculated results, revealing over-
prediction of the volume flux especially at the centerline. Compared to the experimental
data, a slightly narrower profile is still seen for the predicted velocities (except for 104
parcels per second, where a good agreement with the measured velocity further from
center of the spray is observed).
Predicted volume fluxes (Fig. 4.11(b)) show the same trend as the vertical velocities:
the lowest predicted volume flow rate for the case with 104 parcels per second and no
significant difference between the other cases. Again, over-prediction at the center of the
spray is observed. The total predicted flow rate is, however, 0.080 lpm, in good agreement
with the measured value of 0.081 lpm.
Fig. 4.11(c) displays the predicted dv50 for different number of parcels per second
and their comparison with the experimental data. The radial trend in the volume median
diameter is better captured for the 104 case, albeit with under-prediction. No difference is
seen for other cases. They all calculate a mean value of 0.046 mm at the center, compared
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Figure 4.10: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the near-field for different number of parcels per second,
30 mm below the nozzle (z = 540 mm).
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to the measured value of 0.065 mm. From the radial distance of 35 mm onward, however,
good agreement is obtained between the measured and predicted values.
Comparing the dv50 at both elevations, it can be seen that the spray pattern changes
with distance from the nozzle. In contrast to the values at z = 540 mm, here, the volume
median diameter is larger in the outer edge of the spray. This could be due to the fact
that the smaller droplets get entrained with the gas phase and get carried towards the
center of the downward plume.
−60 −40 −20 0 20 40 60
−10
−8
−6
−4
−2
0
r (mm)
v
 (m
/s)
 
 
exp.
104 pps
105 pps
2*105 pps
5*105 pps
(a)
−60 −40 −20 0 20 40 60
−300
−250
−200
−150
−100
−50
0
r (mm)
liq
ui
d 
vo
lu
m
et
ric
 fl
ow
 ra
te
 (l
pm
/m
2 )
exp.
104 pps
105 pps
2*105 pps
5*105 pps
(b)
−60 −40 −20 0 20 40 60
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
r (mm)
dv
50
 (m
m
)
 
 
exp.
104 pps
105 pps
2*105 pps
5*105 pps
(c)
Figure 4.11: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the far-field for different number of parcels per second,
at z = 270 mm.
Figure 4.12 depicts the radial profiles of instantaneous vertical velocities for different
droplet diameters and also the gas phase velocity at both near-field (z = 540 mm) and
far-field (z = 270 mm) for case 2 (105 parcels per second) for a sample of droplets. The
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measured values are also shown for comparison.
In the near-field of the spray nozzle (Fig. 4.12(a)) a general trend is seen: increase in
the velocity magnitude with droplet diameter. The simulated gas phase velocity is also
shown demonstrating the air entrainment due to spray injection. The narrower profile
of the simulated spray compared to the experiment is clearly seen here. In the far-field
(Fig. 4.12(b)), however, no such trend is observed: the larger droplets have mostly moved
to the outer regions of the spray. This is in line with what is observed in Fig. 4.11(c): At
this elevation smaller droplets follow the entrained air into the spray and are being carried
towards the center of the downward plume. The gas phase velocity is, however, slightly
lower than the ones of the droplets at the central core of the spray.
The relationship between the droplets’ vertical velocity and their sizes at both eleva-
tions is further investigated at the spray center where the measured data were available.
Figure 4.13 displays the predicted results and their comparison with the experimental data.
In the near-field (z = 540 mm) the predicted velocities show the same trend as the mea-
sured ones: the velocity magnitude increase with droplet diameter. In the far-field (z =
270 mm) the small measured droplets are in the same velocity range as the larger ones
(from 1.5 m/s to 7 m/s) meaning that the droplets at this elevation are following the air
flow induced by droplet injection. Almost the same conclusion can be made for the cal-
culated velocities, although for large droplets (diameter larger than 0.1 mm) the velocity
is still increasing.
Table 4.3 shows the comparison between the CPU time for 10 s simulations. The
domain was decomposed onto 20 processors running on 2.8GHz Intel Xeon processors.
Increasing the number of parcels per second from 104 to 5x104 result in an increase in
the CPU time. Since no significant difference is observed in the predicted result between
the case with 105 parcels per second and the cases with higher values (see Figs. 4.10 and
4.11), the rest of the simulations are done with introducing 105 parcels per second.
Table 4.3: Comparison between simulations time for different cases
Case No. parcels per pec. CPU time for 10 s simulation
1 1x104 20.6 h
2 1x105 20.3 h
3 2x105 25.1 h
4 5x105 34.3 h
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Figure 4.12: Radial profiles of instantaneous vertical velocity (m/s) based on
droplet diameters (mm) and the gas phase vertical velocities (m/s)
at (a) near-field (z = 540 mm) and (b) far-field (z = 270 mm).
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Figure 4.13: Scatter plot of vertical droplet velocity versus diameter in the near-
field (z = 540 mm) and the far-field (z = 270 mm) measured in
the spray center.
4.8.4 Grid size
A sensitivity study has been carried out on the effect of different grid refinements on the
droplet characteristics. Four different grid sizes are considered; 6, 5, 4 and 3 mm (see
Table 4.2). Number of parcels per second is 105, ck = 0.03 and cd = 0.62.
Figure 4.14 shows a comparison of the droplet quantities in the near-field. As can
be seen in Fig. 4.14(a) the velocity magnitude increases from -17.1 m/s to -19 m/s by
decreasing the grid size from 6 mm to 3 mm at the core of the spray, due to the predicted
gas phase velocity for different grid sizes (the velocity of the entrained air is the highest
for 3 mm grid size).
Decreasing the grid size has a small influence, only in the center of the spray (Fig. 4.14(b)),
on the calculated volume flux and no effect on the predicted dv50 ( 4.14(c)).
The same results are presented for the far-field in Fig. 4.15. As can be seen in
Fig. 4.15(a), the difference between the the velocity magnitudes at the center is not
significant for the different grid sizes. They all predict the velocity of around -7.5 m/s.
Figure 4.15(b) depicts the predicted volume flux for different grid sizes. Again, the
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only difference is at the center (with 3 mm grid size predicting the lowest volume flux and
5 mm grid size the highest).
Decreasing the grid size from 6 mm to 3 mm results in a decrease in dv50 from 0.051
to 0.047 mm at the core of the spray and the outer region, from r = 35 mm onward
( 4.15(c)). In general, all differences are small so a 6 mm grid is considered satisfactory
for the purpose of the study.
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Figure 4.14: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the near-field for different grid sizes.
4.8.5 Turbulence model constant
The influence of the turbulence model constant, ck, on the spray characteristics is exam-
ined. The values of ck = 0.0 , 0.03 and 0.05 are chosen in order to comply with the values
used in the simulations of the gas phase in Chapter 3. The number of parcels per second
87
−60 −40 −20 0 20 40 60
−12
−10
−8
−6
−4
−2
0
r (mm)
v
 (m
/s) 6 mm
5 mm
4 mm
3 mm
gas phase (6 mm)
gas phase (5 mm)
gas phase (4 mm)
gas phase (3 mm)
exp.(liquid phase)
(a)
−60 −40 −20 0 20 40 60
−300
−250
−200
−150
−100
−50
0
r (mm)
liq
ui
d 
vo
lu
m
et
ric
 fl
ow
 ra
te
 (l
pm
/m
2 )
 
 
exp.
6 mm
5 mm
4 mm
3 mm
(b)
−60 −40 −20 0 20 40 60
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
r (mm)
dv
50
 (m
m
)
 
 
exp.
6 mm
5 mm
4 mm
3 mm
(c)
Figure 4.15: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the far-field for different grid sizes.
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is 105 and the grid spacing is 6 mm.
Figures 4.16 (a) -(c) show the spray characteristics for different ck values at z = 540
mm. No significant difference is seen between the cases with and without sub-grid scale
(SGS) model. The predicted gas phase velocities also exhibit the same results.
The predicted droplet vertical velocities at z = 270 mm are depicted in Fig. 4.17(a).
The lowest velocity is seen when no SGS model is used. If a SGS model is used, the
droplet vertical velocity increases by increasing ck. This is in line with the predicted gas
phase velocity, showing the lowest value for no SGS model and increase in velocity with
increasing ck, due to enhanced entrainment.
The same trend is seen in Fig. 4.17(b) for the predicted volume flux. All simulations
predict the lowest dv50 in the core of the spray and the highest at the outer region.
The profile shape is different for ck = 0.05. Simulations with ck = 0.03 predict a good
agreement with the experimental data at radial distance from r = 35 mm onward.
4.8.6 Spray angle
Although the spray angle in the experiment was 30◦, an additional simulation is carried out
to investigate the influence of increasing the spray angle to 60◦ on the spray characteristics.
Figures 4.18 depict the results in the near-field. The velocity profile is more similar to the
experimental one however, it is under-predicted at the centerline and over-predicted at
further radial distances (Fig. 4.18(a)). The predicted velocity at the centerline is higher
for the spray with 30◦ spray angle. As was expected, Fig. 4.18(b) reveals significantly
lower predicted values for the spray with 60◦ spray angle and good agreement with the
experimental data at further radial locations. The calculated dv,50 shown in Fig. 4.18(c),
depicts good agreement with the experimental data at the centeline for the 60◦ and over-
prediction at other radial locations.
Figure 4.19 displays the same results in the far-field. The predicted velocity profile in
Fig. 4.19(a) is in good agreement with the experimental data for the wider spray angle.
The volumetric flow rate profile in Fig. 4.19(b) is also significantly lower than the one for
the 30◦ spray angle and therefore, in better agreement with the measured values. Figure
4.19(c) reveals a significant over-prediction of the predicted values for the wider spray
angle.
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Figure 4.16: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the near-field for different ck values.
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Figure 4.17: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the far-field for different ck values.
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Figure 4.18: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the near-field for for two different spray angle.
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Figure 4.19: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the far-field for two different spray angle.
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4.8.7 Maximum droplet diameter
The effect of the maximum droplet diameter defined in the Rosin-Rammler distribution
is investigated. The maximum droplet diameter, dp,max is put at 130 µm instead of the
assigned value of 176 µm (see Table (4.1). Figures 4.20 and 4.21 depict the predicted
spray characteristics in the near-field and far-field, respectively. No significant difference
between the results is seen. These results can be explained by what was shown in Fig.
4.4: the amount of the droplets larger than 130 µm is significantly lower compared to
the ones with smaller size and therefore, reducing the value for dp,max does not have an
influence on the predicted spray characteristics.
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Figure 4.20: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the near-field for two different dmax.
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Figure 4.21: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the far-field for two different dmax.
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4.8.8 Alternative injection model
Another injection model in OpenFOAM is labelled ’coneIn jection’. Although it is intended
to be used for multiple injection points, it can also be used for a single nozzle. Therefore,
an additional simulation has been carried out with this model. In ’coneIn jection’, the
initial velocity of droplets is specified by the user (see ’constant velocity’ in Section 4.5).
In the previous injection model, i.e, ’coneNozzleIn jection’, the injection velocity was
calculated based on equation (4.16). By putting the volume flow rate of water, V˙w =
1.4x10−6 m3/s (0.084 lpm), the orifice area, Ao = 8.5x10−8 m2 and the discharge coef-
ficient, cd = 0.62, the injection velocity of the droplets is calculated to be 26.4 m/s. In
order to have the same initial droplet velocity in both models, this value is used here. The
same parameters as the ones in Table 4.1 are used in the droplet size distribution model
(i.e., Rosin-Rammler distribution). Two parameters should also be specified in this model:
’parcels per injector’ and ’parcels per second’. Both values are put to be 105. The grid
size is 6 mm, cone angle = 30◦ and ck = 0.03.
Figures 4.22 and 4.23 depict the calculated spray characteristics in the near-field and
far-field, respectively. Comparisons are also made with the experimental data and Case
2 (see Table 4.2). Except for a slight difference at the core of the spray for the velocity
and volume flow rate, no differences are observed between two injection models at both
elevations.
4.8.9 Discharge angle of the trajectories
The discharge angles of the trajectories in ’coneNozzleIn jection’ model was explained in
Sect. 2.3.4. The same method is also used for ’coneIn jection’ model, i.e., the discharge
angle of the trajectories is calculated by random sampling between the predefined inner
(thetaInner) outer (thetaOuter). In this section, a modified code (developed by the Fire-
FOAM developers (personal communication)) is used by defining a different distribution
of the discharge angle of the trajectories between thetaInner and thetaOuter. In this
method, the elevation angle of the trajectories is defined as:
elevationAngle= arccosine(2A−1) (4.25)
where A is a random number between 0 and 1.
Only angles in between thetaInner and thetaOuter are accepted. The resulting dis-
charge angle (after converting to degree) is shown in Fig 4.24. In order to make a com-
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Figure 4.22: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the near-field for two different injection models.
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Figure 4.23: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the far-field for two different injection models.
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parison between this modified injection method and the original one (see Fig. 2.4), two
things should be kept in mind: 1) in the original formulation a random number of 1 would
give the maximum defined angle (thetaouter), here 15◦, while in the modified version an
angle equal to 0 is obtained for random number equal to 1; 2) in the original formulation
the angles varies from 0 to thetaouter while in the modified one it varies between 0◦ and
180◦.
In order to make the comparison easier, the angle in the original expression is changed
so that the angle equal to zero is obtained for random number equal to 1 (the same as
the modified method). Fig. 4.25 displays the comparisons between two methods for the
case considered, i.e., thetaouter = 15◦. It can be seen that e.g. for random number of
0.99 the original method (without modification) gives the angle of trajectory of only 0.15◦,
whereas the angle of 11.5◦ is obtained for the method with modification, indicating that
for the original method the droplets will be more concentrated at the center.
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Figure 4.24: Droplets discharge angle with the modified method.
Figure 4.26 displays the calculated spray characteristics and the induced gas phase
velocities for both models in the near-field. ’Without modification’ refers to the original
model and ’with modification’ to the modified method. Comparisons are also made with
the experimental data. The calculated velocity, and consequently the induced gas phase
velocities, and volume median diameter, dv50 (Figs. 4.26(a) and 4.26(c)) are similar,
whereas the predicted volumetric flow rate is significantly lower in the central region for
the modified method, although still over-predicted compared to the experimental data
(4.26(b)).
The predicted spray characteristics in the far-field are shown in Fig. 4.27. The calcu-
lated velocity with the modified method in Fig. 4.27(a) is in reasonably good agreement
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Figure 4.25: Comparison between original and modified method for ’thetaouter’
= 15◦.
with the experimental data. The predicted induced gas velocities are lower in the center of
the spray for the modified method and higher at further radial locations (the same trend as
the predicted spray velocities). As also observed in the near-field, the predicted volumetric
flow rate is significantly lower in the central region with the modified method, although
still somewhat over-predicted (4.27(b)). The calculated volume median diameter, dv50, in
Fig.4.27(c) reveals slightly lower values for the injection model without modification until
radial location r = 40 mm.
The relationship between the droplets’ vertical velocity and their sizes in the near and
far-field at the spray center for a sample of data is shown in Figure 4.28 for cases with
and without modifications. As was expected from Fig. 4.26(a) and 4.27(a), no difference
is seen for the predicted values in the near-field, whereas in the far-field lower predicted
velocities for the modified method is observed.
4.8.10 Conclusions
Large eddy simulations of a water spray have been performed. The influence of the
introduced number of parcels per second in the computational domain, grid resolution,
the constant used in the SGS eddy viscosity model, spray angle and maximum droplet
diameter assigned in the Rosin-Rammler distribution have been examined. For the case
considered, a significant difference is seen for the predicted droplets characteristics at the
nozzle far-field (z = 270 mm) when the number of parcels per second is increased from
104 to 105. The influence of the grid size is more observed in the calculation of the droplet
velocities in the vicinity of the spray injection. The turbulence model constant, ck, exhibits
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Figure 4.26: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the near-field with and without modification.
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Figure 4.27: Radial profiles of (a) average vertical velocity (m/s), (b) volume
flux (l pm/m2) and (c) volume median diameter, dv50 (mm) of water
droplets in the far-field with and without modification
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Figure 4.28: Scatter plot of vertical droplet velocity versus diameter in the near-
field (z = 540 mm) and the far-field (z = 270 mm) in the spray
center for cases with and without modification.
a large influence on the predicted velocity and volume flux at z = 270 mm. Increasing the
spray angle significantly influences the spray characteristics at both near-field and far-field.
For the Rosin-Rammler distribution used, decreasing the maximum droplet diameter does
not have an influence on the predicted results. The modified injection method used for
the angles of the trajectories (Sect. 4.8.9) has a significant influence on the predicted
volume flux in the core of the spray.
For the cases with 30◦ spray angle, at the nozzle near-field (z = 540 mm), FireFOAM
is capable of predicting the average vertical velocities reasonably well but the predicted
spray profile is much narrower than the one from the experiment. The trend of increasing
velocity with increasing droplet diameter is well captured in the simulations. The spread of
the spray at z = 270 mm is better predicted. At both elevations, FireFOAM over-predicts
the volumetric flow rate possibly due to the difference between the measured and predicted
spray profile. The predicted dv50 is in good agreement with the measured values at z =
540 mm. At z = 270 mm the dv50 is under-predicted in the core of the spray and well
predicted at the further radial locations (except for 104 parcels per second, grid sizes of 3
and 4 mm and ck = 0.05 cases).
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Chapter 5
Interaction of a water spray with a
hot air flow impinging onto a ceiling
5.1 Introduction
As mentioned in Chapter 1, water-based fire suppression systems (water mist/water sprin-
kler system) have been widely used in fire suppression and control. An important aspect
in this process is the interaction that occurs between the water droplets and the tur-
bulent buoyant gas flow induced by a fire. Water mist systems fight with fire primarily
by evaporation of water in and around the fire plume, whereas the main mechanism in
sprinkler systems is wetting the surfaces of the fuel and the surrounding structures and
thereby suppressing or controlling the fires. For such scenario to happen, delivering an
adequate amount of water through the fire plume to the burning fuel and surrounding
combustibles is the key to success. If a sufficient amount of water could be delivered to
the surface of the fuel, the burning rate is reduced and the flame spread can be stopped
or decreased (by wetting the adjacent combustibles). This mechanism can be looked at
as a competition between the momentum of the downward sprays and the momentum of
the upward fire plume [5, 42, 43, 68]. The winner of this competition determines whether
direct extinguishment of a fire is possible.
In addition to the interaction between the water sprays and the fire-induced turbulent
buoyant plume in compartment fire scenarios, the impact of water droplets on the ceiling
jet temperature and velocity is also of high interest. The entrainment of water droplets
into the hot buoyant smoke layer underneath the ceiling leads to the decrease of its
temperature. Water droplets also insert a downward drag force onto the smoke. These
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two effects could lead to downward displacement of the smoke layer or ’smoke logging’
[59]. The downward displacement of the smoke layer would lead to the reduction of the
visibility and consequently, can pose a great risk on the evacuation of the occupants.
Spray-plume interaction has been studied experimentally in the past in e.g. [42, 50,
31, 68]. The influence of the fire size and spray strength [50] or the ’convective heat
release rate’ (HRR) of a turbulent hot air plume [68] on the structure and location of the
interaction boundary formed between the downward flow of air entrained in the spray and
the upward plume is investigated in [50, 68]. It was shown that the interaction boundary
moved up with increase in the fire size [50] or higher heat release rate (HRR) [68]. This
subject has also been investigated numerically in [6, 5, 43, 42, 26, 41] where the effect of
the parameters such spray pattern, spray momentum, droplet size, water flow rate and the
HRRs on the penetration capability of the sprays are investigated. It was shown in [42]
that under certain conditions, an interaction boundary between the downward flow of air
entrained in the spray and the upward fire plume is formed, suggesting that the downward
momentum of the spray balances the upward momentum of the plume.
Studies are also found on the topic of the interaction of water sprays with the hot
buoyant smoke/hot air layer. Downward displacement of the buoyant smoke layer under
water sprays is investigated experimentally in [34, 59, 68]. Numerical studies are also
conducted regarding the behavior of the smoke layer under sprinkler sprays in [8, 5, 12,
34, 44, 58].
The sensitivity studies for the simulations of the isolated turbulent hot air jet plume
and isolated water sprays were discussed in Chapters 3 and 4, respectively. In this chapter,
simulations of the combined spray-plume is presented. The region of interest is velocity
fields in the interaction region and the ceiling flow velocity with/without spray. The goal
is, therefore, to investigate: a) the extent of the penetration of the water sprays in the
hot air plumes with respect to their ’convective heat release rates’, and b) the effect of
the water sprays on the ceiling jet velocities.
5.2 Test Case
The case considered is the small-scale experiment carried out by Zhou [68]. The experi-
mental apparatus, shown in Fig. 5.1, includes a 72 mm diameter nozzle, providing a hot
air source, with an aluminum ceiling plate with dimensions of 1.22 m x 1.22 m placed at
height z = 590 mm above the nozzle. The fire plume is simulated by forcing a jet of hot
air with a temperature of 205 ◦C vertically upward into a quiescent environment. The
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ambient temperature is T∞ = 20 ◦C. A range of hot air flows are generated by changing
the exit velocity and maintaining a constant exit air temperature. The measured con-
vective heat release rates (HRRs) are 1.6 kW, 2.1 kW and 2.6 kW, corresponding to the
maximum exit velocity of 3.3 m/s, 4.2 m/s and 5.3 m/s, respectively.
A spray nozzle is installed at z = 560 mm above the hot air nozzle and 30 mm below
the center of the aluminum ceiling plate. The nozzle was a Delavan CT-1.5-30◦B full
cone, 30◦ initial spray angle. The water spray nozzle was operated at one pressure of 750
kPa and the measured water flow rate was 0.084 lpm.
Seeding oil droplets, along with particle image velocimetry (PIV), are employed for
measuring the gas phase velocity. Shadowgraph image is used for measuring the spray
droplet velocities and diameters. A more detailed description of the experimental set-up
can be found in [68, 69].
The Reynolds number Re = ρViD/µ and Froude number Fr = Vi2/gD for the three
cases are also listed in Table 5.1. It is noted that the flow is turbulent (but with fairly
low Reynolds number) and that the Froude numbers are much higher than for typical
fire-induced buoyant plumes.
Table 5.1: Flow parameters at the inlet
Qconv. (kW) Vi,max (m/s) Re Fr
2.6 5.3 11000 39.8
2.1 4.2 8700 25
1.6 3.3 6800 15.4
5.3 Model description
The numerical code used in this study is FireFOAM (version 2.2.x)[2], a CFD package
based on the OpenFOAM [24] platform. It is an LES code with various models for turbu-
lence, radiation, combustion, and pyrolysis. In the gas phase, FireFOAM solves the Favre
filtered transport equations of mass, momentum, sensible enthalpy and species. Turbu-
lence is modeled by one-equation eddy viscosity model [49], one of the most often used
turbulence models in FireFOAM. In this model, a transport equation for the sub-grid scale
kinetic energy, k, is solved. The equations and models have already been described in
Chapters 2 and 3 and therefore, will not be repeated here.
The Eulerian-Lagrangian approach is used, where the gas phase is regarded as a con-
tinuum and water droplets are treated as individual particles which their trajectories being
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monitored [16]. The spray is assumed to be dilute, i.e., collisions as well as atomization
and breakup models are not accounted for. No dispersion model is used in this study, i.e.,
the effect of continuous phase turbulence fluctuations on the transport of discrete phase
particles is not taken into account. Droplets are assumed to be spheres.
The equations and sub-models used for the dispersed phase have already been described
in Chapters 2 and 4 and will not be repeated here.
5.4 Computational set-up
The computational set-up used for the simulation of the isolated hot air jet plume was 2
m x 2 m x 0.734 m, extended 0.4 m at each side of the ceiling (see Fig. 3.2). It contained
7 million cells. In order to reduce the computational time for the spray-plume interaction
case, the computational domain is made smaller. The size of extended parts at the side of
the ceiling are changed from 0.4 m to 0.1 m and the ceiling size is decreased from 1.2 m
to 1 m. This is not supposed to affect the flow in the region of interest. This is confirmed
below (Section 5.6.1).
An open boundary condition is employed at the sides and bottom. At the ceiling, a
zero gradient boundary condition is applied for the sub-grid scale viscosity in addition to
the no-slip boundary condition for the velocity. A velocity profile based on the test data
of Ref. [68] is imposed at the inlet:
v= vmexp(−( r0.5D)
10) (5.1)
r 
z 
590 mm 
Ceiling 
Hot air 
560 mm 
0 
Water spray 
(a) (b)
Figure 5.1: (a) Schematic and (b) image of test configuration [41].
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where vm is the maximum value (5.3 m/s, 4.2 m/s and 3.3 m/s), r is the radial location
and D is the diameter of the nozzle.
An unstructured Cartesian computational mesh, shown in Fig. 5.2, is used in the simu-
lations. It has been generated using OpenFOAM’s mesh generation utility snappyHexMesh
[1]. The total number of cells is 2.6 million, with 14 cells across the jet inlet, as shown
in Figure 5.3. This corresponds to a mesh size of 5 mm. Mesh refinement is applied in
the region of the thermal plume and the ceiling layer flow. The grid is also refined in the
region near the ceiling with a minimum wall-normal spacing of ∆z = 2 mm. The numerical
simulations are run for 10 s of real time. Averaging is done over the last 8 s.
ceiling 
air entrainment 
inlet 
open open 
Figure 5.2: Computational mesh.
Figure 5.3: Detail of the inlet patch.
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5.5 Spray injection model
The spray is injected into the computational domain via a Lagrangian particle injection
model. The injection position is 30 mm below the ceiling. The injection mass flow rate is
0.084 lpm (1.4 g/s) with a 30-degree full cone injection angle. The orifice diameter is 0.33
mm (based on communication with the manufacturer). The discharge coefficient, cd, is
0.62. In Chapter 4 it was shown that there was no significant difference in the calculated
spray characteristics when the number of parcels introduced into the computational domain
was increased from 105 to 5x105 per second, although the difference in the computational
time was considerable. All the simulations for this study are, therefore, carried out with
105 parcels per second.
A Rosin-Rammler distribution is used for the droplet initial size distribution:
dp = dp,min+dp,m[−log(1− yK)]1/n (5.2)
with
K = 1− e
−
(dp,max−dp,min
dp,m
)n
(5.3)
where dp,min, dp,max and dp,m are the minimum, maximum and mean droplet diameter,
respectively, and n is a constant (spreading factor). These values are obtained from
the available experimental data Zhou [68] at 30 mm below the nozzle and are given in
Table 5.2. The resulting PDF of droplet size at the inlet obtained from 50000 samples is
given in Fig. 5.4, in the form of a histogram with a bin size of 1.1 µm.
Table 5.2: Parameters for droplet initial size distribution.
dp,min dp,max dp,m n
12 µm 176 µm 56 µm 2
5.6 Results and discussions
In order to examine the influence of the changes in the size of the computational domain
on the results, one simulation is first carried out for the isolated 2.6 kW hot air jet plume
and comparisons are made with the results from the original set-up. These comparisons
are presented first, followed by the results for the spray-plume interaction. The influence
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Figure 5.4: Droplet size PDF at the inlet.
of the sprays on the ceiling jet flow are presented afterwards.
5.6.1 Comparisons between the results for two different compu-
tational domains
The case used here is the 2.6 kW hot air jet plumes. In Chapter 3, it was observed that
for all cases, the results without sub-grid scale (SGS) model (ck = 0) with no turbu-
lence intensity imposed at the inlet, were in best agreement with the experimental data.
Therefore, all the simulations presented here, are carried out with ck = 0. The turbulent
Prandtl number is set to Prt = 0.7. Detailed explanations about the parameters used in
the simulations can be found in Section 3.6.1.
Figure 5.5 and 5.6 depict the temperature profile 30 mm above the hot air nozzle and
the evolution of the mean axial velocity along the plume axis, respectively. Domain ”A”
refers to the original computational domain (see Fig. 3.2) and domain ”B” to the one
used for this Chapter (Fig. 5.2). No difference is seen between the results.
Figures 5.7 and 5.8 display radial profiles of averaged axial velocities, the turbulent
radial and axial velocities and the shear stresses at heights z = 1D and z = 6D, respec-
tively. Except for slight differences in the peak values of the turbulent radial velocities
(Fig.5.7(a)) and shear stresses profile (Fig.5.7(d)) at z = 1D, and the turbulent axial ve-
locities (Fig.5.8(c)) at z = 6D, no significant differences are observed between the results.
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This is not surprising, since the width/depth of the computational domain for domain ”B”
is still 13 times the inlet diameter and therefore, reducing the size of the domain does not
have a strong effect on the structure of the plume.
Figure 5.9 displays the mean ceiling layer horizontal velocities from z = 490 mm to z
= 590 mm at 4 different radial locations, r. No difference is seen in the velocity profiles
at r = 100 mm. As was expected, due to the effect of the boundary condition at the
sides, further away from the centerline of the plume a slight difference is observed in the
velocity profiles, especially in the region 490 mm < z < 570 mm. Still the deviations
are not significant. In particular there is no difference in the predicted peak ceiling layer
velocity, which is one value of interest in this study.
Based on the obtained results, all simulations presented in the remainder of this chapter,
are carried out on the reduced computational domain.
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Figure 5.5: Mean profiles of the temperature (◦C) at z = 30 mm.
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Figure 5.6: Evolution of mean vertical velocity (m/s) along the plume axis.
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Figure 5.7: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial ve-
locity fluctuation, (c) turbulent vertical velocity fluctuation, and (d)
turbulent shear stresses at z/D = 1.
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Figure 5.8: Mean profiles of (a) vertical velocity (m/s), (b) turbulent radial ve-
locity fluctuation, (c) turbulent vertical velocity fluctuation, and (d)
turbulent shear stresses at z/D = 6.
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Figure 5.9: Mean ceiling layer horizontal velocities at different radial locations:
(a) 100 mm, (b) 200 mm, (c) 300 mm, and (d) 400 mm.
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5.6.2 Spray-plume interaction
The simulations of the spray-plume interaction are compared to the experimental data.
The comparisons are made for one spray flow rate and three plumes with different ’con-
vective HRRs’, 1.6, 2.1 and 2.6 kW, corresponding to the maximum exit velocity of 3.3
m/s, 4.2 m/s and 5.3 m/s, respectively. The spray flow rate is 0.084 lpm. 105 parcels are
introduced into the computational domain per second.
The concept of the ’interaction boundary’ is used here, which represents a boundary
between the downward spray momentum and the upward plume momentum [50]. The
position of the interaction boundary is determined as the location where the downward
flow of air entrained with the spray and the upward buoyant plume form a stagnation plane
where the two flows meet [42, 50].
Figure 5.10 displays the measured averaged velocity vectors (Fig. 5.10(a)) and the
predicted ones (Fig. 5.10(b)). Both show the same trend: the interaction boundary
moves upward with increase in the HRR. Quantitatively, however, significant discrepancies
exist between the experimental and calculated results. The main reason is the significantly
higher predicted liquid volumetric flow rate compared to the measured values, as discussed
in Chapter 4. It should also be noted that, as is also explained in [41], due to difficulties
separating the water droplets from the seeding oil droplets in the experiment, the measured
values represent the gas phase velocity and the spray velocity combined, whereas the
simulated velocity vectors represent only the gas phase velocity. Therefore, Fig. 5.10(a)
does not allow a direct comparison of equivalent velocity fields.
Figure 5.10(b) displays the predicted mean velocity vectors in the interaction region.
For the 1.6 kW plume, the flow is basically dominated by the spray. The spray momentum
almost suppresses the momentum of the upward plume, pushing it very close to its base.
For the 2.1 kW plume, the interaction boundary is pushed to a slightly higher position.
As the HRR increases to 2.6 kW, the interaction region is pushed higher compared to the
other two cases.
To illustrate more the influence of the water sprays on the hot air streams, the averaged
velocity contours of the isolated thermal plumes and the spray-plume interactions are
shown in Figs. 5.11-5.13, for 1.6, 2.1 and 2.6 kW cases, respectively. The degree of
penetration of the water spray into the plumes and the change in their structures are
clearly seen for all cases. The 1.6 kW plume is pushed down nearly to the base of the hot
air plume (Fig.5.11). By the increase in the HRR, especially for the 2.6 kW plume, the
spray is not able to completely dominate the plume. A stream of air is also formed around
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Figure 5.10: Velocity vector comparisons for the interaction between the hot air
plumes and the water spray.
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Figure 5.11: Averaged velocity contours for 1.6 kW case (a) without and (b)
with spray.
(a) (b)
Figure 5.12: Averaged velocity contours for 2.1 kW case (a) without and (b)
with spray.
(a) (b)
Figure 5.13: Averaged velocity contours for 2.6 kW case (a) without and (b)
with spray.
the spray, going upward and reaching the ceiling (Figs.5.12 and 5.13).
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Figure 5.14: Averaged velocity contours for an isolated spray.
Figure 5.14 displays the same contours for an isolated spray. The figure is taken
from Case 8 (see Table 4.2 that was presented in Chapter 4 and is shown for comparison
purposes only. It can be seen that the mean velocity contours are similar to the ones with
thermal jet plumes specially for the 1.6 and 2.1 kW cases (Figs. 5.23(a) and 5.24(a)).
5.6.3 Momentum ratio
The interaction between the water sprays and fire plume is often discussed as a competition
between the momentum of the downward spray and the momentum of the upward fire
plume [5, 43].
The initial momentum of the hot air plume, Ma, without spray is calculated as:
Ma = ρaAnozzlev2a (5.4)
where ρ is the density of the hot air plume, Anozzle is the area of the nozzle (the hot air
source) and va is the velocity of the air near the nozzle exit.
The area of the nozzle is:
Anozzle =
piD2
4
=
pi(0.072)2
4
= 0.004m2 (5.5)
where D is the diameter of the hot air nozzle.
By inserting the velocity of the air near the exit nozzle for three HRRs, (3.3, 4.2 and
5.3 m/s) and assuming the density of the air at 205 ◦C to be 0.74 kg/m3, the momentum
of the hot air plumes for the 1.6, 2.1 and 2.6 kW will be 0.032, 0.052 and 0.083 N,
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respectively.
The initial momentum of the water sprays, Mw, is approximated using two methods:
• method 1
Mw = ρwAov2w (5.6)
where ρw is the density of water, Ao is the orifice diameter and vw is the injection
velocity of the sprays.
The area of the orifice is:
Ao =
pid20
4
=
pi(0.00033)2
4
= 8.5e−8m2 (5.7)
where do is the orifice diameter.
The calculated injection velocity of sprays, vw, is around 26.4 m/s and ρw = 1000
kg/m3. Therefore, the initial momentum of the sprays is calculated to be 0.059 N.
• method 2 [42]
Mw =
√
2ρwV˙ 2w
K
(5.8)
where V˙w is the volumetric flow rate of water and K is the k factor of the nozzle. The K
factor is expressed as:
K =
V˙w√
∆P
(5.9)
Combining Eqs. 5.10 and 5.9, Mw is calculated as:
Mw = V˙w
√
2ρw∆p (5.10)
By putting the operating pressure, p = 750 kPa and the volume flow rate, V˙w = 1.4x10−6
m3/s (0.084 lpm), the initial momentum of the sprays is calculated to be 0.054 N.
Both values are higher than the one stated in the experiment, (0.043 N), approximated
from the nozzle discharge rate and the injection velocity [68]. It is not clear which values
have been used for the injection velocity to obtain this number.
As in the experiment, and as explained before, the position of the interaction boundary
is determined as the location where the vertical velocity on the centerline is zero.
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Figure 5.15 shows the position of the interaction boundary versus the momentum ratio
(Ma/Mw) for the three hot air jet plumes. The value of Mw = 0.054, that is slightly closer
to the one from the experiment, is used. It can be seen that the location of the interaction
boundary moves upward from z = 17 mm to z = 45 mm with the momentum ratio going
from 0.6 to 1.5 for the simulations. Despite the difference between the values of Mw, the
ratios of Ma/Mw are the same between the simulations and the experimental data, perhaps
due to the difference in the calculation of Ma. The significant discrepancy is however, in
the location of the interaction boundary (z = 60 mm to z = 440 mm in the experiment). As
explained before, the main reason for this discrepancy is the over-prediction of the velocity
of the droplets (in the far-field) and more importantly the significant over-prediction of
the volume flux.
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Figure 5.15: Position of the interaction boundary versus the momentum ratio as
predicted for three hot air jet plumes.
5.6.4 Ceiling air flow
The velocity fields of the ceiling air flow for the spray-plume interaction and the compar-
isons to the cases without spray, are discussed here.
Figure 5.16 depicts the average horizontal velocity contours of the air flow beneath
the ceiling with and without spray for three thermal jet plumes and for the isolated spray.
The spray nozzle is located at r = 0 mm. The formed ceiling jet for the cases without
spray is clearly seen (Figures at the left). Figures at the right display the velocity contours
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for the cases with spray where a peak of the horizontal velocity close to the spray nozzle
at around r = 10 mm is seen. Figure 5.16(f) reveals an increase in the velocity for the
2.6 kW jet plume at around r = 200 mm. Figure 5.16(g) depicts the average horizontal
velocity contours for an isolated spray (Case 8 4.2 in Chapter 4). It is clearly seen that
the trend is similar to the velocity contours for 1.6 and 2.1 kW cases (Figs. 5.16(b) and
5.16(d)): there is high velocity at around r = 10 mm near the ceiling.
Figures 5.17 - 5.19 depict the averaged velocity vectors near the ceiling (starting from
z = 450 mm and the radial location from r = 0 mm to r = 100 mm) for three thermal
jet plumes with spray. In all three cases entrainment of air into the spray is clearly seen
(vectors with direction to the left). Injection of the spray also induces part of the air to be
pushed upward, impinging the ceiling and moving radially beneath it. The impingement
of the entrained air onto the ceiling explains the peak velocities that was observed in Fig.
5.16 for the cases with spray. Figure 5.16(f) also depicts an upward movement of air from
radial distance of r = 50 mm for the 2.6 kW case. This region corresponds to the formed
stream of air around the plume as was shown in Fig. 5.13(b)
The predicted maximum radial velocities in the ceiling flow as function of radial position
for isolated thermal jet plumes, isolated spray and spray-plume interaction is shown in
Fig.5.20. The cases without spray exhibit significantly higher velocities after r = 20 mm.
This is not surprising: a ceiling jet is formed under the ceiling due to impingement of the
thermal jet plumes onto the ceiling, as is also seen in Fig. 5.16. The maximum velocity
for the cases with spray is at r = 10 mm, as explained before (see also Figs. 5.16). For
2.6 kW case, a peak in velocity at r = 200 mm is also seen which is, as explained before,
due to impingement of the plume into the ceiling. The trend in the maximum velocity for
1.6 and 2.1 kW plume is similar to the one for the spray only. This is not surprising, for
these two cases, the spray almost dominates the plume, making the behavior of the flow
beneath the ceiling similar to the case of an isolated spray. It should be noted that the
velocity for the spray is taken from Case 8 (see Table 4.2) presented in Chapter 4, (where
coarser grid size specially near the ceiling was used) and it is therefore not completely
representative of the spray used for the simulations of the spray-plume interaction.
The comparison between the calculated mean horizontal velocities in the ceiling flow
from z = 480 mm to z = 590 mm for the cases with/without water sprays are shown in
Fig.5.21. These values are taken at r = 100 mm for 1.6 and 2.1 kW plumes and at r =
200 mm for 2.6 kW plumes. It is seen that the velocities decrease for the cases with spray.
There is however an increase in the velocity for the 2.6 kW thermal jet plume in the lower
region below the ceiling (from z = 480 mm to z = 560 mm).
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Figure 5.16: Averaged velocity contours beneath the ceiling for three thermal
jet plumes without sprays (a ,c and e) and with sprays (b, d and f)
and for an isolated spray (g).
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Figure 5.17: Averaged velocity vectors beneath the ceiling for 1.6 kW thermal
jet plume.
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Figure 5.18: Averaged velocity vectors beneath the ceiling for 2.1 kW thermal
jet plume.
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Figure 5.19: Averaged velocity vectors beneath the ceiling for 2.6 kW thermal
jet plume.
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Figure 5.20: Maximum radial velocities (m/s) in the ceiling flow for three ther-
mal plumes.
5.6.5 Inner spray cone angle
An additional simulation is carried out by putting the inner angle, theta inner = 2 degree
(recall Fig. 2.3) for the 2.6 kW thermal jet plume. Figure 5.22 displays the averaged
velocity contours for a spray with inner angle = 0 degree (i.e., solid cone spray) and one
with inner angle = 2 degree (i.e., hollow cone spray). It can be seen that the interaction
boundary moves up for the hollow cone spray, because there is less downward momentum
in the core of water spray. The predicted vertical velocity at the centerline reveals the
change in the position of the interaction boundary from 45 mm to 63 mm for the spray
with 2 degree inner angle.
5.6.6 Discharge angle of the trajectories
In Chapter 4, it was shown that using the modified method for the injection of the trajecto-
ries had a significant influence on the predicted volume flux in the core of the spray. Three
simulations have therefore been carried out for the three thermal plumes to investigate
the effect on the spray-plume interaction. Figs. 5.23-5.25 depict the averaged velocity
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Figure 5.21: Mean horizontal velocities in the ceiling flow for (a) 1.6 kw (at r
= 100 mm), (b) 2.1 kw (at r = 100 mm), and (c) 2.6 kw (at r =
200 mm) thermal plumes.
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Figure 5.22: Averaged velocity contours for 2.6 kW case (a) inner angle = 0
degree and (b) inner angle = 2 degree.
contours of the spray-plume interactions with and without the applied modification for
the 1.6, 2.1 and 2.6 kW cases, respectively. The figures ’without modification’ (figures
on the left) refer to the simulations carried out previously with the coneNozzleIn jection
model, whereas the one ’with modification’ (figures on the right) refer to the cases with
the coneIn jection model, with modified method of the droplet trajectories. It was, how-
ever, shown in Section 4.8.9 that the difference between the predicted spray characteristics
obtained with ’coneIn jection’ and ’coneNozzleIn jection’ were not significant, such that
the analysis of the impact of the modified injection method can be carried out with
’coneIn jection’ model.
The position of the interaction boundary slightly changes for the 1.6 and 2.1 kW case
with the modified method (5.23 and 5.24), but the impact is more significant for the 2.6
kW case (5.25).
Figure5.26 shows the position of the interaction boundary versus the momentum ratio
(Ma/Mw) for the three hot air jet plumes with and without modification and their com-
parisons with the measured values. The location of the interaction boundary for the three
thermal plumes for the simulations without modification is z = 17, 26 and 45 mm for 1.6,
2.1 and 2.6 kW cases, respectively. For the cases where modified method for the angles
of the trajectories are imposed, this location changes to z = 30, 41 and 130 mm for the
1.6, 2.1 and 2.6 kW, thermal jet plumes. The difference with the experimental data is still
significant.
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(a) (b)
Figure 5.23: Averaged velocity contours for 1.6 kW case (a) without modifica-
tion and (b) with modification.
(a) (b)
Figure 5.24: Averaged velocity contours for 2.1 kW case (a) without modifica-
tion and (b) with modification.
(a) (b)
Figure 5.25: Averaged velocity contours for 2.6 kW case (a) without modifica-
tion and (b) with modification.
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Figure 5.26: Position of the interaction boundary versus the momentum ratio as
predicted for three hot air jet plumes with and without modification
(left to right: 1.6, 2.1 and 2.6 kW).
5.6.7 Conclusions
The characteristics of the interaction between the hot air jet plume and the water sprays
and the influence on the induced ceiling jet flow have been investigated. Three hot air jet
plumes with convective heat release rates of 1.6, 2.1 and 2.6 kW have been examined to
interact with a water spray with discharge rate of 0.084 lpm. The interaction between hot
air jet plumes and water sprays have been characterized by the location of the interaction
region. It was shown that the interaction boundary moved up from the base of the plume
by increasing the convective heat release rates. Using a hollow cone spray with 2 degree
inner spray angle results in higher position for the interaction boundary. The obtained
results differ significantly from the ones from the experiment due to significant differences
in the predicted spray characteristics. Imposing modified method for the discharge angles
of the trajectories results in higher locations of the interaction boundary.
Comparisons between the cases with and without water spray reveal that the spray
is totally dominating the plume if the convective HRR is low, making the flow near the
ceiling similar to the case with isolated spray. For the higher HRR a significant decrease
in the maximum velocity of the flow beneath the ceiling is observed. The obtained results
differ significantly from the ones from the experiment due to significant differences in the
predicted spray characteristics.
132
Chapter 6
Conclusions and future work
6.1 Conclusions
This thesis describes research undertaken into the assessment of models as implemented
in a state-of-the-art CFD package for fire simulations in the context of spray-plume inter-
action. Detailed discussions, based on the CFD results, of flow fields for ceiling jet (hot
plume impinging onto a flat ceiling), water sprays and the interaction between hot air jet
plumes and water sprays are presented. To that purpose, this study is divided into three
parts with assessment of CFD simulations for
1. thermal plumes in the absence of water,
2. water sprays in the absence of thermal plumes, and
3. the interaction between waters sprays and thermal plumes.
Extensive parameter studies for models, model parameters and boundary conditions
are presented. The experiment done by Zhou [68, 69] served as target case where the
characteristics of the isolated hot air jet plumes and water spray along with the spray-
plume interaction were measured. The CFD package FireFOAM 2.2.x, is used for the
numerical simulations in the thesis.
An overview of the importance of water-based fire suppression systems in Fire Safety
Engineering and the impact of water on fire and smoke dynamics was given in Chapter 1,
along with the motivation and objectives of this thesis. The governing equations and the
sub-models used in the thesis for the numerical simulation of the thermal jet plumes and
water sprays were discussed in Chapter 2.
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In Chapter 3, Large Eddy Simulations of thermal jet plumes under a horizontal ceiling
and the induced ceiling flow were performed. Three hot air jet plumes with different
’convective heat release rates’ (1.6, 2.1 and 2.6 kW) were considered. The influence of
the turbulence intensity, the size of eddies at the inlet, the constant used in the SGS eddy
viscosity model, the turbulence model and the ceiling thermal boundary condition were
examined. The predicted flow characteristics that were looked at were: the temperature
profiles near the nozzle exit, evolution of the mean axial velocities as well as radial profiles
of the vertical velocities, turbulent radial and vertical velocity fluctuations and turbulent
shear stresses at heights z = 1D and z = 6D. The results were compared with the available
experimental data. The results revealed little influence of the size of eddies imposed at
the inlet on the results, whereas, the SGS model constant ck and, to a lesser extent,
imposing high fluctuations at the inlet, were shown to be important in the prediction of
the plume’s evolution and the ceiling flow velocities. For different ck values considered
in the study (i.e., 0.0, 0.03 and 0.05), the numerical studies without SGS model were
in better agreement with the experimental data. Predicted results with the one-equation
eddy viscosity model for ck = 0.03 (corresponding to cs = 0.07) revealed better agreement
with the measured values compared to the ones for the constant Smagorinsky model with
cs = 0.07. In the plume region, the mean values were well predicted. Velocity fluctuations
and stresses were under-estimated in the near-field (z/D = 1) region, whereas reasonably
good agreement was obtained at higher location (z/D = 6). In the ceiling jet region, the
maximum velocity was slightly under-predicted and the velocity boundary layer thickness
was larger than suggested by the experimental data. In line with the results in the plume
region, the results without SGS model were in best agreement with experimental data for
the cases considered (with good grid resolution). Thermal B.C. at the ceiling (adiabatic
compared to a constant temperature) showed no difference in the predicted ceiling flow
velocities.
In the first part of the study, it became clear that, although the same trend was ob-
served, the velocity data beneath the ceiling did not match existing correlations, developed
in the context of fire-induced ceiling jets. The reason was stated to be the lower values of
the Froude number in those experiments compared to the one at hand. Complementary
simulations were therefore conducted for a range of ceiling jets. The ’heat release rate’ of
the issued hot air was kept constant, but the mass flow rate and inlet temperature were
varied. As such, a range of Froude numbers were studied. The vertical plume accordingly
varied from buoyancy-driven to momentum-driven. It was illustrated that the buoyancy
flux at the inlet is characteristic for the velocity underneath the ceiling as long as the
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Froude number remained close to or below 1 (corresponding to buoyancy-driven flows).
Non-dimensional velocities were shown to match well existing correlations for fire-induced
ceiling jets. For higher Froude numbers, the maximum velocity, obtained on the centreline,
is representative for the velocities underneath the ceiling.
In Chapter 4, Large Eddy Simulations of a water spray were performed. The study
focused on assessing the influence of different parameters on the prediction of the spray
characteristics, namely: vertical velocity, volume flux and volume median diameter. An
extensive sensitivity analysis therefore carried out in terms of the influence of the introduced
number of parcels per second in the computational domain, grid resolution, the constant
used in the SGS eddy viscosity model, ck, spray angle and the maximum diameter used in
the Rosin-Rammler distribution on the spray characteristics. Detailed explanations about
the post-processing of the data were also provided. Two elevations were considered for
the predicted characteristics (based on the experiments): z = 540 mm (i.e., 30 mm below
the nozzle) and z = 270 mm. Increasing the number of parcels per second from 104 to
105 was shown to have a significant difference for the predicted droplets characteristics at
the nozzle far-field (z = 270 mm). The influence of the grid size was more observed in the
calculation of the droplet velocities in the vicinity of the spray injection. The turbulence
model constant, ck, exhibited a large influence on the predicted velocity and volume flux
at z = 270 mm. Increasing the spray angle significantly influenced the spray characteristics
at both near-field and far-field. For the Rosin-Rammler distribution used, decreasing the
maximum droplet diameter did not have an influence on the predicted results. For the cases
with 30◦ spray angle, a reasonably good agreement was obtained between the predicted
and measured average vertical velocities at the nozzle near-field (z = 540 mm), however,
with much narrower predicted spray profile. The spread of the spray at z = 270 mm was
better predicted. The trend of increasing velocity with increasing droplet diameter was
well captured in the simulations. At both elevations, over-prediction of the volumetric
flow rate was observed. The predicted dv,50 was in good agreement with the measured
values at z = 540 mm and was under-predicted in the core of the spray at z = 270 mm.
However, it was well predicted at the further radial locations (except for 104 parcels per
second, grid sizes of 3 and 4 mm and ck = 0.05 cases). Imposing modified method for
the discharge angles of the trajectories had a significant influence on the predicted volume
flux in the core of the spray.
The focus of the study in Chapter 5 was to investigate the interaction between hot
air jet plumes and water spray by characterizing the location of the interaction region.
Three hot air jet plumes, with convective heat release rates of 1.6, 2.1 and 2.6 kW, were
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examined to interact with a water spray with discharge rate of 0.084 lpm. The thermal jet
plumes and water spray were chosen based on the results obtained in Chapters 3 and 4. The
structure of the thermal jet plume after interacting with water spray and consequently, the
influence on the induced ceiling jet velocity were investigated. The interaction boundary
moved up from the base of the plume by increasing the convective heat release rates or
using a hollow cone spray even with 2 degree inner spray angle. Imposing modified method
for the discharge angles of the trajectories resulted in higher locations of the interaction
boundary. Comparisons between the cases with and without water spray reveal that the
spray is totally dominating the plume if the convective HRR is low, making the flow near
the ceiling similar to the case with isolated spray. For the higher HRR a significant decrease
in the maximum velocity of the flow beneath the ceiling is observed. The obtained results
differ significantly from the ones from the experiment due to significant differences in the
predicted spray characteristics.
The thesis has a number of important original aspects:
• the interaction between hot air jet plumes and water sprays is investigated by not
only focusing on the interaction itself but by assessing the predicted characteristics
of the thermal jet plume without spray and the ones for the spray without hot air.
To the best of the author’s knowledge, no similar extensive and systematic studies
have been done on this.
• a very thorough and comprehensive study has been carried out with respect to the
influence of inlet boundary conditions (turbulent intensity and size of eddies) and the
turbulence model constant used in the SGS eddy viscosity model on the numerical
prediction of a turbulent hot air jet plume characteristics.
• it is shown that it is not sufficient to only specify the convective heat release rate
when a fire is replaced by hot air or a light gas to mimic a fire source. Also the
Froude number must be specified.
• an extensive study has been performed with respect to the number of parcels intro-
duced in the computational domain, the turbulence model constant used in the SGS
viscosity model, grid resolution and the spray angle on the predicted water spray
characteristics
• detailed explanations are provided regarding the post-processing of the data for
prediction of the water spray characteristics.
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• the interaction between thermal jet plume and water sprays is investigated by looking
at the location of the interaction boundary. The entrainment of air into the spray
is also discussed.
The observations in this study will give a clearer picture to the researchers in the fire
safety science community in the context of the impact of water-based fire suppression
systems on the fire and smoke dynamics in a compartment.
6.2 Suggestions for future works
The current work has highlighted some important aspects in the Large Eddy Simulations
of turbulent hot air jet plumes and water spray as well the impact of the spray on the
thermal jet plumes. However, there are still issues that need to be addressed in the future.
The predicted velocity fluctuations and stresses in the near-field in Chapter 3 were
under-estimated. More investigation is therefore needed on the influence of, for example
the inlet boundary condition. The influence of different numerical discretization schemes
on the predicted results could also be an important factor to be investigated. Although
for the case at hand the resolution was deemed sufficient, it would still be interesting to
study the sensitivity of the results on the grid size.
In Chapter 4, there was a significant difference in the predicted spray angle in the
near-field as well as the spray volume flux. Several sub-models related to the spray sim-
ulations such as vaporization, dispersion and injection models and droplet distribution at
the injection point need to be investigated.
Unfortunately, not many experimental data are available on the context of the spray-
plume interaction or to detail the changes in characteristics of a fire plume and water
sprays during the interaction. It is therefore, crucial to carry out more experiments in
order to extend the (few) existing studies in this area and consequently provide more data
for the numerical modeling.
Although it has not been mentioned in the manuscript, the experiments studied in this
work have been revisited, taking advantage of CFD results obtained. This illustrates that
CFD simulation results can be very helpful as support tool to understand, interpret and,
when necessary, redo experiments. Such interaction will be increasingly valuable in the
future.
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