We establish the convergence of the min-sum message passing algorithm for minimization of a quadratic objective function given a convex decomposition. Our results also apply to the equivalent problem of the convergence of Gaussian belief propagation.
Introduction
A nonserial dynamic program [1] is characterized by a set X , an undirected graph (V; E) with a set of cliques C, and, for each clique C 2 C, a \component function" f C : X jCj 7 ! R. There are jV j decision variables; each is associated with a vertex and takes values in X . The optimization problem takes the form min x2X jV j f (x); where
Here, x C 2 X jCj is the vector of variables associated with vertices in the clique C. There may be many ways to decompose a given objective function into component functions. The formulation requires speci cation of a particular set of component functions because the algorithm we will consider takes the component functions as input and exhibits di erent behavior for di erent decompositions of the same objective function. Further, while this formulation may seem overly broad|indeed, almost any optimization problem can be cast in this framework|we are implicitly assuming that the graph is sparse and that the cliques are small. Many applied optimization problems can be formulated in terms of nonserial dynamic programming, but over the past few decades this formulation has received virtually no attention from the mathematical programming community. Perhaps this is due to a perception that the formulation is computationally unmanageable. In particular, basic algorithms that solve nonserial dynamic programs, as those described in [1] , pose onerous computational requirements, even in cases where each clique contains at most two vertices.
Over the past few years, there has been signi cant interest in a heuristic optimization algorithm for nonserial dynamic programming. We will call this algorithm the min-sum message passing algorithm, or the min-sum algorithm, for short. This is equivalent to the so-called max-product algorithm, also known as belief revision, and is closely related to the sum-product algorithm, also known as belief propagation. Interest in such algorithms has to a large extent been triggered by the success of message passing algorithms for decoding low-density parity-check codes and turbo codes [2, 3, 4] . Message passing algorithms are now used routinely to solve NP-hard decoding problems in communication systems. It was a surprise that this simple and e cient approach o ers su cing solutions.
The majority of literature has been focused on the case where the set X is discrete and the resulting optimization problem is combinatorial in nature. We, however, are interested in the the case where X = R and the optimization problem is continuous. In particular, many continuous optimization problems that are traditionally approached using methods of linear programming, convex programming, etc. also possess graphical structure, with objectives de ned by sums of component functions. We believe the min-sum algorithm leverages this graphical structure in a way that can complement traditional optimization algorithms, and that combining strengths will lead to algorithms that are able to scale to larger instances of linear and convex programs.
One continuous case that has been considered in the literature is where component functions are quadratic and sum to a positive de nite objective function:
It has been shown that, if the min-sum algorithm converges, it computes the minimum of the quadratic [5, 6, 7] . The question of convergence, however, has proved di cult. Su cient conditions for convergence have been established [5, 6] , but these conditions are abstract and di cult to verify. Convergence has also been established for classes of quadratic programs arising in certain applications [8, 9] . Consider a special class of quadratic nonserial dynamic programs in which the component functions are zero except for individual vertices and pairwise cliques; i.e., f C (x) = 0 for all jCj > 2 and x 2 R, so that
This class can represent any quadratic objective; the restriction only a ects the choice of component functions. We will study the convergence of the min-sum algorithm given a convex decomposition:
each function f i ( ) is strictly convex, and each function f ij ( ; ) is convex (although not necessarily strictly so).
The primary contribution of this paper is in establishing that the min-sum algorithm converges given any convex decomposition. Further, our results imply convergence for classes of non-convex decompositions that are in some sense \dominated" by convex decompositions. Convergence is established under both synchronous and asynchronous models of computation. We believe that this is the most general convergence result to date for the min-sum algorithm with a quadratic objective function. Moreover, our su cient condition can be interpreted for general convex objective functions and may be useful to the study of min-sum in this broader context. We will say that a quadratic objective function is convex decomposable if there exists a convex decomposition. This condition implies strict convexity of the objective function, however, not all strictly convex, quadratic functions are convex decomposable. In recent work, Johnson, et al. [10] have identi ed convex decomposability as a relevant condition by giving examples outside this class for which the min-sum algorithm does not converge. They establish convergence for convex decomposable quadratic programs when the particular set of component functions
is used. Note that these component functions are not convex. The work in [10] also introduces the notion of walk-summability. This is a proof technique that is extended to establish the more general convergence results in our work.
A limitation of the convergence result of [10] is that it requires use of a particular decomposition of the objective function. In general, however, one does not start with an objective function and derive component functions. Rather, component functions arise from a problem formulation and implicitly de ne the objective function. For example, this result does not imply convergence in the applied context considered in [8] .
Note that the optimization of quadratic nonserial dynamic programs can be stated as a problem of inference in Gaussian graphical models. In this case, the min-sum algorithm is mathematically equivalent to belief propagation. Our results therefore also apply to Gaussian belief propagation. However, since Gaussian belief propagation, in general, computes marginal distributions that have correct means but incorrect variances, we believe that the optimization perspective is more appropriate than the inference perspective. As such, we state our results in the language of optimization.
The min-sum algorithm attempts to minimize f ( ) by an iterative, message passing procedure. In particular, at time t, each vertex i keeps track of a \message" from each neighbor u 2 N (i). This message takes the form of a function J (t) u!i : R ! R. These incoming messages are combined to compute new outgoing messages for each neighbor. In particular, the message J (t+1) i!j ( ) from vertex i to vertex j 2 N (i) evolves according to
Here, represents an arbitrary o set term that varies from message to message. Only the relative values of the function J (t+1) i!j ( ) matter, so does not in uence relevant information. Its purpose is to keep messages nite. One approach is to select so that J At time t, each vertex j forms a local objective function f (t) j ( ) by combining incoming messages according to
The vertex then generates a running estimate of the jth component of an optimal solution to the original problem according to
By dynamic programming arguments, it is easy to see that this procedure converges and is exact given a convex decomposition when the graph (V; E) is a tree. We are interested in the case where the graph has arbitrary topology.
Reparameterizations
An alternative way to view iterates of the min-sum algorithm is as a series of \reparame-terizations" of the objective function f ( ) [ 7, 11] . Each reparameterization corresponds to a di erent decomposition of the objective function. In particular, at each time t, we de ne a function f (t) j : R ! R, for each vertex j 2 V , and a function f
The functions evolve jointly according to
They are initialized at time t = 0 according to
In the common case, where the functions fJ
i!j ( )g are all set to zero, the initial component functions ff
A running estimate of the jth component of an optimal solution to the original problem is generated according to x
The message passing interpretation and the reparameterization interpretation can be related by f
These relations are easily established by induction on t. As they indicate, the message passing interpretation and the reparameterization interpretation are completely equivalent in the sense that convergence of one implies convergence of the other, and that they compute the same estimates of an optimal solution to the original optimization problem.
Reparameterizations are more convenient for our purposes for the following reason: Note that the decomposition (1) of the objective f ( ) is not unique. Indeed, many alternate factorizations can be obtained by moving mass between the single vertex functions ff i ( )g and the pairwise functions ff ij ( ; )g. Since the message passing update ( 2) depends on the factorization, this would seem to suggest that the each choice of factorization results in a di erent algorithm. However, in the reparameterization interpretation, the choice of factorization only enters via the initial conditions. Moreover, it is clear that the choice of factorization is equivalent to the initial choice of messages fJ (0) i!j ( )g. Our results will identify su cient conditions on these choices so that the min-sum algorithm converges.
The Quadratic Case
We are concerned with the case where the objective function f is quadratic, i.e.
Here, 2 R n n is a symmetric, positive de nite matrix and h 2 R n is a vector. Since f must decompose relative to the graph (V; E) according to (1), we must have the nondiagonal entries satisfy ij = 0 if (i; j) = 2 E. Without loss of generality, we will assume that ij 6 = 0 for all (i; j) 2 E (otherwise, each such edge (i; j) can be deleted from the graph) and that ii = 1 for all i 2 V (otherwise, the variables can be rescaled so that this is true).
LetẼ V V be the set of directed edges. That is, (i; j) 2 E i fi; jg 2Ẽ and (i; j) 2 E i fj; ig 2Ẽ. (We use braces and parentheses to distinguish directed and undirected edges, respectively.) Quadratic component functions ff i ( ); f ij ( )g that sum to f ( ) can be parameterized by two vectors of parameters, = ( ij ) 2 R jẼj and z = (z ij ) 2 R jẼj , according to
Given such a representation, we will refer to the components of1 as the quadratic parameters and the components of z as the linear parameters. Iterates ff
ij ( ; )g of the min-sum algorithm can be represented by quadratic parameters (t) and linear parameters z (t) . By explicit computation of the minimizations involved in the reparameterization update (3), we can rewrite the update equations in terms of the parameters (t) and z (t) . In particular, if P
If, on the other hand, P
is unbounded and the update equation is ill-posed. Further, the estimate of the jth component of the optimal solution, de ned by (4), becomes
when P i2N (j) 2 ij (t) ij < 1, and is ill-posed otherwise. We de ne a generalization to the notion of a convex decomposition.
De nition 2. (Convex-Dominated Decomposition)
A convex-dominated decomposition of a quadratic function f ( ) is a set of quadratic functions ff i ( ); f ij ( ; )g that form a decomposition of f ( ), such that for some convex decom-
is convex, for all edges (i; j) 2 E.
Note that any convex decomposition is also convex-dominated. The following theorem is the main result of this paper.
ij ( ; )g is a convex-dominated decomposition, then the quadratic parameters (t) , the linear parameters z (t) , and the running estimates x (t) converge. Moreover, lim
This result is more general than required to capture the \typical" situation. In particular, consider a situation where a problem formulation gives rise to component functions ff i ( ); f ij ( )g that form a convex decomposition of an objective function f . Then, initialize the min-sum algorithm with ff
Since the initial iterate is a convex decomposition, it certi es that f ( ) is convex decomposable, and it is also a convex-dominated decomposition.
We will prove Theorem 1 in Section 6. Before doing so, we will study the parameter sequences (t) and z (t) independently.
Convergence of Quadratic Parameters
The update (5) for the the quadratic parameters (t) does not depend on the linear parameters z (t) . Hence, it is natural to study their evolution independently, as in [6, 8] . In this section, we establish existence and uniqueness of a xed point of the update (5). Further, we characterize initial conditions under which (t) converges to this xed point.
Whether or not a decomposition is convex depends on quadratic parameters but not the linear ones. Let V be the set of quadratic parameters 2 R jẼj that correspond to convex decompositions.
We have the following theorem establishing convergence for the quadratic parameters. The proof relies on certain monotonicity properties of the update (5), and extends the method developed in [6, 8] .
Theorem 2. (Quadratic Parameter Convergence)
Assume that f ( ) is convex decomposable. The system of equations
has a solution such that
Moreover, is the unique such solution. If we initialize the min-sum algorithm so that (0) v, for some v 2 V, then 0 < (t) < v; for all t > 0, and lim t!1
Proof. See Appendix A.
The key condition for the convergence is that the initial quadratic parameters (0) must be dominated by those of a convex decomposition. Such initial conditions are easy to nd, for example (0) = 0 or (0) 2 V satisfy this requirement.
Note that we should not expect the algorithm to converge for arbitrary (0) . For the update (5) to even be well-de ned at time t, we require that X
The condition on (0) in Theorem 2 guarantees this at time t = 0, and the theorem guarantees that it continue to hold for all t > 0. Similarly, the computation (7) of the estimate
The theorem guarantees that this is true for all t 0, given suitable choice of (0) .
Convergence of Linear Parameters
In this section, we will assume that the quadratic parameters (t) are set to the xed point , and study the evolution of the linear parameters z (t) . In this case, the update (6) for the linear parameters takes the particularly simple form
This linear equation can be written in vector form as
where y 2 R jẼj is a vector with
D 2 R jẼ Ẽ j is a diagonal matrix with
and A 2 R jẼ Ẽ j is a matrix such that
If the spectral radius of A is less than 1, then we have convergence of z (t) independent of the initial condition z (0) by
We will show that existence of a convex decomposition of f ( ) is a su cient condition for this to be true. In order to proceed, we rst introduce the notion of walk-summability.
Walk-Summability
Note that the optimization problem we are considering,
has the unique solution x = 1 h:
De ne R = I , so R ii = 0 and R ij = ij , if i 6 = j. Since is positive de nite and ii = 1 for all i, the matrix R has spectral radius less than 1. Hence, we can express the solution x by the in nite series
The idea of walk-sums, introduced by Johnson, et al. [10] , allows us to interpret this solution as a sum of weights of walks on the graph. To be precise, de ne a walk of length k to be a sequence of vertices w = fw 0 ; : : : ; w k g;
such that (w i ; w i+1 ) 2 E, for all 0 i < k. Given a walk w, we can de ne a weight by the product (w) = R w 0 w 1 R w jwj 1 w jwj :
(We adopt the convention that (w) = 1 for walks of length 0, which consist of a single vertex.) Given a set of walks W, we de ne the weight of the set to be the sum of the weights of the walks in the set, that is (W) = X w2W (w):
De ne W i!j to be the (in nite) set of all walks from vertex i to vertex j. If the quantity (W i!j ) was well-de ned, examining the structure of R and (11), we would have
De nition 3. (Walk-Summability) Given a matrix 0 with ii = 1, de ne jRj by jRj ij = j[I ] ij j. We say is walksummable if the spectral radius of jRj is less than 1.
Walk-summability of guarantees the the function ( ) is well-de ned even for in nite sets of walks, since in this case, the series P 1 t=0 R t is absolutely convergent. It is not di cult to see that existence of a convex decomposition of f ( ) implies walk-summability [ 10] . This is because, for a convex decomposable objective, if o -diagonal components of the matrix are negated (in a way that preserves symmetry), the resulting matrix is still positive de nite. More recent work [ 12] shows that these two conditions are in fact equivalent.
We introduce a di erent weight function ( ) de ned by
( ) can be extends to sets of walks as before. However, we interpret this function only over non-backtracking walks, where a walk w is non-backtracking if w i 1 6 = w i+1 , for 1 i < jwj. Denote by W nb the set of non-backtracking walks. The following combinatorial lemma establishes a correspondence between ( ) on non-backtracking walks and ( ).
Further, if w 0 2 W nb and w 0 6 = w, then W w and W w 0 are disjoint.
Proof. See Appendix B.
The above lemma reveals that ( ) is well-de ned on in nite sets of non-backtracking walks. Indeed, if W W nb , X
and the latter sum is nite since is walk-summable. We can make the correspondence between ( ) and ( ) stronger with the following lemma.
Lemma 2. Assume that f ( ) is convex decomposable. If we de ne W nb
i!r to be the set of all non-backtracking walks from vertex i to vertex r, we have
Spectral Radius of A
Examining the structure of the matrix A from (10), it is clear that if W nb;t uk!ij is de ned to be the set of all length t non-backtracking walks w with fw 0 ; w 1 g = fu; kg and fw jwj 1 ; w jwj g = fi; jg, then
Thus, if W nb;1+ uk!ij is the set of all non-backtracking walks w of length at least 1 with fw 0 ; w 1 g = fu; kg and fw jwj 1 ; w jwj g = fi; jg, Lemma 1 and (13) assure us that the later sum must be absolutely convergent. Then, we have established the following lemma.
Lemma 3. Assume that f ( ) is convex decomposable. The spectral radius of jAj is less than 1.
Exactness
From Lemma 3, we have
In this case, the estimate x (t) j for each vertex j, de ned by (4), converges to
Here, we de ne W nb;1+ u!j is the set of non-backtracking walks of length at least 1 starting at u and ending at j. Note that if u 6 = j, then a non-backtracking walk from u to j must have length at least 1. Thus, (W 
Comparing with Lemma 2, and (12), we have
Thus, x (1) = x . Putting together the results in this section, we have the following theorem.
Theorem 3. (Linear Parameter Convergence)
Assume that f ( ) is convex decomposable and that (0) = . Then, for arbitrary initial conditions z (0) , the linear parameters z (t) converge. Further, the corresponding estimates x (t) converge to the global optimum x .
Overall Convergence
In Section 4, we established the convergence of the quadratic parameters (t) . In Section 5, we established the convergence of the linear parameters z (t) assuming the quadratic parameters were set to their xed point. Here, we will combine these results in order to prove Theorem 1, which establishes convergence of the full min-sum algorithm, where the linear parameters evolve jointly with the quadratic parameters. It su ces to establish convergence of the linear parameters z (t) . De ne the matrix A (t) 2 R jẼ Ẽ j by A (t) ij;uk = ( (t+1) ij ij if (u; i); (i; j) 2 E, k = i, and j 6 = u, 0 otherwise.
De ne the diagonal matrix
ij . Then, the min-sum update (6) becomes
where y is de ned by (8) . From Theorem 2, it is clear that A (t) ! A and D (t) ! D (where A and D are de ned by (10) and (9), respectively). From Lemma 3, the spectral radius of jAj is less than 1. Hence, there is a vector norm k k on R jẼj and a corresponding induced operator norm such that kAk < , for some < 1 [13] . Pick K 1 su ciently large so that kA (t) k < for all t K 1 . Then, the series 
Then, for t K 1 ,
Since w (t) ! z (1) , for any > 0 we can pick
Repeating over t,
Thus, lim sup
Since is arbitrary, it is clear that z (t) converges to z (1) . The fact that x (t) converges to x follows from the same argument as in Theorem 3.
Asynchronous Convergence
The work we have presented thus far considers the convergence of a synchronous variation of the min-sum algorithm. In that case, every component of each of the parameter vectors (t) and z (t) is update at every time step. However, the min-sum algorithm has a naturally parallel nature and can be applied in distributed contexts. In such implementations, different processors may be responsible for updating di erent components of the parameter vector. Further, these processors may not be able to communicate at every time step, and thus may have insu cient information to update the corresponding components of the parameter vectors. There may not even be a notion of a shared clock. As such, it is useful to consider the convergence properties of the min-sum algorithm under an asynchronous model of computation.
In such a model, we assume that a processor associated with vertex i is responsible for updating the parameters (t) ij and z (t) ij for each neighbor j 2 N (i). We de ne the T i to be the set of times at which these parameters are updated. We de ne 0 ji (t) t to be the last time the processor at vertex j communicated to the processor at vertex i. Then, the parameters evolve according to
Note that the processor at vertex i is not computing its updates with the most recent values of the other components of the parameter vector. It uses the values of components from the last time it communicated with a particular processor. We will make the assumption of total asynchronism [14]: we assume that each set T i is in nite, and that if ft k g is a sequence in T i tending to in nity, then lim k!1 ij (t k ) = 1, for each neighbor j 2 N (i). This mild assumption guarantees that each component is updated in nitely often, and that processors eventually communicate with neighboring processors. It allows for arbitrary delays in communication, and even the out-of-order arrival of messages between processors.
We can extend the convergence result of Theorem 1 to this setting. The proof is straightforward given the results we have already established and standard results on asynchronous algorithms (see [14] , for example). We will provide an outline here. For the convergence of the quadratic parameters, note that the synchronous iteration (5) 
For t su ciently large, by the convergence of the quadratic parameters, the matrix A (t) becomes arbitrarily close to A. From Lemma 3, the matrix jAj has spectral radius less than one. In this case, by Corollary 2.6.2 in [14], it must correspond to a weighted maximum norm contraction. Then, one can establish asynchronous convergence of the linear parameters by appealing again to Proposition 6.2.1 in [14].
Discussion
The following corollary is a restatement of Theorem 1 in terms of message passing updates of the form (2).
Corollary 1. (Convergence of Message Passing Updates)
Let fg i ( ); g ij ( ; )g be a convex decomposition of f ( ), and let ff i ( ); f ij ( )g be a decomposition of f ( ) into quadratic functions such that
Then, using the decomposition ff i ( ); f ij ( ; )g and quadratic initial messages fJ
i!j ( )g, the running estimates x (t) generated by the min-sum algorithm converge. Further,
The work of Johnson, et al. [10] identi es existence of convex decomposition of the objective as a important condition for such convergence results and also introduces the notion of walk-summability. However, the convergence analysis presented there only establishes a special case of the above corollary, where
Further, their work considers only synchronous convergence. In addition, they present a quadratic program that is not convex decomposable, and where the min-sum algorithm fails to converge.
The prior work of the current authors in [8] considers a case that arises in distributed averaging applications. There, convergence is established when
This is also a special case of Corollary 1. The work in [8] further develops complexity bounds on the rate of convergence in certain special cases. Study of the rate of convergence of the min-sum algorithm in more general cases remains an open issue. Note that the main condition (14) of Corollary 1 can also be interpreted in the context of general convex objectives. While our analysis is very speci c to the quadratic case, the result may be illuminating in the broader context of convex programs.
Finally, although every quadratic program can be decomposed over pairwise cliques, as we assume in this paper, there may also be decompositions involving higher order cliques. Our analysis does not apply to that case, and this is an interesting question for future consideration. 
This operator corresponds to a single min-sum update (5) of the quadratic parameters. We will rst establish some properties of this operator.
Lemma 4. The following hold:
(ii) The operator F ( ) is monotonic. That is, if ; 0 2 D and 0 , F ( ) F ( 0 ).
Proof. Parts (i)-(iii) follow from the corresponding properties of the function
for x 2 ( 1; 1). Part (v) follows from setting = v in Part (iv). Part (iv) remains. For notational convenience, de ne
We have
Denote the numerator of the last expression by . Since the denominator is positive, it su ces to show that > 0. De ne
Note that
Since v 2 V, we have 2 ij v ij v ji 1, for each fi; jg 2Ẽ. Then, we can derive the chain of inequalities
We are now ready to prove Theorem 2.
Theorem 2. Assume that f ( ) is convex decomposable. The set of system of equations
has a solution such that 0 < < v; 8 v 2 V:
Proof. Pick some v 2 V. Then, F (v) < v from Part (v) of Lemma 4. Thus, we have F t (v) F t 1 (v), for all t > 0, by monotonicity. (Here, F t ( ) denotes t applications of the operator F ( ).) Then, the sequence fF t (v)g is a monotonically decreasing sequence, which by the positivity of F ( ), is bounded below by zero. Hence, the limit F 1 (v) exists. By continuity, it must be a xed point of F ( ). Now, note that, by positivity, 0 F 1 (v). Thus, by monotonicity, F t (0) F 1 (v), for all t > 0. Since 0 < F (0) = 1, we have F t 1 (0) F t (0), for all t > 0, and this sequence converges to a xed point
We wish to show that F 1 (0) = F 1 (v). Assume otherwise. De ne
Since F 1 (v) < v, the set in the above in mum is not empty. Since F 1 (0) F 1 (v) and
, we must have > 1. Then, we have
Applying F ( ) and using Part (iv) of Lemma4,
This contradicts the de nition of . Thus, we must have
satis es the conditions of the lemma. Assume there is some other xed point 0 satisfying the conditions of the lemma. Positivity implies 0 > 0. Then, since 0 < 0 < v for some v 2 V, by repeatedly applying F ( ), we have
for all t > 0. Taking a limit as t ! 1, it is clear that 0 = . It remains to prove the nal statement of the lemma.
for all t > 0. Taking limits, lim
B Proof of Lemmas 1 and 2
For the balance of this section, we assume that f ( ) admits a convex decomposition. In order to prove Lemma 1, we rst x an arbitrary vertex r, and consider an in nite computation tree rooted at a vertexr corresponding to r. Such a tree is constructed in an iterative process, rst starting with a single vertexr. As each step, vertices are added to leaves on the tree corresponding to the neighbors of the leaf in the original graph other than its parent. Hence, the tree's vertices consist of replicas of vertices in the original graph, and the local structure around each vertex is the same as that in the original graph. We can extend both functions ( ) and ( ) to walks on the computation tree by de ning weights on edges in the computation tree according to the weights of the corresponding edges in the original graph. We will use the tilde symbol to distinguish vertices and subsets of the computation tree from those in the underlying graph.
We begin with a lemma.
Lemma 5. Given connected verticesĩ;j in the computation tree, with labels i,j, respectively, letWĩ !ĩnj be the set of walks starting atĩ and returning toĩ but never crossing the edge (ĩ;j). Then, (Wĩ !ĩnj ) = ij :
Proof. First, note that walks inWĩ !ĩnj can be mapped to disjoint walks on the original graph. Hence, by walk-summability, the in nite sum X can be decomposed into a series of traversals to neighborsũ 2 N (ĩ) nj, self-returning walks fromũ toũ that do not cross (ũ;ĩ) and travel at most distance d 1 fromũ, and then returns toĩ. Letting t index the total number of such traversals, we have the expression
By walk-summability, this in nite sum must converge. Thus,
By the symmetry of the computation tree, the quantity (W d i!ĩnj ) depends only on the labels ofĩ andj in the original graph. Set
), for each fi; jg 2Ẽ and integer d > 0. Then, we have
By Theorem 2, we have lim
, andWĩ
We call a walk on the computation tree a shortest-path walk if it is the unique shortest path between its endpoints. Given a shortest-path walkp de neWp to be the set of all walks of the form fp 0 ;w 0 ;p 1 ;w 1 ; : : : ;w jpj 1 ;p jpj g; wherew i 2Wp i !p i np i+1 , for 0 i < jpj. Intuitively, these walks proceed along the path p, but at each pointp i , they may also take a self-returning walk from vertexp i to vertexp i that does not cross the edge (p i ;p i+1 ).
Lemma 6. Given a shortest-path walkp, We are now ready to prove Lemma 1.
Lemma 1. Assume that f ( ) is convex decomposable. For each w 2 W nb , there exists a set of walks W w , all terminating at the same vertex as w, such that (w) = (W w ):
Proof. Take a vertex i in the original graph. Given a walk from i to r in the original graph, there is a unique corresponding walk from a replica of i tor in the computation tree. Also notice that non-backtracking walks in the original graph that terminate at r correspond uniquely to shortest-path walks in the computation tree that terminate atr. Now, assume that w 2 W nb terminates at r. Letp be the corresponding shortest-path walk in the computation tree, and consider the setWp. We will de ne W w to be the set of walks in the original graph corresponding toWp. From Lemma 6, (w) = (p) = (Wp) = (W w ):
Now, consider another walk w 0 2 W nb , w 0 6 = w, that also terminates at r. We would like to show that W w and W w 0 are disjoint. Letp 0 be the shortest-path walk corresponding to w 0 . Equivalently, we can showWp andWp0 are disjoint. Assume there is some walk u 2Wp \Wp0. Then, bothp andp 0 must be the shortest-path from the origin ofũ tor. Since shortest-paths between a pair of vertices on the computation tree are unique, we must havep =p 0 and this w = w 0 , which is a contradiction.
Note that we only considered non-backtracking walks terminating at a xed vertex r. However, our choice or r was arbitrary hence we can repeat the construction for each r 2 V . Moreover, if w and w 0 terminate at di erent vertices r and r 0 , respectively, the sets W w and W w 0 will contain only walks that terminate at r and r 0 , respectively, thus they will be disjoint.
Using similar arguments as above, we can establish Lemma 2.
Lemma 2. Assume that f ( ) is convex decomposable. If we de ne W nb i!r to be the set of all non-backtracking walks from vertex i to vertex r, we have
Proof. Consider a walk w 2 W i!r , and letw be the unique corresponding walk in the computation tree terminating atr. Letp be the unique shortest-path walk corresponding tow. Note thatp will originate at a replica of i, and end atr. Thus,p uniquely corresponds to a non-backtracking walk w 0 2 W nb i!r . Now,w can be uniquely decomposed according to fp 0 ;w 0 ;p 1 ;w 1 ; : : : ;w jpj 1 ;p jpj ;ṽg;
wherew i 2Wp i !p i np i+1 , for 0 i < jpj, andṽ is a self-returning walk fromr tor. Applying Lemma 6, we have (W i!r ) = (W nb i!r ) (Wr !r ); whereWr !r is the set of self-returning walks fromr tor.
However, a walkṽ 2Wr !r can be uniquely decomposed into a series of traversals to neighborsũ 2 N (r), self-returning walks fromũ toũ that do not cross (ũ;r), and then returns toĩ. Letting t index the total number of such traversals, we have the expression (Wr !r ) = 
