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Abstract: Air pollution is one of the big concerns for smart cities. The problem of applying big data
analytics to sampling bias in the context of urban air quality is studied in this paper. A nonparametric
estimator that incorporates kernel density estimation is used. When ignoring the biasing weight
function, a small-sized simple random sample of the real population is assumed to be additionally
observed. The general parameter considered is the mean of a transformation of the random variable
of interest. A new bootstrap algorithm is used to approximate the mean squared error of the new
estimator. Its minimization leads to an automatic bandwidth selector. The method is applied to a real
data set concerning the levels of different pollutants in the urban air of the city of A Coruña (Galicia,
NW Spain). Estimations for the mean and the cumulative distribution function of the level of ozone
and nitrogen dioxide when the temperature is greater than or equal to 30 ◦C based on 15 years of
biased data are obtained.
Keywords: air quality; automatic bandwidth selection; big data; bootstrap; kernel density estimation;
large sample size; sampling bias; smart city
1. Introduction
Making a city smart has emerged as a strategy to mitigate the challenges of urban population
growth and fast urbanization, provinding better quality of life to its citizens [1]. The important
role of Big Data Analytics and Information and Communication Technology in the development of
smart cities initiatives is unquestionable [2]. There are many applications of Big Data in differents
domains of smart cities, such as city planning, environment, sustainability, traffic management,
transportation, security and education [3,4]. Some of the economic, environmental and social benefits
and opportunities of using Big Data in smart city applications are detailed in [4].
1.1. Motivation
Despite the many advantages of applying Big Data Analytics to urban data, some authors have
also identified some of its challenges, such as the importance of managing truthful and quality data [4,5].
Related to this issue, the idea that with enough data, numbers speak for themselves, often considered
in this Big Data era, has already been discussed in [6–8]. This sentence reflects the doubtful notion that
massive data sets always reflect objective and absolute truth. However, like any other human creation,
data sets are not totally objective. Occasionally, a large sample is not completely representative of the
population, but it is biased: Big-But-Biased Data (B3D). There are many situations where this happens,
some of them in the context of smart cities.
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An interesting source of big-but-biased data is the StreetBump smartphone app [9]. This app was
created to help planning pothole patching in the city of Boston. The phone accelerometer and GPS data
are registered by StreetBump while driving. Thus, bumps are detected and reported to the Boston traffic
department to plan their repair and resource management. An important problem observed when
using StreeBump was that people with lower income have a low rate of smartphone use. This rate is
even lower for older residents, with low smartphone penetration. As a consequence, the data provided
by StreetBump has a big sample size but it is a very biased sample of the population of potholes
in Boston. As a consequence, the number of potholes in certain neighborhoods are underestimated,
which causes a skewed management of resources.
The database of tweets generated by Hurricane Sandy is another interesting example cited by [9].
The data consists of more than 20 million tweets published between 27 October and 1 November 2012.
Data analysis produced some expected findings, such as an increase in grocery shopping the night
before the storm, and other surprising facts, such as nightlife increasing the day after the hurricane.
However, the greatest number of tweets about Sandy came from Manhattan. This was due to the
high level of smartphone owners and Twitter use in New York. Not many messages originated from
the most affected areas by the catastrophe because the lack of electricity caused many problems with
internet access and running out of battery in the hours after the storm. It is clear then that these data
do not represent an unbiased sample of the population of tweets related to Sandy.
1.2. Similar Works
The present paper focuses on the domain of public health in smart cities; in particular, on urban
air quality. Air pollution is one of the big concerns for smart cities. Information about real-time air
quality is of great importance to protect humans from damage by air pollution [10].
There are many methods and works using Big Data Analytics to predict the air quality in smart
cities. The authors in [11] compare several machine learning methods in order to choose the most
suitable for predicting the ozone level in the Region of Murcia (Spain). In [12], four regression methods
based on machine learning techniques are proposed to predict air pollution and compare their accuracy
in terms of error rate and processing time, using multiple data sets. A novel deep learning model based
on Long Short Term Memory networks is presented in [13] to make predictions about air quality in
smart cities. In [14], the authors use the existing sensor networks in smart cities to create and promote
alternative pollution-free routes across cities depending on the level of pollution in each zone and
apply the study carried out to Madrid (Spain).
However, to the best of our knowledge, there is no published work dealing with the problem of
sampling bias in Big Data Analytics for smart cities and air quality.
1.3. Content of The Paper
This paper deals with the problem of air quality in the context of big-but-biased data.
The nonparametric estimation method proposed in [8] is applied. This method allows to estimate the
mean of a transformation of a continuous population, which includes as special cases the mean of the
population and any other moment, the cumulative distribution function and the characteristic function.
Section 2 introduces the problem and shows the density-based nonparametric estimator used.
A new bootstrap algorithm is proposed in Section 2.3 to estimate the mean squared error (MSE) of the
estimator. Its minimization leads to a method for automatic bandwidth selection, which is a relevant
practical problem. A real data set study is carried out in Section 3. It is a data set with information of
different variables of interest about air quality in the city of A Coruña, Galicia, NW Spain. The mean
and the cumulative distribution function of the level of ozone (O3) and nitrogen dioxide (NO2) when
the temperature is greater than or equal to 30 ◦C is estimated based on 15 years of big-but-biased data,
using the approach proposed in [8]. Section 4 includes the main conclusions and future perspectives.
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2. Materials and Methods
2.1. Urban Air Quality
According to the World Health Organization (WHO), air pollution kills an estimated number
of seven million people worldwide every year, increasing deaths from stroke, chronic obstructive
pulmonary disease, lung cancer, heart disease and acute respiratory infections [15].
Air quality control and management have been one of the priorities of the environmental policy of
the City Council of A Coruña for several years. After conducting an emission analysis, four automatic air
pollution control stations were installed in different points of the city, aimed at protecting human health.
The Air Quality Index (AQI) is a global indicator of the air quality of an area at a certain time
of the day, based on data provided by air quality monitoring stations. The AQI is calculated from
information related to different atmospheric pollutants: sulfur dioxide (SO2), nitrogen oxides (NO2 y
NOx), carbon monoxide (CO), tropospheric ozone (O3), benzene (C6H6) and airborne particulate
matter, smaller than 10 micrometers in diameter (PM10) and smaller than 2.5 micrometers in diameter
(PM2.5). The AQI value changes every hour depending on the values obtained by the real-time
surveillance stations. In case the air quality is poor, those responsible for the surveillance network
receive an alert by email, initiating the corresponding action protocol [16]. This paper focuses on the
levels of two of these pollutants: ozone (O3) and nitrogen dioxide (NO2).
Ozone at ground level (tropospheric ozone) is formed by the reaction of pollutants such as
nitrogen oxides and volatile organic compounds emitted by vehicles and industry. Solar radiation
plays an important role in these reactions, since the reactions are photochemical in nature and require
high temperatures to be effective. As a result, the highest levels of ozone pollution occur on sunny and
hot days. Excessive ozone in the air can have a marked effect on human health. It can cause breathing
problems, trigger asthma, reduce lung function and cause lung diseases [15,16].
Nitrogen dioxide is one of the most dangerous pollutants due to its toxic and irritating nature,
which causes significant inflammation of the airways. In addition, it decomposes through light to form
atomic oxygen, which is very reactive, and converts molecular oxygen into ozone. The major emissions
of NO2 are of anthropogenic origin, through combustion processes as heating, power generation and
engines in vehicles and ships. Nitrogen oxides mainly affect the respiratory system and can cause
bronchitis and pneumonia as well as a lower resistance to respiratory tract infections [15,16].
Since high temperatures are related to high values of these pollutants, the problem of estimating
their levels when the temperature is greater than or equal to 30 ◦C is considered. To carry out this study,
the bias correction method proposed in [8], whose good performance has already been tested, is used.
2.2. Bias Correction Method
The method for bias correction consists of applying the nonparametric estimation techniques
proposed in [8]. These techniques allows to estimate the mean of a transformation of a continuous
random variable, µv, in a B3D context: using a sample of a large size generated from a distribution
which is not the one we are interested in, but some biased version of it. This general parameter is
defined by µv =
∫
v(x) f (x)dx, where v is a known function, and includes as especial cases the mean
of the population (v(x) = x) and any other moment (v(x) = xk, for some k > 0), the cumulative
distribution function at a given point t (v(x) = 1 (x ≤ t)) and also the characteristic function evaluated
at a given value t (v(x) = exp(itx)), among many others.
Let us denote by X = (X1, . . . , Xn) a simple random sample (SRS) of size n from the underlying
continuous population with cumulative distribution function F (density f ). Let us assume in this B3D
setup that the sample X cannot be observed but instead we observe a sample Y = (Y1, . . . , YN) of a
much larger size (N >> n) from a biased distribution G (density g) different from F. It is assumed
that the two distributions have a common support, D, and there exists a positive biasing function,
w(x), ∀x ∈ D, such that g(x) = w(x) f (x) ∀x ∈ D.
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Of course, if the sample X were observed, the classical estimator for µv, the v(X)-sample mean,
would be available: v(X) = 1n ∑
n
i=1 v(Xi). If X is not available and we only observe Y, the relationship









g (y) dy =
∫
v(y) f (y) dy = µv. (1)
Using Equation (1), an unrealistic estimator, which can be only used in practice when the function




















Since µ̃(1)v is the sample mean of the simple random sample Zi = v(Yi)/w(Yi), i = 1, . . . , n, it can
be proved that is an unbiased estimator of µv, with normal asymptotic distribution and variance σ2Z/N,
where σ2Z =
∫
v(x)2 f (x)2g(x)−1dx− µ2v.
The estimator in (2) is a weighted average of the v(Y)-sample, but the sample weights f (Yi) /g (Yi)
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In general, the estimators in (2) and (3) are impractical, since the biasing function, w, is unknown.
However, estimating the densities involved, f and g, we could obtain completely observable versions
of the estimators for the population mean, µ̃(1)v and µ̃
(2)
v . This can be done by collecting information
of both densities. Since the big and biased sample, Y = (Y1, . . . , YN), is already observed, the density
g can be easily estimated. To estimate f , we assume that we also observe a simple random sample,
X = (X1, . . . , Xn), of a much smaller sample size n (n << N) of the real population F.
Of course, when having the sample X, it is certainly possible to estimate µv based on it. However,
when the sample size of X is small, the quality of estimators based on it may be poor, while estimating
µv using Y will have a much smaller variance (although some bias) due to its much larger sample size.
The biasing function, w, can be easily estimated by replacing the underlying density functions f
and g by the Parzen–Rosenblatt kernel density estimators [17,18]:















where Kh(u) = (1/h)K (u/h), K is a kernel function and h and b are two smoothing parameters.
This results in the estimator: ŵh,b(x) = ĝb(x)/ f̂h(x).

































In [8], the good performance of the estimator µ̂2,h,bv has been shown and its asymptotic properties
have been obtained. The influence of the two smoothing parameters has also been studied, exhibiting a
striking limit behaviour of their optimal values. From now on, µ̂2,h,b denotes the estimator in (4) when
considering the mean estimation problem, i.e., v(x) = x. Nevertheless, a pending issue in [8] is the
automatic bandwidth selection, for which we propose the following method.
2.3. Bootstrap Algorithm
Minimizing in the bandwidths h and b some estimator of the MSE is a reasonable way to obtain
an automatic bandwidth selection method. To do this, the following bootstrap algorithm for MSE
estimation is proposed:
1. The estimated densities f̂hpil and ĝbpil , where hpil and bpil denote the pilot bandwidhts
obtained from the rule-of-thumb method, are considered as the true population densities in
the bootstrap world.
2. Bootstrap resamples, X∗ = (X∗1 , . . . , X
∗
n) and Y
∗ = (Y∗1 , . . . , Y
∗
N), of sizes n and N respectively,
are obtained from the estimated densities f̂hpil and ĝbpil as follows:
(a) X∗i = ψ
∗
i + hpil · ui, where ψ∗ = (ψ∗1 , . . . , ψ∗n) is a simple random sample obtained from the
empirical distribution computed with the values X = (X1, . . . , Xn) and u = (u1, . . . , un),
with ui simulated from the density K (a N(0, 1) when considering a Gaussian kernel),
for i = 1, . . . , n.
(b) Y∗i = η
∗
i + bpil · vi, where η∗ = (η1, . . . , ηN) is a simple random sample obtained from the
empirical distribution computed with the values Y = (Y1, . . . , YN) and v = (v1, . . . , vN),
with vi simulated from the density K (a N(0, 1) when considering a Gaussian kernel),
for i = 1, . . . , N.
3. The estimator µ̂2,h,b∗ is implemented using the resamples X∗ and Y∗ and considering a very wide
range of values for the smoothing parameters h and b.
4. Steps 2 and 3 are repeated a large number of times, B, in order to obtain an approximation of the











5. The bandwidths h∗ and b∗ that minimize the function MSE∗(h, b) are considered as bootstrap
bandwidth selectors.
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Since the MSE∗ is not a robust measure, the presence of outliers could affect its value. In that
case, other error measures could be considered, such as the bootstrap trimmed mean squared error
(TMSE∗), i.e., the trimmed mean to a certain proportion α (the mean excluding the proportion α of the
highest values) of the squared errors, or the bootstrap median of the squared errors:






The air quality data set mentioned in Section 1 is available in [16]. It consists of nearly 126 thousands
hourly records about the temperature, measured in centigrades (◦C), and the levels, in µg/m3N, of O3
and NO2 in the urban air of A Coruña during the last 15 years. These data have been collected from the
Santa Margarita station, one of the four automatic air pollution control stations in the city.
We are interested in estimating the mean level of ozone and nitrogen dioxide when the temperature
is greater than or equal to 30 ◦C, since high temperatures increase the level of these harmful pollutants
in the air. For this purpose, we use (4), considering as Y the whole data set for the last 15 years
(N = 125,949 in the case of ozone and N = 126,056 for nitrogen dioxide) and as X the data set with the
level of ozone and nitrogen dioxide when the temperature is greater than or equal to 30 ◦C in the last
15 years (n = 275 and n = 267, respectively). The difference between the sample sizes according to the
variable considered is due to the missing data.
Figure 1 shows the density functions of the levels of ozone and nitrogen dioxide with temperatures
greater than or equal to 30 ◦C (dashed gray lines) when compared to the general levels of the last
15 years (solid black lines). The two densities are very similar for nitrogen dioxide, while they differ very
much for ozone. The great difference depending on the temperature in the case of the ozone level was
expected, since this connection has already been studied by several authors. Experiments performed
in [19] show that high temperatures increase the ozone level, while the effect on nitrogen oxides is
uncertain. In [20], not only is the relation between both variables analyzed, but also the effect it has on
ozone-related mortality, concluding that high temperatures increase ozone level, which leads to a rise in
the mortality rate. Furthermore, the authors in [21] warn about how the increase in the ozone level will
negatively affect human health, agriculture and natural ecosystems due to climate change.
































Figure 1. Estimated probability densities involved in the case study with air quality data. (a) Density
of the ozone level in the last 15 years (solid black line) and its analogue for temperatures greater than
or equal to 30 ◦C (dashed gray line). (b) Density of the nitrogen dioxide level in the last 15 years
(solid black line) and its analogue for temperatures greater than or equal to 30 ◦C (dashed gray line).
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In fact, we can use the two sample Kolmogorov–Smirnov test [22,23] of equality of distributions
to test for sampling bias. The p-values obtained (see Table 1) allow to reject the null hypothesis in
both cases, in favour of the presence of bias, but with a higher level of confidence in the case of ozone.
Table 1 also shows the p-values obtained in the Student’s t-test, which allow to reject the equality of
the means in the case of ozone with the usual levels of significance. However, the hypothesis of equal
means for nitrogen dioxide is accepted using the t-test.
Table 1. p-values obtained in the two sample Kolmogorov–Smirnov (K–S) test of equality of
distributions and in the two sample Student’s t-test of equality of means.
Variable K–S test X Y t-test
Ozone <2.2 ×10−16 64.44 45.35 <2.2 ×10−16
Nitrogen dioxide 0.001064 23.88 22.28 0.1411
Figure 2 shows the presence of outliers, represented by circles on the upper side of the boxes,
in the four samples involved. However, the bootstrap MSE will not be affected by these observations,
since they are not measurement errors, but unusually high values of the levels of ozone and nitrogen
dioxide in those particular hourly records.
Figure 2. Boxplot of the four samples involved in the case study with air quality data. (a) Boxplot of
the ozone level for the Big-But-Biased Data (B3D) sample (left) and the simple random sample (SRS)
(right). (b) Boxplot of the nitrogen dioxide level for the B3D sample (left) and the SRS (right).
In this context, we computed the values of X and Y in each case. As the sample mean of all
the values for the two pollutants when the temperature is greater than or equal to 30 ◦C is not
available, the real µ is unknown. For this reason, in order to know which values of h and b provide a
good performance of our estimator, we use the bootstrap bandwidth selection method presented in
Section 2.3 above.
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Figure 3 shows the bootstrap mean squared errors of the proposed estimator for bandwidth
selection in the case of ozone and nitrogen dioxide, respectively. The color code on the right side of
the figure refers to the MSE∗ values of the estimator and indicates whether its value is very small
(purple) or very high (yellow). This figure provides some estimate of the optimal values for the two
bandwidths, those that minimize the MSE∗. These values of h and b will be the ones used in the
proposed method to estimate the mean level of both pollutants when the temperature is greater than or
equal to 30 ◦C. This figure also shows how relevant it is to properly select the smoothing parameter b;
otherwise, the MSE∗ would increase significantly. Once b has been chosen, it is also important to find a
suitable h, although the range in which the estimator works correctly is wider for this bandwidth.
Figure 3. Estimation of the mean squared errors of the proposed estimator as a function of h and b,
obtained by the bootstrap. (a) mean squared error (MSE∗) of the estimator for the mean level of ozone.
(b) MSE∗ of the estimator for the mean level of nitrogen dioxide.
Table 2 shows the estimated values, µ̂2,h,b, for the bootstrap bandwidth selectors h∗ and b∗.
Considering the study performed in [8], the resulting bandwidths in the case of nitrogen dioxide are
not surprising, since in situations of little bias it is expected to obtain high values for these parameters.
More surprising is the case of ozone (more bias), in which we would expect to obtain small values for
both parameters, which does not happen in the case of h∗.
Table 2. Comparison of the full 15 years sample mean of the level of ozone and nitrogen dioxide with
the mean of the analogous sample when the temperature is greater than or equal to 30 ◦C and the
proposed estimator µ̂ for the values h∗ and b∗ obtained in the bootstrap implementation.
Variable X Y h∗ b∗ µ̂2,h
∗ ,b∗
Ozone 64.44 45.35 199.05 0.0397 67.94
Nitrogen dioxide 23.88 22.28 79.24 50 23.90
As already mentioned, the proposed method allows to solve other problems, such as, for example,
the estimation of the cumulative distribution function. Although this requires a specific bandwidth
selection, for simplicity we will use those obtained by the bootstrap algorithm for mean estimation.
Figure 4 shows the estimated distribution function using our proposed estimator. This figure exhibits
important differences in the case of ozone, which was expected, since the more bias, the more the
proposed estimator can benefit and beat the classical estimators based on the two samples.
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Figure 4. Estimated cumulative distribution functions involved in the case study with air quality data.
(a) Empirical distribution function of the ozone level in the last 15 years (blue line), the analogue for
temperatures greater than or equal to 30 ◦C (green line) and the estimated distribution function using
the proposed estimator (yellow line). (b) Empirical distribution function of the nitrogen dioxide level
in the last 15 years (blue line), the analogue for temperatures greater than or equal to 30 ◦C (green line)
and the estimated distribution function using the proposed estimator (yellow line).
4. Discussion and Conclusions
This paper deals with the problem of B3D Analytics for air quality in the context of smart cities.
Analyzing air pollution and, in particular, ozone levels at high temperatures, are major challenges for
smart cities, as some authors have already warned [19–21]. Several works using Big Data Analytics in
this context have been analyzed [11–14], but none of them addresses one of the most relevant problems
in this Big Data era: the presence of sampling bias. To analyze the pollution issue in a reliable and
efficient way, it is essential to detect and correct its effect.
To correct the bias present in the real data set, we assume that a simple random sample (X),
of small size, from the real population is available. Of course, when having the sample X, it is certainly
possible to estimate µv based on it. However, when the sample size of X is small, the quality of the
estimators based on it may be poor, while estimating µv using Y will have a much smaller variance
(although some bias) due to its much larger sample size.
In addition to the application of the proposed method in [8] to an air quality data set, the problem
of automatic bandwidth selection has been addressed through a bootstrap algorithm.
In the case of estimating the mean and the distribution function of the level of nitrogen dioxide,
it is irrelevant to use the classical estimators based on the two samples or our proposed estimator,
since the results are very similar. However, in the case of ozone, things change. Although the proposed
estimator gives a similar value for the mean and an estimated distribution function close to the one
obtained in the SRS case, the difference is big enough to take it into consideration. This is a relevant
issue due to the already mentioned problems caused by high values of this pollutant. This is not
surprising in view of Figure 1.
This research opens further interesting topics in the field, such as testing for sampling bias
(using our own version of the two-sample Kolmogorov–Smirnov test, which includes the distinctive
feature that the ratio of both samples sizes does not tend to a constant, since the size of the
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B3D sample tends to infinity faster than that of the SRS, or Bickel and Rosenblatt methods [24]);
extensions to categorical settings (using, for instance, the estimators proposed in [25]); extensions to
multidimensional X and Y; and including covariate dependence in the biasing weight.
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The following abbreviations are used in this manuscript:




MeSE∗ Bootstrap median squared error
MSE Mean squared error
MSE∗ Bootstrap mean squared error
NO2 Nitrogen dioxide
NOx Total nitrogen oxides
O3 Ozone
PM10 Particulate matter smaller than 10 micrometers in diameter
PM2.5 Particulate matter smaller than 2.5 micrometers in diameter
SO2 Sulfure dioxide
SRS Simple random sample
TMSE∗ Bootstrap trimmed mean squared error
WHO World Health Organization
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