In 6]{ 9] the rst author published an algorithm for the conversion of analytic functions for which derivative rules are given into their representing Whereas the opposite question to nd functions satisfying given di erential equations is studied in great detail, our question to nd di erential equations that are satis ed by given functions seems to be rarely posed.
One main part of this procedure is an algorithm to derive a homogeneous linear di erential equation with polynomial coe cients for the given function. We call this type of ordinary di erential equations simple. Whereas the opposite question to nd functions satisfying given di erential equations is studied in great detail, our question to nd di erential equations that are satis ed by given functions seems to be rarely posed.
In this paper we consider the family F of functions satisfying a simple di erential equation generated by the rational, the algebraic, and certain transcendental functions. It turns out that F forms a linear space of transcendental functions. Further F is closed under multiplication and under the composition with rational functions and rational powers. These results had been published by Stanley who had proved them by theoretical algebraic considerations. In contrast our treatment is purely algorithmically oriented. We present algorithms that generate simple di erential equation for f +g, f g, f r (r rational), and f x p=q (p; q 2 I N 0 ), given simple di erential equations for f , and g, and give a priori estimates for the order of the resulting di erential equations. We show that all order estimates are sharp. After nishing this article we realized that in independent work Salvy and Zimmermann published similar algorithms. Our treatment gives a detailed description of those algorithms and their validity.
Simple functions
Many mathematical functions satisfy a homogeneous linear di erential equation with polynomial coe cients. We call such an ordinary di erential equation simple. Also a function f that satis es a simple di erential equation is called simple. The least order of such a simple di erential equation ful lled by f is called the order of f.
Technically there is no di erence between a di erential equation with polynomial coe cients, and one with rational coe cients, as we can multiply such a di erential equation by its common denominator, so we may consider the case that the coe cients are members of the eld K x] where K x] is one of Q x], IR (1) Di erentiation of (1) yields after further substitution of (1) f 00 = (1 + f 2 ) 0 = 2 f f 0 = 2 f (1 + f 2 ) ; and inductively we get representations of f (k) = P k (f) (k 2 IN) by polynomial expressions P k in f.
Assume now, the tangent function would satisfy the simple di erential equation n X k=0 p k f (k) = 0 (p k polynomials) ; (2) then we can substitute f (k) by P k arriving at an algebraic identity for the tangent function. This obviously is a contradiction to the fact that the tangent function is transcendental, and therefore a di erential equation of type (2) cannot be satis ed.
Let us now consider f(x) = sec x. In this case we may establish the nonlinear di erential equation f 02 = f 4 ? f 2 from which, by di erentiation, the second order di erential equation f 00 = 2f 3 ? f (3) follows. If now a simple di erential equation (2) would be valid for f, then also
and taking the square we get
If we substitute (3), and the corresponding representations for f (k) (k = 3; : : :; n) which we get by di erentiating (3), we arrive at an algebraic identity, and the conclusion follows by the transcendency of f, again. 
Proof: Di erentiating the identity f(x 1=q ) = h( 
and
To nish our proof, we will calculate the derivatives h (k) s (k = 
We substitute these equations in (8) Next we give some applications of the lemma. First assume that f 0 = f, a solution of which is given by the exponential function f(x) = e x . Then f (q) = f, and so f (q) (x 1=q ) = f(x 1=q ), and therefore we get for h(x) := e x 1=q the di erential equation
e. g. for q = 3 we have the di erential equation for e x 1=3 27 x 2 h 000 + 54 x h 00 + 6 h 0 = h :
Further we consider the homogeneous Euler di erential equation
with constants a k (k = 0; : : :; n), a n 6 = 0. As by the Lemma we have As an application of Corollary 2 we get Corollary 3 Assume P is a polynomial of degree n, then P x 1=q satis es a homogeneous Euler di erential equation of order n + 1.
Proof: P satis es the di erential equation x n+1 f (n+1) = 0.
2 Our next step is to prove another lemma which we will need to prove that if f is simple, and q 2 IN, then so is f x 1=q .
Lemma 2 Let f : D ! IR be an in nitely often di erentiable function that is simple of order n, let be D IR + 6 = ;, and let q 2 I N with q > 2 be given. Consider the function h : D ! IR with h(x) := f(x 1=q ). Then the linear space L f over K x] (i.e. with rational function coe cients) generated by the functions x r=q f (k) (x 1=q ) (r; k 2 I N 0 ) has dimension n q. Proof: Given simple f of order n, the linear space L f is generated by the functions of the I N 0 IN 0 matrix f(y); y f(y); y 2 f(y); : : :; y r f(y); : : : f 0 (y); y f 0 (y); y 2 f 0 (y); : : :; y r f 0 (y); : : : f 00 (y); y f 00 (y); y 2 f 00 (y); : : :; y r f 00 (y); : : : 
:
Now, we consider the rst column. We will show that at most the rst n expressions of this column are linearly independent. By the given simple di erential equation for f there are polynomials p, and p k (k = 0; : : :; n ? 1) such that
If p(x 1=q ) turns out to be a polynomial in x, then this equation tells that f (n) ( 
with polynomials P, and P k (k = 0; : : :; n ? 1). This equation tells that f (n) (x 1=q ) depends linearly on the functions of the rows above. Similarly, by an induction argument, f (j) (x 1=q ) (j > n) depend linearly on those functions x r=q f (k) (x 1=q ) (0 r q ? 1; 0 k n ? 1) of the rst n rows of M.
Considering the other columns, the same argument can be applied to show that y r f (j) (y) depend linearly on the functions of the rst n rows of M. This shows nally that L f is generated by the n q functions x r=q f (k) (x 1=q ) (0 r q ? 1; 0 k n ? 1) , and therefore has dimension n q. 2 Lemma 1 shows immediately that for h := f x 1=q the linear space L h over K x] generated by h; h 0 ; h 00 ; : : : is a subset of L f (declared in Lemma 2), and so by Lemma 2 is of dimension n q. ; (14) and P r N (y) 6 0, where we use the representation N = s N q+r N (s N 2 IN 0 ; r N 2 I N 0 ; 0 r N q?1). Now we continue with (13) . We di erentiate (13) iteratively l := n(q ? 1) times to get the
with polynomials p kl (l = 0; 1; : : :; l ), and we note that p n+l;l = p n 6 0, and that p k0 = p k . These form a set of l + 1 = n(q ? This is done by multiplying each of the equations (16) (19) We will show that these unknowns always can be eliminated, therefore arriving at a di erential equation of order nq for h.
We note, that if we di erentiate (13) iteratively, generating q new equations at each step by multiplication with x p (p = 0; : : :; q ? 1) , and checking at each step if the unknowns can be eliminated, this algorithm obviously results in the di erential equation of lowest order valid for h. Now we show that in the last step the algorithm always succeeds. Therefore we rewrite the equations system (17) using thematrices A kl (y) := Q klpj (y) pj :
With the aid of these matrices each block of equations with xed l can be written as the matrix
. . .
Because of (18) Q klm (x q ), p n+l;l (x) = p n (x) 6 0, and p k0 (x) = p k (x) we see that the matrix A kl (y) is completely determined by the polynomial p kl (x), and we have A n+l;l (y) = A n0 (y) =: A n (y) : In particular, the matrix A n (y) is completely determined by the nonvanishing coe cient polynomial p n (x) of f (n) in the original equation (13) . We will show now that the matrix A n (y) is invertible. where the sum is to be taken over all permutations 2 S q , we observe that in the Weierstra representation of the determinant of our matrix A n (y) the summands Q q 0 (y); y Q q 1 (y); : : :; y r N Q q r N (y); : : :; y q?1 Q?1 (y) occur. Now it follows that deg y r N Q q r N (y) = q s N + r N = N = deg p n (x) > 0 ;
and for all other summands P(y) using our degree observations we get the relation deg P(y) < q s N + r N = N :
Hence the degree of jA n (y)j equals N, thus jA n (y)j cannot be the zero polynomial, and A n (y) therefore is invertible. Using the fact that the inhomogeneous parts of these equations do not vanish, it is now easily established that the unknowns x j f (k) (x) can be eliminated, which nishes the algorithm. 2
After these preparations we are ready to state our main theorem (compare 15], 14]).
Theorem 3 Let the two functions f and g be simple of order n and m, respectively, and let r be rational. Then with polynomials P k (k = 0; : : :; n + 1). We substitute f by (20), and multiply by the common denominator to get a simple di erential equation of order n for h. (c): First we give an algebraic argument for the existence statement. Let f and g satisfy simple di erential equations of order n and m, respectively. We consider the linear space L f of functions with rational coe cients generated by f; f 0 ; f 00 ; : : :; f (k) ; : : :. As f; f 0 ; : : :; f (n) are linearly dependent by (2) , and as the same conclusion follows for f 0 ; f 00 ; : : :; f (n+1) by di erentiation, and so on inductively, the dimension of L f is n. Similarly L g has dimension m. We now build the sum L f + L g which is of dimension n + m. As f+g; ( : (25) Next, we take the rst maxfn; mg of these equations, and use the rules (23) and (24) to eliminate all occurences of f (l) (l n), and g (l) (l m). On the right hand sides remain the n + m variables f (l) (l = 0; : : :; n?1) and g (l) (l = 0; : : :; m?1). We solve the remaining linear system of equations for the variables h (l) (l = 0; : : :; maxfn; mg) trying to eliminate the variables f (l) (l = 0; : : :; n ? 1) and g (l) (l = 0; : : :; m ? 1) . If this procedure is successful, it generates the simple di erential equation for h, searched for. If the procedure fails, however, we go on taking the rst maxfn; mg + 1 of equations (25), doing the same manipulations, and so on, until we take the whole set of equations (25), where the procedure must stop.
This situation is handled in exactly the same way as case (c). The only di erence is that to di erentiate the product h := fg we use the Leibniz rule, and the variables to be eliminated are the n m products f (j) g (k) (j = 0; : : :; n ? 1; k = 0; : : :; m ? 1). It is easily seen that this procedure generates a di erential equation for h of order n m. That the algorithm stops is seen by the fact that nally we arrive at a set of n m + 1 equations with n m variables to be eliminated, where all equations actually possess a nonvanishing inhomogeneous part h (l) . (e): Let h := f r for some rational r, and let f satisfy (2). We compose (2) Solving for f (k) r and substituting the previous results we are lead to a representation
with rational functions R j .
Substituting these results in (26) and multiplying by the common denominator yields a simple di erential equation for h, and we see that the order of h is n.
(f): The statement follows immediately by an application of Theorem 2 and (e).
2
Remark 2 We remark that again our proofs provide algorithms to generate the di erential equations searched for. Then the order of any simple di erential equation satis ed by the sum h := f + g is n + m. In particular, h satis es no simple di erential equation of order < n + m, and exactly one di erential equation H of order n + m which is generated by the algorithm given in Theorem 3 (c).
Proof: Let f 1 ; f 2 ; : : :; f n be a fundamental system of the di erential equation F, and g 1 ; g 2 ; : : :; g m be a fundamental system of the di erential equation G. Then f 1 ; f 2 ; : : :; f n are linearly independent (in the usual sense), and g 1 ; g 2 ; : : :; g m are linearly independent, as well. Assume now, the n + m functions f 1 ; f 2 ; : : :; f n ; g 1 Thus we have proved that f 1 ; f 2 ; : : :; f n ; g 1 ; g 2 ; : : :; g m are linearly independent. As the zero function is a solution of both F, and G, it turns out that f 1 ; f 2 ; : : :; f n ; g 1 ; g 2 ; : : :; g m must satisfy any linear di erential equation H for the sum, and so form a fundamental system for H. Therefore the order of H is n + m. We further point out that an actual implementation of the algorithm should be able to decide the rational dependency of a set of functions. Otherwise, it may fail to nd the simple di erential equation of lowest order. An example of this type is given by f(x) := sin (2x) ? 2 sin x cos x, for which the algorithm yields the di erential equation f 00 + f = 0 rather than f 0 = 0 if the rational dependency of sin (2x), and sin x cos x is not discovered. In a forthcoming paper 11] we discuss the more general situation of functions f that depend on other special functions not contained in F, like Airy functions, Bessel functions and orthogonal polynomials.
We mention that the algorithms presented in Theorem 3 can be combined to get the following di erent Algorithm 2 (Find a simple di erential equation) Let be f 2 F. Then recursive application of the algorithms presented in Theorem 3 generates a simple di erential equation for f. Remark 4 We note that, in general, we cannot control the order of the resulting di erential equation as the algorithm uses recursive descent through the expression tree of the given f. Given a sum of two functions or order n and m, however, it is easily seen that the order of the resulting di erential equation is the lowest possible order which is maxfn; mg. So with the given algorithm, it is principally impossible to derive any di erential equation of order lower than two for the example function f(x) := sin (2x) ? 2 sin x cos x as the lowest order di erential equations for the summand functions sin (2x), and sin x cos x are of order two.
This can be interpreted as follows: By construction, for a sum f := f 1 +f 2 a di erential equation is obtained that is valid not only for f 1 
Proof: We show that f n , given by (28), is simple of order n, and that f 2 n is simple of order n(n+1) 2 .
As each function e x k (k = 1; : : :; n) is simple of order 1 (satisfying the di erential equation f 0 ? k x k?1 f = 0), by an inductive application of Theorem 3 (c), we see that f n is simple of order n. To show that f n is simple of order n, we rst show that e x k (k = 1; : : :; n) are rationally independent. Suppose, any linear combination r 1 e x + r 2 e x 2 + + r n e x n = 0 does not exist, whereas the left hand side equals 1, a contradiction to the assumption r k 6 0. Therefore r k 0 (k = 1; : : :; n), and e x k (k = 1; : : :; n) are rationally independent. From this it follows that applying Algorithm 1 to f n , in each step n rationally independent are involved (the derivative of e x k is of the same type), so that the algorithm can be successful not earlier than in the nth step. As this algorithm always nds the simple di erential equaton of least order, the order of f n is n.
Next we consider the function f 2 n . Expanding f 2 n we get the representation f 2 n (x) = e 2x + e 2x 2 + + e 2x n + 2 e x e x 2 + + 2 e x n?1 e x n consisting of n + is simple of order q. The rst statement was already proven so that it remains to prove the second statement. This, however, turns out to be a consequence, of Lemma 1 (a). We start with one rationally independent function, namely h itself. As h(x) = f(x 1=q ), Lemma 1 (a) shows that in the rth di erentiation step (r q) for h the new summand x r=q f (r) (x 1=q ) is introduced. By a similar argument as in Theorem 4 one sees that for each r q ?1 the functions involved n h(x); x 1=q f 0 (x 1=q ); : : :; x r=q f (r) (x 1=q ) o are rationally independent.
In the qth step, however, by (5), h (q) rationally depends on h; h 0 ; : : :; h (q?1) , so that an arbitrary linear combination of h; h 0 ; : : :h (q) contains exactly q rationally independent terms, showing that h is of order q. 2
Finally we consider the statements of Theorem 3. We get Theorem 6 The statements of Theorem 3 are sharp which is seen by the following example functions:
(a) For each n the function f n given by (28) is simple of order n, and R f n is simple of order n+1. (e) For each n the function f n given by (28) is simple of order n, and for each rational function r the function f r is simple of order n, too. (f) For each n the function f nq given by (30) is simple of order n, and for each p 2 IN the function f x p=q is simple of order n q. Proof: (a) By Theorem 4 f n is simple of order n. As the antiderivative of f n is not an elementary function, it is rationally independent, and so its order is n + 1. (b) As the derivatives of each summand of f n depend rationally on f n , by the linearity the order of f 0 n equals n, too. (c) In Theorem 4 we already proved that f is simple of order n, and that f + g is simple of order n + m. A similar argument shows that g is simple of order m, and we are done. 
