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Abstract
We measured the homogeneous linewidth Γh of ytterbium atoms inside
a whispering gallery mode ring resonator. Using two-pulse photon
echoes, we looked at the temperature dependence of Γh for an applied
external magnetic field of B = 0 and B = 0.3 T. We found a clear
narrowing of the linewidth at each temperature. Furthermore, we found
saturation of Γh for T < 30 mK for both B = 0 and B = 0.3 T. At T = 10
mK and B = 0.3 T, we have observed a linewidth of 22 kHz, which is
very near the lifetime limit of 1 kHz. Our results for the homogeneous
linewidth of ions in glasses show that current theories have to be
reconsidered. In addition, our results for T2 ensure that rare earth
element-doped cavities are a candidate for AFC quantum memory.
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Chapter1
Background
Rare earth elements are 17 elements in the periodic table which were bun-
dled because of their similar chemical properties. A lot of them can be
used, for example, for laser gain media. rare earth elements in optical
structures have been studied intensely since in the 1980’s. They were
mainly researched for the possibilities they offer to telecommunications
when doped into optical fibers. One such element is ytterbium, which is
also a lanthanide, and thus, a metal. Nowadays, rare earth elements are a
candidate for quantum memory. This is a system in which light and mat-
ter interact, in which data can be stored reliably to be used with quantum
computers Predojevic2015. When one dopes a crystal with rare earth el-
ements, individual atoms can be seen in the absorption spectrum. One
can potentially address them individually with a narrow linewidth laser.
Ytterbium is a good candidate for quantum memory, but the long life-
time of its states makes it hard to study. If ytterbium is embedded in an
amorphous SiO2 host, however, the optical signature of a single Yb ion has
never been observed due to reduced coherence. Our particular endeavour
involves an ensemble of ytterbium ions in a whispering gallery mode cav-
ity. The cavity is used to enhance the rate of spontaneous emission of the
ytterbium ions, and to enhance light-ion interaction. We measure at low
temperatures with an external magnetic field to see whether we can reach
lifetime-limited coherence.
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1.1 Atomic Physics of Ytterbium
Atomic physics allows one to make statements regarding the electronic
states of an atom. The Aufbau principle, for example, predicts how elec-
tronic shells are filled. Interestingly, they are not filled according to the
principle quantum number n, but they are filled in a different manner, de-
picted in figure 1.1. Values of the azimuthal quantum number l are written
as letters here. The table below shows the correspondence.
s p d f g
0 1 2 3 4
For reference, the set of all allowed states with the same principal quan-
tum number n is called a shell, and all allowed states with the same princi-
pal quantum number as well as azimuthal quantum number l a subshell.
So n = 2 is a shell, n = 2, l = p is a subshell.
Figure 1.1: The arrows indicate the filling of states.
Here, states in the next shell are often filled before filling the previous
shell. For example, the 4s subshell is filled before the 3d subshell. This is
the case, because the states in the 3d subshell have higher energy than the
states in the 4s subshell.
By distributing all 70 electrons of ytterbium, the electronic configura-
tion ultimately reached is the following:
[Yb] = 1s22s22p63s23p63d104s24p64d104 f 145s25p66s2 = [Xe]4 f 146s2 (1.1)
This notation means that ytterbium has the same electronic configuration
as xenon, with an additional 14 electrons in the 4f shell and 2 electrons in
the 6s shell.
8
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1.1 Atomic Physics of Ytterbium 9
The ytterbium atom in our sample is implanted in the glass of the whis-
pering gallery mode cavity. As a result, ytterbium is ionised and loses
electrons. This means that we are dealing with Yb3+, the triply ionised ver-
sion, which has the following electronic configuration: [Yb3+] = [Xe]4f13.
The f-shell is 7-fold degenerate, and can hold 14 electrons due to spin. For
the ionised form of Ytterbium, 13 out of 14 states are filled. This is shown
in figure 1.2.
Figure 1.2: The filling of the 4f subshell of ytterbium. The red arrow refers to the
unpaired electron.
So Yb3+ has a spin s = 1/2. Additionally, the 4f states have an az-
imuthal quantum number of l = 3. Because of LS coupling, the only good
quantum number is j. The total angular momentum quantum number j is
equal to j = |l ± s|. Using Russell-Saunders notation [24], we can write
down two possible states in the form: 2s+1Lj. These are shown in figure
1.3.
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Figure 1.3: The splitting of levels of Ytterbium as a result of fine structure [18].
Our transition wavelengths are slightly different.
The fact that our ytterbium atoms are implanted into a cavity changes
the level scheme. The ytterbium atoms are placed in the SiO2 of the cavity.
The SiO2 lattice exerts an electric field on all atoms inside it. This so-called
crystal field causes a Stark effect in the ytterbium atoms. The Stark effect
not only shifts the energy levels, it lifts the degeneracy of the 2F5/2 and
2F7/2 states as well. To count these additional states, we now use the index
k to describe them. The splitting goes according to: k = {1, 2, 3, . . . , 2j+12 }
[9]. Resulting in k = {1, 2, 3} for the upper level and k = {1, 2, 3, 4} for
the lower level. Figure 1.3 shows that 2F5/2 is split into 3 states and 2F7/2
is split into 4 states. The transitions that we observe, are the ones between
these two groups of states. These transitions are electric dipole forbidden,
because they are all in the F-shell. This means that they do not satisfy
the selection rule: ∆L = ±1. This change in L has to occur for the tran-
sition dipole moment to be nonzero. In other words: 〈Ψ1|µ|Ψ2〉 will be
zero unless Ψ1 and Ψ2 have different values of L, because the integral will
otherwise be over an odd integrand. Here, Ψ1, Ψ2 can denote any two
electronic states, in this case 2F5/2 and 2F7/2. µ is the dipole moment. If
a transition is dipole forbidden, it does still occur though, albeit rarely.
These transitions are electric dipole forbidden, but meanwhile, they are
magnetic dipole and electric quadropole allowed. In addition, the crystal
field mixes 4f states with higher, excited states [9]. In doing so, transitions
between these mixed states makes them selection rule allowed again. Still,
the transitions have a fairly weak oscillator strength.
10
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The splitting due to the Stark effect is on the order of 100 cm−1. The
exact splitting differs a lot per host material. Various measurements have
been made for ytterbium in different hosts [7, 8, 10, 32]. The exact com-
position of the glass has a large influence on the size of the splittings. A
rough estimate made from these results is depicted in the table below:
ytterbium level (2s+1Lkj ) Energy (cm
−1)
2F35/2 11630
2F25/2 10900
2F15/2 10200
2F47/2 1000
2F37/2 600
2F27/2 400
2F17/2 0
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The 4f states in ytterbium have some truly interesting properties. The
radial distance of 4f wavefunctions is less than that of 5s and 5p wave-
functions. This means that the 4f states are shielded by the 5s and 5p or-
bitals. As a result, external perturbations affect the 4f states far less than
they would without the presence of the 5s and 5p orbitals [25]. This gives
4f states significant quantum coherence. Correspondingly, the coherence
times of such states are very long. For europium in crystalline cavities,
coherence times of 4f states up to 6 hours have already been observed [33].
The mentioned 4f, 5s and 5p wavefunctions are shown in figures 1.4 and
1.5.
Figure 1.4: The three outer shells of Yb3+ according to the Bohr model. The 4f
shell is shielded by the 5s and 5p shells.
12
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Figure 1.5 depicts the probability distribution of the radial part of the
wavefunction. These are Hartree-Fock wavefunctions.
Figure 1.5: The radial dependence of the probability distribution of the men-
tioned states [23].
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By applying a magnetic field to the sample, one achieves even further
level splitting, as a result of the Zeeman effect. This amounts to each crys-
tal field level being split into two. The resulting level scheme of ytterbium
affected by the Zeeman effect is displayed in 1.6. We use equation 1.2 to
estimate the size of the Zeeman splitting. The results of which lead to an
energy difference per state numbered by mj of:
∆E = gj · B · µB ·mj (1.2)
We use a magnetic field with a magnitude of approximately B = 0.3 T. Fur-
thermore, we assume g = 2. This leads to an energy difference between
each subsequent Zeeman level of 8.38 GHz or equivalently, 0.28 cm−1. Of
course, the exact splitting differs also between 2F5/2 and 2F7/2. They have
different g-factors that are hard to estimate because the ytterbium is not in
vacuum. This means that the Stark and Zeeman splitting differ 4 orders of
magnitude. This can be explained by the fact that the crystal field causing
the Stark effect is much bigger than the magnetic field causing the Zeeman
levels.
Figure 1.6: All splittings of Yb3+ in our cavity, with an external magnetic field of
B = 0.3 T.
Figure 1.6 is a sketch of the level splitting of ytterbium. The absolute
size of the splitting is not shown in proportion. When looking at the size
14
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of the Stark splittings as compared to the size of Zeeman splittings, the
diagram would look fully different.
4f States have very long coherence times (due to the shielding), and the
coherence time for the two Zeeman levels of the ground state can be es-
pecially long. Rare earth elements in cavities are suitable for a quantum
memory, because the coherence time of a quantum memory has to be
much longer than the time it would take a quantum computer to com-
plete one operation on a qubit [11].
Our sample is candidate for an Atomic Frequency Comb (AFC) spin-wave
memory [12]. The large inhomogeneous linewidth of the ytterbium atoms
in the cavity is especially useful for such a system. This is explained in fig-
ure 1.9. Because the yttebrium can be addressed at multiple frequencies,
one can make a multimode quantum memory system. To do so, it requires
some additional preparation. Namely, the creation of an AFC. Certain yt-
terbium ions are optically pumped to an auxiliary state. By doing so, the
spectrum will look like figure 1.7.
1 0 1 2 3 4 5 6
Atom Detuning (Hz)
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Atomic Frequency Comb (AFC)
Figure 1.7: An example of an AFC spectrum.
Now, atoms are periodically spaced with respect to each other in the
frequency spectrum. These peaks represent the intensity of the 4f-4f tran-
sitions of ytterbium ions. The x-axis represents atom detuning in terms of
frequency with regard to ω0. When storing information into this quantum
memory, a photon is sent in containing all the frequencies in the AFC. Even
if only a single photon is sent in, all ytterbium atoms within the bandwidth
of the photon are collectively excited. This creates a delocalised, collective
Version of June 28, 2016– Created June 28, 2016 - 15:34
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excitation of the ytterbium ions. [1].
After this, a sequence of pulses follows. A simplified overview of how
this systems acts as a quantum memory is shown in 1.8.
Figure 1.8: The pulse sequence in AFC quantum memory.
Here, |g〉 is the lower Zeeman level of 2F17/2, the lowest crystal level.
|s〉 is the upper Zeeman level of 2F17/2. And |e〉 is the lower Zeeman level
of 2F15/2. The exact positioning of these states is shown in figure 1.6. The
memory operates as follows. First, the qubit (a single photon) is absorbed
by the material. After a collective delocalized excitation is caused in the
material, a control pulse is sent to transfer this excitation to the spin level
|s〉. This is done via a pi pulse. In |s〉, it is stored in the form of a spin-
wave. When one wants to retrieve the qubit, pulse number three is sent.
This pulse transfers the collective excitation back to the excited state. After
some time, |e〉 goes back to |g〉 and the photon carrying the information is
released.
16
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The question is now whether the homogeneous linewidth of Yb3+ is
small enough to allow the Yb3+ ions to be optically addressed individu-
ally. When looking at the entire spectrum, inhomogeneous linewidth is
also important. Because the Yb3+ ions experience a Stark effect, their res-
onances are not all at the same frequency anymore. Each Yb3+ ion feels
a slightly different crystal field, changing the energy difference between
2F5/2 and 2F7/2 states. The inhomogeneous linewidth refers to the FWHM
of the envelope containing all the absorption peaks of the Yb3+ ions. The
difference between homogeneous and inhomogeneous linewidth is shown
in figure 1.9. As we shall see later, the homogeneous linewidth of Yb3+ de-
Figure 1.9: The envelope depicts the inhomogeneous broadening, the widths of
the peaks are the homogeneous linewidths of the Yb3+ ions.
creases when they are subjected to a magnetic field. This is due to the in-
creased coherence time of the 2F5/2 and 2F7/2 states. The relation between
coherence time (T2) and homogeneous linewidth is the following [16]:
Γh =
1
piT1
+
1
2piT∗2
=
1
4piT2
(1.3)
Because T2 increases, Γh decreases. We expect the magnetic field to in-
crease the coherence time.
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As mentioned earlier, the 4f-4f transitions have a very narrow homo-
geneous linewidth. They also have a fairly weak oscillator strength. To
be able to measure these transitions, the rate of spontaneous emission has
to be enlarged. This is the reason the ytterbium is implanted in an opti-
cal cavity. Upon placing the ytterbium in a cavity, the rate of spontaneous
emission is increased. This is the Purcell effect [22]. By doing so, the 4f-4f
transitions are observable.
18
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1.2 Whispering Gallery Mode Ring Resonators
An optical ring resonator is an example of an electromagnetic cavity. In
such a system, light is guided into a transparant ring. Just like in a Fabry-
Pe´rot cavity, it has resonance frequencies for which constructive interfer-
ence takes place. These frequencies depend on the optical pathlength of
the ring, which is simply: OPD = 2pirn. With r being the radius of the
ring and n being the refractive index of the ring. An integer number of
wavelengths have to fit in this pathlength, so the resonance condition is:
2pirn = mλm. In order to couple light into the ring resonator, waveguides
have to be placed next to the ring. The whole system is shown schemati-
cally in figure 1.10. Notice that the waveguides are not touching the ring
itself.
Figure 1.10: A schematic drawing of a ring resonator [13].
This ring resonator combined with the two waveguides is a whisper-
ing gallery mode ring resonator. Meaning that it uses the principles of
total internal reflection and constructive interference to get light into the
ring. Eventually, light leaves the cavity, but it can remain inside for a lot
of roundtrips. Such cavities can achieve Q-factors of up to 109 [26].
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In figure 1.11, a whispering gallery mode resonator is depicted. This is
not the sample we use to measure coherence times. It does not even con-
tain ytterbium. It is though, a much smaller and improved ring resonator
as compared to the one we used.
Figure 1.11: A Whispering Gallery Mode ring resonator.
In order to see whether this new cavity would enhance our total sys-
tem, we attempted to measure a cavity mode. This is shown in figure 1.12.
Figure 1.12: A cavity mode around λ = 939.9 nm.
At a detuning of 0 GHz, the frequency would correspond to λ = 939.9
nm. This cavity has a Q-factor of Q = 4.0 · 105. To measure this cav-
20
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ity mode, we send in the laser at one of the waveguides. This proces is
shown in 1.13. This figure depicts the same ring resonator as shown in
Figure 1.13: The way light couples into a cavity. Notice parts other waveguides
lighting up as well.
1.11. The light enters one of the waveguides and couples into the ring.
On can see one wave guide (and the other faintly) on the other side of the
ring light up. Furthermore, some light also couples into the waveguide
running back to the input side of the ring resonator. To be able to measure
a cavity mode, we sweep the laser in a certain range. Then, we look at the
light coming out of one of the waveguides leaving the ring. This light is
detected by a femtowatt receiver, which measures the intensity when we
vary the frequency. Coupling into a waveguide is very critical, seeing as
the distances are very small. The width of the Si3N4, for example, is about
800 nm. These samples might prove to be useful in the future, but our co-
herence time measurements were performed in an ytterbium-doped ring
resonator. This ring resonator is shown in 1.14.
Version of June 28, 2016– Created June 28, 2016 - 15:34
21
22 Background
1.3 Sample
Figure 1.14: A top view of the ytterbium-doped ring resonator. Red arrows indi-
cate the direction of propagation of the light.
The rectangles bordering the ring are the waveguides. Light is sent into
the Si3N4. Due to evanescent interaction, light manages to couple into the
Si3N4 of the ring resonator. The ytterbium is implanted some distance
above the Si3N4 layer. The distance between the Yb3+ layer and the Si3N4
layer is approximately 72 nm. Because of this small distance, the ytterbium
can still be excited by the light propagating in the Si3N4.
So to summarise, the ring resonator and waveguides consist of these
three materials:
1. Very pure, amorphous fused silica: SiO2.
2. Si3N4. This has a higher refractive index than the SiO2. Due to the
difference, light in the waveguides is totally internally reflected.
3. Yb3+ ions. These were implanted into the SiO2 using an ion-gun.
The concentration amounts to 0.001 atom percentages. Meaning that
0.001% of all silicon or oxygen atoms is replaced by Yb3+.
A cross-section of the ring is shown in figure 1.15.
The ytterbium atoms are implanted in the SiO2, following a gaussian
22
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Figure 1.15: A cross-section of the ring resonator. The ytterbium is placed 72 nm
above the Si3N4 [4].
distribution in depth. The peak of the ytterbium distribution lies at 0.001
atom percentages. The depth at which this peak concentration lies is 128
nm. The Yb3+ as well as the Si3N4 are both fully immersed in the SiO2.
Version of June 28, 2016– Created June 28, 2016 - 15:34
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1.4 Properties of Amorphous Solids
The ytterbium atoms are implanted in SiO2. The SiO2, however, is amor-
phous instead of crystalline. The crystalline variant is referred to as quartz,
the amorphous version is known as silica. The difference between the two
sorts is shown in 1.16. As a host material for the ytterbium, one could use
either one of them. Silica is arguably the best material for a cavity, which
is why we use it. The downside of using silica instead of class, is that it
decreases the coherence of our ytterbium atoms, due to the presence of
so-called tunneling systems. Silica is also hard to model. The amorphous
structure makes it difficult to make reliable estimates with regard to its
properties. Furthermore, the local differences in amorphous SiO2 can be
very large. Ytterbium in one position in the material might have very dif-
ferent properties than in another spot.
Figure 1.16: The structural differences between different types of SiO2 [5].
Even though the SiO2 is amorphous, it still has some kind of lattice.
Macroscopically, it is a disordered material. Locally, it does have a struc-
tured placement of atoms. This local crystalline structure gives rise to an
electric field in the silica. This so-called crystal field differs a lot locally,
due to the amorphous nature of the silica. The crystal field causes a Stark
effect in the ytterbium ions. This is responsible for the level splitting in fig-
24
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ure 1.6. Additionally, the local differences of the crystal field are responsi-
ble for slightly different energy levels for each ytterbium atom. The crystal
field can also slightly change over time. Perturbation theory explains how
the energy reacts:
E(t)(1)i = 〈Ψi|V(x, y, z, t) |Ψi〉 (1.4)
Here, |Ψi〉 is a state of ytterbium and V is the crystal field. The energy is
time-dependent because the SiO2 molecules in the glass host move slightly
over time. The effect this has on the frequencies of the ytterbium ions
is known as spectral diffusion. This process leads to decoherence, giv-
ing rise to homogeneous linewidth broadening (see figure 1.9) [17]. Spec-
tral diffusion is especially troublesome for relatively long measurements,
like stimulated three-pulse echoes, spectral hole burning and two-pulse
echoes. The reason for this is the relatively long timescale of spectral dif-
fusion.
Another mechanism, which leads to decoherence is the existence of tun-
neling systems. tunneling systems are used to explain the homogeneous
linewidth broadening of glasses and crystals at low temperatures. The
tunneling systems (TS) were introduced in the 1970’s by Philips [19]. Since
then, the model has been expanded to account for further phenomena.
They are also ascribed properties which allow them to couple to external
magnetic fields [15]. Also, coupling of ions in glasses to TS were included
[28]. So far, they have proven very useful in explaining decoherence phe-
nomena in amorphous solids. One can interpret these states, as (groups
of) silicon and oxygen atoms that tunnel between configurations in the
silica. This means that they have to overcome an energy barrier in order
to switch between two stable states. This tunneling accounts for decoher-
ence, which -through T2- causes the homogeneous linewidth broadening.
The energy diagram of the tunneling systems is depicted in 1.17.
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Figure 1.17: The tunneling occurs because of the energy barrier. Notice the asym-
metry between wells [31].
These TS become relevant at low temperatures. Generally, they should
be taken into account for T ≤ 1 K[19]. We measure at significantly lower
temperatures. Namely, between 10 and 80 mK. Here, the linewidth follows
a dependence of Γ ∝ T1.3 [6]. Huber states that a dipole-dipole elastic in-
teraction can account for the magnitude and temperature-dependence of
the linewidth at these temperatures.
The addition of an external magnetic field even further complicates these
phenomena. We expect the magnetic field to narrow the homogeneous
linewidth. Staudt et al. have shown that the homogeneous linewidth of
rare earth elements in optical fibers decreases exponentially as a function
of external magnetic field strength [28]. MacFarlane introduces: ”field-
dependent elastic tunneling modes that acquire a magnetic character by
coupling to the spins” [15]. We have reasons to expect this to happen in
our sample as well. Our hypothesis is that the external magnetic field cou-
ples to an angular momentum of sorts, found in the TS. In this model, we
assign (spin) angular moments to both wells. One potential well having
angular momentum up and the other having down. The energy resulting
from the interaction between TS angular momentum and a magnetic field
is described by:
E = −~B ·~µ (1.5)
in which µ is the magnetic moment of the well and ~B is the external mag-
26
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netic field. For this set-up, µ can be written as ~µ = g q2m~S. With g be-
ing the lande´ factor, m the mass and q the charge. ~B can be written as
~B = ~B0cos(ωt). We make the magnetic field time-dependent through of
frequency ω. Combining gives the resulting energy:
E = g
q
2m
cos(ωt)~S · ~B0 (1.6)
Using first-order perturbation theory, one retrieves the perturbation
hamiltonian in the basis of the states shown in figure 1.17.
H =
1
2E
(
∆ ∆0
∆0 −∆
)
g
q
2m
|B|cos(ωt) (1.7)
Here, ∆,∆0 denote the energy asymmetry (as seen in 1.17) and a tun-
neling related parameter respectively. More specifically [31]:
∆0 = Ae−
d
√
2mV
2h¯x (1.8)
The magnetic field increases the energy difference between the two TS
modes. So, via the tunneling parameter, an external magnetic field would
theoretically decrease the chance of tunneling.
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Chapter2
Experiments and Results
2.1 Technique
The photon echo technique is a beautiful way to measure the homoge-
neous linewidth in an inhomogeneously broadened ensemble of Yb3+ ions.
The 2F5/2 and 2F7/2 states of ytterbium form a two-level system. Each such
two-level system can be imagined to be a point in the Bloch sphere. This
Bloch sphere is depicted in figure 2.1.
Figure 2.1: The Bloch sphere allows one to write each two-level-system as a su-
perposition in a sphere [30].
A Bloch vector is shown in figure 2.1 as |Ψ〉. The z axis represents the
population. So a point on the upper pole means that the entire population
is in the excited state, whilst the antipode means that the entire popula-
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tion is in the ground state. Our system is not truly a two-level system,
since we have another energy level due to the Zeeman splitting, but the
Bloch sphere is intuitively very useful. If one sends in a laser with a fre-
quency ω0 = E0/h¯ corresponding to the energy difference between 2F5/2
and 2F7/2, the Bloch vector will start to precess. Because this laser excites
the system, the Bloch vector will rotate around the x axis.
An example Bloch vector shown in figure 2.1 is:
|Ψ〉 = cos(θ/2) |0〉+ eiφsin(θ/2) |−1〉 (2.1)
This is a wavefunction on the surface of a unity sphere. The angle θ dic-
tates the mentioned populations and excited and ground states. So upon
pumping the system, one changes the angle θ of the Bloch vector.
Figure 2.2: The Rabi oscillations of the ytterbium two-level system.
By optically pumping the system, one periodically drives the ensemble
of ytterbium ions from excited state to ground state. These cycles are called
”Rabi oscillations” and are displayed in figure 2.2. The frequency with
which the Bloch vector precesses when optically pumping the system is
known as the Rabi frequency. Each Yb3+ ion has slightly different energy
levels, due to the silica they are implanted into. This means that, in the
Bloch picture, each ion has a different Rabi Frequency. The Rabi frequency
is given by:
Ω =
~dij · ~E
h¯
(2.2)
With ~dij being the transition dipole moment between initial and final states,
and ~E being the electric field incident on the ytterbium ions. If one excites
30
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a population of Ytterbium atoms with a laser, some Bloch vectors will start
to precess in the frame rotating with the lasers frequency. This is the pho-
ton analog to the excitation of spins in nuclear magnetic resonance. We
define the detuning δi = ωi − ω0. With ωi = Ei/h¯ being the frequency
corresponding to the energy difference between ground and excited states.
And ω0 being the frequency of the laser. For each ion i, this δi shows how
fast it will dephase with regard to the frequency of the excitation ω0.
In the Bloch sphere, one can distinguish two characteristic times: T1 and
T2. T1 is the population decay time, whilst T2 is the decoherence time. In
NMR, T1 is also called the longitudinal relaxation time and T2 is known as
the transversal relaxation time. The former is called longitudinal because
it determines the rate at which a vector in the Bloch sphere reverts to a
thermal equilibrium between excited and ground states. In figure 2.1, this
is the equilibrium value for θ. The latter is called transversal because it
determines how long it takes the Bloch vector to revert back to a spot on
the z axis.
Measuring T1, T2 is desirable, seeing as they relate to the homogenous
linewidth Γh of the emitted light via the relation [16]:
Γh =
1
piT1
+
1
2piT∗2
=
1
4piT2
(2.3)
Here, T∗2 is a decoherence time, which originates from pure dephasing
effects due to, for example, thermal excitations. Logically speaking, this
time is negligible at low temperatures. The aim of this experiment is to
find Γh at low temperatures when a magnetic field is applied to the sam-
ple. To do so, we measure T2. This is done via a 2PE, a 2-pulse echo. A
schematic overview of a 2PE is shown in figure 2.3.
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Figure 2.3: The orientation of the Bloch vectors during a 2PE.
To be sure, one arrow in figure 2.3 is schematic and actually denotes
multiple Bloch vectors overlapping. Due to the variation in the Rabi fre-
quency, the dephasing for each ytterbium ion is different. The first pulse
of the 2PE is a pi2 pulse. This means that
pi
2 = Ωt [27]. So the duration of
the laser pulse times the Rabi frequency is equal to pi2 . In our system, the
duration of pi2 pulse is 60 ns. After this pulse ends, the Bloch vectors are
in an equal mixture of excited and ground states. In figure 2.3, each Bloch
vector in the equator of the Bloch sphere is such an easy mixture. Further-
more, the vectors will start to dephase in accordance with the detuning:
δi = ωi −ω0.
After a waiting time t12, the Bloch vectors have all shifted with respect to
the vector with ωi = ω0.
Then, a pi pulse is sent in. Logically, this is a pulse with the same frequency
but twice the duration of the pi2 pulse. This pulse flips the Bloch vectors 180◦ over the x axis.
However, the pulse does not lead to a change in time evolution of the
Bloch vectors.
So after the same time t12 as after the pi2 pulse, all the Bloch vectors are
aligned again. This leads to the emission of photons, hence the name pho-
ton echo. The amount of photons emitted in the echo scales with t12. In
fact, by varying this t12 and measuring the photons, one can find T2, via
the relation:
I ∝ e−t12/T2 (2.4)
32
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2.2 Experimental Setup
The total setup is depicted schematically in figure 2.4.
Figure 2.4: The total setup showing the optical instruments as well as the cryostat.
Here, AOM indicates the Acousto-Optic Modulator. This apparatus
uses acoustic waves to create a grating for the laser. By switching it on
and off, one can make a gated laser. We use this to time the pi2 and pi
pulses. Even if the AOM is off, the laser can still by refracted up to first
order by the crystal. As a result, we use two AOMs to reduce the photon
dark count rate.
The filter is used to attenuate the laser power. If the laser power is too
high, we just fully excite the whole system, and a 2PE will not work. For
the cavity mode we choose, we tune the laser so that the cavity output is at
100 mV. We do this by adding a filter to the setup to reduce the lintensity
of the light.
APD is an acronym for Avalanche Photodetector. This detector counts the
amount of photons which escape the cavity.
The fibre polarisation controller mechanically presses the fiber, in order to
tune the polarisation of the light passing through.
The dotted square in figure 2.4 indicates the cryostat. In here are the
waveguides (green rectangles) and the ring resonator (circle). The tem-
perature in this cryostat is below 1 K.
In total, four fibers leave the cryostat. 3 of which (the green ones), are mul-
timode (MM), meaning that they allow multiple modes of electromagnetic
waves through. The other fiber -coloured red in the drawing- is single
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mode. The glass fibers are coupled to the waveguides with optical glue.
First, the fiber and waveguide are covered in this glue. When they have
been positioned correctly, the glue is cured with an UV lamp. The glue
then hardens and keeps the waveguide and fiber in place. The glue is also
transparant for the wavelength of the laser we use. This way, we make
sure that the coupling between the fiber and the waveguide is good.
We did measurements with, and without a magnetic field. For the mea-
surements with a magnetic field, we used a NdFeB magnet, with a field
of B = 0.41 T at millikelvin temperatures. For these measurements, we
placed the magnet above the waveguides and the ring resonator.
The experimental setup is shown in figure 2.6.
Figure 2.5: The optical table used in our setup.
Here, the laser enters into the two AOMs -which are used to accurately
pulse the laser- and is carried via a filter into a fiber. The fiber leads the
gated laser into the cavity. For the pulses, we use an external cavity diode
laser made by toptica. This laser allows us to tune the wavelength slightly.
It has a very narrow linewidth (∝ 100 kHz). We manually tune this laser
on a cavity mode with a high Q-factor. This cavity mode has a linewidth of
about 150 MHz. The inhomogeneously broadened spectrum is quite wide
as compared to these two wavelengths. Its linewidth is: 1.57 GHz.
34
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We measure at temperatures down to T = 10 mK.To reach these mil-
likelvin temperatures, we use a cryostat with multiple stages. Each sub-
sequent stage reaches a lower temperature. First, it cools using two pulse
tubes. Then, it uses the expansion of He-4 to move the heat to other stages.
In the last stages, it uses a dillution refrigerator. This dillution refrigerator
uses a mixture of He-3 and He-4 to achieve millikelvin temperatures [20].
Figure 2.6: The ’Yeti’ cryostat when it is open. Our sample rests on the bottom
stage.
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2.3 Results
The core of the measurement is the pi2 and pi pulses followed by an echo.
An example of such a measurement is shown in figure 2.7. Here, all signals
involved in a 2PE (2 pulse echo) are shown.
Figure 2.7: A trace of one 2PE measurement. The pi2 and pi pulses have a much
higher intensity than the echo.
First, a pi2 pulse is sent into the ring resonator around t = 800 ns. Af-
terwards, the pulse is stopped for a certain off-time. After the off-time, a
pi pulse is sent. One can see a certain background in the trace. These are
the photon dark counts. Photons are not only emitted during the echo,
but during the entire the entire 2PE. The gray circle in figure 2.7 shows
an additional, smaller peak, as a result of rephasing after the pi2 pulse. To
analyse the trace, we need to determine the area of the photon echo. To
do so, we use a program written in iPython notebook. This program will
automatically analyse all individual photon echo traces to determine the
homogeneous linewidth at a certain temperature. Because we know the
duration of the pulses, as well as the off-time, we can estimate where the
photon echo peak should be. The red crosses in the trace indicate the win-
36
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dow in which the program will look for a peak. The peak found by the
program is illustrated with a green dot. After the peak has been found, the
program will roughly determine the boundaries between which it will in-
tegrate the photon counts. These are marked with red, respectively, black
arrows. All the counts in this window are then summed to form the pho-
ton echo intensity. This process is then repeated for a series of off-times.
Mostly, these times range from 0.2 to 5.3 µs. Then, we plot all photon echo
intensities as a function of this off-time. A result for such a plot is shown
figure 2.8
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Figure 2.8: A fit for the photon echo intensity as a function of the off-time at
T = 63 mK.
We know that the photon echo intensity falls off like e−t12/T2 . So to find
T2, we perform a least-squares fit with:
I = Ae−t12/B (2.5)
With A and B being fit parameters. We then use the error on the fit pa-
rameter B to estimate the two standard deviations error on T2. This gives
us the coherence time -and correspondingly the homogeneous linewidth-
at one temperature. This process is repeated at multiple temperatures to
give our final result. This is shown in figure 2.9.
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Figure 2.9: The temperature-dependence of the homogeneous linewidth with
B = 0.3 T.
In this graph, linewidth is shown as a function of temperature. Inter-
estingly, the linewidth seems to have a local minimum around T = 46 mK.
The exact nature of this minimum is hard to predict. And unfortunately,
the data is too statistically insignificant to be able to definitively call it a
minimum. The main question is what the magnetic field does to the ho-
mogeneous linewidth. The comparison is shown in figure 2.10.
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Figure 2.10: The temperature-dependence of the homogeneous linewidth, for
both B = 0 and B = 0.3 T.
Here, the green markers represent the linewidth with zero magnetic
field, while the blue markers are the data shown in figure 2.9. Roughly
speaking, we see a reduction of maximally 30 kHz between the two. The
linewidth for zero magnetic field shows the same decay for 52 mK <
T < 80 mK as the linewidth for B = 0.3 T. While this local minimum
around T = 46 mK is something which should be further investigated, we
can state that an external magnetic field does decrease the homogeneous
linewidth of the ytterbium in the ring resonator. In fact, at T = 10 mK, we
see a reduction of approximately 22 kHz.
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Chapter3
Discussion
Figure 2.10 shows a very clear reduction in linewidth. The question now
is what phenomenon can explain this behavior. In the background section,
we identified two phenomena which could account for the low-temperature
behaviour of sample. We found these phenomena in the literature.
• Dipole-dipole interactions. These are identified as being both pos-
sibly electric [14] and magnetic [6]. An electric dipole is of course
stronger, but a magnetic dipole will be affected much more by mag-
netic field.
• Spin-elastic TS. This is the most popular explanation. We believe that
these TS are a more plausible explanation than dipole-dipole interac-
tions. Staudt and MacFarlane claim that the coupling of TS modes to
rare earth elements gives the TS a magnetic character, making them
susceptible to magnetic field [15], [28]. The main question here is:
”Can TS modes couple to rare earth elements when we use isotopes
without nuclear spin?”
Of crucial importance here, is to note that our ytterbium isotope has no
nuclear spin. However, we see the same power law behaviour of the
linewidth as a function of T as Staudt, and a reduction in linewidth as
a result of an external magnetic field. So, an effect that relates an external
magnetic field, to the linewidth decrease, via nuclear spin is excluded. Yt-
terbium does, however, have electronic spin (s = 1/2). The hypothesis we
have -which would explain the homogeneous linewidth being reduced by
a magnetic field- is TS-induced spectral diffusion. An intuitive picture of
the way TS look inside the material, is depicted in figure 3.1. The energy
landscape of these two states, is shown in figure 1.17.
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Figure 3.1: The bright and dark blue circles are the tunneling system positions.
Earlier, we discussed that the energy Yb3+ of ions can differ locally
due to the amorphous structure of SiO2. Atoms inside amorphous SiO2
can slowly move inside the material. This process is known as spectral
diffusion and is a mechanism for decoherence. Tunneling systems also al-
low atoms inside SiO2 to move slightly over time. This way, it accounts
for another type of spectral diffusion. As shown previously, a magnetic
field decreases the tunneling probability. This way, the application of a
magnetic field would also reduce the TS-induced spectral diffusion. This
could be an explanation for the effect on the external magnetic field at such
low temperatures.
Macfarlane et al. propose the following equation to describe the mag-
netic field,- and temperature-dependence of the homogeneous linewidth:
Γh(B, T) = Γ0TLS(T) + Γ
1
TLSexp(−ge f f βB/kT) (3.1)
We tried to fit our data to this model. However, this formula could
never fit our data correctly. There is no constant to which this formula will
42
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converge when T → 0. Macfarlane sees saturation for the magnetic field,
but not for the temperature, like we do. Ultimately, the homogeneous
linewidth has to saturate on the lifetime limit. This is the minimum value
the homogeneous linewidth can take on, and is determined by T1. We
adjusted the model, so that it would fit our data. The resulting equation
is:
Γh(B, T) = Γ0TLST
2 + Γ1TLSexp(−ge f f βB/kT) + Γ0 (3.2)
We fit this equation for both B = 0 and B = 0.3 T. The results of which are
shown in figure 3.2.
Figure 3.2: Our data fitted to equation 3.2.
The fit seems especially suitable for the B = 0 data. The T1.3 term in
the equation fits both datasets poorly. By changing the T1.3 term to T2, we
got a much better fit for our data. The fit for B = 0.3 T, however, is not
that good. For 0.045 K < T < 0.08 K, the power law behaviour fits well.
Below 0.04 K, the homogeneous linewidth seems to saturate. The value to
which it saturates could be the lifetime limit. We know the equation for
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the homogeneous linewidth to be:
Γh =
1
piT1
+
1
2piT∗2
=
1
4piT2
(3.3)
T1 is constant, and T∗2 can be diminished by removing external perturba-
tions. This means that, ultimately, T2 is limited by T1. This lifetime limit
can be fairly high, meaning our system could have hit it already. For com-
parison, the telecom transition of Er3+ has a lifetime of 2 ms, which corre-
sponds to a lifetime limit of approximately 150 Hz [21]. Our system has a
lifetime of T1 = 0.31 ms. Using equation 3.3, this gives us a lifetime limit
of Γmin = 1.0 kHz. For comparison, this is shown in 3.3.
Figure 3.3: The linewidth limit shown in comparison to our data.
If we look at figure 3.3, this limit was certainly not hit. So, if the life-
time limit has not been reached yet, two other phenomena could account
for this apparent saturation. Firstly, systematic error. Permanent magnets
are well-known to change upon lowering the temperature. The fact that
the magnetic field would decrease drastically between 80 mK and 10 mK
seems unlikely [29]. To exclude this possibility, we would have to test the
magnetic field strength at temperatures within this range to see the dif-
ferences. The other explanation, would the existence of a hitherto undis-
covered phenomenon. This phenomenon would have to explain why the
behaviour of the linewidth changes below 30 mK.
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So to conclude, we have researched the mechanisms determining the linewidth
at millikelvin temperatures. We have compared our results to the current
model. This did not match. To further explain the low-temperature be-
haviour of the homogeneous linewidth, additional research is required.
Homogeneous linewidth measurements would have to be done at higher
temperatures, both with, and without a magnetic field.
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Chapter4
Outlook
Through this research, we have explored what is needed to make a quan-
tum memory. The question is now how the concept could be improved.
First of all, other rare earth elements might be more sutiable. Erbium is
a rare earth element, just as ytterbium is. Erbium is by far the most used
rare earth element for experiments in optics. In the 1980’s, it was mostly
tested inside optical fibers. Nowadays, it is a prime candidate for an AFC
quantum memory. Erbium has only 2 electrons less than ytterbium. Ac-
cordingly, its electronic configuration is: [Er] = [Xe]4 f 126s2. Erbium in
crystal/glass takes on the ionised form, namely: [Er] = [Xe]4 f 11. So, er-
bium has 3 unpaired electron, allowing much more states than ytterbium.
The two most important states are: 4I15/2 and 4I13/2. The transition be-
tween these two is very interesting in telecommunications [3].
A big difference between the two, is that erbium often has a nuclear spin,
whilst our ytterbium isotope does not! At least 1 of the 6 stable erbium iso-
topes has s=72 [2]. This isotope does comprise more than 20 percent of all
erbium. This difference could account for some phenomena which are ap-
parently different in our experiment than in ones involving erbium. Also,
the angular momentum of erbium is much higher (4I15/2 has L=6) than yt-
terbiums (L=3). So effects which involve coupling to such a momentum
are potentially much stronger in erbium than in ytterbium. Erbium does
have a very narrow linewidth.
Although the differences between ytterbium and erbium are large, the dif-
ferences between glass and crystal might be even larger. Glass is a really
difficult material to model. The amorphous structure makes it impossi-
ble to make reliable estimates with regard to it properties. Furthermore,
the local differences can be very large. Ytterbium in one spot in the glass
might have very different properties than in another spot. Furthermore,
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various decoherence phenomena accompany glass due to its amorphous
nature. The tunneling systems (TS) discussed earlier occur only in crystal
defects or glass. The usage of crystal instead of glass as a host material for
RE-doped ring resonators would have much longer coherence times as a
result.
The new ring resonators as shown in 1.11 are also an advancement. Mak-
ing ring resonators smaller also causes the mode volume to decrease. The
Purcell factor scales like: F ∝ 1V . If these ring resonators keep shrinking,
the rate of spontaneous emission will increase drastically. This would en-
sure a much higher cavity response. In the future, this might even make
ytterbium (or erbium) atoms individually addressable. Of course, to do
so, the spectrum would have to be adjusted. This should be done by op-
tically pumping ytterbium ions with unwanted frequencies to auxiliary
levels. To conclude: quantum memory research is an exciting field. Very
high precision is required, because one is dealing with single photons. Ac-
cordingly, low-temperature and decoherence phenomena have to be very
well understood.
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