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Abstract
Background: A feasibility study was done to assess the capability of digital silicon
photomultipliers to measure the Cherenkov luminescence emitted by a β source.
Cherenkov luminescence imaging (CLI) is possible with a charge coupled device (CCD)
based technology, but a stand-alone technique for quantitative activity measurements
based on Cherenkov luminescence has not yet been developed. Silicon
photomultipliers (SiPMs) are photon counting devices with a fast impulse response and
can potentially be used to quantify β-emitting radiotracer distributions by CLI.
Methods: In this study, a Philips digital photon counting (PDPC) silicon photomultiplier
detector was evaluated for measuring Cherenkov luminescence. The PDPC detector is
a matrix of avalanche photodiodes, which were read one at a time in a dark count map
(DCM) measurement mode (much like a CCD). This reduces the device active area but
allows the information from a single avalanche photodiode to be preserved, which is
not possible with analog SiPMs. An algorithm to reject the noisiest photodiodes and to
correct the measured count rate for the dark current was developed.
Results: The results show that, in DCMmode and at (10–13) °C, the PDPC has a
dynamic response to different levels of Cherenkov luminescence emitted by a β source
and transmitted through an opaque medium. This suggests the potential for this
approach to provide quantitative activity measurements. Interestingly, the potential
use of the PDPC in DCMmode for direct imaging of Cherenkov luminescence, as a
opposed to a scalar measurement device, was also apparent.
Conclusions: We showed that a PDPC tile in DCMmode is able to detect and image a
β source through its Cherenkov radiation emission. The detector’s dynamic response to
different levels of radiation suggests its potential quantitative capabilities, and the DCM
mode allows imaging with a better spatial resolution than the conventional event-
triggered mode. Finally, the same acquisition procedure and data processing could be
employed also for other low light levels applications, such as bioluminescence.
Keywords: Cerenkov radiation, Cherenkov radiation, Cherenkov luminescence imaging,
Silicon photomultipliers, Digital silicon photomultipliers
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Background
Cherenkov luminescence imaging (CLI) [1, 2] is a promising technique to visualize the
biodistribution of β-emitting radionuclides, and its main advantage is the capability to
monitor β− emitters, which are used for example in radiotheraphy but are difficult to
visualize in other ways, such as Bremsstrahlung imaging [3, 4]. Several studies have shown
that an optical system made of a charge coupled device (CCD) with a focusing lens
can be used to image the distribution of a β-emitting radiopharmaceutical in a mouse
(e.g., [5, 6]) or even in the human body through several millimeters of tissue [7, 8]. Other
potential applications are Cherenkov luminescence endoscopy and the excitation of flu-
orophores [9, 10]. Some studies have demonstrated a linear relationship between the
Cherenkov signal and the signal measured with positron emission tomography and sin-
gle photon emission computed tomography (e.g., [11, 12]), thus providing a means to
obtain quantitative measurements after this cross-calibration. However, when used as a
stand-alone imaging technique, CLI with CCDs has not been able to provide quantitative
measurements in terms of number of photons when the Cherenkov radiation is detected
in complex media like biological tissue. It has been shown that there are discrepancies
between the results of physical experiments and those predicted by Monte Carlo simula-
tions [13, 14], and it has been suggested that these discrepancies are due to the difficulties
in modeling factors like the photo-detector quantum efficiency, the transmissivity and
aberrations of the optics and the Cherenkov radiator index of refraction. This has been
recently confirmed in [15], where for the same reasons only relative comparisons between
the measured and simulated data could be obtained.
An alternative to CCDs are silicon photomultipliers (SiPMs), solid state arrays of
avalanche photodiodes (APDs) working in Geiger-Muller mode, with single photon
counting capability which makes them intrinsically quantitative. SiPMs have been used
for different applications [16–20], and are able to detect Cherenkov radiation [21, 22]. In
this study we examine the performance of a digital SiPM device, called the Philips digi-
tal photon counting device (PDPC) [23, 24], for use in β-emission activity measurements
by Cherenkov luminescence. The PDPCs are able to directly measure photon count val-
ues from the number of triggered cells. The aim of this study was to assess if this kind of
photosensor is able to measure the Cherenkov radiation produced by a β-emitting source
in an optically opaque medium. A 22Na point source embedded in a Plexiglas container
was used as a Cherenkov radiator, and different materials (chicken breast, black paper,
and Plexiglas) were placed between the source and detector to evaluate their effect on the
detected signal.
In a geometry like the one of this study, there are different processes that lead to the
production of Cherenkov radiation, as summarized in Fig. 1. The decay scheme of the
22Na is shown on the left. The 22Na decay produces a positron (with mean energy of
250 keV and maximum energy of 545 keV) and three high energy photons: the two 511
keV annihilation photons and the 1.274 MeV γ in the de-excitation of the daughter 22Ne
nucleus to its ground state. Electron capture is also possible in 10% of the cases, but it
does not produce Cherenkov radiation, and internal conversion as an alternative to the γ
decay of 22Ne has a very low probability (internal conversion coefficients ∼ 10−5 − 10−6,
[25]).
In the spectral range of operation of the PDPC (380–700 nm, where the photon
detection efficiency is greater than 10%), Plexiglas has an average refractive index n of
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Fig. 1 Physics processes resulting in Cherenkov radiation emission. Left decay scheme of 22Na. Right different
processes that result in Cherenkov radiation emission: in the source container (bottom) and in the external
layer of arbitrary thickness (top). Abbreviations, Bremss Bremsstrahlung, photoel photoelectric effect, δ = δ ray,
C˘ = Cherenkov radiation
1.495 (and a dispersion smaller than 2%), that corresponds to a Cherenkov threshold of
176 keV for positrons and electrons. Cherenkov radiation can be produced directly by
the positrons or by secondary electrons with kinetic energy above this threshold. The
secondary electrons can be δ rays produced by the positrons in the Plexiglas, or photo-
electrons and Compton electrons produced either by the high-energy photons emitted
in the source decay or by Bremsstrahlung radiation. Positrons and electrons are stopped
by the Plexiglas container, while high-energy photons can travel out of it, so they can
interact either in the source volume itself or in the chicken breast (n  1.4), where the
Cherenkov threshold is approximately 220 keV. The direct detection of β (if any), γ and
Bremsstrahlung radiation is also possible.
Due to the acquisition mode used for this study, in which the information from the sin-
gle avalanche photodiode is preserved, an algorithm to subtract the influence of the cells
with the highest dark current was developed. The expected dark count rate as a function
of the temperature of the photodiode was calculated as well to estimate the true source
count rate. As a proof-of-principle, the linearity of the measured count rate with the
source activity was tested using 18F, and Cherenkov luminescence images of a β-emitting
source also were acquired.
Methods
Data collection
Acquisitionmode
The study was performed using a Philips Digital Photon Counting tile (PDPC, DPC-3200-
22 version). A picture of the photo-detector is shown in Fig. 2 (left), together with the
scheme of the tile (center) and of a die (right). The tile is composed of 16 dies arranged in
a 4 × 4 matrix. Each die is composed of 4 pixels in a 2 × 2 matrix. Each pixel is made of
64× 50 cells, of 59.4 μm × 64 μm active area, for a total of 204,800 cells in the entire tile.
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Fig. 2 Picture and scheme of the PDPC tile. Scheme adapted from [28]. Center The tile is composed of 16 dies
arranged in a 4 × 4 matrix. Right Each die is composed of 4 pixels in a 2 × 2 matrix. Each pixel is made of
64 × 50 cells, for a total of 204,800 cells in the entire tile
The pixel active area is 3.9× 3.2 mm2, the pixel pitch is 4.0× 4.0 mm2, and the tile outer
dimensions are 32.6 × 32.6 mm2.
While it is possible to use these devices for Cherenkov radiation measurements in
an event-triggered mode [26], in the present work, the PDPCs were used in an event-
histogramming mode typically used for calibration to generate the dark count map
(DCM). In this mode, one cell per pixel at a time is activated, while the other cells are
physically deactivated. The number of photons detected by the cell is summed over a pre-
determined period called the activation time. Each die is read independently but entirely
and row by row every time one of the four simultaneously active cells (one in each of the
four pixels in a die) is fired. The output of the acquisition is a DCM, which is a file con-
taining, for every cell of the tile, the length of the activation period, the temperature of
the measurement, and the total number of photons counted. The advantage of the DCM
mode over the conventional event-triggered mode is that it allows the information on the
single cell level to be preserved. When reading cells sequentially, any distortion due to
crosstalk is automatically excluded [23]. Usually the DCMs are used to create inhibition
maps to mitigate the effects of cells with high dark count rates on noise and dead time.
Themaps identify the cells with the highest dark current (hereafter called HDC cells), and
it is possible to turn off a certain percentage of them during the acquisition.
In this study, the count maps obtained in DCM mode were instead used as raw data.
Since in this measurement mode it is not possible to distinguish dark noise photons from
photons produced by the source, DCMs were acquired in absence of a source and at
different temperatures to calculate the expected dark counts as a function of the cell tem-
perature. Then, the acquisitions with the source were performed, and the calculated dark
noise value was subtracted to correct for the background, as described next.
Each cell was activated for either 65 or 98 ms during the DCM acquisition, and for 98
ms during the SCM acquisition. Count values were rescaled to count rates according to
the different activation time. Since each pixel contains 64×50 cells, and one cell per pixel
was activated at a time, the total acquisition time to scan the entire tile in DCMmode was
3.5 or 5.2 min.
Arrangements for activitymeasurements
All measurements were acquired in a light-tight chamber, and the PDPC tile was air
cooled to (10–13) °C. The temperature variations in this range are due both to fluctua-
tions of the air cooling system and to the increase of temperature of the tile during the
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acquisition shown in [27]. A 25.5 MBq (690 μCi) 22Na point source embedded in a clear
Plexiglas cube of 1 cm side was used as the Cherenkov radiator; this choice was conve-
nient for a first feasibility study since clear Plexiglas allows both the production (it has a
refractive index n  1.495) and the transmission of the Cherenkov radiation (90% trans-
mission in the visible range). The distance between the source and the entrance window of
the photosensor was approximately 40 mm. Following the approach of [6], chicken breast
tissue slices of different thickness were placed on top of the source as illustrated in Fig. 3
to assess the effect of the increasing attenuation of the tissue. To evaluate the importance
of some of the contributions illustrated in Fig. 1, acquisitions with different arrangements
were performed, as shown in Fig. 4:
1. an acquisition with the source alone was used as a reference;
2. a thin black Tedlar sheet (a polyvinyl fluoride film with strong UV attenuation) was
used to suppress the Cherenkov radiation contribution only;
3. a piece of Plexiglas of about 3 mm thickness was used to stop β particles leaving
the source, without affecting too much the Cherenkov signal (it should be noted
that the 5 mm of Plexiglas in the source container should be already sufficient to
stop the β radiation of 22Na);
4. the combination Tedlar + Plexiglas was used to stop the Cherenkov radiation
produced in the source but not that produced in the outer Plexiglas layer from the
positrons/electrons (if any) or high-energy photons that reached it;
5. the combination Plexiglas + Tedlar was used to stop both contributions.
The Tedlar and Plexiglas layers were used in alternate orders (arrangements 4 and 5)
to evaluate whether or not there was Cherenkov radiation produced out of the source
volume. If such was the case, in case 5, the amplitude of the signal would be smaller than
in 4. The remaining component in case 5 would be an indication of the importance of the
direct detection of high energy photons.
Fig. 3 Setup used in this study. A 22Na point source embedded in a transparent plastic cube was used as a
Cherenkov radiator, and tissue slices of different thickness (T = 2–9 mm) were used as an attenuator
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Fig. 4 Arrangements used to separate components of the signal
Test of count rate linearity with activity
To test the linearity of the measured count rate with respect to activity, 100 MBq (2.74
mCi) of 18F-FDG was diluted in about 2 ml of water and placed in a Petri dish, about
5 mm away from the PDPC tile. Source count maps were acquired over a period of
approximately 3 half lives (t1/2 = 110 min for 18F).
Arrangement for image acquisition
A focusing lens with 25 mm focal length was used with the PDPC detector in DCMmea-
surement mode to image a capillary tube, filled with 11.1MBq (300μCi) of 90Y (a pure β−
emitter) diluted in water, with the arrangement illustrated in Fig. 5 (figure not to scale).
The capillary was 75 mm long, with an active length of 36 mm and an outer radius of 1.7
mm. The distance from the lens was 63 mm, while that between the lens and the entrance
window of the photosensor was 42 mm. Slices of chicken breast of 1 and 3 mm thickness
were placed on the capillary tube to serve both as Cherenkov radiator and attenuator. In
this case, new DCMs were acquired to account for the focusing effect of the lens on the
background light possibly leaking into the dark chamber.
Data analysis
The different steps of the data processing are summarized in Fig. 6.
Fig. 5 Arrangement used for the image acquisition (figure not to scale)
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Fig. 6 Data processing flow. Procedure for dark count maps (left), and for source count maps (right).
Acronyms, DCM dark count map, SCM source count map, p percentage of inhibition (fraction of HDC cells
discarded), DCR dark count rate, SCR source count rate, T average die temperature
Dark countmaps
To improve the signal-to-noise ratio, we used the approach of excluding the percentage
p of the most active cells, also called the inhibition level. First, for a chosen percentage
of inhibition p, the HDC cells in each die were determined for each dark count acquisi-
tion. To understand if the HDC cells identification was reliable, the labels of the selected
cells were compared to determine how many of them were different between the mea-
surements. The number given by this comparison was then divided by the total number
of HDC cells to obtain the percentage of variation of the HDC cells as a function of the
percentage of inhibition p. Then the effect in terms of noise reduction of excluding the
percentage p of the most active cells was investigated by determining the cell dark count
rate as a function of the percentage p, in this case by averaging over the entire tile.
After that, the dark count rates (DCR) measured with 65 or 98 ms activation times
were compared. The DCMs with t = 98 ms were used to calculate the expected DCR as
a function of temperature and inhibition level as described below (Fig. 6, left), and the
DCMs with t = 65 ms were used as a test (Fig. 6, right). Then the DCMs collected with
both activation times were used to form two new sets of DCM acquisitions, independent
of activation time, to test the algorithm of Fig. 6. This was done since the 98 ms DCMs
were acquired over a limited temperature range compared to the 65 ms DCMs. Again, the
first set was used to derive the parameters for predicting the DCR (Fig. 6, left) as described
next, and the second DCM set was used as a test (Fig. 6, right).
A dark count map of the first set, acquired at the average temperature of the entire set
of acquisitions, was used to identify the percentage p of HDC cells and to exclude them
from every other dark count maps. From the first dark data set, the expected dark count
rate as a function of temperature was obtained for each die, averaging over the remaining
fraction (100% − p) of cells of that die, with a linear fit:
DCRdie,p(T) = a < T >die,p + b (1)
where DCRdie,p is the average number of dark noise photons per second detected by the
cells in the die at inhibition p, and < T >die,p is the average temperature of the die during
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the measurement at inhibition p. Finally, all DCMs were merged together to correct the
SCM with this method, explained in Fig. 6.
Source countmaps
The same dark count map chosen previously was used to select the HDC cells to discard
in each SCM. The source count rate SCR was calculated for each die, averaging over the
values measured by the (1 − p) remaining fraction of cells, and the calculated DCR value
was subtracted from it in each die, to estimate the true source count rate (TSCR):
TSCRdie,p(T) = SCRdie,p(T) − DCRdie,p(T) ∀ die (2)
where T =< T >die,p is the average temperature of the die during the acquisition of the
SCM, at inhibition p.
Test of count rate linearity with activity
The 18F-FDG SCMs were corrected with the algorithm of Fig. 6, and the measured TSCR
of Eq. 2 was plotted, for each die and for p = 25%, as a function of the source activity at
the time t of the acquisition, calculated as:
A(t) = A0 · e− tτ (3)
with A0 = 2.74 mCi and τ = t1/2/ln(2). A linear fit with parametersm and q was used to
test linearity in each die:
TSCRdie,25%(t) = mdie,25% · A(t) + qdie,25%. (4)
Images
New DCMs were acquired to account for the focusing effect of the lens on any back-
ground light leaking into the dark chamber, and the overall impact of the lens was
evaluated by estimating the percent increase in the dark count rate (DCR). The DCMs
and the SCMs acquired with the capillary tube source were arranged in images of
512 × 400 cells each. Subsequent analysis was performed on the images rather than on
each die. The expected dark count rate as a function of temperature of Eq. 1 was calcu-
lated in every cell rather than as an average on the die, and the background subtraction
of Eq. 2 was performed cell by cell. Since no inhibition was applied (p = 0%), HDC cell
exclusion was accomplished by using 3×3 cells median filters applied to the final images.
Results
High dark current (HDC) cells variation
The variation of which cells exhibited the highest dark current as a function of the per-
centage of inhibition p is shown in Table 1. When turning off no more than p = 25% of
the die, the fraction of HDC cells that changed through themeasurements was not greater
than 4%, while it increased for higher values of p, e.g., up to 20% for p = 50%.
Table 1 HDC cells variation. Percentage of HDC cells that varied between dark count acquisitions as
a function of the chosen inhibition percentage p, across the limited temperature range (10–13 °C)
examined in this study
p (%) 5 10 20 25 30 35 50
% of varying HDC cells 2 3 4 4 6 15 20
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Dark count rate vs. inhibition threshold
The reduction in the average dark count rate in a cell is shown in Fig. 7 as a function of
the inhibition threshold p for all the DCMs acquired. The differences between the curves
are due to the different temperature of the acquisition (in the range 10–13 °C), and they
are relevant only at high inhibition thresholds p > 25%. By using the information in
the entire tile (p = 0%), the average dark count rate in a cell is of about 1550 cps. This
average dark count rate drops down to approximately 400 and 180 cps by discarding,
respectively, p = 10 and 25% of themost active cells. The optimal percentage of inhibition
depends on the expected source count rate, which is not known in our setup. However,
for p < 10% the dark count rate is still high, while for p > 25%, there is a loss in active
area but not a significant reduction of the DCR (less than 30% reduction going form
p = 25% to p = 50%). For these reasons, we decided to limit our investigations to values
of 10% < p < 25% (indicated area in Fig. 7).
Count rate distribution for dark and source data sets
Figure 8 shows the distribution of the count rate measured by the cells of a die for one data
set with no source (dotted line) and for one source data set (solid line), with no inhibition p
applied. The two acquisitions were performed at similar temperatures (T = 12.3 ± 0.2 °C
and T = 12.2 ± 0.4 °C, respectively); therefore, a qualitative comparison is possible. Since
HDC cells extend the tail to values up to 105 counts per second (cps), the plot is cut at
600 cps. The effect of the source is to shift the distribution to higher values of count rate.
In particular, the value of count rate corresponding to the mode of the distribution is
increased by 20%, from 150 to 180 cps. Results for all dies are shown in Additional file 1.
Variance in measured count rates
Two test-retest dark acquisitions were performed at the same temperature to evaluate the
variance of the measured count rates. Figure 9 shows the distribution of the difference
between the count rates measured by each cell of one die in the two acquisitions (results
for all dies are shown in Additional file 2). The dotted line shows the distribution for the
25% HDC cells of the die, while the continuous line is for the remaining 75% cells. Since
Fig. 7 Dark count rate dependence on tile inhibited area. Average dark count rate in a cell of the PDPC as
function of the percentage of inhibition p, for all the DCMs acquired at different temperature in the range
(10–13) °C (different curves)
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Fig. 8 Comparison of the count rate with and without source. Distribution of the count rate measured by the
cells of one die at the same temperature for an acquisition with no source (dotted line, T = 12.3 ± 0.2 °C) and
for an acquisition with the source (solid line, T = 12.2 ± 0.4 °C). All the cells were considered (no HDC cells
inhibition). The maximummeasured count rate was about 105 cps. However, the plot was truncated to show
details at lower count rates
this second set of cells was used for the count rate calculation, the standard deviation of
this ensemble was used as an estimate of the error on the measured count rates. A differ-
ent value of the standard deviation was calculated for each die and for each percentage
of inhibition, and the results are summarized in Table 2. The standard deviation of the
remaining (100%−p) cells is reduced on average over all dies by 50% by increasing p from
10 to 25% since this process removes a greater portion of the tail of the distribution of
count rates (see Fig. 8), with a consequent narrowing of the fluctuations of the measured
count rate (Fig. 9).
Comparison of DCMs with different activation time
The comparison of the DCMs acquired with the two activation times (65 and 98 ms) is
shown in Fig. 10 for one central die. Results for all dies are shown in Additional file 3.
Fig. 9 Comparison of measurements at same temperature. Distribution of the differences in the count rates
measured in two independent acquisitions performed at the same temperature (12.5 ± 0.4 °C), for one
central die of the tile
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Table 2 Standard deviation in measured count rates. Standard deviation of the distribution of count
rates (cps), for each die and for different values of p
σCR (cps)
p (%)
Die# 0 5 10 15 20 25
0 43 11 6 5 4 3
1 44 11 5 5 4 4
2 44 14 6 5 4 3
3 44 13 7 5 4 3
4 45 11 6 5 4 4
5 45 12 7 5 4 3
6 38 14 6 4 4 3
7 43 13 7 5 4 4
8 38 11 6 4 3 3
9 41 13 6 5 3 3
10 43 10 6 5 4 4
11 43 11 6 5 4 3
12 46 12 5 4 3 3
13 45 11 6 4 3 3
14 43 12 6 4 4 3
15 42 13 8 6 4 3
mean ± std 43±2 12±1 6±1 4.7±0.6 3.7±0.4 3.2±0.4
The data set with t = 98 ms (stars) was used to calculate the expected dark count rate
as a function of temperature (Eq. 1, solid line), which predicts properly the trend of the
data set with t = 65 ms (circles). Since there was no apparent impact from the choice
of activation time, both sets (65 and 98 ms) were merged together to provide improved
sampling over a broader temperature range. The fit to the combined data, Eq. 1 was used
to correct the SCM acquisitions, which used a 98 ms activation time.
Fig. 10 Comparison of the dark count rate with different activation time. Dark count rate measured with
t = 98 ms (stars), expected dark count rate as a function of temperature (solid line), data set with t = 65 ms
(circles)
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Test of HDC cells exclusion algorithm
The dark count map acquired at a temperature of approximately 12.5 °C was chosen to
identify the HDC cells and to exclude them in all the remaining maps (without and with
the source, DCMs and SCMs). The algorithm of Fig. 6, right was first tested on the test
set without the source, to prove that the background correction was reliable. The result
is shown in Fig. 11 for p = 25%, and for one central die, the measured dark count rate as
a function of temperature is shown on the left for the dark data set (stars), together with
the linear fit (solid line), and for the test set without the source (circles). The result of the
background subtraction for the test set without the source is shown on the right. After
removal of the HDC cells and the background subtraction, the resulting count rate is zero.
The same results were obtained for every die (as shown in the Additional files 4 and 5).
HDC cells exclusion and dark count rate correction
The effect of the dark count rate correction algorithm on the SCM data is shown in Fig. 12
for one of the central dies of the tile. The top plot shows the uncorrected results for the
dark count rate (DCR) and the source count rate (SCR) as a function of temperature. The
solid line is the result of the fit operation described by Eq. 1. The central and bottom plots
show the same data after the inhibition of the 10 and 25% HDC cells in each die. The
dispersion of the SCR on the y-axis is due to different conditions in which the acquisition
was performed: each point corresponds to a measurement with an attenuator of different
thickness, as shown in Fig. 3; therefore, the amount of light transmitted is different. The y
scale is different for each plot since the contribution of the HDC cells strongly influences
the average count rate in the die. Results for all dies are shown in Additional files 6, 7,
and 8.
The estimated coefficients for Eq. 1 are shown in Table 3 as a function of the percent-
age of inhibition of the HDC cells, after averaging over the 16 dies of the tile. The linear
fit follows the trend of the experimental data in the small range of temperatures involved.
However, it does not describe the temperature dependence of the DCR on a broader
range; for example, at T = 0 °C, it predicts a negative DCR.
Fig. 11 Test of correction algorithm. Example of application of the correction algorithm to the test set
without the source. Error bars are taken from Table 2
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Fig. 12 Effect of the HDC cells removal algorithm. Error bars are taken from Table 2. The y-scale is different for
each plot, and the dispersion on the y-axis of the data related to the source is due to the different attenuation
of the light during the acquisition (different thickness of chicken breast, see Fig. 3)
Effect of attenuator
Figure 13 shows the estimated true source count rate of Eq. 2 as a function of the thick-
ness of chicken breast positioned between the source and the detector, with the setup
shown in Fig. 3. The plot shows the results for a central die, after the HDC cells exclusion
(with p = 10% and 25%) and the dark count rate subtraction. The first measurement in
the plots is the reference with the source alone, that produces about 35 cps. The addition
of an attenuator rapidly reduces the count rate, down to about 13 cps for 8 mm thick-
ness (roughly a 40% reduction). The error on the calculated value is reduced by 50% by
increasing p from 10 to 25% after the propagation of the error of Table 2. Results for all
dies are shown in Additional files 9 and 10.
Table 3 Dark count rate fit coefficients. Estimated coefficients for the dark count rate as a function of
temperature for different percentages of inhibition. The values shown were fitted for each die and
then averaged over the 16 dies
p (%) a (cps/ °C) b (cps)
0 106 ± 6 97 ± 22
10 35 ± 2 −71 ± 10
25 21.6 ± 0.9 −96 ± 8
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Fig. 13 Effect of attenuator. Effect of the attenuation of the chicken breast placed between source and
detector, with the setup shown in Fig. 3 in one central die, for p = 10% (left), and p = 25% (right)
Effect of materials
Figure 14 shows the different contributions to the final measured count rate. The different
cases were labeled according to Fig. 4, and they show that:
• the use of the Tedlar sheet alone or in combination (Arrangements 2, 4, and 5) causes
a strong suppression of the global signal with respect to the source alone
(Arrangement 1);
• the addition of Plexiglas (Arrangements 3, 4, 5) does not cause a measurable change
in counts;
• the order of Tedlar and Plexiglas (Arrangements 4 and 5) does not make a
measurable difference.
Results for all dies are shown in Additional file 11.
Count rate linearity with activity
The results of the linearity evaluation are shown in Table 4 for p = 25%, and the TSCR
measured in time in one central die as a function of the activity calculated with Eq. 3 is
shown in Fig. 15 (circles) together with the result of the linear fit of Eq. 4 (solid line).
Fig. 14 Effect of materials. Labels follow those of Fig. 4
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Table 4 Count rate linearity with activity. Estimated coefficients for the true source count rate as a
function of the 18F activity in time for p = 25%
Die# m (cps/mCi) q (cps)
0 31 1.7
1 41 2.5
2 42 2.8
3 33 2.2
4 40 2.4
5 48 3.2
6 48 3.7
7 41 3.3
8 38 1.9
9 46 3.6
10 47 3.5
11 41 2.8
12 25 0.6
13 37 2.8
14 39 2.1
15 26 1.8
mean ± std 39±7 2.6±0.8
Results demonstrate a linear response to different levels of activity. Results for all dies are
shown in the Additional file 12.
Images
The DCR calculated using Eq. 1 with the lens added to the system was compared to that
measured without the lens for p = 25%, and average results over the temperature range of
the image acquisitions (11.7–13.5) °C are shown in Table 5. The percentage of inhibition
p = 25% was used to highlight the differences between the two data sets. The average 4%
increase of the DCR is presumably due to light leaking into the dark chamber and focused
by the optics.
Fig. 15 Linearity of count rate with activity. TSCR measured in one central die as a function of the source
activity at the time of the measurements (circle). Linear fit of Eq. 4 (solid line)
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Table 5 Percent increase in DCR due to focusing lens. DCRnl and DCRl are the expected DCR without
and with lens, for p = 25%. Values are averaged over the temperature range (11.7–13.5) °C of the
image acquisitions
Die# DCRl−DCRnlDCRnl (%)
0 5.2 ± 0.4
1 3.45 ± 0.01
2 2.9 ± 0.3
3 4.8 ± 0.3
4 2.65 ± 0.02
5 2.41 ± 0.05
6 2.52 ± 0.09
7 3.3 ± 0.2
8 3.34 ± 0.01
9 3.11 ± 0.06
10 2.48 ± 0.05
11 3.9 ± 0.4
12 6.8 ± 0.2
13 5.1 ± 0.2
14 4.63 ± 0.05
15 6.8 ± 0.7
The images of the capillary tube placed under and 1 and 3 mm of chicken breast are
shown in Fig. 16, after the cell-by-cell background subtraction and the median filter appli-
cation. The images are shown with the same false color scale for the true source count
rate (cps) for comparison.
Discussion
Advantages of PDPC
As already mentioned, the advantage of silicon photomultipliers with respect to the cur-
rently used CCD-based detectors is the single photon counting capability, with potential
quantitative capabilities. The additional benefit of the PDPCs over their analog counter-
part is the capability to activate a single cell at a time; this reduces the tile active area but
allows to monitor the signal and the noise in each cell. In particular, the signal-to-noise
Fig. 16 Sample images. Images of the capillary tube filled with 90Y placed under slices of chicken breast of
1 mm (left) and 3 mm (right) thickness, after background subtraction and median filtering. The color scale
represents the true source count rate in cps
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ratio can be increased by identifying and turning off the HDC cells in the tile, either at run
time during the conventional event-triggered acquisition or in the off-line calculations
in DCM mode, as done in this work. This is a capability that is missing so far in analog
SiPMs and which can be very useful for low-light-level applications like the detection of
Cherenkov radiation. In addition, the PDPCs provide directly the photon count values in
terms of number of triggered cells.
Choice of inhibition threshold p
As shown in Fig. 7, inhibition thresholds smaller than 10% still result in a high dark count
rate, while for values greater than 25% we considered the dark noise reduction (less than
30% going from p = 25% to p = 50%) insufficient to justify the significant loss in terms of
active area. Nonetheless, for p > 25% the differences between the dark count rate curves
with temperature become relevant, making the correction algorithm less reliable. The
DCR variations with temperature have been studied on a broader range of temperature
by Somlai-Schweiger et al. [27], and our results agree with theirs on the limited range of
our study (after units matching). The values shown in Fig. 7 for a cell agree also with the
ones shown for a pixel in the device manual [28] (Fig. 5.2 of version 0.21), after rescaling
our results for the number of cells in a pixel (64 × 50 cells).
Correction algorithm
The analysis of the variation of the HDC cells showed that the cells with the high-
est dark current can be repeatedly identified, since for useful percentages of inhibition
(10% ≤ p ≤ 25%), only a small fraction of cells were not re-selected in each dark data set
(Table 1). The difference in the distribution of the dark and source count rates was visible
even before any correction (Fig. 8), suggesting that the signal could be separated from the
background. However, a direct comparison of the two distributions is possible only with
a set of measurements with no source at the same exact temperature of the source mea-
surements. This task is difficult to perform and time consuming; therefore, temperature
modeling of the dark count rate is needed. For these reasons, we developed an algorithm
to select and remove a percentage of HDC cells and to subtract the contribution of dark
noise from the source data. We performed a consistency test using separate calibration
and test data sets of the dark count rates, thus showing that our baseline restoration works
properly (no true source count rate when applied to no source test data, Fig. 11). The
application of the HDC cells removal algorithm to the source maps allows us to separate
the two populations (Fig. 12). Although the tile active area is reduced by 25%, the esti-
mation of the source count rate is improved by reducing the dark count rate by an order
of magnitude (y scale in top and bottom plots of Fig. 12). Further improvements could be
achieved by lowering the temperature.
Approximation for DCR dependence on temperature
In the range of temperature of interest (10–13 °C), the dark count rate in the PDPC is
known to double approximately every 7.5 °C. In [29], it has been demonstrated that, for
a class of analog SiPMs, the dark count rate is described by DCR ∝ T1.5 · e−a/T , and we
expect a similar behavior for the PDPCs. However, on the small range of temperature of
our acquisitions, the linear approximation was assumed to be valid. The values of the fit
coefficients for the dark count rate as a function of temperature depend on the inhibition
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percentage p (Table 3) since disabling a greater portion of cells corresponds to cutting out
the tail of the distribution of count rate of Fig. 8, which is responsible for the increase of
the average count rate values. Negative values of count rates at T = 0 °C are returned by
the linear approximation chosen, which is not valid over a broad range of temperatures.
Effect of chicken breast
Our results with the tissue slices (Fig. 13) show that the signal is stronger for the source
alone, indicating that most of the Cherenkov radiation is produced in the source itself and
that the tissue mainly plays the role of an attenuator. However, even with almost 1 cm of
chicken breast, the count rate is still greater than zero. The comparison of Fig. 13 with the
consistency test in Fig. 11, right suggests that this is not due to an incorrect background
subtraction. Therefore, we think that the Cherenkov radiation produced in the source
might not be completely attenuated by the tissue, and that a part of it could be produced
in the chicken breast after high energy photon interactions. It is not trivial to model the
attenuation of visible light in an opaque medium like chicken breast to determine the
expected attenuation length [30], since Lambert-Beer law can not be applied to our setup,
and this is particularly true for Cherenkov radiation, whose production complicates the
model. Therefore, quantitative assessment regarding the production and attenuation of
Cherenkov radiation in our setup were not done at this stage.
However, we assume that the Cherenkov radiation is mainly produced inside the source
container by the different types of particles described, since Cherenkov radiation produc-
tion outside of the source volume results from a chain of processes (high-energy photons
that release photoelectrons or Compton electrons with energy above the Cherenkov
threshold) that makes the Cherenkov emission less likely (it should be noted that this
secondary radiation has been successfully used, for example for high time resolution
Cherenkov TOFPET systems [31], even if in different experimental conditions that
favor this chain of processes). As far as the attenuation, the source container atten-
uates the Cherenkov radiation (Plexiglas transmits approximately 90% of the visible
light), and the container/air interface causes an additional loss of light due to reflec-
tion and refraction. The addition of a layer of tissue with no optical coupling results in
two additional interfaces that refract and reflect the light produced in the source con-
tainer. A maximum penetration depth of 1.9 cm for visible light in chicken breast was
measured in [32]. From this measured value, we can expect roughly a 42% reduction
of the light intensity over 8 mm, which is in good agreement with our measured 40%
reduction.
Effect of other materials
The results of the test with the different shields (Fig. 14) suggest that the detected signal
is actually the Cherenkov radiation, and that the only effective shield is the black Tedlar
sheet. Switching the twomaterials showed no visible effect. The same considerations done
for the setup with the tissue apply to the case of the Plexiglas shield, but in this case, we
expect a higher production and transmission in the external material. Based on the results
of the model in [14], that compare the relative intensities of the different components of
the signal, we expect that also the signal produced in the source volume mostly comes
from the primary β+, and only a small part is due to secondary particles. A small fraction
of the measured count rate (both with the tissue and the shields) could be due to direct
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detection of high energy photons, this and the additional Cherenkov emission could be
reduced by choosing a pure β− emitters, like 90Y.
Count rate linearity with activity and imaging capabilities
Finally, the PDPC detector in DCMmode demonstrated a linear response of themeasured
count rate with the source activity. It also showed imaging capabilities with a spatial res-
olution (limited by cell size) that can not be achieved in the conventional event-triggered
mode (like with analog SiPMs), where the lower limit to the spatial resolution is the pixel
pitch. However, the main limitation to the spatial resolution still comes from the light
scattering and absorption in the tissue, like in CCD-based acquisitions, and can only be
overcome with a proper inverse model for the light transport.
Corrections for quantitative measurements
In evaluating which effects should be estimated and compensated for quantitative mea-
surements, we qualitatively observed that dead time is dominated by a fixed read-out
time. Nonetheless, an estimation of dead time variability should be made to determine
if compensation methods are needed. We also noted that the tile temperature increases
rapidly after being powered up and stabilizes after approximately 3 min, consistent with
the results of Somlai-Schweiger et al. [27]. This implies a variation in the signal to noise
ratio as a function of the time of cell firing during the acquisition in DCM mode. Any
confounding effect might be mitigated by grouping together the cells that are activated in
parallel (rather than dies) and employing a predetermined correction based on the time
from power-up. The extent of the errors introduced by this effect are not yet known,
although we believe they would not impact any of the results presented here. Another
potential source of error that we did not evaluate is the use of one DCM to select the HDC
cells in the other maps, as this neglects the effect of temperature differences between the
maps. Finally, the variation of the effect of the inhibition level between dies was not pre-
sented here, but is available in the additional material. The comparison of the dark count
rate measured without and with the lens (Table 5) suggests that also the light tightness of
the chamber should be thoroughly tested to provide reliable quantitative measurements
of photon count values.
A limitation of the DCM acquisition mode is the fact that the cells are read sequentially,
increasing the acquisition time and reducing the available active area. In fact, during the
DCM measurement, Cherenkov photons are lost when they reach a sensor cell outside
the single cell activation time. However, the total acquisition time chosen in this study was
the same as typical CCD-based previous studies (on the order of fewminutes). The signal-
to-noise ratio obtained in the same time is probably different due to the different working
principle of the CCD (an integrating device) with respect to the SiPM (a single photon
counting device), but the spatial resolution achievable when reading one cell at a time
is comparable to that of CCD-based optical systems (considering the pixel binning that
is usually applied, see for example [6, 11, 13]), and the single photon counting capability
suggests better potential quantitative capabilities. A system able to read all the cells of a
single photon counting device at the same time would be optimal.
Due to the complexity of this setup, it is very useful to understand the different contri-
butions to the global signal. On the other hand, since the Cherenkov radiation is produced
almost entirely in the source volume, it is difficult to perform quantitative intensity
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measurements as a function of the volume of Cherenkov radiator. To this aim, a simpler
setup with a more homogeneous material could be employed, for example diluting the
radioactive source in a volume of water and varying the volume and/or the concentra-
tion of radioisotope. A pure β− emitter would reduce the number of possible processes
resulting in Cherenkov emission, thus simplifying the modeling.
In an application like preclinical imaging, the small animal would be both the source and
the attenuator. The number of detected photons, together with their spatial distribution
on the PDPC tile and the detector photon detection efficiency should be able to provide
the number of photons impinging on the photodetector. From there, the optical transport
of the Cherenkov radiation should be modeled to obtain the number of Cherenkov pho-
tons produced. As a final consideration, we think that the results of this study could be
extended to other low-light levels applications, suggesting that the PDPC could be used
also to detect faint bioluminescence signals or other low intensity sources. To this aim, a
dedicated study with a calibrated low-intensity source would be useful.
Conclusions
We showed that a PDPC detector, at a temperature of (10–13) °C and reading one cell at
a time in DCMmode, is able to detect and to measure the Cherenkov radiation produced
in the decay of a β emitter. The signal can be more readily separated from the background
by switching off a certain fraction of cells with the highest dark current and taking the
temperature of the measurement into account to subtract the expected dark count rate
from the measured count rate. The results of this operation could be improved perform-
ing the acquisition at lower temperatures. The number of counted photonsmonotonically
decreases with the thickness of the attenuator placed between the source and the detector
and follows linearly the source activity, suggesting that the PDPCs have potential quanti-
tative capabilities. Measurements with different shields (black paper for visible radiation
and Plexiglas for β particles) showed that most of the detected signal is due to the
Cherenkov radiation. Finally, the PDPC detector in DCM mode showed imaging capa-
bilities that make this kind of photosensor a potential alternative to CCD devices. The
sequential reading of the cells and the temperature control are key issues that would need
to be addressed. The results of this study could be easily extended to other low-light levels
applications such as bioluminescence.
A next step could be to assess if the developed algorithm for the data collection and
processing can be quantitative without any cross-calibration. This could be done by deter-
mining the most appropriate percentage of cells to inhibit to increase the signal-to-noise
ratio and by trying to estimate the loss of photons due to factors like the sensor dead time
and the percentage of inhibition chosen, and by implementing dedicated corrections for
each factor. Future work could also focus on the fine spatial sampling of the distribution
of the light impinging on the detector when operated in DCMmode.
Additional files
Additional file 1: Comparison of the count rate with and without source. Distribution of the count rate
measured by the cells of each die at the same temperature for an acquisition with no source (dotted line,
T = 12.3 ± 0.2 °C) and for an acquisition with the source (solid line, T = 12.2 ± 0.4 °C). All the cells were considered
(no HDC cells inhibition). The plot was truncated to show details al lower count rates. Labels and legend follow Fig. 8,
and plot positions refer to die positions in the die (Fig. 2-center). (PNG 54 kb)
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Additional file 2: Comparison of measurements at same temperature. Distribution of the differences in the
count rates measured in two independent acquisitions performed at the same temperature (12.5± 0.4 °C), for all dies.
Labels and legend follow Fig. 9, and plot positions refer to die positions in the die (Fig. 2-center). (PNG 44 kb)
Additional file 3: Comparison of the count rate with different activation time. Labels and legend follow Fig. 10,
and plot positions refer to die positions in the die (Fig. 2-center). (PNG 49 kb)
Additional file 4: Test of correction algorithm, left. Application of the correction algorithm to the test set without
the source, for all dies. Error bars are taken from Table 2. Labels and legend follow Fig. 11-left, and plot positions refer
to die positions in the die (Fig. 2-center). (PNG 54 kb)
Additional file 5: Test of correction algorithm, right. Application of the correction algorithm to the test set
without the source, for all dies. Error bars are taken from Table 2. Labels and legend follow Fig. 11-right, and plot
positions refer to die positions in the die (Fig. 2-center). (PNG 31 kb)
Additional file 6: Effect of the HDC cells removal algorithm, p = 0%. Labels and legend follow Fig. 12, and plot
positions refer to die positions in the die (Fig. 2-center). (PNG 50 kb)
Additional file 7: Effect of the HDC cells removal algorithm, p = 10%. Labels and legend follow Fig. 12, and plot
positions refer to die positions in the die (Fig. 2-center). (PNG 53 kb)
Additional file 8: Effect of the HDC cells removal algorithm, p = 25%. Labels and legend follow Fig. 12, and plot
positions refer to die positions in the die (Fig. 2-center). (PNG 60 kb)
Additional file 9: Effect of attenuator, p = 10%. Effect of the attenuation of the chicken breast placed between
source and detector, with the setup shown in Fig. 3 in all dies. Labels and legend follow Fig. 13, and plot positions
refer to die positions in the die (Fig. 2-center). (PNG 41 kb)
Additional file 10: Effect of attenuator, p = 25%. Effect of the attenuation of the chicken breast placed between
source and detector, with the setup shown in Fig. 3 in all dies. Labels and legend follow Fig. 13, and plot positions
refer to die positions in the die (Fig. 2-center). (PNG 40 kb)
Additional file 11: Effect of materials. Labels and legend follow Fig.14, and plot positions refer to die positions in
the die (Fig.2-center). (PNG 31 kb)
Additional file 12: Linearity of count rate with activity. TSCR measured in one central die as a function of the
source activity at the time of the measurements (circle). Linear fit of Eq. 4 (solid line). Labels and legend follow Fig. 15,
and plot positions refer to die positions in the die (Fig. 2-center). (PNG 42 kb)
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