It is of crucial importance to be able to identify the location of atmospheric pollution sources in our planet. Global models of atmospheric transport in combination with diverse Earth observing systems are a natural choice to achieve this goal. It is shown that the ability to successfully reconstruct the location and magnitude of an instantaneous source in global chemical transport models (CTMs) decreases rapidly as a function of the time interval between the pollution release and the observation time. A simple way to quantitatively characterize this phenomenon is proposed based on the effective -undesired-numerical diffusion present in current Eulerian CTMs and verified using idealized numerical experiments. The approach presented consists of using the adjoint-based optimization method in a state-of-the-art CTM, GEOS-Chem, to reconstruct the location and magnitude of a realistic pollution plume for multiple time scales. The findings obtained from these numerical experiments suggest a time scale of 2 days after which the accuracy of the adjoint-based optimization methodology is compromised considerably in current global CTMs. In conjunction with the mean atmospheric velocity, the aforementioned time scale leads to an estimate of a length scale of about 1700km, downwind from the source, beyond which measurements, in conjunction with current global CTMs, may not be successfully utilized to reconstruct continuous-in-time sources. The approach presented here can be utilized to characterize the capabilities and limitations of adjoint-based optimization inversions in other regional and global Eulerian CTMs.
Introduction
Understanding and quantifying the fate of anthropogenic and natural emissions of chemically active gases in the atmosphere is an important endeavour in our changing climate. In particular, many efforts have been directed to the quantification of large-scale spatial and temporal variations of sources and sinks of gases such as carbon dioxide, methane and nitrous oxide, due to their direct role in changing the radiative properties of the atmosphere, see Kasibhatla et al. (2000) ; Enting (2002) ; Ciais et al. (2010) and the multiple references therein. Having reliable estimates of these sources and sinks is of crucial relevance in the evaluation of global policies such as the Kyoto protocol, designed to curb emissions of green-house gases.
Global chemical transport models (CTMs) have been designed to simulate the dynamics of the concentration fields of chemicals under the influence of atmospheric transport and chemical reactions. In conjunction with Earth observing systems such as satellite retrievals and monitoring stations, CTMs provide a natural modeling framework to estimate the strength and location of such chemical sources in a top-down fashion. In this context, CTMs are expected to have the capability of identifying pollution sources within the time scales of relevance to global atmospheric chemical transport events: weeks, for intercontinental transport of pollutants, and months to a year, for inter-hemispheric transport. It is shown in this study that modeling frameworks that use the adjoint-based optimization method to identify the strength and location of pollution sources, as implemented in current CTMs, may not achieve their goal in relevant time scales.
Our ability to reconstruct a pollution source using global CTMs depends mainly on three factors: (i) the quality of our measurement systems, (ii) the appropriateness of our mathematical model and our inversion approach, and (iii) our ability to numerically approximate the mathematical model and the inversion approach using computers (Enting 2002) . In this study, it is assumed that a perfect observation system is in place (no noise) at every location in the atmosphere, thus ignoring errors coming from (i), and it is also assumed that the mathematical model (equations (1)) approximates well the dynamics of the atmosphere, thus ignoring the issue of the appropriateness of the mathematical model in (ii). Specifically, the efficacy of the adjoint-based optimization methodology is studied in a practical and realistic computational framework (iii).
Eulerian global CTMs simulate the chemical composition of the atmosphere by numerically solving a set of coupled partial differential equations of the form,
where C i is the concentration of chemical species i, u is the wind velocity field (obtained from a global atmospheric circulation model), R i is the effective chemical production rate (typically a function of the mass fractions of other chemicals), and s i describes local emissions and nonchemical sinks.
A source attribution problem in a global CTM can be stated as follows, given a set of observations of the state of the atmosphere (typically concentration fields) and atmospheric wind fields for a time period T = t f − t 0 > 0, find the best emission and deposition rates, s i (x, t), for the time period T , such that when they are utilized as parameters in the CTM, the simulated chemical concentrations C i (t) are consistent with observations. Finding the solution (the best emission and depostion rates) to this inverse problem is achieved by minimizing the misfit between observations and model results, frequently using gradientbased iterative optimization methods. The adjoint-based optimization method studied here, is a widely accepted methodology to calculate the gradients needed to identify the direction of steepest descent in the minimization of a cost function that typically quantifies the misfit between model simulations and measurements. This methodology has been widely utilized in the reconstruction of emission sources using global CTMs, see for example (Henze et al. 2007; Zhang et al. 2009; Henze et al. 2009; Kopacz et al. 2009 Kopacz et al. , 2010 Zhang et al. 2011; Wecht et al. 2011 ).
In practical terms, the calculation of the gradient at each iteration using the adjoint is achieved by integrating the CTM forward-in-time and back-in-time with reversed winds (Talagrand and Courtier 1987) . Thus, the efficacy of the adjoint-based optimization methodology depends directly on the properties of the numerical schemes utilized in the CTM, along with the properties of atmospheric flow. In particular, the presence of numerical errors in Eulerian advection schemes utilized to integrate equations (1) cause the true solution of equations (1) and the (computational) numerical approximation to the solution, to diverge as the integration time t increases (LeVeque 2002). This numerical divergence also takes place between the true adjoint and the numerical calculation of the adjoint, and thus, in the approximation of the gradient to be utilized in the minimization process. As a consequence, it is expected that the efficacy of the numerical solution of source attribution problems, using the adjoint-based optimization method, will lead to unreliable source reconstructions for large enough simulation times.
It is shown in this work that unreliable source reconstructions may happen in global Eulerian CTM simulation times of about 2 days, a considerably short time scale in the context of global atmospheric dynamics (compare it to a week, a typical time scale for inter-continental transport of pollution plumes). An idealized accident-type source reconstruction problem is utilized to investigate this and in general the capabilities and limitations of the adjoint-based optimization methodology. The aforementioned time scale in combination with the mean atmospheric velocity leads to a length scale of about 1700km (or about 3 grid boxes downwind), downwind from the source, beyond which measurements may not be successfully utilized to solve source attribution problems in current global CTMs. A simple way to estimate this crucial time scale is proposed here for any regional or global Eulerian CTM, based on the "effective" numerical diffusion present in the model, which happens to be much greater than the numerical diffusion determined by the order of the advection scheme, due to the chaotic properties of atmospheric flow. This paper is organized as follows, the idealized source attribution problem is introduced in section 2, the adjointbased optimization method, as well as the technical details of its numerical implementation are presented in section 3. The numerical results of our computational experiments along with their implications in real-world applications, including data assimilation methodologies, are discussed in section 4.
A source attribution problem
An idealized accident-type release source attribution problem for an inert gas is studied here in order to evaluate the efficacy of the adjoint-based methodology to reconstruct local-in-time and space perturbations. Thus, from here on R i = 0 in equations (1). An observation system capable of providing exact (synthetic) observations of the atmosphere everywhere at time t f (obtained directly from a forward simulations using the CTM) is assumed. The problem consists of finding the best field of instantaneous emissions at time t = t 0 , s i (x, t 0 ), such that the misfit between observations and the simulation results, at time t f , is minimized. The problem is simplified by placing the instantaneous release at a vertical height of approximately 4 km above the ground at time t = 0. This choice minimizes the effects of planetary boundary layer mixing processes, as represented (by sub-grid parametrizations) in global CTM (Lin et al. 2008) . By having the same number of observations, p (all grid boxes in the domain at t = t f ), as the number of discrete instantaneous sources to be de-termined, N (all grid boxes in the domain at t = 0), the usual ill-posed nature of the inversion problem caused by the under-determination of parameters when p N in real-life Earth observations systems, is removed (Bocquet 2005b,a) . This fact, in combination with the numerical stability provided by the use of the numerical approximation of the continuous adjoint (see section 3) as a means to calculate the gradients in the minimization process, makes it possible for the idealized experiments under examination to be solved without the need of prior information about the plume or a regularization technique (Bocquet 2005b,a) .
The aforementioned problem is solved numerically, using a three dimensional state-of-the-art CTM, GEOS-Chem (Bey et al. 2001) . GEOS-Chem is a state-of-the-art CTM, driven by GEOS-5 analyzed meteorological data from the NASA Global Modeling and Assimilation Office (GMAO). The GEOS-Chem adjoint-based optimization was developed by (Henze et al. 2007) . In order to produce synthetic observations, an inert tracer plume is propagated for different simulation times in GEOS-Chem, with 4
• x 5
• and 2 • x 2.5
• horizontal resolutions, using the high-order advection scheme native of GEOS-Chem (Lin and Rood 1996) . The true initial plume concentration was set to be twice that of the constant global background in all other grid cells, with a horizontal extent of approximately 1330 km × 1680 km (3 x 3 grid cells), and a vertical extent of one vertical pressure level at 4km (20th pressure level) above the ground. The horizontal location of the initial plume is shown in Figures  1 and 2 (Top left plot). Through successive iterations, the adjoint-based optimization methodology generates an "optimized" initial condition estimate. The maximum number of iterations was set to 99 to keep our experiments within the practical limit set by our computational resources. We performed six numerical experiments for each of the two spatial resolutions, assimilating data after 3, 12, 24, 48, 96, and 168 hours.
Since any continuous emission field in time can be thought of as a sum of instantaneous releases, the structural results of our numerical investigation are valid in constant emission flux reconstructions and more generally, in data assimilation frameworks that use Eulerian CTMs and the adjoint-based optimization method to estimate source locations and/or magnitudes.
The idealized numerical problem studied here is called an "identical twin" experiment in the inverse modeling community (Kaipio and Somersalo 2004) , since synthetic observations are produced using the same forward model utilized in the inversion approach. It is well known that assessing the performance of inverse modeling strategies using an identical twin experiment leads to optimistic results and constitutes what the inverse modeling community calls an "inverse crime" (Kaipio and Somersalo 2004) . Indeed, in identical twin experiments, the exact solution of the minimization problem lives in the parameter space (the space of initial conditions in our specific problem) of the modeling framework, and thus, with an appropriate methodology one should be able to recover the optimal solution. From this perspective, the idealized numerical experiments studied here assess only the algorithmical capabilities and limitations of the adjoint-based inversion methodology, as implemented in CTMs, and can be interpreted as optimistic since the further complications of real-life source reconstructions are ignored.
The adjoint-based optimization method
Inverse modeling and data assimilation approaches involve finding an optimal set of model parameters that best match observations (Enting (2002) ; Bennet (2002) ; Wunsch (2006) ). In order to find this optimal set of parameters (in our source attribution problem we find the best initial condition), one minimizes the distance or misfit between the model results and observations. This minimization can be performed using a gradient based approach. As shown in (Talagrand and Courtier 1987) the "adjoint equations" of the model can be used to compute explicitly the functional derivative (or the gradient) of the distance function, between observations and model results, with respect to the initial conditions. The computation of one gradient requires one forward-in-time integration of the full model equations over the time interval on which the observations are available, followed by one backward-in-time integration of the adjoint equations. Subsequent gradients required for a steepest descent algorithm in a minimization routine are computed in a similar fashion.
When R i = 0 in equations (1), the forward model becomes a linear transport problem with sources and sinks. The adjoint operator of the transport operator is again a linear transport operator with reversed winds and reversed time integration (Bocquet 2005a; Hourdin et al. 2006) . A subtle point arises when implementing the adjoint-based optimization method numerically, since one faces the dilemma of whether using the adjoint of the discrete approximation to the transport operator or the discretization of the continuous adjoint (Vukicevic et al. 2001; Bocquet 2005b,a; Hourdin et al. 2006; Liu and Sandu 2008) . This issue has been previously studied not only in the context of atmospheric chemistry modeling (Gou and Sandu 2011) , but in the context of oceanography and weather modeling (Sirkes and Tziperman 1997) . While the adjoint of the discrete approximation of the transport may produce better pointwise results in sensitivity analyses, it can be very unstable numerically and potentially lead to non-physical sensitivity results, specially when using stabilized high-order advec- tion schemes that are not time symmetric (Hourdin et al. 2006) . The superior numerical stability and global convergence properties of the numerical approximation to the continuous adjoint make it a preferred choice in practical implementations of atmospheric transport. As a consequence, the adjoint operator is calculated using the same transport routine as in the forward simulations (Vukicevic et al. 2001; Hourdin et al. 2006; Henze et al. 2007; Gou and Sandu 2011) and thus, the efficacy of this inversion approach inherits the capabilities and limitations of the transport routine.
a. Numerical diffusion versus atmospheric eddy diffusion
Numerical errors in transport routines of Eulerian global CTMs have been shown to be significant, compromising the quality of simulation results, at spatial resolutions larger than 1
• × 1
• even with high-order advection schemes (Wild and Prather, 2006) . Moreover, the decay and spatial broadening observed in Eulerian global CTM simulations of realistic pollution plumes signal the presence of excessive numerical diffusion. This undesired numerical diffusion is shown to be much higher than expected by the order of the advection scheme, and shown to be nearly governed by the theoretical upper limit, set by the value of the local finite-time Lyapunov exponent, almost independently of the grid-box size, in Rastigeyev et al. (2010) for cur- Some amount of diffusion is to be expected in any atmospheric transport simulation. Indeed, turbulent mixing, consequence of the multi-scale chaotic velocity field in the atmosphere, can be thought of and is often parametrized as an eddy diffusion term in meso-scale Eulerian atmospheric simulations and represented by stochastic perturbations on the velocity field in Lagrangian global CTMs (Gifford 1982; Sillman et al. 1990; Mauzerall et al. 1998; Pisso et al. 2009 ). Studies combining Lagrangian trajectories and aircraft measurements of actual passive tracer plumes have placed the values of this eddy diffusivity around 10 4 m 2 s −1 in the horizontal, and 0.3 − 1 m 2 s −1 in the vertical (Pisso et al. 2009 ). In Eulerian global CTMs, however, the values of the "effective" horizontal numerical diffusion are estimated to be approximately 10 5 m 2 s −1 (Pisso et al., 2009) , an order of magnitude larger than those estimated by aircraft studies. Specifically, this horizontal numerical diffusion in GEOS-Chem can be estimated 1 to be about 3.6 × 10 6 m 2 s −1 , using equation (13) in (Rastigeyev et al., 2010) for realistic plumes in the mid-latitudes of sizes of ∼ 1000 km. This value is in fact two orders of magnitude larger than those reported in aircraft studies which is why horizontal eddy diffusion terms are not considered, as subgrid parametrizations, in Eulerian global CTMs. Studying the effect of this excessive numerical diffusion on source attribution problems is the main motivation of this study.
The effective (numerical) equations governing the dynamics of a pollution plume in global Eulerian CTMs can be incorporated in the mathematical model (1) as:
where the "effective" numerical diffusivity matrix D h is, in fact, a function of the grid size, ∆x, the time step, ∆t, the characteristics of the flow field given by u(x, t), and the spatial extent of the pollution plume with respect to the grid size (LeVeque 2002; Majda and P. 1999; Rastigeyev et al. 2010 ).
Numerical Results
A gradual process to investigate the impact of the effective numerical diffusion in the solution of the aforementioned idealized source attribution problems was designed. First, one iteration of the adjoint-based optimization was performed in order to identify the geographic area of influence, i.e. where information came from, as calculated by the numerical advection scheme in our numerical experiments for multiple time-scales. Since no prior knowledge of the pollution plume was assumed, the first meaningful iteration of the adjoint-based optimization consists of utilising the resulting concentration field of the forwardly advected idealized plume as an initial condition, and integrate it back-in-time using the advection scheme, with reversed winds, for exactly the same time period t f − t 0 = t f . In the absence of numerical errors, and due to the linearity of the transport operator in equations (1), this procedure should reconstruct the location and magnitude of the original plume at time t = 0.
a. Geographic region of influence and loss of information
The obtained results from this single iteration of the adjoint-based optimization, displayed in Figures 1 and 2 for spatial resolutions 4
• × 5
• and 2 • × 2.5
• respectively, show the numerical reconstruction of the geographic region 1 For this estimate we assumed that the decay rate for a spatial resolution of 4 • × 5 • is governed by the Lyapunov exponent λ, thus α ≈ 9 −5 sec −1 , the plume width W ∼ 10 6 m, and the characteristic length scale where the concentration of the plume decays to zero r b ≈ ∆x = 4 × 10 5 m.
of influence, A h (t 0 ), also called the numerical sensitivity region, at ∼ 4 km altitude (at time t = 0). Note that for a simulation time t f = 3h, the numerical region of influence coincides with the original region of the plume in both spatial resolutions. As the simulation time t f (time between release and observations) increases, the numerical sensitivity region broadens more and more (the boundary of this geographic region was drawn where the reconstructed source was 100 times smaller than the original excess concentration). The broadening -a direct consequence of the numerical diffusion-is slightly anisotropic reflecting the underlying structure of the atmospheric winds characterized by the jet stream in mid-latitudes. Using estimates of the local finite-time Lyapunov exponent for mid-latitudes in GEOS-Chem from Rastigeyev et al. (2010) , for 4
• and 2
• × 2.5
• spatial resolutions, we can infer approximate values of D h ∼ 3.5 × 10 6 m 2 s −1 and D h ∼ 1.4 × 10 6 m 2 s −1 for the numerical horizontal diffusion for each resolution respectively, in the chosen geographic location of the idealized plume.
Assuming horizontal isotropic diffusion only, an estimate of the "diffusive deformation" of the numerical region of influence can be calculated by adding the length scale √ D h t to each the boundary lengths of the plume at time t. We can thus expect that the area of the numerical region of influence will have increased its size nearly four-fold in 4
• ×5
• simulations and three-fold in 2 • ×2.5
• , after a day of forward simulation (and a day of back integration), since the tracer concentration will have spread ∼ 1000 km on each of the four boundaries of the plume. As shown in the Sensitivity Area (1 day) panel of Figures 1 and 2, this estimate captures well the behaviour of the numerical results. For two-days and four-days forward simulation times, this estimate suggests a 4.5-fold and 6-fold (for 4
• simulations) and 4-fold and 5.4-fold (for 2
• simulations) broadening of the numerically reconstructed plume, respectively. In fact, the introduced deformation estimates of the area of the numerical region of influence appear to be a lower limit of the actual one shown in our numerical experiments in the panels of Figure 1 . The disagreement, however, is not significant. Moreover, it is shown in the next section that this estimates of the -undesired-numerical spatial deformation of the original plume can be used to estimate the loss of information of the full adjoint-based optimization.
While this estimate of the deformation of the numerical sensitivity region, using only (spatially and time averaged) horizontal isotropic broadening, may appear incomplete (local finite-time Lyapunov exponent values, from which we estimated the spatially and time averaged diffusivity constant in the diagonal of D h , change as a function of time and region of space), it seems appropriate when cal- culating the effective horizontal broadening of the horizontal component of the boundaries of the plume (and thus the deformed area of the plume) and it is consistent with the findings shown in Figure 3 of (Rastigeyev et al. 2010) , where 2D plume decay estimates (and thus plume broadening estimates) approximate well the plume decay even in 3D simulations in GEOS-Chem.
Note that when the reconstructed numerical area of influence differs significantly from the original area of influence, as is the case for t > 2 days (Figures 1 and 2) , the gradient information provided by the adjoint operator is of poor quality and as a consequence, the adjoint-based optimization fails to produce substantial improvements in subsequent iterations (Figures 11 and 10 ). This statement is investigated quantitatively in the following section.
b. Full adjoint-based optimization results
In order to quantify the effects of the aforementioned numerical diffusion on the full adjoint-based optimization, the adjoint framework in GEOS-Chem was used to produce an optimal reconstruction of the plume's location and magnitude through successive iterations. The best reconstructed plumes produced by the optimization algorithm (Zhu et al. 1994) after 99 iterations are shown, for both spatial resolutions, in Figures 3 and 4 for the 20th pressure level, and in Figures 5 and 6 for a normalized zonallyintegrated side-view. The total number of iterations was considered appropriate based on the limits of computational resources in practical situations. For a time simulation of t f = 3 hr, the adjoint-based optimization produced excellent reconstructions for both spatial resolutions. Note however, that as the total simulation time increased in our simulations, the quality of the reconstructions decreased rapidly. This is shown in the multiple panels in Figures 3,  4 , 5, and 6.
Quantitatively speaking, since the adjoint-based optimization method is formulated in the inner-product space of square integrable functions, it is natural to use the induced L 2 -norm to evaluate the performance of the method. In Figure 7 we show the relative L 2 -error between the true initial plume and the reconstructed plume as a function of simulation time for both spatial resolutions. For short simulation times, the reconstructions are excellent. As the simulation time increases, the relative error increases very rapidly. In fact, according to this metric, relative errors above 70% are incurred in both resolutions in 2-day simulations.
c. Estimation of the loss of information
A simple calculation to estimate of the relative error observed in the adjoint-based source reconstructions is proposed here based on the horizontal deformation of the numerical region of influence, due to undesired numerical diffusive processes, as a function of time. Estimates of the numerical broadening of the area of influence, for GEOSChem, were discussed in section a. In the approach proposed here, it is assumed that the loss of information (specifically our inability to reconstruct the initial condition accurately) increases as the numerically reconstructed area of influence, A h (t 0 ), spreads when compared to the original area of the plume A(t 0 ). Thus, if the numerical area of influence has broadened two-fold (A h (t 0 ) = 2A(t 0 )), it is assumed that one can only recover 50% of the original information (of the location and magnitude of the initial condition) through successive iterations, leading to a 50% relative error in the adjoint-based reconstruction, calculated as relative error(%) = 100
If the numerical area of influence has tripled (A h (t 0 ) = 3A(t 0 )), then one can only recover 33% of the information, leading to a 66% relative error, and so on. This estimate is plotted in Figure 7 . The loss of information estimates for both 4
• and 2 • ×2.5
• spatial resolutions are very similar and thus only one representative curve was plotted. Figure 7 illustrates that this simple calculation captures well the salient features of the experimental results obtained in the numerical adjoint-based reconstructions. Note that for simulations of less than 2-days, the adjoint-based iterative process produces better results than the proposed estimate. For longer simulation times the estimate seems appropriate if not slightly optimistic. The quality of the gradient information provided by the adjoint operator is more accurate, as discussed before, for shorter simulations. As a consequence, the BFGS gradientbased minimization routine utilized in GEOS-Chem (Zhu et al. 1994) , is capable of producing excellent results by decreasing the normalized value of the cost function by 15 orders of magnitude for the 4
• , 3 hr simulations, and nearly by 14 orders of magnitude for the 2
• , 3 hr simulations. This is shown in Figures 10 and 11 . As the simulation time increases though, the gradient information loses quality rapidly and leads to significantly poorer performances in the minimization processes. Indeed, for 7-day simulations, the minimization only achieves an 8-order of magnitude reduction of the normalized cost function, leading to very poor reconstructed plumes.
The center of mass and total mass relative errors were calculated, between the reconstructed plume and the true plume, for each spatial resolution and simulation period, in order to provide a more complete characterization of the numerical errors. The results are shown in Figures 8 and 9. For these calculations, an error in the center of mass equal to the maximal radius of the plume (1680 km) was considered a 100% relative error. Errors above 100% are observed in simulations longer that 2 days. The total mass relative error does not reach very high values, for 7-day simulations these are of the order of 20 − 30%, as shown in • × 5
• spatial resolutions. The estimate on the loss of information is obtained assuming that information is lost proportionally to the excess area of the numerical area of influence when compared to the true area of influence. Figure 9 , due to the conservative properties of the advection scheme. In simulations longer than 2 days, the total plume mass was consistently over-estimated. In all of the numerical experiments unphysical negative concentrations in the reconstructed plume were not observed. Figures 3,  4 , 5, and 6 show that the reconstructed plume is deformed both in horizontal and the vertical components. This is due to vertical atmospheric convective processes represented as sub-grid parametrization in GEOS-Chem.
d. Relevance in continuous-in-time source reconstructions
In the context of reconstruction of continuous-in-time sources or top-down flux source attribution problems, one way to interpret the implications of the local-in-time findings presented here, is to calculate the product of the time scale, associated with a given relative error upper limit, and the mean flow velocity, to find the distance between the continuous sources and observation sites, beyond which measurements may not successfully be used for the reconstruction of the magnitude and location of the source in Eulerian CTMs. This reconstruction will be compromised since the signal to noise ratio will be smaller and smaller in subsequently further observation sites. In the experiments presented here, assuming a mean atmospheric flow of 10 m s −1 , and a 2 day time scale, the resulting length scale for which measurements may not be successfully used to recon- struct a source is about 1700 km, equivalent to 3 grid boxes in a 4
• simulation. This means that if a continuous source is to be successfully reconstructed using the adjointbased optimization method in current global CTMs, then a continuous observation system, closer than 3 grid cells (in a 4
• simulation), should be in place down wind from the source. Moreover, the aforementioned length scale naturally suggests a spatial density over the globe below which sources may not be accurately reconstructed in global Eulerian CTMs in practical spatial resolutions. Depending on the tracer, this spatial density of observation sites may or may not be realistic with current Earth observing systems.
Conclusions
It is shown that the ability to reconstruct the location and magnitude of an accident-type, instantaneous inert pollution plume, using the adjoint-based optimization method in a global Eulerian CTM, decreases rapidly as the the time between release and observations increases. The obtained numerical results suggest a time scale of 2 days after which significant numerical errors (> 70%) compromise the ability of the adjoint-based optimization method to track information accurately back to the pollution source. This time scale is shorter than the time scales of inter-continental transport for example, for which it would be desirable to have a reliable methodology to reconstruct sources.
It is shown that the quality of the gradient utilized to minimize the misfit between observations and simulation results, used by the adjoint-based optimization method, decays fast as a function of simulation time. As a consequence of this fact, a simple way to quantitatively characterize the loss of information in the adjoint-based optimization is proposed based on the -undesired-deformation of the numerical area of influence caused by the effective diffusion in the CTM (which is much larger than expected by the order of the advection scheme due to the chaotic nature of atmospheric flow). This characterization of the loss of information is shown to successfully describe the behavior of the numerical relative error observed between the true solution and the numerical reconstructions, as a function of simulation time.
The approach presented in this study exhibits a structural (algorithmical) limitation also present in data assimilation systems utilizing the adjoint to obtain the gradient for successive optimization iterations in source attributions problems. Since identical twin experiments were utilized to evaluate the performance of the adjoint-based optimization methodology, and measurement errors and model errors were ignored, one should expect the results obtained here to be optimistic in the context of real-life source attribution problems.
The use of regularization techniques as well as a dense observation network near the source(s) to be reconstructed may help counter balance this structural numerical limitation of the adjoint method, as it is currently implemented in global CTMs. Inversion approaches not relying on gradient information should be more intensely studied in this 
