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Ultra-cold atom-ion mixtures are gaining increasing interest due to their potential applications in quantum
chemistry, quantum computing and many-body physics. Here, we studied the dynamics of a single ground-
state cooled ion during few, to many, Langevin (spiraling) collisions with ultra-cold atoms. We measured the
ion’s energy distribution and observed a clear deviation from Maxwell-Boltzmann to a Tsallis characterized by
a power-law tail of high energies. Unlike previous experiments, the energy scale of atom-ion interactions is
not determined by either the atomic cloud temperature or the ion’s trap residual excess-micromotion energy.
Instead, it is determined by the force the atom exerts on the ion during a collision which is then amplified by
the trap dynamics. This effect is intrinsic to ion Paul traps and sets the lower bound of atom-ion steady-state
interaction energy in these systems. Despite the fact that our system is eventually driven out of the ultra-cold
regime, we are capable of studying quantum effects by limiting the interaction to the first collision.
Since its first inception [1–3], observing quantum mechani-
cal phenomena was the holy grail of hybrid atom-ion research
[4–10]. The polarization potential between atoms and ions
scales as r−4 and extends to 100’s of nm. This long length-
scale interaction can form macroscopic objects [11] while ex-
hibiting quantum features such as Feshbach [12, 13] and shape
resonances [14] at sufficiently low temperatures. Ultra-cold
atom-ion systems are appealing new platforms for performing
quantum computation [15, 16] and many-body physics [17].
However, all experiments so far relied on sympathetic cooling
of the ion by the atomic cloud and were limited to above mK
energy scale.
The interplay between the ion’s radio-frequency (rf) trap
oscillating electric fields and sympathetic cooling has been
known for a long time [18]. In particular, it was theoret-
ically shown that sympathetic cooling of the ion results in
a non-thermal energy distribution with a power-law tail, the
magnitude of which depends on the atom-ion mass ratio and
trap parameters [19–21]. This phenomenon is closely related,
among other examples, to anomalous diffusion in optical lat-
tices [22] and is well described by non-Maxwellian statistics
which was introduced by Tsallis [23]. If the ion is sufficiently
lighter than the cooling atoms its mean energy diverges and
collisions eventually result in ion loss from trap.
In stable mixtures the mean steady-state energy of the ion is
proportional, albeit with potentially a large amplification fac-
tor, to the energy of a single collision at the trap center which
is determined by, e.g., residual excess-micromotion (EMM)
[20] or the atoms’ temperature [21]. It is therefore interesting
to ask what would determine the steady state temperature and
ion dynamics when the ion is initialized in the ground state
of the trap and both ion’s EMM and atoms’ temperature are
negligible? Recently, the energy involved in a single collision
was calculated to be determined by the atom-ion attraction
during collision which pulls the ion away from the trap min-
imum into finite rf regions of the trap [24]. Furthermore, the
quantum dynamics of ultra-cold atom-ion collisions was cal-
culated and has shown significant heating that depends on the
trap parameters used [25].
In this experiment, we studied the dynamics of an ion, ini-
tialized in the ground-state of all trap modes, during collisions
with ultra-cold atoms and negligible EMM, thus investigating
the fundamental limits to the temperature of atom-ion mix-
tures in Paul traps. The species we used are 87Rb atoms and
88Sr+ ion which have almost equal masses. This choice of
masses amplifies the deviation from Maxwell-Boltzmann to
a power-law energy distribution which was not observed in
experiments before. Our results show a clear deviation from
Maxwell-Boltzmann to Tsallis energy distribution with a pro-
nounced power-law tail. Moreover, the heating mechanism in
our system is indeed seeded by the pulling of the ion from the
trap center and is in good agreement with molecular dynamics
simulations.
During a collision the atom is polarized by the electric
field of the ion, leading to an attractive potential V (r) =
−C4/2r4. Here, r is the atom-ion separation and C4, which
is proportional to the polarizability of the atom, characterizes
the interaction strength. Classically, atom-ion collisions are
divided into glancing and Langevin (spiraling) collisions by
the impact parameter bc=(2C4/Ecol)
1/4, where Ecol is the
collision energy. Glancing collisions, which have a larger im-
pact parameter than bc, are purely elastic and involve only
very small momentum transfer. In contrast, Langevin col-
lisions involve large momentum transfer and can also lead
to inelastic processes such as spin exchange or relaxation
[26], charge exchange [27], molecule formation [7] and three-
body recombination [28]. While the loss of atoms from the
trap in the presence of an ion is dominated by glancing col-
lisions [20] we expect the heating of the ion to be domi-
nated by the large momentum transfer of Langevin collisions,
the rate of which, ΓL = 2pinat
√
C4/µ, is energy indepen-
dent. For our experimental parameters (reduced mass µ =
(matmion) / (mat +mion) ≈ mion/2 and atomic peak den-
sity nat ≈ 1.2 · 1012 cm−3) the mean time between Langevin
collisions is tL = 1/ΓL = 0.35 ms.
During collisions the ion’s energy distribution develops a
power-law tail [19–21, 29]. We use the Tsallis distribution
which is a generalization of the thermal Maxwell-Boltzmann
distribution to fit both our simulation and experiment results
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2[23],
P (E) = An
E2(
1 + EnkBT
)n . (1)
Here, An = (n − 3)(n − 2)(n − 1)/
(
2(nkBT )
3
)
is a nor-
malization factor, kB is the Boltzmann constant, E is the
ion’s energy and T and n are parameters of the distribution.
In the literature, Tsallis functions are usually defined with
the q-parameter, q
T
. Here we define n = 1/ (q
T
− 1) such
that in the limit of n→∞ (q
T
→1) the distribution in Eq. 1
becomes a thermal distribution of a 3D harmonic oscillator:
P (E) ∝ E2e−E/kBT . For smaller n-values the distribution
exhibits power-law asymptotic tail: P (E) ∼ E2−n. It is also
important to notice that the distribution is non-normalizable
for n≤3 and the distribution mean diverges for n≤4.
Our experiment is designed to overlap ultra-cold 87Rb
atoms (∼5 µK) trapped in a cross dipole trap with ground-
state cooled 88Sr+ ion (n¯<0.1 in all three modes of mo-
tion) trapped in a linear segmented Paul trap. The ion’s
EMM is routinely evaluated and compensated (EEMM<0.5
mK·kB) using side-band spectroscopy on a narrow optical
transition. Using optical-pumping we initialize the ion in the
5s2S1/2 (m = −1/2) Zeeman sub-level. The atoms are pre-
pared in the F=1 hyperfine manifold of their ground elec-
tronic state and are not polarized [30]. We typically over-
lap 20,000 atoms with the ion for a variable interaction time
ranging from 0.5 ms to several seconds, at the end of which
the atoms are released from the dipole trap. Following in-
teraction we measure the ion’s energy. Different interaction
times lead to different ion energies and therefore two different
ion-thermometry methods were used. Following short interac-
tion times and with energies up to few mK, carrier Rabi spec-
troscopy [31] of the narrow electric quadrupole transition was
used. For longer interaction times, we used the Doppler re-
cooling (DRC) method [32] on a strong dipole allowed transi-
tion.
Each experimental run, typically lasting few seconds of
atom cloud preparation, transport and atom-ion interaction,
ends with ion interrogation. Since atom-ion collisions lead
to spin de-polarization [26][33], we used a short optical
pumping (OP) pulse to transfer the population back to the
5s2S1/2 (m = −1/2) state before performing the Rabi spec-
troscopy. Immediately after, we shine a pulse of light reso-
nant with the 5s2S1/2 (m = −1/2) → 4d2D5/2 (m = −5/2)
narrow quadrupole transition for a duration tR, after which
we determine whether the ion was shelved to the meta-stable
D-state using state selective fluorescence on the S1/2 → P1/2
transition. The shelving probability is given by,
PD (tR) =
∑
n
P (n) sin2 (ΩntR) . (2)
Here, n = (nx, ny, nz) is the ion’s harmonic oscillator state.
Ωn = Ω0
∏
i e
− η
2
i
2 Lni
(
η2i
)
is the carrier Rabi frequency with
Ω0 the bare Rabi frequency, Lni (x) is the Laguerre polyno-
mial of degree ni and ηi is the Lamb-Dicke parameter of the
i-th mode. The ion’s total energy is E =
∑
i=x,y,z(~ωini +
1/2) where ωi/2pi is the i-th mode frequency and ~ is the re-
duced Planck constant. The ion’s energy distribution P (E) is
given by Eq. 1.
The experimental results for atom-ion interaction times
lasting up to 6.5ms, which correspond to up to 20 Langevin
collisions on average, are shown in figures 1a-f. We scanned
the pulse duration, tR, and fitted the measured shelving prob-
ability (shown by the filled circles) to Eq. 2 using the distribu-
tion of Eq. 1. We estimated the distribution free parameters,
T and n, using maximum likelihood [30] (the best fit is shown
by solid lines). As seen, the ion heats up due to collisions with
the atoms, and as it does, the contrast of the flopping curve
decays due to incoherent sum of contributions from different
motional states. As seen in Fig. 1h, the energy distribution
changes from thermal (n1) to a power-law distribution with
n=4.0(2) over the course of several collisions. A comparison
to the best fitted thermal distribution is shown by the dashed
lines in figures 1a-f. As seen, a thermal distribution fails to
faithfully explain our observations.
Once the energy distribution of the ion has been deter-
mined, we examine the rate of ion heating as a function of
the interaction time. Since the ion’s mean energy is not well
defined for this power-law we characterize the distribution us-
ing the most probable energy, Emode,
kBTIon = Emode/2 = kBTn/ (n− 2) , (3)
which we will hereafter refer to as the ion’s temperature. Note
that for thermal distribution TIon = T . The temperature of
the ion is shown by the filled circles in Fig. 1g. The heating
is linear with a rate of 296(37) µK/ms which corresponds to,
on average, 100(13) µK per collision. After 6.5 ms the ion’s
temperature exceeds 2 mK and the carrier thermometry losses
sensitivity. At this point the ion has already heated up signif-
icantly beyond its EMM energy. It is important to note that
even though our ion is initialized in the ground-state the first
point in Fig. 1g is significantly higher than the ground-state
temperature. This is due to beam-pointing instability during
the >day data acquisition time in this experiment. The beam
pointing only affects the cold temperature points at which
Rabi flops have high contrast (Fig. 1a).
To gain better understanding of the heating dynamics, we
compare our results to a molecular-dynamics simulation [30].
First, we use a simulation similar to Ref. [20] which only
takes into account hard-sphere collisions and therefore is only
affected by EMM and the temperature of the atoms (black dots
in Fig. 1g). Here, the ion equilibrates with the residual EMM
energy (set to 0.5 mK·kB in the simulation). The resulting
ion’s energy distribution is also power-law with n=3.83. How-
ever, the ion’s steady-state temperature of∼0.35 mK is almost
order of magnitude lower than the last data point of our exper-
imental results which shows no steady-state behavior in the
measured regime. As a second step, we add to our simulation
the polarization force between the atom and ion and calcu-
late the particles trajectories in a similar fashion to Ref. [24]
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FIG. 1. Carrier Rabi spectroscopy for few atom-ion Langevin collisions. a-f) Each graph corresponds to a different interaction time
(0,0.5,2,3.5,5,6.5 ms for graphs a-f). We scan the shelving pulse time tR, and measure the shelving probabilityPD . Each data point corresponds
to 170 experiments. Error-bars are binomial distribution standard-deviation. We fit the data using Eq. 2 together with the Tsallis distribution
(Eq. 1). We extract the distribution free parameters (T and n) using maximum likelihood estimation [30]. The resulting curve is shown in
solid lines. Dashed lines show fit of our data to a thermal distribution. g) The ion’s temperature (TIon = Tn/ (n− 2)) increases linearly with
a rate of 296(37) µK/ms which is equivalent to 100(13) µK per collision. Error-bars are one sigma standard deviation. Shaded area represents
linear fit confidence bounds (one sigma). Open circles are the results of a simulation which takes into account the reaction of the polarization
potential on the ion’s position. Black dots are simulation results taking into account only hard-sphere collisions. h) Ion’s power-law parameter,
n. The ion’s energy distribution starts with n1 consistent with a Maxwell-Boltzman distribution, and converges to n=4.0(2) after ∼10
collisions. For n>10 Thermal and Tsallis distributions are almost indistinguishable as can be seen in 1a-c. The grey shaded area represents
the non-normalizable region of the distribution (n<3). The dashed line represent the threshold (n=4) for mean energy divergence.
(empty circles in Fig. 1g). In this case, the simulation faith-
fully reproduces our experimental results. The ion’s temper-
ature increases linearly at the experimental rate to 2 mK and
the distribution power-law, n, converges to n=3.8. As seen, in
the absence of EMM and negligible atomic temperature, the
ion dynamics is dominated by the reaction of the polarization
potential on the ion, pulling it away from the trap center into
finite RF-regions in the trap. This is the first observation of
atom-ion collision dynamics which is not determined by the
atom’s temperature or the ion’s EMM.
The heating rates measured using Carrier Rabi spec-
troscopy of the narrow line-width transition show a linear
increase in temperature throughout the entire measurement
range (few mK). To measure the ion’s temperature after longer
interaction times we use DRC thermometry, which is sensitive
from ∼10 mK to few Kelvin [34]. We perform DRC using a
laser slightly red-detuned (-1.8 MHz) from the 5s2S1/2 →
5p2P1/2 dipole transition and a re-pump red-detuned (-16.5
MHz) from the 4d2D3/2 → 5p2P1/2 transition. In the re-
cooling analysis we take into account the eight-levels involved
in the DRC, cooling of all the ion modes, radiation pressure,
effects of ion micromotion and the non-thermal energy distri-
bution of the ion [35].
To better understand the role of EMM on our ion’s steady-
state temperature, we scan the EMM energy by almost three
orders of magnitude from 0.5 to 200 mK·kB . We overlap the
atoms with the ion for 200 ms during which more than 400
Langevin collisions occur on average. After interaction, we
detect the time-resolved fluorescence signal with 50 µs bin-
ning and up to 50 ms. As the ion cools during detection, the
fluorescence signal increases. We detect on average four pho-
tons in each bin. We repeat the experiment 350 times to im-
prove our signal-to-noise ratio. We fit the fluorescence curve
to our DRC model using the power-law distribution (Eq. 1)
with a single fit parameter, T . The power-law parameter, n, is
fixed to the value extracted from a simulation which changes
from n=3.9-4.2 between low and high EMM energies due to
the atomic cloud finite size. The results are shown in Fig. 2.
We observe a linear dependence of the ion’s temperature with
the EMM energy, TIon = 0.575(19)EEMM/kB + 6.8(2.4)
mK. The scaling predicted from a simulation of hard-sphere
collisions only, is TIon = 0.656EEMM/kB which has a
slightly higher slope, probably due to inaccuracies in DRC
modeling and atomic cloud size uncertainties. However, the
main difference between the simulation and the experiment
is the steady-state temperature when EMM is compensated.
When EMM is compensated below 0.5 mk·kB , a simulation
of hard-sphere collisions predicts a steady state temperature
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FIG. 2. Ion’s steady-state temperature after 100’s of atom-ion
collisions. We extract the ion’s temperature from a fit to a time re-
solved fluorescence signal. Figure inset (a) shows a re-cooling curve
(pink dots, 150µs moving average) for 150 mK·kB EMM experiment
and a fit for power-law (black solid line) and thermal (blue dashed
line) energy distributions. Figure inset (b) shows the ion’s temper-
ature as function of the difference in the voltage on the electrode
from the compensated value (top x-axis) and the resulting electric
field at the ion’s position (bottom x-axis). The solid blue line shown
is a parabolic fit. In the main figure, the two opposing-sign DC-
voltages configurations are averaged to show the ion temperature vs.
the EMM kinetic energy. Error-bars accounts for both fit confidence
intervals (one sigma) and the statistics of averaging over the two op-
posing EMM points. The solid blue line is a linear fit for the data:
TIon = 0.575(19)EEMM/kB + 6.8(2.4) mK. Shaded area repre-
sents fit confidence bounds (one sigma). The black points are the
results of a simulation (TIon = 0.656EEMM/kB) which takes into
account only the effect of hard sphere collisions.
of similar magnitude (as shown in Fig. 2 by the crossing of
the simulation data (black dots) in the origin), whereas our
data indicates a steady-state temperature at least an order of
magnitude higher. This is a second indication for dynamics
beyond simple hard-sphere collisions. In the figure inset we
show that even the Doppler re-cooling signal is sensitive, at-
least qualitatively, to the deviation of the ion’s energy distribu-
tion from thermal (best fit shown by dashed line) to power-law
(similarly by solid line). Here however, DRC is not sensitive
enough to extract the exact power-law from the experimental
data.
To study the approach to steady state in the presence of
EMM we measured the ion’s temperature using DRC af-
ter short interaction times. The ion’s temperature, as it ap-
proaches steady-state, in the presence of EMM with 100
mK·kB average kinetic energy is plotted in Fig. 3 (magenta
diamonds). From an exponential fit, we extract a time-scale
(1/e) of 3.6(2.8) collisions to reach steady-state. We compare
this collision time-scale with a simulation for both high (100
mK·kB as in the experiment) and low (12 mK·kB) EMM en-
ergy (black dots) which yields a time-scale (1/e) of 7.7 col-
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FIG. 3. Ion’s heating dynamics. Ion’s temperature as it approaches
steady-state for 100 mK·kB EMM energy (purple diamonds) mea-
sured using DRC. From an exponential fit (purple solid line) we cal-
culate 3.6(2.8) (1/e) collisions to reach steady-state which is with
reasonable agreement with the number of collisions, 7.7, extracted
from a simulation (upper set of black dots) with the same EMM en-
ergy. Error-bars are re-cooling fit confidence intervals (one sigma).
Shaded area represents fit confidence bounds (one sigma). The dis-
crepancy between the simulation and data steady-state temperature is
attributed to a poor choice of EMM energy as can be seed from Fig.
2b. We compare this result to the heating rate measured using Rabi
spectroscopy (Fig. 1g, blue circles in this figure) and the steady-state
measured using DRC (Fig. 2, not shown in this figure) for EMM
energy less than 0.5 mK·kB . From an exponential fit (blue solid
line) we calculate 64(14) collisions (1/e) to reach steady-state. For
comparison, we show a simulation results (lower set of black dots)
with EMM energy (12 mK·kB) which results in the same steady-state
temperature. Here, the number of collisions (7.7) required to reach
this temperature is much smaller.
lisions to reach steady-state for both. These time-scales are
signature of EMM dominated collisions where the ion quickly
equilibrates with the EMM. In the absence of EMM, we ob-
serve a slow approach to steady state (64(14) collisions) which
is extracted from the heating rate (100(13) µK/Coll.) mea-
sured using Rabi spectroscopy (Fig. 1g) and the steady-state
(6.8(2.4) mK) measured using DRC (Fig. 2). This observation
is the third indication for different dynamics in the absence of
EMM.
To conclude, we used two complementary techniques to
measure the ion’s temperature and energy distribution after
short (few collisions) and long (100s’ of collisions) interac-
tion times between a single trapped-ion, initialized in the trap
ground-state and a cloud of ultra-cold atoms in the presence
of negligible EMM. Our measurements allowed us to char-
acterize the deviation of the ion’s energy distribution from
Maxwell-Boltzmann to a Tsallis distribution with power-law
tail. This deviation from a thermal distribution was empha-
sized by the use of an ion-atom mixture of nearly equal-
mass species. Our system can be further used to study
5non-equilibrium thermodynamics. We have seen that, in the
regime of negligible EMM, ion heating is dominated by the
pulling of the ion from the trap center by the atom. Although
the steady-state temperature of our ion is far from the quan-
tum regime, the heating rate is sufficiently slow to enable us
to study ultra-cold interactions by investigating the first few
collisions.
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SUPPLEMENTAL MATERIAL
Apparatus
Our apparatus consists of two vacuum chambers, connected
via a thin tube. In the top chamber we collect 107 87Rb atoms
in a magneto-optical-trap. The atoms are optically pumped
to the F=1 hyperfine level and then loaded into a single-beam
CO2 (10 µm wavelength) trap where they are evaporatively
cooled to temperature of ∼5 µK. At this stage, the atoms are
loaded into a 1-D optical lattice (1064 nm YAG laser) which is
used to transport the atoms to the bottom chamber. We move
the atoms in the lattice by changing the relative frequency of
the lattice beams by up to 3 MHz in 0.3 sec. In the bottom
chamber 20,000 atoms are loaded from the optical lattice into
a crossed dipole trap positioned 60 µm above the ion. We have
verified that at this point the atoms are still in the F=1 hyper-
fine level. This is important due to the large hyperfine energy
(325 mK) which is coupled to the ion via spin depolarization
collision.
At the bottom chamber a single 88Sr+ ion is
trapped in a linear segmented RF (26.5 MHz) Paul
trap (ftrap=(0.58,0.82,1.29) MHz). We detect the ion’s
EMM using Rabi side-band spectroscopy on the narrow
5s2S1/2 → 4d2D5/2 quadrupole transition (see Fig. 4
for ion’s energy scheme). We use three distinct 674nm
laser beams to detect EMM in all three axes. We cancel
AC-magnetic field systematic shifts by using two different
Zeeman transitions. We reduce the ion’s total EMM kinetic
energy below 0.5 mK·kB by routinely compensating EMM
using both DC and RF fields on an hourly basis. This method
(side-band spectroscopy) is also used to accurately determine
the EMM energy in the high-EMM experiments.
While the atoms are held 60 µm above the ion, we cool the
ion to its 3D motional ground-state (n¯=0.1,0.09,0.01) and op-
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FIG. 4. 88Sr+ ion energy levels. We prepare the ion in the
5s2S1/2 (m = −1/2) electronic and Zeeman ground-state. We use a
narrow line-width laser resonant with the S1/2 → D5/2 quadrupole
transition at 674nm to perform coherent Rabi thermometry. We use
a 422nm laser resonant with the S1/2 → P1/2 dipole transition to-
gether with a 1092nm re-pump on the D3/2 → P1/2 transition for
state-selective fluorescence and Doppler re-cooling thermometry.
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FIG. 5. Ion’s ground-state cooling. Rabi spectroscopy of the ion’s
motional side-bands (ftrap=(0.58,0.82,1.29) MHz)) showing ground-
state cooling (n¯=(0.1,0.09,0.01)) of all the ion’s modes.
tically pump the ion to its 5s2S1/2 (m = −1/2) Zeeman sub
level of its electronic ground state. Fig. 5 shows a spec-
troscopy of the ion’s motional side-bands after ground-state
cooling. To overlap the atoms with the ion, we use a piezo-
electric driven mirror to move the crossed dipole trap onto
the ion position in 5 ms. The atoms begin their interaction
with the ion before transport is completed. To account for in-
teraction during transport we add an equivalent extra 0.5 ms
interaction time (already included in values that appear in the
text). At the end of the transport the atoms oscillate with an
amplitude of ∼3 µm for roughly 10ms. This oscillation re-
duce the effective density of the atomic cloud to 86% of its
original value (already included in the text). During atom-ion
interaction all lasers beams are mechanically shut except for
the 1064 nm used for dipole trap. After the desired interac-
tion time (from ms to few seconds) we release the atoms from
the dipole trap and detect their number and density using ab-
sorption imaging. Immediately after, we perform Rabi carrier
spectroscopy on the narrow 5s2S1/2 → 4d2D5/2 quadrupole
transition combined with Doppler re-cooling spectroscopy on
the dipole allowed 5s2S1/2 → 5p2D3/2 transition.
Likelihood estimation
We perform a likelihood analysis to extract the Tsallis dis-
tribution parameters, n and T (Eq. 1 in the text). The like-
lihood function is defined as: L (n, T ) =
∏
i Li (xi;Ni, pi)
where Li (xi;Ni, pi) =
(
Ni
xi
)
pxii (1− pi)Ni−xi is the likeli-
hood to measure xi dark ion events out of Ni measurements
assuming that the ion’s D-state population is exactly pi. The
index i represents the different pulse times, tR, in the exper-
iment. The D-state population, pi (n, T ) is determined from
evaluating Eq. 2 using Tsallis distribution with given param-
eters, n and T . From the likelihood function L (n, T ) we ex-
tract the mean and standard-deviation of the distribution pa-
rameters and also the ion’s temperature (Eq. 3) and its error.
Simulations
We perform two type of atom-ion collision simulations.
The simpler type treats only hard-sphere collisions. Here,
the motion of the ion between collisions is calculated ana-
lytically, whereas the collisions with the atoms are modeled
as a stochastic process. The collision is defined by the re-
sulting scattering angles which are randomly and uniformly
sampled with each collision. Since the collisions are modeled
as instantaneous, only the velocity of the ion is modified and
determined by energy and momentum conservation. The time
between consecutive collisions is randomly sampled from ex-
ponential distribution to render a constant rate of Langevin
collisions. In a more involved simulation we treat the ion and
atoms as billiard-balls with a −1/r5 attractive force. Apart
from the mutual interaction, the ion also experiences the trap
RF and DC fields whereas the atoms are modeled as free par-
ticles. We simulate time dynamics by letting the ion to in-
teract with multiple atoms consecutively, i.e., one atom at a
time. At t=0 the ion initial conditions are randomly sampled
from a Boltzmann distribution with a temperature 0.5 mK. at
the center of what we define as an interaction sphere with a
radius of 1.2 µm. Next, a single Rb atom is generated in a
random position on the surface of the interaction sphere with
random velocity that is sampled from a Maxwell-Boltzmann
distribution with temperature of 6 µK. The particles classical
trajectories are calculated using the Runge-Kutta fourth-order
method until the atom leaves the interaction sphere. In case
of contact interaction due to the particles finite size which
was set here to 5 nm, a deterministic hard sphere collision
is evaluated after which the time integration continues. This
process is repeated with new atoms being randomly generated
whereas the ion motion is preserved between the consecutive
interaction events. In order to reduce computation time, we
numerically calculate only events in which the atom-ion min-
imal separation is below 100 nm. By running the simulation
multiple times we obtain the energy distribution of the ion as
a function of time, which we then compare to our results. Due
to the high energy tail of the energy distribution, as the ion
7heats, the interaction sphere of 1.2 um introduces finite size
effects. Therefore, we could not use this simulation for ion
temperatures well above 2 mk without an increase of the inter-
action sphere. Further increase resulted in too long simulation
run-time.
