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1. INTRODUCTION: SOCIAL MEDIA, UNVERIFIED CONTENT AND DIGITAL WILDFIRES 
Social media platforms such as Twitter, Facebook, Instagram and Tumblr etc. provide 
a highly accessible and increasingly popular means for individuals to share content. In 
addition to producing their own posts, users of these platforms are able - and 
encouraged - to share, forward or retweet posts made by others. The combination of 
mass uptake and instant propagation enables user-generated content to spread at a 
rate that is exponentially faster than traditional ‘word of mouth’ [Murthy 2012a; 
Edwards et al. 2013]. Social media platforms thus serve to accelerate and amplify 
communicative acts. This acceleration and amplification can in turn produce 
considerable societal impacts. Beneficial impacts include enhanced social resilience in 
the face of natural disasters (for example, through the spread of solidarity messages), 
the democratisation of news media and the facilitation of widening participation in 
civil society [Mossberger 2008 et al.; Loader and Mercea 2012; Dahlgren 2014]. 
However, social media is also observed to produce harmful impacts. The ability for 
users to post content spontaneously and often anonymously to multiple others, and for 
those others to then repost that content creates an ideal environment for unverified 
content to spread rapidly [Nekovee et al. 2007; Derczynski et al. 2015]. This may take 
the form of rumour or false/malicious information– of which there have been multiple 
examples in recent times: the incorrect naming of a UK politician in connection with 
sexual abuse of children [Tweed 2012]; false information about candidates in US 
political elections [Ratkiewicz et al. 2011]; rumours of volcanic activity following an 
earthquake in Chile [Mendoza et al. 2010]; and rumours about the location of 
outbreaks of Ebola [Luckerson 2014]. The increasing use of social media as a news 
resource by individuals and traditional news media can contribute to the spread of this 
content [Chei and Long 2012; Gil de Zúñiga et al. 2012].  
 
1.1 The consequences of unverified content on social media  
The rapid spread of unverified content on social media can cause considerable harm. 
Rumour or malicious campaigns can be highly detrimental to the reputation of 
individuals or groups [Tweed 2012]. In times of crisis or unease, social media provides 
a particularly fertile ground for the spread of rumour [Mendoza et al. 2010], which can 
then serve to generate further tension amongst affected communities [Burnap et al. 
2013; Williams et al. 2013]. In these scenarios, where veracity can be hard to establish, 
rumours can be repeated and given credibility by traditional media and government 
agencies such as the emergency services. One key example of this occurred during the 
civil unrest that took place in English towns and cities in the summer of 2011 [Lewis 
et al 2011]. An extensive amount of social media activity took place during these 
events, much of which was picked up and reported on in newspapers, official news 
websites and television reports. Social media activity was subsequently blamed by the 
UK government for creating panic and facilitating the spread of civil unrest more 
widely [Procter et al. 2013a]. As a consequence, Prime Minister David Cameron raised 
the possibility of blocking networks in order to stop future disturbances [Trenholm 
2011] and Her Majesty’s Inspectorate of Constabulary [2011a] produced a report on 
the unrest that called for police monitoring of the ‘word on the cyber street’ in order to 
anticipate similar events in future. In another example rumours about the spread of 
Ebola, noted above, led to panic amongst communities and changes to patterns of 
behaviour as individuals became fearful of entering spaces where they may been at 
risk of contracting the virus [Luckerson 2014]. 
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The potential harms caused by the rapid spread of unverified content on social media 
are described as a global risk factor in a 2013 World Economic Forum (WEF) report 
“Digital Wildfires in a hyperconnected world” [World Economic Forum 2013]. The 
report argues that the modern condition of hyperconnectivity provides a platform for 
massive digital misinformation. This can lead to a ‘digital wildfire’: the rapid spread of 
misleading and/or provocative information, with serious consequences. Digital 
wildfires can threaten the security of individuals, groups and communities, 
organisations, financial markets, states and even entire populations. The WEF report 
raises the question of how digital wildfires, and by extension social media platforms, 
can be governed. In this paper we take up the concept of digital wildfires and aim to 
set out a research agenda that will help answer this question over governance.  
 
1.2 Digital wildfires and the governance of social media 
The capacity for rumour and false/malicious information to spread rapidly on social 
media has inevitably raised questions over whether it is (a) desirable and (b) feasible 
to enact governance mechanisms to regulate the propagation of these forms of 
unverified content. This is a highly complex issue which arouses considerable debate 
centred on several key questions. In the first instance, where does responsibility for 
governance lie – in the operation of legal codes, through the actions of social media 
companies or elsewhere? Furthermore what forms of governance might be possible and 
should they work to deal with unverified content after it has propagated, attempt to 
slow down the spread of content, or even prevent it being posted in the first place? 
Some countries, such as China [Blanchard et al. 2013] and Qatar [Gulf Centre for 
Human Rights 2014], have introduced legal codes that specifically outlaw the online 
spread of false information and others, including India [Munson 2015], are taking steps 
to define what can and cannot be posted on social media. Other countries, such as the 
UK, rely mostly on existing legal codes to regulate social media, meaning that posts 
are considered in the same way as other forms of communication and may be actionable 
if they are seen to be defamatory, threatening or indecent [Crown Prosecution Service 
2013]. Beyond their deterrent effect, these legal codes are retrospective in nature and 
deal with social media content after it has been posted – and potentially had harmful 
consequences. Some governments have taken action to prevent the spread of rumour 
by blocking access to social media in times of tension – for example, Turkey’s use of a 
temporary court order in March 2015 to block sites including Twitter and You Tube 
following a hostage situation in Istanbul [Tuysuz 2015]. Such interventions have 
prompted considerable criticism and raise a final key question: how can the governance 
of social media be balanced against rights to freedom of speech? 
 
Social media companies themselves are frequently founded on principles of freedom of 
speech [House of Lords 2014] and the most popular platforms use automated 
mechanisms to block only the most extreme forms of content. They also require users 
to sign up to terms of use that set out what kinds of post are acceptable. Posts 
containing unverified content do not necessarily breach these terms and in any case 
social media companies have frequently been criticised for appearing to take little 
interest in regulating content posted on their platforms. For instance Twitter 
introduced a ‘report abuse’ button only after vocal and high profile complaints were 
made about the platform’s inability to deal quickly with a malicious campaign against 
two feminist activists in the UK [Miller 2013; Doshi 2014].  
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Within these debates over governance, there is a growing emphasis on the need for 
self-governance amongst social media users. A Select Committee report on social media 
law in England and Wales [House of Lords 2014] advised users of their responsibilities 
to monitor what they post and to be aware of how widely their posts can be seen by 
others. Social media platforms also encourage self-governance in their design. Users 
often have the option to rate, rank, ‘like’ or ‘favourite’ others’ posts to indicate that they 
are worthy of and suitable for reposting etc. They are also able to report malicious 
posts and/or users to the platform. Additionally, some of the larger social media 
companies have supported education campaigns to promote responsible posting [WAM 
2014; UK Safer Internet Centre, 2015; Pickles 2016].This emphasis on self-governance 
is echoed in the World Economic Forum report [2013], mentioned above, on digital 
wildfires. It notes the difficulties of establishing legal codes across countries and the 
practical complexities inherent to introducing technological mechanisms to govern 
social media content. It further acknowledges ethical concerns around any restrictions 
on freedom of speech. Consequently the report points to the value of encouraging social 
media users to adopt a ‘global digital ethos’ and behave responsibly when posting. It 
does not specify what forms this responsible behaviour and digital ethos can, or should, 
take.  
 
1.3 Digital wildfires as a research topic 
Given its prevalence, capacity to cause harm and debates over its governance, the 
spread of unverified content on social media emerges as an important research issue. 
A key starting point is to consider how we can observe, measure and understand the 
propagation of rumour and false/malicious information. What disciplines and study 
methods can contribute to this and what existing research can be drawn on? It is also 
necessary to look beyond social media content itself and focus on understanding its 
wider impacts and debates over governance. What are the broader, societal effects of 
unverified content, and how do individuals, organisations and state agencies verify, 
contest or dismiss these kinds of content? What are the ethical dimensions of attempts 
to regulate it? In particular, given the emphasis on self-governance, what self-
regulating practices exist and how might they be ethically justified? 
 
To answer these questions, we begin with an overview of current work in this area. We 
take up the concept of digital wildfires and outline the relevance of a range of work 
from a variety of disciplines, in particular highlighting a series of insights into the 
propagation of unverified content. We also show that significant research gaps exist. 
There is an absence of systematic studies on the effects of social media rumours and 
false/malicious information, as well as a need to combine empirical research with 
consideration of how the responsible governance of social media can be determined. 
We argue that it is necessary to develop a methodological framework that can combine 
empirical insights on the: (i) spread of unverified content on social media; (ii) the 
impacts of rumour and false/malicious information; and (iii) the real-time operation of 
regulatory mechanisms. Furthermore this framework also needs to incorporate 
discussions and conceptual understandings of the ethical governance of social media. 
We highlight some recent research that begins to address these gaps and set out an 
agenda for future research. This agenda establishes a methodology to explore in full 
the propagation and regulation of unverified content on social media. It promotes high 
quality research that will inform policy debates over digital wildfires and the 
governance of digital social spaces. 
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2. THE PROPAGATION OF DIGITAL WILDFIRES ON SOCIAL MEDIA 
As described in Section 1, it is well established that unverified content in the form of 
rumour and false/malicious information can spread very rapidly on social media – 
creating what can be described as a ‘digital wildfire’. Digital wildfires form an 
important research topic and the starting point for this research is the examination of 
how this propagation of content occurs. Relevant insights can be found in 
contemporary work within both computational science and the social sciences.  
 
2.1 Insights from computational science 
Work conducted within computational science aims to scientifically identify the precise 
ways that content can spread across social media. Two areas of relevant existing 
research concern information flow and diffusion. When considering relevant work on 
the propagation of content, it is helpful to draw a distinction between information flow 
and information diffusion. Section 2.1 focuses on issues such as the size of the flow (e.g. 
number of retweets) and its lifetime – attempting to identify models which can be used 
to estimate such metrics. Section 2.2 then tries to generalise this to a general diffusion 
process, identifying potential factors that contribute to the overall diffusion process. 
Clearly both flow and diffusion are related – with the first being a special aspect/facet 
of the second.   
2.1.1 Modelling and Predicting Information flow 
Work within computational science has investigated the predictive factors for the 
propagation of information flows (i.e. tweets and their retweets) [Lotan et al. 2011]. 
This can provide insight into how social media content can spread. We define 
information flow propagation as the process of information spreading to a greater 
number of people over time. For example, via Twitter through the action of 
‘retweeting’. Information flows have been measured (i) theoretically, using 
mathematical models and simulated networks to show that sharing and discovery of 
information between tightly-coupled nodes leads to the rapid spread of information 
[Doeer, Fouz and Friedrich 2012]; to investigate ‘push’ and ‘pull’ strategies of 
information exchange in social networks to determine the impact on information 
diffusion [Chierichetti, Lattanzi and Panconesi 2009], and (ii) using real-world data 
such as reaction to a terrorist attack, using statistical models to measure the influence 
of temporal, content and network factors on the likelihood of information propagation 
[Macskassy and Michelson 2011; Yang and Counts 2010; Burnap et al. 2014b; Burnap 
and Williams 2015).  
 
Suh et al. [2011] studied retweeting behaviour and identified three factors relating to 
(i) author profile - number of followers, followees, and tweets; (ii) content features - 
URLs and hashtags; and (iii) retweets and followers - separating those who have been 
retweeted a lot and have a large number of followers, from those who tweet a lot and 
favourite a lot. They built a Generalized Linear Model (GLM) that suggested URL, 
hashtag and age of account to be most useful for retweet prediction, with 
follower/followee status being less significant, but still important. Similarly, Zaman et 
al. [Zaman et al. 2010] used the MatchBox algorithm to predict retweet probability for 
individual tweets, finding that attributes of the tweeter and the retweeter (similar to 
author profile of Suh et al.), were most accurate for prediction. Tsur and Rappoport 
[2012] also investigated Twitter content, specifically hashtags, in the context of the 
spread of ideas and memes. They identified that the emotive aspects of hashtags were 
not predictive of the spread of information, perhaps due to their short nature and lack 
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of ‘impact’ in the message in comparison to a longer string of emotive text that has 
been found to be predictive of information diffusion [Burnap et al. 2014b]. Bandari et 
al. [2012] undertook the task of predicting the popularity of news stories on Twitter 
prior to their release. Using classification and regression techniques with features 
relating to content subjectivity, source and topic, they were able to achieve a 
reasonable accuracy in predicting a range of propagation likelihood scores, but were 
less efficient in predicting information flow size (number of retweets).  
 
Zaman et al. [2013] used Bayesian models for predicting the number of retweets using 
a time-series model, predicting at certain points in time as opposed to projecting the 
final size in the early stages of tweet lifetime. Neither of these models included latent 
subjectivity and emotion/opinion within the tweet as a feature. Backstrom et al. [2013] 
identified that temporal factors including the rapidity of comments posted in response 
to a Facebook status update were predictive of overall thread length. Twitter 
interaction is slightly different to that of Facebook as retweets are propagated within 
and between networks of followers and users of shared hashtags etc., as opposed to 
being visualized in structured “conversations” between “friends” or groups. However, 
it could be possible to use temporal retweet factors in a similar predictive manner, i.e. 
to predict total number of retweets using the rapidity of occurrence of initial retweets. 
Macskassy and Michelson [Macskassy and Michelson 2011] built information 
propagation behaviour models for Twitter using temporal features such as the time 
lapse since the original tweet was published and the timing and speed of 
communication between a tweeter and other users. Both papers suggest that time is 
an important factor in modelling information propagation and that more investigation 
is required to use rapidity of retweeting to predict size and survival.  
 
Burnap et al. [2014b] considered the skewed distribution exhibited by retweet 
behaviour (most tweets do not get retweeted) and used zero-truncated negative 
binomial (ZTNB) regression method to model retweet likelihood, and Cox regression to 
estimate proportional hazards to the lifetime of an information flow, for a range of 
independent measures.  They used social, temporal and content factors of the tweet as 
predictors in both models and found that the sentiment expressed in the tweet is 
statistically significantly predictive of both size and survival of information flows. The 
number of offline press reports relating to the event published on the day the tweet 
was posted was a significant predictor of size; the tension expressed in a tweet was 
also a predictor in relation to survival, i.e. the duration of the information flow as 
measured by the time between the first and last retweet. These findings suggest that 
the media, social tension, and information flows are interrelated in some way. 
Furthermore, they found time lags between retweets and the co-occurrence of URLs 
and hashtags also emerged as significant, suggesting that (i) the quicker people engage 
with a tweet, the more likely it is to ‘go viral’, and (ii) aides to discoverability and links 
to additional information (e.g. evidence) are an important predictor of information 
flow. On the particular topic of self-governance, Burnap and Williams [2015] found 
that cyberhate – hateful or antagonist tweets targeted at social groups based on their 
personal attributes – were statistically less likely to propagate and become a large 
information flow following an event where wide scale public distribution of such 
content could pose a risk to public safety (a terrorist attack in Woolwich, UK). This 
study provided some of the first evidence to suggest that users of social media sites, 
Twitter in particular, do self-govern by refraining from propagating socially 
unacceptable material.  
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2.1.2 Factors influencing Information diffusion 
In general, information diffusion and spread in social networks (as exemplified 
through social media systems, e.g. Facebook, Flickr, Twitter, Instagram, etc.) can be 
divided into four components: actors (i.e. participants involved in the exchange), 
content (what is contained in the exchanged messages), underlying network structure 
(connectivity between participants or derived relationships across a number of metrics 
related to content or actors), and the diffusion process itself (based on some of the 
factors identified in section 2.1.1). Given our interest in understanding the issues 
related to governance in ‘real world’ systems, we focus on the existing literature that 
has reported real-world empirical research on information diffusion, rather than 
simulated or theoretical research. Current research in this area suggests that content 
of posts, author profile and temporal issues are all relevant to whether or not a post is 
propagated. Each of these components – along with their contribution towards the 
study of the propagation of unverified content – are briefly described below: 
 
Actors: A number of different models have been developed that describe how a certain 
fraction of users decide to follow a particular course of action (based on the behaviour 
of their “friends” on-line). Such “threshold” models (influenced by a threshold number 
of “friends” who follow an action to influence behaviour/adoption by an actor) [Watts 
and Dodds 2009] describe the perceived benefits seen from the perspective of an actor 
based on the influence exerted by friends in a social network [Morris 2000], taking 
account of on-line relationships between the actor and friends. Various studies have 
demonstrated the existence of such a “threshold” in social and behavioural contagions 
online [Romero et al. 2011], i.e. the probability that an additional positive signal will 
trigger adoption depends extremely sensitively on how many other signals have been 
observed (regardless of the order in which they were observed): just below the 
threshold, a single observation can increase the adoption probability from near zero to 
near one, where otherwise it will have little effect. Each individual within the 
population may have a different threshold (capturing the relevant psychological 
attributes of this individual with respect to the particular decision at hand). The 
principle of homophily (measuring similarity between users) also has significant 
influence between the likely actions of users on-line, as demonstrated through various 
research undertaken in the development of recommender systems. The homophily 
effect was suggested to greatly promote behavioural contagion other than the peer 
influence [Aral et al. 2009]. 
 
Content: Significant research has focused on the innate appeal of content to influence 
users to share it. A number of features can be extracted from Twitter content, such as 
hashtags, number of words, spelling, lexical items, location in tweets, in addition to 
(often subjective) emotional and cognitive aspects, to predict likelihood of retweeting 
the message. Additional aspects include detection of topic and locality. In the context 
of social media sites like Twitter, topic locality refers to the assumption that 
semantically similar hashtags are more likely to be mentioned in the same posts and 
therefore to be close to each other in the hashtag co-occurrence network. Associating 
topic locality with user interests can also be the basis to influence retweets, i.e. 
determining whether a user would be interested in a newly arrived message is 
estimated by the similarity between the user interests and the message. [Java et al. 
2007] looked into communities of users in the reciprocal Twitter follower network and 
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summarized user intent into several categories (daily chatter, conversations, 
information sharing, and news updates); a user could talk about various topics with 
friends in different communities. 
 
Network Structure: Network structure captures the underlying topology of linkages 
between individuals, which can influence how quickly a message will propagate [e.g. 
Albert and Barabasi 2002; Barrat et al. 2008]. A variety of network structures exist 
that may be used as a basis for capturing such a topology, e.g. a random network, scale-
free network, small world network, etc. Social networks naturally consist of 
communities corresponding to certain social circles or interest groups, differentiating 
social networks from other kinds of network structures - such as biological (e.g. 
metabolic and protein interaction, etc.) networks and technological networks (e.g. train 
routes, telecommunications interconnectivity, energy/power grids, etc. [Newman and 
Park 2003]. Although there is no clear consensus, a community is often defined as a 
densely connected subgraph. Community detection in arbitrary network structures 
often provides a useful basis for determining the likelihood of message propagation. 
The rise in the use of social networking sites has motivated the study of network 
structure on rumour detection [e.g. Kwon et al. 2013] and propagation [e.g. Dechun 
and Chen 2011]. Several theoretical studies of the influence of network structure [e.g. 
Kostka et al. 2008; Chierichetti et al. 2009; Doerr et al. 2012] have demonstrated that 
rumours spread more quickly in social networks compared to other classical network 
typologies. Related work has focused on theoretical studies of rumour control 
strategies for social networks [e.g. Bao et al. 2013]. 
 
Diffusion Process: this models how information gets transmitted amongst a group of 
users. A Twitter message, for instance, can pass from one individual to another 
through social connections and “infected” individuals (many such processes are based 
on the “epidemic model” – which models the spread of disease within a population) can, 
in turn, propagate the information to others, possibly generating a full-scale contagion. 
Early diffusion models used in social networks were strongly influenced by epidemic 
models. They were later extended to include cascade phenomena [Goldenberg et al. 
2001], factors that influence the speed of spreading such as information recency, 
patterns of connectivity and message exchange between individuals, the existence of 
clusters of users (based on homophily), etc. Recent work on the analysis and modelling 
of online information diffusion aimed to reproduce statistical features of the cascades 
as in the empirical data or learn the mechanism of how a message is propagated.  
 
Guille and Hacid [2012] developed a model to predict the diffusion of information in 
online social networks, focusing on social, temporal and content factors. They identified 
a Bayesian logistic regression as a favoured predictive model. While the model 
performed well for diffusion, it was less effective at predicting size, indicating that 
predictive features of information diffusion and information flow size are independent 
 
Yang and Counts [Yang and Counts 2010] constructed a topic-based diffusion model 
based on user mentions, where a mention constitutes the propagation of information 
from one user to another. They aimed to predict speed (time taken to reach first 
mention), scale (the number of first-order mentions of the user), and reach (the number 
of hops the mention produced). They employed the Cox proportional hazards regression 
model to quantify the degree to which features of the tweet or the original tweeting 
user were useful in predicting speed, scale and reach. They found that predictive 
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features varied across topics for speed and scale with the amount a user was mentioned 
in the past emerging as most predictive. 
 
Work within computational science helps to establish how and why the kinds of content 
associated with digital wildfires propagates on social media. The research on 
information diffusion outlined above can also form an important bridge to social 
scientific work in this area. This is because it identifies actions and measurable 
concepts that include a social element and that can help to explain the spread of 
content both quantitatively and qualitatively. This is discussed next. 
 
2.2 Insights from the social sciences  
Social media is emerging as an important topic within the social sciences [Trottier 
2012; Murthy 2012a; 2012b; Lupton 2015]. In particular, attempts have been made to 
reach a theoretical understanding of the position and role of social media in modern 
societies. The rapid and widespread uptake of platforms such as Twitter, Facebook etc. 
is characterised as a significant innovation that has created new ways for people to 
interact and to share information. These online spaces can be conceptualised as a socio-
technical assemblage that creates a new public sphere [Mossberger et al. 2008]. Social 
media streams can therefore be considered as new sources of information on the 
perceptions, opinions, actions, feelings and tensions expressed by individuals and their 
communities. They also have the capacity to transform social relations and to shape, 
and be shaped by, governments and other institutions. In addition to these theoretical 
understandings, social scientific study methods offer a means to trace the inter-
relationships between social media content and other phenomena. As an example, 
McEnery et al. [2015] investigated the content of social media and traditional media 
items in response to an ideologically motivated murder in the UK. They analysed 
corpora of mainstream press coverage and Twitter coverage of the event in order to 
identify influences on and between the two forms of media. They found that 
mainstream media sources were a strong presence on Twitter, with users frequently 
posting links to sites such as bbc.co.uk etc. Twitter posts played a key role in the initial 
reporting of the murder but as the event unfolded mainstream media became less 
likely to pick up on content posted on the platform. Despite the observable influence 
mainstream media exerted on social media, users frequently presented interpretations 
of information drawn from newspapers etc. rather than straightforwardly repeating it.  
 
Social scientific approaches can contribute to understandings of digital wildfires in two 
key ways. Firstly, the social sciences have a long history of investigating rumour as a 
form of collective behaviour [Allport and Lepkin 1954; Shibutani 1966; Goffman 1981; 
Dingwall 2001]. This body of work identifies the societal functions played by rumour. 
For instance rumours can serve to fill information gaps and knowledge deficits, and 
establish shared narratives as a kind of sense-making device – in particular in times 
of great uncertainty. Further contributions can be found in work on moral panics 
[Cohen 1973], the amplification of deviance [Wilkins 1967] and the self-fulfilling 
prophetic qualities of rumour [Innes 2004]. These insights can be applied to the 
analysis of social media. They can identify ways to understand online rumours in terms 
of the purposes they serve, the kinds of ‘signal events’ (such as crime and civil unrest) 
that might cause rumours to spark and the social conditions in which they might 
propagate. Crucially, this approach offers a way to move beyond the notion of ‘memes’ 
[Dawkins 1989 p. 368] – in which rumours can be seen as units of cultural 
transmission, replicating as they spread from post to post – and towards generating a 
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better understanding of the relationship between wider social structures and people’s 
conduct online. 
 
Secondly, the social sciences (alongside other disciplines such as linguistics, cultural 
studies and pragmatics) also have an established history of conducting in-depth 
analyses of the content and conduct of communicative acts. Arising from a variety of 
analytic traditions this work highlights the ways in which communication is a social 
phenomenon. For example, discourse analytic studies [Coulthard 1977; van Dijk 1985] 
describe spoken and written communication as drawing on social understandings that 
can often serve to reinforce established cultural meanings and power relations. Work 
conducted within interactionist approaches [Sacks et al. 1974] describes the ways that 
communicative acts develop sequentially by responding to what has come before and 
projecting what kind of response might follow. Once again, relatively little work has 
been done so far that focuses specifically on the communicative acts associated with 
the propagation of digital wildfires. A notable exception is Procter et al.’s study of 
rumour propagation during the riots in England of 2011 [Procter et al. 2013a]. This 
examined how rumours spread on Twitter, focusing in particular on how individuals 
made sense of information of uncertain quality and provenance. This pioneering work 
involved analysis of the event and context-specific qualities of speech acts, including 
the presence and powers of counter-speech. It is described further in the next section. 
More broadly, a relatively substantial amount of existing work has analysed 
phenomena such as online ‘trolling’ (i.e. knowingly making inflammatory comments) 
and ‘hate speech’ (content likely to incite violence or prejudicial actions against 
individuals or groups) as social activities. Hardaker [2010] argues that the anonymity 
afforded by social media platforms reduces the extent to which users can be held 
accountable and open to censure for their posts. This creates a fertile environment for 
a variety of communicative acts such as impoliteness, displays of aggression and 
disruption of interaction – all of which can be characterised as trolling behaviours. In 
a study of inflammatory comments made on You Tube, McCosker [2014] describes the 
comments field as a participatory space drawn on by users to express their 
identification with a specific place, nationality or culture etc. In this context 
disagreements are treated as provocative and interactions between users can become 
increasingly passionate and vitriolic as expressions of national, social or cultural 
citizenship are made and defended. In two final examples, Awan [2014] and Williams 
and Burnap [2015] analysed anti-Muslim hate speech on social media. Awan created 
a typology to characterise the different kinds of content being posted and suggest user 
profiles of those posting the content. Williams and Burnap [2015] built a classifier for 
anti-Muslim hate speech and modelled its propagation following the Woolwich terror 
attack, finding far right groups were most likely to spread hate within the first 36 
hours following the event. 
 
As social media is a relatively new area of focus for the social sciences, a number of 
significant research gaps exist. The social sciences face the challenge of establishing a 
framework to systematically investigate and understand the impacts of social media 
on modern society and the impacts of modern society on social media. It is particularly 
important to examine the inter-relationships between social media, social media 
content and societal dynamics and structures. Social scientific study methods position 
social media within a broader societal context; they also produce a sophisticated 
understanding of the functions played by content such as rumour and recognise the 
different roles and interests of individuals and groups involved in the posting and 
Digital Wildfires? Propagation, Verification, Regulation and Responsible Innovation  
                                                                                                                                         
 
ACM Transactions on xxxxxxxx, Vol. xx, No. xx, Article xx, Publication date: Month YYYY 
spread of content. They provide conceptual and methodological tools to examine in 
detail the content of social media posts, identifying the communicative acts performed 
within individual posts and analysing the relationships between posts as content 
propagates. We argue that, to date, social media use has been treated as if the 
phenomenon and how it is used is already understood [Tolmie et al. 2015]. Here, 
Conversation Analysis [Sacks et al. 1974] has much to offer in providing a basis for 
understanding how interaction is actually accomplished through social media and thus 
providing the foundations for investigating more complex social phenomena that 
depend upon it.  
 
The challenge for social sciences is to find ways of harnessing computational analytics 
so that its study methods are commensurate with the large and ever growing volumes 
of social media data.  
 
2.3 Combing approaches and ways forwards  
This overview has set out to demonstrate the ways that state of the art approaches in 
computational science and the social sciences may contribute towards understanding 
the propagation of unverified content on social media. Work within computational 
sciences on information flows and diffusion points to specific factors for propagation 
that relate both to the content of a post and to features such as network structure, 
timing of posts etc. Work on information flow motivates further work that looks more 
closely at the content of posts. Work on diffusion is likely to be highly relevant to 
understanding how rumour and false/malicious content spreads rapidly over social 
networks. The application of insights from the social sciences can produce a 
sophisticated understanding of the functions played by digital wildfires, the societal 
contexts in which they occur and the social structures that underpin them. Social 
scientific study methods can also provide a detailed characterisation of social media 
content, the actions it performs and stimulates, and the ways in which people engage 
with it [Tolmie et al. 2015]. Conversation Analysis, for example, points to the 
importance of looking at ‘conversational threads’ as a way of enriching the notion of 
information flow in ways that transcend the individual tweet and enable identification 
and modelling of its interactional and dialogical features, which is the approach being 
pursued by the Pheme project1 [Zubiaga et al. 2016]. The challenge is how to create an 
inter-disciplinary fusion, so that social science insights may contribute to 
computational analysis and computational science tools may make the analysis of 
large amounts of social data tractable [Ruppert et al. 2013]. 
 
The above discussion of existing research points to particular ways in which 
computational analysis can be combined with social scientific insights to respond to 
the challenges of digital wildfires, their consequences and opportunities for 
governance. Of particular importance is the systematic qualitative inspection of social 
media data, such as Twitter, to generate inductively typologies of action and agency, 
including the identification of specific dialogical features. This creates small-scale 
annotated datasets, which can then be used to train machine learning algorithms to 
recognise content of interest in much larger datasets [Housley et al. 2014; Zubiaga et 
al. 2015b]. More broadly, we would argue for an integrated ‘research workflow’ that 
combines computational science and qualitative social science methods to examine how 
 
1 www.pheme.eu 
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people use of social media in situ [Tolmie et al. 2015]. This approach, we argue, is 
essential to inform governance, regulation and intervention practices. We set out a 
research agenda for this integrated research workflow in Section 5 of this paper. 
 
3. RESPONSES TO DIGITAL WILDFIRES BY INDIVIDUALS AND AGENCIES 
As the use of social media has grown exponentially, so too have the efforts of certain 
agencies to respond to and manage this kind of content. The capacity for digital 
wildfires to cause significant harm has inevitably led to attempts control this kind of 
content and debates over the appropriate regulation of digital social spaces. Therefore 
in addition to understanding why and how digital wildfires propagate, it is also 
necessary to consider how individuals, agencies and communities respond when they 
appear on platforms such as Twitter. Work in this area deepens understanding of the 
potential impacts of digital wildfires and consequences for governance.  
 
A range of different agencies have an interest in responding to unverified content 
posted on social media. Prime examples of such groups are governments and law 
enforcement agencies. As discussed in Section 1.2 a number of countries have taken 
steps to criminalise the posting of unverified content or even block access to social 
media at certain times. In 2015 a number of social media users in China were 
imprisoned for making posts about the country’s stock market downturn that were 
described as ‘false’ and ‘destabilising’ to the market. [BBC News 2015]. In the UK a 
2011 report published by Her Majesty’s Inspectorate of Constabulary [2011b] 
implicated social media sites in the fomentation of unrest and public disorder – citing, 
for example, protests about public spending cuts and tuition fees in education. As a 
consequence, police interest in social media is increasing. In addition to pursuing 
potential illegal acts committed through social media, policing agencies in the UK are 
becoming more interested in the use of social media to gather intelligence [Procter et 
al. 2013b]. This intelligence gathered may focus on signs of tension within or between 
certain communities and the spread of rumour about individuals or events and once 
gathered can be drawn on to assist in safeguarding the public. Social media platforms 
also provide the police and other authorities with the capacity to dispel rumour and 
‘reassure’ the public in an attempt to engineer social order.  
 
Other agencies with a stake in responding to digital wildfires include the emergency 
services and mainstream media outlets. The ability for social media content to 
propagate rapidly means that crowd-sourced ‘citizen journalism’ reports on critical 
events etc. can quickly gain a high profile and become influential well before other 
agencies such as mainstream media, emergency services and the police etc. have been 
able to mobilise and react. Consequently this unverified content can be picked up by 
these agencies and become part of their own response. Where this content is incorrect, 
this can have very negative effects. Wendling et al. [2013] describe crowd sourcing 
efforts following the earthquake in Haiti in 2011. The aggregation of social media data 
concerning building damage etc. facilitated development of an interactive map that 
was used by search and rescue teams to find survivors. However, the overall accuracy 
of the aggregated data was weak and ultimately its use led to a misdirection of aid 
resources. Another example is the ‘amateur sleuthing’ on platforms such as Twitter 
and Reddit following the Boston bombing of 2013 [Davison 2013]. The (false) 
identification of a missing university student as one of the bombers was picked up by 
mainstream media and led to the focusing of attention on his family. As these cases 
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indicate, the unquestioning acceptance of unverified content by media and government 
agencies brings a number of kinds of societal risk. This is now being countered by 
efforts from mainstream media, emergency services, volunteer crisis responders etc. to 
track and verify content appearing on social media and create their own social media 
presence to facilitate and encourage more accurate posting [Derczynski et al. 2015; 
Procter et al. 2013b; Wendling et al. 2013].  
 
A final response type concerns social media users themselves. User self-governance 
has been highlighted as central to the appropriate regulation of social media and can 
be observed in a number of forms. Users might respond directly to counter malicious 
posts containing hate speech or ‘trolling’ [Gagliardone et al. 2015] or forward the post 
on to a sentinel site such as ‘Yes, you’re racist’ or ‘Yes, you’re homophobic’ etc. which 
set out to draw attention to (as their names suggest) specific kinds of hate speech. 
These sites make the original post available to a wider audience with the intention of 
shaming the poster or even – as in the case of the site ‘Racists getting fired’ – 
encouraging others to identify the poster in real life and affect negative consequences 
on him/her, such as the loss of employment. Relevant research has been conducted on 
the ways that users respond to rumour online. This work has already been referred to 
in this paper and concerns the analysis by Procter et al. [2013a] of social media activity 
during the England riots of 2011. 
 
The 2011 riots began as an isolated incident in Tottenham, London, on 6 August but 
subsequently quickly spread across London and to other cities in England [Lewis et al. 
2011]. In their immediate aftermath, some politicians and media commentators were 
quick to blame social media for the scale and extent of the disorder. It was claimed, for 
example, that social media were used amongst rioters to organise their activities as 
well as to incite others into unlawful acts, inflame tension and spread panic through 
the posting of unsubstantiated rumours. This lead to calls for social media to be closed 
down during such events. Procter et al. [2013a] concluded that the evidence pointed 
overwhelmingly to Twitter being used for more positive ends during the time that 
disorder was spreading (for example, in the form of anti-riot and pro-police messages) 
and, in particular, in the mobilisation of volunteers to clean up after the riots. This 
view has been supported by a number of other studies [Casilli and Tubaro 2011; Baker 
2012; Bassell 2012; Tonkin et al. 2012]. The differences between immediate political 
claims about the influence of social media posts during the riots and subsequent 
research findings demonstrates that the understanding of the impacts of social media 
content can be a highly contested area. It further demonstrates the value of 
scrutinising these kind of claims through careful analysis, with the inclusion of close 
attention to the content of posts.   
 
Procter et al. [2013a; 2013b] examined in detail a number of rumours that were 
propagated through Twitter during the riots. One was a rumour that a mob of rioters 
was attacking Birmingham Children’s Hospital. This example reflects a pattern or 
trajectory common to the different rumours studied.  
 
 
1. A rumour starts with someone tweeting about the occurrence of an alleged 
incident. 
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2. The rumour is picked up by their followers and gets retweeted. Some form of 
evidence – eyewitness reports, references to mainstream news sources, links to 
pictures or to mainstream news sources on the Web, etc. – may be added as the 
original tweet gets retweeted and various reformulations of the rumour also begin 
to appear.  
3. Others begin to challenge its credibility (i.e. make a counter-claim), assessing the 
evidence and offering refutations of it, perhaps on the basis of logical arguments 
(e.g. “it’s not possible because …”) or new information that throws into doubt the 
veracity of evidence previously offered. 
4. A consensus begins to emerge. Where this is that the rumour is false, it may 
nevertheless re-surface in the corpus as latecomers pick up the original tweet and 
join in. 
The use of links to other media, e.g., mobile phone images, blogs and online newspaper 
sites as corroborating evidence is another common feature in all of the rumour case 
studies conducted by Procter et al. However, they show that this evidence cannot 
always be taken at face value. For example, the authenticity of the image purporting 
to show that the London Eye burning was subsequently challenged by claims that it 
had been faked (‘photoshopped’) to give the impression of a blaze [Procter et al. 2013a]. 
This and subsequent cases, such as images circulating across social media during 
Hurricane Sandy [Gupta et al. 2103], make it evident that numerous individuals are 
prepared to go to considerable efforts to convince others of the credibility of rumours 
they know to be false. These same case studies also indicate that social media users 
can – and do – draw on a range of resources to challenge and discredit false rumours, 
revealing the key role of natural correction mechanisms for rumour debunking. The 
Pheme project is investigating how computational methods may be used to amplify 
these mechanisms [Derczynski et al. 2015; Zubiaga et al. 2015a]. It is also possible to 
observe instances of user self-governance in response to malicious social media 
content. Again, an important question for future research is how such self-governance 
processes, including the efforts of sentinel sites, might be amplified. 
 
3.1 Remaining questions  
As described above, a range of agencies have an interest in monitoring, responding to 
and shaping the spread of unverified content on social media. Individual users can also 
play a role in this response, for instance by countering malicious posts or challenging 
the credibility of rumours. The success of individuals and agencies in verifying, 
challenging or limiting unverified content can vary.   
Understanding the responses of individuals and agencies needs to be considered an 
important component of research into digital wildfires. The issues discussed above 
raise further relevant research questions. For example, what other kinds of agencies 
take an interest in digital wildfires and what steps to do they take to respond to them? 
How do the actions of different agencies interweave in a given scenario – such as in 
response to civil unrest or a natural disaster? Furthermore what tensions might 
emerge between traditionally authoritative sources of response (mainstream media, 
emergency services etc.) and the newly emergent ‘citizen journalism’ on social media? 
Collaborative efforts by large numbers of ‘produsers’ [Bruns 2006] can provide 
coverage of events that competes with mainstream media and attempts to set an 
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agenda for the police, emergency services and other agencies. What are the 
consequences of these competing forms of coverage – for example, in terms of public 
trust and the management of response to critical events? 
The effective and appropriate governance of social media emerges as an important 
issue. How can – or should – digital wildfires be regulated? As discussed in Section 1.2 
some legal codes do cover social media posts, as do the Terms of Use of individual 
platforms. In addition, the efforts made by mainstream media, law enforcement 
agencies and the emergency services etc. to track, verify and influence social media 
content displays an assumed governance role – not only in responding to content but 
also in influencing it. User behaviours can also play a role in governance. These various 
groups have an interest in managing digital wildfires but to what extent is this 
appropriate? Actions to challenge, limit or halt digital wildfires are based on the 
assumption that when unchallenged they can cause harm. But how does that harm 
balance against the positive roles that can be played by social media and would any 
attempts at governance limit those beneficial impacts as well as the negative ones? Is 
it possible that governance mechanisms could also cause harm – for instance by 
excessively punishing individuals or limiting freedom of expression? It is crucial that 
investigation of digital wildfires on social media includes consideration of the ethical 
dimensions of governance.  
 
4. ETHICAL DIMENSIONS OF DIGITAL WILDFIRES AND SOCIAL MEDIA GOVERNANCE 
As we have seen, certain responses from different agencies and individuals to the 
spread of rumour or false/malicious information constitute forms of governance that 
attempt to shape in some way the spread of this content on social media and/or its 
(assumed) harmful impacts. The repeated occurrence of social media rumours and 
malicious campaigns etc. could be taken to suggest that the effectiveness of these 
existing mechanisms is limited and that further governance is needed to protect 
individuals and populations from the harms of digital wildfires. This could take a 
number of forms, for example: stricter/new legal codes, changes to the Terms of Use on 
social media platforms; technical mechanisms to limit the speed of content propagation 
in some scenarios; the provision of ‘lie’ buttons or esteem factors on social media to 
enable users to indicate whether posts are credible or creditworthy; or education 
campaigns to encourage responsible posting amongst users.  
 
Attempts to prevent or manage digital wildfires through further regulation are 
founded on the assumptions that the spread of unverified content can be harmful and 
that these harms need to be reduced. However, where governance attempts to limit 
the spread of content, this inevitably also limits users’ ability to post and access 
information. This creates tensions around censorship and freedom of speech. Attempts 
to limit the harms caused by digital wildfires might risk also limiting certain benefits 
provided by social media or risk causing harm themselves. These issues are recognised 
in the World Economic Forum [2013] report on digital wildfires:  
 
“Establishing reasonable limits to legal freedoms of online speech is difficult 
because social media is a recent phenomenon, and digital social norms are not yet 
well established. The question raises thorny issues of the extent to which it would 
be possible to impose limits on the ability to maintain online anonymity, without 
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seriously compromising the usefulness of the Internet as a tool for whistle-blowers 
and political dissidents in repressive regimes.” 
 
As this quotation highlights, consideration of governance mechanisms in relation to 
digital wildfires raises a complex ethical landscape. In addition to robust 
understanding of how existing mechanisms play out in practice and what gaps in 
regulation exist, informed decision making about social media governance requires 
close attention to ethical concepts and debates. Here we give a brief overview of two 
fields that can offer valuable insights in this area. 
4.1 Computer Ethics and Justification for Governance  
The inter-disciplinary field of computer ethics has developed in response to the 
realisation that computing technologies have the potential to affect our lives in ways 
that interfere with our preferences, duties or responsibilities [Johnson 1985; Adam 
2001; Bynum and Rogerson 2003; Floridi 2010]. Theoretical positions within computer 
ethics include traditional ethical theories from moral philosophy – namely, deontology, 
teleology and virtue [Stahl 2012]. These positions provide a means to consider whether 
social media governance mechanisms to manage digital wildfires can be ethically 
justified. Questions over harm and truth are central. Governance measures to reduce 
the harm caused by the spread of unverified content are based on a teleological positon, 
which focuses on the consequences of actions. Where the aggregate measure of 
disutility of an action – such as the rapid spread of an online rumour – outweighs its 
aggregate measure of utility, this can provide a justification for governance. In the case 
of the governance of digital wildfires, important questions arise over how the harmful 
consequences of rumour etc. can be measured and assessed. Is harm an objective entity 
or does it include subjective components such as the feelings of people affected? Over 
what timescale should consequences be measured, and is it possible that short term 
harm can lead to longer term benefit? Do the harms caused by digital wildfires 
outweigh the harms caused by limiting freedom of speech? 
 
In the teleological position truth is of secondary importance to consequence. So the 
truthfulness or otherwise of an online post matters only in relation to the consequences 
it has. By contrast the actor’s intention to be truthful is central to the deontological 
position. This perspective is based on the assessment of the actor’s intent, meaning 
that an intention to speak the truth can provide ethical justification for the online 
posting of unverified content. The virtue perspective takes a similar position, in that 
the speaking the truth is a virtue and spreading untruths or malicious content is a 
vice. These perspectives problematise issues of governance because it becomes 
necessary to attend to the truthfulness or otherwise of unverified content plus whether 
or not the individuals involved in starting or promoting the content believe those 
claims to be true. Of course determining the intent of users in posting content is 
extremely difficult. Furthermore it is highly unlikely that the multiple users involved 
in the mass spread of online unverified content share the same intentions. 
 
4.2 Responsible Research and Innovation  
Computer ethics raises important conceptual questions over governance but provides 
little in the way of practical guidance on the forms that different governance 
mechanisms could/should take and how they can be applied. A means to overcome this 
absence arises in work produced within the field of Responsible Research and 
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Innovation (RRI) [Owen et al. 2012; Stahl et al. 2014]. RRI has gained prominence in 
recent years as an EU initiative but academic work within this field also includes 
approaches developed in the US and worldwide. This work typically focuses on 
scientific research rather than ICT but the attention given to practices of ‘responsible 
development’ and responsible governance’ [Kjølberg 2010; Roco et al. 2011] have 
relevance to consideration of social media. For instance, these approaches are sensitive 
to the huge challenges represented by timing governance and responsible behaviour to 
attend to quickly changing environments. This can provide insight into governance 
relating to the rapid spread of content on social media. Furthermore these approaches 
are also sensitive to local, social and cultural contexts. These contexts matter given the 
different kinds of social media, their varying outreach and their entanglement with 
offline actions and events. The RRI approach offers insights into the practical 
application of ethically justified social media governance. In particular, an RRI 
approach suggests that heedful forms of governance may need to account for existing 
forms of self-governance amongst social media users, be reflexive of their own possible 
shortcomings, be continually scrutinised in the light of new digital challenges and be 
realistic in their ambitions. Therefore in addition to formal foresight and prediction 
methods it may be necessary to adopt anticipatory governance measures that involve 
different stakeholders and allow for the co-construction of ‘desirable futures’ [Stilgoe 
et al. 2013: 1571). 
5. ADDRESSING GAPS IN THE RESPONSIBLE GOVERNANCE OF SOCIAL MEDIA: A 
RESEARCH AGENDA 
So far in this paper we have demonstrated that the propagation and regulation of 
digital wildfires form important topics for research and have conducted a review of 
existing work in this area. We have described the ways that they can spread rapidly 
across social media and take the form of digital wildfires that have significant negative 
consequences for individuals, groups, organisations and communities. We have also 
outlined the debates over the governance of social media that have arisen in recent 
years. Our literature review identified work from both computational science and the 
social sciences that can contribute to understanding the propagation of unverified 
content on social media and also pointed to the analytic benefits of combining 
approaches. We described the potential for social scientific work to illuminate the 
broader societal contexts of digital wildfires and conduct detailed examination of the 
content of social media posts. We discussed existing research on the responses of 
individuals and different agencies to unverified content and highlighted its relevance, 
alongside ethical considerations, to questions over the appropriate regulation of social 
media. Our discussion of this literature has led to two key findings: (1) the benefits of 
an interdisciplinary approach towards the examination of social media content and its 
propagation; and (2) the value of connecting analyses of social media content with 
examination of the responses of different individuals and agencies and questions over 
responsible governance. 
 
Despite the relevance of this existing work, there is a need for further research in this 
area. We have identified a number of significant research gaps that need to be filled. 
These concern: (1) qualitative analysis of social media posts containing rumour and 
false/malicious content to inform computational analysis; (2) social scientific analysis 
of the inter-relationships between social media and society, in particular the impact of 
digital wildfires on individuals, groups, organisations and communities; (3) 
examination of the ways that various responses and governance mechanisms related 
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to digital wildfires play out and interconnect in different scenarios; 4) combining 
empirical findings with conceptual understandings to produce a framework through 
which the responsible governance of social media can be addressed. 
 
In this section we put forward a research agenda that takes up the challenge of 
combining the empirical examination of digital wildfires with exploration of 
responsible governance. This agenda has the capacity to begin to fill existing research 
gaps and inform policy debates. 
5.1 A research agenda 
In order to take up the research challenge presented by the contemporary phenomenon 
of digital wildfires, it is necessary to build an empirically grounded methodology for 
the study and advancement of the responsible governance of social media. This requires 
an interdisciplinary approach that incorporates relevant contemporary developments 
in computational science, the social sciences, computer ethics and responsible research 
and innovation. 
 
Empirical work is necessary to describe and analyse the communicative affordances of 
social media in terms of how these platforms facilitate the posting and real time 
propagation of content associated with digital wildfires. This involves examining the 
temporal structures of information flow and diffusion on social media. As described in 
Section 2.3 combining study methods from computational science and the social 
sciences offers particular benefits here. The systematic qualitative inspection of social 
media data can generate typologies of action and agency within digital interaction 
relevant to digital wildfires. These may include forms of claims making, legitimation, 
rebuttal, information sharing or agreement etc. which can then be applied to larger 
datasets using computational approaches. Qualitative analysis involving the 
systematic manual inspection of social media streams and content can capture the 
relational and interactional dynamics of Twitter and other social media platforms. 
Drawing on interactional approaches within the social sciences these enable 
empirically grounded interaction feature identification which can then inform the 
generation of coding frames for the crowdsourcing of annotation and coding for 
machine learning. Given the significance attributed to user self-governance during 
digital wildfires, it is further necessary for this analysis of the communicative 
affordances of social media to focus on practices of self-regulation. Drawing on the 
inter-disciplinary approach outlined above it is possible to identify practices of self-
regulation and determine their impact on the propagation of content. 
 
Moving beyond social media content itself, further empirical work is required to 
recognise the relevance of different stakeholders in digital wildfire scenarios. As 
discussed in Section 3 there are a range of agencies – law enforcement, traditional 
news media etc. – with an interest in verifying, contesting or dismissing rumour or 
false/malicious information as it appears on social media. It is necessary to examine 
how these agencies interpret the communicative affordances of social media and 
responding to them accordingly in real time scenarios. The use of ethnographic 
approaches (based on observational fieldwork and interviews as outlined in Section 2.3) 
provides an ideal means to capture and examine these practices in order to aid 
understanding of how different agencies manage and respond to the threats generated 
by social media in real time. In combination with findings from the analysis of social 
media content, ethnographic work also provides an empirical foundation to support 
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conceptual social scientific work on the broader societal contexts of social media. This 
makes a significant contribution to understanding of the relationships between online 
content and other behaviours, actions and events. For example, it can help to identify 
the different kinds of harm – subjective, measurable etc. – caused by digital wildfires 
to individuals and groups and support work to conceptualise the consequences of these 
harms for social media governance. 
 
Finally, it is necessary to explore fully the different opportunities for the regulation of 
social media in relation to digital wildfires. As described above, empirical analysis of 
social media content can identify practices of user self-regulation and their 
effectiveness in specific digital wildfire scenarios. It can also determine the limitations 
of self-governance and identify instances in which intervention by other agencies may 
be practical and beneficial. In addition, full exploration of governance requires seeking 
out the different viewpoints of relevant stakeholders on the effectiveness of current 
mechanisms and opportunities for further forms of governance. It is also necessary to 
acknowledge the ethical dilemmas and controversies that arise over social media 
regulation and to seek to understand different viewpoints concerning the ways that 
digital wildfires can or should be prevented, managed or limited. As described in 
Section 4.2, the adoption of insights from responsible research and innovation can 
inform practical advances in the ethically justified governance of social media – with 
particular regard to maximising the potential for user self-governance. They can help 
to incorporate evidence of digital wildfires and their consequences with broader 
understandings of the societal contexts in which digital wildfires occur and different 
views on governance. This supports the development of governance structures that are 
effective and ethically sound whilst acknowledging the benefits of social media and the 
potential for future challenges to occur. 
 
This research agenda provides the foundation for robust analysis that advances 
knowledge of social media, social media content and social media governance in 
relation to digital wildfires. It will contribute to understandings of opportunities for 
ethical governance via the actions of individuals and different agencies. This agenda 
marks a way to fill significant existing research gaps and can benefit the research 
community by highlight new methodologies and tools for harnessing the potential of 
social media data. It also informs policy debates over social media governance and can 
benefit a range of key groups. These include: policy makers with formal responsibility 
for developing digital society initiatives; government agencies responsible for social 
media policy implementation and governance processes; voluntary sector 
organisations and other groups involved in the promotion of responsible social media 
behaviours and of social cohesion etc.; and vulnerable social media users and their 
advocates (for example, school students and their teachers) with an interest in 
protecting them and advancing their digital maturity.  
 
5.2 The “Digital Wildfire: (mis)information flows, propagation and responsible governance” 
project.  
The authors of this paper are currently working on a research project that pursues the 
research agenda outlined above. The “Digital Wildfire: (mis)information flows, 
propagation and responsible governance” project is an inter-disciplinary study that 
seeks to advance empirical knowledge of the propagation of unverified content in the 
context of digital wildfires and inform debates over the effective and ethically justified 
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governance of social media. We are undertaking a variety of research activities to 
achieve the requirements set out in the research agenda. These involve:  
 
(1) Scoping ethical questions in relation to digital wildfires; Drawing on major 
traditions and concepts in computer ethics [Stahl 2012] we identify the core ethical 
issues arising from the phenomenon of digital wildfires. For example, the truthfulness 
(or otherwise) of social media posts and the intent of users when propagating content. 
We then reflect on the strength and limitations of these competing traditions of ethics 
in relation to the governance of digital wildfires. 
 
(2) Scoping existing governance mechanisms, their limitations and possibilities for 
further mechanisms; We identify key existing mechanisms relevant to the governance 
of digital wildfires; namely, the law, social media platform governance, institutional 
regulation, and user self-governance. We review the capacity for each mechanism to 
manage, limit or prevent the spread of content in a digital wildfire scenario and 
identify possibilities for further governance mechanisms [Webb et al. 2015]. 
 
(3) Conducting case studies of digital wildfires through the quantitative and qualitative 
examination of social media datasets. We apply the research approach advocated in 
Sections 2.3 and 5.1 by combining qualitative and quantitative techniques to examine 
social media datasets. We analyse information flows during digital wildfires, with 
particular attention to the occurrence of self-governance practices such as counter 
speech and their implications for the spread of content.   
 
(4) A Delphi panel [Adler and Ziglio 1996]. We conduct a series of questionnaires to 
gather stakeholder opinion on ethical and governance issues relevant to social media. 
Participants come from 4 groups that reflect the different governance mechanisms 
identified in activity 2: law, social media platforms; institutions and social media users. 
They submit answers to a series of open-ended questions which seek their opinion on 
the appropriate regulation of digital social media and digital wildfires. They then have 
an opportunity to respond to each other as further rounds of questionnaire seek to 
identify areas of consensus.   
 
(5) Ethnographic interviews and observations. We undertake fieldwork at different 
sites where agencies and organisations have an interest in dealing with (potentially) 
negative consequences of the spread of social media content containing rumour or 
false/malicious information. For instance, police control rooms, anti-harassment 
organisations, law enforcement agencies, education agencies etc. We gain 
understanding of the procedures and activities undertaken by these groups and the 
challenges they face when dealing with tensions, conflicts or disturbances that might 
arise from this content. 
 
(6) Ethical security map. We draw together our study findings to produce an ethical 
security map for social media stakeholders. This will take the form of a practical tool 
to help different users navigate through social media policy and aid decision making 
with regard to the spread of content.  
 
Other project outputs include the development of a training module on digital maturity 
and resilience for use in secondary schools and the production of artwork to promote a 
creative understanding of digital wildfires amongst a broad range of audiences. 
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6. CONCLUSION 
The contemporary popularity of social media platforms creates a condition of 
hyperconnectivity in which users can share content with multiple others 
spontaneously. This enables the swift spread of content and risks ‘digital wildfires’ in 
which rumour or false/malicious information propagates rapidly and causes 
considerable harms. Governance debates emerge over how digital wildfires can be 
managed, limited or prevented. High quality research can advance knowledge 
regarding unverified content on social media and inform debates over the effective and 
responsible regulation of digital social spaces. This research requires an 
interdisciplinary approach that combines the empirical analysis of social media 
content and propagation with the examination of responses of different individuals and 
agencies to digital wildfires as well as attention to questions over responsible 
governance. It is necessary to overcome gaps in existing research in order: to analyse 
the communicative affordances of social media; recognise the relevance of different 
stakeholder perspectives and experiences in digital wildfire scenarios; and explore the 
relationships between online content and other behaviours, actions and events. These 
steps form a necessary foundation to then identify and examine different opportunities 
for the responsible regulation of social media. The “Digital Wildfire” project 
undertaken by the authors of this paper advances this research agenda and in doing 
so seeks to make academic contributions and produce significant practical impacts. 
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