In this paper, we estimate the parameters of the Marshall-Olkin generalized exponential distribution under progressive Type-I interval censoring based on maximum likelihood, moment method and probability plot. A simulation study is conducted to compare these estimates in terms of mean squared errors and biases. Finally, these estimate methods are applied to a real data set based on patients with breast cancer in order to demonstrate the applicabilities.
Introduction
introduced Type-I interval and progressive censoring and developed the statistical inference for the exponential distribution based on progressively Type-I interval censored data. Ng and Wang [2009] introduced the concept of progressive Type-I interval censoring to the Weibull distribution and compared many dierent estimation methods for two parameters in the Weibull distribution via simulation.
Also, the distribution function and the hazard rate function of the MOGE distribution are as follows: 
In this paper, we study the maximum likelihood estimates, estimates via moment methods and estimates via probability plot for two parameters of the MOGE distribution under the progressive Type-I interval censoring. Section 2 introduces the progressive Type-I interval censoring for the MOGE distribution. In Section 3, some methods for parameters estimation are given. In Section 4, a simulation study is conducted to compare the performances of these estimation methods based on the mean squared error 
Progressively Type-I interval censored data
Suppose that n items are placed on a life testing problem simultaneously at time t0 = 0 under inspection at m pre-specied times t1 < t2 < . . . < tm where tm is the scheduled time to terminate the experiment. At the ith inspection time, ti, the number, Xi, of failures within (ti−1, ti] is recorded and Ri surviving items are randomly removed from the life testing, for i = 1, . . . , m. It is obvious that the number of surviving items at the time ti is Yi = n − i j=1 Xj − i−1 j=1 Rj. Since Yi is a random variable and the exact number of items withdrawn should not be greater than Yi at time schedule ti, Ri could be determined by the pre-specied percentage of the remaining surviving units at ti for given i = 1, 2, . . . , m. Also, given pre-specied percentage values, p1, . . . , pm−1 and pm = 1, for withdrawing at t1 < t2 < . . . < tm, respectively, Ri = piyi at each inspection time ti where i = 1, 2, . . . , m. Therefore, a progressively Type-I interval censored sample can be . Then, based on the observed data, the likelihood function will be as follows:
Some parameter estimation methods
In this section, we give some estimation methods for the parameters of the MOGE distribution.
sored sample is collected for the MOGE distribution. Using (1.2), the likelihood function
Hence, we have the following log-likelihood equations:
The MLEs of α and λ cannot be obtained in a closed form by solving equations (3.1) and they must be calculated using a numerical method. Since there is no closed form for
MLEs, a mid-point approximation and the EM algorithm are introduced as follows for nding the MLEs of α and λ. , and the Ri censored items withdrawn at the censoring time ti. Then log-likelihood function from the MOGE distribution can be specied as follows:
Therefore, the maximum likelihood estimate of α,α, and the maximum likelihood estimate of λ,λ, are the solution of the sequel equations:
There is no closed form for the solutions of (3.2) and (3.3), thus an iterative numerical method is needed to obtain the parameter estimates, i.e.,α andλ. Let yij, j = 1, 2, . . . , Xi, be the survival times within subinterval (ti−1, ti] and zij, j = 1, 2, . . . , Ri, be the survival times for those withdrawn items at ti for i = 1, 2, 3, . . . , m, then the log-likelihood, log(L * ), for the complete lifetimes of n items from the MOGE distribution is given as follows:
Taking the derivative with respective to α and λ, respectively, on (3.4), likelihood equations are obtained by
The EM-algorithm has the following steps:
Step 1. Given initial estimates of α and λ , say α (0) and λ (0) ; Step 2. In the kth iteration, the E-step requires to compute
where Y is a random variable which has the MOGE distribution density function (1.1).
Step 3. The M-step maximize the likelihood function. Based on the likelihood equations for complete data, we can obtain the estimateŝ
Step 4. Setting k = k + 1, the MLEs of α and λ can be obtained by repeating the E-step and M-step until convergence occurs.
Note that numerical integration methods are required to compute the above conditional expectations in Step 2.
3.2. Method of moments. Let Y be a random variable which has the MOGE distribution density function (1.1). The kth moment of a doubly truncated generalized exponential distribution in the interval (a, b) where 0 < a < b is given by
Equating the sample moment to the corresponding population moment up to the second order, the following equations can be used to nd the estimates of moment method:
An iterative procedure can be employed to solve the above equations for α and λ as follows:
Step 1. Consider the initial values of α and λ, sayα (0) andλ (0) with k = 0;
Step 2. In the k + 1th iteration, 
, where using (1.3) and (1.4),
.
• The solution for α, sayα (k+1) , is obtained through the following equation:
Step 3. Checking convergence, if the convergence occurs then the currentα (k+1) and λ (k+1) are the estimates of α and λ by the method of moments; otherwise set k = k + 1 and go to Step 2. (1 −pj), i = 1, 2, . . . , m,
IfF (ti) is the estimate of F (ti), then the estimates of α and λ in the MOGE distribution based on probability plot can be obtained by minimizing
with respect to α and λ.
3.4. Simulation algorithm. In this section, we give A short algorithm for simulating X1, X2, . . . , Xm from a random sample of size n put on life test at time 0 is therefore given below. Let X0 = R0 = 0; We use the fact that for i = 1, ..., m,
Hence we can give an algorithm as follows:
Step 1. Set i = 0 and let xsum = rsum = 0;
Step 2. Next i;
Step 3. If i = m + 1, exit the algorithm;
Step 4. Generate Xi as a binomial random variable with parameters (n − xsum − rsum) and
Step 5. Calculate R obs i = pi(n − where censoring in p (1) is lighter for the rst four intervals and heavier for the next four intervals. The censoring pattern is reversed in p (2) . p (3) is the conventional interval censoring where no removals prior to the experiment termination and the censoring in p (4) only occurs at the left-most and the right-most. The initial values of α and λ for iterative progresses of MLE, mid-point approximation, EM algorithm, moment method and probability plot are given the same values, which for each simulation run, is randomly generated.
3.6. Simulation results. The result for the 1000 simulation runs by R software is shown in Table 1 and Table 2 and is graphically illustrated in Figures 4 and 5 . As the performances among the four censoring schemes, the third scheme p (3) provides the most precise results as seen from Bias, SD (i.e. the standard deviation) and MSE (i.e. the mean squared errors) shown in Table 1 and Table 2 from the dispersions of the boxplots shown in the Figures 1 and 2 , then followed by the schemes p (4) , p (1) and p (2) .
Real data analysis
A data set which consists of 118 patients with breast cancer treated at the Sadouqi Hospital of Yazd is used for modelling the MOGE distribution; This data set is explored from [4] and summarized in Table 3 . In this table, the rst column shows 7 pre-assigned time intervals in years which were determined before the experiment, i.e., [ti−1, ti), i = 1, ..., 7. The second column shows the number of patients who are died in the time intervals, i.e., X1, ..., X7 and nally, the last column is the number of patients who were dropped out from the study at the right end of each time interval; These dropped patients are known to be survived at the right end of each time interval but no follow up. Hence, the last column in Table 3 provides the values of Ri, i = 1, . . . , m = 7. To select a suitable model for the given data set in Table 3 , we start with the MOGE distribution. We will t the MOGE distribution and statistically test whether the MOGE distribution model can be reduced to the exponential (E) distribution model for the given data set in the Table 3 .
Fitting the MOGE to the given data, MLE of (α, λ) is The authors are highly grateful to referees for their valuable comments and suggestions for improving the paper.
