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Shlukování textových dat je jednou z úloh dolování v textech. Slouží k rozdělení dokumentů 
do různých kategorií na základě jejich podobnosti, což nám umožňuje snadnější vyhledávání v takto 
rozdělených dokumentech. V práci jsou popsány současné metody sloužící k shlukování textových 
dokumentů, jež se využívají. Z těchto metod je vybrán algoritmus Simultaneous keyword 
identification and clustering of text documents (SKWIC), který by měl při shlukování dosahovat 
lepších výsledků, než standardní algoritmy jako např. k-means. Je navrhnuta a implementována 







Clustering of text data is one of tasks of text mining. It divides documents into the different categories 
that are based on their similarities. These categories help to easily search in the documents. This 
thesis describes the current methods that are used for the text document clustering. From these 
methods we chose Simultaneous keyword identification and clustering of text documents (SKWIC). 
It should achieve better results than the standard clustering algorithms such as k-means. There is 
designed and implemented an application for this algorithm. In the end, we compare SKWIC with 
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V dnešní době máme spoustu informací ukrytých v textových datech. Získat informace z textu je už 
komplikovanější, vzhledem k tomu, že textové dokumenty obsahují spoustu nestrukturovaného, 
případně částečně strukturovaného textu. Tato práce se zabývá dolováním textových dat 
se zaměřením na úlohu shlukování textů. Což je problematika založená na přiřazování jednotlivých 
textových dokumentů do skupin, dle jejich podobnosti. V jednom shluku jsou pak dokumenty, které 
jsou si podobné velmi, kdežto s dokumenty v jiných shlucích jsou si podobné minimálně.   
Shlukování v textech je pak důležitým krokem při indexování, vyhledání, či správě velkého množství 
textových dokumentů na webu případně na intranetu v korporátních sítích. Hlavními problémy 
dolovacích úloh nad těmito daty je vysoká dimenzionalita, velký objem dat a složitá sémantika 
vstupních dat. První dva problémy řeší shlukovací algoritmy zmíněné v kapitole 4 založené 
na redukci dimenzionality a poslední problém zase ontologie.  
Následující kapitola 2 obsahuje popis dolování v textech. Nejprve je rozebrána fáze 
předzpracování, kde je popsáno jak a co všechno je potřeba provést pro převod dat ze vstupních textů 
do vhodné reprezentace použitelné v dolovací úloze. Pak jsou zmíněny jednotlivé úlohy, jež spadají 
pod dolování textů. Kapitola 3 pak představuje jednotlivé metody používané pro shlukování 
textových dat, kde je pak každá metoda stručně charakterizována. Kapitola 4 je věnována vybranému 
algoritmu Simultaneous keyword identification and clustering of text documents (v následujícím textu 
pak používám pro přehlednost jeho zkratku SKWIC). Nejprve je popsán algoritmus, ze kterého 
vychází. Kapitola 5 obsahuje seznámení s testovacími daty. Kapitola 6 představuje nástroj 
RapidMiner. Následně popisuje aplikace řešící shlukování textových dokumentů pomocí 
standardního k-means, pomocí něhož budu srovnávat výkonnost algoritmu SKWIC. Kapitola 7 
zahrnuje konceptuální návrh aplikace. Dále je zde uvedena optimalizace algoritmu, ať je použitelný 
i nad větším objemem dat. Kapitola 8 pak řeší návrh samotné aplikace a její implementaci. V kapitole 
9 jsou provedeny testy a srovnání algoritmu SKWIC a k-means, také je porovnáno, jak pracují 
jednotlivé metody předzpracovaní a jaký mají vliv na výsledné předzpracování. Závěr práce 
v kapitole 10 pak obsahuje shrnutí dosažených výsledků a možné rozšíření algoritmu. 
Práce je psána v návaznosti na semestrální projekt, který posloužil jako základ. Kapitoly 2, 3 
a 4 jsou z něho převzaty, pouze jsem je rozšířil o pár detailů. Kapitola 5 semestrálního projektu pak 
posloužila jako základ kapitoly 7.  
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2 Dolování textů 
Dolování v textech lze definovat jako proces objevování (získávání) znalostí, který má za cíl 
identifikovat a analyzovat užitečné informace v textech, jež jsou zajímavé pro uživatele. Dolování 
v textech lze také definovat jako netriviální extrakci implicitních, předem neznámých a potencionálně 
užitečných informací z velkého množství textových dat. Předem neznámými informacemi jsou 
myšleny informace, které znal autor dokumentu a které nejsou implicitně viditelné. 
Dolování v textech vzniklo jako další větev dolování v datech, pokrývající požadavek 
na zpracování textů a vyhledávání znalostí v nich uložených. V dnešní době je spousta informací 
(až 80% [5]) uložena v podobě textových dokumentů. Důvodem oddělení od dolování v datech je 
rozdílnost dat, která jsou zpracovávána.  Tato rozdílnost vedla k potřebě vytvořit nové metody 
předzpracování a zpracování textů. 
 Dolování v textech se dá rozdělit na dvě části nejprve je provedeno předzpracování 
(kapitola 2.1) pak následuje provedení některé z dolovacích úloh (kapitola 2.2) [1, 2, 4]. 
2.1 Předzpracování 
Při dolování využíváme spoustu rozdílných zdrojů dokumentů (prostý text, PDF, web, MS Word, 
XML,…). Jako vstup dolování v textech pak používáme dokument, případně kolekci dokumentů, kdy 
se v rámci jedné kolekce může typ jednotlivých dokumentů lišit. Dokumentů v kolekci může být 
několik tisíc až několik milionů.  Z dokumentů se snažíme extrahovat informace o termech. Term je 
základní jednotkou dokumentu, nejčastěji se jedná o jedno slovo. Slov bývá v jazyku několik set tisíc. 
V dokumentech je jich zastoupeno méně zpravidla jen pár tisíc, ale i tak je to hodně. Proto je potřeba 
dokumenty vhodně upravit, aby dolovací úloha dosahovala dobrých výsledků. Nejprve představím 
datovou reprezentaci pomocí vektorového modelu a pak jednotlivé metody pro získání termů [1, 2]. 
2.1.1 Vektorový model 
Vzhledem k tomu, že dolování dat pracuje s normalizovanými záznamy v tabulkách, které my 
nemáme. Musíme nějak vyřešit problém, jak reprezentovat vstupní data, abychom na ně mohli 
aplikovat dolovací algoritmy. Pro většinu dolovacích úloh se vstupní dokumenty uchovávají 
do vektorového modelu. Kolekci dokumentů pak uchováváme tak, že pro  dokumentů každý 
o  termech uchováme do matice termy na dokument:  =  × . Pak výraz 	 představuje j-tý term 
v i-tém dokumentu a jeho hodnota pak značí váhu příslušného termu. Váha může být binární hodnota, 
tj. term se v dokumentu vyskytuje / nevyskytuje, případně to může být hodnota spočítána některou 
váhovací metodou např.: 
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- Váhování TF: Hodnota je určená počtem výskytů termu v dokumentu. 
- Váhování IDF: Méně frekventované termy ve všech dokumentech jsou více 
diskriminativní. Základním vzorcem je (vzorec 2.1), kde n je počet dokumentů a 
 počet 
dokumentů kde se vyskytuje term . 
 = 1 + log  
  (2.1) 
 
- Váhování TF-IDF: Je dáno součinem předchozích dvou přístupů, kdy zohledňuje jak 
počet výskytů, tak i výskyty v rámci různých dokumentů. 
 
U vektorového modelu obdržíme velmi řídké matice (zaplnění kolem 2%), které obsahují 
několik tisíc termů. V následujícím textu popíšu metody jak získat jednotlivé termy (atributy) 
pro vektorový model, tak abychom redukovali množství termů a zvýšili úspěšnost dolovacích metod 
[1, 2]. 
2.1.2 Tokenizace 
Nejprve je nutné provést tokenizaci, neboli převod vstupního textu na jednotlivá slova. Tu si musíme 
uvědomit, že pracujeme s různými zdroji dat, proto je nutné nejprve vstupní data převést na prostý 
text. Odstraníme různé pomocné značky např. HTML tagy a jiné pro nás nepodstatné „smetí“ (jiné 
znaky než písmena, případně nějaká binární data, které jsou součásti daného formátu). Následuje 
odstranění interpunkce a převod na malá písmena. Pak dokument rozdělujeme na slova, oddělené 
bílými znaky. Tím získáváme kandidáta na nový term, na kterém ještě budeme provádět další úpravy. 
Nakonec si ještě můžeme ověřit, zda slovo existuje ve slovníku např. WordNet [10] 
a uvažovat pouze slova, vyskytující se v daném jazyku [2]. 
2.1.3 Odstranění stop slov 
Stop slovy rozumíme slova, která nenesou žádnou informaci (spojky, předložky). K zjišťování stop 
slov využijeme např. dokument dostupný na odkazu v [6], který obsahuje seznam anglických stop 
slov. Pokud kandidát na term je stop slovem, tak ho budeme ignorovat [2]. 
2.1.4 Stemming 
Další technikou pro limitování počtu termů je stemming. Slouží k získání kanonického základu slova 






nahradí slovem connect. Sice tím ztrácíme kus sémantické informace, ale na druhou stranu snížíme 
počet termů a současně zvýšíme počet výskytů jednotlivých termů, které zbudou po stemmování. 
Pro stemming využiji Porterův algoritmus. 
 Jedná se o nejznámější stemmovací metodu současnosti. Byla sepsána již v roce 1979 
Martinem Porterem. Metoda je založena na postupném odstraňování předpon a přípon slov v několika 
krocích dle 52 definovaných pravidel. Důležitá je správné pořadí aplikování pravidel. Původně byl 
sepsán v jazyce BPCL, který se dnes již nepoužívá. V dnešní době se již nemění, a je volně přístupný 
v celé řadě jazyků na stránkách autora [8]. Od původní verze se liší v pár pravidlech. Hodlám využít 
verzi algoritmu napsanou v Javě, ve které budu psát výslednou aplikaci [2,7]. 
2.1.5 Ontologie 
Další metodou je ontologie. Tato metoda zase naopak zvedá počet klíčových slov na základě 
sémantiky jednotlivých slov. Např. slovo vepřové můžeme přiradit také ke slovu maso, a to dokonce 
i v případě, kdy se slovo maso vůbec v dokumentu nevyskytuje. 
Nejznámějším zdrojem pro vytváření ontologií je databáze WordNet [10]. Jedná se o databázi 
slov spojenou sémantickými vztahy. Základním jednotkami WordNetu jsou synsety, neboli 
synonymické řady, které mají v určitém kontextu totožný význam. Dále nabízí celou řadu spojení 
mezi částí a celkem (např. ruka je části těla), dále zobecnění případně konkretizování významu.  
Pokud použijeme jisté zjednodušení, můžeme slova jednoho synsetu považovat za výraz 
označující jeden pojem. To je důležité při propojení ontologií s WordNetem. Příkladem ontologie 
založené na tomto slovníku je SUMO (Suggested Upper Merged Ontology) k dispozici na [24], je 
volně dostupná ve všech dnes běžně užívaných formátech pro ontologie [1,13]. 
2.1.6 Selekce termů nevhodných pro shlukování 
Další možným krokem, jak zredukovat množství termů, je ignorování určitých termů, které nebudou 
mít přílišný vliv na dolovací úlohu.  
První možnou selekcí termů je ignorování číslic, které mohou například představovat různý 
formát data a času, či nějaké počty kusů. Většinou podle takovýchto termů nepotřebujeme provádět 
shlukování, proto je nepotřebujeme ani zachovávat. 
Zbytečnými termy pro shlukování jsou i takové, jež se nacházejí pouze v jednom dokumentu. 
Takže nám neovlivňují rozdělení do shluků, ale jenom zvětšují vzdálenost mezi dokumenty uvnitř 
shluku. Ovšem problém tohoto kroku může nastat v případě, že daný shluk obsahuje pouze jeden 
dokument. Odstraněním takovýchto termů již ovlivní výsledky shlukování a shluky s jedním 
dokumentem budou pravděpodobně smíchány s jinými shluky. 
 Další možnou selekcí termů je ignorování termů s malou IDF vahou, neboli s výskytem 
menším než nějaká požadovaná prahová hodnota. Tento krok můžeme elegantně vytvořit po načtení 
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všech dokumentů a následném seřazení termů dle jejich počtu dokumentů, v nichž se vyskytují, 
tj. budou mít největší IDF váhu. Poté vybereme požadovaný počet termů s největší IDF vahou. Tato 
metoda může snadno eliminovat nepotřebné termy, ale na druhou stranu může eliminovat i termy 
charakteristické pro shluk.   
2.2 Dolovací úlohy 
Zde popíšu základní úlohy spadající pod dolování textů. 
2.2.1 Shlukování 
Shlukování slouží k rozdělení kolekce dokumentů na shluky, kdy dokumenty v rámci jednoho shluku 
jsou si velmi podobné a s dokumenty v jiných shlucích jsou si podobné minimálně. Míra podobnosti 
je pak dána Euklidovskou (vzorec 2.2), případně Kosinovou (vzorec 2.3) vzdálenost, 
,  =  −  !"#$  (2.2) 
,  = ∑  ⋅  "#$'∑ ! ∙ ∑  !"#$"#$  (2.3) 
kde ,  jsou vektory vah porovnávaných dokumentů (případně  značí centra shluku),  je pak 
počet termů ve vektorech a   resp.      značí í-tý term ve vektorech. Výsledkem je míra podobnosti, 
což je číslo v intervalu [0,1]. Euklidovská metrika pak představuje vzdálenost mezi dvěma vektory. 
Kosinova zase úhel jaký spolu vektory svírají.   
Pomocí vytvořených shluků pak můžeme zjistit témata, která se vyskytují ve vstupní kolekci. 
Také mohou být na základě zjištěných skupin vytvořeny modely, které můžou nový dokument zařadit 
do některé ze skupin, nebo může být vyhledána skupina dokumentů, která nejvíce vyhovuje 
zadanému dotazu. Jednotlivé přístupy používané ke shlukování popisuji v samostatné kapitole 3 
[1,2,4,11]. 
2.2.2 Klasifikace 
Neboli kategorizace textu, kdy do předem daných kategorii (sport, finance,…) se snažíme přiradit 
jednotlivé dokumenty. Dokument může být obsažen ve více kategoriích současně, případně to může 
být omezeno na jednu kategorii. 
Ke klasifikaci se používají následující algoritmy: K-Nearest Neighbors, Neuronové sítě, 
Rozhodovací stromy, případně je možné využít asociačních pravidel. 
Možné aplikace klasifikačních algoritmů jsou detekce spamu, organizování dokumentů, 
indexování dokumentů [2,4]. 
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2.2.3 Extrakce informace 
Cílem extrakce informací je převést nestrukturovaný text do strukturovaného dle jeho obsahu. Jedním 
z hlavních účelů této činnosti je dodání informací dalším metodám. Zvolený přístup záleží 
na struktuře textu. Z textu můžeme získávat čtyři základní druhy informací: 
- Entity: základní stavební jednotky, které můžeme nalézt (osoby, domy,…) 
- Atributy: se pak vztahují na entity (věk osoby) 
- Fakty: jsou pak vztahy mezi entitami 
- Události: jsou pak činnosti, kterých se entity účastní (narozeniny). 
Možné algoritmy jsou pak (LP)2,WHISK, Kennedy and Boguraev [2].  
2.2.4 Sumarizace 
Cílem sumarizace je vytvořit krátké shrnutí dokumentu, případně kolekce dokumentů, což pak 
umožní ušetřit čtenáři získat názor na dokumenty již po krátkém čase. Sumarizaci můžeme rozdělit 
na dva základní způsoby, jak se k ní přistupuje. Vybírání celých vět, dle jejich důležitosti. Druhou 
možností je sestavení nových vět dle sémantiky dokumentu, avšak tento přístup, ještě nedosahuje tak 
dobrých výsledků jako prvně zmíněný.  
Možné algoritmy pro sumarizaci jsou Luhn, Edmudson a Latentní sémantická analýza [4, 17]. 
2.3 Validace výsledků 
Posledním krokem, po aplikaci dolovacího algoritmu, je ověření správnosti výsledků. V našem 
případě budeme používat dvou metrik a to F-skóre a poměr správně zařazených dokumentů, podle 
kterých budeme měřit úspěšnost rozdělení dokumentů do tříd. 
2.3.1 F-skóre 
Tato metrika je spíše vhodná pro klasifikaci, či získávání informací, ale lze ji využít například i 
při ověření výsledků shlukování. Pro vyhodnocení bude metrika potřebovat kontingenční tabulku ), 
obsahující na jedné ose nalezené kategorie a na druhé ose skutečné rozdělení dokumentů do shluků. 
Samotný výpočet je založen na přesnosti (vzorec 2.4) a úplnosti (vzorec 2.5), kde *	 značí počet 
dokumentů v matici ) na příslušném indexu, |,| je počet dokumentů v prohledávaném shluku a |-| 
představuje počet dokumentů prohledávané kategorie. ./, 
	 = *	0
	0 (2.4) 1/, 
	 = *	|/| (2.5) 
Pro každý prvek matice  ) spočteme dílčí hodnotu  dle (vzorec 2.6). 
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2/, 
	3 = 2.2/, 
	312/ , 
	3.2/, 
	3 + 12/, 
	3 (2.6) 
 
Výslednou hodnotu F-skóre pak získáme jako vážený průměr maximální hodnoty F každého 
shluku tedy (vzorec 2.7), kde ||značí celkový počet dokumentů [27]. 
 − 5
ó78,, - =  |/|||9#$ max=>∈@ /, 
	 (2.7) 
 
2.3.2 Poměr správně zařazených dokumentů 
Tuto metriku zavádím hlavně pro to, ať si uděláme představu o tom, jaké množství dokumentů je 
správně zařazeno do shluků v případě, že máme rozdělení dokumentů do shluku nerovnoměrné. 
Takovým příkladem nerovnoměrného rozložení dokumentů je například kolekce Reuters-21578 [14], 
kde do prvních pár shluků spadá většina dokumentů a v ostatních shlucích je jenom pár dokumentů. 
Tuto metriku vypočteme relativně snadno, jako počet dokumentů zařazených ve správném 




3 Metody pro shlukování textových dat 
Při samotném dolování se dají použít obdobné algoritmy jako při klasickém shlukování, ale nebudou 
dosahovat stejně dobrých výsledků, jako algoritmy určené speciálně pro shlukování textů, jelikož 
data, se kterými pracujeme, mají jiné charakteristiky. Nejprve ukážu tradiční metody (kapitola  3.1). 
Následují metody a přístupy řešící problémy textového shlukování. Rozděluji je na dvě části. Nejprve 
jsou nevedené metody založené na redukci dimenzionality (3.2) a nakonec zmíním přístupy, jak lze 
provádět částečně vedené shlukování, které vedou ke zlepšení výsledků (kapitola 3.3). 
3.1 Tradiční shlukovací metody 
3.1.1 Metody založené na rozdělování 
Metody jsou založené na rozdělení  objektů do 
 tříd (shluků), kde 
 < . Každá třída musí 
obsahovat alespoň jeden objekt. Každý objekt spadá právě do jedné třídy. Pro tyto metody je nutné 
zadat počet tříd, jenž se ve vstupních datech vyskytuje. 
Prvním krokem je náhodné vybrání  
 objektů, reprezentujících jednotlivé třídy. Pak následuje 
rozdělení ostatních objektů do těchto tříd použitím na základě podobnosti (vzdálenostní funkce). 
Následuje iterativní proces, při kterém se hledají optimální třídy a následné přesouvání objektů 
k nejpodobnější třídě na základě vhodné heuristiky (k-means, k-menthoids). 
Nevýhodou těchto metod je nutnost zadávat ručně počet shluků. A také při použití výše 
zmíněných heuristik hledají shluky kulovitého tvaru. Pokud bychom chtěli hledat složitější shluky je 
nutné tyto metody modifikovat [3]. 
3.1.1.1 k-means 
Nejznámějším algoritmem používaným pro shlukování, založeném na rozdělování je k-means. Jedná 
se o jednoduchý a rychlý algoritmus. Pro svou práci potřebuje znát počet shluků 
 a vektor  
reprezentující jednotlivé objekty.  
Třída je reprezentována pomocí fiktivního centrálního bodu. Atributy bodu pak určuje střední 
hodnota atributů jednotlivých objektů obsažených v této třídě. Objekty se pak rozdělují do tříd 
na základě euklidovské vzdálenosti od těchto bodů. Iterování, ve kterém přerozdělujeme objekty 
do jednotlivých tříd, ukončíme v případě konvergence funkce použité jako kriterium. Jako funkci 
pro kriterium se nejčastěji používá čtverec chyby (vzorec 3.1), 
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kde , představuje vektor obsahující jednotlivé středy,  je vektor všech dokumentů obsažených 
v í-tém shluku,  je pak vektor představující jednotlivé dokumenty a / je vektor reprezentující středy 
í-tého shluku. V praxi se ukončení cyklu provádí v případě, že žádný dokument již nebyl přesunut. 
Algoritmus pracuje dobře v případě, že vstupní data obsahují kompaktní shluky, které jsou 
dobře odděleny. Algoritmus často nenajde optimální shluky a uvízne v lokálním minimu [3]. 
3.1.2 Hierarchické metody 
Tyto metody jsou založeny na vytváření hierarchického rozkladu. Podle způsobu rozkladu můžeme 
rozdělit metody do dvou kategorií: 
- Shlukující hierarchické metody (zdola nahoru): nejprve je každý objekt umístěn 
do zvláštní třídy. Pak následuje shlukování těchto tříd dohromady dle jejich podobnosti, dokud 
nedosáhneme jedné třídy, nebo požadované úrovně shluků. Tento přístup je nejpoužívanější, jako 
příklad algoritmu můžeme uvést AGNES (AGlomerative NESting). 
- Rozdělující hierarchické metody (shora dolů): nejprve všechny objekty umístíme do jedné 
třídy. Následuje dělení jednotlivých tříd na menší, dokud nedosáhneme požadované úrovně nebo 
každý objekt tvoří samostatnou třídu. Příkladem algoritmu je DIANA (DIvisive ANAlysis). 
Nevýhodou těchto metod je to, že pokud nějakou třídu sloučíme (rozdělíme) již ji pak 
nemůžeme znovu rozdělit (sloučit), takže při nevhodném sloučení (rozdělení) již nezískáme správné 
shluky. Metody jsou snazší na výpočet, ale nedosahují až tak přesných výsledků jako metody 
založené na rozdělování. Proto je dobré metody kombinovat s jinými metodami [3]. 
3.1.3 Metody založené na hustotě 
U těchto metod považujeme shluk za místo se zvýšenou hustotou výskytu objektů. Oddělené místem 
s nízkým výskytem objektů, který považují za šum. Příkladem těchto metod je například DBSCAN 
a DENCLUE [3]. 
3.1.4 Metody založené na mřížce 
Tyto metody transformují data do konečné víceúrovňové mřížky. Shlukovací operace pak probíhají 
nad touto mřížkou. Hlavní výhodou těchto metod je rychlé zpracování datové množiny nezávislé 
na počtu vstupních dat, ale na počtu bodů mřížky. Zástupci těchto metod jsou STING a WaveCluster 
[1,3]. 
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3.1.5 Podprostorové shlukování 
Výše uvedené metody nebyly psány pro vysoce dimenzionální data, jakými jsou textové dokumenty, 
kdy máme problém daný shluk identifikovat, pokud vstupní data obsahují i irelevantní atributy, které 
nám daný shluk maskují. Toto ukážu na jednoduchém příkladu, pokud budeme mít datový vektor obsahující tři atributy $, !, F. Sledováním pouze atributů $ a ! nalezneme dva shluky normálně 
rozložené, jak je ukázáno na (obrázek 3.1).    
 
Obrázek 3.1: Zobrazení podprostoru na základě $, ! (převzato z [1]). 
Ovšem třetí atribut F nám pak představuje náhodnou funkci s uniformním rozložením. Pokud se 
podíváme na zobrazení $ a F (obrázek 3.2), či ! a F (obrázek 3.3) nenalezneme žádné shluky. 
Zavoláním standardní metody k-means nad těmito daty bude mít za následek, že dva shluky 
nacházející se mezi atributy $ a ! nebudou nalezeny díky šumovému atributu F.  
 
Obrázek 3.2: Zobrazení podprostoru na základě $, F (převzato z [1]). 
 
Obrázek 3.3: Zobrazení podprostoru na základě !, F (převzato z [1]). 
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 Ve vysoce dimenzionálních datech (jakými jsou textové dokumenty) se tento problém ještě 
zvýrazňuje. Kdy data mohou obsahovat příliš mnoho irelevantních atributů, a my nejsme schopni 
shluky identifikovat. Jako řešení je vhodná redukce atributů, abychom shluky hledali pouze v menším 
podprostoru. Jednou z možností může být přiřazení vah jednotlivým atributům, například k atributům $, !, F z předchozího příkladu přiřadíme váhy 0,46, 0,4 a 0,14. Pak už snadno najdeme shluky, 
které jsou mezi atributy $ a !. 
 Existují dva základní přístupy, jak je možné hledat a vyhodnocovat vhodné podprostory 
obsahující shluky: 
- Metody zdola nahoru založené na mřížce: Tyto metody využívají podobného přístupu jako 
algoritmus APRIORI. Nejprve pro každou dimenzi vytvoříme histogram a z nich vybereme ty koše 
s vyšší hodnotou výskytu. Následně pak jednotlivé koše spojujeme, dokud je vyšší hodnota výskytu 
než prahová. Výsledných košů je pak vyžito pro sestavení vícedimenzionální mřížky. Mřížka může 
být statická, čehož využívají algoritmy CLIQUE a ENCLUS, nebo adaptivní. Té využívají například 
algoritmy MAFIA, CBF, CLTree. 
- Iterativní metody shora-dolů: Tyto metody jsou založeny na váhování jednotlivých atributů. 
Počáteční aproximace začíná se všemi atributy stejně vyváženými. Následuje sestavení shluků 
a aktualizování hodnot vah jednotlivých atributů. Nově upravené váhy jsou použity v další iteraci 
algoritmu. Tento přístup vyžaduje několik iterací drahého shlukovacího algoritmu nad všemi atributy, 
což je docela náročné. Proto mnoho implementací tohoto přístupu využívá vzorkování, aby zvýšili 
výkon. Nevýhodou je nutnost zadávat počet shluků a velikost podprostoru. Což je u vysoce 
dimenzionálních dat problematické. Takže při neznalosti těchto parametrů je nutné shlukovaní 
provést několikrát a vybrat nejlepší výsledek. Algoritmy pracující na tomto principu jsou PROCLUS, 
ORCLUS, FINDIT [1,3,18]. 
3.2 Textové podprostorové shlukování 
Následuje popis nových algoritmů využívaných k nevedenému podprostorovému shlukování 
v textových dokumentech. Jsou založeny na podobných principech, jaké byly zmíněny 
v předcházející sekci [3.1.5].  
3.2.1 Adaptive subspace iteration (ASI) 
V [19] je představen nový algoritmus, který umožňuje explicitně modelovat struktury přiřazené 
každému shluku. Samotný algoritmus se pak skládá ze dvou částí: 
- Redukce dat: přiřazování jednotlivých dokumentů do shluků 
- Identifikace podprostoru: identifikace struktur přiřazené každému shluku. 
Jednotlivé úkoly jsou řešeny iterativním optimalizačním procesem, který střídavě provádí identifikaci 
podprostorových struktur dle aktuálního rozdělení shluků a nově rozděluje shuky na základě nově 
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nalezených podprostorových struktur. Hlavní výhodou této metody je to, že není třeba zadávat počet 
shluků, který metoda umí sama vyhledat [1,19]. 
3.2.2 Simultaneous keyword identification and clustering 
of text documents (SKWIC) 
Friguy v [16] představuje nový algoritmus. Základní principy pochází z k-means. Zásadním rozdílem 
je fakt, že každý shluk je navíc reprezentován svými vlastními klíčovými slovy. Metoda pak při své 
práci hledá shluky a současně vyvažuje vhodná klíčová slova pro každý shluk. Tento přístup nese dvě 
výhody, kdy klíčová slova pomáhají snadněji rozdělovat kolekci dokumentů do smysluplných 
kategorií. Druhou výhodou je možnost vygenerovat krátký textový popis z termů pro každý shluk. 
Popis obsahuje nejen počet a váhu jednotlivých atributů ale i jejich relevantnost. Při shlukování 
dokumentů, kde jsou váhy všech atributů obdobné, dosahuje obdobných výsledků jako k-means, 
ovšem v případě, že každý atribut má jinou váhu, dosahuje lepších výsledků. Podrobněji se algoritmu 
budu věnovat v kapitole 4. 
3.3 Částečně řízené shlukování 
Učení na základě označených (pojmenovaných) a neoznačených dat nazýváme částečně vedené 
učení, nebo také označované jako „transductive learning“. Zaměřím se na tyto metody z pohledu 
shlukování, kdy malé množství označených dokumentů nám slouží především ke zlepšení výsledků 
shlukovacích metod nad neoznačenými daty. Tyto přístupy také zahrnují možnost uživatelem dodat 
informace, jakými jsou jmenovky dat, případně vztahy mezi některými dokumenty (body), které pak 
odrážejí jeho pohled na věc, co je podobné resp. rozdílné. Ve zbytku kapitoly popíšu možné přístupy. 
3.3.1 Semínkové přístupy 
Semínkové přístupy používají označených dat pouze k inicializaci středů shluků. Správně umístěná 
semínka (středy), pak značně omezují šanci, že algoritmus uvízne v lokálním minimu. V [20] Basu 
představuje k-means rozšířený o semínkoví přístup. Kdy místo 
 náhodně zvolených bodů se 
inicializuje pomocí 
 uživatelem zadaných semínek. Zbytek algoritmu pak již probíhá beze změny, 
takže semínka již dále nejsou využívána. Proto se uživatelem specifikované středy shluků mohou 
měnit. A dokumenty použité jako semínka nakonec můžou skončit v jiném shluku. Z experimentů 
vyšlo, že k-means dosahuje lepších výsledků než klasická verze [1,20]. 
3.3.2 Přístupy s omezeními 
Přístupy s omezeními (constrained) shlukují označená data beze změny, jako jisté omezení skrz celý 
shlukovací proces. Označená data můžou být buď příslušnost do shluku obdobná jako u předcházející 
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metody nebo znalost vztahu mezi dvěma body.  U první možnosti se toto omezení aplikuje jako 
nemožnost zařadit semínka do jiného shluku, a jediné, co se může přesouvat mezi shluky, jsou 
neoznačená data. Do praxe se ale spíše hodí druhý přístup, kdy máme informaci o vztahu mezi dvěma 
body a to buď musí být ve stejném shluku, či naopak nesmí být ve stejném vztahu. Pak je ještě nutné 
upravit metriku vyhodnocování vzdálenosti dvou bodů, aby ty co musejí být spojeny, získávaly menší 
hodnotu (vyšší podobnost) a ty co nesmí být spojení zase velikou.  
Basu v [21] představuje k-means doplněný o tyto omezení. Kriteriová funkce pro tento algoritmus je 
pak ukázána ve (vzorec 3.2), 
B,,  =   | − /|! +  J	KL ≠ L	NCE,C>∈OC∈DE
9
#$ +  JP	KL = L	NCE,C>∈9  (3.2) 
kde ) představuje nezařazené dvojice , 	 , které musí být ve stejném shluku, , představuje 
nezařazené dvojice , 	 , které nesmí být ve stejném shluku.  je funkce která generuje na základě 
pravdivé podmínky 1 a nepravdy 0. Váhy jednotlivých omezení pak přestavují: Q = {J	} 
pro náležitost do stejného shluku a QP = {JP	} pro nenáležitost do stejného shluku. 
V [20] je ukázáno, že omezené přístupy jsou alespoň tak dobré jako semínkové přístupy. 
V [21] je pak ukázáno, že kombinací semínkových a omezených přístupů můžeme dosáhnout lepších 
výsledků než použitím samostatných přístupů [1,20,21]. 
3.3.3 Zpětnovazební přístupy 
Zpětnovazební přístupy nejprve spustí klasické shlukovací metody. Následně modifikují shluky 
na základě označených dat. Tento přístup předpokládá, že uživatel zná informace, které mu umožňují 
vyhodnotit kvalitu shlukování. Uživatel pak pracuje se shlukovacím systémem, který se snaží naučit 
kriteria, která přináší shluky, se kterými je uživatel spokojený.  
Zhao v [22] uvádí srovnání předcházejících přístupů. U zpětnovazebního učení tedy nejprve 
proběhne shlukování. Následně se pak na základě označených bodů snaží najít shluky, které obsahují 
více bodů, než nalezla shlukovací metoda. V experimentech ukazuje zpětnovazební metodu 
nejvýhodnější v případě, že označená data obsahují pouze část množiny z jednotlivých kategorií 
kolekce dokumentů.  
3.3.4 Tematicky založené přístupy 
Tento přístup je založený na další speciální znalosti, jakou je kolekce témat (kategorií). Kdy 
u jednotlivých témat nemáme nějaké další informace o tom, co vlastně znamenají. Snažíme se pak 
dokumenty rozdělit do shluků příslušející jednotlivým tématům tak, aby byla zachována podobnost 
dokumentů v rámci jednoho tématu. A naopak dokumenty zařazené do různých témat se lišily 
maximálně. Díky nedostatku informací o každém tématu si tradiční kategorizační (klasifikační) 
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algoritmy nedokážou poradit. To samé platí i o předcházejících přístupech částečně vedeného 
shlukování, jelikož témata nejsou ve formátu, s nímž by si algoritmy poradily. Proto je nutné použít 
jiného přístupu. Zhao v [23] pak formuloval postupy řešící daný problém kombinací nevedených 
přístupů s vedenými přístupky k shlukování. Představuje tří různé efektivní přístupy jak to řešit: 
- vážené schéma 
- normalizované schéma 
  - hybridní schéma. 




4 SKWIC  
V této kapitole ukážu, jak pracuje algoritmus  SKWIC (4.2). Algoritmus vychází z algoritmu 
Simultaneous Clustering and Attribute Discrimination (SCAD), který stručně popíšu v (4.1). 
4.1 SCAD 
SCAD algoritmus slouží pro současné hledání optimálních středů jednotlivých shluků (vektor ,), 
a optimálních vah jednotlivých termů daného shluku (vektor T) současně. Každý shluk má vlastní 
vektor vah T. Cílem algoritmu je minimalizace kriteriové funkce B (vzorec 4.2) založené 
na euklidovské vzdálenostní metrice (základ je podobný jako u algoritmu k-means), 






#$  (4.1) 
kde  reprezentuje vektor obsahující dokumenty, které jsou v í-tém shluku, tedy 	= je k-tý term 
j-tého dokumentu obsaženého v i-tém shluku, /= je pak střed pro tento term U= je váha termu 
v příslušném shluku, nabývající hodnot v intervalu: [0, 1] a současně pro ni platí (vzorec 4.2). V pak 
představuje parametr určující váhu jednotlivých atributů v rámci celé kolekce dokumentů. Pokud je V 
velká, í-tý atribut nebude při hledání shluků použit, naopak malá hodnota zas způsobuje, že se bude 
shlukovat pouze podle jednoho atributu. Díky tomu se pak můžou snadno vyřadit irelevantní, termy 
[12].  
 U="=#$ = 1, ∀X (4.2) 
 
4.2 Popis algoritmu SKWIC 
Jak bylo výše zmíněno SCAD pracuje s euklidovskou metrikou pro zjišťování podobnosti. Ovšem 
tato metrika se nehodí pro shlukování dokumentů. Toto je způsobeno hlavně vysokou 
dimenzionalitou vstupních dat, a také faktem, že dva dokumenty si nejsou podobné, pokud dané 
klíčové slovo chybí v obou souborech.  Vhodnější je použití Kosinovy metriky. V následujících 
rovnicích platí stejné pojmenování uvedené v předcházející sekci, proto zde nepopisuji všechny prvky 
rovnic. 
Podobnost mezi dokumentem 	  a í-tým shlukem je definována následovně dle rovnic (vzorec 
4.3) a (vzorec 4.4), 
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PYZE> =  U="=#$ YZE>=  (4.3) YZE>= = 1 − 	= ∙ /= (4.4) 
kde PYZE> přestavuje váženou agregovanou sumu na základě Kosinovy vzdálenosti podle individuální 
dimenze. Kriteriovou funkci pak reprezentuje (vzorec 4.3). 






#$  (4.5) 
První část rovnice (vzorec 4.5) představuje sumu chyb vzdálenosti jednotlivých dokumentů od center 
shluků, ke které jsou přeřazeny. Tato část umožňuje dostat kompaktní shluky. Je minimalizována 
právě, když je jedno klíčové slovo (atribut) relevantní a ostatní jsou irelevantní. Váhu jednotlivých 
termů ve shluku. Druhá část rovnice pak představuje sumu čtverců jednotlivých vah klíčových slov. 
Globální minimum této části pak obdržíme, pokud jsou všechny slova stejně relevantní. Váhu 
jednotlivých klíčových slov pro každý shluk pak určíme dle (vzorec 4.5), 
U= =  1 + 12V  [∑ YZE>=C>∈DE − YZE>= \C>∈DE  (4.5) 
kde $" je defaultní hodnota pokud jsou všechny atributy resp. klíčová slova rovnoměrně vyváženy 
a žádné zvýhodnění není aplikováno. Druhý výraz pak představuje odchylku, která může být jak 
kladná tak i záporná. V případě, že váha termu vyjde záporná, je nutno tuto váhu korigovat a převést 
na kladné číslo. Toho můžeme dosáhnout dvěma způsoby. Pokud se daný problém vyskytne jen v pár 
termech a pouze v několika iteracích, je možné provést korekci daných vah dle (vzorec 4.6). Druhou 
možností je zvednutí hodnoty  V.  U= = U= + ]min`#$a U=]  Xb U= < 0  (4.7) 
 
Volba V je tedy velice důležitá, jelikož reflektuje vyvážení mezi prvním a druhým výrazem 
v rovnici (vzorec 4.4). Jeho velikost by měla být taková, aby obě složky rovnice měli podobnou 
hodnotu. V algoritmu je V počítána v každé iteraci   následovně (vzorec 4.7) V následujícím textu 
budu tento parametr V značit jako chybu daného shluku, 
Vc = - ∑ ∑ U=cd$ YZE>=efg"=#$C>∈DE∑ U=cd$!"=#$  (4.7) 
kde, předpis  − 1 pak značí hodnotu jednotlivých proměnných v předchozí iteraci, - je konstanta 
sloužící k nastavení vhodné velikosti  V. 
Rozdělení dokumentů do jednotlivých shluků pak je prováděno dle (vzorec 4.8), který přiřadí 
každý dokument ke středu shluku, který je mu nejblíže. 
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 = h	|PYZEi ≤ PYZE> , ∀
 ≠ Xk (4.8) 
Nakonec je ještě nutné aktualizovat hodnoty nových středů pro každý shluk. Na každé klíčové slovo 
je aplikován (vzorec 4.9), který v případě nulové váhy (atribut není ve shluku relevantní) daného 
atributu nastaví hodnotu na 0, jinak spočítá aritmetický průměr.   
/= = l0                           Xb U= = 0∑ 	=C>∈DE||           Xb U= ≠ 0
m   (4.9) 
 Když výše napsané sumarizujeme, získáme následující pseudokód řešící algoritmus SKWIC. 
 
Pseudokód algoritmu SKWIC:  n5U opč8 5ℎLs
ů , X/XLXusv 5ř8x 5ℎLs
ů ℎpý* Ux 7áí* , p
s*8ů; 
X/XLXusv 7puěL8í  opsžXí* Uup78/ 4.7  v8pps Uℎps 1 ; 
REPEAT 
   opčX YZE>= = $" − 	= ∙ /= 
     bp7 1 ≤ X ≤ ,, 1 ≤ v ≤ n, 1 ≤ 
 ≤ ; 
        
sLXusv Uáℎx U=  sžXí* Uup78/ 4.9; 
       Spočti PYZE> bp7 1 ≤ X ≤ ,, 1 ≤ v ≤ n použitím (Uup78/ 4.5); 
       
sLXusv  7puěL8í /Ls587ů  sžXí* Uup78/ 4.7; 
       
sLXusv 5ř8x sžXí* Uup78/ 4.8; 
       
sLXusv V  opsžXí* Uup78/ 4.6; 
UNTIL 5ř8x 58 5 XLXusví; 
 
 
Pro správnou funkčnost algoritmus je nutné mít vektory středů a vah normalizované. Při každé změně 
je třeba provést znovu normalizaci na jednotkovou délku. Váhu vektorů jednotlivých dokumentů je 
potřeba také před začátkem algoritmu normalizovat na jednotkovou váhu. Nevýhodou algoritmu je 





5 Testovací data 
V této kapitole popíši formát testovacích dat. Následuje stručný popis jednotlivých kolekcí. 
Jako testovací data budu pracovat se standardními kolekcemi dokumentů používanými 
při dolování textů. Budu počítat se dvěma formáty těchto kolekcí. Prvním je složka obsahující 
jednotlivé soubory reprezentující dokumenty, příkladem takových dat je kolekce The Reuters-21578 
ApteMod dostupná na [14]. Druhou možností je použití kolekcí dostupných na stránkách Any 
Cardoso [15]. Tyto kolekce jsou uloženy v jednom souboru. Každý řádek souboru představuje jeden 
dokument. První slovo na řádku značí kategorii, následuje tabulátor a text dokumentu po provedení 
různé úrovně předzpracování. Většina testovaných kolekcí je převzata právě od Any Cardoso. 
5.1 20 Newsgroups 
Tato kolekce představuje články sesbírané z diskusních skupin. Kolekce obsahuje 18821 článků 
rozdělených do 20 kategorií. Každá kategorie obsahuje zhruba stejný počet dokumentů. Dost 
kategorií je si hodně podobných, například hardwarem se zabývají dvě kategorie a počítači dokonce 
čtyři kategorie. Kolekci máme k dispozici až po aplikaci tokenizace, kdy jsou nahrazeny bílé znaky 
mezerou, vícenásobné mezery odstraněny a slova kratší tří znaků jsou ignorovány[15, 25].  
5.2 Reuters 21578 
Je jedna z nejznámějších kolekcí dat, používaná v oblasti dolování textů. Jedná se o články tiskové 
agentury Reuters z roku 1987. Všechny dokumenty byly manuálně setříděny a zařazeny do kategorií.  
Kolekce obsahuje 21578 dokumentů rozdělených do 406 kategorií. Ovšem rozložení dokumentů 
do jednotlivých kategorií není rovnoměrné.  První tři kategorie obsahují téměř všechny dokumenty 
kolekce. Proto jsem se rozhodl využit danou kolekci ve dvou verzích [15]. 
5.2.1  R8 
Jedná se o podmnožinu dokumentů obsažených v Reuters kolekci. Vybíráme dokumenty obsahující 
pouze jednu kategorii. Z kategorií bereme pak v potaz pouze osm nejfrekventovanějších. Tímto 
krokem jsme omezili kolekci na 7674 dokumentů. Kolekce je k dispozici ve verzi po provedení 
tokenizace [15]. 
5.2.2 Reuters ApteMod  
Kolekce je opět podmnožinou Reuters dokumentů. Vznikla odstraněním kategorií s velmi malým 
počtem výskytů. Následně jsou odstraněny dokumenty, které nemají přiřazenu kategorii. Tuto kolekci 
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získávám v odlišném formátu. Jedná se o složku obsahující pro každý dokument jeden soubor. 
Dokumenty obsahují původní texty článků bez provádění jakéhokoliv předzpracování. Články 
začínají titulkem na prvním řádku, pak následuje samotný text článku. Po prozkoumání kolekce jsem 
zjistil, že existuje pár dokumentů, které obsahují pouze datum. Takže takovéto dokumenty bude ještě 
potřeba odstranit vzhledem k tomu, že nebudou moc přispívat k správnému shlukování. Kolekce 
obsahuje 7769 dokumentů. Vzhledem k velkému počtu souboru zabírá kolekce 40 megabytů, z toho 
důvodu jsem se rozhodl dávat kolekci na cd ve formě archivu[14]. 
5.3 WebKB 
Jedná se o kolekci webových stránek získaných z webů čtyř univerzit v roce 1997.  Stránky byly 
rozřazeny do sedmi kategorií: student, faculty, staff, department, course, project, a other. Z těchto 
kategorií jsou použitelné pouze čtyři. Hlaním důvodem tohoto je fakt, že kategorie staff a department 
obsahuje pouze pár dokumentů. Kategorie other je namíchaná z více kategorií, tudíž bude dělat 
problém takovou kategorii správně zařadit do jednoho shluku, proto je také vyřazena.  
 Zbylé čtyři kategorie pak obsahují 4199 dokumentů. Kolekce je k dispozici ve verzi 
po aplikaci stemmingu[15,25]. 
.    
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6 Tradiční nástroje pro shlukování 
V této kapitole proběhne krátké seznámení se standardními dolovacími nástroji, jeden si vyberu 
a navrhnu pro něj aplikaci, která bude sloužit k porovnání standardního algoritmu k-means 
s implementovaným SKWIC. 
Původně jsem chtěl využít k porovnání SAS Enterprise Miner, ovšem nevýhodou tohoto 
nástroje je cena a také docela velká velikost. Proto jsem se raději rozhodl využít nějakého 
open-source nástroje. Z těchto nástrojů jsem si vybral Rapid Miner, jež je jedním z nejpoužívanějších 
nástrojů pro dolování dat. Obsahuje celou řadu nástrojů a pluginů umožňujících provádět obdobnou 
práci jako komerční nástroj SAS Enterprise Miner. Projekt je možné generovat v přehledném gui, 
případně psát rovnou v xml. Základní verze Rapid Mineru neobsahuje podporu pro zpracovávání 
textových dokumentů, proto je nutné nainstalovat plugin řešící tyto problémy [28]. 
6.1 Aplikace v Rapid Mineru 
Aplikace je psána tak, aby brala na vstupu jeden dokument popsaný v předchozí kapitole, výstupem je 
pak kontingenční tabulka obsahující informace o tom jak moc je úspěšné shlukování.  
 
Obrázek 6.1:Schéma dolovací úlohy v Rapid Mineru. 
 
Schéma aplikace můžeme vidět na (obrázek 6.1). Začínáme načtením dokumentu. Následuje 
tokenizace s oddělovačem nastaveným na konec řádku. Tím získáme pro každý dokument jeden 
token. Teď potřebujeme z tokenů vytvořit kolekci dokumentů. K tomuto účelu se nám hodí 
komponenta Window Document, která prochází tokeny v klouzavém okně a na výstup dává 
 24
kolekci dokumentů odpovídající jednotlivým posunům okna. Pro nás se hodí nastavit velikost okna 
na jedna, kdy každý token vytvoří nový dokument. U komponenty máme možnost specifikovat 
vnitřní zapojení, které nám umožní zpracovat dokumenty kompletně. Detail potřebných operací uvnitř 
můžeme vidět na (obrázek 6.2). Vstupy uvnitř komponenty představují jednotlivé dokumenty, které 
by standardně šly rovnou na výstup. Dokument si rozdělím na jednotlivé tokeny, pomocí bílých 
znaků. Následuje získání jména kategorie pomocí komponenty Extract Information. Dále 
jsou jednotlivé tokeny převedeny na malá písmena. Odstraníme stop slova a nakonec aplikujeme 
Porterův stemmer. Výstup stemmeru pak pošleme na výstup komponenty Window Document. 
 
 
Obrázek 6.2:Schéma parsování dokumentu v Rapid Mineru. 
Po provedení Window Document v naší aplikaci na (obrázek 6.1) získáme kolekci dokumentů 
obsahující jednotlivé termy. Následuje převod na vektorový model, který používá TF-IDF váhování. 
K tomuto účelu máme komponentu Process Documents. Takto vytvořená kolekce dokumentů 
postrádá ID u jednotlivých dokumentů. Proto ID vygenerujeme pomocí Generate ID. Odstran 
Metadata představuje odstranění všech atributů, které by mohly způsobit znehodnocení 
shlukování. Jsou vybrány pouze termy dokumentů a ID. Výstup exa jde již na vstup algoritmu 
k-means. Druhý výstup značený ori, představující nezměněný vstup komponenty, pošleme 
na selekci atributů. Tentokrát vybereme ID a název kategorie a pošleme to na vstup komponenty 
Join.  
Komponenta k-means pak provádí samotné shlukování. Musíme jí nastavit požadovaný 
počet shluků. Generuje dva výstupy. Prvním jsou detailní informace o shlucích, které posílám 
na výstup aplikace. Na druhém výstupu generuje dokumenty doplněné o atribut se jménem shluku. 
Tyto dokumenty pošlu na další selekci, kdy vyberu ID a informaci o shluku, čímž jsem získal druhý 
operand pro komponentu Join. Samotný Join nám slouží pro spojení výsledků shlukování 
s informací o kategorii.  Následuje agregace atributů shluk a kategorie. Pak už jen stačí provést pivot 
dle atributu shluk či kategorie a vznikne nám kontingenční tabulka, kterou jsme požadovali.  
   
 25
7 Analýza a návrh Aplikace 
V této kapitole uvedu specifikace aplikace, stručně charakterizuji MVC architekturu, pomocí které 
budu aplikaci navrhovat. Na závěr kapitoly provedu analýzu složitosti algoritmu a navrhnu 
optimalizaci jak časovou, tak i paměťovou. Návrh jednotlivých balíčků a tříd, které by sem ještě 
patřily, umisťuji až do další kapitoly zabývající se implementací.  
7.1 Specifikace aplikace 
Jako programovací jazyk pro návrh aplikacemi jsem si zvolil Javu, vzhledem k tomu, že je 
multiplatformní a tudíž umožňuje snadnou přenositelnost díky stejnému bytecodu jak pro Linux, tak 
pro Windows. Aplikace bude psána ve vývojovém prostředí NetBeans se kterým jsem dělal, již 
několik projektů. Bude se jednat o grafickou aplikaci skládající se ze dvou částí: 
- předzpracování 
- dolování a vyhodnocení dat. 
 Po spuštění se zobrazí okno, kde uživatel bude mít možnost nastavit jednotlivé parametry 
pomocí jednoduchého formuláře. Nejprve bude výběr kolekce se vstupními daty. Následuje volba 
váhovací metody. Dalším nastavením by měla být filtrace nedůležitých termů. Pak bude možnost 
vypnout, či zapnout jednotlivé metody předzpracování tj. mazání stop slov, stemming, mazání číslic, 
mazaní termů v jednom dokumentu, abychom mohli také zkoumat, jak tyto kroky přispívají 
ke správnému rozpoznání shluků. Po potvrzení se provede samotné předzpracovaní a uživateli 
se zobrazí přehled výsledků předzpracování tj. nalezené dokumenty, termy a podrobnosti 
o dokumentech. 
Druhá část pak bude zaměřena na samotné dolování pomocí algoritmu SKWIC. Bude se možné 
sem dostat, až při vytvořených datech předzpracování. Uživatel zadá očekávaný počet shluků 
a konstantu pro nastavení delty u váhování. Po potvrzení voleb se provede samotný algoritmus. 
Výsledkem pak bude tabulka obsahující jednotlivé shluky (soubory obsažené v jednotlivých shlucích, 
klíčová slova pro jednotlivé shluky,…). Pokud jsme na začátku měli informaci o rozdělení 
dokumentů do shluků tak nám nabídne i porovnání očekávaných a obdržených hodnot v přehledné 
kontingenční tabulce a také spočítanou hodnotu F-skóre a poměru správně zařazených hodnot.  
Aplikace bude umožňovat jednoduše exportovat, či importovat výsledky do xml, případně 
jiných formátů souborů pro snadné uložení a obnovení stavu, popřípadě srovnávání s jinou aplikací. 
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7.2 Architektura aplikace 
Jako jádro aplikace sem zvolil architektonický vzor Model-View-Controller zkráceně MVC, který 
nám rozděluje systém na tři vrstvy, kdy každá plní určitou činnost a je pak snadné změnit jednu 
vrstvu bez toho, abychom příliš ovlivnili ostatní vrstvy. Schéma vzoru je na (obrázek 7.1).    
 
 
Obrázek 7.1: Schéma MVC architektury (převzato z [26]). 
 Model nám představuje model domény, tedy data a operace prováděné nad těmito daty. Je 
řízen kontrolerem, který mu říká, které algoritmy spustit, případně co za data vytvářet. 
 Pohled se pak stará o uživatelské rozhraní. Tedy vizualizaci modelu na základě příkazů 
od kontroleru vhodným způsobem. 
Kontroler nám řídí celou aplikaci. Říká co se má zobrazit případně co dělat s daty, ale už se 
nestará o to, jak to bude provedeno. Také reaguje na vstupy uživatele, na základě kterých provádí 
výše zmíněné akce. 
 Jak můžeme vidět, podobné věci dáváme k sobě. Pokud potřebujeme například změnit 
uživatelské rozhraní, stačí pouze změnit pohled. A ostatní části aplikace zůstanou nezměněny. Sice 
měněné množství kódu je obdobné, jako kdybychom takto nedělili aplikaci a psali vše dohromady. 
Hlavní výhodou je to, že nemusíme daný kód hledat ve všech zdrojových souborech, ale stačí projít 
pouze soubory s pohledem.  
 Ovšem takto popsaný systém se spíše hodí na informační systémy a ne na aplikaci psanou 
v Jave, kde některé věci jsou řešeny jinak a striktní dodržování této architektury by jen zbytečně 
zesložiťovalo samotnou aplikaci. Takovým příkladem, kdy se odchýlit od specifikace architektury 
může být například odchytávání akcí od uživatele. Knihovna Swing, podle které hodlám navrhovat 
pohled, už přímo obsahuje funkce na odchytávání akcí uživatele, které pak vkládá přímo do třídy 
pohledu. Validaci hodnoty formulářového prvku je pak lepší provést přímo v pohledu a kontroleru již 
zasílat pouze korektní hodnotu, o kterou se postará. Hlavní důvod pro toto chování je ten, že kontroler 
nemusí znát, jaký prvek používáme pro vizualizaci a při jednoduché změně klasického inputu 
na combo-box bychom museli změnit jak pohled, tak kontroler. Proto jsem se rozhodl provádět 
analýzu a validaci nových hodnot přímo v pohledu a u jednodušších změn bude pohled přímo 
aktualizovat model. Pouze složitější akce typu změna zobrazeného okna, či import souboru půjde přes 
kontroler. 
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7.3 Optimalizace algoritmu 
Po prozkoumání vstupních kolekcí dat jsem zjistil, že jednotlivé dokumenty obsahují většinou jen 
malé množství termů v rozmezí 1-500. Seznam všech unikátních termů dané kolekce dokumentů pak 
dosahuje řádově tisíců unikátních hodnot. Rozhodl jsem se provést optimalizace algoritmu 
a samotného vektorového modelu tak, abych byl schopen efektivně pracovat s takovými daty a příliš 
mě neomezovala řídkost takto získaných vektorů. Důraz byl kladen na to, aby aplikace  zbytečně 
nezabírali paměť a současně nemusela provádět zbytečné výpočty.  
7.3.1 Struktury pro uchovávání dat 
Jak už bylo zmíněno, máme velké množství dokumentů v kolekci a také velké množství termů. 
Kdybychom uchovávali ke každému dokumentu všechny termy kolekce, zbytečně bychom plýtvali 
místem, když by přes 90% vektoru vah každého dokumentu obsahovalo nuly. Při předzpracování také 
potřebujeme rychle vyhledávat, zda nalezený term je nový, či už se v dokumentu respektive kolekci 
dokumentů nachází.  
Z těchto důvodu jsem se rozhodl pro uchovávání informací o termech využívat hašovacích 
struktur hashset a hashmap. První jmenovaný se nám hodí v případě, že potřebujeme uchovávat pouze 
informaci o tom, zda klíč (jméno termu) se v dané množině nachází. Oproti tomu hashmap je již 
sofistikovanější struktura a umožňuje nám na daný klíč uložit vlastní strukturu. Přístup k prvkům 
v takto vytvořených strukturách je vždy konstantní. Horší je už vkládání, které je rychlé akorát 
v případě dostatku místa ve struktuře. V opačném případě je nutné velikost takové struktury zvětšit. 
Výhodou používání Javy je ta, že se o tyto struktury nemusíme moc starat a již jsou součástí 
standardních knihoven se spoustou operací, které nám umožňují elegantně vkládat, mazat, 
či procházet všechny prvky obsažené v těchto strukturách. Jediné, co nás musí zajímat, je nastavení 
vhodných inicializačních velikostí tak, aby se nemuselo příliš často provádět zvětšování velikosti 
struktury. 
Ve výsledku tedy dosáhneme toho, že u každého dokumentu stačí, když bude obsahovat termy 
v něm obsažené a ty co mají nulovou váhu, budeme ignorovat. Následné zjištění jakou váhu má term 
v dokumentu, je prováděno s konstantní složitostí a je nám jedno, zda term je v dokumentu obsažen, 
či nikoliv. Můžeme tedy vidět, že jsme ušetřili paměť a současně přístup k takto vytvořeným datům 
zůstal konstantní. 
7.3.2 Analýza složitosti algoritmu 
Po optimalizaci vektorového modelu jsem začal přemýšlet, zda by nešel obdobným způsobem 
zrychlit i výpočet algoritmu.  
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|,| ∙ || ∙  ∙  (7.1) 
Asymptotická složitost  algoritmu je dána (Vzorec 7.1). Hlavní složkou ve vzorci 
je nejsložitější výpočet v iteraci algoritmu a to výpočet přerozdělení dokumentů do shluku 
s nejbližším centrem. Ve vzorci pak |,| představuje počet shluků, do kterých řadíme dokumenty. 
Velikost se v běžných kolekcích dokumentů pohybuje v rozmezí 2-100 shluků.  Počet dokumentů pak 
představuje ||, ten bývá řádově v tisících až desetitisících. Další proměnnou je , což je počet termů 
v kolekci dokumentů. Počet termů bývá v rozmezí desetitisíců, až statisíců. Nakonec  představuje 
počet iterací algoritmu, kde lze opět očekávat relativně malé číslo v řádu desítek. Když tyto čísla 
vynásobíme, zjistíme, že počet kroků, které musí algoritmus provést, se pohybuje v miliardách 
až desítkách miliard. Jak vidíme, náročnost výpočtu algoritmu je vysoká. Analýzou jednotlivých 
kroků algoritmu jsem hledal, která část by se dala optimalizovat, ať nemusíme provádět tolik 
výpočetních kroků. S počtem shluků, dokumentů, či iterací nic neuděláme. Ovšem s počtem termů, se 
kterými chceme pracovat, můžeme manipulovat. Máme v podstatě dvě možnosti jak to 
zoptimalizovat.  
První nejjednodušší optimalizací by bylo vhodně selektovat pouze určité termy například 
vybírat pouze ty termy, které mají nejvyšší hodnotu IDF váhy. Ovšem tímto způsobem můžeme 
odstranit důležité termy, které můžou být charakteristické pro některý shluk a v ostatních shlucích se 
nevyskytují, takže bychom mohli zhoršit výsledky algoritmu. 
 Druhým přístupem je pozorné prostudování kolekcí vstupních a zjištění jaké data vlastně 
obsahují. Každý dokument má, jak už bylo dříve řečeno, pouze malé množství termů, jež obsahuje. 
Takže v rámci shlukovacího algoritmu většinou přičítáme, čí násobíme nulovou vahou a pouze občas 
použijeme váhu termu. Této vlastnosti jsem se rozhodl využít a začal jsem opravovat rovnice tak, aby 
nedělaly zbytečné výpočty. 
7.3.3 Optimalizace algoritmu 
PYZE> =  U="=#$ YZE>=  (7.2) YZE>= = 1 − 	= ∙ /= (7.3) 
Jak bylo výše zmíněno je potřeba opravit všechny rovnice tak, abychom zbytečně nepočítali s nulou. 
Nejprve začnu analýzou výpočtu jednotlivých vzdáleností dokumentů od středu shluku (vzorce 7.2 
a 7.3). Pokud je váha termu nulová bude jeho vzdálenost (vzorec 7.3) rovna $" . 
 
V extrémním případě, kdy budeme mít prázdný dokument, nám vychází vzdálenost od středu rovna 
(vzorec 7.4). Jediné na čem to závisí, jsou váhy jednotlivých termů.  PYZE = ∑ U="=#$ $"  (7.4) 
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Teď můžeme dát (vzorec 7.2) dohromady s (vzorec 7.4), abychom dosáhli zrychlení. Tímto 
krokem dostaneme (vzorec 7.5).  
PYZE> = PYZE +  U=YZE>= − U= 1=∈D>  (7.5) 
Nejprve jako základ vzdálenosti dokumentu budeme brát prázdný dokument. Při výpočtu projdeme 
všechny nenulové termy dokumentu, odečteme defaultní váhu a přičteme skutečnou váhu. Tímto 
postupem jsme zrychlili výpočty potřebné k výpočtu vzdálenosti dokumentu ze statisíců na stovky 
výpočetních kroků. Výpočet vzdálenosti prázdného dokumentu PYZE sice bude trvat statisíce 
kroků, ale na druhou stranu ho stačí provést pouze pro každý shluk v každé iteraci jednou. Tudíž 
ve výsledku k výpočtu vah bude stačit několikanásobně méně kroků. Vzhledem k tomu, že výpočet 
vah figuruje ve všech ostatních vzorcích, dosáhli jsme zrychlení celého algoritmu.  
 Další vzorec, který šel optimalizovat, byl výpočet středů shluku (vzorec 7.5). 
 
/= = l0                           Xb U= = 0∑ 	=C>∈DE||           Xb U= ≠ 0m   (7.6) 
 
Tady nepůjde o optimalizaci vzorce, ale spíš způsobu výpočtu. V prvním kroku nastavím veškeré 
středy na nulovou váhu. Pak si postupně projdu všechny dokumenty shluku a pro jejich termy budu 
postupně přičítat k aktuální hodnotě příslušného středu. Po projití všech dokumentů akorát všechny 
centra podělím počtem dokumentů shluku. Tímto přístupem opět došlo k několikanásobnému 
zrychlení výpočtu středů, kdy nulové termy přičtu akorát jednou při inicializaci a pak v dalším 
výpočtu přičítáme pouze nenulové termy.  
 Výpočet vah jednotlivých termů (vzorec 7.7) jde zrychlit minimálně. 
U= =  1 + 12V  [∑ YZE>=C>∈DE − YZE>= \C>∈DE  (7.7) 
Výraz ∑ YZE>=C>∈DE  je počítán dvakrát. Takže si jej nejprve vypočtu, uložím si ho například jako *o. 
Výsledný výpočet váhy je pak počítán dle (vzorec 7.8), kde || představuje počet dokumentů shluku.   
U= =  1 + 12V *o|| − *o (7.8) 
 
Posledním vzorcem, co jsem chtěl optimalizovat, byl výpočet delty pro váhy (vzorec 7.9). 
Vc = - ∑ ∑ U=cd$ YZE>=efg"=#$C>∈DE∑ U=cd$!"=#$  (7.9) 
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Ten optimalizovat nešel, akorát jsem si upravil vzorec do tvaru (vzorec 7.10), ať nepočítám 
vzdálenosti dvakrát, ale použiji již vypočítané vzdálenosti.  
Vc = - ∑ PYZE>
cd$C>∈DE∑ U=cd$!"=#$  (7.10) 
 Po aplikaci výše zmíněných optimalizací získáme algoritmus, kterému pro výpočet shluků 
místo miliard až desítek miliard kroků stačí řádově miliony či desítky milionů kroků, takže zrychlení 
je značné. Přitom jsme z výpočtu nevynechali žádný term, akorát jsme minimalizovali počet kroků, 
kdy pracujeme s nulami. Tento přístup může být pomalejší, pokud bude silně redukován počet termů 
a nulové termy v dokumentech se budou vyskytovat minimálně. Pak bude režie potřebná pro práci 
s upraveným vektorovým modelem vyšší, než proti standardnímu modelu, kde pracujeme pouze 




V následující kapitole popíšu návrh jednotlivých balíčků společně s jejich samotnou realizací. Dále 
popíšu spouštění aplikace. V závěru kapitoly popisuji jednotlivé soubory a jejich formáty, potřebné 
pro správný chod aplikace. 
 
Obrázek 8.1: Diagram balíčků. 
Jak už bylo zmíněno v předcházející kapitole, jádrem návrhu tříd bude návrhový vzor MVC. 
Podle kterého budu přizpůsobovat návrh jednotlivých tříd. Kompletní přehled aplikace můžeme vidět 
na diagramu balíčků (Obrázek 8.1). Pro větší přehlednost nekreslím u tříd jejich atributy a metody. 
Aplikace obsahuje pět balíčků. Hlavním balíčkem obalujícím celou aplikaci je dip. Kontroler je dán 
do balíčku kontroler, pohled obsahuje balíček pohled a model je uložen v balíčku model, 
který má ještě pro přehlednost vytvořen podbalíček algoritmus, do kterého dávám všechny třídy 
potřebné k samotnému shlukování. Takže modifikací, či výměnou balíčku algoritmus můžeme 
snadno vyměnit algoritmus, který aplikace provádí. Mezi kontrolerem a pohledem musí být 
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oboustranná závislost, ať může kontroler měnit pohled, a pohled může zasílat informace o akcích 
uživatele kontroleru. 
8.1 Balíček dip 
Hlavní balíček obsahující celou aplikaci je dip. Obsahuje startovací třídu main. Dále obsahuje 
pomocný balíček lib, v němž se nachází implementace Porterova stemmeru. Implementace je 
převzata ze stránek autora [8]. Pro navázání na aplikaci bylo nutné přidat metodu stemm(), která 
nad zadaným termem provede stemming.   
8.1.1 Třída Main 
Jedná se o vstupní bod programu. Má na starosti pouze zavolání parsování parametrů aplikace. Pak 
spuštění hlavního kontroleru gui. Posledním hlavním úkolem této třídy je odchytávání a vizualizace 
výjimek. To je hlavně z důvodu ať mám obsluhu výjimek na jednom místě a snadno můžu 
modifikovat to, co se má zobrazovat. Takže při psaní aplikace jsem si do konzole vypisoval výjimky 
kompletně i s cestou. Pro finální verzi aplikace jsem výpisy vypnul a nechal pouze zobrazení krátké 
zprávy, které vytvářejí jednotlivé třídy při výskytu výjimky. Vizualizace výjimky probíhá pomocí 
prvku JOptionPane zobrazením chybové zprávy. Tento přístup k obsluze výjimek se ukázal jako 
efektivní vzhledem k tomu, že způsob sdělování výjimek uživateli je na jednom místě, takže nebude 
problém, při rozšiřování aplikace jednoduše přidat logování chyb, či snadno změnit způsob 
upozorňování uživatele na výjimku. 
8.2 Balíček dip.kontroler 
Balíček kontroler je relativně jednoduchý vzhledem k tomu, že většinu práce obstarává model, 
případně pohled. Proto stačily pouze dva kontrolery (respektive tři, budeme-li mezi kontrolery počítat 
i třídu Main). Prvním kontrorelem je třída Parametry obsluhující parametry příkazové řádky. 
Druhým pak třída Gui, která má na starosti kompletní obsluhu programu. 
8.2.1 Třída Parametry 
Hlavním účelem této třídy je konfigurace aplikace po startu. Obsahuje jednoduchý parser parametů 
příkazové řádky. Konstruktor třídy si získá odkaz na třídu data (ta je psána jako singelton), kterou 
bude postupně nalezenými parametry plnit. Hlavní metodou třídy je nacti(), která zpracuje 
jednotlivé parametry příkazové řádky. Postupně prochází parametry a hledá se shoda aktuálního 
parametru se seznamem možných parametrů. Jednotlivé parametry pak popíši v sekci spouštění 
aplikace. Po nalezení známého parametru se rozparsuje upřesňující parametr a nastaví se příslušný 
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atribut v datech. Při jakékoliv chybě je vytvořena a hozena výjimka obsahující chybovou hlášku 
pro uživatele. Pokud jsou nalezeny dva parametry stejného jména, první parametr je ignorován a daný 
atribut je nastaven na poslední výskyt daného parametru.  
Po skončení parsování parametrů je test, zda v parametrech byl obsažen xml soubor 
obsahující konfiguraci. Pokud ano, je volána metoda xmlImport(), která volá xml parsování 
v modelu, po návratu otestuje výjimky a připraví text nové výjimky, který budeme chtít zobrazit. 
8.2.2 Třída Gui 
Třída Gui je hlavním řídícím kontrolerem, má v podstatě na starosti chod celé aplikace. Mezi hlavní 
činnosti třídy patří tedy požadavek na zobrazení vhodného okna s aktualizovaným obsahem. Dále má 
na starosti časovač s následným zavoláním ProgressMonitoru, který vizualizuje postup časově 
náročných operací.  Nakonec ještě řeší obsluhu události importu a exportu souborů. 
 Po vytvoření třídy si v konstruktoru inicializuje proměnné potřebné pro chod. Vytvoří 
všechna okna aplikace, které následně skryje. Nakonec zavolá zobrazení vhodného okna podle toho, 
která data byla, načteny v parametrech.  
8.2.2.1 Přepínání kontextu 
Přepínání mezi okny řeší metody spustitInicializaci(), spustitVysledky(), 
dokonciPredzpracovani(), účelem těchto metod je zobrazení příslušného okna, skrytí 
ostatních oken a zavolání aktualizace proměnných v zobrazovaném okně. Díky vhodně napsaným 
metodám je nám pak jedno, zda na danou obrazovku se pohybujeme vpřed, či se vracíme a máme 
jednu metodu, která obslouží obě události a zobrazení bude vždy korektní. 
8.2.2.2 Časově náročné úkoly 
Časově náročné úkoly jako je předzpracování, inicializace, krok a běh algoritmu je potřeba vhodně 
vizualizovat a spouštět tak, aby uživateli nezamrzala aplikace. Také je důležité, aby se takový úkol 
dal stornovat, bez toho aby musel uživatel zabít aplikaci. Řešení tohoto problému nám zajišťuje 
Task, což je rozšíření třídy SwingWorker, kterému přepíšeme metody pro práci na pozadí 
a dokončení úkolu. Samotnou časově náročnou úlohu pak spouštíme pomocí třídy Task, která má 
za úkol provést danou úlohu. Výhodou tohoto přístupu je ten fakt, že je náročná metoda spouštěna 
v novém vlákně na pozadí a uživateli nezamrzá aplikace.  
Druhým problémem bylo udělat vhodné zobrazování postupu náročného úkolu a jeho možné 
stornování. K tomuto účelu se výborně hodí třída ProgressMonitor (Obrázek 8.2). Aktuální 
postup úkolu si získáme přímo ve třídě modelu, která obsahuje časově náročnou metodu. 
Při stornování je nastavena proměnná storno v příslušné třídě modelu, která nám ukončí prováděný 
úkol na vhodném místě tak, aby uživatel příliš dlouho nečekal, ale také tak abychom si nezničili data 
tím, že ukončíme úlohu v době, kdy model neobsahuje validní data.  
 34
 
Obrázek 8.2: Příklad ProgressMonitoru v akci. 
Vzhledem k tomu, že model nám mění svůj postup relativně často, tak by nám příliš častá 
aktualizace zobrazení ProgressMonitoru mohla brzdit samotný výpočet algoritmu. Hlavně 
z tohoto důvodu jsem se rozhodl přidat časovač, který bude každých 50ms monitorovat změny 
postupu a příslušné změny pak reflektovat v aktualizaci postupu a poznámky pro uživatele. Toto má 
výhodu v tom, že nějaký méně časově náročný úkol, jako třeba inicializace algoritmu při malém 
počtu shluků, ani nezobrazí svůj  ProgressMonitor. 
8.2.2.3 Import a export 
Tyto úkoly jsou řešeny pouhým zavoláním příslušné vstupně výstupní metody třídy IO v modelu 
a následné vytvoření vhodných výjimek. 
8.3 Balíček dip.model 
Model obsahuje jednotlivá data potřebné pro chod aplikace a algoritmy pracující s těmito daty. 
Vzhledem k obsáhlosti modelu jsem se rozhodl dovnitř přidat podbalíček s algoritmus. 
8.3.1 Třída Data 
Třída slouží k uchovávání veškerých konfigurací aplikace a také dat vytvářených předzpracováním. 
Obsahuje dva soubory. Povinný slouží pro data, může se jednat o soubor či složku. Volitelný pak 
při existenci obsahuje soubor se stop slovy. Při změně souboru je ověřena existence, a zda se jedná 
o správný typ souboru. Pak obsahuje veškeré konfigurační atributy potřebné k chodu aplikace.  
Výsledky předzpracování budou uloženy do této třídy. Stop slova jsou ukládány do hašovací 
struktury, protože v nich často vyhledáváme. Jednotlivé dokumenty ukládám do seznamu, jelikož 
nám bude postačovat sekvenční přístup, ve kterém vždy projdeme všechny dokumenty. Seznam všech 
termů ovšem bude muset být uložen do struktury HashMap, klíčem bude jméno termu a hodnotou 
pak SlovoSuma. Toto je důležité kvůli rychlé detekci existenci termu a následné modifikaci. 
Kategorie jednotlivých dokumentů pak ukládám do seznamu pro pozdější provádění validace.  
 Dalším úkolem třídy je upravit data do formátu vhodného pro xml export. Proto má důležité 
atributy doplněné o xml anotace.  Hašovací struktury nejdou snadno exportovat, proto je potřeba 
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před xml exportem takováto data převést do kolekce pomocí metody pripravNaExport(), která 
se pak automaticky zavolá i uvnitř vnořených dokumentů. Po importu je potřeba provést opačný 
převod, který má na starosti metoda opravPoImportu(). Xml anotace jsou pak obsaženy 
i ve vnořených třídách abychom získávali kompletní xml strom aktuálního stavu aplikace. 
8.3.2 Třída Slovo 
Základním kamenem pro shlukování je Slovo. Představuje nám jednotlivé termy obsažené 
v dokumentech. Obsahuje jméno, počet výskytů a váhu. Pro usnadnění práce obsahuje metodu 
pro inkrementaci počtu výskytu o jedničku.  
8.3.3 Třída SlovoSuma 
Pro uchovávání přehledu všech termů využíváme SlovoSuma. Třída je potomkem třídy Slovo, 
vzhledem k podobnému základu. Rozšiřuje ji o nové atributy pro uchovávání maximální frekvence 
výskytu termu a počtu dokumentů obsahující term. Také pro usnadnění práce obsahuje metodu 
pro inkrementaci počtu dokumentů. 
8.3.4 Třída Dokument 
Dokument pak jen obsahuje jméno souboru (pokud byl), název souboru, kategorii, jednotlivé termy 
a svůj textový obsah. Obsah je potřeba hlavně proto, že pracujeme s různými daty, kdy někdy je 
dokument charakterizován fyzickým souborem, jindy se jedná o pouhý řádek velkého souboru 
obsahujícího celou kolekci dokumentů. Takže při předzpracování pak bude stačit jedna metoda, která 
bude řešit parsování a nebude se muset starat o to, jak je dokument uložen na disku. 
8.3.5 Třída IO 
Třída má na starosti veškeré vstupně výstupní operace se soubory. Obsahuje tedy metody pro převod 
souboru na String a naopak. Dalším úkolem je import a export xml.  
Práce s xml je řešena pomocí knihovny JAXB, která nám slouží k mapování tříd na xml 
a naopak. Vytvoření xml je snadné stačí pouze připravit data pro serializaci a následně jen vytvořit 
instanci třídy Marshaller a zavolat metodu marshall(), která vytvoří nový xml dokument.  
Import xml je již trochu složitější. Instance třídy Unmarshaller sice umí rozparsovat a vytvořit 
z xml naše data. Avšak neumí ověřit integritní omezení, či zapisovat do existujícího objektu. 
Vzhledem k tomu, že v aplikaci předpokládám jednu instanci třídy Data, je nutné překopírovat 
obsah dat vrácených od instance třídy Unmarsheller do mých dat. Integritních omezení 
je důležité kontrolovat, ale na druhou stranu kompletní kontrolou všech dat bychom se dostali 
do situace, kdy parsování xml a kontrola dat je složitější a časově náročnější než provedení 
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předzpracování od začátku. Proto je důležité vybrat, co všechno je nutné kontrolovat a co půjde 
i bez kontroly za cenu zhoršených výsledků shlukování (pokud by například v xml byly nesmyslné 
váhy, shlukování by sice nějak fungovalo, ale výsledky by nebyly optimální).  V našem případě bude 
důležité, když ohlídáme, zda některý dokument neobsahuje term, který není v seznamu všech termů. 
Dále je potřeba si nastavit u všech termů korektní ID tak, aby se podle nich dalo odkazovat do pole.     
8.3.6 Třída Predzpracovani 
Tato třída má na starosti kompletní předzpracování. Hlavní metodou řešící samotné předzpracování 
je beh(). Vzhledem k časové náročnosti metody nastavuje aktuální progres a informativní zprávu 
pro uživatele. Nejprve si metoda získá seznam stop slov (pokud je dané nastavení povoleno). 
Následuje získání dokumentů a jejich obsahu. Na základě typu dat danou situaci řeší 
ziskejKolekciDatZeSouboru() nebo ziskejKolekciDatZeSouboru(). Nad všemi 
získanými dokumenty pak zavolá samotné pársování dokumentParse(), které převede dle zadané 
konfigurace dokument na termy a uloží vše do předpřipravených struktur. Po zpracování všech 
dokumentů proběhne další selekce termů. Při zapnutých příslušných nastavení jsou odstraněny termy 
obsaženy v jednom dokumentu, odstranění málo frekventované termy (s malou IDF vahou) a nakonec 
jsou odstraněny prázdné dokumenty. Po provedení selekce termů můžeme začít váhovat. Nejprve 
pro každý term nalezneme největší počet výskytů v dokumentu. Následuje provedení požadované 
chovací metody. 
8.4  Balíček dip.model.algoritmus 
Balíček obsahuje třídy starající se o chod algoritmu SKWIC. Každá třída obsahuje své data a 
současně i metody, které nad těmito daty provádí algoritmus. 
8.4.1 Třída Algoritmus 
Třída uchovává vše potřebné pro chod algoritmu. Potřebuje evidovat jednotlivé shluky, dokumenty 
shluku určené k přesunutí, velikost konstanty a počet shluků. Má tři hlavní metody potřebné pro chod 
inicializace(), krok() a běh(). Tyto metody jsou doplněny o monitorování postupu 
vzhledem k tomu, že se jedná o časově náročné operace, také si tyto metody zaznamenávají čas 
začátku a konce, o který navyšují dobu běhu algoritmu. Tyto operace před koncem ještě zavolají 
metodu třídy Validace naplnTabulku(), abychom mohli sledovat, jak dobře se daří 
shlukování. 
Při inicializaci algoritmu má třída na starosti generování náhodných dokumentů, se kterými 
vytváří nový shluk. Při generování je potřeba hlídat unikátnost vybraných středů, aby nevznikaly 
prázdné shluky, do kterých by se nedostal žádný dokument. Následuje přepočítání vzdáleností všech 
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dokumentů od všech shluků a zařazení do nejbližšího shluku. Následně ještě u všech shluků zavolám 
aktualizaci středů a vzdáleností dokumentů. Potom je ještě nutné spočítat delty platné v první iteraci. 
Krok algoritmu pak probíhá aktualizováním vah u shluků, přerozdělením dokumentů, 
přepočtem vah a aktualizací delty. Běh je pak sekvence kroků, dokud přesouváme nějaké dokumenty. 
Hledání nejbližšího shluku pro každý dokument je prováděno v této třídě metodou 
prepocitejRozdeleniDokumentu(), jelikož má dostatek informací k provedení takovéto 
operace oproti shluku. Dále není možné přesouvat dokumenty do nového shluku okamžitě, jinak 
bychom některé dokumenty počítali dvakrát (nejprve ve starém, pak v novém shluku, ale tu už 
nemůže dojít k přesunu, jelikož středy ani váhy se ještě neaktualizovali), proto je nutné si takové 
dokumenty ukládat do pomocného seznamu, ze kterého jednotlivé dokumenty po skončení výpočtu 
vzdáleností přesuneme.  
U aktualizace delty aktualizujDeltu() jsem zvažoval do které třídy umístit 
(Algoritmus nebo Shluk), nakonec jsem zvolil Algoritmus, jelikož obsahuje hodnotu 
konstanty, kdežto třída Shuk by si danou informaci musela nějak zjistit. 
8.4.2 Třída Shluk 
Slouží k uchovávání jednotlivých shluků. Obsahuje seznam DokumentShluku obsahující 
dokumenty náležící do shluku. Pro centra a váhy obsahuje pole typu double. Při větším počtu shluků 
způsobují tyto dvě pole značný nárůst alokované paměti vzhledem k tomu, že musíme uchovávat 
centrum a váhu každého termu. Ještě u shluku potřebujeme znát vzdálenost prázdného dokumentu 
a velikost delty. 
Počáteční váhy a centra inicializuji v konstruktoru zadáním inicializačního dokumentu. 
Vzdálenost prázdného dokumentu se aktualizuje vždy při změně vah. Z důležitých metod ještě 
obsahuje obnovStredy() pro aktualizaci center shluku a  spoctiVahy() pro aktualizaci vah 
termů. Dále má shluk na starosti aktualizaci vzdáleností svých dokumentů. Poslední metodou je 
získání klíčových slov getKlicovaSlova(), která vrací deset klíčových slov s největší vahou. 
8.4.3 Třída DokumentShluku 
Představuje jeden dokument uvnitř shluku. Obsahuje referenci na dokument z předzpracování 
a na shluk do kterého náleží. Dále obsahuje pole vzdáleností svých termů, díky optimalizaci stačí 
uchovávat pouze vzdálenosti termů obsažené v dokumentu. Při dotazu na váhu termu, která není 
v dokumentu, vrací defaultní váhu $". Posledním důležitým atributem je vzdálenost od středu shluku.  
O aktualizaci jednotlivých vzdáleností se stará třída Shluk, která volá ve vhodný okamžik metodu 
spoctiVzdalenostiDokumentu(). 
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8.4.4 Třída validace 
Třída má za úkol počítat metriky shlukování. Hlavním úkolem je vytvoření kontingenční tabulky. 
Následuje pak proces, ve kterém spočítáme F-skóre. Opět pro urychlení nepočítáme hodnoty F celé 
matice. V prvním průchodu maticí vyberu všechny políčka matice, které mají maximum dokumentů 
v řádku i sloupci v jednom políčku a označím danou kategorii příslušným shlukem, spočtu hodnotu F, 
dále vyřadím kategorii a shluk z prohledávaných. V druhé iteraci projdu všechny zbývající kategorie. 
Spočítáme hodnotu F pro všechny zbylé shluky, ze kterých pak vždy vybereme ten shluk s největší 
hodnotou F. Takto relativně rychle obdržíme hodnotu F-skóre, aniž bychom museli počítat se všemi 
položkami matice a hledat v nich maximální hodnotu. 
8.5 Balíček dip.pohled 
Balíček pohled pak představuje uživatelské rozhraní aplikace. Skládá se ze čtyř tříd. MojeMenu 
vytváří pro všechny okna menu. Pak pro každou fázi algoritmu existuje jedno okno. Dále ještě 
obsahuje pomocný balíček filtrů souborů používaných komponentou  FileChooser, sloužící 
ke grafickému výběru souborů a složek. Komponenta je použita všude tam, kde je vyžadován import 
či export dat do souboru.  
8.5.1 Třída MojeMenu 
Tato jednoduchá třída obsahuje menu použité ve všech oknech aplikace. Menu můžeme vidět 
na (Obrázek 8.3), je celkem jednoduché. V sekci Soubor obsahuje tlačítka pro XML import a export, 
ukončení programu a v sekci Nápověda krátké informace O programu.  
 
Obrázek 8.3: Menu aplikace. 
Menu po vytvoření registruje události na kliknutí tlačítek. Také jednotlivým tlačítkům přiřazuje 
vhodné klávesové zkratky. Xml Import a Export vyvolají po aktivaci příslušnou akci kontroleru. 





8.5.2 Třída InitOkno 
Úvodní okno aplikace obsahující nastavení parametrů předzpracování (Obrázek 8.4). 
Obrázek 8.4: Inicializační okno. 
V okně nastavujeme jednotlivé parametry předzpracování. Jednotlivé nastavení při změně 
aktualizují přímo model, jelikož se po validaci jedná většinou o jeden řádek. Tlačítko 
„Spusti předzpracování“ pak volá kontroler Gui, který provede příslušnou akci. Akce bude záležet 
na tom, zda se v inicializaci něco změnilo, pak se spouští celé předzpracování znova, pokud ne, tak se 
pouze přepnou okna. 
8.5.3 Třída VysledkyPredzpracovaniOkno 
V tomto okně si můžeme prohlédnout výsledky předzpracování. Současně zde nastavujeme parametry 
algoritmu. Okno můžeme vidět na (Obrázek 8.5). 
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Obrázek 8.5: Výsledky předzpracování. 
 
Můžeme zde vidět tabulku dokumentů obsahující jednotlivé dokumenty obsahující nějaké 
termy. U každého dokumentu zobrazujeme Název, Titulek, Kategorii a počet termů obsažených 
v dokumentu. Kliknutím na některý dokument v tabulce vybereme dokument a zobrazíme jeho termy. 
U termů pak evidujeme jméno termu, počet jeho výskytů v dokumentu a nakonec váhu termu dle 
zvolené váhovací metody. 
Poslední tabulkou je přehled všech termů. Zde evidujeme jméno termu, počet dokumentů, které 
daný term obsahuje, počet výskytů termu celkem a nakonec maximální počet výskytu termu v jednom 
dokumentu. Mimo tabulek je zde ještě uvedena doba trvání předzpracování, počet nalezených termů 
po aplikování všech omezení předzpracování, počet dokumentů obsahující nějaké termy. Poslední 
zobrazovanou informací je počet nalezených shluků, což představuje počet nalezených kategorií.  
Uživatel může nastavit počet shluků, do kterých má algoritmus dělit (defaultní hodnota bude 
nastavena na počet nalezených kategorií, pokud uživatel nespecifikuje jinak). Dalším parametrem je 
konstanta, čímž můžeme ovlivnit výpočet vah algoritmu. 
Při špatně nastaveném předzpracování se můžeme vrátit na inicializaci. Pokud máme vše 
nastaveno správně, můžeme spustit samotný algoritmus. Další možností je nechat si exportovat 
předzpracované dokumenty do jednoho souboru. 
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8.5.4 Třída AlgoritmusOkno 
Posledním oknem pak představuje demonstraci algoritmu. Po spuštění se zobrazí algoritmus ve stavu 
po inicializaci. Máme možnost algoritmem krokovat a sledovat změny, případně můžeme algoritmus 
rozběhnout a zobrazit až výsledné rozdělení dokumentů. Informaci o rozdělení dokumentů do shluků 
můžeme kdykoliv exportovat do csv souboru. Případně se můžeme vrátit zpět, pokud máme nevhodně 
nastaven algoritmus. 
  Okno se skládá ze dvou částí oddělených pomocí komponenty TabbedPane pro větší 
přehlednost. První část okna (Obrázek 8.6) představuje jednotlivé shluky a jejich detaily. 
Obrázek 8.6: Výsledky předzpracování – 1. část. 
 V první části okna můžeme sledovat tři tabulky. Hlavní tabulka je přehledová, obsahující 
informace o všech shlucích. Kdy potřebuji znát ID shluku, počet dokumentů shluku, jaká je velikost 
delty, vzdálenost prázdného dokumentu a nakonec jaký byl dokument, použitý pro inicializaci centra 
shluku.  
Po vybrání shluku si můžeme prohlídnout detaily shluku. Nejprve tu máme tabulku obsahující 
veškeré dokumenty vybraného shluku. Zobrazuji pouze důležité informace jako je jméno dokumentu, 
vzdálenost dokumentu od středu shluku a kategorii dokumentu (nepoužívána ke shlukování, má spíše 
informativní charakter). Další charakteristikou shluku jsou jeho klíčová slova. Klíčová slova jsou 
řazena dle jejich váhy od nejvíce relevantních. U každého klíčového slova uvádím jméno, jaká je jeho 
váha a jaké je centrum shluku v daném klíčovém slově.  
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Druhou částí okna je pak zobrazení kontingenční tabulky pro ověření výsledků shlukování 
(Obrázek 8.7). V řádcích tabulky jsou uvedeny jednotlivé shluky. Sloupce pak obsahují jednotlivé 
nalezené kategorie. Poslední sloupec je určen pro dokumenty, které neobsahují kategorii. Poslední tři 
řádky tabulky jsou pomocné obsahující Sumu, což je suma dokumentů v dané kategorii. 
Pravděpodobný shluk obsahuje pak odhadnutý shluk příslušné kategorie. Odhad je založen 
na velikosti F-skóre. Pokud se nepovede vybrat shluk tak bude zobrazena -1 místo ID shluku 
(například proto, že dokument nemá ve zbývajících kategoriích žádné dokumenty). Poslední řádek 
pak reprezentuje F-skóre spočítané pro danou kategorii. 
Obě okna mají společnou část, kde se zobrazuje, jak vypadá kriteriová funkce. Místo její 
velikosti uvádím pouze její složky, ať je vidět která ze složek je zvýhodněná, či zda jsou rovnoměrné. 
Dalším důležitým atributem je doba strávená během algoritmu. Pokud mají všechny dokumenty 
přiřazenou kategorii, jsou spočítány metriky. Poslední zobrazovanou informací je počet záporných 
vah před korekcí. Je důležité mít nastavenou vhodně konstantu, aby toto číslo bylo co nejmenší 
nejlépe nula, kdy nedochází ke zkreslování výsledků opravou vah.  
 
Obrázek 8.7: Výsledky předzpracování – 2. část. 
 
8.6 Překlad a spouštění aplikace 
Pro překlad aplikace byl zvolen nástroj Apache Ant, který je obdobou nástroje make, ale na rozdíl 
od něho je multiplatformní. Ant nám umožňuje jednoduše vytvářet skripty pro kompilaci a spouštění 
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aplikací pomocí xml konfiguračního souboru. Pro překlad a následné spuštění nám teda stačí mít 
správně nainstalován a nakonfigurován Java development kit, a již zmíněný Apache Ant. 
Je napsán konfigurační soubor pro Ant, který po spuštění nejprve přeloží zdrojové soubory 
do bytecodu a uloží je do adresáře build. Následně pak všechny soubory z adresáře build zabalí 
do javovského archivu a uloží výsledek do adresáře jar. Spuštění provádění skriptu pak začíná 
zadáním příkazu ant v terminálu. Následné spuštění aplikace pak proběhne příkazem ant run, 
který nejprve otestuje, zda existuje překlad. Pokud ne tak program přeloží. Takže obsluha je celkem 
snadná. Díky velkému množství dat, se kterými pracujeme, musí skript zvednout množství paměti 
alokované pro aplikaci, aby nám u některých větších kolekcí nedošla paměť na haldě. 
Aplikaci je možné spustit s parametry. Detailněji jednotlivé parametry popíší v následující 
části. Spouštění aplikace s parametry je pomocí Antu trochu nepraktické, kdy musíme zadat: 
 ant run –Dargs=“arg0 arg1 arg2“.   
Pro usnadnění zadávání argumentů jsem se rozhodl napsat jednoduchý skript, který bude 
pracovat s parametry běžným způsobem. Skript už nešlo vytvořit nezávisle na platformě, jelikož 
Windows značí parametry jako % a Linux zas jako $. Proto je pro Windows vytvořen skript 
run.bat a pro Linux run.sh. Oba skripty se chovají stejně, vezmou svoje parametry a spustí 
s nimi skript ant run. Takže pro překlad a spuštění stačí zadat pouze run arg0 arg1 arg2 
ve Windows, případně ./run.sh arg0 arg1 arg2 pro Linux. 
Aplikace je psána a optimalizována pro operační systém Windows (testováno na Windows 
Vista), ale díky multiplatformovosti Javy je funkční i v operačním systému Linux (testováno 
na Ubuntu 10.4).   
8.6.1 Parametry aplikace 
Pro usnadnění práce s aplikací, ať nemusíme stále zadávat všechny data v aplikaci znova, je možné 
aplikaci spustit s parametry, které můžou nastavit kompletně celou aplikaci. Aplikace je psána tak, 
že většina parametrů má již nastavenou svou defaultní hodnotu, takže je většinou nemusíme měnit. 
Pokud bychom ovšem často chtěli spouštět aplikaci s jiným nastavením je možnost aplikaci upravit 
pomocí vstupních parametrů. Pak jednoduchým vytvořením obdobného skriptu jako je run.bat 
můžeme aplikaci, snadno spouštět s nastavením, jež nám nejvíce vyhovuje.  
  Možné parametry jsou následující: 
-„-!stemm”: při nalezení toho parametru je vypnut stemming (defaultně je zapnutý)  
-„-!termy1dok”: neodstraňování termů, které se vyskytují pouze v jednom dokumentu 
-„-!cisla”: ponechá v termech číslice 
-„-tf”: jako váhovací metoda bude zvoleno TF 
-„-idf”: jako váhovací metodu zvolí IDF 
-„-tfidf”: jako váhovací metodu zvolí TF-IDF 
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-„-data soubor”: výběr vstupních dat, následující parametr pak určuje vstupní soubor resp. 
složku s dokumenty  
-„-stop soubor”: zapne používání stop slov a další parametr obsahuje jméno souboru se 
stop slovy 
-„-maxTermu pocet”: omezení maximálního počtu termů, jež má aplikace zpracovat 
pocet pak určí, kolik nejfrekventovanějších termů bude vybráno 
-„-trid pocet”: nastavení očekávaného počtu shluků ve vstupních dokumentech pocet 
nám pak představuje tuto hodnotu 
-„-konstanta hodnota”: možnost upravení konstanty při výpočtu chyby jednotlivých tříd 
-„-import soubor”: možnost volby xml souboru obsahujícího konfiguraci aplikace, 
případně výsledky předzpracování, dle obsahu souboru se pak spouští aplikace na vhodném okně.  
8.7 Vstupy a výstupy aplikace 
Aplikace je dělána tak, ať je možné všechny nastavení, mezivýsledky či výsledky vhodně uložit. 
Takto vytvořené výsledky se dají použít v jiném dolovacím nástroji, nebo samotnou aplikací 
pro obnovení konfigurace. Následuje popis jednotlivých souborů, se kterými aplikace pracuje 
a co od daných souborů očekává. Nejprve popisuji vstupní dokument se stop slovy. Následuje popis 
vstupních dat obsahující kolekci dokumentů, ať už se jedná o celou složku, nebo komprimované 
dokumenty do jednoho souboru. Další možností je vytváření a načítání konfigurace, či kompletních 
výsledků předzpracování pomocí xml technologie. Pro snadné provázání s jinými aplikacemi můžeme 
exportovat výsledky předzpracování do textového souboru. Nakonec je ještě možnost exportu 
výsledků algoritmu do csv. 
8.7.1 Import stop slov 
Stop slova jsou očekávány ve formě textového souboru obsahujícího jednotlivá stop slova, oddělená 
alespoň jedním bílím znakem. Díky vhodně napsaným regulárním výrazu při parsování nehraje roli 
množství, či druh bílého znaku. Tudíž nejsme limitování striktním formátem a stop slova můžeme 
snadno importovat z různých zdrojů. 
8.7.2 Import kolekce dokumentů ze složky 
První možností získání vstupních dokumentů je import složky. Tedy pokud je jako zdroj dat 
specifikována složka aplikace ji rekurzivně prohledá a uloží si všechny soubory v ní obsažené. 
V tomto případě je dokument charakterizován jedním souborem. Obsah souboru reprezentuje text 
dokumentu a první řádek titulek dokumentu. Načítání složky jako celku je uděláno převážně proto, 
ať jsme snadno schopni načítat velké množství dokumentů uložených v mnoha tisících souborech 
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relativně snadno. Na struktuře textu opět příliš nezáleží, aplikace se už postará o vhodné 
rozparsování. 
8.7.3 Import kolekce dokumentů ze souboru 
Druhou možností načtení dokumentů je z jednoho velkého textového souboru. Formát souboru je 
převzat z [15]. Soubor má následující strukturu: 
student hall data resum lab page mail web algorithm research  
student phone hall intellig perform student page interest educ 
project intellig confer confer requir work topic learn wide cour 
faculty phone depart build associ colleg scienc fax univ email  
 Každý řádek reprezentuje jeden dokument. První slovo následované tabulátorem představuje 
kategorii dokumentu. Pak následuje seznam jednotlivých slov dokumentu. Vzhledem k tomu, 
že v tomto formátu není uloženo jméno dokumentu, je potřeba si jej vhodným způsobem vytvořit. 
V aplikaci jsem to vyřešil tak že jméno souboru bude reprezentovat číslo řádku, na kterém 
se vyskytuje. Ukázkový příklad souboru je uváděn už po aplikaci předzpracování, takže obecně mezi 
znakem tabulátoru a koncem řádku může být libovolný text a aplikace si s tím poradí. Jméno 
kategorie také není povinné, a pokud se nenalezne tabulátor, nebo místo pro kategorii bude prázdné, 
tak aplikace pouze načte neznámou kategorii. 
 Tento formát se ukazuje jako nejúspornější co se týče místa, které data zabírají. Kolekce, 
uložená v tomto úsporném formátu, zabírá pár megabytů. Při uložení v jednotlivých souborech, 
či pomocí xml dosahují stejné data několik desítek megabytů.   
8.7.4 XML import a export 
Další možností jak si uložit konfiguraci aplikace je uložením do xml souboru. Ten je navrhnut tak, 
aby bylo možné v něm uložit pouze některé hodnoty, a zbytek se nahradí defaultníma. Dokonce je 
možné uložit kompletní výsledky předzpracování, abychom nemuseli data čistit znova a mohli 
pokračovat již s hotovými výsledky. Příklad vygenerovaného xml může vypadat následovně: 






    <mazatTermyJednohoDokumentu>true</mazatTermyJednohoDokumentu> 
    <pocetTrid>1</pocetTrid> 
    <konstanta>1.0</konstanta> 
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    <data>C:\Users\Roman\Desktop\Dip\webkb_200</data> 
    <stopSlova>D:\Dip\englishStopWords.txt</stopSlova> 
    <kategorieKolekce> 
        <kategorie>faculty</kategorie> 
</kategorieKolekce> 
<termyKolekce> 
   <term> 
     <id>0</id> 
      <jmeno>phone</jmeno> 
      <pocet>398</pocet> 
      <vaha>0.0</vaha> 
      <pocetDokumentu>368</pocetDokumentu> 
      <maximalniVyskyty>29</maximalniVyskyty> 
        </term> 
</termyKolekce> 
<dokument> 
    <jmeno>2759</jmeno> 
     <termy> 
        <term> 
             <id>0</id> 
                 <jmeno>phone</jmeno> 
                 <pocet>1</pocet> 
                 <vaha>0.037186293278225466</vaha> 
            </term> 
      </termy> 
      <kategorie>faculty</kategorie> 
        </dokument> 
</data> 
Element <vahovani> určuje, jaká bude použita váhovací metoda. Můžeme si vybrat mezi TF, IDF 
a TF_IDF. Dalším elementem je <maximalniPocetTermu>, jenž nám určuje, kolik termů 
má aplikace maximálně uchovávat. Pak následuje pár binárních elementů pro zapnutí a vypnutí 
Porterova stemmingu <aplikovatStemming>, mazání samostatných číslic <mazatCisla> 
a <mazatTermyJednohoDokumentu>, který bude způsobovat ignorování termů, obsažených pouze 
v jednom dokumentu. Následují pak atributy pro nastavení algoritmu <pocetTrid>, které nám pak 
určují počet shluků, do kterých hodláme dokumenty rozdělovat a konstantu <konstanta> pro upravení 
hodnoty delta použité v algoritmu. Cesta ke složce či souboru s daty je uložena v elementu <data>. 
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Pokud budeme odstraňovat i stop slova, tak bude existovat element <stopSlova> obsahující cestu 
k souboru se stop slovy. 
 Dalším elementem je seznam kategorií, které jsou obsaženy v dokumentech 
<kategorieKolekce>. Element je opět nepovinný, pouze nám pak pomáhá při ověřování 
výsledků, kdy díky němu můžeme snadno spočítat F skóre. 
 Předposledním atributem je seznam všech termů vyskytujících se v dokumentech 
<termyKolekce>. Obsahuje seznam všech termů nacházejících se v dokumentech. Každý term 
v seznamu pak obsahuje důležité agregované výpočty pro určení vah. Nejprve má své <id>, 
které používáme k navigacím v algoritmu. Jméno termu je obsaženo v <jmeno>. Celkový počet 
výskytů daného termu je v  <pocet>. Dalším důležitým elementem je <pocetDokumentu>, 
obsahující počet dokumentů, ve kterých se daný term nachází. Nakonec má term ještě uloženou 
maximální frekvenci výskytu v jednom dokumentu v <maximalniVyskyty>. 
Na konec xml jsou přidány jednotlivé dokumenty. Každý dokument je charakterizován svým 
jménem <jmeno>, titulkem <titulek>, kategorií do které spadá <kategorie> a seznamem 
termů nacházejících se v dokumentu. V termech dokumentu nám už stačí uchovávat méně informací. 
Proto pak stačí, že obsahují pouze svoje jméno, id, počet výskytů a váhu. 
Jak už bylo řečeno většina atributů v xml je nepovinná, takže je možné exportovat v kterékoliv 
fázi běhu aplikace. Pak můžeme dostat xml soubor obsahující pouze nastavení předzpracování, 
které nám umožní rychlejší nastavení jednotlivých parametrů algoritmu, pokud často potřebujeme 
používat jiné než defaultní. Druhou možností je exportovat xml po hotovém předzpracování. 
Pak už nemusíme provádět náročné předzpracování znova. 
Při načítání xml se pak po načtení souboru aplikace nejprve podívá, které atributy byly 
vyplněny, aby se mohla rozhodnout, které okno zobrazit. Pokud je seznam všech termů nebo 
dokumenty prázdné, načítá aplikace pouze inicializační okno s vyplněnými hodnotami dle xml 
souboru a ty co chyběly, se nataví na defaultní hodnoty. Tedy vlastně stačí, když xml bude obsahovat 
pouze pár položek. V případě existence seznamu všech termů a současně existujících dokumentů 
načítá aplikace okno s výsledky předzpracování. Ovšem ještě si musí ověřit, zda některý dokument 
neobsahuje term, jež se nenachází v seznamu všech termů, což by pak způsobovalo problémy 
při samotném běhu algoritmu. Proto je v takovém případě nahlášena chyba v xml souboru. Dále je 
důležité, aby cesty k souborům byli korektní, či xml neobsahovalo nesmyslné hodnoty 
např. nesmyslně zadané čísla, opět způsobí vyvolání chyby a xml není načteno.  
 Při experimentech se ukázalo, že xml import a export se hodí spíše pro zálohování 
konfigurace, než samotných výsledků předzpracování. I relativně malý vstupní soubor velikosti 
2 megabyty vygeneruje xml o velikosti 20 megabytů. Samotné parsování takového xml je zhruba 
stejně náročné jako parsování jednotlivých dokumentů. Na druhou stranu v případě, že vhodně 
využijeme při předzpracování výběr maximálního počtu termů <maximalniPocetTermu> a jeho 
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hodnotu nastavíme tak, abychom neignorovali důležité termy, ale zas neuchovávali ty, co jsou 
zbytečné, můžeme snadno omezit počet atributů na relativně malou hodnotu, takže pak načítáním 
kompletního xml ušetříme čas oproti parsování vstupních dat. 
8.7.5 Export dokumentů 
Export dokumentů je přidán převážně z důvodů porovnávání implementovaného algoritmu v jiném 
nástroji, ať mají oba algoritmy obdobné startovní podmínky a tudíž výsledky výkonnosti algoritmu 
nezávisí na různé kvalitě předzpracování. Formát exportovaného souboru je stejný, jak je vstupní 
soubor, akorát je již vyčištěn od různého smetí a obsahuje pouze dokumenty, které mají nějaké termy. 
Jednotlivé termy jsou odděleny jednou mezerou, navíc jsou stejné termy seřazeny za sebe.  
Takto ukládat dokument se ukazuje efektivnější než ukládání do xml. Pro načtení takto 
předzpracovaného dokumentu nepotřebujeme aplikovat spoustu různých metod pro předzpracování, 
ale stačí nám pouze rozdělit dokument na slova a jen snadno naplnit struktury. Takže budeme mít 
data načteny v polovičním čase, než kdybychom prováděli všechny operace čištění znova. To je 
způsobeno převážně tím, že nespouštíme náročný stemming, který trvá skoro polovinu doby 
předzpracování. 
8.7.6 Export shluků do csv 
Aby bylo možné využít výsledků aplikace i v jiných aplikacích, je možnost exportovat informace 
o rozdělení dokumentů v rámci jednotlivých shluků do csv formátu. Výsledný soubor obsahuje 
pro každý dokument z vstupní kolekce obdobný řádek: 
2,0,move,perman,professor,fax,phone,email,associ,depart,address, 
research. 
Nejprve je uvedeno jméno dokumentu, následuje id shluku a nakonec je přidáno deset nejčastějších 
klíčových slov daného shluku. Klíčová slova jsou řazena dle jejich váhy, kdy první je 
nejvýznamnější. Slova s nulovou vahou nebereme při tomto výběru v potaz, abychom shluk 





V následující kapitole popíšu jednotlivé testy, jež jsem s aplikací prováděl a jakého výsledku bylo 
dosaženo. U každé kolekce dat jsou uváděny jen nejzajímavější výsledky. 
9.1 Experimenty s WebKB 
S touto kolekcí bylo prováděno nejvíce experimentů, vzhledem k tomu, že obsahuje nejmenší počet 
dokumentů a kategorií.  Nejprve demonstruji činnost algoritmu, pak následuje test různého nastavení 
algoritmu a předzpracování. Nakonec je srovnání s algoritmem k-means.    
9.1.1 Demonstrace výstupu aplikace 
Prvním testem je prezentace výsledků aplikace. Data máme k dispozici již po provedení stemmingu, 
proto prvotní nastavení předzpracování je minimální. Jako vstup zvolím soubor 
webkb-stemmed.txt. Je možné zvolit počet termů, jež se má uchovávat. Toto nastavení 
nechávám na defaultní hodnotě. Jako váhovací metodu volím IDF. Ještě nastavuji mazání číslic. 
Ostatní nastavení předzpracování nemají na výstup žádný vliv. 
 Předzpracování trvalo 5 sekund. Bylo nalezeno 7771 termů a vyřazeno 30 dokumentů, jelikož 
neobsahovaly žádné termy. Počet shluků volím 4, jak je nabízeno dle nalezených kategorií. Velikost 
konstanty nechávám 1. Pak spouštím inicializaci algoritmu. Po 23 iteracích a 15 sekundách dostávám 
výsledek. Přehled jednotlivých shluků můžeme vidět v (tabulka 9.1). Delta každého shluku 
představuje v podstatě počet dokumentů. Vzdálenost prázdného dokumentu by měla vycházet blízko 








0 1194 1192.65844684 1.2868356710847673E-4 3823 
1 1007 1005.78360988 1.28683567108479E-4 3471 
2 1360 1358.74863213 1.2868356710848348E-4 2436 
3 602 601.572611733 1.286835671084774E-4 532 
 
 
Tabulka 9.1:Přehled jednotlivých shluků. 
 Pokud se podíváme na klíčová slova například shluku 1, obsahujícího převážně dokumenty 
z kategorie course (tabulka 9.2), zjišťujeme, že klíčová slova zhruba odpovídají očekávání u dané 
kategorie. Zjišťujeme, že skutečně odpovídají očekávání a daný shluk pěkně charakterizují. 
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Klíčové slovo Centrum Váha 
syllabu 0.0074122225512102125 1.7096813058483423E-4 
assign 0.0063881206776749055 1.6006349614922154E-4 
instructor 0.006064845376318675 1.5695733923053442E-4 
homework 0.005666294045305318 1.5334987093816441E-4 
hour 0.005314591021483855 1.5037004078415178E-4 
fall 0.00498859420076137 1.4777847084119307E-4 
class 0.004479117117007828 1.440567163257497E-4 
lectur 0.004147120603723575 1.418470178948892E-4 
exam 0.004117180448217638 1.4165610368986584E-4 
note 0.00408285518544225 1.4143892976874195E-4 
 
 
Tabulka 9.2:Klíčová slova shluku 1 (course). 
 Dalším krokem je validace výsledků. Díky rovnoměrnému rozdělení dokumentů do kategorií 
vychází výsledky F skóre 0,736 a poměru správně zařazených dokumentů 0,744 skoro stejně. 
Co se týče detailu rozdělení dokumentů v kontingenční tabulce generované aplikací, doplněné 
o pomocné informace (tabulka 9.3). Shluky 0 a 1 obsahují převážně dokumenty své kategorie. Shluky 
2 a 3 obsahují spoustu dokumentů ze dvou kategorií. Toto si vysvětluji převážně tím, že pro dané 
shluky nejsou výrazná klíčová slova, oproti například první kategorii, kde první tři klíčová slova mají 
proti ostatním relativně velkou váhu. 
Shluk  course    project  student   faculty    Nezařazené 
0 16 52 1061 65 0 
1 890 15 52 50 0 
2 4 92 457 807 0 
3 16 342 50 194 0 
Suma: 926 501 1620 1116 0 
pravděpodobný shluk: 1 3 0 2   
dílčí F skóre: 0,921 0,62 0,754 0,652   
 
 
Tabulka 9.3:Kontingenční tabula výsledků algoritmu. 
 Vzdálenosti dokumentů od jednotlivých středů shluku se liší řádově v tisícinách. Jejich 
velikost je blízká defaultní hodnotě $". 
9.1.2 Vliv váhovací metody a různých středů 
Dalším krokem byla volba optimální metody použité k váhování. Při experimentech se ukázalo, že TF 
váhování se příliš nehodí a po čase začnou vycházet záporné váhy, takže je nutno zvednout konstantu. 
Po zvednutí konstanty bylo vidět, že algoritmus po 50 iteracích stále nekonvergoval a hodnota 
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F-skóre se pohybovala kolem 0,5. Pro zbylé metody jsem provedl 5 měření při zachování všech 
termů, hodnotě konstanty 1 a počtu tříd 4.  









1 0,736 23 15,014 0,493 13 8,635 
2 0,731 22 14,605 0,525 15 9,885 
3 0,768 19 12,639 0,46 11 7,266 
4 0,665 28 18,546 0,467 14 9,281 
5 0,664 30 19,666 0,503 12 7,943 
Průměrné 
hodnoty 
0,7128 24,4 16,094 0,4896 13 8,602 
 
 
Tabulka 9.4: Vliv váhovací metody na výsledky SKWIC. 
Výsledky tohoto pokusu jsou shrnuty v (tabulka 9.4). Jak se ukázalo, nejlepších výsledků 
dosahuje IDF, které mělo průměrnou hodnotu F-skóre 0,71, nevýhodou ovšem byl fakt, že algoritmu 
trvalo docela dlouho, než konvergoval. Oproti tomu TF-IDF konverguje relativně rychle, ale výsledné 
skóre je mnohem horší. Kvůli lepším výsledkům, které dosahovala metoda IDF, jsem se rozhodl 
v následujících testech používat převážně ji. Dále je v tabulce vidět, že rozdělení do shluků záleží 
na volbě inicializačních dokumentů. Pouhou změnou inicializačních dokumentů se mohou výsledky 
F-skóre lišit o 0,1, což je docela dost. 
Při implementaci algoritmu bylo zkoušeno i použití nenormalizovaných vah termů, 
či alternativní způsoby výpočtů těchto vah. Příkladem různého výpočtu může být TF, které můžeme 
počítat jako počet termů. Druhým způsobem výpočtu je přidání jednoduché normalizace, 
kdy podělíme počet výskytu termu v dokumentu maximálním počtem výskytů daného termu. Lepších 
výsledků ovšem tímto experimentováním nebylo dosaženo. 
9.1.3 Vliv konstanty na shlukování a hledání klíčových slov 
Pro chod algoritmu je důležitá volba váhování. Pro správné nastavení vah potřebujeme vhodně 
nastavit velikost konstanty u výpočtu delty. Následuje srovnání výsledků algoritmu při aplikaci 
konstanty od velmi malé hodnoty, po hodnotu velkou. 
V (tabulka 9.5) můžeme vidět výsledné srovnání. Optimální hodnota konstanty se jeví jako 
jedna, kdy dosahujeme největšího F-skóre. Malá konstanta způsobuje generování záporných vah, 
v extrémním případě může způsobit vznik prázdných shluků. Ostatní hodnoty konstanty způsobovaly 
zhoršování výsledků algoritmu.  
Při malých hodnotách konstanty nám roste váha nejlepších klíčových slov shluku, kdy 
například u konstanty 1 je váha nejlepšího klíčového slova rovna 0,00017. Při konstantě 1,0E-6 má 
nejlepší klíčové slova váhu 0,02. Naopak při velkých hodnotách konstanty nám váha klíčových slov 
 52
klesá, až je úplně ignorováno zvýhodňování klíčových slov. U konstanty velikosti 1E15 už neprobíhá 
žádná selekce klíčových slov a váhy jsou nastaveny na $". 
Konstanta F-skóre Záporné váhy Počet iterací 
1,0E-6 0,57 466158 15 
0,1 0,51 528358 16 
0,4 0,49 372919 12 
0,6 0,69 0 17 
1 0,75 0 15 
2 0,69 0 21 
5 0,72 0 19 
1000 0,7 0 22 
1.0E15 0,49 0 20 
 
 
Tabulka 9.5: Vliv konstanty na výsledky SKWIC. 
9.1.4 Vliv počtu termů  
První test, ve kterém provádím srovnání se standardním algoritmem k-means. Výstup předzpracování 
mojí aplikace ukládám do souboru, označeného jménem kolekce a číslicí značící počet termů, které 
byly uchovány. Doba předzpracování se pohybovala na 5 sekundách a nezáleželo na počtu termů, 
které jsme filtrovali. Filtrovat budu od 50 termů až do vypnutí filtru a ponechání všech termů. 
Počet termů 
k-means SKWIC 
Doba běhu [s] F-skóre Doba běhu [s] F-skóre 
50 1 0,48 2,430 0,560 
200 2 0,63 3,034 0,734 
500 6 0,57 6,020 0,732 
1000 31 0,56 9,047 0,764 
2000 46 0,58 17,639 0,754 
7770 365 0,58 19,694 0,748 
 
 
Tabulka 9.6: Srovnání algoritmů při rozdílném počtu termů. 
Algoritmy jsou porovnány v (tabulka 9.6). Jak můžeme vidět, 50 termů se ukázalo jako příliš 
velká filtrace, kdy jsme odstranili atributy charakteristické pro shluky, a oba algoritmy dosáhly 
horších výsledků. Algoritmus k-means dosahuje nejlepších výsledků při 200 termech, přidáním 
dalších termů jeho úspěšnost klesne a drží se na kolem hranice 0,575. To je způsobeno tím, že při 200 
termech není příliš irelevantních termů, a charakteristika shluků je zachována. S přibývajícími termy 
nám vzrostou irelevantní termy, které k-means není schopen příliš detekovat. Oproti tomu algoritmu 
SKWIC toto nevadí a dosahuje stejných výsledků nezávisle na počtu termů (za předpokladu, 
že neodstraníme důležité termy při silném filtrování). 
Jak můžeme sledovat, hlavní výhodou algoritmu SKWIC po provedení optimalizací je velká 
rychlost. Do 500 termů má moje implementace větší režii spojenou s prací pomocí modifikovaného 
 53
vektorového modelu. Ovšem s přibývajícími termy roste náročnost minimálně, kdežto u k-means je 
vidět značná náročnost vektorového modelu. Při ponechání všech termů skončí SKWIC 
po 19 sekundách, kdežto k-means potřebuje pro svou činnost 6 minut, přitom zde pracujeme 
s relativně malou kolekcí dat, obsahující pouze 4 shluky.  
9.2 Experimenty s 20 Newsgroups 
Tato kolekce se ukázala jako nejnáročnější na výpočet vzhledem k velkému množství shluků. Opět je 
tu relativně rovnoměrné rozložení dokumentů do shluků, tak budu uvádět pouze metriku F-skóre. 
Kolekce, se kterou pracuji, bude obsahovat 11290 dokumentů. Doba předzpracování je 22 sekund při 
zapnutých všech nastaveních. Počet termů při aplikaci různých nastavení předzpracování máme 
v (tabulka 9.7).  Jak si můžeme všimnout, nejvíce k redukci termů pomáhá stemming, který odstraní 
třetinu termů. Další výraznou redukcí dosáhneme odstraněním termů obsažených pouze v jednom 
dokumentu. Číslice neodstranily žádné termy. Stop slova odstranily 443 termů, což je docela dost 
vzhledem k tomu, že soubor se stop slovy obsahuje 573 slov. Konstantu nastavuji na jedna a počet 









Termů: 73638 73195 54755 54755 30479 
 
Tabulka 9.7: Redukce počtu termů pomocí jednotlivých metod předzpracování. 
 
9.2.1 Původní kolekce 
Vzhledem k rozsáhlosti kolekce jsem omezil počet termů na 2000, aby bylo možné porovnat výsledky 
obou algoritmů. 
Tradiční k-means dosáhl F-skóre 0,46 za 99 sekund. Nízká hodnota byla způsobena tím, 
že vznikl shluk obsahující spoustu dokumentů z několika kategorií. Nacházely se v něm dokumenty 
týkající se sportu, politiky, vědy a náboženství. Dalším spojeným byl hokej a basketbal. Posledním 
spojením byl shluk obsahující grafiku a Windows.X. 
SKIWIC měl F-skóre 0,54, což bylo o něco lepší, ale nebyla to očekávaná hodnota. Doba běhu 
algoritmu byla 108 sekund. Bylo to způsobeno docela malou rychlostí konvergence, kdy bylo třeba 
30 iterací. V shlucích došlo ke spojení kategorií týkajících se hokeje a basketbalu.  Zbytek nepřesností 
pak pramenil z rozdělení několika kategorií do více shluků.  Klíčová slova opět vypadaly, 
že odpovídají jednotlivým shlukům, i když někdy neměly nějak výrazné váhy. Například ve shluku 
obsahujícím převážně kategorii motorky, byly nalezeny následující klíčová slova: bike, dod, 
motorcycl, ride, bmw, honda. 
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Horší výsledky obou algoritmů si vysvětluji tím, že hodně kategorií si je velmi podobná, 
a tudíž obsahují hodně společných termů. Kvůli tomu pak shlukovací metody naleznou trochu jiné 
shluky, než jsme očekávali. 
9.2.2 Modifikovaná kolekce 
Vzhledem k špatným výsledkům předcházejícího experimentu jsem se rozhodl otestovat, 
jak by dopadlo shlukování, pokud by každý shluk měl jeden term, jež jej plně vystihuje. Kvůli tomu 
jsem upravil vstupní data, přidáním nového termu.  Jako nový term bylo zvoleno jméno kategorie. 
Vzhledem k tomu, že jméno kategorie se skládá z několika slov, tak jsem dosáhl unikátního atributu. 
Následovalo testování pomocí obou algoritmů. Proto, abych byl vůbec schopný srovnat výsledky, byl 
jsem opět nucený omezit počet termů na 2000.  
Algoritmus k-means dosáhl nepatrného zlepšení, kdy se jeho F-skóre dostalo na 0,56. Doba 
běhu algoritmu se mírně zvedla na 102 sekund. Co se týče shlukování, většina shluků vypadala 
relativně dobře. Problémem bylo to, že dal 6 kategorií do jednoho shluku. Takže jsme dostali jeden 
větší shluk obsahující kategorie věda, ateismus a náboženství. Dalším spojeným shlukem byl hokej 
a basketbal. K poslednímu spojení došlo u shluků týkajících se Windows. 
SKWIC si již vedl lépe. F-skóre vyšlo 0,85 a doba běhu algoritmu 52 sekund v 15 iteracích.  
Většina shluků obsahovala správné dokumenty. Jediným problémem bylo spojení dvou kategorií 
týkajících se Windows. Hodně shluků obsahovalo jedno klíčové slovo, jež mělo dvojnásobnou váhu 
oproti ostatním (ne vždy to ale bylo jméno kategorie). 
9.3 Testování R8 
Kolekce obsahuje velmi nevyvážené kategorie. První dvě nejpočetnější kategorie zahrnují většinu 
dokumentů.  Vliv předzpracování můžeme vidět v (tabulka 9.8). Bylo nalezeno 7674 dokumentů, 
předzpracování trvalo 6,2 sekundy. Nejvíc termů odstranilo mazání termů obsažených v jednom 
dokumentu. Bylo nastaveno 8 shluků a konstanta byla opět jedna. 
  Tokenizace 
Odstraněna 





Termů: 23529 23109 17528 17528 9072 
 
Tabulka 9.8: Redukce počtu termů pomocí jednotlivých metod předzpracování. 
K-means si v této kolekci nevedl dobře. F-skóre vyšlo 0,11. Poměr správně zařazených 
dokumentů byl 0,42. Doba běhu algoritmu byla 325 sekund. Kategorie acq byla rozdělena na dva 
shluky. Earn byl rozdělený skoro do všech shluků. Kategorie money-fx, crude a interest jsou 
umístěny v jednom shluku.  
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SKWIC si vedl o něco lépe. F-skóre vyšlo 0,48. Poměr správně zařazených dokumentů vyšel 
0,58. Výpočet byl celkem rychlý, kdy jsme měli výsledek za 11 sekund po 17 iteracích. Kategorie 
money-fx a interested jsou sloučeny do jednoho shluku. Kategorie earn je rozdělena do dvou shluků, 
kdy první obsahuje 2000 dokumentů a druhý 1000 dokumentů. Další kategorií, která nešla správně 
určit je acq, rozložená téměř v každém shluku.   
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10 Závěr 
Cílem této diplomové práce bylo seznámení se s metodami shlukování textových dokumentů. Danou 
problematiku jsem nastudoval. Seznámil jsem se s jednotlivými metodami předzpracování textových 
dokumentů. Z popsaných metod jsem se rozhodl vynechat ontologii, jelikož zvedá počet termů, takže 
by ještě způsobovala zpomalení algoritmu a nemožnost srovnávat se standardními algoritmy, 
které jsou řešeny klasickým vektorovým modelem.  
Následovalo nastudování jednotlivých metod používaných ke shlukování textových 
dokumentů. Po dohodě s vedoucím jsem si vybral algoritmus SKWIC, který jsem nastudoval 
a po analýze činnosti jsem navrhl optimalizaci algoritmu tak, aby bylo možné provádět shlukování 
rychle, i když máme spoustu termů. Algoritmus jsem pak implementoval a porovnal s tradičním 
algoritmem k-means. Z výsledků experimentů se ukázalo, že SKWIC dosahuje ve všech testovacích 
kolekcích lepších výsledků shlukování. Co se týče optimalizací, tak se ukazuje, že už při 4000 
termech může být zrychlení značné, kdy optimalizovaný SKWIC doběhne za 11 sekund a k-means 
potřebuje více než 5 minut.   
Nevýhodami algoritmu je nutnost zadávat počet shluků, nalezené shluky jsou závislé 
na inicializačních dokumentech, na kterých závisí i rychlost konvergence. 
Jako rozšíření práce by mohla být použita modifikace algoritmu o některý částečně řízený 
přístup. Případně se můžeme pokusit o odstranění hlavních nevýhod algoritmu a to nutnost zadávat 
počet shluků a občas pomalou konvergenci. Dalším možným rozšířením je zrychlení chodu celé 
aplikace, ať už paralelizací náročných výpočtů, či dalšími optimalizacemi jednotlivých kroků 
programu. Také by bylo vhodné doplnit aplikaci o načítání více různých formátů vstupních dat jako 
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Příloha A:  Obsah CD 
Technická zpráva je uložena v rootu CD. 
Aplikace je uložena v adresáři dip, ten obsahuje následující složky: 
- src: obsahuje zdrojové soubory aplikace 
- build: prázdná složka, bude naplněna po překladu bytekódem tříd 
- jar: po překladu obsahuje jar archiv s aplikací 
- lib: knihovny potřebné pro běh aplikace 
- data: veškerá testovací data, použitá při testování aplikace, obsahuje: 
o datasets.zip:  všechny soubory od Any Cardoso používané k testování 
o reuters-21578.tar: dokumenty Reuters ApteMod 
o stopwords a englishStopWords.txt: soubory se stop slovy 
o shluky.csv: příklad exportu výsledků shlukování 
o konfigurace.xml: xml obsahující jiné, než defaultní konfiguraci 
aplikace 
o webkb-200termu-pred.xml: export do xml po provedení 
předzpracování 
o zbytek souborů pak představuje export dokumentů z aplikace použité při 
testech zmíněných v testování. 
 
