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Abstract Uncertainty is generally defined as ‘that which is not precisely known’. This definition permits
the identification of different kinds of uncertainty arising from different sources and activities, most
of which go unnoticed in analysis. In this paper, the evolution of uncertainty through time begins
from a historical perspective and concludes with a new perspective based upon making inferences.
The evolution of uncertainty, in terms of analytical progress, begins with assessing probabilities and
concludes with models and methods for assessing the ‘total uncertainty’ within an application. Both
evolutionary tracks are briefly described in the context of physical science and engineering applications;
however, nothing presented precludes application to other fields, e.g. economics, social sciences,medicine
and business. As we honor his 90th birthday, Zadeh’s fuzzy sets and logic play a prominent role
in both evolutions. Uncertainty assessment involves how to identify, classify, characterize, quantify,
and combine uncertainties within an application, with the expressed goal of understanding how
to manage uncertainties. Managing uncertainties is important, because uncertainties directly affect
decision and policy making. Assessment and quantification of uncertainties are generally defined and
outlined. Mathematical developments are not provided and in some cases are still under or in need of
development.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
Analysts have spent decades trying to understand uncer-
tainty. The more uncertainty in a problem, the less precise
or correct we can be in our understanding of that problem.
Most analysts agree that we should understand and assess
the uncertainty that exists in solving problems or making pre-
dictions, and balance that uncertainty against the precision
we seek. Most science and engineering endeavors do not ad-
dress the uncertainty in the information, models and solutions
that are conveyed within the problem. We propose that the
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problems should be done commensurate with what is known
or can be determined in the physical world and with an ap-
propriate level of expressed precision. One reason for engaging
in such a pursuit is obvious: achieving high levels of precision
costs significantly in time, money or both. The more complex a
problemor system is, themore imprecise or inexact is the infor-
mation that we have to characterize that system and hence the
greater the uncertainty about it. Thus, uncertainty is related to
precision, information and complexity, making its assessment
paramount in the problems we pose for eventual solution. Lotfi
Zadeh has a famous quote [1]: ‘‘we must exploit our tolerance for
imprecision’’.
It seems logical and intuitive that we should balance the
degree of desired precision in a problem with the associated
uncertainty in that problem, and do as Dr. Zadeh suggests.
Hence, this paper suggests that uncertainty of various forms
permeates all scientific endeavors, and it exists as an integral
feature of all abstractions, models, theories and solutions. It is
our intent to summarizemethods to handle someof these forms
of uncertainty in our technical problems. Since much of what
we have explored in the past 20 years is new, and not part
of canonical jargon, we begin first with the definition of some
terms and some critical thinking about uncertainty.
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The discussion of the evolution of uncertainty assessment
begins with some definitions and concepts:
Certainty can operationally be defined as ‘‘a state, such that
evidence to the contrary is below a threshold of disputation’’.
For example, if we say that initial conditions in an experiment
are known with certainty, we are understood as saying
that initial conditions are indisputably fixed. This definition
of certainty coincides with determinism or a deterministic
solution.
Precision refers to abilities in making good predictions, being
exact, being correct, maintaining control, operating within
specifications, and representing the physical world. These
achievements usually coincide with a high degree certainty.
Uncertainty is broadly defined as ‘‘what is not known precisely’’,
and manifests itself in numerous ways most of which are
undetected or considered too difficult to assess. A partial list is
provided below in Section 4.
Quantification (as in uncertainty quantification or UQ) refers to
an analysis and assessment process or evaluation based upon
models, data, expertise, etc. Quantification does not necessarily
require a numerical statement or conversion to a number. Some
might distinguish linguistic statements describing uncertainty
from quantification by identifying the former as an uncertainty
assessment. We understand that numbers, like linguistics, have
an interpretation that is provided by a human, often a policy or
decision-maker. Thus, UQ is equally valid expressed as numbers
or words. A non-numeric example of a UQ statement is: Jet
engines operate with small but stable margins.
Confidence is a commonly used term whose definitions include
words like trust, belief, reliance and certitude; it is the state
of feeling sure. ‘‘Confidence comes from repetition, from the
breath of many mouths’’, W.B. Yates says. It is interesting
to note that even the Greeks were unable to precisely
(or mathematically) define what is meant by confidence.
In statistics, confidence has a specific meaning in sampling
and inference when referring to a confidence interval for an
unknown parameter (e.g. themean). The confidence level, 1−α,
is defined as the complement of a significance level, α, or the
Type I error in statistical hypothesis testing. (Type I error is
the chance (e.g. 5%) that a null hypothesis is rejected when it
should not have been rejected, i.e. the null hypothesis is true.
This is a chosen and therefore controlled error in statistical
inference.) Outside the statistical context, there is no modern
day definition for the mathematical meaning or quantification
of confidence. Therefore, we discourage its use in uncertainty
assessment without a technical definition, outside statistical
definitions. We propose a technical definition of confidence as
having an inverse relationship to uncertainty, which is assessed
and/or quantified.
Total uncertainty is the combination or aggregation of all
relevant uncertaintieswithin an application or problem. Ideally,
an analyst would produce an estimate of the final or system-
level overall answer to a question, y, accompanied by a total
uncertainty estimate, ∆y, or y ± ∆y. Construction of methods
of determining total uncertainty is a relatively new area of
research.
3. Brief history of uncertainty assessment and quantifica-
tion
From a historical point of view, the issue of uncertainty has
not always been embraced within the scientific community [2].In the traditional view of science, uncertainty represents an
undesirable state, a state that must be avoided at all costs. This
was the state of science until the late nineteenth century when
physicists realized that Newtonian mechanics did not address
problems at the molecular level. Newer methods, associated
with statistical mechanics, were developed which recognized
that statistical averages could replace specific manifestations
of microscopic entities accounting for what was not precisely
known (i.e. uncertainty). These statistical quantities which
summarized the activity of large numbers of microscopic
entities could then be connected in a model with appropriate
macroscopic variables [2]. Since then, the role of Newtonian
mechanics, and its underlying calculus that considered no
uncertainty, has been replaced with statistical mechanics that
can be described by a probability theory; a theory which could
capture a form of uncertainty arising from random processes.
After the development of statistical mechanics, there has been
a gradual trend in science, over the past century, to consider
the influence of uncertainty on problems, in an attempt to
make models more robust, in the sense that credible solutions
are achievable and at the same time quantify the amount of
uncertainty.
Of course, the leading theory in quantifying uncertainty in
scientific models from the late nineteenth century until the
late twentieth century had been probability theory. Probability
has a long history of use dating back to the 1500s, to the time
of Cardano when gamblers recognized the rules of probability
in games of chance. By the time of Newton, physicists and
mathematicians were formulating different interpretations of
probability consistent with its axioms and operational theory.
The most popular ones remaining today are relative frequency
probability and subjectivist or personalistic probability. The
latter development was based upon Rev. Thomas Bayes’
(circa 1763) powerful theorem for conditional probabilities.
Subjectivist probabilities specified that a human’s degree of
belief or willingness to bet was a mathematically coherent
interpretation of probability within its theoretical construct.
However, the gradual evolution of the expression of
uncertainty using probability theory was challenged, first in
1937 by Max Black [3] with his studies in vagueness and
then with the introduction of fuzzy sets by Lotfi Zadeh
in 1965 [4]. Zadeh’s work profoundly influenced thinking
about uncertainty, because it challenged not only probability
theory as the sole representation for uncertainty, but the very
foundations uponwhich probability theorywas based: classical
binary (two-valued) logic [2].
The twentieth century saw the first developments of alter-
natives to probability theory and to classic Aristotelian logic, as
paradigms to address more kinds of uncertainty than just the
random kind. Jan Lukasiewicz developed a multi-valued, dis-
crete logic (circa 1930). In the 1960’s, Arthur Dempster [5] de-
veloped a theory of evidencewhich for the first time included an
assessment of ignorance, or the absence of information. In 1965,
Lotfi Zadeh [4] introduced his seminal idea of a continuous-
valued logic that he called fuzzy set theory. In the 1970s, Glenn
Shafer [6] extended Dempster’s work to produce a complete
theory of evidence dealing with information from more than
one source, and Lotfi Zadeh [1] illustrated a possibility theory
resulting from special cases of fuzzy sets. Later, in the 1980s,
other investigators showed a strong relationship between evi-
dence theory, probability theory and possibility theorywith the
use of what was called fuzzy measures [7], now termed mono-
tone measures [8].
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Since 1965, there have been numerous developments in
mathematical uncertainty theories, such as possibility theory,
evidence theory and the theory of imprecise probabilities, to
name a few. These theories can be collectively referred to
using the title from the Klir and Weirman book [7], General
Information Theories or GITs. A partial list of mathematical
uncertainty theories includes:
• Probability Theory [5,9];
• Zadeh Fuzzy Sets [4] and Logic Theory [1];
• Possibility Theory [10];
• Dempster–Shafer Evidence Theory [5–7];
• Imprecise Probability Theory [11];
• Random Intervals [12].
Figure 1 illustrates the relationship between someof these in
two dimensions. In the left box, probability theory is considered
the most mathematically restrictive, according to its axioms.
Other theories, based upon crisp sets, ascend in generality
above probability. Zadeh’s theory added a new dimension
which is shown in the right box of the figure.
5. Inference uncertainty – a new perspective on uncertainty
A new perspective on uncertainty assessment is emerging
from the old concept of making inferences. Inference is defined
as the difference between what is measured (observable
quantity) and what is desired (unobserved quantity). Common
examples of making inferences include:
• We infer the temperature of the Earth in ancient history
using tree ring measurements, solar activity (sunspot
cycles), ice core samples and geologic features. We impute
a source of uncertainty from this inference.
• We infer the yields of the Hiroshima and Nagasaki bombs
by analyzing the radioisotopes in soil samples, estimating
fireball size and blast damage, and tracking population
illness and lethality. Uncertainty in the yield results from the
uncertainty of radiological and blast effects.
• We infer the safety of a building under earthquake by mea-
suring small-scale test results of materials and structures
under laboratory quake-like conditions. Uncertainty is the
result of scaling small-scale tests of earthquake effects.• We infer the diets of the first (native) Americans by
measuring carbon isotopic amounts in skeletal remains.
Uncertainty is partly from the radiological analysis and the
assumptions made about the climate at that time.
• We infer the likelihood of a terrorist attack that takes down
major power grids by relying on knowledge of terrorists’
behaviors/plans, and risk/reliability/security studies of our
electrical infrastructure. We impute logical reasoning to
terrorists.
Often these inferences become common practice and their
effects are not considered in analyses and when drawing con-
clusions. A recent research grant for the Defense Department
(T.J. Ross, J.M. Booker, and J.R. Langenbrunner Quantification of
Inference Uncertainty in Scientific and SocialModeling/Forecasting
Applications, DTRA 6.1 Basic Research Program, University of
NewMexico, 2009–2011) investigated the effects of making in-
ferences, and the uncertainties induced by them. Thus, inference
uncertainty is defined as the uncertainty induced by the act or
process of deriving a conclusion about an entity that is unmea-
sured or unavailable based on what one has been or what can
be observed and measured or made available.
That study identified and proposed methods for estimating
the following inference types and their inference uncertainties
in engineering and scientific problems:
• Predictive: The process of inferring the future from the past;
a forecast.
• Statistical: The process of inferring the whole population
from a representative sample.
• Validation: The process of inferring that the model/code
matches the data. This is also known as fidelity-to-data or
goodness-of-fit.
• Analogical (similarity): The process of inferring degree of
similarity between applications or quantities (e.g. variables).
System behavior is often inferred from small scale or sub-
system tests.
• Proxy (unobservable): The process of inferring an unob-
servable quantity from an observable one.
Considering many of the different kinds of uncertainty,
as arising from making inferences, provides a much-needed
common framework for the standardization of uncertainty
assessment. Therefore, the study of inference uncertainty
represents a new perspective on UQ.
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To utilize recent and historical developments about uncer-
tainty, some basic steps are outlined for its assessment, includ-
ing quantification:
A. Identification. Uncertainty can be thought of as being
the inverse of information. Information about a particular
engineering or scientific problem may be incomplete,
imprecise, fragmentary, unreliable, vague, contradictory or
deficient in some other way [2]. Acquiringmore information
about a problem tends to produce less uncertainty about
its formulation and solution. Problems characterized by
little information are said to be ill-posed, complex or
insufficiently known. These problems are imbued with a
high degree of uncertainty.
Uncertainty can be manifested in many forms: it can be
fuzzy (not sharp, unclear, imprecise and approximate), it can
be vague (not specific amorphous), it can be ambiguous (too
many choices and contradictory), it can be non-specific (data
are intervals instead of point estimates), it can be of the
form of ignorance (dissonant and not knowing something),
or it can be a form due to natural variability (conflicting,
random, chaotic and unpredictable). Zadeh [13] posed a
simple example of a person’s statements about when they
shall return to a current place in time identifying these
forms. The statement ‘‘I shall return soon’’ is vague, whereas
the statement ‘‘I shall return in a few minutes’’ is fuzzy. The
former is not known to be associated with any unit of time
(seconds, hours and days), and the latter is associated with
an uncertainty that is at least known to be in the order of
minutes. The phrase, ‘‘I shall return within 3 min of 5 pm’’
involves an uncertainty that has a quantifiable imprecision;
probability theory could address this form.
Identification of types and sources of various uncertain-
ties inherent in a problem is the first step. Uncertainty in
physical science and engineering applications arises from
observation, measurement, recording, poorly understood
initial conditions, random effects, uncontrollable effects and
unknown effects. However, there are additional sources of
uncertainty from incomplete information, lack of knowl-
edge, vagueness and ambiguity. Sources for these kinds of
uncertainty include physical models, mathematical models,
statistical models, computational models, currently known
theory, decisions, interpretations, extrapolation, interpola-
tion, prediction, indirect observable quantities, inferences
being made, and conflicts among data, models, tests and ex-
periments.
With the increased use, speed and capacity of mod-
ern computational modeling, uncertainties involved in the
verification and validation of such models are important.
Uncertainties are introducedwhen physical/engineered sys-
tems aremodeled computationally. For example, the choices
made regarding numerical techniques, physical models and
their solutions, domain of applicability and computational
architecture affect outcomes and induce uncertainty. In val-
idation of computational models/codes, the uncertainties
on both the data side and the computational side must be
understood, characterized and combined to determine the
ability of the computation to match physical reality. For
computational-based predictive capability, prediction un-
certainty must be understood and accurately conveyed to
decision makers.B. Classification. Various categorization and classification
schemes exist to accommodate different kinds of uncer-
tainty. No universal taxonomy or standard definitions are
available; therefore, it is up to the analyst to construct a
scheme that suits the application. Some examples include:
(1a) Aleatoric: uncertainties from random or stochastic
processes versus
(1b) Epistemic: uncertainties from lack of knowledge.
(2a) Irreducible: natural variability (which cannot be re-
duced, but only quantified) versus
(2b) Reducible: due to lack of specific information, knowl-
edge (which can be reduced with acquisition of more
information).
(3) Uncertainties associatedwithmaking different types of
inference, listed in Section 5.
C. Uncertainty inventory. An uncertainty inventory should be
considered and performed at the earliest stages of uncer-
tainty assessment and quantification. An uncertainty inven-
tory is an organized set of all the information, statements
and questions relating to the different kinds of uncertainty in
a given problem/system. The uncertainty inventory includes
choices, such aswhich uncertaintymathematical theory(ies)
is (are) appropriate for characterizing each uncertainty, and
what data/information/knowledge are available to charac-
terize each uncertainty. The format of the uncertainty in-
ventory could range in complexity from a list or table to an
interactive, relational knowledge base.
Some authors (e.g. [14]) assert that uncertainties in
engineering systems can be categorized according to
whether or not they are mind-based abstractions of reality.
We have found that such sub-categorization of uncertainties
is not entirely helpful, but the practical goal of considering
which mathematical theories are relevant is useful. The
uncertainty inventory serves several purposes and goals:
1. Provides a traceable, updatable record of uncertainty
assessment and quantification;
2. Permits different levels of information content, e.g. coarse
versus detail, system-level versus component, complex-
structure versus simplified;
3. Aids in determining the nature of total uncertainty [15] for
the problem;
4. Focuses on the information necessary for decision mak-
ing, certification, validation, risk/reliability estimation
and other assessment conclusions;
5. Accommodates multiple quantities of interest, their
predictor variables and other ancillary quantities—a
multivariate structure;
6. Permits numeric quantities, ordinal quantities and even
qualitative information (e.g. linguistic information);
7. Aids in determining which uncertainties are the most
influential on the answer and hence which are worth
the cost to obtain more data/information for uncertainty
reduction;
8. Provides an organized environment where weaknesses
and strengths can be identified in the uncertainty
assessment and quantification process;
9. Becomes a resource of knowledge and information that
can evolve as new information becomes available or as
things change.
To achieve these goals and benefits, a thorough, logical and
organized effort is required for determining the fundamental
elements of an uncertainty inventory [16]. Some examples
include seeking answers to the following:
J.M. Booker, T.J. Ross / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 18 (2011) 669–676 673• What are the different sources of uncertainty? Examples
include model choices, measurement limitations, random
variability (e.g. noise), linguistic interpretations in docu-
ments or from experts, poorly known theory, making in-
ferences and conflicting information.
• Which assumptions and/or conditions and/or caveats are
required or necessary to interpret relevant quantities
(variables) from an experiment, in order to interpret
model or computational results? How are these quantities
interrelated? Are they dependent upon time?
• What data, information or knowledge exist (e.g. expertise,
tests, observables, calculations and history) for these
quantities? Will any more become available later? Do
similar applications (or historical application) with data
and/or calculations exist?
• What are the inferences being made? Are the observed
phenomena the same as, similar to, or different from
the desired quantity? The answer to this question of-
ten involves making an inference with attendant uncer-
tainty [17].
• What level of quantification is possible for identified un-
certainties? Assessment may only be qualitative.
• Which theory(ies) of uncertainty (GITs in Section 4) are
applicable for quantification of uncertainty?
D. Quantification tools and methods. Construction of the un-
certainty inventory involves characterizing different uncer-
tainties within a problem. Based upon the answers to the
questions above, someknownUQmetrics and/ormathemat-
ical uncertainty theories (GITs) may be deemed appropriate
for use. A brief listing includes:
• QuantifyingMargin and Uncertainty (QMU), which can be
simply defined as margin divided by uncertainty, used for
physical system certification and/or qualification [18].
• Engineering Index used for certification and/or qualifica-
tion to track degradation under uncertainty [19].
• Chi-squared goodness-of-fit [20] statistic used for valida-
tion and inference estimation.
• Dn distance metric; a more general goodness-of-fit
metric [21] used for validation and inference.
• Roache’s Grid Convergence Index used for estimating
grid convergence error in the verification of computer
calculations [22].
• Probability density functions used to characterize distri-
bution of probabilistic uncertainties. Examples include
random noise, data dispersion, parametric uncertainty
and uncertainties in Probability Risk Assessments (PRAs).
• Kullback–Leibler and Jeffreys [23,24] statistics used to
compare probability density functions.
• Kolmogorov–Smirnov tests [20]; non-parametric tests
used to compare empirical-based probability distribu-
tions.
• Possibility distributions [8], used to characterize distribu-
tions of possibilistic uncertainties.
One of the first modeling tools that focused on assessing
uncertainty was PRA. PRA identifies uncertainties using
probability theory and therefore lacked formal procedures
for quantifying uncertainties that were not probabilistic.
In the past decade, risk assessment tools have expanded
to include other mathematical theories of uncertainty. For
example, possibility theory has been used for assessing the
risk of terrorism [25]. The advantage of using possibility
theory over probability theory is that the axioms for
possibility are more general and less restrictive than those
for probability theory. Possibility is better suited to rareevent estimation, as evidenced by the common expression
‘‘that is possible but not probable’’. The disadvantage of using
an alternative to probability theory is that most experts and
decision makers will be unfamiliar with its interpretation
and use.
Probability theory’s popularity stems from its long
history, and many analysts, experts and decision makers
have at least heard about it. Some may even understand it
(although far fewer than those that think they do). As Bruno
de Finetti [26] proclaimed in his class book on probability,
‘‘Probability does not exist; it is a subjective description of a
person’s uncertainty’’, and that ‘‘The calculus of probability can
say absolutely nothing about reality’’.
E. Uncertainty combination. It is well understood by systems
scientists that reduced doubt and uncertainty are equivalent
to increased understanding and confidence. These notions
are opposites or inversely related; as one increases, the
other decreases. This is our concept of confidence, as
defined in Section 2. If an analyst is to conduct a test or
numerical simulation for the purpose of predicting similar
phenomenon in a full-scale or real world case, they would
want to express not only the expected result of the test or
simulation, but also the degree of confidence in that the
prediction has the same result as seen in the real world,
under conditions similar to those in the test or simulation.
Being able to express a level of confidence in a prediction is
analogous to being able to express the level of uncertainty in
that prediction.
However, confidence and its inverse, uncertainty, are
relative concepts that must be defined with respect to some
standard. An example of a statistical confidence interval
would be ‘‘We are 95% confident that the true stress in a
mechanical system is within 100 MPa of the predicted stress’’.
The quantified uncertainty expressed as ‘‘within 100 MPa’’
can be reduced by additional repeatable tests under exactly
the same test conditions. A different confidence statement
might be: ‘‘We are highly confident that the true stress in
the system will be 1200 MPa’’. In this case, the task is to
quantify the phrase ‘‘highly confident’’, and determine a
standard against which this uncertainty is compared. Some
standards currently exist, like the 95% relative to a 0%–100%
scale in the confidence interval. If confidence for the latter
statement is expressed as possibility, then we must know
the range between what is impossible and what is certain
(the complement of impossible).
Previous work [15] has proposed a new standard by
hypothesizing that all uncertainty should scale between
two extremes or boundary conditions on uncertainty,
i.e. between the case of no uncertainty and the case of
maximum uncertainty. If we make a prediction on the
response of some mechanical system and the level of
uncertainty that we express in that prediction is close to
the extreme of no uncertainty, we can say that we are
‘‘highly confident’’ in that prediction. On the other hand, if
we are closer to the other extreme, the case of maximum
uncertainty, then we can say that we are not very confident
in the prediction. Of more importance, however, is the fact
that we can develop a ‘‘metric of confidence’’ that will
scale linearly with our quantified level of uncertainty and,
in a mathematical sense, measure the degree of closeness.
We call this measure of uncertainty, total uncertainty. We
use the term total uncertainty because research [15] has
shown a way to combine different types of uncertainty, for
example combining probabilities and possibilities; hence
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uncertainty. It should be noted that Klir and Yuan [2]
previously proposed ametric for combining possibilistic and
probabilistic uncertainty. Their metric is a combination of
non-specificity, possibilistic strife and probabilistic conflict
uncertainties.
In assessing total uncertainty, our initial research at-
tempted to distinguish between two types of uncertainty.
The first is the natural variability of things (e.g. minute dif-
ferences due to manufacturing processes) and cannot be re-
duced. Another type of uncertainty is due to lack of specific
information, called non-specificity, to distinguish it fromnat-
ural variability. Non-specificity can be reduced by the acqui-
sition of more information. Non-specificity can result from
ignorance, scare data, poor control, misleading data and un-
known biases. In our work in 2003, we assessed total uncer-
tainty as a combination of these two forms of uncertainty,
i.e. variability plus non-specificity. We quantified variability
using probability theory, and quantified non-specificity us-
ing possibility theory. However, as of 2010, we have identi-
fiedmanymore formsof uncertainty,most notably inference
uncertainty, and we have also identified various character-
izations of inference uncertainty, e.g. scaling uncertainty,
proxy uncertainty, analogical uncertainty and others (see
Section 5 and [27,28]).
Having identified many various characterizations of
inference uncertainty, we have developed a computational
paradigm to combine and assess them, which we call the
4-box approach, shown in Figure 2 [16]. The three gray
boxes contain data, knowledge and information that can
be combined to solve a problem in the upper right (white)
box, which has little or no data. The combination of both
data and uncertainties is done using a weighting scheme.
The approach incorporates Saaty’s AHP methodology [29]
to solve the age-old problem of how to determine weights
for combining uncertainties contained within the 4 boxes,
and for those between the boxes that relate to making
inferences.
F. Uncertainty management. With no standard for an all-
encompassing solution regarding how to combine all kinds
of uncertainty, the key to uncertainty assessment may be to
manage uncertainty. The first step tomanaging uncertainties
is to become aware of the uncertainty types in Steps A
and B above. The uncertainty inventory (Step C) aids in
determining what data, knowledge and theory are available.
The choosing of appropriate GITs and uncertainty metrics
(Step D), including methods for combining uncertainties
(Step E), not only accounts for what is available, but
also must be undertaken in consideration of how the
uncertaintieswill be understood and interpreted by decision
makers. These steps are also part of managing uncertainty.For many problems, managing uncertainties means under-
standing some fundamental issues:
• Uncertainties of many types will exist; most are not consid-
ered because of common practice or because assessment is
deemed too difficult.
• A common uncertainty is lack of knowledge that is ‘‘we just
don’t know’’. Unfortunately that type of uncertainty is not
the kind that probability theory is designed to quantify. Here
is where Zadeh fuzzy sets and logic are useful.
• Another uncertainty, commonly appearing but ignored,
comes from making inferences.
• Not every uncertainty need be in numeric form.
• Establishedmethods for combining uncertainties, especially
ones of different types, using differentGITs, are not available,
requiring research and development. The exception is recent
research into linking probability theory with fuzzy sets
within the same problem [30].
The goal for any engineering or scientific problem is to get an
integrated answer to a top-level question, say y. An integrated
answer that ignores uncertainties will be incorrect, as shown
in Figure 3. The top left box shows a no uncertainty case, by
relying upon the mean of the 7 values, X , which misses the
true value at *. The top right box uses the scatter of 7 values
for an uncertainty, but still misses the true value. The real
answer denoted by * is captured only when the uncertainties
of the 7 data points are considered, in the bottom graphic. An
integrated answer, using overly large (e.g. anything is possible)
uncertainties, will be indeterminate. The best that can be done
is to make every attempt to use all available knowledge, and
document how and why uncertainties are determined. This is
managing uncertainty, and there is a need for methods and
ideas for its management.
Uncertainty management involves understanding the rela-
tionship of changes in uncertainty (called robustness) to other
assessment activities, such as goodness-of-fit and predictive ca-
pability. There are tradeoffs between these three, such that it
is not possible to simultaneously optimize them all, as demon-
strated by Hemez and Ben-Haim [31]. For example, improving
predictive capability can adversely affect robustness to uncer-
tainty.
7. Final thoughts and acknowledgments
Prior to 1965, much of what we thought regarding
uncertainty was guided by the principles and axioms of
probability theory. Some early-20th century theorists, like
Jan Brouwer, Max Black, Jan Lukasiewicz, and others talked
about non-binary logics, logics which are not constrained by
excluded middle axioms, and types of uncertainty, which clearly
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These theorists wrote about the need to develop mathematical
foundations for their ideas. In 1965, after the seminal work of
Lotfi Zadeh on fuzzy sets appeared, the uncertainty community
has not been the same, and has changed significantly. As the
late Dr. Thomas R. Bement, statistician, observed: Zadeh solved
the problems of uncertainty for engineers that statisticians refused
to tackle. Tom’s insightful observation was both an indictment
of probability-based statisticians and in praise of Lotfi Zadeh for
providing solutions.
Zadeh’s landmark paper in 1965 was unorthodox; it was
bold, it generated significant debate and regrettably ridicule.
There still exist groups and individuals who discount and
minimize Zadeh’s work in fuzzy sets. However, the future is
clear; the momentum begun by Dr. Zadeh is un-refutable, and
the inertia behind theories within GITs is so great that going
back to a single theory of uncertainty is no longer realistic.
The authors applaud Prof. Zadeh for his keen sense of history,
his contributions to the literature, his superior intellect and
innovative genius, and his inspiration and strength in helping
us all to step back and ‘‘think’’ about what it is we are really
doing in uncertainty assessment and quantification.
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