








































































































HASHI, a new multilingual concordancer:  







   The present study is an attempt to solve problems of existing 
corpora and concordancers, especially in areas where 
improvements are necessary for better linguistic research and 
linguistic pedagogical practices. The research methodology 
commonly   applied in such fields of research as Japanese syntax, 
Japanese pedagogy, and sociolinguistics includes analysis of 
collected examples. The present survey reveals that corporal 
methods have the potential to be utilized at the stages other than 
that of collecting examples. 
   The major problem in collecting examples is that it is difficult to 
extract data of sentence patterns such as “動詞  ても  動詞  ても” 
and “～が  ～に  動詞 .”  It has become customary to classify 
collected examples nonmechanically without the aid of corporal 
method. In other words, corporal method to analyze data using tag 
is not utilized fully albeit much __ demand. This implies the 
necessity of an improved corporal method which adopts more 
convenient and adjusted system than current tagging system. It is 
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also desirable for a new corporal system to be capable of various 
corporal analyses such as the one which incorporates numerical 
survey and statistical data of lexical frequency and strength of 
syntagmatic co-occurrence. Another demand is for the system to 
extract frequently used data of sentence patterns automatically, its 
numerical solution is __ yet to be invented.  
   Meanwhile, it is also necessary  to develop a system which is 
capable of deeper analyses based on individual study fields and 
perspectives. For example, the unit of word differs across 
theoretical viewpoints. In other words, different theories of 
grammar and mechanical processing segments sentences into 
words differently. The new methodological system needs to be able 
to function based on such various definitions of units at each 
researcher ’s command. By the same token, more sophisticated 
features attributed to linguistic data as follows should be able to 
input efficiently into corpora with less expertise in programming: 
semantic usage of particles, classification within verbs, 
pedagogical classification of Japanese sentence pattern, error 
information and its taxonomy, the presence/absence of utterance 
right, the presence/absence of nod assent, and the direction of the 
speaker ’s gaze. 
   To sum up the above, the current corporal methodology needs _ 
the following new features: 
 
 (1). Universal and convenient system to collect target examples.  
 (2). Efficient tagging system that allow the information to be 
tagged from any research perspectives.  




 (4). Flexibility to produce data according to diverse research 
perspectives and interests. 
 (5). Integrated system with all the processes generally used in 
linguistic research. 
 
   This study tried to inspect these issues, successfully making 
and presenting the following new concordancers: “ToriBASHI,” 
“SaiBASHI,” and “HASHI,” which incorporated the features listed 
above in the following manner: number 1, number 2, and number 
3-4 respectively. 
   In chapter 1, the problems of the current concordancer are 
manifested by inspecting existing linguistic analysis software.  
   In chapter 2, the solution about collecting complex examples 
such as extraction of sentence patterns are introduced (which 
corresponds to the feature number 1; on data retrieval). For 
instance, when collecting sentence pattern of “[verb] temo [verb] 
temo” as is seen in “tabetemo tabetemo” or “hashittemo 
yukkuritoaruitemo,” past concordancers functioned only by formal 
and complicated retrieval cues or descriptive script specifying 
grammatical and case information of each words one by one 
sequentially, only to retrieve imperfect and merely approximate 
results. This problem was overcome by making it possible to 
retrieve with the proximal cue which is similar in form with the 
simpler formula “動詞  ても～動詞  ても .”  
   In chapter 3, improved system of tagging collected examples is 
stated (which corresponds to the feature number 2 above). The 
dominant tagging method, in which keyboard is used, had a 
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problem regarding data reliability due to the inefficiency and 
error-prone nature of the input _by human hands. This problem 
was solved by preparing pre-fabricated tagging list and easy 
selective tagging system. It also became possible for users to set up 
tagging standards freely according to their interests. When tagging 
a word in an identical manner across the sentences, mechanical 
tagging and automatic retrieval and re-aggregation are 
implemented. 
   In chapter 4, the features number 3 and 4 are considered and 
incorporated. The numerical methods of collecting and analyzing 
data are undercultivated both in corpora as a whole and in 
individual words. As to holistic corporal level, “N -mgram,” which is 
N-gram with specified number of slots, is introduced; enabling 
retrieving of such expression as “よう  な  ◯  が  し  た .” N-mgram 
collects expressions partly identical with each other, making the 
most of the advantage of N-gram to be able to collect expressions 
automatically. As to lexical level, “POPAK” was developed, which 
is capable of both processing KWIC, collection of examples of 
designated word, and Picture, numerical detecting system of lexical 
tendency. Owing to this, such facts became evident as verb “なる”  
is most often used in the sentence pattern “の  ○  が  ○  に  なっ  
た .”  
 As for lexical units, which work as the fundamental elements of a 
corpus, user flexibility was pursued. A user can select desirable 
definitions of units of both Japanese research and mechanical 
processing. Moreover, original unit can be created according to the  
researchers’ needs. Based on the system, simultaneous tagging 
became implementable from even more diverse perspectives. 
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Tagging became more robust universally by implementing various 
systems such as selection from lists, automatic discrimination of 
tags, and tagging identical features consecutively. Also, further 
functions including tagging information about speakers or 
composers and correspondence with vocal data are mounted, 
allowing the making of corpora possible in any field of study.  
   In the final chapter, the issues _pursued in this study and their 
respective solutions are summarized, followed by presentation of 
possible implications to linguistic research, along with statement 
on limitations of this study and outlook for the further study.  
 This study is significant in making advanced corporal operation 
accessible to wider population of linguistic researchers and 
language teachers who may have less expertise. Furthermore, it 
became feasible to make a specialized corpus according to the users’ 
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第１章 コーパス利用研究の問題点と先行研究  
 



























1.1.1 日本語学の場合  
 日本語学分野においての調査は『日本語文法』2007 年から 2014 年の論文、
研究ノートを対象に行った。該当時期の論文のうち、書評、レビュー、展望、
理論言語学的研究、教科書分析、外国語研究、音声研究の論文のものは省き、
最新のものから 100 本分を調べた。  
 
























 テーマ：「「A テモ B テモ」文の分析」  
 データ：『CD-毎日新聞  1991 ～  1999 年度版』、『BCCWJ1 領域内公開デー
タ（2009 年度版）』、検索エンジン Google、から収集  
 内容：「A テモ B テモ」文の A と B に現れる動詞の共起パターンの調査  
 手順：  
  １）「動詞の連用形＋テモ（デモ）」を２回含む文を機械的に抽出する。  
    （「東京へ行っても大阪へ行っても」のような文があるため、２つの「テ
モ」の間に１～５つの形態素が入るものまでが検索の対象となる。） 2 
  ２）該当しないものを目視で取り除く。  
  ３）抽出した 2850 例を、A と B が異なるものと同じものとに分ける。前
者が「選択並列用法」、後者が「反復用法」となる。  
 結果：  
  ＜選択並列用法＞  
   抱いてもミルクを飲ませても泣きやみません。  
  ＜反復用法＞  
   ５歳の娘は食べても食べても太らない。  
  選択並列用法は、２つの「テモ」と主節との関係で４つに分類される。  
１）「A テモ」＝逆条件、「B テモ」＝逆条件  
抱いてもミルクを飲ませても泣きやみません。  
２）「A テモ」＝並列、「B テモ」＝逆条件  
勝っても負けても悔いのない試合を通して（後省略）  
３）「A テモ」＝並列、「B テモ」＝並列  
血糖値は上がりすぎても下がりすぎても困る（後省略）  
４）「A テモ」＝逆条件、「B テモ」＝並列  
数学なんてやってもやんなくても出来ないし（後省略）  
反復用法は、分類をしていない。「A テモ B テモ」節には進展性の意味を
持つ動詞が現れる、ただし主節に動作・状態が続いた場合「当然現れるは
                                                   
1 国立国語研究所による『現代日本語書き言葉均衡コーパス』のこと。  













































1.1.2 社会言語学の場合  
 社会言語学分野においての調査は『社会言語科学』2007 年から 2014 年の研
究論文、資料、ショートノートを対象に行った。このうち、書評、展望、実地
調査のものは省き、最新のものから 100 本分を調べた。  
 
表 1-2 『社会言語科学』におけるコーパス利用数  
論文  100 
コーパス使用  8 
タグ付与  6 
既存タグ付与ソフト使用  1 






                                                   
4 日本語教育で用いる教育用の日本語表現のみならず、日本語記述文法研究会（ 2008）で
は、「クラス全員が鈴木を天才と思っている。」「机の上には辞書がある」（日本語記述文













図 1-1 名塩・水島（2011）でのトランスクリプト  
 
 図 1-1 に見られるように、01,02 など発話の番号、D:,E:など発話者の記号、







図 1-2 坊農（2011）でのトランスクリプト  
 























1.1.3 日本語教育学の場合  
 日本語非母語話者に対する日本語教育学分野においての調査は『日本語教育』
2005 年から 2014 年の論文、調査報告、研究ノートを対象に行った。該当時期
のうち、書評、レビュー、展望、教科書分析、意識調査、外国語研究、新テス
トの提示、コース設計の提示、各国の日本語教育事情、授業分析、コーパスや
利用技術自体の提示の論文のものは省き、最新のものから 100 本分を調べた。 
 



































































表 1-4 日本語学、社会言語学、日本語教育学の各分野におけるコーパス利用数  
 
日本語文法  社会言語科学  日本語教育  
論文  100 100 100 
コーパス使用  31 8 23 
タグ付与  2 6 3 
既存タグ付与ソフト使用  0 1 0 
































                                                   
7 コーパスを使用することを絶対としない、日本語学、日本語教育学、社会言語学などの
分野での研究で、比較的多く用いられる研究内容を指す。  
































                                                   


















できる 13。  
 
 
図 1-3 『Himawari』での本文内タグ  
 
 図 1-3 は、コーパスデータの本文内に「（・・・・・）」の形式でタグを付与
                                                   
10 東京外国語大学宇佐美まゆみ氏による発話コーパス作成形式の作成ソフトである。  
11 情報通信研究機構による。タイトルの全角英数に関しては、発行元のとおり用いている。 
12 国立国語研究所の『Himawari ver.1.5』では、用例へのタグ付与が行えるが、 2014 年
























                                                   
14 このコーパスは関西学院大学の于康氏の作成した『中国語母語話者の日本語誤用コーパ

















































































































































































































 以下の表 1-5～1-9 に各用語の定義をまとめる。  
 
表 1-5 コーパスの種別に関する用語の定義  











表 1-6 タグ付与の段階に関する用語の定義  

















「オリジナルタグ」  形態素解析ソフトでは得られない研究者独自のタグ。  
 














































第２章 柔軟で詳細な用例検索―『ToriBASHI17』―  
 




















表 2-1 目視での用例収集の特徴  




                                                   




































（１） .{1,8}ても .{0,10}ても 19 
 
 さらに、これを細かい点まで修正すると以下のようになる。  
 






索した。検索結果は 367 例であった。  
 
 
図 2-1 『Himawari』による（２）での検索結果  
 
 検索にかかる時間は数秒もなく、また上記ルールに当てはまるものを全て一
                                                   
19 検索文字列の提示等では、例文と同様の形式を取るが、出典情報の記述は省略する。  



















図 2-2 『Himawari』による（２）での検索結果の重複箇所  
 














































図 2-3 『KH Coder』での「A テモ B テモ」の検索条件  
 
 図 2-3 の検索条件の指定内容を抜き出すと以下となる。  
 
検索語    を「品詞」の「動詞」  
「左 1-5」を「抽出語22」の「も」  
「右 1」  を「抽出語」の「て 23」  
「右 2」  を「抽出語」の「も」  
 
左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
       も         動詞 て  も   
 
意味としては、「左の 1～5 語に「も」」→「動詞」→「て」→「も」となる。
これらの条件によって『Himawari』での aozora_sample と全く同じ 4 編の小
説を対象に検索すると以下のようになった。  
                                                   





















（10）私 も 立ち上がっ て 見 て も いい な と 思う ね。  
（11）とても 難しく て やっ た けど も 考え て も 分かり 
ませ ん 。  






                                                   






左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
































2.2  用例検索ソフト『ToriBASHI』での用例収集  




（友松ほか 2010）  
 








 ここで「～」の意味合いを「どのような語が 1~5 語入っても入らなくてもい
い」と定め、品詞と語の間に区切りを付けると以下のようになる。  
 
 （17）動詞_ても_0-5_動詞_ても  
（判別しやすさのため、空白位置は_で示している）  
 













（18）動詞_(ても|でも )_0-5_動詞_(ても|でも ) 
 
 （18）の意味は、「動詞」→「ても（でも）」→（どのような語が 1~5 入っ
てもいい）→「動詞」→「ても（でも）」という意味となり、清水（2010）で
の指定をほぼ完全に満たしているといえる。この検索方法で、これまでと同じ
aozora_sample のテキストから検索すると以下のようになる。  
 
 
図 2-5  『ToriBASHI』による（17）の検索結果  
 














 （19）外的運動_(ても|でも )_0-5_外的運動_(ても|でも ) 
 
 
図 2-6  『ToriBASHI』による（18）の検索結果  
 





















 この検索方式を「柔軟検索」と呼ぶこととする。  
 















































図 2-10 『ToriBASHI』での簡易的なタグによる条件付け  
 
 タグ付与の結果は以下のとおりとなる。  
 
表 2-2 「動詞ても」＋「動詞ても」集計結果  
選択並列  26 反復  2 
逆条件 -逆条件  15   
並列 -逆条件  1   
並列 -並列  8   






















あろうか。以下の３つの文型 25を例に考察を深めていく。  
 
１）NP に（は）＋NP が＋（いる／ある）  
２）NP を＋VP（れた／られた）NP 






 検証に使用するコンコーダンサーは 2.2 と同様に『Himawari』と『KH Coder』
                                                   








2.4.1 「NP に NP が＋（いる／ある）」の検証  












 また、「いくつか」は、8 の場合は以下のように記す。  
 
 （22） {8} 
 








 （24） .{8}に .{8}が .{5} 
 
 この条件で検索を行うと、以下の図 2-11 のような結果になった。  
 
 
図 2-11 『Himawari』による（24）の検索結果  
 
























 （28）[^。^、^」^「 ]{1,8}には?[^。^、^」^「 ]{1,10}が [^。^、^」^「 ]{1,5} 
 
 この正規表現での検索結果は以下のようになる。  
 
 
図 2-12 『Himawari』による（28）の検索結果  
 
 aozora_sample での検索結果は 7909 件であった。これで検索結果を得るこ
とができたようだが、2.1 での図 2-2 と同様に非常に多くの重複例が含まれて
いる。これを削除すると 1097 件となった。これを選別するだけで非常に膨大
な時間がかかる。作業により得られた抽出例では以下のような文が確認される。 
                                                   
26 「なんらかの文字」は、Shift-JIS での日本語検索の場合、ひらがな、カタカナ、漢字















 （29）～（31）も全て「に～が」を含んではいるが、「NP に（は）＋NP が
＋（いる／ある）」という形は成していない。「（いる／ある）」の箇所に対
応できていないためである。ここを「いる／ある」もしくは「VP ている」や
「VP られている」として、条件を絞ると以下のようになるであろう。  
 
（32）[^。^、^」^「 ]{1,8}には?[^。^、^」^「 ]{1,10}が [^。^、^」^「 ]{0,3}(い
[るてた ]|あ (る|っ [たて ])) 
 
 この条件で検索すると以下の図 2-13 となる。  
 
 






















図 2-14 『KH Coder』での「NP に（は）NP が＋（いる／ある）」の検索条件  
44 
 
検索語    を「抽出後」の「に」  
「左 1」  を「品詞」の「名詞」  
「右 1-5」を「品詞」の「名詞」  
「右 1-5」を「抽出後」の「が」  
 
左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
             名詞  に      名詞   が     
 
このような条件により抽出された結果は以下の図 2-15 になる。  
 
 
図 2-15  『KH Coder』による「NP に（は）NP が＋（いる／ある）」の検索結果 1 
 













図 2-16 『KH Coder』での「NP に（は）＋NP が＋VP」の改定検索条件  
 
検索語    を「抽出語」の「が」  
「左 1-5」を「抽出語」の「に」  
「右 1-5」を「抽出語」の「いる」  
 
左 5  左 4  左 3  左 2   左 1   中心 右 1  右 2   右 3   右 4   右 5 
       に         が        いる       
 





図 2-17 『KH Coder』による「NP に（は）＋NP が＋VP」の改定検索結果 2 
 





















図 2-18 『ToriBASHI』による（34）での検索結果  
 

















（35）[^。^、^」^「 ]{1,8}を [^。^、^」^「 ]{1,5}られた [^。^、^」^「 ]{1,5} 
 




図 2-19 『Himawari』による（35）での検索結果  
 









 これに対し、『KH Coder』では対応が難しくなる。『KH Coder』では正規
表現が使えず「れた」か「られた」を同時に指定できないため、検索を 2 回に
分けて行う必要がある。検索条件の画面を図 2-20、2-21 で示す。  
 
検索語     を「抽出語」   の「られる」もしくは「れる」  
「左 1-5」  を「抽出語」 の「が」  
「右１」 を「抽出語」   の「た」  





図 2-20 『KH Coder』での「が～られた名詞」の検索条件  
 
 
図 2-21 『KH Coder』での「が～れた名詞」の検索条件  
 
 これらの検索例で抽出できたのは図 2-20 の条件のみであり、検索結果は 1










結果を以下の図 2-23 に示す。  
 
（37）名詞_を_1-10_(れた|られた )_名詞  
 
 
図 2-23 『ToriBASHI』による（37）での検索結果  
 
 この条件では aozora_sample から 37 件の結果を得られた。このように非常
に簡易的な検索語句により用例の収集が行える。  
 




（38）[^。^、^」^「 ]{1,8}[はが ] [^。^、^」^「 ]{1,8}を [^。^、^」^「 ]{1,5}








（39）[^。^、^」^「 ]{1,8}[はが ] [^。^、^」^「 ]{1,8}を  [^。^、^」^「 ]{1,5}
ら?れ (る|てい (る|た|た ) 
 
 （39）によって正規表現は完成したといえるであろう。しかし、これで検索
した結果は以下の図 2-24 のようになった。  
 
 
図 2-24 『Himawari』による（39）での検索エラー  
 
 検索が失敗したのである。（39）の書式を詳細に確認すると、最後にある「 (る
|てい (る|た|た )」の箇所で、始まりのかっこである「 (」は２つあるが、終わ








（39’）[^。^、^」^「 ]{1,8}[はが ][^。^、^」^「 ]{1,8}を [^。^、^」^「 ]{1,5}
ら?れ (る|てい (る|た )|た ) 
 
 この修正した正規表現での検索結果は以下の図 2-25 となる。  
 
 























 その検索結果は以下の図 2-26 となる。  
 
 









































第３章 用例分析のためのタグ付与―『SaiBASHI27』―  
 












表 3-1 飲料商品の一覧  
商品名 販売本数 商品名 販売本数 商品名 販売本数 
A-紅茶 1 25000 B-紅茶 1 122000 C-緑茶 1 413000 
A-コーヒー1 198000 B-コーヒー1 359000 C-緑茶 2 8000 
A-コーヒー2 25000 B-コーヒー2 135000 C-緑茶 3 68000 
A-コーヒー3 98000 B-緑茶 1 36000 
  
A-緑茶 1 3000 B-緑茶 2 89000 
  
A-紅茶 2 27000 C-紅茶 1 246000 
  
 
 表 3-1 はさまざまな飲料商品の発売本数を示したものである。これでは「C-
緑茶 1」が最も売れている、次いで「B-コーヒー1」「C-紅茶 1」の順で売れて
いることが分かる。これだけを見ると、各飲料のジャンルにそれぞれ売れる商
                                                   



























A-コーヒー1 A A1-1 飲料  コーヒー  有  無  濃  少  有  198000 
A-コーヒー2 A A1-1 飲料  コーヒー  有  有  薄  多  無  25000 
A-コーヒー3 A A1-2 飲料  コーヒー  無  無  濃  多  無  98000 
A-緑茶 1 A A1-2 飲料  緑茶  無  無  薄  多  無  3000 
A-紅茶 1 A A1-1 飲料  紅茶  無  有  薄  多  有  25000 
A-紅茶 2 A A1-1 飲料  紅茶  無  有  濃  多  有  27000 
B-紅茶 1 B B1-1 飲料  紅茶  有  無  薄  少  無  122000 
B-コーヒー1 B B1-1 飲料  コーヒー  有  無  濃  多  無  359000 
B-コーヒー2 B B1-1 飲料  コーヒー  無  無  濃  多  有  135000 
B-緑茶 1 B B1-1 飲料  緑茶  無  無  薄  少  有  36000 
B-緑茶 2 B B1-1 飲料  緑茶  無  無  薄  少  無  89000 
C-紅茶 1 C C1-1 飲料  紅茶  有  有  濃  多  有  246000 
C-緑茶 1 C C1-2 飲料  緑茶  無  無  濃  多  無  413000 
C-緑茶 2 C C1-2 飲料  緑茶  無  無  濃  少  有  8000 
C-緑茶 3 C C1-2 飲料  緑茶  無  無  薄  多  有  68000 
 




























C-緑茶 1 C C1-2 飲料  緑茶  無  無  濃  多  無  413000 
B-コーヒー1 B B1-1 飲料  コーヒー  有  無  濃  多  無  359000 
C-紅茶 1 C C1-1 飲料  紅茶  有  有  濃  多  有  246000 
A-コーヒー1 A A1-1 飲料  コーヒー  有  無  濃  少  有  198000 
B-コーヒー2 B B1-1 飲料  コーヒー  無  無  濃  多  有  135000 
B-紅茶 1 B B1-1 飲料  紅茶  有  無  薄  少  無  122000 
A-コーヒー3 A A1-2 飲料  コーヒー  無  無  濃  多  無  98000 
B-緑茶 2 B B1-1 飲料  緑茶  無  無  薄  少  無  89000 
C-緑茶 3 C C1-2 飲料  緑茶  無  無  薄  多  有  68000 
B-緑茶 1 B B1-1 飲料  緑茶  無  無  薄  少  有  36000 
A-紅茶 2 A A1-1 飲料  紅茶  無  有  濃  多  有  27000 
A-紅茶 1 A A1-1 飲料  紅茶  無  有  薄  多  有  25000 
A-コーヒー2 A A1-1 飲料  コーヒー  有  有  薄  多  無  25000 
C-緑茶 2 C C1-2 飲料  緑茶  無  無  濃  少  有  8000 






















表 3-4 飲料商品の要素  
  
食品  
情報の種類  具体例  
個別の名前  商品名  A-コーヒー1 
外部的情報  
メーカー  A 
ブランド  A1-1 
基本種別  
種別  飲料  
下位種別  コーヒー  
詳細情報  
砂糖  有  
ミルク  無  
濃さ  濃  
コク  少  






                                                   
















表 3-5 言語学での要素  
  
言語  
情報の種類  具体例  
個別の名前  語  が  
外部的情報  
出典  作文  
執筆者名  作者Ａ  
基本種別  
品詞  助詞  
品詞の下位分類  格助詞  
詳細情報  
格助詞の用法  動きの主体  
用法の下位分類  意志動作の主体  
誤用の種別  混同  
正用の表現  は  
数値  出現頻度  1340 
 
                                                   


























































                                                   
30 ランカスター大学が開発した Constituent Likelihood Automatic Word-tagging 
System。  
31 ランカスター大学が開発した University Centre for Computer Corpus Research on 
Language, Semantic Analysis System。  
32 ここでは、タグを付与することと同義である。  


















表 3-6 説ごとのタグの記述内容  













段落  テキストの執筆者  学習者の誤用
に関する情報  
  
セクション  執筆者の学年  








発話順  テキストの種別  





   
文型  
   
相づち  
意味分類  

















執筆年月日   
一般的な言語情報 
品詞 意味分類 














































表 3-8 内容の観点から見たタグの種類  
位置  種類  内容  




語彙形態素及び品詞情報  品詞、基本形、活用形、読みなど  











3.3 タグの役割  


























3.3.2 タグによる検索と集計  
 タグを利用する面から考えると、それにより行えることは検索と集計である。 
 タグが付与された既存コーパスを使った例を示すと、『立命館日本語会話コー
パス 35』での「フィラー」タグが付与された語は 249 件であり、そのうち「う
なずき」のタグが付与されたフィラーは 34 件である。また『タグ付きＫＹコ








                                                   
35 田中良によって編纂された母語話者動詞の対話コーパスである。  
36 鎌田修氏、山内博之氏による「KY コーパス」に、李在鎬氏、淺尾仁彦氏が誤用タグを
付与して検索機能を付加したもの。ここでは version2 を使用。現在では 2013.6.1. ウ






























                                                   
37 三次タグ、四次タグなどの副次的段階も考えられるが、名称上二次タグとしておく。  






























                                                   



























表 3-9 分野ごとの出典情報のタグの例  
研究分野 具体的なタグの例 
日本語文法研究 作者、年代、ジャンル、など 
日本語教育研究 学習歴、年次、性別、母語、など  

















上級 (Advanced)ならＡ、超級 (Superior)ならＳ  です。３つめのローマ字はサブレベル





























































 付与は、日本語の場合 ChaSen や MeCab などの形態素解析ソフトによって




（１）親譲り  親譲り  オヤユズリ  オヤユズリ  名詞 -一般  
の  の  ノ  ノ  助詞 -連体化  
無鉄砲  無鉄砲  ムテッポウ  ムテッポー  名詞 -形容動詞語幹  
で  だ  デ  デ  助動詞  特殊・ダ  連用形  
小  小  ショウ  ショー  接頭詞 -名詞接続  
供  供  トモ  トモ  名詞 -一般  
の  の  ノ  ノ  助詞 -連体化  
時  時  トキ  トキ  名詞 -非自立 -副詞可能  
から  から  カラ  カラ  助詞 -格助詞 -一般  
損  損  ソン  ソン  名詞 -一般  
ばかり  ばかり  バカリ  バカリ  助詞 -副助詞  
し  する  シ  シ  動詞 -自立  サ変・スル  連 用
形  
て  て  テ  テ  助詞 -接続助詞  
いる  いる  イル  イル  動詞 -非自立  一段  基本形  




                                                   
40 WinCha21 で、夏目漱石の坊ちゃんの冒頭文を「 -F  "%m¥t%M¥t%y1¥t%a1¥t%U 



















3.4.3 分析用情報のタグ  





                                                   



























                                                   






























                                                   
44 この数は動詞や形容詞なども含んだものである。  
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3.4.3.3 『MS-Excel』によるタグ付与  












 一般的な用例検索の場合 KWIC 形式で表示、保存される場合が多いであろう。 
 
            左文脈                 NODE              右文脈  
 
                         左１語          NODE         右１語  

































 タグの再利用としては『MS-Excel』にはフィルターという機能がある。  
 
 





























































3.4.3.4 専用ソフトによるタグ付与  
 現在、品詞類タグ以外のタグを付与するための専用ソフトは、『ＳＳＴ書き起
こし支援ツール45（以下、『SST ツール』）』『BTSJ 入力支援・集計ツール 46（以
下、『BTSJ ツール』）』『たんぽぽタガー47』がある。  
 
 
図 3-13 SST 書き起こし支援ツール  
 
                                                   
45 通信総合研究所自然言語グループによる ACTFL/OPI に準拠したインタビュー形式の英
語能力判定テストである SST（Standard Speaking Test）の録音データを書き起し、言
い直しやフィラー等の情報、誤り情報を付与したコーパスを作成するための支援ツール
である。  
46 東京外国語大学の宇佐美まゆみ研究室で開発した発話コーパスへのタグ付与ソフト。  




図 3-14 BTSJ 入力支援・集計ツール  
 
 




















のソフトである。『SST ツール』は「TAO コーパス書き起こし・タグ付与  ガ
イドライン  ver. 2.1.3（投野由紀夫他（2002）」、『BTSJ ツール』は「基本的な










                                                   









































表 3-10 最終的なタグのまとめ  
位置  種類  内容  付与方法  付与対象  
言語データ
外の情報  
出典情報  言 語 デ ー タ の 第










































































3.5.1 必要箇所への効果的なタグ付与  
 ここでの分析用情報のタグ付与は、はじめになんらかの表現をコーパスから
抽出し、それに対して付与するものである。表現を抽出した結果の表示方法は
一般的に KWIC 形式になることが多いと思われる。  
 
            左文脈                 NODE              右文脈  
 
                         左１語          NODE         右１語  












図 3-17 KWIC 結果のテキストエディタでの表示（画面中の□は筆者による）  
 
 図 3-17 は一般的な KWIC 検索結果を保存したもの 49をテキストエディタで




ブ 50ごとに幅を揃えることが有効であろう。  
 
 




                                                   
49 『中納言』、『Himawari』などでの保存結果がこの形式である。  











図 3-19 ソート  
 






図 3-20 連続入力  
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図 3-21 フィルター  
 












 これにより、タグ付与の土台を固めることができる。  
 







 このために、タグをあらかじめリスト化しておくことが重要となる。  
 
 















































 これらの実現により高い一般性を獲得したタグ付与ソフトとなる。  
 







図 3-25 タグの自動判別  
 














 自動判別のためには前もって判別用のリストを作成しておく必要がある。  
 
 








































   外部ファイル  
     書き込む  
                           自動判別可能となる  
   ソフト上  















3.5.4 分析用情報のタグの検索と集計  























3.5.4.2 分析用情報のタグでの検索・集計  
 タグは主に検索に用いるために付与してきたものであるため、付与されたタ
グでの検索が行える必要がある。タグを指定して検索した場合、それを NODE
とした KWIC 形式で表示されるのが基本である。  
 
 
図 3-29 二次タグの検索  
 




































 このようなタグ検索と集計の仕組みにより、タグ付与の目的が達せられる。  
 
3.5.5 小結  


































































































































                                                   






























4.2 データの土台  
4.2.1 日本語での語の単位  
























（３） A01 0010    The Fulton County Grand Jury said Friday an 
investigation 
A01 0020 of Atlanta's recent primary election produced "no 
evidence" that 
A01 0030 any irregularities took place.   The jury further said in 
term-end 


































































4.2.1.2 既存の語の単位  






















2011b：40 ｜は語の区切りを表す）  
                                                   
52 詳しくは小椋他（2011b）「『現代日本語書き言葉均衡コーパス』形態論情報規程集第４




























































                                                   
53 詳しくは小椋他（2011a）「『現代日本語書き言葉均衡コーパス』形態論情報規程集第４







































4.2.1.2.2 文法研究の観点からの語の単位  
 文法研究の観点からの語の単位で一般性の高いものは、学校文法、仁田
（1997）、庵（2012）である。  

















                                                   
54 動詞の場合、後接する接続助詞や補助動詞に対しての本動詞部分を指すものであり、「語
基」とは厳密には違う。  






























                                                   











加が、新しい別な語を作る (これを<語形成 (語作り )>と仮称しておく )ために働いているの






























表 4-1 機械処理と文法研究との語の単位の比較  
  短単位 長単位 学校文法 仁田（1997） 庵（2012） 
私が 私|が 私|が 私|が 私が 私|が 
教師だ 教師|だ 教師|だ 教師|だ 教師だ 教師|だ 
お母さん お|母|さん お母さん お母さん お母さん お母さん 
食事する 食事|する 食事する 食事する 食事する 食事する 
綺麗な 綺麗|な 綺麗|な 綺麗な 綺麗な 綺麗な 





















































































 （29）～（31）は（21）～（23）と同じ文を長い単位で区切ったものである。  
短い単位では分割されていた「思わなかった」「思ってね」が１つの語となって
いる。日本語文法や日本語教育で扱う場合これが一般的といえるのではないか。 































4.2.1.3 語の各単位の設定と利用  
4.2.1.3.1 単位ごとの欠点の解決  
 短い単位と長い単位の利点と欠点を再度まとめると表 4-2 のとおりとなる。  
 
表 4-2 短い単位と長い単位の利点と欠点  


























































図 4-5 長い単位でのテイル形の検索結果  
 表記の形：  走っ  て  いる           走っている  
 基本形   ：（走る）（て）（いる）         （走る）  
 表記の形：  走っ  て  いる          走っている  
 基本形   ：（走る）（て）（いる）        （走る）  



















                                                   
58 ただし、一般的な形態素解析では国文法や日本語文法とは語の規定の基準が多少異なる。 
（１）子供が学校まで自転車で通う。（日本語記述文法研究会 2009：6）  
（２）彼は昨夜ピザかパスタを食べたはずだ。（庵ほか 2000：28）  



















4.2.2 データの構造  





















 本章で取り扱う言語情報の記録形式はこれを基本とする。  
 















                                                   
60 本研究での作例に関しては出典情報の記述を省略する。  
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表記形  受験  を  受け  た  けど  かっこう  入れる  
基本形  受験  を  受ける  た  けど  学校  入れる  
活用形  --- --- 連用形  --- --- 終止形   
音声  -- -- -- -- -- -- 上昇  
誤用  - - 重複  - - 発音   
文型  --- --- --- --- N5:けれど (も )逆接  --- --- 
図 4-8 区切られた語での付随情報記録の模式図  
 




































































































































表 4-6 機械処理と文法研究との語の単位の比較（表 4-1 再掲）  
  短単位 長単位 学校文法 仁田（ 1997） 庵（2012） 
私が 私|が 私|が 私|が 私が 私|が 
教師だ 教師|だ 教師|だ 教師|だ 教師だ 教師|だ 
お母さん お|母|さん お母さん お母さん お母さん お母さん 
食事する 食事|する 食事する 食事する 食事する 食事する 
綺麗な 綺麗|な 綺麗|な 綺麗な 綺麗な 綺麗な 







表 4-7 短い単位と長い単位の利点と欠点（表 4-2 再掲）  





















 情報をコーパスデータ内に保持させるためにはデータ構造が重要となる。  
 
表 4-8 形式の観点と内容の観点からのタグの対応  






























4.3 検索  












表 4-9 柔軟検索と詳細検索の比較  
方式 柔軟検索 詳細検索 








































































4.3.4 小結  











4.4 計量的分析手法  





























サ ー で 行 え る こ と と し て は 、『 AntConc 』 で は 「 Concordance Plot 」








































出 語 検 索 , 
対 応 分 析 , 
多次元尺度





ョ ン 統 計 , 





ク （ 抽 出
語）,  
 単純集計 , クロス集





































































 実際にこれが既存の方法で行えるか検証していく。  
 
                                                   
67 国立国語研究所によって作成された「現代日本語書き言葉均衡コーパス」  
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4.4.2 計量的手法による文型の抽出  















図 4-10 N-gram 
 





 図 4-10 は、新潮文庫の 100 冊 69のデータでサイズ 6 の N-gram を作成した集
計結果である。これを見ると、「よう  な  気  が  した」が 847 件で一番多く使
われた表現であることが分かる。これは完全に自動化された処理であり、使用
者の恣意性に捕われずに語の使用傾向が発見できるメリットがある。  
 この中で最も多く使用された表現である「よう  な  気  が  した」に類する表
現を図 4-10 の範囲よりも下位から探すと、以下のようなものがあった。  
 
847 よう  な  気  が  し  た  
   18  よう  な  気持  が  し  た  
   14 よう  な  感じ  が  し  た  
   12 よう  な  思い  が  し  た  
   12 よう  な  心地  が  し  た  
 11  よう  な  音  が  し  た  
      3  よう  な  かんじ  が  し  た  
    2  よう  な  心持  が  し  た  
    2  よう  な  予感  が  し  た  
      2  よう  な  おもい  が  し  た  
 
 左の数字は出現数である。「よう  な  気持  が  し  た」が 18 回、「よう  な  感
じ  が  し  た」が 14 回出現し、以下同様の表現が続いている。これをまとめる
と「よう  な  ○  が  し  た」という文型が多く使用されていることが分かる。ま
た、３位にある「て  い  た  の  で  ある」という表現と似た表現が 10 位の「て  
い  た  から  で  ある」である。同じく図 4-10 以降にある同様の表現を探し、
相違部分のみを書き出すと、「の」646 件、「から」236 件、「そう」38 件、「よ
う」14 件、「もの」12 件、「時代」10 件、「わけ」10 件、「こと」10 件、「筈」
9 件、「だけ」8 件、「はず」7 件、「頃」4 件、「女」4 件、「人」4 件、「ため」4
件、「部屋」2 件、「矢先」2 件、「男」2 件、「ジュリヤン」2 件、「とき」2 件
                                                   
69 1995 年発行の CD-ROM による電子書籍  
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となる。これらの表現の共通部分をまとめて一般化させると「て  い  た  ◯  で  
ある」となる。もちろん、「のである」は主観的説明を表し、「からである」は
原因・理由を表し、「時代である」「女である」は、純粋な名詞修飾節であるた
め、完全に同等な表現ではないが、少なくとも、「て  い  た  ◯  で  ある」とい
う文型が多用され、「◯」には名詞や準体助詞が来るということは事実である。 
 ここで問題となることは、「よう  な  ○  が  し  た」の表現を合計すると 923
件であるのに対し、「て  い  た  ◯  で  ある」は 1026 件であるということであ
る。つまり、N-gram では最も多いとされた表現の「よう  な  気  が  した」を























図 4-11 空欄を用いた N-gram（6-1gram）  
 
 図 4-11 はサイズ 6 の N-gram に対して 1 語分の穴を設けて作成した表現を
集計した結果である。通常、サイズ 6 の N-gram は「6-gram」などと表記する。
これに対して本仕組は「6-gram」に穴を 1 つ空けたものであるので、「6-1gram」






図 4-12 8-2gram 
 















年 6 月 1 日）  
（45）「今まで経験したことのない足のマメが気になった。でも弱気の考え
を締め出した」と語った。（中日新聞 2006 年 6 月 1 日）  
（46）自民党がまとめた個人情報保護法改正案の概要が明らかになった。（中



















4.4.2.2.1 既存の手法  
4.4.2.2.1.1 コロケーションや構文の抽出処理  















                                                   












s1：We propose the new method in this paper. 
s1：We propose the new method in the paper. 
（渡辺ほか 2015：60）  
 
 s1 と s2 において、「 this」と「the」がそれぞれ算出された該当する語とな
り、ここを「<DT>」と置き換えることで、以下の汎化された構文が得られる。  
 
s1：We propose the new method in <DT> paper. 









                                                   
71 渡部ほか（2015）では、本研究がいう「文型」に該当すると思われるものをこう呼ぶ。 

























図 4-15 KWIC でのソート  
 



























ーの『WordSmithTools』では「patterns」という処理が Picture にあたる。  
 
 







図 4-17 Picture 
149 
 





































 このように Picture では傾向のヒントは得られるが、それを元に KWIC の実
例でソートなどの作業を行うことになり、ある程度勘や経験が必要となる。  
 




















4.4.2.2.2 POPAK による文型の検出  
4.4.2.2.2.1 POPAK 




図 4-18 KWIC の位置毎分割表示  
 
 
図 4-19 Picture（図 4-17 再掲）  
 
 
図 4-20 POPAK 
 
 図 4-18 は、図 4-14 の KWIC と同じ内容を、検索語を中心とした左右の各位
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置にある語の幅で揃えたものである。これと図 4-19 の Picture での各位置で
のそれぞれの語の出現数を合わせたものが図 4-20 である。実例である KWIC
の各語を、Picture での位置ごとで出現した数値に割り振って表示させたもの
となる。個別には、検索語の出現位置である Node では「なっ」の出現数値が
Picture の表では 58992 となっている。図 4-20 でも Node 位置にある「なっ」
は同じ 58992 である。同様に Node での「なる」は Picture では 40499 で、図
4-20 でも 40499 となっている。別の位置を見ると、左３の「の」は 12573 で









図 4-21 POPAK での合計ソート 73 
  
                                                   










が 4 桁、5 桁の出現数である中で、左４の位置にある語は、1 桁や 2 桁のもの








 この処理によって、ここでは、「の  ○  が  ○  に  なっ  た  。」というフレーム
が存在することが分かった。頻度の数値を利用してはいるがこれはあくまでも
KWIC を土台としたものであり、ここに並んでいる結果は実例そのものである。













山のようになった。」や、「作るのが好きになった。」などである。「の  ○  が  ○  
に  なっ  た  。」のフレームを構成する語の頻度はそれぞれ「7308, ◯ , 13340, 
◯ , 61473, 58992, 36688, 22610」で、その合計値は 200411 となる。対して「作
る  の  が  好き  に  なっ  た  。」の各語の頻度は、「8, 7941, 13340, 195, 61473, 
58992, 36688, 22610」であり、この合計値は 201274 であり、その差は 863
である。つまりフレームに入る内容語の頻度の合計が 863 未満になると「作る  





うことである。この値を設定して再度集計したものが図 4-22 である。  
 
 









れることになる。これを数えると、「の  ○  が  ○  に  なっ  た  。」というフレ
ームは 189 件で、検索語である「なる」の全使用数が 126269 件であるので、
そのうちの約 0.15%が「の  ○  が  ○  に  なっ  た  。」であったことが分かった。 
 この最低合計値を引き上げることで、検索語を中心としたより狭い範囲の強
固なフレームに絞ることができる。左５の「の」をフレームから外して「が  ○  
に  なっ  た  。」だけに絞るため、左３の「が」の頻度の 13340 を最低合算値に




























図 4-23 POPAK の集計値  
 
 合計値が全く同じものは、代表としてそのうちの１例しか表示されなくする。
これを見ると、「に  なる」が 8396 回出現し、最も多く使用されたことが分か
る。次いで、「に  なっ  た」が 6857、「に  なっ  た。」が 6595 である。この合
計値が同じものをまとめて集計した値を「集計値」と呼ぶ。  
 非連接で最上位のものは「の  ○  と  なる」で 1999 である。このようにそれ
ぞれのフレームの出現した実数を確認するには集計値が有効であろう。  
 ただし、注意すべきことは、その中にどの語が使用されているかに関わらず、
あくまでも合計値が違うものは全く別として集計されるため、「に  なっ  た」
「に  なっ  た。」「に  なっ  た  が」は、各語が全て最低合算値以上であれば別
の表現として集計される。つまり最低合算値の設定の引き上げなどの処理を明











いう欠点があった。これを補うためには、KWIC 形式での表示が不可欠となる。  
 
 











                                                   
74 紙幅の関係で切れているが、表示の左側には合計値などが表示されている。  
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4.4.2.2.2.5 POPAK の使用手順例  
 POPAK によって文型の抽出が行えるようになった。これを有効に行うため
の一連の手順を示す。まず特定の語を検索する。ここでは、新潮文庫の 100 冊













図 4-26 最低合算値 3554 での「見る」の POPAK 
                                                   
75 ここでは語彙素での検索を行ったため、「見る」の指定で「みる」も抽出できる。  
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（50）の  1-5 を  <(見|み )> て 76 
 
 この文型の検索結果は 1381 件得られた。これは「見る」が使用されるうち
の 4.63%であり、約 21 回に 1 回はこの形で使用されていることが分かった。  
 
 
図 4-27 「の  1-5 を  (見|み ) て」の検索結果  
 





















4.4.2.2.2.6 POPAK のまとめと有効分野  































 ⅰ）に関しては、既に決まった語の連鎖を抽出する N-gram が存在し、これ
がこの目的に非常に近い処理であると考えられるためこれを修正し、N-gram
の結果のうちの１か所を任意とすることができる「N-mgram」を開発した。こ
れにより、N-gram では見逃されていた文型の発見ができるようになった。  



















4.5 タグ付与による研究視点の利用とコーパス作成  







































図 4-28 大納言基本操作画面（小木曽ほか 2011：p.51）  
                                                   



























































































図 4-32 KWIC 形式での集中的タグ付与  
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 第２章の『ToriBASHI』で用例を収集し、その KWIC 形式に対して第３章
『SaiBASHI』で二次タグを付与したのと同様の手順といえる。  
 






































                                                   


































































図 4-37 連続入力  
 

















図 4-39 発話開始・終了時間の自動付与と微調整  
 




























も hhhhh79わからなくって  
（58）行きます、３月に hh、韓国は２月、そして、ちょっと、お金、あの、

















                                                   





























的なコーパスの形式である XML 形式へ変更できるとよいであろう。  
 
 





















4.6 多言語への対応  









りなく並べて検索するが、英語では「 I ate lunch」と、それぞれの語を分離し
て指定することになる。  
 その他の特徴として、活用される語の位置の問題がある。  
 
（62）昨日銀行に行った。  
（63）I went to the bank yesterday. 
 
 日本語で「NP に行く」を調べる場合、「NP に 行く」と指定して検索す
る際、活用される「行く」は最後の語である。つまり、ここだけ活用をケアし
て検索を行えばいいのに対し、英語の場合は、「go to the NP」の"go"のように、
途中の語が活用される。これは SOV 形式の言語か SVO 形式の言語かの違いで、
述部をどこに置く言語かの違いである。これへ対応するためには、日本語の場
合とは違う配慮が必要となる。具体的には、柔軟検索の際に、複数語の指定の
































                                                   
81 http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/  













































表 4-11 短い単位と長い単位の利点と欠点（表 4-2 再掲）  































表 4-12 形式の観点と内容の観点からのタグの対応（表 4-8 再掲）  












形態素解析タグ 語彙形態素及び品詞情報のタグ  
オリジナルタグ 分析用情報のタグ 
 











 計量的分析手法では文型の抽出の方法を考察した。  


































































 各課題の背景については以下に詳述する。  
 課題①については以下のとおりである。単独で使用される語や、複数の語が
完全に決まった並びで使用される表現の収集は既存の方法で十分可能である。

























 本研究の目的は、上記５点の課題を全て解決することである。  
 以上の各点につき、研究の結果、次のようなことが明らかになった。  
 






































     
              『SaiBASHI』                   『ToriBASHI』  
       ①文型などの用例検索            ②用例へのタグ付与  
                                              付与したタグの利用  
                  ③用例への計量的処理による分析  
             『HASHI』  ④コーパス構築  
                         （語を区切る単位の規定  研究視点でのタグ付与）  
⑤すべての工程の統合した仕組み上での実現  
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