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Introduction 
Machine learning predictors are functions of an input vector created from training data 
that includes both input vectors and their responses. Machine learning algorithms find 
relationships between the input variables and the response variable. Then, one can generate 
predictions on a new input vector (for which the response variable is unknown) using the 
machine learning predictor (Hastie, Tibshirani, & Friedman, 2017). Moreover, combining 
together multiple machine learning methods (an ensemble of them) is often more accurate than 
the predictions of any individual machine learning predictor in the ensemble (Zhou, 2012). 
  
In this paper, I will examine an R package developed to combine together machine 
learning predictors. Then, I will propose other ensemble techniques. There will then be 
discussion of the results of these methods applied to two data sets. Lastly, conclusions and 
ideas for future work will be outlined. 
 
Background and Literature Review 
There are many ways to combine machine learning predictors together. The simplest 
form of an ensemble predictor is averaging (Hastie, Tibshirani, & Friedman, 2017). Multiple 
predictions are found for each observation and then averaged together to form a final prediction. 
For example, if three predictions were generated from different methods, 𝑀𝑀1,𝑀𝑀2,𝑀𝑀3, an 
ensemble predictor using the method of averaging would be: 
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = �1
3
� ∗ (𝑀𝑀1𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 +  𝑀𝑀2𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑀𝑀3𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟)     (1) 
 
A slightly more sophisticated ensemble prediction method is that of weighted averaging 
(Zhou, 2012). Here potentially different weights are assigned to the predictions of different 
algorithms. The sum of the weights equals 1. Predictions with larger weights are given more 
importance in the final prediction. Continuing the above example of three methods, 𝑀𝑀1,𝑀𝑀2,𝑀𝑀3, 
using a weighted averaging ensemble predictor, the final prediction would be:  
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =  (𝑤𝑤1) ∗ 𝑀𝑀1𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + (𝑤𝑤2) ∗ 𝑀𝑀2𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 +  (𝑤𝑤3) ∗ 𝑀𝑀3𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟   (2) 
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Stacking is an ensemble combining procedure which has base level predictors and a 
meta level predictor (Smyth & Wolpert). The training data are used to create base level 
predictors. The predictions of the base level models are then used as inputs of the meta 
predictor. The base level predictors are often based on fundamentally different algorithms which 
creates a heterogeneous stacked ensemble (Zhou, 2012). In Figure 1, T base learners are fit to 
the data set D and then stacked together using a meta algorithm to create a final predictor.  
 
 
Figure 1: Stacking 
 
Bagging is the process of applying bootstrap sampling to create subsets of the training 
data. These samples, which are created by sampling with replacement from the training set, are 
then used as the data for machine learning algorithms. The predictors are then averaged 
together to form the final predictor (Hastie, Tibshirani, & Friedman, 2017). Figure 2 illustrates 
the bagging procedure. Bootstrap samples 𝐷𝐷1,𝐷𝐷2, . . . ,𝐷𝐷𝑇𝑇 are derived from the original data D. 
For each bootstrap sample, a base predictor is fit. Then, the base predictors are averaged 
together to produce the final predictor.  
 
Figure 2: Bagging 
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A decision regression or classification tree is a predictor developed by binary splitting of 
the input space in ways that optimize the homogeneity of the response variable in the created 
rectangles of the input space. Figure 3 is an example of the rectangles created when the input 
space consists of two variables. Observations are split into regions  𝑅𝑅1,𝑅𝑅2,𝑅𝑅3. These regions are 
the leaves of the tree (Steorts, 2017). The mean of the observations in a particular region is the 
regression prediction for those leaves. The majority class of observations in a particular region 
is the classification assigned to a leaf.   
 
Figure 3: Regions of a Decision Tree  
 
These regions can then be displayed in a top down manner where the leaves are at the 
bottom of the tree. Each split represents a node on the tree. New nodes are produced as the 
input space gets further divided until splitting a region is no longer improving performance. The 
figure below depicts a decision tree for a regression data set.  
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Figure 4: Decision Tree Example  
 
At each split, a rectangle in the input space is divided into two. The first split for the 
example occurs by placing observations with 𝑥𝑥1 < 3.5 into the left branch. The predicted 
response of 5.73 is the mean of the observations in the data set with 𝑥𝑥1 < 3.5. In the case 𝑥𝑥1 ≥3.5, observations are placed in the right branch. Another split occurs when 𝑥𝑥3 < 102.5. In Figure 
4, the predicted value of observations with 𝑥𝑥1 ≥ 3.5 and 𝑥𝑥3 < 102.5 is 6.43 (Steorts, 2017).  
 
Random forests are a type of machine learning algorithm that employs a type of bagging as 
a large number of decision trees are built and then averaged to make one final predictor (Hastie, 
Tibshirani, & Friedman, 2017). There are several parameters that can be tuned in a random 
forest algorithm. In this paper, two will be considered. The first is mtry. This is the number of 
variables considered for splitting at each split. These variables are (newly) randomly sampled at 
each node. The second parameter, minimum node size, is the minimum size of terminal nodes. 
A large minimum node size creates small trees, and a small one creates big trees.   
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Boosting is sequentially correcting predictors where each correction focuses on reducing the 
errors of the previous predictor. For cases of squared error loss regression, a base predictor is 
fit to the data training and predictions are made. Then, the differences between the actual 
values and the predicted values (the residuals) are calculated. A predictor is fit to the residuals 
and some part of it is added to the original predictions. Again, the residuals are calculated and 
then another model is fit to these. This process occurs repeatedly for a number of iterations 
(which is an algorithm parameter).  A boosting algorithm for regression cases is shown below.  
 
1. Set 𝑓𝑓0(𝑥𝑥) = 0 and for each observation 𝑟𝑟 in the training set, let 𝑟𝑟1𝑖𝑖 = 𝑦𝑦𝑖𝑖 
2. For 𝑏𝑏 = 1, … ,𝐵𝐵 do the following: 
a) Fit predictor 𝑓𝑓𝑏𝑏(𝑥𝑥) on training data with inputs 𝑥𝑥𝑖𝑖  and responses 𝑟𝑟𝑏𝑏𝑖𝑖 
b) Let 𝑓𝑓𝑏𝑏(𝑥𝑥) = 𝑓𝑓𝑏𝑏−1(𝑥𝑥) + 𝜆𝜆𝑓𝑓𝑏𝑏(𝑥𝑥) 
c) Let 𝑟𝑟𝑏𝑏𝑖𝑖 = 𝑟𝑟𝑏𝑏−1,𝑖𝑖 −  𝜆𝜆𝑓𝑓𝑏𝑏(𝑥𝑥) 
d) If 𝑏𝑏 < 𝐵𝐵 return to a). Otherwise, terminate.  
 
Gradient boosting, implemented in the R package gbm, is a form of boosting that uses 
decision trees to sequentially create corrections. The parameters of interest in gradient boosting 
are interaction depth for each correction and 𝐵𝐵, the number of trees. A model is fit until the 
number of trees reaches its limit, 𝐵𝐵, or there is no improvement in predictions from the previous 
tree (Hastie, Tibshirani, & Friedman, 2017). 
 
Cross-validation is an estimation method for the performance a predictor method will 
produce on average.  Part of the training dataset is used to train the machine learning predictor. 
The remaining data are then used to test the performance of the predictor (as the algorithm has 
not yet seen this data). “k-fold” cross-validation is a type of cross-validation. 
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Figure 5: Cross Validation (Grossman, Seni, Elder, Agarwal & Liu, 2010) 
 
To begin, the data set is divided into k folds, or subsets of the total data set. In a fold, 
one of the k folds is the test set and the remaining k-1 folds are used as the training set. For 
each fold, the performance is evaluated. Then, the average performance is computed for the k 
folds. This is the cross validation performance metric (Grossman, Seni, Elder, Agarwal & Liu, 
2010). Figure 5 outlines 3 fold cross-validation. The data set is divided into three 
groups 𝐷𝐷1,𝐷𝐷2,𝐷𝐷3. Then, in each fold, two of the groups are used as training data and one group 
is used as the test data. Across all folds, each is used as the test data.  
 
The caret package in R can be used to choose parameters of machine learning 
predictors such as random forests and gradient boosting machines. The parameters of those 
algorithms can be optimized within the caret functionality (with a goal of small estimated test 
error) across a grid of default values of combinations of parameters of interest. These 
algorithms in caret are compared on the basis of some version of cross-validation (Kuhn, 2008). 
 
CaretEnsemble is a package in R that allows for algorithms handled by the caret 
package to be fit and then combined together using another prediction algorithm as a meta-
predictor (Mayer, 2017). 
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Research Objective 
The focus of this study is on performance and computing cost of ensemble machine 
learning predictors made using CaretEnsemble, a modified version of caretEnsemble in which 
the original covariates are allowed as inputs in the meta predictor, and the ensembles of 
predictors are compared across a central composite design of base and meta-algorithm 
parameters.  
 
Datasets and Performance Metrics 
The performance of ensemble methods will be evaluated on two datasets. One dataset 
consists of house sale prices in King County, Washington (Harlfoxem, 2016). This data set will 
be used in a regression setting as the target variable is house sale price. Input variables include 
number of bathrooms, square footage, and whether or not a house has a basement, among 
others. There are 10000 instances of sale prices of houses between May 2014 and May 2015.  
To evaluate the performance on the house price data set, the metrics used will be cross-
validation root mean squared error (CVRMSE) and cross-validation root mean squared 
logarithmic error (CVRMSLE). CVRMSE is the average of the root mean squared error (RMSE) 
across all folds. RMSE is defined below. 
𝑅𝑅𝑀𝑀𝑅𝑅𝑅𝑅 =  �𝑟𝑟−1 ∗ ∑ (𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖)2𝑛𝑛𝑖𝑖=1       (3) 
where 𝑦𝑦𝚤𝚤�  is the predicted value and 𝑦𝑦𝑖𝑖 is the actual value of the 𝑟𝑟𝑡𝑡ℎ observation. 
 
CVRMSLE is the average of the root mean squared logarithmic error (RMSLE) across all folds. 
The formula for RMSLE is: 
𝑅𝑅𝑀𝑀𝑅𝑅𝑅𝑅𝑅𝑅 =  �𝑟𝑟−1 ∗ ∑ �ln �𝑦𝑦�𝑖𝑖+1
𝑦𝑦𝑖𝑖+1
��
2
𝑛𝑛
𝑖𝑖=1     (4) 
 
RMSLE is considered in order to down-weight the influence of very expensive houses as house 
prices in this dataset range from $75,000 to $7,700,000.  
The second dataset concerns benign and malignant cases of breast cancer. This breast 
cancer dataset was obtained from the University of Wisconsin Hospitals, Madison from Dr. 
William H. Wolberg (Mangasarian & Wolberg,1990). Input variables include clump thickness and 
bare nuclei, among others. There are 699 observations as of 15 July 1992.  
In evaluating performance on the Wisconsin Breast Cancer data set, accuracy will be 
used. Accuracy is defined as the number of correct predictions divided by the total number of 
predictions (Zhou, 2012). 
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Methodology 
In each of the methods outlined below, ten-fold cross-validation is used. We will outline 
the procedure that occurs in one fold.   
 
The first method is caretEnsemble. This package in R will serve as a baseline for two 
other methods proposed below. Here, a random forest algorithm, 𝑓𝑓1, and a gradient boosting 
algorithm, 𝑓𝑓2, are fit to the training data as base learners. The parameters mtry and minimum 
node size for the random forest algorithm and interaction depth and the number of trees for the 
gradient boosting machine algorithm are set at default values defined by caret. For example, 
when creating a random forest predictor, a tune length of three creates a grid of parameter 
combinations with three levels of mtry and three levels of minimum node side. Thus the 
parameter grid consists of nine combinations of various levels of mtry and minimum node size. 
The model that is used as the base learner is one that has the best performance metric of those 
fit over the tune length parameter grid. The predictions, 𝑓𝑓1 and 𝑓𝑓2 generated by these predictors 
are then combined as inputs to form a meta predictor. That is, the predictions of the base 
learners are the sole inputs for a new machine learning algorithm. Thus, 𝑔𝑔(𝑓𝑓1,𝑓𝑓2) is the meta 
predictor function. Throughout this paper, the meta predictor algorithm used is a random forest. 
Again, the parameters of the meta random forest (mtry and minimum node size) are found using 
the caret tune length functionality. The predictions 𝑔𝑔�(𝑓𝑓1,𝑓𝑓2) found by the meta predictor are then 
compared to the test data to evaluate the performance of this ensemble in one fold.  
  
A modified version of the baseline caretEnsemble is the first alternative method 
considered here. In modified caretEnsemble, a random forest algorithm, 𝑓𝑓1, and a gradient 
boosting algorithm , 𝑓𝑓2,  are fit to the training data. The parameters are found in the same way 
as described above. The predictions of these base predictors, 𝑓𝑓1 and 𝑓𝑓2, as well as the original 
inputs ?⃑?𝑥 are used as inputs of the meta predictor 𝑔𝑔(𝑓𝑓1,𝑓𝑓2, ?⃑?𝑥). A random forest algorithm is used 
to as the meta predictor whose parameters are tuned by caret. The performance of the 
ensemble 𝑔𝑔�(𝑓𝑓1,𝑓𝑓2, ?⃑?𝑥) is evaluated using one of the performance metrics previously described.  
 
In a second alternative to caretEnsemble, two base learners 𝑓𝑓1 and 𝑓𝑓2 and one meta 
learner 𝑔𝑔 are used. In each prediction algorithm, there are two parameters of interest. The 
parameters of the random forest base learner are 𝛼𝛼1, 𝛼𝛼2 (mtry and minimum node size, 
respectively). The parameters of the gradient boosting machine base learner are 𝛽𝛽1, 𝛽𝛽2.  
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Here 𝛽𝛽1 is interaction depth and 𝛽𝛽2 is number of trees. The random forest meta learner has 
parameters 𝛾𝛾1, 𝛾𝛾2(mtry and minimum node size, respectively). We have attempted to 
simultaneously optimize these six parameters. This method will be referred to as the 
Simultaneously Optimize via CCD method. To begin, when considering three values for each 
parameter, there are 36 or 729 combinations possible. For each combination, two base learner 
predictors and one meta predictor are simultaneously fit to find the ensemble predictor that has 
the greatest performance. To do so, one must optimize 𝑔𝑔�1,(𝛾𝛾1,𝛾𝛾2)(𝑓𝑓1,(𝛼𝛼1,𝛼𝛼2),𝑓𝑓2,(𝛽𝛽1,𝛽𝛽2)). Thus, this 
method is computationally expensive in both time and computing power within a fold and across 
all folds. To reduce the burden of fitting 729 predictors in each fold, a central composite design 
is utilized. A central composite design provides data needed to fit a second order model 
(Montgomery, 2017). There are two feature of a central composite design. α is the distance from 
center at which the axial runs are placed. In this paper, α = 1. There is also the number of 
center points runs that are placed at the center of the design space. The central composite 
designs used here consists of a 32 (26−1) run fractional factorial with 12 axial points and 2 
center point runs. This reduces the number of combinations to consider from the full 729 to 46. 
To determine the range of values for each parameter, an exploratory search was conducted. 
Repeatedly fitting random forest and gradient boosting predictors to both datasets gave 
understanding of good values to consider. The parameter combinations used for House Price 
Prediction can be found in Table 5 of the Appendix. Table 6 of the Appendix contains the 
parameters combinations for Wisconsin Breast Cancer Prediction. 
 
 In each fold of the caretEnsemble and Modified caretEnsemble methods, the appropriate 
performance metric is computed. Then, the ten values (one from each fold) are averaged to 
provide a cross-validation performance metric. In a fold of the Simultaneously Optimize via CCD 
method, the appropriate performance metric is computed for each of the 46 combinations of 
parameters. For 10-fold cross-validation, the ten values for each of the 46 combinations of 
parameters are averaged to produce a cross-validation performance metric for each 
combination. For classification problems, the maximum cross-validation performance metric 
(Accuracy) is extracted. For regression problems, the minimum cross-validation performance 
metric (CVRMSE or CVRMSLE) is used.  
 
 To determine if simply taking the maximum or minimum of the performance metric 
provides the best results, the curvature in the response can be considered using a quadratic 
response function. The cross-validation performance metric (or a function of it) for each 
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combination is used as the response. The 46 parameters combinations from the central 
composite design described above are used as inputs. A general quadratic relationship between 
the response and 𝛼𝛼1, 𝛼𝛼2, 𝛽𝛽1, 𝛽𝛽2, 𝛾𝛾1, 𝛾𝛾2 is used to determine where a potential minimum or 
maximum exists. Thus, the quadratic contains a constant term, six linear terms, six quadratic 
terms, and 15 (�62�) mixed terms. The fitted coefficient 𝑏𝑏𝑖𝑖 represents linear terms, 𝑏𝑏𝑖𝑖𝑖𝑖 represents 
quadratic terms, and 𝑏𝑏𝑖𝑖,𝑖𝑖′ = 𝑏𝑏𝑖𝑖′,𝑖𝑖 represents mixed terms. Then define 𝒃𝒃 and 𝐁𝐁 by  
𝒃𝒃 = (𝑏𝑏1,𝑏𝑏2, … , 𝑏𝑏6)′ , 𝐁𝐁 =
⎝
⎜⎜
⎛
𝑏𝑏11
1
2
𝑏𝑏12 … 12 𝑏𝑏16
1
2
𝑏𝑏21 𝑏𝑏22 … 12 𝑏𝑏26
⋮ ⋮ ⋮
1
2
𝑏𝑏61
1
2
𝑏𝑏62 … 𝑏𝑏66 ⎠⎟⎟
⎞
, and 𝒙𝒙 = −1
2
𝐁𝐁−1𝒃𝒃 =
⎝
⎜⎜
⎛
𝛼𝛼1
𝛼𝛼2
𝛽𝛽1
𝛽𝛽2
𝛾𝛾1
𝛾𝛾2⎠
⎟⎟
⎞
   (5) 
 
The eigenvalues of 𝐁𝐁 determine the shape of the quadratic. If all eigenvalues are positive, the 
fitted quadratic has a minimum at 𝒙𝒙. When all are negative, the fitted quadratic has a maximum 
at 𝒙𝒙. If some are positive and some are negative, the response has a saddle geometry. An 
increase in the fitted response can be found by moving away from a point in a direction while 
moving away from a point in other directions a decrease in the fitted response (Vardeman & 
Jobe, 2016). Then, use the fitted quadratic to evaluate the full 729 parameter combinations. 
Now, consider the best parameter combination as the 47𝑡𝑡ℎ parameter combination. The results 
of the 47𝑡𝑡ℎ parameter combination are compared to those obtained by taking the best 
performance metric.  
 
More data typically allows for the creation of better predictors. To examine this effect in 
the context of ensembles, the methods outlined above were evaluated using various subsets of 
the data. For the house price dataset, with 10,000 observations, evaluations were performed on 
10%, 50%, and 100% of the data. As the breast cancer dataset contains only 699 observations, 
evaluation was performed on 50% and 100% of the dataset. That is, before dividing the dataset 
into folds, a random sample was taken at the desired percentage.  
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Results and Discussion 
All methods were evaluated using the Condo Cluster housed in the High Performance 
Computing facility in Durham Center at Iowa State University ("Systems & Equipment"). In each 
run, one node was utilized. There were 16 processor cores used in the node. The following 
tables include the percentage of the data used, method, computation time, in HH:MM:SS, and 
the corresponding performance metrics used in a regression and classification setting. The 
results for the King County House Price dataset are shown below in Table 1. 
  
Data Used Method Time CVRMSE CVRMSLE 
10% CaretEnsemble 00:15:33 158572.57 0.207483 
50% CaretEnsemble 01:25:39 159234.54 0.187776 
100% CaretEnsemble 03:06:44 140836.33 0.181412 
10% Modified CaretEnsemble 00:12:02 151716.52 0.193094 
50% Modified CaretEnsemble 01:04:57 154797.86 0.181486 
100% Modified CaretEnsemble 02:18:25 131114.52 0.173564 
10% Simultaneously Optimize via CCD 04:13:34 134672.52 0.200558 
50% Simultaneously Optimize via CCD 22:45:00 132153.54 0.180255 
100% Simultaneously Optimize via CCD 46:56:36 128092.06 0.172541 
Table 1: King Country House Price Prediction Results 
 
For each method, as the percentage of data used increases, the computation time 
increases approximately linearly. The computation time of the Modified CaretEnsemble method 
was slightly less than the CaretEnsemble method. For each of the methods, using 100% of the 
data produces the lowest values of CVRMSE and CVRMSLE. The Simultaneously Optimize via 
CCD method produced the lowest values of CVRMSE and CVRMSLE although the computation 
time was far greater than that of the other methods.  
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The results of the Wisconsin Breast Cancer dataset are shown below in Table 2. 
 
Data Used Method Time CV Accuracy 
50% CaretEnsemble 00:01:40 0.928571 
100% CaretEnsemble 00:02:00 0.959959 
50% Modified CaretEnsemble 00:16:46 0.971429 
100% Modified CaretEnsemble 00:24:07 0.967081 
50% Simultaneously Optimize via CCD 01:21:43 0.962857 
100% Simultaneously Optimize via CCD 01:43:51 0.969938 
Table 2: Wisconsin Breast Cancer Prediction Results 
 
As the percentage of data used increases, the computation time increases. Using all of 
the data leads to a significant increase in accuracy when using the CaretEnsemble method. The 
computation time of the Modified CaretEnsemble method is greater than that of the 
CaretEnsemble method. On the whole dataset, the Simultaneously Optimize via CCD method 
produces the largest values of accuracy although this method requires significantly longer 
computation time. The largest Cross-Validation Accuracy is found using the Modified 
CaretEnsemble method on 50% of the data.   
 
A quadratic was fit to the CVRMSE and CVRMSLE of the Simultaneously Optimize via 
CCD of the King Country House Price dataset. In the case of CVRMSE, the log CVRMSE was 
used as the response. In every case, the eigenvalues of 𝐁𝐁 were both positive and negative. The 
fitted quadratic was used to evaluate the full 729 parameter combinations. The best parameter 
combination is considered as the 47𝑡𝑡ℎ parameter combination. The results of the 47𝑡𝑡ℎ 
parameter combination are compared to those obtained by taking the best performance metric 
in Table 3. 
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Data Used Simultaneously 
Optimize via CCD 
CVRMSE 
Fitted Quadratic 
CVRMSE 
Simultaneously 
Optimize via CCD 
CVRMSLE 
Fitted Quadratic 
CVRMSLE 
10% 134672.52 138703.28 0.200558 0.201498 
50% 132153.54 137036.88 0.180255 0.180865 
100% 128092.06 129064.00 0.172541 0.173528 
Table 3: House Price Fitted Quadratic Results 
 
The best parameter combination from the full 729 combinations evaluated on the fitted 
quadratic are very close to the results found using the Simultaneously Optimize via CCD 
method. In every case, the Simultaneously Optimize via CCD method produces slightly better 
results.  
 
A quadratic was fit to the Cross-Validation Accuracy of the Simultaneously Optimize via 
CCD method of the Wisconsin Breast Cancer dataset. In every case, the eigenvalues of 𝐁𝐁 were 
both positive and negative. The fitted quadratic was used to evaluate the full 729 parameter 
combinations. The best parameter combination is considered as the 47𝑡𝑡ℎ parameter 
combination. The results of the 47𝑡𝑡ℎ parameter combination are compared to those obtained by 
taking the best performance metric in Table 4. 
 
Data Used Simultaneously Optimize via CCD 
CV Accuracy 
Fitted Quadratic 
CV Accuracy 
50% 0.962857 0.968571 
100% 0.969938 0.967060 
Table 4: Wisconsin Breast Cancer Fitted Quadratic Results 
 
 There is a slight increase in Cross-Validation Accuracy with the best parameter 
combination from the full 729 combinations evaluated on the fitted quadratic when using 50% of 
the data. When 100% of the data is used, the Simultaneously Optimize via CCD method 
produces the largest Cross-Validation Accuracy.  
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Conclusions 
The Modified CaretEnsemble method and Simultaneously Optimize via CCD method 
provide results that are improvements over the results found using caretEnsemble. The 
Modified CaretEnsemble method takes the predictions of the base learners 𝑓𝑓1 and 𝑓𝑓2  and adds 
them to the original inputs ?⃑?𝑥. Then, a meta predictor 𝑔𝑔(𝑓𝑓1,𝑓𝑓2, ?⃑?𝑥) is trained on this collection of 
inputs. In each data set, the addition of the original inputs along with the predictors of the base 
learners appears to improve performance. Instead of optimizing base learners and then 
separately optimizing the meta learner, the Simultaneously Optimize via CCD method does this 
all at once. The results found on the King County House Price dataset indicate that performing 
the optimization simultaneously improves prediction over methods that optimizes at each level 
of the ensemble. These results and those found on the Wisconsin Breast Cancer dataset 
provide evidence of possible new ideas in ensemble methods for machine learning prediction. 
 
Future Research 
To further the work presented in this paper, there are a few areas to consider. The first 
focus should be to overcome the computing limitations of the Simultaneously Optimize via CCD 
method. The number of predictors that this method requires in one fold is magnified when doing 
ten-fold cross-validation. Instead of writing this code in R, as it was, a more efficient optimization 
could be found using C. Also, the evaluation of these methods was done in a regression and 
classification setting. The regression data set had a relatively large number of observations 
while the classification data set contained a relatively small number of observations. Comparing 
these methods on a larger number of datasets of various sizes would give a better 
understanding of the effectiveness of methods presented.  
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Appendix 
 
Run Base: 
mtry 
Base: Min 
Node Size 
Base: Interaction 
Depth 
Base: Number 
of Trees 
Meta: 
mtry 
Meta: Min 
Node Size 
1 77 3 2 75 55 3 
2 55 1 4 125 55 3 
3 77 1 2 75 77 3 
4 66 2 2 100 66 2 
5 77 1 2 125 55 3 
6 55 1 4 75 77 3 
7 77 1 4 125 55 1 
8 55 3 2 75 77 3 
9 55 1 4 125 77 1 
10 55 1 4 75 55 1 
11 66 2 3 100 66 2 
12 77 3 2 125 55 1 
13 66 2 3 125 66 2 
14 77 2 3 100 66 2 
15 55 1 2 75 77 1 
16 77 1 2 125 77 1 
17 55 3 2 125 55 3 
18 77 3 2 75 77 1 
19 55 1 2 125 55 1 
20 77 3 4 125 55 3 
21 55 1 2 125 77 3 
22 77 3 2 125 77 3 
23 55 3 2 75 55 1 
24 55 3 4 75 55 3 
25 77 1 4 125 77 3 
18 
 
26 55 3 4 125 77 3 
27 77 3 4 75 55 1 
28 77 3 4 125 77 1 
29 55 3 4 125 55 1 
30 66 2 4 100 66 2 
31 66 2 3 75 66 2 
32 55 2 3 100 66 2 
33 66 2 3 100 77 2 
34 66 3 3 100 66 2 
35 66 2 3 100 66 2 
36 55 1 2 75 55 3 
37 66 2 3 100 55 2 
38 77 1 2 75 55 1 
39 55 3 4 75 77 1 
40 77 3 4 75 77 3 
41 55 3 2 125 77 1 
42 66 2 3 100 66 3 
43 77 1 4 75 77 1 
44 66 2 3 100 66 1 
45 66 1 3 100 66 2 
46 77 1 4 75 55 3 
Table 5: Central Composite Design Parameter Grid for House Price Prediction 
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Run Base: 
mtry 
Base: Min 
Node Size 
Base: Interaction 
Depth 
Base: Number 
of Trees 
Meta: 
mtry 
Meta: Min 
Node Size 
1 4 7 2 15 4 5 
2 4 5 2 15 2 5 
3 2 7 3 10 6 3 
4 2 3 1 10 2 7 
5 2 7 3 20 2 3 
6 4 3 2 15 4 5 
7 6 3 3 10 2 7 
8 6 7 1 10 2 7 
9 6 7 3 20 6 3 
10 2 7 1 20 6 3 
11 2 7 1 20 2 7 
12 2 3 3 10 6 7 
13 4 5 2 15 4 5 
14 6 7 3 10 6 7 
15 4 5 2 15 4 5 
16 6 7 1 20 2 3 
17 2 3 3 20 2 7 
18 2 5 2 15 4 5 
19 6 7 3 10 2 3 
20 4 5 2 15 4 7 
21 4 5 1 15 4 5 
22 6 3 3 20 2 3 
23 2 3 1 20 2 3 
24 6 3 1 20 2 7 
25 4 5 2 10 4 5 
26 2 3 1 10 6 3 
27 4 5 3 15 4 5 
20 
 
28 4 5 2 15 6 5 
29 6 5 2 15 4 5 
30 2 7 1 10 6 7 
31 6 7 3 20 2 7 
32 2 3 3 10 2 3 
33 6 3 3 20 6 7 
34 6 3 3 10 6 3 
35 6 7 1 20 6 7 
36 2 7 3 10 2 7 
37 6 3 1 10 6 7 
38 6 3 1 10 2 3 
39 2 7 1 10 2 3 
40 6 7 1 10 6 3 
41 6 3 1 20 6 3 
42 2 3 3 20 6 3 
43 2 7 3 20 6 7 
44 4 5 2 15 4 3 
45 2 3 1 20 6 7 
46 4 5 2 20 4 5 
Table 6: Central Composite Design Parameter Grid for Breast Cancer Prediction 
 
