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Abstract. We consider bivariate real valued polynomials orthogonal with respect to a posi-
tive linear functional. The lexicographical and reverse lexicographical orderings are used to order
the monomials. Recurrence formulas are derived between polynomials of different degrees. These
formulas link the orthogonal polynomials constructed using the lexicographical ordering with those
constructed using the reverse lexicographical ordering. Relations between the coefficients in the re-
currence formulas are established and used to give necessary and sufficient conditions for the existence
of a positive linear functional. Links to the theory of matrix orthogonal polynomials are developed as
well the consequences of a zero assumption on one of the coefficients in the the recurrence formulas.
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1. Introduction. Bivariate orthogonal polynomials have been investigated by
many authors. Special examples of these types of polynomials have arisen in studies
related to symmetry groups [3], [14], [20], as extensions of one variable polynomials
[5], [13], and as eigenfunctions of partial differential equations [12], [17], [11], [19] (see
also the references in [4]). The general theory of these polynomials can trace its origins
back to [10] and an excellent review of the theory can be found in [4] (see also [21]).
A major difficulty encountered in the theory of orthogonal polynomials of more than
one variable is which monomial ordering to use. Except for the special cases that have
arisen from the subject mentioned above, the preferred ordering is the total degree or-
dering which is the one set by Jackson [4]. For polynomials with the same total degree
the ordering is lexicographical. There is a good reason to use this ordering, which is
that if new orthogonal polynomials of higher degree are to be constructed, then their
orthogonality relations will not affect the relations governing the lower degree polyno-
mials. This can be seen especially in Xu’s vector formulation of the problem [22] (see
also [2], [6], and [15], [16]). However, in their work on the Feje´r–Riesz factorization
problem, Geronimo and Woerdeman [8], [9] noticed that the most useful ordering was
the lexicographical ordering and reverse lexicographical ordering. Important in their
work were the relations of the orthogonal polynomials in these orderings. The reason
for this is that in these orderings the moment matrix is a structured matrix, i.e., it
is a block Toeplitz matrix where the blocks are themselves Toeplitz matrices. In the
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one variable case the connection between orthogonal polynomials and the Hankel or
Toeplitz matrices associated with them plays an important role in the theory. The
coefficients in the recurrence formulas for the orthogonal polynomials give a param-
eterization of positive definite Hankel or Toeplitz matrices. Furthermore, structured
matrices come up in a variety of engineering and physics problems and so the orthog-
onal polynomials associated with them need to be investigated. The aim of this paper
is to study orthogonal polynomials associated with positive definite block Hankel ma-
trices whose entries are also Hankel and to develop methods for constructing such
matrices. We proceed as follows. In section 2 we consider finite subspaces of mono-
mials of the form xiyj , 0 ≤ i ≤ 2n, 0 ≤ j ≤ 2m, and show the connection between
positive linear functionals defined on this space and positive doubly Hankel matrices,
i.e., block Hankel matrices whose blocks are Hankel matrices. These structured ma-
trices arise when using the lexicographical or reverse lexicographical ordering on the
monomials. We then introduce certain matrix orthogonal polynomials and show how
they give the Cholesky factors for the doubly Hankel matrix considered above. These
polynomials may be thought of as arising from a parameterized moment problem.
In section 3 we construct two variable orthogonal polynomials, where the monomi-
als are ordered according to the lexicographical ordering. When these polynomials
are organized into vector orthogonal polynomials they can be related to the matrix
orthogonal polynomials constructed previously. From this relation it is shown that
these vector polynomials are the minimizers of a certain quadratic functional. Using
the orthogonality relation, recurrence relations satisfied by the vector polynomials
and their counterparts in the reverse lexicographical ordering are derived and some
elementary properties of the matrices entering these recurrence relations are deduced.
Because of the size and shape of the coefficients in the recurrence formulas they must
be related. In section 4 we derive and examine these relations, and in section 5 a
number of Christoffel–Darboux-like formulas are derived. In section 6 we use the
relations between the coefficients derived in section 4 to develop an algorithm to con-
struct the coefficients in the recurrence formulas at a particular level, (n,m), say, in
terms of the coefficients at the previous levels plus a certain number of unknowns.
The collection of these unknowns is in one-to-one correspondence with the number
of moments needed to construct the vector polynomials up to level (n,m). This is
used in section 7 to construct a positive linear functional from the recurrence coeffi-
cients. The construction allows us to find necessary and sufficient conditions on the
recurrence coefficients for the existence of a positive linear functional which is in one
to one correspondence with the set of positive definite “doubly” Hankel matrices. In
the above construction an important role is played by a set of matrices that must be
contractions. In section 8 we explore the consequences of setting these contractive
matrices equal to zero and show that this condition characterizes product measures.
Finally in section 9 we give a numerical example for the case n = 2, m = 2, which
illustrates the above algorithm. We also present an example for which the moment
problem is not extendable.
2. Positive linear functionals and Hankel matrices. In this section we con-
sider moment matrices associated with the lexicographical ordering which is defined
by
(k, ) <lex (k1, 1) ⇔ k < k1 or (k = k1 and  < 1)
and the reverse lexicographical ordering defined by
(k, ) <revlex (k1, 1) ⇔ (, k) <lex (1, k1).
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Both of these orderings are linear orders and in addition satisfy
(k, ) < (m,n) ⇒ (k + p, + q) < (m+ p, n+ q).
Note that none of these orderings respects the total degree. Denote
∏n,m
(x, y) as
the span{xiyj , 0 ≤ i ≤ n, 0 ≤ j ≤ m}. Let Ln,m be a linear functional defined on∏2n,2m
(x, y) by
Ln,m(x
iyj) = hi,j .
We will call hi,j the (i, j) moment of Ln,m and Ln,m a moment functional. If we
form the (n+1)(m+1)× (n+1)(m+1) matrix Hn,m for Ln,m in the lexicographical
ordering then, as noted in the introduction, it has the special form
Hn,m =
⎡
⎢⎢⎢⎣
H0 H1 . .
.
Hn
H1 H2 Hn+1
. .
.
. .
.
. .
.
Hn Hn+1 . .
.
H2n
⎤
⎥⎥⎥⎦ ,(2.1)
where each Hi is a (m+ 1)× (m+ 1) matrix of the form
Hi =
⎡
⎢⎢⎢⎣
hi,0 hi1 . .
.
hi,m
hi1 hi2 . .
.
. .
.
. .
.
. .
.
hi,m . .
.
hi,2m
⎤
⎥⎥⎥⎦ , i = 0, . . . , 2n.(2.2)
Thus Hn,m is a block Hankel matrix where each block is a Hankel matrix so it has a
doubly Hankel structure. If the reverse lexicographical ordering is used in place of the
lexicographical ordering we obtain another moment matrix H˜n,m where the roles of
n and m are interchanged. We have the following useful lemmas, which characterize
doubly Hankel matrices. An analogous characterization of doubly Toeplitz matrices
was given in [9].
Lemma 2.1. Let H be a real square k×k matrix and H1 be the same as H except
with the first row and last column removed. Then H is a Hankel matrix if and only
if H = H and H1 = H1.
Proof. Recall that H = (hi,j) = (hi+j) characterizes a Hankel matrix. Thus the
necessary conditions of the lemma follow immediately. To prove the converse, note
that H = H implies that hi,j = hj,i. Since H1 = (h1i,j) = (hi+1,j), i = 1, . . . , k − 1,
j = 1, . . . , k − 1, the second condition implies that
hi+1,j = hj+1,i.
Thus hi+1,j = hi,j+1, which completes the result.
Lemma 2.2. Let H = (Hi,j), i = 1, . . . , k, j = 1, . . . , k, where each Hi,j is a real
m×m matrix. Then H is a doubly Hankel matrix if and only if H = H, H1 = H1,
and H2 = H2. Here H1 is obtained from H by deleting the first block row and last
block column and H2 is obtained from H by removing the first row and last column
of each Hi,j.
Proof. Again the necessary conditions follow from the structure of H. To see
the converse, note that H = H implies that Hi,j = Hj,i so that Hi,i = H

i,i. The
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condition on H1 shows that Hi+1,j = Hi,j+1. Thus H is block Hankel with each entry
being symmetric. The result now follows from Lemma 2.1.
Remark 2.3. The above results are true if the roles of the rows and columns are
interchanged.
We say that the moment functional Ln,m :
∏2n,2m → R is positive definite if
Ln,m(p
2) > 0(2.3)
for all nonzero p ∈ ∏n,m. Likewise, the moment functional Ln,m : ∏2n,2m → R is
nonnegative definite if Ln,m(p
2) ≥ 0 for every p ∈ ∏n,m. Note that it follows from a
simple quadratic form argument that Ln,m is positive definite or nonnegative definite
if and only if its moment matrix Hn,m is positive definite or nonnegative definite,
respectively.
We will say that L is positive definite or nonnegative definite if
L(p2) > 0 or L(p2) ≥ 0,
respectively, for all nonzero polynomials. Again these conditions are equivalent to the
moment matrices Hn,m being positive definite or nonnegative definite for all positive
integers n and m.
From the above remark we easily find the next lemma.
Lemma 2.4. Let Hn,m be a positive (nonnegative) definite (n + 1)(m + 1) ×
(n+1)(m+1) matrix given by (2.1) and (2.2). Then there is a positive (nonnegative)
moment functional Ln,m :
∏2n,2m
(x, y) → R associated with Hn,m given by
hi,j = Ln,m(x
iyj), 0 ≤ i ≤ 2n, 0 ≤ j ≤ 2m.
If the positive moment functional Ln,m :
∏2n,2m → R is extended to two variable
polynomials with matrix coefficients in the obvious way, we can associate to it a
positive matrix function Lm :
∏n
m+1(x)×
∏n
m+1(x) →Mm+1,m+1 defined by
Lm(P (x), Q(x)) = Ln,m(P (x, y) Q
(x, y)),(2.4)
where
P (x, y) = P (x)
⎡
⎢⎣
1
...
ym
⎤
⎥⎦ and Q(x, y) = Q(x)
⎡
⎢⎣
1
...
ym
⎤
⎥⎦ .
Here,
∏n
m+1(x) is the set of all (m+ 1)× (m+ 1) real valued matrix polynomials of
degree n or less and Mm,n is the space of m×n matrices. Because of the structure of
Hn,m we can associate to Lm matrix valued orthogonal polynomials in the following
manner. Let {Ri(x)}ni=0 and {Li(x)}ni=0 be (m + 1) × (m + 1) real valued matrix
polynomials given by
Ri(x) = Ri,ix
i +Ri,i−1xi−1 + · · · , i = 0, . . . , n,(2.5)
and
Li(x) = Li,ix
i + Li,i−1xi−1 + · · · , i = 0, . . . , n,(2.6)
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satisfying
Lm(R

i , R

j ) = δijIm+1(2.7)
and
Lm(Li, Lj) = δijIm+1,(2.8)
respectively, where Im+1 denotes the (m + 1) × (m + 1) identity matrix. The above
relations uniquely determine the sequences {Ri}ni=0 and {Li}ni=0 up to a unitary factor
and we fix this factor by requiring Ri,i to be an upper triangular matrix with positive
diagonal entries and Li,i to be a lower triangular matrix also with positive diagonal
entries. From the defining equations (2.7) and (2.8) it follows that Ri = Li hence we
will concentrate on Li. We write
Li(x) = [Li,0 Li,1 · · · Li,i 0 · · · 0]
⎡
⎢⎢⎢⎣
Im+1
xIm+1
...
xnIm+1
⎤
⎥⎥⎥⎦(2.9)
and
Ln(x) =
⎡
⎢⎢⎢⎣
L0(x)
L1(x)
...
Ln(x)
⎤
⎥⎥⎥⎦ = L
⎡
⎢⎢⎢⎣
Im+1
xIm+1
...
xnIm+1
⎤
⎥⎥⎥⎦ ,(2.10)
where
L =
⎡
⎢⎢⎢⎣
L0,0 0 · · · 0
L1,0 L1,1 · · · 0
...
. . .
Ln,0 · · · Ln,n
⎤
⎥⎥⎥⎦ .(2.11)
By lower A (respectively, upper B) Cholesky factor of a positive definite matrix M
we mean
M = AA = BB,(2.12)
where A is a lower triangular matrix with positive diagonal elements and B is an
upper triangular matrix with positive diagonal elements. With the above we have the
following lemma.
Lemma 2.5. With the above normalization, L is the upper Cholesky factor of
H−1n,m.
Proof. Note that (2.8) implies that
I = Lm(L
n, Ln) = LLm
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
Im+1
xIm+1
...
xnIm+1
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
Im+1
xIm+1
...
xnIm+1
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠L = LHn,mL,
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where I is the (n+ 1)(m+ 1)× (n+ 1)(m+ 1) identity matrix. Thus
H−1n,m = L
L.
From this formula and the fact that L is upper triangular we see that Ln,n is
the upper Cholesky factor of [0, . . . , Im+1]H
−1
n,m [0, . . . , Im+1]
. Hence from (2.11)
we find
Ln(x) =
[
0, 0, . . . , 0, (Ln,n)
−1]H−1n,m[Im+1, xIm+1, . . . , xnIm+1].(2.13)
The theory of matrix orthogonal polynomials [1], [7], [18] can be applied to obtain
the recurrence formula
xLi(x) = Ai+1,mLi+1(x) +Bi,mLi(x) +A

i,mLi−1(x), i = 0, . . . , n− 1,
L−1 = 0,
(2.14)
where
Ai+1,m = Lm(xLi, Li+1) = Li,iL
−1
i+1,i+1(2.15)
and
Bi,m = Lm(xLi, Li).(2.16)
The above equations show that Bi,m is an (m+ 1)× (m+ 1) real symmetric matrix
and Ai,m is an (m+ 1)× (m+ 1) real lower triangular matrix.
Routine manipulations of (2.14) using the fact that Bn,m is self-adjoint give
Li (x1)Ai+1,mLi+1(x)− Li+1(x1)Ai+1,mLi(x)
= (x− x1)Li (x1)Li(x) + Li−1(x1)Ai,mLi(x)− Li (x1)Ai,mLi−1(x),(2.17)
and iteration of this formula to i = 0 yields the important Christoffel–Darboux for-
mula.
We note that the same results hold for the reverse lexicographical ordering with
x replaced by y and the roles of n and m interchanged.
As in the scalar case, matrix orthogonal polynomials satisfy a minimization prin-
ciple [7]. Let sym Rm+1 be the space of (m + 1) × (m + 1) real symmetric matrices
and let L :
∏n
m+1 → sym Rm+1 be given by
L(Y ) = Lm(Y, Y )− 2sym Yn.(2.18)
Here
Y (x) = Ynx
n + · · ·+ Y0 = [Y0, Y1, . . . , Yn][Im+1, xIm+1, . . . , xnIm+1]
and
sym Yn =
Yn + Y

n
2
.
The equation (2.18) can be evaluated as
L(Y (x)) = [Y0, Y1, . . . , Yn]Hn,m[Y0, Y1, . . . , Yn]
 − 2sym Yn.
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Set
X = [Y0, Y1, . . . , Yn]H
1/2
n,m − VnH−1/2n,m ,
where any square root of Hn,m may be used and where Vn = [0, 0, . . . , Im+1]. Then
(2.18) becomes
L(Y ) = XX − VnH−1n,mV n .(2.19)
Thus there is a unique W ∈∏nm+1, corresponding to X = 0 given by
W (x) = VnH
−1
n,m[Im+1, xIm+1, . . . , x
nIm+1]
,(2.20)
that minimizes L in the sense that
L(W ) ≤ L(Y )(2.21)
for all Y ∈∏nm+1. From formula (2.13) we find
Ln(x) = (L

n,n)
−1W (x).(2.22)
3. Lexicographic order and orthogonal polynomials. In this section we
examine the properties of two variable orthogonal polynomials where the monomial
ordering is either the lexicographical or reverse lexicographical. Given a positive
definite linear functional LN,M :
∏2N,2M → R we perform the Gram–Schmidt pro-
cedure using the lexicographical ordering and define the orthonormal polynomials
pln,m(x, y), 0 ≤ n ≤ N, 0 ≤ m ≤M, 0 ≤ l ≤ m, by the equations
LN,M (p
l
n,m, x
iyj) = 0, 0 ≤ i < n and 0 ≤ j ≤ m or i = n and 0 ≤ j < l,
LN,M (p
l
n,m, p
l
n,m) = 1,
(3.1)
and
pln,m(x, y) = k
n,l
n,m,lx
nyl +
∑
(i,j)<lex(n,l)
ki,jn,m,lx
iyj .(3.2)
With the convention kn,ln,m,l > 0, the above equations uniquely specify p
l
n,m. Polynomi-
als orthonormal with respect to LN,M but using the reverse lexicographical ordering
will be denoted by p˜ln,m. They are uniquely determined by the above relations with
the roles of n and m interchanged.
Set
Pn,m =
⎡
⎢⎢⎢⎣
p0n,m
p1n,m
...
pmn,m
⎤
⎥⎥⎥⎦ = Kn,m
⎡
⎢⎢⎢⎣
1
y
...
xnym
⎤
⎥⎥⎥⎦ ,(3.3)
where the (m+ 1)× [(n+ 1)(m+ 1)] matrix Kn,m is given by
Kn,m =
⎡
⎢⎢⎢⎢⎣
k0,0n,m,0 k
0,1
n,m,0 · · · kn,0n,m,0 0 · · ·
k0,0n,m,1 k
0,1
n,m,1 · · · kn,0n,m,1 kn,1n,m,1
. . .
...
...
. . .
. . .
. . .
. . .
k0,0n,m,m k
0,1
n,m · · · · · · · · · kn,mn,m,m
⎤
⎥⎥⎥⎥⎦ .(3.4)
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As indicated above denote
P˜n,m =
⎡
⎢⎢⎢⎣
p˜0n,m
p˜1n,m
...
p˜nn,m
⎤
⎥⎥⎥⎦ = K˜n,m
⎡
⎢⎢⎢⎣
1
x
...
xnym
⎤
⎥⎥⎥⎦ ,(3.5)
where the (n+ 1)× [(n+ 1)(m+ 1)] matrix K˜n,m is given similarly to (3.4) with the
roles of n and m interchanged. In order to find recurrence formulas for the vector
polynomials Pn,m we introduce the inner product
〈X,Y 〉 = LN,M (XY ).(3.6)
Let
∏(n,m)
(k) be the vector space of k dimensional vectors with entries in
∏n,m
(x, y).
Utilizing the orthogonality relations (3.1) we see as in the next lemma.
Lemma 3.1. Suppose P ∈∏(n,m)(k) . If P satisfies the orthogonality relations,
〈P, xiyj〉 = 0, 0 ≤ i < n, 0 ≤ j ≤ m,(3.7)
then P = CPn,m, where C is an k×(m+1) matrix. If k = m+1, C is lower triangular
with positive diagonal entries, and 〈P,P〉 = Im+1, then C = Im+1.
Likewise we have the next lemma.
Lemma 3.2. Suppose P˜ ∈∏(n,m)(k) . If P˜ satisfies the orthogonality relations,
〈P˜, xiyj〉 = 0, 0 ≤ i ≤ n, 0 ≤ j < m,(3.8)
then P˜ = CP˜n,m, where C is an k× (n+1) matrix. If k = n+1, C is lower triangular
with positive diagonal entries, and 〈P˜, P˜〉 = In+1, then C = In+1.
The discussion above allows us to make contact with the matrix orthogonal poly-
nomials introduced in section 2.
Lemma 3.3. Let Pn,m be given by (3.3). Then
Pn,m = Ln(x)[1, y, y
2, . . . , ym](3.9)
and ⎡
⎢⎢⎢⎣
P0,m(x, y)
P1,m(x, y)
...
Pn,m(x, y)
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
L0(x)
L1(x)
...
Ln(x)
⎤
⎥⎥⎥⎦ [1, y, . . . , ym] = L
⎡
⎢⎢⎢⎣
Im+1
xIm+1
...
xnIm+1
⎤
⎥⎥⎥⎦ [1, y, . . . , ym].(3.10)
Proof. If we substitute the equation
Pn,m = Lˆn(x)[1 · · · ym] =
∑
i
Lˆn,ix
i[1 · · · ym]
into (3.7), where Lˆn(x) is some (m+ 1)× (m+ 1) matrix polynomial of degree n, we
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find, for j = 0, . . . , n− 1,
0 =
〈
Pn,m, x
j
⎡
⎢⎣
1
...
ym
⎤
⎥⎦
〉
=
n∑
i=0
Lˆn,i
〈
xi
⎡
⎢⎣
1
...
ym
⎤
⎥⎦ , xj
⎡
⎢⎣
1
...
ym
⎤
⎥⎦
〉
=
n∑
i=1
Lˆn,i
⎡
⎢⎣
LNM (x
i+j) · · · LNM (xi+jym)
...
...
LNM (x
i+jym) · · · LNM (xi+jy2m)
⎤
⎥⎦
=
n∑
i=1
Lˆn,iLm(x
i, xj) = Lm(Lˆn(x), x
j).
Similarly,
〈Pn,m, Pn,m〉 = Im+1 = Lm〈Lˆn(x), Lˆn(x)〉.
This coupled with (2.8) and the fact that (3.3) implies that Lˆn,m is lower triangular
with positive diagonal entries, gives the result.
As mentioned earlier, analogous formulas exist for orthogonal polynomials in the
reverse lexicographical ordering with the roles of n and m interchanged.
Theorem 3.4. Given {Pn,m} and {P˜n,m}, 0 ≤ n ≤ N , 0 ≤ m ≤M , the following
recurrence formulas hold:
xPn,m = An+1,mPn+1,m +Bn,mPn,m +A

n,mPn−1,m,(3.11)
Γn,mPn,m = Pn,m−1 −Kn,mP˜n−1,m,(3.12)
J1n,mPn,m = yPn,m−1 + J
2
n,mP˜n−1,m + J
3
n,mP˜n−1,m−1,(3.13)
Pn,m = In,mP˜n,m + Γ

n,mPn,m−1,(3.14)
where
An,m = 〈xPn−1,m,Pn,m〉 ∈Mm+1,m+1,(3.15)
Bn,m = 〈xPn,m,Pn,m〉 ∈Mm+1,m+1,(3.16)
J1n,m = 〈yPn,m−1,Pn,m〉 ∈Mm,m+1,(3.17)
J2n,m = −〈yPn,m−1, P˜n−1,m〉 ∈Mm,n,(3.18)
J3n,m = −〈yPn,m−1, P˜n−1,m−1〉 ∈Mm,n,(3.19)
Γn,m = 〈Pn,m−1,Pn,m〉 ∈Mm,m+1,(3.20)
Kn,m = 〈Pn,m−1, P˜n−1,m〉 ∈Mm,n,(3.21)
In,m = 〈Pn,m, P˜n,m〉 ∈Mm+1,n+1.(3.22)
Similar formulas hold for P˜n,m(x, y) and will be denoted by (3˜.11), (3˜.12), etc.
Proof. (3.11) follows from Lemma 3.3 and (2.14). To prove (3.12) note that
because of the linear independence of the entries of Pn,m, there is an m × (m + 1)
matrix Γn,m such that Γn,mPn,m − Pn,m−1 ∈
∏(n−1,m)
(m) (x, y). Furthermore,
〈Γn,mPn,m − Pn,m−1, xiyj〉 = 0, 0 ≤ i ≤ n− 1 0 ≤ j ≤ m− 1.
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Thus Lemma 3.2 implies that
ΓnmPn,m − Pn,m−1 = Kn,mP˜n−1,m.
The remaining recurrence formulas follow in a similar manner.
Remark 3.5. As indicated in the proof, formula (3.11) follows from the theory of
matrix orthogonal polynomials and so allows us to move along a strip of size m+ 1.
This formula does not mix the polynomials in the two orderings. However, to increase
m by one for polynomials constructed in the lexicographical ordering, the remaining
relations show that orthogonal polynomials in the reverse lexicographical ordering
must be used.
Remark 3.6. We saw in the previous section that An,m is a lower triangular matrix
with positive entries on the main diagonal, and Bn,m is a symmetric matrix. From the
orthogonality relations it follows immediately that (J1n,m)ij = 〈ypi−1n,m−1, pj−1n,m〉 = 0 if
i+ 1 < j, and (J1n,m)i,i+1 > 0. Thus J
1
n,m has the form
J1n,m =
⎡
⎢⎢⎢⎣
(J1n,m)1,1 (J
1
n,m)1,2 0 0 0
(J1n,m)2,1 (J
1
n,m)2,2 (J
1
n,m)2,3 0 0
...
...
...
. . .
...
(J1n,m)m,1 (J
1
n,m)m,2 (J
1
n,m)m,3 · · · (J1n,m)m,m+1
⎤
⎥⎥⎥⎦ .
Similarly, (Γn,m)ij = 〈pi−1n,m−1, pj−1n,m〉 = 0 if i < j, and (Γn,m)i,i > 0, i.e., Γn,m has the
form
Γn,m =
⎡
⎢⎢⎢⎣
(Γn,m)11 0 · · · 0 0
(Γn,m)21 (Γn,m)22 · · · 0 0
...
...
. . .
...
...
(Γn,m)m1 (Γn,m)m2 · · · (Γn,m)mm 0
⎤
⎥⎥⎥⎦ .
Finally notice that pmn,m = p˜
n
n,m and therefore (In,m)m+1,n+1 = 1, (In,m)m+1,j = 0
for j ≤ n and (In,m)i,n+1 = 0 for i ≤ m, i.e.,
In,m =
⎡
⎢⎢⎢⎣
∗ ∗ · · · ∗ 0
...
...
... 0
∗ ∗ · · · ∗ 0
0 0 · · · 0 1
⎤
⎥⎥⎥⎦ .
Using the orthogonality relations and Theorem 3.4 one can verify the following.
Proposition 3.7. The following relations hold:
K˜n,m = K

n,m,(3.23)
Kn,mK

n,m + Γn,mΓ

n,m = Im,(3.24)
J3n,m = −Kn,mA˜n−1,m,(3.25)
I˜n,m = I

n,m,(3.26)
In,mI

n,m + Γ

n,mΓn,m = Im+1.(3.27)
Proof. We prove only (3.25) since the others are obvious from their defining
relations. Beginning with (3.19) we find
J3n,m = −〈Pn,m−1, yP˜n−1,m−1〉.
128 A. DELGADO, J. GERONIMO, P. ILIEV, AND F. MARCELLA´N
The result now follows by using the counterpart of (3.11) for P˜ and the defining
equation for Kn,m.
The function L given by (2.18) can be used to show that Pn,m satisfies a certain
minimization condition. Define Lˆ :
∏(n,m)
(m+1) → sym Rm+1 by
Lˆ(P ) = 〈P, P 〉 − 2sym Kn,(3.28)
where P ∈∏(n,m)(m+1) is written as
P (x, y) = Knx
n
⎡
⎢⎣
1
...
ym
⎤
⎥⎦+R(x, y)(3.29)
with R ∈∏(n−1,m)(m+1) . We find,
Lemma 3.8. The polynomial Pˆn,m(x, y) = L
−1
n,nPn,m(x, y) is the unique minimizer
of Lˆ in the sense of (2.21).
Proof. Write P as
P (x, y) =
n∑
i=0
Kix
i
⎡
⎢⎣
1
...
ym
⎤
⎥⎦ .
Since〈
xi
⎡
⎢⎣
1
...
ym
⎤
⎥⎦ , xj
⎡
⎢⎣
1
...
ym
⎤
⎥⎦
〉
=
⎡
⎢⎣
LN,M (x
i, xj) · · · LN,M (xi, xjym)
...
...
LN,M (x
iym, xj) · · · LN,M (xiym, xjym)
⎤
⎥⎦=Lm(xi, xj),
we see that Lˆ(P ) can be written as Lˆ(P ) = L(K), where K(x) = Knx
n+ · · · ∈∏nm+1.
The result now follows from (2.22) and Lemma 3.3.
4. Relations. As is evident from the previous section, there are relations be-
tween the various coefficients in (3.11)–(3.14) and their (3˜.11)–(3˜.14) analogues. In
this section we exhibit these relations.
Lemma 4.1 (relations for Kn,m).
Γn,m−1Kn,mA˜n−1,m = −J2n,m−1 −Kn,m−1B˜n−1,m−1,(4.1)
An,m−1Kn,mΓ˜n−1,m = −J˜2n−1,m −Bn−1,m−1Kn−1,m.(4.2)
Proof. We have
Kn,mA˜

n−1,m = 〈Pn,m−1, A˜n−1,mP˜n−1,m〉
= 〈Pn,m−1, yP˜n−1,m−1 − B˜n−1,m−1P˜n−1,m−1 − A˜n−1,m−1P˜n−1,m−2〉
= 〈Pn,m−1, yP˜n−1,m−1〉.
Thus,
Γn,m−1Kn,mA˜n−1,m = 〈Γn,m−1Pn,m−1, yP˜n−1,m−1〉
= 〈Pn,m−2 −Kn,m−1P˜n−1,m−1, yP˜n−1,m−1〉
= −J2n,m−1 −Kn,m−1B˜n−1,m−1,
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which completes the proof of (4.1). Writing (4.1) for K˜n,m and using (3.23) we obtain
(4.2).
Lemma 4.2 (relations for J2n,m).
Γn,m−1J2n,m = −J1n,m−1Kn,m +Kn,m−1A˜n−1,m,(4.3)
−An,m−1J2n,mΓ˜n−1,m = J1n−1,mAn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1n−1,m
+ J2n−1,mK

n−1,mJ˜
2
n−1,m + J
3
n−1,mI

n−2,m−1J˜
3
n−1,m
+Bn−1,m−1J2n−1,m −An−1,m−1In−2,m−1A˜n−2,m
+An,m−1J3n,mI

n−1,m−1Kn−1,m.(4.4)
Proof. The first equation can be derived by multiplying (3.18) on the left by
Γn,m−1 then using (3˜.15) to obtain
Γn,m−1J2n,m = −〈yPn,m−2, P˜n−1,m〉+Kn,m−1A˜n−1,m.
Eliminating yPn,m−2 using (3.13), then using the orthogonality of the polynomials
and (3.19) yields (4.3).
To derive (4.4) notice that
−An,m−1J2n,mΓ˜n−1,m = An,m−1〈yPn,m−1, Γ˜n−1,mP˜n−1,m〉
= An,m−1〈yPn,m−1, P˜n−2,m〉
−An,m−1〈yPn,m−1,Pn−1,m−1〉Kn−1,m.
(4.5)
Using (3.11) in the first term on the right-hand side of (4.5) gives
An,m−1〈yPn,m−1, P˜n−2,m〉 = 〈xPn−1,m−1, yP˜n−2,m〉 −Bn−1,m−1J2n−1,m
−An−1,m−1〈Pn−2,m−1, yP˜n−2,m〉.(4.6)
Interchanging the positions of x and y in the first term on the right-hand side of (4.6),
then using (3.13) and its (3˜.13) analogue yield
〈xPn−1,m−1, yP˜n−2,m〉 = J1n−1,m(In−1,mJ˜1n−1,m − Γn−1,mJ˜2n−1,m)
− J2n−1,mΓ˜n−1,mJ˜1n−1,m + J2n−1,mKn−1,mJ˜2n−1,m + J3n−1,mIn−2,m−1J˜3n−1,m,
where (3.21), (3.22), and their (3˜.21), (3˜.22) analogues have been used.
Substituting (3.26) as well as the transpose of (4˜.18) into the above equation
yields
〈xPn−1,m−1, yP˜n−2,m〉 = J1n−1,mAn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1n−1,m
+ J2n−1,mK

n−1,mJ˜
2
n−1,m + J
3
n−1,mI

n−2,m−1J˜
3
n−1,m.(4.7)
The last term in (4.6) can be computed using (3˜.11) and (3.22), which gives
〈Pn−2,m−1, yP˜n−2,m〉 = In−2,m−1A˜n−2,m.(4.8)
Substituting (4.7) and (4.8) into (4.6) we see that the first term of (4.5) is
An,m−1〈yPn,m−1,P˜n−2,m〉 = J1n−1,mAn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1n−1,m
+ J2n−1,mK

n−1,mJ˜
2
n−1,m + J
3
n−1,mI

n−2,m−1J˜
3
n−1,m
+Bn−1,m−1J2n−1,m −An−1,m−1In−2,m−1A˜n−2,m.(4.9)
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Substituting (3.13) in the second term on the right-hand side of (4.5) and using the
equations
〈Pn,m−1,Pn−1,m〉 = Kn,mIn−1,m(4.10)
and
〈Pn,m−1, P˜n−2,m〉 = Kn,mΓ˜n−1,m,(4.11)
which follow easily from (3.12), yields
An,m−1〈yPn,m−1,Pn−1,m−1〉Kn−1,m
= An,m−1Kn,mIn−1,mJ
1
n−1,mKn−1,m −An,m−1Kn,mΓ˜n−1,mJ2n−1,mKn−1,m
= An,m−1Kn,m(In−1,mJ
1
n−1,m − Γ˜n−1,mJ2n−1,m)Kn−1,m
= −An,m−1J3n,mIn−1,m−1Kn−1,m.
(4.12)
In the last equality we used (3.25) and (4.18). Finally, combining (4.9) and (4.12) we
obtain (4.4).
Lemma 4.3 (relations for J1n,m).
Γn,m−1J1n,m = J
1
n,m−1Γn,m,(4.13)
J1n,mΓ

n,mΓ

n,m−1 = J
1
n,m−1 + J
3
n,mK

n,m−1 + J
2
n,mK

n,mΓ

n,m−1.(4.14)
Proof. (4.13) can be derived by multiplying (3.17) by Γn,m−1 then using (3.13).
For the second equality we multiply (3.17) by Γn,m then use (3.12) to obtain
J1n,mΓ

n,m = 〈yPn,m−1,Γn,mPn,m〉 = 〈yPn,m−1,Pn,m−1〉+ J2n,mKn,m.
Multiplying on the right of the above formula by Γn,m−1, then using (3.12) followed
by (3.13) twice, leads to the result.
Lemma 4.4 (relations for An,m).
Γn−1,mAn,m = An,m−1Γn,m,(4.15)
J1n−1,mAn,m = An,m−1J
1
n,m.(4.16)
Proof. First we compute
〈Pn−1,m−1, xPn,m〉 = 〈Pn−1,m−1,Pn−1,m〉An,m = Γn−1,mAn,m.
On the other hand,
〈Pn−1,m−1, xPn,m〉 = An,m−1Γn,m.
This gives (4.15). If we use (3.17) with n changed to n−1, then multiply on the right
by An,m and use (3.11), we find
J1n−1,mAn,m = 〈xPn−1,m−1, yPn,m〉.
Now eliminating xPn−1,m−1 using (3.11), then applying (3.17), yields (4.16).
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Lemma 4.5 (relations for In,m).
Γn,mIn,m = −Kn,mΓ˜n,m,(4.17)
J1n,mIn,m = In,m−1A˜n,m + J
2
n,mΓ˜n,m.(4.18)
Proof. The first relation follows in a straightforward manner by multiplying (3.22)
on the left by Γn,m and then using (3.12).
For (4.18) we first compute
In,m−1A˜n,m = 〈Pn,m−1, yP˜n,m〉,
which follows by using (3˜.11) to eliminate yP˜n,m. Next, in the above equation use
(3.17) to obtain
〈yPn,m−1, P˜n,m〉 = J1n,mIn,m − J2n,mΓ˜n,m,
which gives (4.18).
Lemma 4.6 (relations for Bn−1,m).
Γn−1,mBn−1,m = −Kn−1,mI n−2,mAn−1,m +Bn−1,m−1Γn−1,m
+An,m−1Kn,mI n−1,m,(4.19)
J1n−1,mBn−1,m = Bn−1,m−1J
1
n−1,m + J
2
n−1,mI

n−2,mAn−1,m
+ J3n−1,mI

n−2,m−1An−1,m−1Γn−1,m −An,m−1J2n,mI n−1,m
−An,m−1J3n,mI n−1,m−1Γn−1,m.(4.20)
Proof. We begin by multiplying (3.20) on the left by Bn−1,m and then using
(3.11) to obtain
Γn−1,mBn−1,m = 〈Pn−1,m−1, xPn−1,m〉 − 〈Pn−1,m−1,Pn−2,m〉An−1,m.
We see from (4.10) that the second term on the right-hand side of the above formula
gives the first term on the right-hand side in (4.19). We can compute the first term
on the right-hand side of the above formula by eliminating xPn−1,m using (3.11) to
find
〈Pn−1,m−1, xPn−1,m〉 = An,m−1〈Pn,m−1,Pn−1,m〉+Bn−1,m−1〈Pn−1,m−1,Pn−1,m〉
= An,m−1Kn,mIn−1,m +Bn−1,m−1Γn−1,m,
where in the last equality we used again (4.10). This completes the proof of (4.19).
Relation (4.20) can be derived as follows. First we multiply (3.16) with n reduced by
one on the left by J1n−1,m to obtain
J1n−1,mBn−1,m = 〈yPn−1,m−1, xPn−1,m〉+ J2n−1,m〈P˜n−2,m, xPn−1,m〉(4.21)
+ J3n−1,m〈P˜n−2,m−1, xPn−1,m〉.
Next we compute the three terms on the right-hand side of the above formula. For
the first term we eliminate xPn−1,m−1 using (3.11) to find
〈yPn−1,m−1, xPn−1,m〉 = An,m−1〈Pn,m−1, yPn−1,m〉+Bn−1,m−1J1n−1,m.
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The term 〈Pn,m−1, yPn−1,m〉 can be computed using (3.13) so that
〈yPn−1,m−1, xPn−1,m〉 =−An,m−1J2n,mIn−1,m −An,m−1J3n,mI˜n−1,m−1Γn−1,m
+Bn−1,m−1J1n−1,m.(4.22)
Next we compute the second term in (4.21) using (3.13) to obtain
〈P˜n−2,m, xPn−1,m〉 = J˜1n−1,mIn−1,m − J˜2n−1,mΓn−1,m.
Using (4.18) for I˜n−1,m and (3.26) we obtain the following formula for the second
term
J2n−1,m〈P˜n−2,m, xPn−1,m〉 = J2n−1,mIn−2,mAn−1,m.(4.23)
Finally, the third term in (4.21) can be computed with the help of (3˜.13),
〈P˜n−2,m−1, xPn−1,m〉 = J˜1n−1,m−1〈P˜n−1,m−1,Pn−1,m〉 − J˜2n−1,m−1〈Pn−1,m−2,Pn−1,m〉.
Notice that
〈P˜n−1,m−1,Pn−1,m〉 = I˜n−1,m−1Γn−1,m,
and using (3.14) for Pn−1,m, we get
〈Pn−1,m−2,Pn−1,m〉 = Γn−1,m−1Γn−1,m.
Thus we have
J3n−1,m〈P˜n−2,m−1, xPn−1,m〉 = J3n−1,mI˜n−2,m−1An−1,m−1Γn−1,m,
where in the last equality we used again (4˜.18). Combining the above equation, (4.22),
and (4.23), we obtain (4.20).
Lemma 4.7 (relations for J˜1n,m).
J˜1n,m = I

n−1,mAn,mIn,m + I

n−1,mBn−1,mIn−1,mΓ˜n,m
+ In−1,mA

n−1,mIn−2,mΓ˜n−1,mΓ˜n,m + Γ˜

n−1,mJ˜
1
n−1,mΓ˜n,m.
(4.24)
Proof. We begin by eliminating P˜n−1,m and P˜n,m in (3˜.17) using (3˜.14) and (3˜.13),
J˜1n,m =I

n−1,m〈xPn−1,m, In,mPn,m + Γ˜n,mP˜n−1,m〉
+ Γ˜n−1,m〈J˜1n−1,mP˜n−1,m − J˜2n−1,mPn−1,m−1 − J˜3n−1,mPn−2,m−1, P˜n,m〉,
which simplifies to
J˜1n,m = I

n−1,mAn,mIn,m + I

n−1,m〈xPn−1,m, P˜n−1,m〉Γ˜n,m + Γ˜n−1,mJ˜1n−1,mΓ˜n,m.
In the above equation, (3.15) and (3˜.20) have been used. Next use (3.11) to elim-
inate xPn−1,m. All terms can be evaluated using (3.15)–(3.22) except the term
〈Pn−2,m, P˜n−1,m〉, which can be evaluated by applying (3˜.14) to P˜n−1,m.
Similar arguments show the next lemma.
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Lemma 4.8 (relations for J˜2n,m).
J˜2n,m =− (In−1,mAn,mΓn,m + In−1,mBn−1,mIn−1,mKn,m
+ In−1,mA

n−1,mIn−2,mΓ˜n−1,mK

n,m + Γ˜

n−1,mJ˜
1
n−1,mK

n,m).
(4.25)
Lemma 4.9 (relations for A˜n,m).
A˜n,m = I

n,m−1J
1
n,mIn,m − In,m−1J2n,mΓ˜n,m + Γ˜n,m−1A˜n−1,mΓ˜n,m.(4.26)
Proof. From (3˜.15) we obtain
A˜n,m = I

n,m−1〈yPn,m−1, P˜n,m〉+ Γ˜n,m−1〈yP˜n−1,m−1, P˜n,m〉.
Eliminate yPn,m−1 using (3.13) and yP˜n−1,m−1 using (3˜.11) leads to the result.
Again in an analogous fashion, we have the next lemma.
Lemma 4.10 (relations for B˜n,m).
B˜n,m−1 = In,m−1Γn,mJ
1
n,mIn,m−1 − In,m−1Kn,mJ2n,mIn,m−1
(4.27)
− Γ˜n,m−1J3n,mIn,m−1 − In,m−1J3n,mΓ˜n,m−1 + Γ˜n,m−1B˜n−1,m−1Γ˜n,m−1.
5. Christoffel–Darboux-like formulas. It is well known that the Christoffel–
Darboux formula plays an important role in the theory of orthogonal polynomials of
one variable. Using the connection between matrix orthogonal polynomials and two
variable orthogonal polynomials developed in section 3 we will present two variable
analogues of this celebrated formula.
Theorem 5.1 (Christoffel–Darboux formula).
P

n,m(x1, y1)An+1,mPn+1,m(x, y)− Pn+1,m(x1, y1)An+1,mPn,m(x, y)
x− x1
=
n∑
k=0
P

k,m(x1, y1)Pk,m(x, y)
=
m∑
j=0
P˜

n,j(x1, y1)P˜n,j(x, y).
Proof. The first equality follows from (3.11) and standard manipulations. The sec-
ond equality follows since both sums are reproducing kernels for the same
space.
An analogous result holds for the reverse lexicographical ordering. The above
Theorem also implies the next lemma.
Lemma 5.2.
(5.1)
P

n,m(x1, y1)An+1,mPn+1,m(x, y)− Pn+1,m(x1, y1)An+1,mPn,m(x, y)
= (x− x1)P˜n,m(x1, y1)P˜n,m(x, y)
+ Pn,m−1(x1, y1)An+1,m−1Pn+1,m−1(x, y)− Pn+1,m−1(x1, y1)An+1,m−1Pn,m−1(x, y),
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and
P

n+1,m+1(x1, y1)Pn+1,m+1(x, y)− Pn+1,m(x1, y1)Pn+1,m(x, y)
= P˜n+1,m+1(x1, y1)P˜n+1,m+1(x, y)− P˜n,m+1(x1, y1)P˜n,m+1(x, y).(5.2)
Proof. To prove the first formula let
Zn,m(x, y) = [1, y, . . . , y
m][Im+1, xIm+1, . . . , x
nIm+1],
and let Z˜n,m(x, y) be given by a similar formula with the roles of x and y, and n and
m interchanged. Then from the Christoffel–Darboux formula, Lemma 2.5, and (3.10)
we find
P

n,m(x1, y1)An+1,mPn+1,m(x, y)− Pn+1,m(x1, y1)An+1,mPn,m(x, y)
x− x1
= Zn,m(x1, y1)H
−1
n,mZn,m(x, y)
 = Z˜n,m(x1, y1)H˜−1n,mZ˜n,m(x, y)

= P˜n,m(x1, y1)P˜n,m(x, y) + Z˜n,m−1(x1, y1)H˜
−1
n,m−1Z˜n,m−1(x, y)
.
Switching back to the lexicographical ordering in the second term in the last equa-
tion implies the result. (5.2) can be obtained by using the equality of the sums in
Theorem 5.1 to find
P

n+1,m+1(x1, y1)Pn+1,m+1(x, y)−
m∑
j=0
P˜

n+1,j(x1, y1)P˜n+1,j(x, y)
= P˜n+1,m+1(x1, y1)P˜n+1,m+1(x, y)−
n∑
j=0
P

j,m+1(x1, y1)Pj,m+1(x, y).
Switching to the lexicographical ordering in the sum on the left-hand side of the above
equation and reverse lexicographical ordering in the sum on the right-hand side then
extracting out the highest terms and using Theorem 5.1 gives the result.
Remark 5.3. The above equations can be derived from the recurrence formulas in
the previous sections. (5.2) follows easily from (3.12) and Proposition 3.7. However,
the derivation of (5.1) is rather tedious.
6. Algorithm. With the use of the relations derived in the previous section we
develop an algorithm that allows us to compute the coefficients in the recurrence
formulas at higher levels in terms of those at lower levels plus some indeterminates
that are equivalent to the moments (see Theorem 7.1). More precisely, at each level
(n,m) we construct the matrices Kn,m, Γn,m, J
2
n,m, J
1
n,m, An,m, In,m, Bn−1,m, A˜n,m,
J˜1n,m, J˜
2
n,m, B˜n,m−1 and the polynomials Pn,m(x, y) and P˜n,m(x, y) recursively, using
the matrices at levels (n − 1,m) and (n,m − 1). In order to construct the above
matrices we will have need of the m× (m+ 1) matrix Um given by
Um = [Im|0] = [δi,j ] =
⎡
⎢⎢⎢⎣
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
⎤
⎥⎥⎥⎦
and the m × m elementary matrix Em,m having just one nonzero entry at (m,m).
The matrix norm used in that and the remaining sections is the l2 norm.
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At level (0, 0) we have just one free parameter (corresponding to h0,0 = 〈1〉), at
level (n, 0) (resp., (0,m)) we have two new parameters corresponding to h2n−1,0 =
〈x2n−1〉 and h2n,0 = 〈x2n〉 (resp., h0,2m−1 = 〈y2m−1〉, and h0,2m = 〈y2m〉), and,
if n > 0 and m > 0, we have four new parameters corresponding to the mo-
ments h2n−1,2m−1 = 〈x2n−1y2m−1〉, h2n−1,2m = 〈x2n−1y2m〉, h2n,2m−1 = 〈x2ny2m−1〉,
h2n,2m = 〈x2ny2m〉.
Level(0,0). When n = m = 0 we simply put
P0,0(x, y) = P˜0,0(x, y) = s0,0,(6.1)
where s0,0 is the new parameter corresponding to the moment 〈1〉.
Level(n,0). When m = 0, Pn,0 = (p
0
n,0) is just a scalar valued function in x and
clearly
P˜n,0 =
⎡
⎢⎢⎢⎣
p00,0
p01,0
...
p0n,0
⎤
⎥⎥⎥⎦ , i.e., p˜kn,0 = p0k,0.(6.2)
Thus In,0 = (0, 0, . . . , 0, 1) (1× (n+ 1) matrix).
To construct all other matrices at level (n, 0) from (n − 1, 0) we have two new
parameters, s2n−1,0 and s2n,0, corresponding to the moments 〈x2n−1〉 and 〈x2n〉.
We take An,0 = s2n,0 > 0 and Bn−1,0 = s2n−1,0. Then,
p0n,0 = A
−1
n,0(xp
0
n−1,0 −Bn−1,0p0n−1,0 −An−1,0p0n−2,0),(6.3)
and J˜1n,0 is the tridiagonal matrix
J˜1n,0 =
⎡
⎢⎢⎢⎢⎢⎣
B0,0 A1,0
A1,0 B1,0 A2,0
A2,0 B2,0 A3,0
. . .
. . .
. . .
An−1,0 Bn−1,0 An,0
⎤
⎥⎥⎥⎥⎥⎦ .
Level(0,m). In this case P˜0,m = (p˜
0
0,m) is a scalar function in y and
P0,m =
⎡
⎢⎢⎢⎣
p˜00,0
p˜00,1
...
p˜00,m
⎤
⎥⎥⎥⎦ , i.e., pk0,m = p˜00,k.(6.4)
We have two new parameters, s0,2m−1 and s0,2m, corresponding to the moments
〈y2m−1〉 and 〈y2m〉.
Clearly Γ0,m = Um, I0,m is the (m+ 1)× 1 matrix (0, 0, . . . , 0, 1).
We take A˜0,m = s0,2m > 0 and B˜0,m−1 = s2m−1,0. Then
p˜00,m = A˜
−1
0,m(yp˜
0
0,m−1 − B˜0,m−1p˜00,m−1 − A˜0,m−1p˜00,m−2)(6.5)
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and
J10,m =
⎡
⎢⎢⎢⎢⎢⎣
B˜0,0 A˜0,1
A˜0,1 B˜0,1 A˜0,2
A˜0,2 B˜0,2 A˜0,3
. . .
. . .
. . .
A˜0,m−1 B˜0,m−1 A˜0,m
⎤
⎥⎥⎥⎥⎥⎦ .
Level(n,m). If n ≥ 1 and m ≥ 1 we have four new parameters s2n−1,2m−1,
s2n−1,2m, s2n,2m−1, and s2n,2m, corresponding to the moments 〈x2n−1y2m−1〉,
〈x2n−1y2m〉, 〈x2ny2m−1〉, and 〈x2ny2m〉.
Computation of Kn,m. In Kn,m the only new entry is (Kn,m)m,n. (Everything
else can be recovered from the previous levels.) Indeed, if m > 1 we show below that
all rows except the last one can be obtained from (4.1). Notice that Γn,m−1Em,m = 0
and therefore
Γn,m−1 = Γn,m−1(Um−1Um−1 + Em,m) = Γn,m−1U

m−1Um−1.
But we know that Γn,m−1Um−1 is an invertible matrix, which allows us to rewrite
(4.1) as follows:
Um−1Kn,m = −(Γn,m−1Um−1)−1(J2n,m−1 +Kn,m−1B˜n−1,m−1)A˜−1n−1,m.
The matrix Um−1Kn,m is the (m− 1)×n matrix obtained from Kn,m by deleting the
last row.
Similarly, if n > 1 we can write
Γ˜n−1,m = Γ˜n−1,m(Un−1Un−1 + En,n) = Γ˜n−1,mU

n−1Un−1,
i.e., Γ˜n−1,m = U

n−1(Un−1Γ˜

n−1,m), and (4.2) can be rewritten as
Kn,mU

n−1 = −A−1n,m−1(J˜2n−1,m +Bn−1,m−1Kn−1,m)(Un−1Γ˜n−1,m)−1.
Thus the m× (n−1) matrix Kn,mUn−1, which is obtained from Kn,m by deleting the
last column, is known from the previous levels. This allows us to compute all entries
in the last row of Kn,m except (Kn,m)m,n. Finally we put (Kn,m)m,n = s2n−1,2m−1.
From the computation of Γn,m below we see that the parameters must be chosen so
that I −Kn,mKn,m is positive definite.
Computation of Γn,m. If ||Kn,m|| < 1, the matrix I − Kn,mKn,m is symmetric
and positive definite. Rewriting (3.24) as
I −Kn,mKn,m = (Γn,mUm)(Γn,mUm),
we see that Γn,mU

m (which is Γn,m except the last zero column) is the lower-triangular
factor in the Cholesky factorization of the matrix I −Kn,mKn,m.
Computation of J2n,m. The computation of J
2
n,m is similar to the computation of
Kn,m. First, if m > 1 we can write (4.3) in the form
Um−1J2n,m = (Γn,m−1U

m−1)
−1(−J1n,m−1Kn,m +Kn,m−1A˜n−1,m),
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which gives all entries of J2n,m except the entries in the last row. Rewriting equation
(4.4) as
J2n,mU

n−1 =−A−1n,m−1(J1n−1,mAn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1n−1,m
+ J2n−1,mK

n−1,mJ˜
2
n−1,m + J
3
n−1,mI

n−2,m−1J˜
3
n−1,m
+Bn−1,m−1J2n−1,m −An−1,m−1In−2,m−1A˜n−2,m
+An,m−1J3n,mI

n−1,m−1Kn−1,m)(Un−1Γ˜

n−1,m)
−1
allows us to compute everything except the last column of J2n,m.
Finally, we put (J2n,m)m,n = s2n−1,2m.
Computation of J1n,m. We put (J
1
n,m)m,m = s2n,2m−1 and (J
1
n,m)m,m+1 = s2n,2m
using the last two parameters. Everything else can be recovered from the previous
levels. Rewriting (4.13) as
Um−1J1n,m = (Γn,m−1U

m−1)
−1J1n,m−1Γn,m,
we get the matrix obtained from J1n,m by deleting the last row.
Consider now the (m + 1) × (m − 1) matrix Γn,mΓn,m−1. It is easy to see that
the last two rows of this matrix are zeros and deleting these two rows we obtain an
(m−1)× (m−1) upper-triangular matrix with positive entries on the main diagonal.
Therefore the matrix Um−1UmΓn,mΓ

n,m−1 is invertible. Since U

mU

m−1Um−1Um =
Im+1 − Em,m − Em+1,m+1, we can write
Γn,mΓ

n,m−1 = U

mU

m−1(Um−1UmΓ

n,mΓ

n,m−1).
Combining this with formula (4.14) we see that
J1n,mU

mU

m−1 = (J
1
n,m−1 + J
3
n,mK

n,m−1 + J
2
n,mK

n,mΓ

n,m−1)(Um−1UmΓ

n,mΓ

n,m−1)
−1.
The matrix J1n,mU

mU

m−1 is obtained from J
1
n,m by deleting the last two columns.
This completes the computation of J1n,m.
Computation of An,m. Let us denote by Mn−1,m the (m + 1) × (m + 1) matrix
obtained by adding the last row of J1n−1,m to the bottom of Γn−1,m. This is an
upper-triangular invertible matrix. Using (4.15) and the last row of (4.16) we obtain
a formula for Mn−1,mAn,m in terms of known matrices, which allows us to compute
An,m.
Computation of In,m. Writing (4.17) as
UmIn,m = −(Γn,mUm)−1Kn,mΓ˜n,m,
we can compute all entries of In,m except the last row. But the last row is simply
(0, 0, . . . , 0, 1), which completes the computation of In,m.
Computation of Bn−1,m. Similarly to An,m, we can combine (4.19) and the last
of (4.20) to obtain a formula for Mn−1,mBn−1,m in terms of known matrices.
We can compute A˜n,m, J˜
1
n,m, J˜
2
n,m, and B˜n,m−1 from (4.26), (4.24), (4.25), and
(4.27).
Finally, we compute Pn,m(x, y) using (3.13) and (3.12). Similar to the computa-
tion of An,m we obtain a formula forMn,mPn,m in terms of known expressions, where
Mn,m denotes the (m+1)×(m+1) matrix obtained by adding the last row of J1n,m to
the bottom of Γn,m. P˜n,m(x, y) can be computed from the relation (3˜.14) analogous
to (3.14) for P˜n,m.
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7. Construction of the linear functional. The above algorithm allows us
to find a linear functional given the coefficients in the recurrence formulas. More
precisely, we have the next theorem.
Theorem 7.1. Given parameters s0,0, . . . , s2n,2m ∈ R, we construct
• scalars Ai+1,0, Bi,0, i = 0, . . . , n− 1, and A˜0,j+1, B˜0,j, j = 0, . . . ,m− 1;
• j × i matrices Ki,j and J2i,j, i = 1, . . . , n, j = 1, . . . ,m;
• j × (j + 1) matrices J1i,j for i = 1, . . . , n, j = 1, 2 . . . ,m.
If
s2i,2j > 0 and ||Ki,j || < 1,(7.1)
then there exists a positive linear functional L such that
L(Pi,m,Pj,m) = δi,jIm+1 and L(P˜n,i, P˜n,j) = δi,jIn+1.(7.2)
The conditions (7.1) are also necessary.
Remark 7.2. The condition ||Ki,j || < 1 imposes restrictions on the parameters
si,j . In particular, it forces |s2i−1,2j−1| < 1 for i = 1, . . . , n, and j = 1, . . . ,m.
Proof. We construct the linear functional by induction. First, if n = m = 0 we
set
L(1) =
1
s20,0
and p0,0 = p˜0,0 = s0,0,
and thus L(p0,0, p0,0) = L(p˜0,0, p˜0,0) = 1.
If m = 0, we construct Pn,0 = p
0
n,0 using (6.3) and then we define
L(Pi,0,Pj,0) = δi,j .
This gives a well-defined positive linear functional on xj for j = 0, 1 . . . , n.
Likewise, if n = 0, we construct P˜0,k = p˜
0
0,k using (6.5) and define
L(P˜0,i, P˜0,j) = δi,j ,
which defines the linear functional on yj for j = 0, 1 . . . ,m. Thus formula (7.2) will
hold if m = 0 or n = 0.
Assume now that the functional L is defined for all levels before (n,m). We first
extend L so that
L(Pn,m−1, P˜n−1,m) = Kn,m.(7.3)
To check that the above equation is consistent with how L is defined on the previous
levels, note that
L(Γn,m−1Pn,m−1, P˜n−1,m) = Γn,m−1Kn,m,(7.4)
which follows from the construction of Kn,m and the definition of L on the previous
levels (see Lemma 4.1). Similarly, using the second defining relation of Kn,m (i.e., the
last row of (4.2)) we see that
L(Em,mPn,m−1, P˜n−1,mΓ˜n−1,m) = Em,mKn,mΓ˜

n−1,m.(7.5)
TWO VARIABLE POLYNOMIALS AND STRUCTURED MATRICES 139
Equations (7.4) and (7.5) show that (7.3) is automatically true except the equality of
the entries at (m,n) place (i.e., the definition of the linear functional on the previous
levels and the construction of Kn,m imply most of (7.3)). We use the (m,n) entry
to extend the functional on x2n−1y2m−1, i.e., we define L(x2n−1y2m−1) so that (7.3)
holds.
Using the same arguments as in the proof of (3.25) we show that
J3n,m = −Kn,mA˜n−1,m = −L(yPn,m−1, P˜n−1,m−1).(7.6)
Similar to Kn,m we can use the construction of J
2
n,m to extend the functional on
x2n−1y2m so that
J2n,m = −L(yPn,m−1, P˜n−1,m).(7.7)
Finally we use J1n,m to extend the functional on x
2ny2m−1 and x2ny2m in such a
way that
J1n,m = L(yPn,m−1,Pn,m).(7.8)
This completes the extension of the linear functional. It remains to show that the
orthogonality relations (7.2) hold. Recall that Pn,m is constructed by using (3.12) and
the last row of (3.13). The orthogonality relations in the previous levels and (7.3),
(7.6), and (7.7) imply that
L(Γn,mPn,m, P˜n−1,k) = L(Em,mJ1n,mPn,m, P˜n−1,k) = 0 for k = 0, 1, . . . ,m,
hence
L(Pn,m, P˜n−1,k) = 0 for k = 0, 1, . . . ,m.
From the last equation it follows that
L(Pn,m,Pk,m) = 0 for k = 0, 1, . . . , n− 1.(7.9)
It remains to show that
L(Pn,m,Pn,m) = Im+1.(7.10)
This can be derived from the two equalities
L(Γn,mPn,m, Γn,mPn,m) = Γn,mΓ

n,m,
L(Em,mJ
1
n,mPn,m, Pn,m) = Em,mJ
1
n,m.
Conversely, one can easily show that conditions (7.1) are necessary. Indeed, s2i,2j > 0
follows from the normalization in (3.2) that the coefficient of the highest term is
positive and (3.13). (3.24) shows thatKi,j must be a contraction, i.e., ||Ki,j || < 1.
Remark 7.3. The above construction gives simple criteria for the existence of a
one-step extension of the functional. That is, given moments so that there exists a
positive linear functional on
∏2n−2,2m ∪∏2n,2m−2, any set
{h2n−1,2m−1, h2n−1,2m, h2n,2m−1, h2n,2m}
that satisfies (7.1) can be used to extend the functional to
∏2n,2m
.
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8. Interpretation of the condition Kn,m = 0. In this section we classify
two variable orthogonal polynomials, which can be obtained as a tensor product of
two sets of (one variable) orthogonal polynomials. In other words, we want to see
when Pi,m(x, y) can be written as
Pi,m(x, y) = pi(x)
⎡
⎢⎣
p˜0(y)
...
p˜m(y)
⎤
⎥⎦(8.1)
for some orthogonal polynomials pi(x) and p˜j(y). The next proposition lists simple
implications of (8.1).
Proposition 8.1. Assume that (8.1) holds for i = 1, 2, . . . ,m. Then, for all
i = 1, 2, . . . ,m, and j = 1, 2, . . . , n, we have
Pi,j(x, y) = pi(x)
⎡
⎢⎣
p˜0(y)
...
p˜j(y)
⎤
⎥⎦ , P˜i,j(x, y) = p˜j(y)
⎡
⎢⎣
p0(x)
...
pi(x)
⎤
⎥⎦ ,(8.2)
and
(8.3)
Kij = 0, J
2
i,j = 0, Ai,j = aiIj+1, A˜i,j = a˜jIi+1,
J1i,j =
⎡
⎢⎢⎢⎢⎢⎣
b˜0 a˜1
a˜1 b˜1 b˜2
a˜2 b˜2 a˜3
. . .
. . .
. . .
a˜j−1 b˜j−1 a˜j
⎤
⎥⎥⎥⎥⎥⎦ , J˜
1
i,j =
⎡
⎢⎢⎢⎢⎢⎣
b0 a1
a1 b1 b2
a2 b2 a3
. . .
. . .
. . .
ai−1 bi−1 ai
⎤
⎥⎥⎥⎥⎥⎦ .
The scalars ai, bi−1 for i = 1, 2, . . . , n and a˜j , b˜j−1 for j = 1, 2, . . . ,m, are the coeffi-
cients in the three term recurrence formulas for the orthogonal polynomials pi(x) and
p˜j(y) respectively, i.e.,
xpi(x) = ai+1pi+1(x) + bipi(x) + aipi−1(x),(8.4)
yp˜j(x) = a˜j+1p˜j+1(y) + b˜j p˜j(y) + a˜j p˜j−1(y).(8.5)
Proof. If (8.1) holds, then the orthogonality 〈Pi1,m,Pi2,m〉 = δi1,i2Im+1 is equiv-
alent to
〈pi1(x)p˜j1(y), pi2(x)p˜j2(y)〉 = δi1,i2δj1,j2 .(8.6)
From this relation one can easily obtain (8.2) and (8.3).
Remark 8.2. Notice that if pi(x) and p˜j(y) satisfy (8.2) and c is a nonzero
constant, then the polynomials
qi(x) = cpi(x) and q˜j(y) = p˜j(y)/c(8.7)
also satisfy (8.2). Conversely, if two pairs pi, p˜j and qi, q˜j of scalar orthogonal polyno-
mials satisfy (8.2), then there is a nonzero constant such that (8.7) holds. Thus the
polynomials pi, p˜j are unique up to a multiplicative constant.
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Lemma 8.3. If Ki,j = 0 for i = 1, . . . , (n+1), and j = 1, . . . , (m+1), then (8.2)
holds for i ≤ n and j ≤ m.
Proof. The proof is by induction. This is obvious if n = 0 or m = 0. Assume now
that this is true for levels (n− 1,m) and (n,m− 1). We need to show that it is also
true for level (n,m). The induction hypothesis and Proposition 8.1 show that (8.2)
and (8.3) hold
• if i ≤ n− 1 and j ≤ m, or
• if i ≤ n and j ≤ m− 1.
In particular, An,m−1 = anIm. (3.24), (3.25), (4.1), and (4.2), combined with Ki,j = 0
for i ≤ n+ 1 and j ≤ m+ 1, imply that
Γi,j = [Ij |0], J3i,j = 0, and J2i,j = 0 for i ≤ n+ 1, j ≤ m.(8.8)
Using (8.8) and the defining relations (4.13)–(4.14) for J1n,m we see that J
1
n,m has
the form
J1n,m =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
b˜0 a˜1
a˜1 b˜1 b˜2
a˜2 b˜2 a˜3
. . .
. . .
. . .
a˜m−2 b˜m−2 a˜m−1
a˜m−1 c1 c2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(8.9)
for some scalars c1, c2. (4.15) combined with (8.3) and (8.8) shows that
An,m =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
an
an
an
. . .
an
d1 d2 . . . dm−1 dm d
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(8.10)
for some scalars d1, d2, . . . , dm, d. Plugging (8.9), (8.10), and An,m−1 = anIm into
(4.16) and comparing the entries on the last row, we get the equalities
a˜md1 = 0,
a˜md2 = 0,
...
a˜mdm−2 = 0,
a˜m−1an + a˜mdm−1 = ana˜m−1,
b˜m−1an + a˜mdm = anc1,
a˜md = anc2.
(8.11)
The first (m− 1) equations simply imply that d1 = d2 = · · · = dm−1 = 0.
Formula (4.4) (for J2n+1,m) becomes
0 = J1n,mA

n,mIn−1,m −An,m−1In−1,m−1A˜n−1,m.
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Using (8.3) we can rewrite the last equation as
J1n,mA

n,mIn−1,m = ana˜mIn−1,m−1.
On the other hand, from (4.17) it follows that for i ≤ n and j ≤ m all entries, except
(j+1, i+1), of the matrix Ii,j are equal to zero. Thus the last equality simply means
that the last column of the matrix J1n,mA

n,m is equal to (0, 0, . . . , 0, ana˜m)
. Using
(8.9) and (8.10) we see that the bottom two entries of the last column of the matrix
J1n,mA

n,m are a˜m−1dm and c2d, i.e., we have
a˜m−1dm = 0,
c2d = ana˜m.
(8.12)
The first equation implies that dm = 0, while the second one combined with (8.15)
implies that d2 = a2n and c
2
2 = a˜
2
m. Since all the numbers d, c2, an, and a˜m are positive,
it follows that d = an and c2 = a˜m. Finally notice that the (m − 1)st equation in
formula (8.11) gives c1 = b˜m−1. Thus we proved that
An,m = anIm+1 and J
1
n,m =
⎡
⎢⎢⎢⎢⎢⎣
b˜0 a˜1
a˜1 b˜1 b˜2
a˜2 b˜2 a˜3
. . .
. . .
. . .
a˜m−1 b˜m−1 a˜m
⎤
⎥⎥⎥⎥⎥⎦ .(8.13)
From the last formula and (3.12), (3.13), and (3.14), one can easily see that (8.2)–(8.3)
hold for i = n and j = m, which completes the proof.
As a corollary we get the following theorem.
Theorem 8.4. The following conditions are equivalent:
(i) For all n and m, Pn,m is a tensor product of scalar polynomials pk(x) and
p˜j(y), i.e., we have
Pn,m(x, y) = pn(x)
⎡
⎢⎣
p˜0(y)
...
p˜m(y)
⎤
⎥⎦ .(8.14)
(ii) Kn,m = 0 for all n,m = 1, 2, . . . .
Next we want to prove a finite analogue of Theorem 8.4, i.e., to give necessary
and sufficient conditions for (8.4) to hold up to a given level (n,m). We need the
following lemma.
Lemma 8.5. If Ki,j = 0 and (J
2
i,j)j,i = 0 for i = 1, . . . , n, and j = 1, . . . ,m, then
(8.2) holds if i < n and j ≤ m or if i ≤ n and j < m.
Proof. We prove the statement by induction. If n = 0 or m = 0 this is a trivial
statement. Assume now that this is true for levels (n− 1,m) and (n,m− 1). We will
show that it also holds for level (n,m). The induction hypothesis means that (8.2)
and (8.3) hold
• if i ≤ n− 2 and j ≤ m, or
• if i ≤ n− 1 and j ≤ m− 1, or
• if i ≤ n and j ≤ m− 2.
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As before, the condition Ki,j = 0 for i = 1, . . . , n and j = 1, . . . ,m implies that
J3i,j = 0 and Γi,j = [Ij |0] for i = 1, . . . , n and j = 1, . . . ,m.(8.15)
Formula (4.2) gives
J˜2n−1,m = 0,
which combined with (4.25) for J˜2n−1,m shows that
In−2,mAn−1,mΓ

n−1,m = 0.(8.16)
Using the induction hypothesis and (4.3)–(4.4) one can prove that J2n−1,m = 0. Indeed,
the right-hand side of (4.3) is obviously zero, while on the right-hand side of (4.4)
there are only two nonzero terms:
J1n−2,mA

n−2,mIn−3,m −An−2,m−1In−3,m−1A˜n−3,m.
Using (8.3) one can easily see that the above expression vanishes. This shows that all
entries of J2n−1,m are equal to 0, except probably (J
2
n−1,m)m,n−1, but we know that
this entry is 0, because this is one of the assumptions in the lemma.
Formula (8.3) and the defining relations (4.13)–(4.14) for J1n−1,m show that it has
the form
J1n−1,m =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
b˜0 a˜1
a˜1 b˜1 b˜2
a˜2 b˜2 a˜3
. . .
. . .
. . .
a˜m−2 b˜m−2 a˜m−1
a˜m−1 c1 c2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(8.17)
for some scalars c1, c2. (4.15) for An−1,m together with (8.3) imply
An−1,m =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
an−1
an−1
an−1
. . .
an−1
d1 d2 . . . dm−1 dm d
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(8.18)
for some scalars d1, d2, . . . , dm, d. Plugging (8.18) into (8.16) and using (8.15) we see
that d1 = d2 = · · · = dm = 0 and An−1,m is a diagonal matrix of the form
An−1,m =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
an−1
an−1
an−1
. . .
an−1
d
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.(8.19)
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Writing (4.16) for n− 1, plugging (8.17) and (8.19), and comparing the last two
entries on the last row we get the equalities
b˜m−1an−1 = an−1c1,(8.20)
a˜md = an−1c2.(8.21)
The first equality gives c1 = b˜m−1.
Finally, notice that the last column of the left-hand side of (4.4) must be 0, which,
in particular, implies that the last entry in the last column on the right-hand side of
(4.4) must be zero. Computing this entry we get
c2d− an−1a˜m = 0.(8.22)
(8.21) and (8.22) show that c2 = a˜m and d = an−1. Thus
An−1,m = an−1Im+1 and J1n−1,m =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
b˜0 a˜1
a˜1 b˜1 b˜2
a˜2 b˜2 a˜3
. . .
. . .
. . .
a˜m−2 b˜m−2 a˜m−1
a˜m−1 b˜m−1 a˜m
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
which combined with (3.13) shows that (8.2)–(8.3) hold also for i = n− 1 and j = m.
Similarly one can show that (8.2)–(8.3) hold for i = n and j = m− 1, completing the
induction.
Corollary 8.6. For given n,m ≥ 0, the following conditions are equivalent:
(i) For all i = 0, 1, 2, . . . , n, Pi,m is a tensor product of scalar polynomials pk(x)
and p˜j(y), i.e., (8.1) holds.
(ii) – Ki,j = 0 for all i ≤ n, j ≤ m;
– (J2i,j)j,i = 0 if i = n or j = m;
– (J1n,m)m,m+1 = A˜0,m and (J
1
n,m)m,m = B˜0,m−1.
9. Numerical examples. In this last section we give several numerical exam-
ples which illustrate the algorithm.
Example 9.1. Let us choose parameters si,j as follows:
s0,0 = 0.7543 s0,1 = 0 s0,2 = 0.4633 s0,3 = 0 s0,4 = 0.4997
s1,0 = 0 s1,1 = −0.1185 s1,2 = 0 s1,3 = −0.1128 s1,4 = 0
s2,0 = 0.4634 s2,1 = 0 s2,2 = 0.4681 s2,3 = 0 s2,4 = 0.4998
s3,0 = 0 s3,1 = −0.1128 s3,2 = 0 s3,3 = −0.1073 s3,4 = 0
s4,0 = 0.4997 s4,1 = 0 s4,2 = 0.4682 s4,3 = 0 s4,4 = 0.4997
First we apply the algorithm at levels (0, 0), (0, 1), (0, 2), (1, 0), (2, 0). (There is no
restriction on the parameters at these levels.) Next we compute K1,1 = [s1,1]:
K1,1 = [−0.1185].
Since |s1,1| < 1, K1,1 is a contraction and we can compute all other matrices and the
polynomials at level (1, 1). Then we proceed to levels (1, 2) and (2, 1). We obtain
K1,2 =
[
0
−0.1128
]
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and
K2,1 =
[
0 −0.1128] ,
which are obviously contractions, hence we can compute everything else at these levels
using the algorithm. Finally, at level (2, 2) we get
K2,2 =
[
0.0174 0
0 −0.1073
]
,
which again is a contraction and allows us to apply the algorithm.
The example described above corresponds to the following moment problem:
h0,0 = 1.7575 h0,1 = 0 h0,2 = 0.3773 h0,3 = 0 h0,4 = 0.1752
h1,0 = 0 h1,1 = −0.0447 h1,2 = 0 h1,3 = −0.0196 h1,4 = 0
h2,0 = 0.3773 h2,1 = 0 h2,2 = 0.0838 h2,3 = 0 h2,4 = 0.0395
h3,0 = 0 h3,1 = −0.0196 h3,2 = 0 h3,3 = −0.0087 h3,4 = 0
h4,0 = 0.1752 h4,1 = 0 h4,2 = 0.0395 h4,3 = 0 h4,4 = 0.0188.
Next we present an example of a moment problem which cannot be extended.
Example 9.2. Let us fix the free parameters at levels (0, 0), (0, 1), (0, 2), (1, 0),
(2, 0), and (1, 1) as follows:
Level (0, 0): s0,0 = 1;
Level (0, 1): s0,1 = 1/7, s0,2 = 2;
Level (0, 2): s0,3 = 1/3, s0,4 = 7;
Level (1, 0): s1,0 = 1, s2,0 = 3;
Level (2, 0): s3,0 = 0, s4,0 = 0.33;
Level (1, 1): s1,1 = 0.5, s1,2 = 0, s2,1 = 0, s2,2 = 1.
Applying the algorithm described in section 6, we obtain a functional L defined
on the space {xiyj : i+j ≤ 2} and the orthogonal polynomials P and P˜ corresponding
to this functional.
Computing K2,1 and K1,2 we obtain
K2,1 =
[
0.9997407262 s3,1
]
, K1,2 =
[−0.02749286996
s1,3
]
,
which shows that if we pick s3,1 and s1,3 with absolute value less than 1 and such
that K2,1 and K1,2 are contractions, we can extend the functional to the space {xiyj :
i+ j ≤ 3}. All other parameters at levels (0, 3), (1, 2), (2, 1), and (3, 0) can be chosen
arbitrary. (Of course s0,6, s2,4, s4,2 and s6,0 must be positive.)
Finally let us compute K2,2. Entry (1, 1) of this matrix is
(K2,2)1,1
=
−59.47189− 0.2717694× 10−10s1,3 + 0.1087078× 10−11s3,1s21,3 − 43.93372s3,1s1,3√
1− 1928.713s23,1)
√
1− 1.000756s21,3(1 + 1.237179× 10−14s1,3)
.
From the above formula it is clear that |(K2,2)1,1| > 1, which means that K2,2
is not a contraction. Thus, we see that the functional L cannot be extended to level
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(2, 2) no matter how we choose the parameters at levels (1, 2) and (2, 1). In particular,
it follows that L cannot be extended to the space of polynomials of (total) degree 3.
Remark 9.3. The above example shows that not every functional defined on
levels (n,m− 1) and (n− 1,m) can be extended to level (n,m) even if we modify the
parameters entering one step back in each direction, that is, at levels (n,m− 1) and
(n − 1,m). Several numerical experiments indicate that deforming the parameters
two steps back in each direction is enough to extend the functional. Whether this is
true or false in general is an interesting open problem.
Remark 9.4. Example 9.2 shows the simplest possible case of a moment problem
which cannot be extended to a level (n,m) even if we modify the parameters entering
one step back in each direction. More precisely, one can easily show that if n = 1 or
m = 1 the moment problem can always be extended by deforming just one parameter
entering one step back. Indeed, if, for example, m = 1, then Kn,1 is a 1 × n matrix.
The first (n − 1) entries are computed from (4.2). Notice that in this equation the
only matrix coming from level (n, 0) is An,0 = (s2n,0). Thus, if we make s2n,0 large
enough, Kn,1 will be a contraction.
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