INTRODUCTION
Eddy current testing is a widely used nondestructive evaluation (NDE) technique in which flaw information is extracted from the impedance change of a coil placed above a metal testpiece. Typical applications of eddy current NDE are the inspection of heatexchanger tubes in steam generators of nuclear power plants and detection of hidden corrosion in the lap-splices of aircraft skins. To obtain quantitative information about flaw size and shape, we would like to have a torward model which is able to predict the impedance change of a coil for different flaws in the test geometry. Analytical solutions exist for simple test geometry and flaws with good symmetry properties. However, for flaws with irregular shapes in complex geometry, an analytical solution usually is not available so we must find a numerical solution. There have been several numerical models in the literature, e.g., the finite element method [1] , the boundary element method [2] , and the volume integral method [3] [4] [5] . Those numerical models can be used in a wide range of applications with moderately complex geometry. However, numerical models are inherently computational intensive and thus arenot suitable for applications in which modeling speed has the first priority. One application of a fast torward model is to build fast eddy current simulators which can be used for educational purpose. Another application of the fast torward model is in the solution of the nonlinear inverse problern m which a large number of torward solutions must be computed.
In this paper we apply artificial neural networks to the eddy current torward modeling problem. Our method is based on a two-dimensional imaging model in which an eddy current probe is considered as a black box transforming a flaw conductivity change image to a complex impedance change image. The nonlinear mapping from the flaw image to the impedance change image can be learned by using neural networks based on a training data set. After the learning process of the neural networks is finished, they can be used to generate outputs for new inputs.
There are two major reasons to use a neural network torward model. First, the computational complexity ofmost numerical models is O(N 3 ), compared with O(N 2 ) for the forward computation of most neural networks, where N is the number of elements used in the forward model. This order of difference is significant when N is large. Second, the training data set for the neural network model can be obtained either theoretically or experimentally, which makes the neural network forward model capable of modeling complex geometry in which numerical models are hard to apply, but experimental measurements are still feasible.
The organization of the rest of the paper is as follows: first we explain the structure of the .neural network forward model, then we give brief introductions to the two neural network models we used: the multilayer perceptron (MLP) and the radial basis function (RBF) network. In the end of the paper we present some test results on both the MLP and the RBF neural networks.
DIAGRAM OF THE NEURAL NETWORK FORWARD MODEL
The structure of the neural network eddy current forward model is shown in Fig. 1 . The flaw image in Fig. 1 represents the two-dimensional conductivity change distribution of the flaw. If only cracks and voids are considered, a binary image can be used for the flaw image to reduce the complexity of the forward model. To reduce the size of the input image, i.e., to reduce the number of input features of the neural network, we use a twodimensional Haar transform to capture the major characteristics of the flaw image. The inputs to the neural network are the thresholded Haar transform coefficients of the flaw image. The Haar transform is a wavelet transform with the mother wavelet being the Haar wavelet. The multiresolution decomposition capability of the Haar transform makes it easy to separate the major features of the flaw image from less important details of the flaw image. To reduce the dimensionality of the output space, we use the low frequency components of the impedance change image in the Fourier domain as the outputs of the neural network. The complex impedance change image is then obtained by applying the inverse FFT to the neural network outputs. The validity of this approach comes from the fact the impedance change image is usually smooth due to the diffusive nature of eddy current. 
MULTll...A YER PERCEPTRON
The multilayer perceptron is one of the most widely used neural network models. A comprehensive discussion on the multilayer perceptron can be found in [6] . Herewe simply review some of its fundamental features. A multilayer perceptron has an input layer of sensory nodes (source nodes), one or more hidden layers of computational nodes, and an output layer of computational nodes. Nodes in adjacent layers are connected by synaptic weights. By changing the synaptic weights, we can change the functional form of the perceptron, and thus it can be used to approximate an unknown function. The multilayer perceptron isauniform approximator, which means it can be used to approximate any smooth function to arbitrary accuracy if enough hidden layer nodes are used.
The forward computation of a multilayer perceptron is done on a layer-by-layer basis. First, for each hidden layer node or output layer node, an activation level is computed as
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where v~l) (n) is the activation level of node j in layer l at the time instant n, w;;\n) is the synaptic weight between node j in layer l and node i in layer l -1 at time instant n , y,<Hl (n) is the output of node i in layer l-1 at time instant n, and P is the number of nodes in layer l -1. Apparently the activation level is the result of the innerproduct operation between the input vector (the vector containing all output values in layer l-1) and the weight vector of node j in layer l . The output of a hidden layer node or an output layer node is a nonlinear function of its activation level, which is usually called sigmoidal nonlinearity. A particular form ofthe sigmoidal function is the logistic function (2) which is a monotonic increasing function bounded in 0 to 1.
The training of a multilayer perceptron is usually done by using the backpropagation learning algorithm. The backpropagation algorithm is a gradient based iterative algorithm in which the learning error is propagated backwards through the network. Accordingly, the synaptic weights of the output layer are updated first, and then the synaptic weights of the hidden layer next to the output layer, and so on. The synaptic weight update equation in the backpropagation algorithm is given by w;;) (n + 1) = w;;
where 17 is a learning rate parameter, and ö?) (n) is the local gradient for node j in layer l . For an output layer node, the local gradient is given by (4) where d 1 (n) is the desired output of output node j , and o 1 (n) is the actual output of output node j, i.e., o /n) = y~L) (n). Fora hidden layer node, the local gradient is given
The above equation indicates that the local gradient for node j in layer l is related to the local gradients and synaptic weights for all nodes in layer l + 1. Therefore, it can be computed only after the local gradients in the next layer have been computed. Consequently, the computation of the backpropagation algorithm is also on a layer-by-layer basis, starting from the output layer.
One major disadvantage of the backpropagation algorithm is that it is slow in convergence, especially for large-scale problems. The slow convergence is a result of using the gradient based weight update formula since gradient based methods tend to remain near local minima. To improve the convergence performance of the original backpropagation algorithm, we have used several modifications such as adding a momentum term, using an asymmetric sigmoidal function like hyperbolic tangent instead of logistic function, and applying the Delta-Bar-Delta learning rule [6] to adaptively control the learning rate for faster convergence. Our experience has shown that those modifications, especially the Delta-Bar-Delta learning rule, can significantly improve the convergence speed of backpropagation. However, due to its inherent local optimization property, the learning of the backpropagation algorithm is still too slow for problems like the eddy current forward modeling. Our experience has shown that the learning time becomes impractical even when the training data set only contains several examples.
RADIAL BASIS FUNCTION NEURAL NETWORK
The radial basis function (RBF) neural network is another important class of feedforward layered neural networks. An RBF network has one input layer, one hidden layer and one output layer. The nonlinearity of an RBF network is implemented in the hidden layer. The output layer of an RBF network is a linear layer, compared with the nonlinear output layer in a multilayer perceptron. The major application of an RBF network is functional approximation, i.e., to approximate an unknown function given the values of the function on some sample data points. This approximation problern is ill-posed because much of the information of the function is not available so there are many possible solutions. To deal with the ill-posedness of the approximation prob lern, regularization schemes must be applied to incorporate a priori information in the solution. The RBF network can be thought as one solution of this regularization problem. It is also a uniform approximator.
The output of a hidden layer node in an RBF network is given by i P, (X) = g (llx-ci II). (6) where X is the input vector, g <II· · ·II) is a radial basis function, and C 1 is the center vector of the radial basis function. Usually the norm used in (6) is the 2-norm, or the Euclidean distance. There are many possible forms for the radial basis function g . However, the most widely used is the multivariate Gaussian G, (X)= exp[ --i(X-Ci)I:,-1 (X-Ci)]. (7) where Ci is the center of the Gaussian function, and I:, is the covariance matrix of the multivariate Gaussian functiono lt is clear that Ci determines the location of the Gaussian function and I:, determines the shape of the Gaussian functiono As mentioned above, the output y 1 of node j in the output layer is a linear combination of the outputs in the hidden layer (8) where w 1 , is the linear weight connecting node j in the output layer and node i in the hidden layero
The training ofthe RBF network finds the optimal values for Ci, I:,, w, 1 so as to minimize the learning erroro In general, a nonlinear optimization algorithm must be used for the training of the hidden layer parameters, and a linear optimization algorithm must be used for the output layer parameterso In the literature, there are various learning algorithms [6] [7] [8] proposed for the RBF network in different applicationso For our particular problem, we considered two cases
Case 1: Small Number of Training Sampies
In this case, we can simply use the training sample inputs as the centers for the radial basis functions, ioeo, Ci = XI' i = 1, 0 0 0 ' M' (9) where X 1 are the input vectors of the training samples, and M is the number of training sampleso The shape of the multivariate Gaussian function is decided by a diagonal covariance matrix I:= diag {o}, cri, oo•, er!}, (10) d where N is the number of inputs, 0"; = ~ , i = 1, · · ·, N , and d is the maximum v2M distance between centers of Gaussian functionso In this case, the equal potential surface of each multivariate Gaussian function is a hypersphereo To decide the optimal output layer weights, we need to solve
where Y is a matrix containing the desired outputs given by the training samples, G is a matrix containing hidden layer outputs, and W is the matrix containing output layer weights. Because in this case the number of hidden layer nodes is equal to the number of training samples, Equation (11) is well defined (equal number of equations and unknowns) and can be solved directly (12) where the matrix inversion can be done by using LU decomposition and backsubstitution.
Case 2: Large Number of Training Sampies
In this case, we can not use training sample inputs as centers for RBFs because this willlead to a network with a large number of hidden layer nodes which is slow and difficult to train. To reduce the number of centers, we use the K-Mean algorithm to find K duster centers in M training samples with K much smaller than M . For the K multivariate Gaussian functions, the diagonal covariance of (10) can still be used, however, now we Iet d,
is the maximum distance between the RBF centers in the i th dimension. As the result of (13), the equal potential surface of each multivariate Gaussian function becomes a hyperellipse. In this case, the optimal output layer weights can not be computed directly because now there are more equations than unknowns in (11) so that the problern is overdetennined. We can use a Least Mean Square (LMS) algorithm to iteratively compute the optimal output layer weights
where w 1 , is the weight between output layer node j and hidden layer node i , y 1 is the desired output of output layer node j , o 1 is the actual output of the output layer node j , g, is the output of the hidden layer node i , and 11 is a leaming rate parameter. A disadvantage of (14) isthat it is much slower than the direct matrix inversion in (12).
NUMERICAL RESUL TS
To illustrate some properties of the neural network forward model, we numerically tested both the MLP and the RBF models. The frrst test was to exarnine the generalization property of MLP. We used a short crack and a lang crack and the corresponding impedance change images as a training data set to train a three layer perceptron. After the learning process was finished, a crack with medium length was used to test the perceptron. The outputs of the neural network model were then compared with exact solutions obtained by using a volume integral model with wavelet expansion [9] . The training data set and the test results for the frrst test are shown in Fig. 2 . As can be seen in Fig. 2 , the impedance change images given by the neural network model are rather close to the exact results, although some minor differences are still visible.
Although the test on the generalization property of MLP is rather satisfying, our experience indicates that it is not a practical metbad to our particular problern due to its extreme slow convergence speed. lt is only useful when the number of training samples in the training data set is very small. On the other hand, our experience has shown that the learning process of the RBF network is rather fast even for a relatively large training data set. Fig. 3 gives a training example of the neural network forward model based on an RBF net. In this training process, we used 36 slots with various length and width and 6 holes with various radius as training flaws. To find the impedance change images for the 42 flaws, we used the volume integral method code. The computation of the 42 forward problems took about 10 hours of CPU time on a DEC 5000 workstation. Then we trained an RBF network using these 42 training samples. The learning process took about 45 seconds using the Case 1 algorithm and it only took 30 seconds for the RBF forward model to regenerate the 42 training samples. Compared with the 10 hours used by the numerical model, this is over one thousand times of speed improvement. To test the generalization capability of this RBF forward model, we used an elliptical test flaw which was not used in the training data set. The output of the RBF forward model and the exact outputs are compared in Fig. 4 . As can be seen in Fig. 4 , it is very difficult visually to teil the difference between the RBF outputs and the exact outputs from the images. Therefore, we made some quantitative comparison. The normalized maximum error between the two results is 1.6%, and the normalized mean square error between the two results is only 0.32%. We judge this accuracy to be acceptable for most real world applications.
CONCLUSIONS
In this paper we used neural networks to build fast eddy current forward models. Our numerical results have shown that those models can give several orders of speed improvement over traditional numerical models. Wehave found that one important step in applying this method is to create a proper training data set. For the two neural network models we studied, the RBF net is considered more practical due to its fast learning process, although the generalization property of MLP may be better.
