In the present paper we will sketch q-analogues of the theory of variation diminishing * qkernel using a recent development in q-Bessel Fourier theory. A q-analogue of the Macdonald function was introduced which plays a centrale role on our work.
Introduction
A real entire function Ψ(s) is said to be in the Laguerre-Pólya-Schur class, if Ψ(s) can be expressed in the form Ψ(s) = Ce (1 + δ ν s)e −δν s where C > 0, γ ≥ 0, δ, δ ν real, δ 2 ν < ∞. We denote by E the Laguerre-Pólya-Schur class and by E e the subset of even functions of E.
A measurable function G(t) on (−∞, ∞) such that f (x − t)h(t)dt.
We denote by V * the set of all variation diminishing *-kernels. Recall that the Fourier transform is defined as follow FG(x) = In 1948, I. J. Schoenberg proved the following result [9, 10] :
is a bijective operator.
The Hankel transform is defined as follows
where j ν (.) is the normalized Bessel function. Denote by ⋆ the convolution product associated to the Hankel transform. V ⋆ is defined exactly as V * but we replace (−∞, ∞) by (0, ∞) and dt by t 2ν+1 dt.
In 1959, I. I. Hirshman proved that [5] Λ
For 0 < q < 1, the q-Fourier Bessel transform also called q-Hankel transform is defined as follows
where j ν (., q 2 ) is the normalized q-Bessel function of Hahn-Exton. Denote by * q the q-convolution product associated to the q-Hankel transform. In this paper we prove that Λ * q : E e → V * q , Ψ(s) → 1 F q,ν Ψ(is) is a bijective operator.
We introduce the q-Macdonald function and study some of its properties in particular its behaviour at 0 and ∞. This function plays a central role in the proof of our result.
Preliminaries and q-Bessel Fourier transform
Throughout this paper, we consider 0 < q < 1 and ν > −1. We adopt the standard conventional notations of [4] . We put R + q = {q n , n ∈ Z} and for a complex number a
The q-derivative of a function f is defined for x = 0 by
The Jackson's q-integrals from 0 to a and from 0 to ∞ are defined by [6] 
Also we have the following identity
We set
The normalized q-Bessel function of Hahn-Exton is defined as follows [8] 
In [1] , the authors proved the following results
and the function x → j ν (ax, q 2 ) is a solution of the following q-differential equation
where ∆ q,ν is the q-Bessel operator
The q-Bessel Fourier transform F q,ν is defined by [1, 3, 7 ]
The space L q,p,ν , 1 ≤ p < ∞ denote the sets of real functions on R + q for which
is finite. Similarly L q,∞ is the space of real functions on R + q for which
The spaces C q,0 and C q,b denote the set of functions defined on R + q and lim n→∞ f (q n ) exists, which are respectively vanishing at infinity and bounded. These spaces are equipped with the topology of uniform convergence. The q-Wiener algebra
is a subspace of C q,b and
If f ∈ L q,1,ν then F q,ν f ∈ C q,0 and
where
The q-Bessel Fourier transform F q,ν : L q,2,ν → L q,2,ν defines an isomorphism and for all functions
The q-Bessel translation operator is given by
This operator can be written as follows
The q-convolution product is given by
and
Let 1 ≤ p, p ′ , r such that
Similarly if f ∈ L q,1,ν and g ∈ L q,1,ν then
The next results concern approximates identities.
The q-Gauss kernel is defined by
where e(., q) is the q-exponential function
We conclude this section by the following result [2] :
where ., . denotes the inner product on the Hilbert space L q,2,ν .
Remark 1 Let v > 0 and suppose that the following integrals are finite
Elementary kernel
A real function f defined on R + q is said to have at least n changes of sign if there exist numbers
f has exactly n changes of sign if it has at least n changes of sign and does not have at least n + 1 changes of sign. The number of changes of sign of f is denoted by
has one of the values 0, 1, . . . or +∞.
Lemma 1 If f is a function defined on R + q such that either
Proof. We use the fact that
Corollary 1 If h is a function defined on R + q , and if Ω is a positive function such that either
Definition 2 Consider the functionm
This function can be viewed as a q-version of the Macdonald function [11, p. 434] .
For a > 0, let us set
In particular if a ∈ R + q then g a (x) = a 2(ν+1) K ν (ax).
Theorem 1
The function g a ∈ L q,1,ν and we have
In addition, the function g a satisfies the following q-difference equation
Proof. We will show that K ν ∈ L q,1,ν . There are three cases: i. ν > 0; ii. −1 < ν < 0 and iii. ν = 0.
Case i. For x < 1 we have
On the other hand, for x > 1 we have
where u(t) = ∆ q,ν 1 + t 2 −1 a bounded function on R + q . We get
We conclude that
This proves that K ν ∈ L q,1,ν and then (11) is a simple consequence of the inversion formula (5). To justify ( * ) we use Remark 1.
Case ii. In fact lim x→0 K ν (x) exists and then
Using the same method as in case i we prove that
But to justify ( * ) we use (10).
Case iii. For x < 1 we have
The proof is identical to case ii. Now to prove the second result (12) we write
Note that
This achieves the proof.
Proof. By (6) and (7) we see that h ∈ L q,1,ν and we have
.
By (5), we have
and so
Using (1) we can see that
We note that the last equality is justified by (5).
Definition 3
The modify q-Bessel function is defined as follows
Remark 2 The function I a : x → I ν (ax) satisfies 1 − ∆ q,ν a 2 I a (x) = 0.
Proof. In fact
This proves the result.
Theorem 2 For a > 0, g a is a variation diminishing * q -kernel.
Proof. We note that if
If f ∈ A q,ν , then by the use of Proposition 1 and the fact that lim x→∞ 1/I(ax) = 0, lim
If f ∈ C q,b then by (3) there exists a sequence of functions f n ∈ A q,ν such that
Let h n = g a * q f n . On the first hand, we have by the Lebesgue limit theorem lim
On the other hand, we have, for each n,
and by passage to the limit, we have
Composite kernels
In this section we give a complex variation diminishing * q -kernel using the results proved in preceding section.
Lemma 2 If K 1 and K 2 are variation diminishing * q -kernels then K = K 1 * q K 2 is also a variation diminishing * q -kernel.
Which achieves the proof.
Lemma 3 If h is a variation diminishing
Proof. By (9) we get lim n→∞ h − h * q k n q,1,ν = 0. Since h is variation diminishing * q -kernel we
, this proves the result.
Remark 3
The function g a is a variation diminishing * q -kernel and
then g a (x) ≥ 0 for all x ∈ R + q . Using (2) we see that
Now if there exists x ∈ R + q such that g a (x) = 0 then we get g a (x/q) = g a (qx) = 0 and then g a (t) = 0, ∀t ∈ R + q , but this is impossible. This proves that
In particular K ν (x) > 0, ∀x ∈ R + q .
Theorem 3 Let c ≥ 0 and 0 < a 1 ≤ a 2 ≤ . . . where
Proof. By (6) and (7) if E n (t) is of the form
Note that if n is sufficiently large then 1/E n ∈ L q,1,ν and therefore
and define the function
Since 1/E ∈ L q,1,ν we deduce that F q,ν (G)(x) = 1/E(x). On the other hand (4) implies that
Note that G(t) ≥ G n (t), ∀t ∈ R + q (see Remark 4). Fubini's theorem leads to
Given f ∈ C q,b . From (8) we get
By the use of (13) we see that
and thus if n is sufficiently large we get
The term e ct 2 is the limit as n tends to infinity of
On the other hand if n tends to infinity then the limit of
then we have [1] .
this proves the result.
Remark 4 Our goal is to prove that
This function belongs on L q,1,ν and Corollary 2 implies that
is a solution of the following q-difference equation
Now its easy to see that G(x) ≥ G n (x).
Order properties
In this section we discuss some properties of the variation diminishing kernel.
Proposition 2
The q-Macdonald function K ν satisfies the following properties a. For all x ∈ R + q we have
b. For all x ∈ R + q we have
Proof. The q-Wronskian was introduced in [2] as follows
where Λ q f (x) = f (qx), and we have
Using the following relation
we prove (a.) and (b.). The fact that lim Proposition 3 Let G a variation diminishing * q -kernel. Let a ∈ R + q . Then G(x)/g a (x) does not have a local minimum in R + q .
Proof. We first note that
has at most one change of sign in R + q . It follows since G is a variation diminishing kernel that
has at most one change of sign for x ∈ R + q . Since
we deduce that
Let c → 0 we deduce that
has at most one change of sign. On the other hand
Let us set
The fact that g a and G belong to L q,1,ν leads to
Now if G(x)/g a (x) have a local minimum in c ∈ R + q then H(x) would have some negative values to the left of c and some negative values to the right of c and then D q H(x) would have some positive values. Using (14) we see that D q H(x) would have some negative values. In the following we will show that lim
and then D q H(x) would have some negative values, but this is impossible because
has at most one change of sign. To prove (15) we use Proposition 2. We have
which proves the result.
Theorem 4
There is a value a ∈ R + q such that
Proof. Proposition 3 implies that for a given a ∈ R + q , the function G(x)/g a (x) is either nondecreasing on R + q or it is non-increasing. In the second case the theorem holds true. Now we discuss the first case. Suppose that for every a ∈ R + q the function G(x)/g a (x) is non-decreasing.
So G(x)x 2ν is non-decreasing but this is impossible because G ∈ L q,1,ν . Using the same idea for −1 < ν < 0 where
witch achieves the proof.
is analytic in the disc |z| < a.
Proof. We have
According to Proposition 2 we get
In [2] the authors proved that there exist M > 0 such that
Which implies that there exist M ′ > 0 such that
From Theorem 4 we see that there exists a ∈ R + q such that G(x) = O g a (x) and then there exists M ′′ > 0 such that
This proves that z → F q,ν (G)(z) is analytic in the circle |z| < a.
Variation diminishing kernel
Lemma 4 Let G(x) be a variation diminishing * q -kernel. Let f (x) be a real function on R + q such that for all y ∈ R + q the integral
The following theorem is a special case of a theorem of Pòlya [10] Theorem 5 Let ϕ(t) be analytic for |z| ≤ r for some r > 0. If there exists a sequence of polynomials P n (z) of the form
where the a nj are positives, such that lim n→∞ P n (t) = ϕ(t) uniformly in the circle |z| ≤ r, then ϕ(z) is of the form
where c is non-negative, the a j are positives and j a −2 j < ∞.
Theorem 6
The following operator
Proof. According to Corollary 3 it follows that there exist a ∈ R + q such that
is analytic in the circle |z| < a. On the other hand F q,ν (G)(0) = 1. It follows that if
then there exist 0 < ρ < a such that Ω(t) is analytic in the circle |t| < ρ. The function Ω(t) is even, then we have Ω(t) = ∞ k=0 w k t 2k . Using the following formula [1]
we obtain
and then
For ǫ > 0 let us set p ǫ,n (r) = (ǫ − r)(2ǫ − r) . . . (nǫ − r). Applying p ǫ,n (−∆ q,ν ) to both sides we obtain ∞ 0 ∞ 0 G(x) p ǫ,n (−∆ q,ν )Ω(t)j ν (zt, q 2 ) D ν (x, y, z)z 2ν+1 d q zx 2ν+1 d q x = p ǫ,n (y 2 )j ν (ty, q 2 ).
For t = 0 we get
where q ǫ,n (z) = p ǫ,n (−∆ q,ν )Ω(t)j ν (zt, q 2 )
t=0
By Lemma 4, n = V [p ǫ,n (y 2 )] ≤ V [q ǫ,n (z)] which implies that q ǫ,n is an even polynomial of degree 2n has only real zero. Letting ǫ → 0 we obtain q n (z) = q 0,n (z) = ∆ n q,ν Ω(t)j ν (zt, q 2 ) t=0 which is an even polynomial of degree 2n has only real zero. Since n−j q (n−j)(n−j+1) (q 2ν+2 , q 2 ) n−j (q 2 , q 2 ) n−j w j z 2n−2j .
Let σ ν = (q 2ν+2 , q 2 ) ∞ (q 2 , q 2 ) ∞ and define
(−1) j q j 2 (q 2ν+2 , q 2 ) n−j (q 2 , q 2 ) n−j w j z 2j .
Q n (z) has only real zero and using Theorem 5 we see that
Which proves that L q • Λ * q : V * q → E e is an injective operator, where L q is defined as follows
γ n q n 2 s 2n .
According to Theorem 3 we see that Λ * q : E e → V * q is also injective. Note that Λ 2 * q = id and thus L q : E e → E e is injective. In particular
is bijective, which proves that
is also bijective. In the end Λ * q : V * q → E e is bijective because L q −1 • L q • Λ * q = Λ * q , which proves our result.
