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Preserving biodiversity and ecosystem stability is a challenge that can be pursued through modern
statistical mechanics modeling. Here we introduce a variational maximum entropy-based algorithm
to evaluate the entropy in a minimal ecosystem on a lattice in which two species struggle for
survival. The method quantitatively reproduces the scale-free law of the prey shoals size, where
the simpler mean-field approach fails: the direct near neighbor correlations are found to be the
fundamental ingredient describing the system self-organized behavior. Furthermore, entropy allows
the measurement of structural ordering, that is found to be a key ingredient in characterizing two
different coexistence behaviors, one where predators form localized patches in a sea of preys and
another where species display more complex patterns. The general nature of the introduced method
paves the way for its application in many other systems of interest.
I. INTRODUCTION
The general formulation of statistical mechanics and
information theory opened the way of physics to com-
plex systems. The entropy definition is the basis of both
theories. Although the concept of entropy first appeared
in thermodynamics, it has been adapted to other fields
of study, including economics, biophysics, and ecology.
In this work, we focus our attention on an ecologi-
cal system and its entropy, which we show to be pivotal
in understanding how the phenotype, the characteristics
of an organism resulting from the interaction between
its genotype and the environment [1, 2], discriminates
and provides information about survival and extinction
of species. This is a very important effort that must be
pursued in order to prevent ecological disasters.
In a very general way, entropy is a property of the dis-
tribution function out of which the states of the system
have been drawn. It is the capacity of the data to pro-
vide or convey information [3]. Consequently, knowing
the entropy allows us to set limits on the information we
can extract from observations and to the predictability
of the system. It has been widely used to study infor-
mation transport in neural networks [4, 5] and in flocks
of birds[6–8], complexity and hierarchy in written lan-
guages [9] and risk analysis in financial markets [10, 11].
In particular, predictability plays a very important role
in economics where the awareness of markets entropy al-
lows us to maximize the investment profits [10]. Recently,
entropy has been exploited in inference problems, with
great results in biological phenomena, such as bacterial
growth [12, 13], evolution [14] and protein folding [15].
Here, we show how entropy is crucial also in the con-
text of ecological systems. Ecosystems can be defined as
a community of living organisms in conjunction with the
environment [16, 17], where the latter affects the organ-
isms without being in turn influenced by them [18]. On
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the other hand, all living beings within the ecosystem
are interdependent, in fact, variations in the size of one
population influence all others. This is particularly clear
for prey and predator dynamics. In fact, if the number
of preys in an ecosystem grows, predators will respond to
the supply of available food by increasing their number.
The growth of predator number will reduce preys until
the system can no longer sustain the predator popula-
tion. The process has either to attain a steady state or
to end in species extinction. In order to avoid extinction,
both preys and predators need to optimize their pheno-
types: predators must, for example, adapt for improving
efficiency in hunting to catch enough food to ensure sur-
vival. Prey species, on the other hand, must be proficient
in escaping their predators and reproduction; if enough of
them are to survive for the species to endure [19–21]. Dis-
turbances, which are perturbations that move the system
away from its steady state [22], may affect species phe-
notypes. Such disturbances can originate from changing
of environmental variables such as temperature and pre-
cipitation or in modifications of the populations, like the
appearance/disappearance of a species. Besides the the-
oretical challenge of understanding the behavior of that
kind of complex systems, worthy of notice is also the
practical importance of predicting the response to per-
turbations, particularly the ones produced by humans.
Relevant cases are the fight against parasites in agricul-
ture [23] and the perturbations in sea populations due
to fishing activities [24]. From the groundbreaking works
of Lotka [25] and Volterra [26] ecosystem modeling has
been addressed in various ways, from sets of differential
equations [27–29] to simulations on lattice [30–32].
Taking inspiration from the work of Dewdney [33] we
modeled the simplest nontrivial ecosystem in which two
species struggle for survival. Sharks (predators) and
fishes (preys) occupy the nodes of the toroidal 2D lat-
tice; they can move, reproduce and hunt. The rules of the
model resemble the ones described by Mobilia et al. [34]
and are introduced in Sec. III A. This system has been ex-
tensively studied and several critical behaviors have been
observed [35, 36].
Measuring the entropy of this kind of complex system
2without any explicit expression for a prior probability
distribution is very challenging [37]. In fact, the Shannon
definition of entropy relies on the system probability dis-
tribution P , which depends on all the degrees of freedom
of the system [38]. The entropy measurement requires a
fine sampling of this function, becoming not affordable
even for small lattices.
The Maximum Entropy (MaxEnt) technique has been
developed in order to obtain an approximation for the
probability distribution. Given a set of observables xi
that partially describes the inquired system, MaxEnt
algorithm allows finding the less structured probability
distribution that reproduces the chosen set of the real
system observables. This technique was firstly intro-
duced by Jaynes [39] in 1957, but it reached an outstand-
ing interest only recently thanks to the availability of a
huge amount of experimental and numerical data. Max-
Ent has been successfully applied to countless problems,
both in equilibrium and out-of-equilibrium systems [40];
among them, the prediction of protein amino acid con-
tacts [15, 41] and the analysis of neural networks [42] are
of particular interest. However, even if MaxEnt enables
one to extract an analytic expression for the probability
distribution, computing the associated entropy is still a
major issue [7].
In sec. II A we outline how it is possible to obtain
the exact entropy of the MaxEnt probability distribution
taking advantage of all the data generated during the
convergence of the algorithm, without any further time-
consuming computation. Furthermore, in sec. II B, we
introduce a least entropy principle that justifies the use of
the MaxEnt distribution as a truncation of a series that
converges toward the real entropy of the system. Avail-
ing the variational principle, the approximation on the
resulting entropy is of second order. While the method
is formally derived for dealing with equilibrium systems,
in sec. III we apply it to the study of an ecosystem. In
sec. III D we examine the insights the entropy provides
and discuss its limitations in the case of a non-equilibrium
steady-state system, like the one we treat. Although we
apply this method only to the introduced ecosystem, it
is very general: it can be used whenever it is possible to
define a probability distribution on a site model.
A. Maximum Entropy
The MaxEnt framework we are going to discuss can
deal with any stochastic process defined on a graph com-
posed of M nodes. Each node is in one out of q possible
states. If we indicate with P the probability that the
system is in a given configuration the entropy is defined
accordingly to Boltzmann-Shannon as:
S[P ] = −〈lnP 〉P , (1)
where 〈·〉P indicates the average over the P probability
distribution.
The standard MaxEnt algorithm consists in maximiz-
ing S[P ] with respect to P in presence of a set of N con-
straints. The restraints are the set of observables {x}
N
i=1
that best describes the system; in other words, some de-
grees of freedom are fixed and the entropy is maximized
among the remaining ones in order to have the broad-
est possible probability function. Each observable xi is
a generic function that associates any possible configura-
tion of the system to a real number. Note that the index
i identifies the observable in the set of constraints, not
the specific site on the graph, as the xi observable can
be a function of more than one node, e.g. the average
dimension of clusters of nodes in the same state.
Defining the auxiliary Lagrange functional Φ as:
Φ[P, λ1, · · · , λn] = −S[P ] +
N∑
i=1
λi 〈xi〉P , (2)
the correct constrained maximum entropy distribution
P ∗ is found solving the set of equations:
δΦ
δP ∗
= 0 (3a)
〈xi〉P∗ = x¯i ∀i = 1, . . . , N (3b)
where x¯i is the measured expected value of xi. Eq. (3)
is very hard to solve, even numerically, since P depends
still on qM variables. P can be used to define an auxil-
iary effective Hamiltonian, according to the Boltzmann
definition:
P (~σ) =
e−H(~σ)
Z
,
where ~σ represents the configuration and Z the partition
function that normalizes P .
Eq. (3a) is solved by the Hamiltonian [39]:
H =
N∑
i=1
λixi, (4)
where λi are fixed so that the expectation values of xi
respect the bounds over the real observables.
The values of λi can be obtained analytically only in
very few cases. The simplest one is the mean-field solu-
tion, where only one-body observables are constrained,
e.g. the numbers of nodes in each state. In the latter
case the number of observables is equal to the number
of states q and the Lagrange multipliers that satisfy the
imposed constraints are:
λi = − ln
( x¯i
M
)
. (5)
The passages to prove Eq. (5) are sketched in appendix A.
In this case, the entropy per node is:
S′ = −
q∑
i=1
( x¯i
M
)
ln
( x¯i
M
)
, (6a)
S = MS′. (6b)
3This entropy evaluation corresponds to the standard one
obtained by the Shannon-Fano algorithm [43, 44]. This is
a ‘Hartree-Fock’ theory of the complex system, where the
entropy is maximized using topology-independent Hamil-
tonians only. This framework paves the way to a more
precise entropy computation.
II. ENTROPY ALGORITHM
The general solution of Eq. (3) has been matter of
discussion [42, 45–48]. On the way of Bialek and Ran-
ganathan [48], we introduce an auxiliary function χ˜2
whose global minimum coincides with the solution.
χ˜2 =
N∑
i=1
Wi (〈xi〉H − x¯i)
2 , (7)
where 〈xi〉H is the average of the xi observable computed
using the trial HamiltonianH while x¯i is the average over
the real observable evaluated by the data. Wi are coeffi-
cients that do not affect the minimum of the χ2, however,
if wisely chosen, may accelerate the convergence process.
The χ˜2 function defined in Eq. (7), in the minimum, is
a random distributed Pearson variable only if all the ob-
servables are independent ofeach other and the Wi cor-
respond to the inverses of the variances. This is not true
in most MaxEnt applications, e.g. in the mean field case
where the sum of the xi is fixed to M .
We propose the introduction of a corrected χ2 that
takes into account linear correlations.
χ2 =
N∑
i=1
j=1
(x¯i − 〈xi〉H)
(
Σ−1
)
ij
(
x¯j − 〈xj〉H
)
, (8)
where Σ is the covariance matrix between the N chosen
observables. It must be stressed that Eq. (8) is still not
a true χ2 variable since we corrected only linear correla-
tions. Moreover, eigenvectors of Σ will be uncorrelated,
but not necessarily independent. However, the linear ap-
proximation for correlations between observables has a
long history in statistical analysis [49, 50] and usually
leads to very good results.
Eq. (8) is well defined only if Σ can be inverted. Di-
agonalizing the covariance matrix Σ, we can restrict the
minimization only in the subspace spanned by its eigen-
vectors whose eigenvalues are greater than zero. Using
these eigenvectors yi as a basis, the Pearson χ
2 can be
redefined as:
χ2 =
N ′∑
i=1
(y¯i − 〈yi〉H)
2
σ˜2i
, (9a)
N ′ = N − dimkerΣ, (9b)
yi =
N∑
j=1
Sijxj , (9c)
where σ˜2i is the i-th eigenvalue of the Σ matrix and S
is a N ′ × N matrix that diagonalizes Σ. The dimkerΣ
indicates the dimension of the Σ kernel.
The gradient of Eq. (8) can be computed as follows:
∂χ2
∂λk
= −2
N ′∑
i=1
(y¯i − 〈yi〉H)
σ˜2i
∂ 〈yi〉H
∂λk
, (10a)
∂ 〈yi〉H
∂λk
=
N∑
j=1
Sij
∂ 〈xj〉H
∂λk
, (10b)
∂〈xj〉H
∂λk
= −σMCjk . (10c)
where σMCjk is the covariance matrix between observables
xj and xk for the current Hamiltonian:
σMCjk = 〈xjxk〉H − 〈xj〉H 〈xk〉H . (11)
The final expression of the gradient is:
∂χ2
∂λk
= 2
N ′∑
i=1
(y¯i − 〈yi〉H)
σ˜2i
N∑
j=1
Sijσ
MC
jk , (12)
or, equivalently, in a compact form:
~∇χ2 = 2S†σ′MC
(
~∆y
σ2
)
, (13)
where σ′MC is the Monte Carlo covariance matrix in the
non singular subspace and ~∆y/σ2 is the vector:(
~∆y
σ2
)
i
=
y¯i − 〈yi〉H
σ˜2i
. (14)
The minimization of Eq. (8) can be initialized by the
mean-field solution (5), choosing zero for each λi as-
sociated with a non topology-independent observable.
Eq. (12) ensures that any standard gradient-based mini-
mization algorithm can be used.
Moreover, in order to fasten the convergence[51], it is
possible to derive the expression of the Hessian matrix
in the minimum and utilize it as a precondition on the
minimization:
Dhk =
∂2χ2
∂λk∂λh
∣∣∣∣
~∇χ2=0
, (15)
Dhk = 2
N ′∑
i=1
1
σ˜2i
N∑
j=1
l=1
SijSilσ
MC
jk σ
MC
hl , (16)
or, equivalently:
D = 2σMCS
†Σ−1SσMC . (17)
4A. Entropy evaluation
In usual MaxEnt implementations, minimization data
are wasted and information about the system is inferred
solely from the final probability distribution. Here we
show how to recycle the whole minimization procedure
to infer the entropy of the system. In fact, computing
the entropy directly from the converged probability dis-
tribution is a very challenging task. However, entropy
can be obtained from an adiabatic integration through
the minimization path of the Hamiltonians. The values
of the observables during the minimization can be used
to obtain a measurement of the entropy of the system
without any further Monte Carlo computation.
To compute entropy, it is convenient to define, as done
for the effective Hamiltonian, an auxiliary function that
is equivalent to the Helmholtz free energy:
F = − lnZ,
which can be computed through a thermodynamic in-
tegration along the minimization path. Then, Entropy
is obtained by inverse Legendre transformation from the
auxiliary free energy of the system. Even if the free en-
ergy is not well defined (the energy is defined up to a
constant), the entropy is.
The free energy at the final value of the minimization
is:
F (ξ = 1) = F0 +
∫ 1
0
dF
dξ
dξ, (18)
where ξ is a variable that parametrizes the path of the
Hamiltonian during the minimization. The F0 value is
the free energy at the starting condition, that is the non-
interacting system.
F0 = −M ln

 q∑
j=1
e−βλj(0)

 , (19)
Fξ = − lnZξ, (20)
dF
dξ
= 〈
dHξ
dξ
〉
ξ
. (21)
The integral can be done parametrizing the Hamilto-
nian as:
Hξ =
N∑
i=1
λi(ξ)xi, (22)
where xi are the observables while λi are both the La-
grangian multipliers of the MaxEnt algorithm and the
parameters through which the χ2 function is minimized.
Therefore we get:
dF
dξ
=
N∑
i=1
dλi
dξ
〈xi〉ξ , (23)
so that only the averages of the observables during the
minimization are required in order to compute the free
energy:
F = 〈H〉 − TS, (24a)
S =
〈H〉 − F
T
. (24b)
Fixing T = 1, we obtain:
S[λi(ξ)] =M ln

 q∑
j=1
e−λj(0)

+ N∑
i=1
[
λi(1) 〈xi〉1 −
∫ 1
0
dξ
dλi
dξ
(ξ) 〈xi〉ξ
]
. (25)
The only required quantities are the Hamiltonian dur-
ing the minimization, i.e. the λi(ξ), and the values of
the observables 〈xi〉ξ, both already computed during the
minimization. In addition, if all the configurations gen-
erated during the χ2 minimization are stored, the impor-
tance sampling (IS) can be used to interpolate between
different Monte-Carlo points, providing a very good sam-
pling of the integral. IS implementation for the minimiza-
tion is discussed in Appendix B.
B. Least maximum entropy principle
Entropy can be defined in the framework of a least
principle. The MaxEnt approach finds the probability
distribution that maximizes the entropy on the subset
where the expected values of the observables xi are con-
strained. The entropy SME associated with the MaxEnt
probability distribution is greater than the true entropy
Sreal of the system since the true P lies in the chosen
5subset.
Sreal ≤ SME . (26)
Moreover, SME decreases whereas new constraints are
added due to a contraction of the probability distribution
space. In Appendix C we provide a rigorous proof of
the fact that a set of constraints that ensures Eq. (26)
to become an equality exists. The true entropy of the
system is then the least maximum entropy of all possible
choices of the constraints.
Just like any variational least energy principle in
physics, from Hartree-Fock to density functional theory
(DFT), the energy (entropy in our case) and its deriva-
tives are the targets of the theory, while the wave func-
tions (probability distributions) are side-effects. We want
to remark that the error on the entropy due to the lim-
ited number of constraints is of second order, while the
resulting probability distribution is affected by a first or-
der error.
III. ECOSYSTEM ANALYSIS
Although the so far introduced method is quite general,
we discuss its implication in ecosystems. In particular,
we analyze a two dimensional model on a regular 2D
lattice of edge L (number of nodes M = L2), whose sites
can either be empty or occupied by a fish or a shark.
In the application of the MaxEnt algorithm, we limited
the constraints xi introduced in Eq. (2) to the numbers
of preys and predators and near-neighbor fish-fish, shark-
shark and fish-shark couples. The correspondingMaxEnt
Hamiltonian describes a three-state Potts model [52].
A. Model definition
Along the lines of Dewdney [33] and Mobilia et al. [34],
we modeled a minimal ecosystem composed of two species
interacting each other as a 2D lattice model. Each site
can be occupied either by the environment or a fish or
a shark, respectively represented with the integers 0,1,2.
At every time step, fishes can move, breed or remain still
with probability pmf , p
f
f and 1−p
m
f −p
f
f . Sharks can move
(pms ) or remain still (1 − p
m
s ). Furthermore, sharks eat
fishes whenever they step into a cell occupied by a prey.
In this case, sharks can reproduce with probability pfs . If
a shark does not eat a fish during its round, it can die
with probability pds . This set of rules defines a Markovian
process described by the transition matrix Π(~σi → ~σj).
It gives the probability of the system to transit from the
~σi to the ~σj state, where ~σx identifies the values of all
sites in the lattice. The probability to find the system in
the ~σi state at the t+ 1 time step is defined by:
P (~σi, t+ 1) =
∑
~σj
Π(~σj → ~σi)P (~σj , t). (27)
Studying the time evolution of P (~σ, t) through Dynami-
cal Monte Carlo simulations (see appendix D) it is pos-
sible to assess that the system reaches a steady state
distribution:
P (~σi) =
∑
~σj
Π(~σj → ~σi)P (~σj). (28)
Depending on the choice of the parameters, the system
that we named EcoLat (Ecosystem on Lattice) presents
three different states: i) fish saturation due to the ex-
tinction of sharks; ii) life extinction, where sharks eat all
fishes and then extinguish. iii) Non-Equilibrium Steady-
State (NESS), in which fish and shark densities fluctuate
around a constant value.
The probability distribution can be defined by extract-
ing configurations from the evolving system after a tran-
sient time. Sampling configurations sufficiently distant
in time it is possible to introduce an ergodic hypothesis
(appendix E), i.e. the so defined probability distribution
is equivalent to the one of an infinite ensemble of indepen-
dent systems. In this framework, the entropy becomes a
well-defined quantity.
It is important to notice that such formulation ne-
glects the time-correlations of the evolving configura-
tion, i.e. it disregards the flux of probability distribution
that uniquely characterizes the generic non-equilibrium
steady-state [53].
B. MaxEnt distribution benchmark
The configurations extracted from EcoLat are used to
evaluate the constraints of the MaxEnt distribution (the
number of fishes, sharks and near neighbor couples). We
found a good agreement between EcoLat and MaxEnt
distributions (FIG. 1).
In FIG. 1(a-b) two sample configurations are com-
pared. The general aspect of the system is well repro-
duced by near neighbors MaxEnt, except the shape of the
shoals that exhibits some differences. This is reflected by
the spatial correlation functions in FIG. 1(c), computed
as the Pearson coefficient:
fij(x) =
〈σi(X)σj(X + x)〉 − 〈σi(X)〉 〈σj(X + x)〉√
(〈σi(X)2〉 − 〈σi(X)〉
2)(〈σj(X)2〉 − 〈σj(X)〉
2)
,
(29)
where σi(X) is one if the site X is occupied by the i-th
species; note that fij does not depend onX thanks to the
translational symmetry of the system. MaxEnt approxi-
mation, although it maintains the qualitative agreement,
predicts lower fish-fish spatial correlation at larger dis-
tances. This does not affect the cluster size distribution,
see FIG. 1(d), that decays with the same slope both in
EcoLat and MaxEnt. The reason can be understood by
looking at the snapshot of the configuration in FIG. 1(a-
b), where fishes create shoals of similar size but having
more roundish shapes in EcoLat than in MaxEnt config-
uration, explaining the higher spatial correlations even
6if shoals exhibit the same size distributions. This is a
general feature of the system independent on the choice
of the phenotypes. It unveils that, in the dynamical
steady-state, fishes cooperatively interact beyond near-
neighbors, while all other interactions seem operating on
near-neighbor sites.
The power-law decay in EcoLat shoal size distribution
(FIG. 1d) has been already observed [54] and assigned
to a self-organized behavior of the system, moreover, it
seems to be a general characteristic of several spatial ecol-
ogy models [55].
The MaxEnt distribution is very close to a critical
point. This can be checked by introducing a parameter T
in analogy to the Boltzmann temperature, however, the
T dependence alone is not an evidence of the criticality
in the original system [56].
C. Entropic curves
Thanks to the method introduced in Eq. (25), it is
possible to compute the entropy of the model and to shed
light on several features of the ecosystem.
In FIG. 2 we report, as a function of the species rele-
vant phenotypes, the entropy per site of the system nor-
malized by its maximal value ln 3. The entropy has been
measured both through the mean-field Shannon-Fano al-
gorithm (6a) and with the new approach based on the
MaxEnt calculation of Eq. (25). The MaxEnt entropy
estimation is always lower than the mean-field result,
as expected due to the variational nature of the least-
entropy-principle. Regions of phenotype values that lead
the system to extinction are filled with obliques lines.
FIG. 2(a-b), showing entropy curves as a function of pff
and pms respectively, manifest qualitative differences be-
tween Shannon-Fano and MaxEnt entropy trends. In
particular, while Shannon-Fano predicted entropies reach
a plateau whenever pff & 0.5 or p
m
s & 0.7, MaxEnt ones
display a maximum around those values. The increasing
difference between Shannon-Fano and MaxEnt entropy
is a clear sign that structural ordering is occurring since
MaxEnt entropy is the exact entropy of the Potts-like
Hamiltonian that takes into account spatial correlations
even beyond near-neighbor ones (FIG. 1c).
This feature, particularly visible in FIG. 2(b), is re-
lated to the formation of waves of predator and preys
(see snapshots in FIG. 3b).
Furthermore, extrapolation of FIG. 2(b-c-d) entropy
curves manifests a sharp point in pms = 0.4, p
f
s = 0.4
and pds = 0.6, which are a peculiar sign of a second order
phase transition between coexistence and extinction. On
the contrary, when pms = 0.9 or p
d
s = 0.1 entropy displays
a sudden jump into the extinction phase. This transition
is due to a finite size effect [57, 58]: increasing the lattice
size the probability of the system to extinguish in a fixed
time becomes sharper as a function of phenotypes but
the transition threshold drifts to the bond value pms = 0
in the thermodynamic limit.
D. Discussion
The measurement of disorder provides a new insight
into the ecosystem. It allows us to recognize the second
order phase transition near predator extinction thresh-
old, to characterize the self-organized behavior of prey
shoals, and to unveil the increase of structural order-
ing the system acquires improving the predator hunting
capability. Here we discuss these findings following the
ecosystem behavior while tuning the shark mobility (pms )
as in FIG. 2(b) since it is a particularly explicative pa-
rameter of the model. Increasing the shark mobility the
system passes from an absorbing state where the lattice
is crowded with preys to a phase in which sharks start ap-
pearing in small shoals swimming in a sea of fishes. This
is a critical point known in literature [32, 35, 36] and
it was characterized by its dynamical properties, where
predator population decays in time with a power-law and
it belongs to the directed percolation universality class.
The criticality of this point is reflected in the entropy
behavior which manifests a sharp point.
This phase transition, marking the passage between
species coexistence and extinction, happens where the
entropy reaches zero (sharp points in FIG. 2(a-b-c) at
pms = 0.4, p
f
s = 0.4 and p
d
s = 0.6), and can be attained
diminishing the shark hunting ability as well as their fer-
tility or increasing their mortality. The zero entropy of
this critical point can be explained in a Shannon-Fano
framework, in fact, the predominance of preys unbalances
the average numbers of sharks and fishes.
Moving away from the aforesaid criticality, fish clusters
acquire a power-law distribution [55] well described by
the MaxEnt approximation (FIG. 1). Very interestingly,
this kind of distribution cannot be simply explained in
a Shannon-Fano framework. In fact, if we simulate an
independent size model, fixing the densities as the real
EcoLat ones, we obtain the cluster size distribution of
FIG. 3(a) that does not match with the EcoLat one.
Moreover, the Fisher exponent of the EcoLat distribu-
tion varies in the studied parameter ranges between 1.5
and 3 and does not match with the fixed 2.05 one of
the independent-site model at the percolation threshold
(ordinary percolation). It is worth to notice that the
observed power-law is completely accounted for and de-
scribed by near-neighbor interactions, as the MaxEnt ap-
proach is able to quantitatively reproduce it (FIG. 1d).
Furthermore, the MaxEnt Hamiltonian is very close to a
critical point. Even if this feature alone is not a signature
that the real EcoLat is itself close to a criticality [56], the
MaxEnt power-law cluster distribution is related to this
criticality. Is the power-law distribution a marker of self-
organized criticality in the EcoLat model? The excellent
accordance with the critical MaxEnt power-law seems to
support this hypothesis.
Increasing pms from the directed percolation critical
point we see the disorder growing (first two snapshots
of FIG. 3b). At first, the system starts getting rid of fish
dominance (i.e. it moves away from direct percolation
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FIG. 1: (Color online) Comparison between the modeled ecosystem (EcoLat) and the Maximum Entropy (MaxEnt) result.
a Representation of an EcoLat snapshot in the steady-state regime. Fishes are colored in green, sharks in red, while blue
represents the environment. Phenotypic parameters are reported in Appendix F. b A configuration extracted from the MaxEnt
probability distribution obtained by constraining the numbers of fishes, sharks and near neighbor couples. Both simulations ran
on a lattice of edge L = 110. c. Spatial correlation functions of fish-shark (top), fish-fish (medium) and shark-shark (bottom).
d. Shoal size distribution of fishes (green shades) and sharks (red shades) computed on EcoLat (circles) and MaxEnt (triangles)
configurations. Fishes are power-law distributed, while sharks exhibit an exponential decay.
critical point) simply increasing the number of preda-
tors. Both the higher number of sharks and their in-
creased motility make the ecosystem drift toward more
disordered configurations (both Shannon-Fano and Max-
Ent entropies increase). At a certain point, the interac-
tions between species dominate and the system passes to
a regime where it starts regaining order. From FIG. 2(b)
and FIG. 3, we see that entropy discriminates these two
distinct dynamical behaviours of species at coexistence:
the one with a predominance of fishes and sharks group-
ing in small shoals, and the other where both preys
and predators form elaborate shoals, characterized by a
spreading wave-like fronts of fishes and sharks [32, 59]
with predators surrounding the shoals of preys (FIG. 3b).
Very interestingly, this crossover is clearly characterized
by a decreasing MaxEnt entropy with respect to a con-
stant Shannon-Fano one (FIG. 2b), remarking the struc-
turing of the system and the impossibility of grasping this
behavior just considering the mean-field approximation.
The progressive re-achievement of order can be visualized
by looking at the last two EcoLat snapshots in the steady-
state regime (FIG. 3b). Notably, this new structural or-
der is very different from the mean-field order close to
the shark extinction threshold (last vs first snapshots of
FIG. 3b). The structural order can be measured as the
difference between Shannon-Fano and MaxEnt entropy.
In fact, Shannon-Fano order is a mean-field quantity that
does not depend on the disposition of species in the lat-
tice, while MaxEnt entropy considers the order resulting
from all possible correlations reproduced by a three-state
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FIG. 2: (Color online) Entropy per site as a function of species phenotypes. Blue triangles indicate the Shannon-Fano en-
tropy (6a) while red circles the MaxEnt entropy (25). The ranges of parameters that lead species to extinction are underlined
by obliques lines. a) Entropy vs fish breading probability. A qualitative difference in the entropy behaviors appear when
pff > 0.5; MaxEnt entropy starts decreasing while Shannon-Fano one saturates to the maximum value. b) Entropy vs shark
mobility. Also in this case a similar difference in behaviors manifests in the region 0.7 < pms < 0.9. These differences outline
that structural ordering is occurring in the system. c) Entropy vs shark filiation. d) Entropy vs shark mortality. In these
two cases, the Shannon-Fano approximation grasps qualitatively well the entropy trends, although the numerical values are
overestimated.
Potts model. An analogy with the Ising model (where
the MaxEnt algorithm is exact) gives a clearer picture:
in the overcritical region, T > Tc and no external mag-
netic field, the Shannon-Fano entropy is always at its
maximum value since there is an equal number of spin
up and spin down. However, the true entropy decreases
as T → Tc since ordered spin domains appear.
Finally, another transition between coexistence and ex-
tinction is reached by further increasing the shark mo-
bility (as well as decreasing the fish fertility and shark
mortality). Contrariwise to the first critical point, the
entropy does not continuously go to zero in correspon-
dence of the phase transition, but abruptly jumps to zero
(FIG. 2). This is a finite-size effect [57, 58] that disap-
pears when L→∞. It is worth to notice that, at fixed L,
it is possible to continuously tune the phenotype in order
to get a steady-state metastable phase even in the extinc-
tion region that lives until a sufficiently large stochastic
fluctuation causes a brutal extinction. This is very wor-
rying; in fact, it is difficult to predict since no precursors
are present and can bring to an ecological catastrophe.
IV. CONCLUSIONS
Entropy measurements in complex systems have al-
ways been challenging. MaxEnt is a powerful tool to
obtain an estimation of the probability distribution of
the system from simulations or experimental data. Un-
til now, the information provided by the intermediate
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FIG. 3: (Color online) a Distributions of prey shoal sizes for three different values of predator mobility (all parameters are
reported in Appendix F). Distributions for pms = 0.47,0.70,0.90 are shown in green dots, red triangles and cyan diamonds
respectively. Blue stars represent the distribution of the independent-site model (Noninteracting) with the fish density fixed
to match the EcoLat one with pms = 0.7. The EcoLat distributions have been fitted with a function x
−γ exp(x/ξ). The lower
mobility case has ξ = ∞ and γ = 2.97 ± 0.04, medium mobility has ξ = 3450 ± 220 and γ = 1.55 ± 0.01, while high shark
motility gives a fish shoal distribution with ξ = 2440 ± 180 and γ = 1.69 ± 0.01. b Snapshots taken from the EcoLat steady
state distribution while tuning the shark mobility pms from 0.47 (left) to 0.90 (right). Fishes are depicted in green, sharks in
red, empty sites in blue.
steps of the MaxEnt solution was wasted. We introduce
a way to recycle it in order to directly evaluate the en-
tropy of the system without any further time-consuming
computation (Eq. 25). Thanks to the MaxEnt nature
of the probability distribution, a variational principle for
entropy evaluation of the real system can be formulated,
which ensures that the obtained entropy is always greater
or equal to its true value. Moreover, Eq. (25) is quite gen-
eral, allowing to compute entropy where it is possible to
formulate a MaxEnt algorithm.
Among many possible applications, the knowledge of
entropy in ecological systems plays a pivotal role de-
scribing the complexity due to the phenotype variabil-
ity. In the studied prey-predator ecosystem, it sheds new
light on the self-organizing behavior of preys. The di-
rect near-neighbor correlations used in our MaxEnt ap-
proach are found to be the fundamental ingredient in
this self-organized behavior: The MaxEnt Hamiltonian
quantitatively reproduces the scale-free behavior of the
prey shoals size, where the simpler mean-field approach
fails. Furthermore, entropy allows the measurement of
structural ordering, that is found to be a key ingredient
in characterizing the crossover between two different co-
existence behaviors, one where predators form localized
patches (dominated by mean-field disorder) and another
where predators chase preys in spreading prey-predator
fronts (dominated by structural order).
As a matter of fact, the entropy curves reported in
FIG. 2 are a powerful tool to investigate the system from
quite different perspectives. This new tool will enable the
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study of entropic-driven phenomena, like entropic forces,
already found to be of great importance in many biolog-
ical systems as flocks of birds [7].
Furthermore, the general nature of the method encour-
ages its application in many other systems of interest.
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Appendix A: Mean-field MaxEnt
Here we derive Eq. (5). In the mean-field approxima-
tion, only one body observables {xi}
q
i=1 are constrained,
e.g. 〈xi〉 is the average number of nodes in the i-th state.
Now, Eq. (4) describes a non-interacting effective Hamil-
tonian.
〈xi〉 =
1
Z
∑
σ1···σM
(
M∑
k=1
δσk,i
)
exp
(
−
q∑
h=1
λh
M∑
k=1
δσk,h
)
,
(A1)
where Z is the normalization of the probability distribu-
tion and we identified the configuration ~σ with its site
values:
~σ =


σ1
σ2
...
σM

 . (A2)
The
(∑M
k=1 δσk,i
)
is the application of the xi observable
on the ~σ state. Since xi does not depend on the particular
site k we have:
〈xi〉 =M
e−λi∑q
h=1 e
−λh
. (A3)
Eq. (A3) defines a complete set of linear equations. They
are dependent since we have the constraint:
q∑
i=1
〈xi〉 =M (A4)
It is straightforward to show that the most general solu-
tion of the system is given by:
λi = − log
(
〈xi〉
M
)
+ C (A5)
where C is an arbitrary constant that does not affect any
physical quantity. For sake of simplicity, in Eq. (5) we
set C = 0.
Appendix B: Importance sampling
The minimization of Eq. (8) is computationally expen-
sive. In each step, the expected values of the observ-
ables for the trial set of λi parameters must be com-
puted through a Monte Carlo-Metropolis integration. A
natural extension of the Metropolis algorithm consists
of re-weighting the extracted configurations at each step.
This method takes the name of Importance Sampling (IS)
and it has been widely applied in many physical applica-
tions [60, 61]. It was introduced in MaxEnt by Broderick
et al. [62].
The average of an observable with an Hamiltonian H ′
can be computed using a set uniform distributed config-
urations {c}Nci=1 as follows:
〈A〉H′ =
Nc∑
i=1
(
A(ci)
PH′ (ci)
PH(ci)
)
PH(ci) = 〈A
PH′
PH
〉
H
.
(B1)
This average can be computed using Monte Carlo inte-
gration on a set of Metropolis extracted configurations
{c′}
Nc
i=1 with the H Hamiltonian:
〈A〉H′ ≈
1
Z(Nc)
Nc∑
i=1
A(c′i)e
−β[H′(c′i)−H(c′i)], (B2a)
Z(Nc) =
Nc∑
i=1
e−β[H
′(c′i)−H(c
′
i)]. (B2b)
Handling with large lattices, energy differences can be
considerable, and the exponential term may give rise to
numerical instabilities. To correct these instabilities a
constant factor a can be added to both exponential terms,
equal to the maximum energy difference of all extracted
configurations.
Estimating the goodness of IS in MaxEnt implementa-
tion can be difficult. In fact, we lack the apriori knowl-
edge of the partition function of the original probabil-
ity distribution. In order to upstage, the problem we
implemented a new statistical evaluator for the MaxEnt
algorithm and in general for IS Metropolis implementa-
tion. At each step the total extracted configurations are
divided into two random groups and the normalization
factors are compared:
η =
∣∣∣∣ Z ′(Nc/2)Z ′′(Nc/2) − 1
∣∣∣∣ . (B3)
If η exceeds a critical value ηc, new configurations are
extracted from the Metropolis algorithm. FIG. 4 shows
the performance of IS vs the ηc parameter. For ηc ≪ 1,
Eq. (B3) is symmetric with respect to Z ′ and Z ′′. For
higher values of ηc the symmetry is recovered by random
shuffling the configurations at each step.
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FIG. 4: (Color online) Number of Monte Carlo simulations
to reach convergence as a function of the ηc parameter (B3).
The optimal working point lies in the marked region.
Appendix C: Proof of the least maximum entropy
principle
By definition, the MaxEnt entropy is always greater
than the true entropy:
Sreal ≤ SME [{xˆi}] (C1)
where Sreal is the real entropy of the system, while
SME [{xi}] is the maximum entropy of all possible prob-
ability distributions that fix the set of xˆi observables.
To prove the least maximum entropy principle, a set of
observables xˆi must exist so that Eq. (C1) is an equality.
In any finite size system, where configurations can be
represented with a finite dimension vector, this is trivial,
since it is possible to choose a set of observables yˆi defined
as:
yˆi(~σ) = δ(~σ, ~σi), (C2)
where ~σ is the configuration on which the observables
act, ~σi is a particular configuration associated with the
observable yˆi and δ is the Kronecker symbol.
If two probability distributions are different, then a
configuration ~σi must exist so that their probabilities dif-
fer:
p1(~σi) 6= p2(~σi). (C3)
The two distributions give two distinct expected values
for the corresponding yˆi observable:
〈yi〉p1 =
∑
j
p1(~σj)δ(~σj , ~σi) = p1(~σi) 6= p2(~σi) = 〈yi〉p2 .
(C4)
The complete set of yˆi fixes the probability distribution,
so that
Sreal = SME [{yˆi}]. (C5)
0 200 400 600 800 1000t
0.0
0.2
0.4
0.6
0.8
1.0
ρ
Fish density
Shark density
1 300 700 1000t
−1
0
1
c f
f
Fish­Fish
1 300 700 1000t
−1
0
1
c f
s
Fish­Shark
1 300 700 1000t
−1
0
1
c s
s
Shark­Shark
FIG. 5: Time evolution of the mean fish and shark densities
and near-neighbour Pearson correlation coefficients computed
on an ensemble composed by 100 replicas of the system. The
simulation is prepared in an initial uniform distribution fixing
the densities of preys and predators to 4/5 and 1/5 respec-
tively.
Indeed, single-site density and couple density can be writ-
ten as linear combination of the complete set of yˆi observ-
ables. Therefore, the introduction of more independent
constraints assures the convergence of the MaxEnt en-
tropy toward the real entropy.
Appendix D: Dynamical Monte Carlo simulations of
the EcoLat model
Dynamical Monte Carlo allows us to simulate the Eco-
Lat master equation (Eq. 27). Since the number of pos-
sible states is huge (3M ) it is impossible to numerically
evolve the probability distribution. However, a stochas-
tic solution of Eq. (27) is still possible: N replicas of
the system, extracted according to an initial distribution
P (~σ, 0), can be evolved according to the transition matrix
Π. The obtained time-dependent ensemble can be used
to compute the averages of any observable as a function
of time.
The EcoLat model reaches the asymptotic steady-state
distribution described by Eq. (28). FIG. 5 shows the time
dependence of the mean density of preys and predators as
well as the near-neighbor correlation coefficients (Eq. 29).
Note that, although the time evolution of the single
system continues to oscillate in the steady-state, the cor-
relation time is finite. This assures that, after a tran-
sient time, all the N simulations are independent and
distributed according to the P (~σ) (Eq. 28).
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Appendix E: Ergodic hypothesis
Here we discuss the stability of the steady-state distri-
bution that depends on the ergodicity of the system [63].
Generally speaking, a system is ergodic if it can move
between any couple of points in the phase-space in a fi-
nite number of steps [64]. EcoLat does not satisfy this
requirement, in fact, two traps are present in the phase-
space: if the system gets a configuration without preys or
predators, it always evolves toward an absorbing state.
However, in simulations, once the system has reached
the non-absorbing steady-state (FIG. 5), it remains there
during all the simulation time. So, we can postulate a
weak ergodic hypothesis, where we imagine to restrict the
feasible phase-space excluding the absorbing traps. This
is equivalent to neglecting the elements of the Π transi-
tion matrix that lead the system into the absorbing traps.
Such an approximation makes sense if the lifetime τ of
the meta-stable equilibrium is much larger than the typ-
ical time scales of the system. All the Dynamical Monte
Carlo simulations computed in FIG. 2 have τ ≫ tmax,
where tmax is the maximum simulation time (10
6).
Appendix F: Simulation details
Phenotypic parameters for the EcoLat simulation of
FIG. 1 are: pff = 0.2, p
m
f = 0.8, p
m
s = 0.7, p
f
s = 1, p
d
s =
0.3. Phenotypic parameters for the EcoLat simulation of
FIG. 3 are the same apart for pms that assumes the values
of 0.47, 0.70 and 0.90.
All simulations and computations were carried out us-
ing authors handmade C and Python scripts. Python
packages NumPy [65], SciPy [66] and MatPlotlib [67]
were utilized during analysis and figure realization.
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