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Abstract. We compute the tree-level bispectrum of 21cm intensity mapping after reion-
isation. We work in directly observable angular and redshift space. We demonstrate the
importance of the contributions from redshift-space distortions which typically dominate the
result. We also show that, just like in the CMB but for different reasons, lensing does not
contribute to the tree-level bispectrum. Taking into account the effects of telescope beams
and foreground cleaning, we estimate the signal to noise, and show that the bispectrum is
detectable by both SKA in single-dish mode and HIRAX in interferometer mode, especially
at the lower redshifts in their respective ranges.
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1 Introduction
In the era of precision cosmology, cosmological models can be robustly tested against the data,
from cosmic microwave background (CMB) surveys and surveys of the large-scale structure.
An advantage of large-scale structure surveys is that the data is 3D and therefore potentially
contains a lot more information. In addition to surveys using galaxy number counts, there
are surveys that measure the integrated spectral line emission from galaxies [1, 2]. Since
they do not attempt to resolve individual galaxies, such intensity mapping surveys can cover
large volumes rapidly – although they face the problem of foreground removal. The 21cm
line of neutral hydrogen (HI) is particularly important, since hydrogen is the most abundant
element in the Universe. After reionisation, 21cm maps provide a biased tracer of the matter
distribution and are a potentially powerful probe of cosmological models [3–6].
HI intensity mapping has poor angular resolution but exquisite redshift accuracy. At
each redshift selected within the telescope band, the map of brightness temperature THI(z,n),
where n is a unit direction from source to observer, is akin to the CMB temperature map.
Like the CMB map, the observed HI temperature contrast, ∆HI = ∆THI/〈THI〉 ≡ ∆, is not
affected by lensing at first order [3, 7, 8] so that ∆L(1) = ∆(1), where
∆(1)(z,n) = δ
(1)
HI (z,n)+
1
H∂
2
r V
(1)(z,n) . (1.1)
Here r is the comoving line-of-sight distance and we neglect terms that are suppressed by H/k
in Fourier space. The first-order velocity potential in the redshift-space distortion (RSD) term
is defined by v(1)i = ∂iV
(1).
The lensed temperature contrast is related to the unlensed one by
∆L(z,n) = ∆(z,n+∇⊥φ), (1.2)
where ∇⊥ is the gradient operator on the 2D screen space orthogonal to n. The lensing
potential at first order is
φ(1) = −2
∫ r
0
dr˜
(r − r˜)
r˜r
ϕ(1) where 2ϕ(1) = Φ(1) + Ψ(1) . (1.3)
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Here the metric potentials in Poisson gauge (neglecting vector and tensor modes) are given
by:
ds2 = a2
[
− (1 + 2Ψ)dη2 + (1− 2Φ)dx2]. (1.4)
At second order1, the CMB temperature map is affected by lensing deflection – and
likewise for HI brightness temperature, as shown by [9, 10]:
∆L(z,n) = ∆(1)(z,n) + ∆(2)(z,n)− 〈∆(2)〉(z) + L(2)(z,n)− 〈L(2)〉(z) , (1.5)
where the lensing correction,
L(2)(z,n) = ∇a⊥φ(z,n)∇⊥a∆(1)(z,n), (1.6)
is a coupling of the deflection angle ∇⊥φ(1) with the gradient of the observed temperature
contrast, ∇⊥∆(1). This leads to a lensing correction to the 1-loop HI power spectrum [9, 10].
Since the tree-level bispectrum includes second-order perturbations, one might expect
that the HI bispectrum is affected by lensing. For CMB, this is not the case: the tree-level
CMB bispectrum has no lensing contribution in the case of Gaussian initial conditions. The
reason is that there is effectively no correlation between the primary temperature fluctuations
generated at z ∼ 1000 and the lensing deflections induced by large-scale structure at z . 10.
Since this correlation is not negligible for HI intensity, we expect that the lensing contribution
to the 21cm bispectrum should be nonzero at tree-level [10].
However, it turns out that in fact there is no lensing contribution to the HI intensity
bispectrum at tree-level, for Gaussian initial conditions. The reason here is not that the lensing
potential and density fluctuations are uncorrelated, like in the CMB – it is statistical isotropy
which forbids such contributions. We can see this as follows. The lensed 3-point correlation
function is
BL(zi,ni) =
〈
∆L1 ∆
L
2 ∆
L
3
〉
=
〈
∆1 ∆2 ∆3
〉
+ δB where ∆i = ∆(zi,ni) . (1.7)
At tree-level, by (1.5) the lensing correction is
δB =
〈
∆
(1)
1 ∆
(1)
2
[
L
(2)
3 −
〈
L
(2)
3
〉]〉
+ 2 perms. (1.8)
By Wick’s theorem,〈
∆
(1)
1 ∆
(1)
2 L
(2)
3
〉
=
〈
∆
(1)
1 ∇a⊥φ3
〉〈
∆
(1)
2 ∇⊥a∆(1)3
〉
+
〈
∆
(1)
2 ∇a⊥φ3
〉〈
∆
(1)
1 ∇⊥a∆(1)3
〉
+
〈
∆
(1)
1 ∆
(1)
2
〉〈∇a⊥φ3∇⊥a∆(1)3 〉 . (1.9)
The first two terms in (1.9) vanish due to statistical isotropy (they would give a nonzero
vector), while the third term cancels the second term of (1.8), so that
δB = 0 at tree-level. (1.10)
In Appendix A, we show that at 1-loop and higher perturbative orders, the nonzero lens-
ing contribution to the bispectrum arises from post-Born terms only. We also show in the
Appendix that the tree-level trispectrum has a nonzero lensing contribution.
1We use the convention X = X(1) +X(2) + · · · .
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Here our focus is on the tree-level bispectrum, with Gaussian primordial fluctuations.
For galaxy and 21cm surveys, the angular bispectrum naturally includes both lensing effects
and wide-angle correlations on the curved sky [11, 12] – unlike the Fourier-space bispectrum
[13]. We showed above that 21cm intensity maps are not affected by the lensing contribution
at tree-level, leading to considerable simplification in computation of the angular bispectrum.
Apart from RSD, the remaining ‘projection’ effects from observing in redshift space are
ultra-large scale relativistic effects, which arise from Doppler, Sachs-Wolfe, integrated SW
and time-delay terms, and their cross-correlations with each other and the dominant density
and RSD terms (at first order, see [14–16] and at second-order see [11, 13, 17–26]). These
relativistic effects are all suppressed in Fourier space by factors (H/k)n, where n ≥ 2 in the
power spectrum [14–16] and n ≥ 1 in the bispectrum [13, 24, 25], and we will neglect them.
The article is structured as follows. In Section 2 we derive the main bispectrum results,
while in Section 3 we present numerical calculations for the bispectrum and its signal to
noise ratio, considering both single-dish and interferometer modes for future surveys with
the SKA and HIRAX telescopes. We conclude in Section 4. In Appendix A we present the
lensing contributions to the 3- and 4-point correlation functions. We assume a fiducial flat
ΛCDM cosmology, with h = 0.67,Ωb = 0.05,Ωcdm = 0.27, As = 2.3× 10−9, ns = 0.962, k∗ =
0.05/Mpc for the Hubble constant, baryon and cold dark matter density, amplitude, tilt and
pivot scale of the primordial power spectrum, respectively.
2 HI angular bispectrum
The (unlensed) HI temperature contrast is
∆(z,n) = ∆(1)(z,n) + ∆(2)(z,n)− 〈∆(2)〉(z), (2.1)
where ∆(1) is given by (1.1). Up to second order, using a standard bias model that includes
tidal bias [27], and neglecting ultra-large scale relativistic effects, we have [12] (see [28] for a
simple, intuitive derivation of the second-order terms)
∆(1) = b1δ
(1) +H−1∂2rV (1) (2.2)
∆(2) = b1δ
(2) +
1
2
b2
[
δ(1)
]2
+ bss
2 +H−1∂2rV (2) +H−2
([
∂2rV
(1)
]2
+ ∂rV
(1)∂3rV
(1)
)
,
+H−1
[
∂rV
(1)∂rδ
(1) + ∂2rV
(1)δ(1)
]
. (2.3)
Here δ is the matter density contrast in the comoving gauge, V is the velocity perturbation
in the Poisson gauge and s2 = sijsij , where the tidal field is
sij =
(
∂i∂j − 1
3
δij∇2
)
∇−2δ(1) . (2.4)
The bias coefficients can be modelled as [9]
b1(z) = 0.754 + 0.0877z + 0.0607z
2 − 0.00274z3 , (2.5)
b2(z) = −0.308− 0.0724z − 0.0534z2 + 0.0247z3 , (2.6)
bs(z) = −2
7
[
b1(z)− 1
]
. (2.7)
Note that (2.7) is the simplest form of tidal bias, corresponding to zero tidal bias at the time
of galaxy formation. Figure 1 shows plots of these bias coefficients.
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Figure 1. HI bias coefficients (2.5)–(2.7).
Since lensing does not contribute, the connected 3-point correlation function of the 21cm
intensity map at tree level is2
B(zi,ni) =
〈
∆
(1)
1 ∆
(1)
2 ∆
(2)
3
〉
+ 2 perms. (2.8)
In angular harmonic space,
∆(n, z) =
∑
`m
∆`m(z)Y`m(n), (2.9)
so that
B(zi,ni) =
∑
`i,mi
Bm1m2m3`1`2`3 (z1, z2, z3)Y`1m1(n1)Y`2m2(n2)Y`3m3(n3), (2.10)
where
Bm1m2m3`1`2`3 (z1, z2, z3) =
〈
∆
(1)
`1m1
(z1) ∆
(1)
`2m2
(z2) ∆
(2)
`3m3
(z3)
〉
+ 2 perms, (2.11)
is the angular bispectrum.
On account of statistical isotropy, B(zi,ni) can only depend on ni ·nj . This means that
the mi dependence of the bispectrum takes the form
Bm1m2m3`1`2`3 (z1, z2, z3) = G
m1m2m3
`1`2`3
b`1`2`3(z1, z2, z3) (2.12)
where Gm1m2m3`1`2`3 is the Gaunt integral and b`1`2`3 is the reduced angular bispectrum [29]. The
reduced bispectrum has contributions from the following six terms [12]:
b`1`2`3 (z1, z2, z3) = b
δ(2)
`1`2`3 (z1, z2, z3) + b
v(2)
′
`1`2`3 (z1, z2, z3) + b
δv′
`′2`2`3
(z1, z2, z3)
+ bv
′2
`1`2`3 (z1, z2, z3) + b
δ′v
`1`2`3 (z1, z2, z3) + b
v′′v
`1`2`3 (z1, z2, z3) (2.13)
The first term arises from the second order density contrast: in Fourier space, it contains
monopole, dipole and quadrupole contributions (see [19, 30] for details). The next term is the
2Here and below, 〈∆(2)〉 does not contribute to the connected part of the correlation function.
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Figure 2. Monopole, dipole and quadrupole of the density term in the reduced bispectrum
(2.13) of a 21cm intensity map, with zi = 1 and `1 = 200, normalized by angular power spectra
as b`1`2`3/(C`1C`2 + C`1C`3 + C`2C`3).
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Figure 3. As in Figure 2, for the 6 contributions in (2.13), normalized as above.
pure second order RSD contribution and the following four terms arise from the quadratic
combinations of first-order velocity and density perturbations appearing in (2.3).
We use the byspectrum code [12] to compute the angular bispectrum in redshift space.
The monopole, dipole and quadrupole of the density contribution are shown in contour plots in
Figure 2, while Figure 3 displays the different contributions in (2.13). All plots are normalized
relative to the angular power spectrum, as in [12], and we assume equal redshifts zi = 1 and
set `1 = 200.
The angle-averaged bispectrum is related to the reduced bispectrum as [11]
B`1`2`3 =
√
(2`1 + 1) (2`2 + 1) (2`3 + 1)
4pi
(
`1 `2 `3
0 0 0
)
b`1`2`3 , (2.14)
where the matrix is the Wigner 3j symbol. In Figure 4, we compare the equilateral (`1 =
`2 = `3), ‘squeezed’ (`1 = 4, `2 = `3) and folded (`1 = `2 = `3/2) configurations for the 6
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contributions in (2.13) to the angle-averaged bispectrum.
Figure 4 shows that the equilateral shape makes the smallest contribution to the total
angle-averaged bispectrum. For all three shapes, the nonlinear RSD terms Bδ′v and Bv′v are
negligible. For the other three nonlinear RSD terms, the reduced bispectra bv(2)
′
, bδv
′ and bv′2
are all comparable to the density term bδ(2) . Furthermore, they are all positive.3 This can
be seen since there is no sign change in the plots of Figure 4, while in Figure 3, we see that
these terms are all positive for `1 = 200. In addition, the four dominant contributions have
approximately equal magnitudes for the three shapes. This anticipates what we find below:
that including RSD increases the bispectrum by a significant factor.
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Figure 4. Different contributions in (2.13) to the angle-averaged bispectrum (2.14) of a 21cm
intensity map, for 3 configurations (with `1 = 4 in the squeezed case) at equal redshifts zi = 1. In
the lower last two panels we used a moving-average filter with window size 2 to smooth numerical
features.
In order to quantify the RSD contribution to the 21cm intensity bispectrum, we show the
total angle-averaged bispectrum in Figure 5 (left panel) and the fractional RSD contribution
to the total angle-averaged bispectrum, ∆B/B in Figure 5 (right panel), where we define
∆B
B
=
B`1`2`3 [with RSD]−B`1`2`3 [no RSD]
B`1`2`3 [with RSD]
. (2.15)
Here ‘no RSD’ denotes the bispectrum with only the bδ(2) contribution in (2.13) (corresponding
to the first 3 terms in (2.3)) and with no RSD in the linear term ∆(1), i.e., with ∆(1) = δ(1).
Interestingly, RSD make up 80% or more of the total signal for all three triangular shapes
considered here, so that RSD increases the bispectrum by a factor ∼5. Figure 5 corresponds
to the maximal RSD contribution, since it is based on zero-width redshift bins. Nevertheless,
we expect the RSD contribution to remain dominant for finite but thin redshift bins, similar
to the case of the angular power spectrum [6].
3Note that the angle-averaged bispectra can give an opposite sign to the corresponding reduced bispectra
since Wigner 3j symbols are negative when mi = 0 and (`1 + `2 + `3)/2 is odd.
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Figure 5. Left: Total angle-averaged bispectrum from Figure 4. Right: RSD fractional contribution
(2.15) to this angle-averaged bispectrum.
Survey fsky Nd ttot(hr) Tins(K) Dd(m) redshift
SKA 0.48 197 10,000 28 15 0.3–3
HIRAX 0.36 1024 10,000 50 6 0.8–2
Table 1. Specifications that we assume for HIRAX and SKA.
3 Detectability of the bispectrum
In order to assess the detectability of the 21cm intensity bispectrum, we consider two next-
generation intensity mapping surveys, with SKA-MID [5] and HIRAX [31]. The survey spec-
ifications are shown in Table 1. 21cm intensity surveys can be performed in (a) single-dish
(SD) mode, where the individual auto-correlations from each dish are simply summed, or in
(b) interferometric (IF) mode, where the cross-correlations of all dishes are combined. Sur-
veying in SD mode captures larger scales, while IF mode surveys can resolve smaller scales
(see e.g. [4, 32]). SKA-MID is better adapted to SD mode, while HIRAX is designed for IF
mode.
Before we consider the noise and the signal for these 21cm intensity surveys, we need
to determine the appropriate limiting angular scales. The `i in the bispectrum should each
satisfy the condition
`min ≤ `i ≤ `max , (3.1)
where the lower limit depends on the survey and on foreground cleaning, while the upper
limit depends on the survey and the modelling of nonlinearity. Foreground cleaning removes
large-scale radial modes in Fourier space, with k‖ . 0.01h/Mpc, although this limit can be
lowered by the technique of reconstructing large-scale modes using short-scale measurements
[33, 34]. In angular harmonic space, modes with ` . 5 in the power spectrum are effectively
lost [6, 35, 36]. We therefore impose
` fgroundmin ≈ 5 . (3.2)
The survey sky area Ωsky = 4pifsky determines the largest possible scale included, which
– 7 –
imposes the theoretical lower limit [8]:
` skymin = 1 + int
( pi√
Ωsky
)
, (3.3)
where ‘int’ denotes the integer part. For SKA and HIRAX, this is below 5, and hence (3.2)
applies. In fact, IF mode may have `min much larger than 5, since it is the minimum baseline of
an interferometer that sets the largest observable mode [36]. Equivalently, there is a maximum
scale determined by the field of view in IF pointings [4]. The field of view is determined by
the effective beam:
θb = 1.22
λ21
Dd
(1 + z) , (3.4)
where λ21 is the rest-frame 21cm wavelength and Dd is the dish diameter (see Table 1). Then
` IFmin(z) ≈
2pi
θb(z)
(3.5)
≈ 147
1 + z
for HIRAX . (3.6)
For the angular power spectrum with equal redshift correlations, a theoretical maximum
` condition is imposed by the range of validity of the tree-level angular power spectrum [6]:
`nlmax(z) = r(z) knl(z) , knl(z) = knl(0)(1 + z)
2/3 Mpc−1 . (3.7)
For C`, the nonlinear scale is typically taken as knl(0) = 0.2h/Mpc (see also [37]). In order
to reflect the greater sensitivity of the bispectrum to nonlinearity, we follow [25] and assume
knl(0) = 0.1h/Mpc, i.e. half of the value for the power spectrum (see also [38]).
0.5 1 1.5 2 2.5 310
0
101
102
103
Figure 6. Minimum and maximum scales for SKA (SD) and HIRAX (IF) surveys.
There is also an experimental maximum imposed by the angular resolution of the array:
k⊥,max ≈ 2piDres/(rλ) where Dres is the diameter of the receiving area of the beam array and
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λ = λ21(1 + z). Thus
` resmax(z) ≈
2piDres
λ21(1 + z)
. (3.8)
In SD mode, Dres = Dd and then,
` res,SDmax (z) ≈
2piDd
λ21(1 + z)
≈ 449
1 + z
for SKA . (3.9)
This can be smaller than (3.7) at high z. In IF mode, Dres is the maximum baseline, which
is ≈ 271m for HIRAX, so that
` res,IFmax (z) ≈
2piDmax
λ21(1 + z)
≈ 8108
1 + z
for HIRAX . (3.10)
For all z, (3.10) is much larger than (3.7).
In summary, for the surveys considered, we have
SKA (SD): `min = `
fground
min = 5 , `max = min
{
`nlmax(z) , 449(1 + z)
−1}, (3.11)
HIRAX (IF): `min = ` IFmin = 147(1 + z)
−1 , `max = `nlmax(z) . (3.12)
The different limiting scales are shown in Figure 6.
3.1 Intensity mapping noise
To determine the detectability of the angular bispectrum for 21cm intensity surveys with SKA
and HIRAX, we have to study the noise for each survey. The 21cm noise power spectrum is
dominated by thermal noise (from the sky and the instrument), shot noise can be neglected
[6, 39]. For SD and IF modes, the dimensionless noise power spectrum in a single redshift
bin has the form [4, 32]
N`(z) = 2pifsky
ttot ∆ν(z)
[
Tsys(z)
T¯HI(z)
]2 α`(z)
β`(z)2
. (3.13)
Here ttot is the observing time (given in Table 1) and ∆ν is the bandwidth of the redshift bin
with width ∆z:
∆ν = ν21
∆z
(1 + z)2
. (3.14)
The system temperature is made up of instrument and sky contributions:
Tsys(z) = Tins + 60
[
300(1 + z)
ν21/MHz
]2.55
K , (3.15)
where Tins is the instrument temperature (see Table 1) and ν21 = 1420MHz. The sky tem-
perature is an approximate fit to observations and other fits can be used. The background
21cm brightness temperature is given by [40]
T¯HI(z) = 189h
H0(1 + z)
2
H(z)
ΩHI(z) mK. (3.16)
Given the paucity of observations, ΩHI(z) = ρ¯HI(z)/ρcrit(0) is not well constrained and dif-
ferent simulations can lead to significantly different results. We use the fit [6]
T¯HI(z) = 0.056 + 0.232 z − 0.024 z2 mK . (3.17)
Finally, the dish density factor α` and effective beam β` differ for SD and IF modes as
follows [4, 6, 41, 42].
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• SD mode:
αSD` (z) =
1
Nd
, (3.18)
βSD` (z) = exp
[
−`(`+ 1)
16 ln 2
θb(z)
2
]
, (3.19)
where Nd is the number of dishes (see Table 1) and θb is given by (3.4).
• IF mode:
αIF` (z) =
[
λ(z)2
Aeff
]2
1
nb(z, `)
, (3.20)
βIF` (z) = θb(z), (3.21)
where Aeff = 0.7piD2d/4 is the effective dish area and nb is the baseline density in the
image plane, determined by the dish distribution. The forms (3.20), (3.21) apply in the
case where the pointings (which cover the field of view) are done sequentially.
HIRAX is an example of a square-packed array. Following [42], we use the fitting
formula from [43]:
nb(z, `) = Nd(1 + z)
2
(
λ21
Dd
)2 [ a1 + a2(L/Ls)
1 + a3(L/Ls)a4
]
exp
[
−
(
L
Ls
)a5]
, (3.22)
L(z, `) =
λ21
2pi
(1 + z) ` . (3.23)
Here L is the baseline radial length, Ls = Dd
√
Nd = 192m is the length of the square
side and the fitting parameters are aI =
(
0.4847,−0.3300, 1.3156, 1.5974, 6.8390). See
Figure 7.
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Figure 7. Baseline density for HIRAX at z = 1 as a function of L (in m) and `.
The noise power spectra for SKA and HIRAX surveys are shown at selected redshifts in
Figure 8.
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Figure 8. SKA (left) and HIRAX (right) noise at selected redshifts, with ∆z = 10−4.
3.2 Signal to noise of the bispectrum
The signal to noise ratio (SNR) for a fixed multipole configuration in a single redshift bin is
SNR`1`2`3(z) =
∣∣B`1`2`3(z)∣∣
σB`1`2`3 (z)
. (3.24)
The main contribution to the variance, assuming Gaussian initial conditions, comes from the
Gaussian part of the 6-point function, given by [12]
σ2B`1`2`3
(z) = f−1sky C˜`1(z) C˜`2(z) C˜`3(z)
(
1 + 2δ`1`2δ`2`3 + δ`1`2 + δ`2`3 + δ`3`1
)
, (3.25)
where
C˜`(z) = C`(z) +N`(z) , (3.26)
and the noise is given by (3.13). We have generalised the expression in [12] to include noise
and to allow for fsky 6= 1.
Figure 9 shows the SNR per ` for the 3 shapes of Figure 4, in the case of SKA in SD mode
(see assumption (A3) below for computation details). The different contributions of B`1`2`3 to
the SNR, for equilateral, squeezed and flattened shapes, are shown in the 6 panels. As in the
case of the theoretical signal, the contribution from the last two panels is subdominant. In all
contributions, SNR`1`2`3 becomes negligible for ` & 150, owing to the effect of the nonlinear
cut-off: at z = 0.5, (3.7) gives `nlmax = 173. At higher redshifts, the growing contribution of
the beam is what effectively cuts out the higher multipoles. This can be seen in Figure 6,
where the beam resolution limit ` res,SDmax replaces the nonlinear limit `nlmax as upper limit for
z & 0.7, and in Figure 8 (left), where the noise power spectrum grows much more rapidly
with ` for z = 1 and 1.5 than for z = 0.5.
We need to compute the cumulative SNR in a redshift bin, summing over all multipoles
and all shapes:
SNR(z)2 =
∑
`i
SNR`1`2`3(z)
2, (3.27)
where the sum is over all triangular configurations obtained after imposing the Wigner 3j
conditions: (a) `1 + `2 + `3 is even, (b) |`1 − `2| ≤ `3 ≤ `1 + `2. We also use `1 ≤ `2 ≤ `3,
exploiting invariance of the bispectrum under multipole permutations.
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Figure 9. SNR per ` in one redshift bin for equilateral, squeezed (`long = 5) and flattened shapes
for an SKA intensity map (SD mode) at z = 1, with ∆z = 10−4. The panels show the different
contributions in (2.13). For the top middle panel we have used the filter of [44], with order 4 and
window size 15.
In order to demonstrate the detectability of the 21cm bispectrum, we only require a rough
estimate of the cumulative SNR. With this in mind, we make three simplifying assumptions
to speed up the computations:
(A1) We neglect the second-order RSD contribution to the signal, including only the linear
RSD contribution.
50 100 150 200
0.72
0.74
0.76
0.78
Equilateral
Squeezed
Folded
Figure 10. As in Figure 5, but showing here the fractional contribution (3.28) of linear RSD to the
full bispectrum.
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In other words, we use
B[linear RSD] =
〈
∆
(1)
1 ∆
(1)
2
(
∆
(2)
3 −R(2)3
)〉
+ 2 perms,
where R(2) denotes all the RSD terms in (2.3), instead of
B[all RSD] =
〈
∆
(1)
1 ∆
(1)
2 ∆
(2)
3
〉
+ 2 perms.
Figure 10 shows the fractional contribution
B[all RSD]−B[linear RSD]
B[all RSD]
(3.28)
of the the linear RSD to the full bispectrum for the three shapes, similar to Figure 5.
From Figure 10, we see that the linear-only RSD signal is ∼ 25% of the full signal. This
means that we under-estimate the signal, and therefore the SNR, by a factor of ∼ 4,
when we include only the linear RSD and exclude the nonlinear RSD contribution. We
therefore multiply the SNR calculated from B[linear RSD] by a factor of 4, as a rough
estimate for the full SNR from B[all RSD].
(A2) The number of possible triangular configurations with non-vanishing Wigner 3j-symbols
rises rapidly as `max increases. We use the simple approximation proposed in [45]:
SNR∗(z)2 = n∆ SNR`i(z)2 , (3.29)
where n∆ is the total number of triangles and the arithmetic mean SNR2`i is estimated
by computing the SNR for a random selection of triangles.
(A3) We use a Dirac delta window (see section 3.3) to compute the signal, thus avoiding the
numerical complexities of applying a window function in angular redshift space.
For the smallest possible redshift bin-width for next-generation 21cm intensity maps, we
take ∆z = 10−4, and we use this in the thermal noise (3.13). Effectively, this assumes
that the signal with ∆z = 0 is approximately the same as the signal with ∆z = 10−4.
The results based on (A1)–(A3) are shown in Tables 2 and 3. As expected, smaller redshifts
lead to larger SNR due to larger non-Gaussianities induced by the non-linear gravitational
evolution. While the largest SNRs reported here are already promising for single-bin detec-
tion, the SNR . 1 cases are also relevant in view of tomographic analysis that can potentially
benefit from the joint signal of hundreds of bins and their cross-correlations.
Redshift `min `max n∆ SNR SNR
(linear RSD) (all RSD, estimated)
0.5 5 173 225598 5.04 ∼20
1.0 5 224 485380 0.69 ∼3
1.5 5 179 249576 0.09 ∼0.4
Table 2. Cumulative SNR in one redshift bin for an SKA survey: using (3.29) for the linear RSD
case, and roughly estimating the full linear + nonlinear RSD contribution by applying a factor 4, as
described in (A1) above (see Figure 10).
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Redshift `min `max n∆ SNR SNR
(linear RSD) (all RSD, estimated)
1.0 74 366 1680096 2.78 ∼11
1.5 59 561 7021562 1.08 ∼4
Table 3. As in Table 2, for a HIRAX survey.
3.3 Consistency checks
In this section, we assess the validity of approximations (A2) and (A3) above. We consider
the SKA SD case at z = 0.5.
For (A2), we estimate the error in SNR induced by approximating the arithmetic mean
SNR2`i in (3.29), using only a partial subset of np multipole triangles, instead of all n∆ possible
triangles. The left panel of Figure 11 shows the deviation with respect to the full result. The
latter is obtained by summing over all n∆ triangles that we compute up to `max = 173.
To mitigate the risk of under-estimating the error due to the choice of a particular random
draw of np triangles, we consider 1000 random draws for each np and compute the maximum
cumulative SNR deviation over all draws. From Figure 11, we expect . 10% errors when
considering & 103 triangles.
Figure 11. Here we assume an SKA survey at z = 0.5. Left: Estimated error induced by the ap-
proximate cumulative SNR∗ in (3.29), obtained by considering only a partial subset of np multipole
triangles. For each np, we consider 1000 random selections of np multipole triangles and plot the
largest deviation with respect to the non-approximate cumulative SNR result (3.27). Right: Approxi-
mate cumulative SNR as a function of the maximum multipole `max for single redshift bins of different
widths.
Next, we check assumption (A3), i.e., whether neglecting the numerically expensive
integration over redshift bins recovers the cumulative SNR for the small ∆z = 10−4 used
in our forecasts. The right panel of Figure 11 shows the approximate cumulative SNR as
a function of `max for different redshift bin widths. The case labeled Ri(z) = δD(z − zi)
corresponds to approximating radial selection functions (see below) as Dirac deltas – i.e.,
effectively neglecting integration over redshifts, as in our forecasts. For this case, we include
a finite ∆z = 10−4 in the noise term via (3.14). The other cases consistently integrate over
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tophat radial selection functions Ri(z) of width ∆z > 0:
Bijk`1`2`3 =
∫
dz1Ri(z1)
∫
dz2Rj(z2)
∫
dz3Rk(z3)B`1`2`3(z1, z2, z3) , (3.30)
σ2
Bijk`1`2`3
=
∫
dz1Ri(z1)
∫
dz2Rj(z2)
∫
dz3Rk(z3)σ
2
B`1`2`3
(z1, z2, z3) . (3.31)
The variance is given by
fsky σ
2
B`1`2`3
(z1, z2, z3) = C˜
11
`1 C˜
22
`2 C˜
33
`3 +
[
C˜12`1 C˜
23
`2 C˜
31
`3 + C˜
13
`1 C˜
21
`2 C˜
32
`3
]
δ`1`2δ`2`3
+ C˜11`1 C˜
23
`2 C˜
32
`3 δ`2`3 + C˜
12
`1 C˜
21
`2 C˜
33
`3 δ`1`2 + C˜
13
`1 C˜
22
`2 C˜
31
`3 δ`1`3 , (3.32)
where C˜ij` = C`(zi, zj) +N`(zi)δij . We estimate SNR∗ by summing over np ∼ 2000 triangles
for each ∆z > 0 case. The left panel of Figure 11 then suggests . 10% methodological errors.
Our forecast approximation converges well to the case ∆z = 10−4, which validates our
analysis. The redshift bin of width ∆z = 10−3 leads to a larger signal for the single redshift
bin under consideration, given the smaller impact of the noise. However, smoothing the signal
over the even larger ∆z = 10−2 degrades the SNR as it reduces the signal more strongly than
the noise. Note that these individual-bin SNR do not give an accurate picture of the full
SNR: smaller ∆z values allow for a finer tomographic reconstruction, i.e., a larger number of
redshift bins – which increases the SNR. We leave the detailed study of an optimal binning
strategy as a future development of our work.
4 Conclusions
In this work, we computed the tree-level bispectrum of 21cm intensity mapping induced at
second order in perturbations. We worked in directly observable angle-redshift space, which
includes all wide-angle, RSD and lensing effects. We showed that, like for the CMB, lensing
does not contribute to the tree-level bispectrum. The bispectrum is dominated by the second-
order RSD contributions. We expect this finding to be valid also for spectroscopic number
count bispectra which, however, also have contributions from lensing.
We computed the SNR for the two near-future surveys SKA-MID (single-dish mode)
and HIRAX (interferometric mode). We found that SNR & 10 can be reached in a single bin
of width ∆z = 10−4 for SKA at redshift z = 0.5 and for HIRAX at z = 1. At other redshifts
studied in detail, the single-redshift SNR is less than 5 and several bins need to be combined
in order to reach an SNR of 10. Another possibility is to increase the bin width. For example,
increasing ∆z = 10−4 to ∆z = 10−3 at z = 0.5 leads to an increase of the SNR by a factor of
∼2. This is, however less than the number of independent bins of width 10−4 that we could
place inside a ∆z = 10−3 bin – and the SNR would be further increased by cross correlations.
The optimal binning strategy, in both redshift and multipole space, in order to achieve the
best SNR, will depend on the detailed observations and is left for a future project. Here
we have shown that the detection of the bispectrum with next-generation radio telescopes is
feasible.
Interesting theoretical questions raised include: How does this ‘guaranteed’ bispectrum,
which is a consequence of the nonlinearity of gravity on Gaussian initial perturbations, com-
pare with a possible primordial bispectrum from inflation [46]? How does its shape compare
with the simple fNL non-Gaussianity expected in many inflationary models?
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Naively, we expect an inflationary fNL to dominate in the squeezed configuration, which
is not the case for the bispectrum from nonlinearities investigated here. Therefore, the dis-
tinction between these contributions might not be too difficult to detect if the SNR of the
experiment and the fNL of the model are sufficiently large.
Another avenue for future investigations is the question of how the additional information
in the bispectrum can improve constraints on cosmological model parameters.
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A Lensing contributions at higher order
Here we compute the lensing contribution to the 3 and 4-point correlation functions of the
HI intensity map. We consider the bispectrum or the 3PCF first. We denote by O(n) a
perturbation of order n. Assuming that O(1) perturbations are Gaussian, the HI intensity
3PCF is
〈O(4)〉 ∼ 〈O(1)O(1)O(2)〉. The lensing contribution to the 3PCF at tree level is
also
〈O(4)〉 ∼ 〈O(1)O(1)O(2)〉. In the introduction, we have shown that this contribution is
zero.
Gaussianity of O(1) perturbations implies that all odd-order expectation values van-
ish,
〈O(2n + 1)〉 = 0. Hence the first nonzero lensing contribution to the 3PCF comes at〈O(6)〉 which has three types of terms (a) 〈O(1)O(1)O(4)〉, (b) 〈O(1)O(2)O(3)〉 and (c)〈O(2)O(2)O(2)〉. Below we argue that each of these contributions is non-zero. Also for the
trispectrum or 4PCF, the lowest order contributions are
〈O(6)〉, i.e., 〈O(1)O(1)O(2)O(2)〉
and
〈O(1)O(1)〈O(1)O(3)〉.
We compute these lowest order lensing contributions to the bi- and tri-spectrum. The
above qualitative analysis suggests that we need to expand the lensed HI fluctuations to 4th
order. Thus we write the lensed temperature contrast in terms of the unlensed contrast as
∆L(z,n) = ∆(z,n+∇⊥φ)
= ∆(z,n) +
4∑
m=1
1
m!
[
∇a1⊥ φ · · · ∇am⊥ φ∇⊥a1 · · · ∇⊥am∆
]
(z,n)− average
= ∆(z,n) +
4∑
m=1
L(m)(z,n)− 〈L(2)〉(z)− 〈L(4)〉(z), (A.1)
where all orders of φ and ∆ which add together to 4 or less are included in the sum and we
assume that the average of ∆ has been removed.
The lensing potential at first order is given by (1.3). We also need the second- and
third-order lensing potentials, which are given by
φ(2)(z,n) = −2
∫ r
0
dr1
r − r1
rr1
ϕ(2)(z1,n)− 2
∫ r
0
dr1
r − r1
rr1
∇a⊥φ(1)(z1,n)∇⊥aϕ(1)(z1,n),(A.2)
φ(3)(z,n) = −2
∫ r
0
dr1
r − r1
rr1
ϕ(3)(z1,n)− 2
∫ r
0
dr1
r − r1
rr1
∇a⊥φ(1)(z1,n)∇⊥aϕ(2)(z1,n)
−
∫ r
0
dr1
r − r1
rr1
∇a1⊥ φ(1)(z1,n)∇a2⊥ φ(1)(z1,n)∇⊥a1∇⊥a2ϕ(1)(z1,n)
+ 4
∫ r
0
dr1
r − r1
rr1
∫ r1
0
dr2
r1 − r2
r1r2
∇⊥a
[
ϕ(2)(z2,n)
+∇a1⊥ φ(1)(z2,n)∇⊥a1ϕ(1)(z2,n)
]
∇⊥aϕ(1)(z1,n), (A.3)
where r1 = r(z1) and r2 = r(z2). Here the terms which include ∇a⊥ϕ are the so-called post-
Born terms, since they take into account the fact that the photon is not exactly propagating
along the unperturbed direction n. With these expressions, the lensing corrections up to 4th
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order are therefore
L(2) = ∇a⊥φ(1)∇⊥a∆(1), (A.4)
L(3) = ∇a⊥φ(1)∇⊥a∆(2) +
1
2
∇a⊥φ(1)∇b⊥φ(1)∇⊥a∇⊥b∆(1) +∇a⊥φ(2)∇⊥a∆(1) (A.5)
L(4) = ∇a⊥φ(1)∇⊥a∆(3) +
1
2
∇a⊥φ(1)∇b⊥φ(1)∇⊥a∇⊥b∆(2) +∇a⊥φ(2)∇b⊥φ(1)∇⊥a∇⊥b∆(1)(A.6)
+
1
6
∇a⊥φ(1)∇b⊥φ(1)∇c⊥φ(1)∇⊥a∇⊥b∇⊥c∆(1) +∇a⊥φ(2)∇⊥a∆(2) +∇a⊥φ(3)∇⊥a∆(1) .
In a ΛCDM cosmology at late times, the Weyl potential and the metric potentials are
equal at first order: ϕ(1) = Φ(1) = Ψ(1). This also holds at higher order on sub-Hubble scales.
Furthermore, the screen-space Laplacian of ϕ is well approximated by the 3D Laplacian on
sub-Hubble scales, and the Poisson equation maintains its Newtonian form. This implies that
∇2⊥ϕ(n) ' ∇2ϕ(n) ' ∇2Φ(n) '
3
2
ΩmH2δ(n) , (A.7)
where ΩmH2 = Ωm0H20/a and δ(n) is the Newtonian density contrast (see [30] up to n = 3).
A.1 Lensing contribution to the bispectrum beyond tree level
In this section, we derive the generic expression for the lensing contribution to the HI intensity
bispectrum.
We first prove that when we neglect post-Born lensing terms, all higher-order lensing
contributions to the bispectrum of the form 〈∆(1)1 ∆(1)2 (L(m) − 〈L(m)〉)〉 vanish for arbitrary
order m. Note that in order to have an even number of Gaussian first order variables,
we must impose m even, otherwise the expectation value vanishes. We then have an odd
number of derivatives of lensing potentials. Contracting them all with (∇a1⊥ · · · ∇am−1⊥ )∆3
just reproduces the second term, 〈L(m)〉. Any contraction of ∆1∆2 with an odd number of
∇ai⊥φ3 terms vanishes. However, when contracting this factor with an even number of such
terms, a term of the form ( 2k∏
j=1
∇aj⊥ φ3
)
∇a1⊥ · · · ∇am−1⊥ ∆3 (A.8)
remains. This has an odd number of indices and therefore vanishes due to statistical isotropy
(and parity invariance4).
The reason is that when neglecting post-Born terms, the lensing terms always come
as gradients which when contracted with ∆(1) generate a vector and therefore vanish by
statistical isotropy. This cancellation of lensing contributions does not occur for the post-
Born terms as we now show. Terms of the form 〈∆(1)1 L(m)2 L(m
′)
3 〉 can also contribute, but only
if m+m′ is odd. Since m and m′ ≥ 2, they contribute to the bispectrum at loop level.
For the CMB, the tree-level lensing contribution to the bispectrum vanishes. However,
the O(6) contribution differs from the CMB result as anticipated in [10]. For CMB one
needs an even number of temperature fluctuations and an even number of lensing derivatives
since the temperature fluctuations are uncorrelated with the lensing potential which comes
from much lower redshifts. For intensity mapping, this is not the case since both lensing
4If we do not impose parity invariance we can form non-vanishing rotation invariant tensors with an odd
number of indices using the totally anti-symmetric symbol ijk.
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and intensity fluctuations come from similar redshifts. Here we present only the terms that
contain the intensity contrast ∆(1). In the CMB bispectrum, all these terms vanish.
Let us first consider L(4) given in (A.6). The terms in the first line do not contribute
since they can only form vectors when contracted with ∆(1). The same is true for the first
term in the second line. More precisely, a ∆(1) must be paired with a term which has an
even number of derivatives. Considering the expression for ∇a⊥φ(3), one sees that it does have
terms which have 2× two derivatives and can be paired with ∆(1)2 and ∆(1)2 . In the same way,
∇a⊥φ(2) has a two-derivatives term which can be paired with one of the ∆(1) while the other
one is paired with ∇⊥a∇⊥b∆(1). Putting this all together, we obtain
δB[a] ≡ 〈∆(1)1 ∆(1)2 L(4)3 〉 =
−2
∫ r3
0
dr
r3 − r
r3r
〈∇a⊥∇b⊥φ(z)∆1〉〈∇⊥b∇⊥cϕ(z)∆2〉〈∇c⊥φ(z)∇⊥a∆3〉
+4
∫ r3
0
dr
r3 − r
r3r
∫ r
0
dr′
r − r′
rr′
[
〈∇a⊥∇b⊥φ(z′)∆1〉〈∇⊥b∇⊥cϕ(z′)∆2〉〈∇⊥cϕ(z)∇⊥a∆3〉
+〈∇⊥c∇⊥bϕ(z′)∆2〉〈∇a⊥∇⊥bϕ(z)∆1〉〈∇c⊥φ(z′)∇⊥a∆3〉
]
−2〈∆1∇c⊥∇b⊥∆3〉
∫ r3
0
dr
r3 − r
r3r
[
〈∇a⊥∇⊥cϕ(z)∆2〉〈∇⊥bφ3∇⊥aφ(z)〉
+〈∇a⊥∇⊥cφ(z)∆2〉〈∇⊥bφ3∇a⊥ϕ(z)〉
]
+ (1↔ 2) . (A.9)
Here we no longer indicate the order of the perturbations as it is always the first order.
The contributions to φ(2) and φ(3) which involve ϕ(2) or ϕ(3) do not contribute at this level
due to statistical isotropy.
Next we consider 〈∆(1)1 L(2)2 L(3)3 〉. Here L2 has two first-order derivative terms which
must be paired with two first derivatives from L(3), while ∆(1) must be paired with a second
derivative. Considering (A.5) we see that both the second and third terms contribute, leading
to:
δB[b] ≡
〈
∆
(1)
1 L
(2)
2 L
(3)
3
〉
= 〈∆1∇⊥a∇⊥b∆3〉〈∇c⊥φ2∇a⊥φ3〉〈∇⊥c∆2∇b⊥φ3〉
−2〈∇⊥c∆2∇⊥a∆3〉
∫ r3
0
dr
r3 − r
r3r
[
〈∇a⊥∇b⊥φ(z)∆1〉〈∇⊥bϕ(z)∇c⊥φ2〉
+〈∇⊥cφ2∇⊥bφ(z)〉〈∆1∇⊥a∇b⊥ϕ(z)〉
]
−2〈∇a⊥∆3∇c⊥φ2〉
∫ r3
0
dr
r3 − r
r3r
[
〈∇⊥a∇b⊥ϕ(z)∆1〉〈∇⊥bφ(z)∇⊥c∆2〉
+〈∇⊥a∆2∇c⊥ϕ(r)〉〈∆1∇⊥c∇b⊥φ(z)〉
]
+ (1↔ 2) , (A.10)
δB[c] ≡
〈
L
(2)
1 L
(2)
2 L
(2)
3
〉
= 〈∇a⊥∆1∇b⊥∆2〉〈∇c⊥∆3∇⊥aφ1〉〈∇⊥bφ2∇⊥cφ3〉+ perm.(A.11)
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In (A.11), the permutations add all possible terms which contract different points only. There
are 8 permutations in total.
Of course, each of the terms with derivatives which are of the form 〈∇⊥aXi∇⊥bYj〉 or
〈Xj∇⊥a∇⊥bYj〉 are proportional to δab . It is straightforward though tedious to transform
these 6th order expressions into `-space. Since we do not evaluate them in this work, we do
not perform this transformation. We also have not given the terms which are higher order in
∆, since these have counterparts in the CMB bispectrum.
A.2 Lensing contribution to the tree-level trispectrum
In this section, we calculate the HI intensity lensed trispectrum at the tree level, via the
lensed 4PCF in redshift space:
TL =
〈
∆L1 ∆
L
2 ∆
L
3 ∆
L
4
〉
=
〈
∆1 ∆2 ∆3 ∆4
〉
+ δT. (A.12)
Here δT is the lensing correction to the unlensed T .
At tree level, the 4PCF is of the form 〈O(1)O(1)O(1)O(3)〉 + 〈O(1)O(1)O(2)O(2)〉. In
detail:
TL =
〈
∆
(1)
1 ∆
(1)
2 ∆
(1)
3
[
∆
(3)
4 + L
(3)
4
]〉
+ 3 perms
+
〈
∆
(1)
1 ∆
(1)
2
[
∆
(2)
3 + L
(2)
3 −
〈
L
(2)
3
〉][
∆
(2)
4 + L
(2)
4 −
〈
L
(2)
4
〉]〉
+ 5 perms (A.13)
The tree-level lensing correction is thus made up of two parts:
δT [1] =
〈
∆
(1)
1 ∆
(1)
2 ∆
(1)
3 L
(3)
4
〉
+ 3 perms (A.14)
δT [2] =
〈
∆
(1)
1 ∆
(1)
2 ∆
(2)
3 L
(2)
4
〉− 〈∆(1)1 ∆(1)2 ∆(2)3 〉〈L(2)4 〉+ 〈∆(1)1 ∆(1)2 〉〈L(2)3 〉〈L(2)4 〉
+
〈
∆
(1)
1 ∆
(1)
2 L
(2)
3 ∆
(2)
4
〉
+
〈
∆
(1)
1 ∆
(1)
2 L
(2)
3 L
(2)
4
〉− 〈∆(1)1 ∆(1)2 L(2)3 〉〈L(2)4 〉
− 〈∆(1)1 ∆(1)2 ∆(2)4 〉〈L(2)3 〉− 〈∆(1)1 ∆(1)2 L(2)4 〉〈L(2)3 〉+ 5 perms (A.15)
δT [1] term:
δT [1] =
1
2
〈
∆
(1)
1 ∆
(1)
2 ∆
(1)
3 ∇a⊥φ4∇b⊥φ4∇⊥a∇⊥b∆(1)4
〉
− 2
∫ r4
0
dr˜
r4 − r˜
r4r˜
〈
∆
(1)
1 ∆
(1)
2 ∆
(1)
3 ∇b⊥∆(1)4 ∇a⊥φ˜4∇⊥a∇⊥bΦ˜4
〉
+ 3 perms (A.16)
For the non-integrated term:
δT [1a] =
1
2
〈∇a⊥φ4∇b⊥φ4〉[〈∆(1)1 ∆(1)2 〉〈∆(1)3 ∇⊥a∇⊥b∆(1)4 〉+ (2↔ 3) + (1↔ 3)] (A.17)
where we used
〈
X∇a⊥Y
〉
= 0 from statistical isotropy. Since the ensemble average of the
traceless part of a tensor is zero, we find
δT [1a] =
1
4
〈
∆
(1)
1 ∆
(1)
2
〉〈∇a⊥φ4∇⊥aφ4〉〈∆(1)3 ∇2⊥∆(1)4 〉+ (2↔ 3) + (1↔ 3) (A.18)
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For the integrated term:
δT [1b] = −〈∆(1)1 ∆(1)2 〉∫ r4
0
dr˜
r4 − r˜
r4r˜
〈∇a⊥∆(1)4 ∇⊥aφ˜4〉〈∆(1)3 ∇2⊥ϕ˜4〉
+ (2↔ 3) + (1↔ 3) (A.19)
Note: using the approximation (A.7), we could replace ∇2⊥ϕ by 3ΩmH2δ/2.
δT [2] term:
The first term is of the form〈
∆
(1)
1 ∆
(1)
2 ∆
(2)
3 L
(2)
4
〉 ∼ 〈∆(1)1 ∆(1)2 ∆(1)3 ∆(1)3 ∇⊥∆(1)4 ∇⊥φ4〉 = 〈ABCDEF〉 (A.20)
By statistical isotropy,
〈
AE
〉
,
〈
AF
〉
,
〈
BE
〉
and
〈
BF
〉
will vanish and applying Wick to
(A.20) we find〈
AB
〉[〈
CE
〉〈
DF
〉
+
〈
CF
〉〈
DE
〉]
+
[〈
AB
〉〈
CD
〉
+
〈
AC
〉〈
BD
〉
+
〈
AD
〉〈
BC
〉]〈
EF
〉
=
〈
AB
〉〈
CDEF
〉− 〈AB〉〈CD〉〈EF〉+ 〈ABCD〉〈EF〉
=
〈
∆
(1)
1 ∆
(1)
2
〉〈
∆
(2)
3 L
(2)
4
〉− 〈∆(1)1 ∆(1)2 〉〈∆(2)3 〉〈L(2)4 〉+ 〈∆(1)1 ∆(1)2 ∆(2)3 〉〈L(2)4 〉 (A.21)
The 3rd term in the last line of (A.21) is the same as 2nd term of δB[2] given in (A.15)
and thus they will cancel. Similarly, the 4th and 7th terms of (A.15) can be simplified. The
remaining terms of (A.15) can be similarly treated. We obtain
δT [2] =
1
4
〈
∆
(1)
1 ∆
(1)
2
〉{[〈∇a⊥φ3∇⊥aφ4〉〈∇a⊥∆(1)3 ∇⊥a∆(1)4 〉+ 〈∇a⊥φ3∇⊥a∆(1)4 〉〈∇a⊥∆(1)3 ∇⊥aφ4〉]
+ 4
[〈
∆
(2)
3 L
(2)
4
〉− 〈∆(2)3 〉〈L(2)4 〉+ (3↔ 4)]}+ 5 perms (A.22)
δT final:
The lensing correction to the 4PCF follows from (A.22) and by using (A.18) and (A.19)
in (A.16):
δT =
1
4
〈
∆
(1)
1 ∆
(1)
2
〉{〈∇a⊥φ4∇⊥aφ4〉〈∆(1)3 ∇2⊥∆(1)4 〉− 4∫ r4
0
dr˜
r4 − r˜
r4r˜
〈∇a⊥∆(1)4 ∇⊥aφ˜4〉〈∆(1)3 ∇2⊥ϕ˜4〉}
+ (2↔ 3) + (1↔ 3) + 3 Perms
+
1
4
〈
∆
(1)
1 ∆
(1)
2
〉{[〈∇a⊥φ3∇⊥aφ4〉〈∇a⊥∆(1)3 ∇⊥a∆(1)4 〉+ 〈∇a⊥φ3∇⊥a∆(1)4 〉〈∇a⊥∆(1)3 ∇⊥aφ4〉]
+ 4
[〈
∆
(2)
3 L
(2)
4
〉− 〈∆(2)3 〉〈L(2)4 〉+ (3↔ 4)]}+ 5 perms (A.23)
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