Long-term streamflow forecasting is of great significance to the optimal management of water resources. However, the forecast lead time of long-term streamflow forecasting is relatively long and the forecasted precipitation within the forecast lead time has inherent uncertainty, so long-term streamflow forecasting has major challenges. In this paper, a hybrid forecasting model is developed to improve accuracy of long-term streamflow forecasting by combining random forests (RF) and the Soil and Water Assessment Tool (SWAT). The RF model is used to forecast monthly precipitation which is further downscaled to a daily dataset according to the hydrological similarity principle for use in the SWAT model of the Danjiangkou Reservoir basin, China. Performance of this hybrid model is compared to that of seasonal autoregressive (SAR (P)) model. Results show the RF precipitation generator yields accurate predictions at the monthly scale and the hybrid model produces acceptable streamflow series in long-term forecasting cases. In addition, the comparison shows that in the Danjiangkou Reservoir basin, the hybrid model performs better than the SAR (P) model, with average Nash-Sutcliffe efficiency (NSE) values of 0.94 and 0.51, which is better when it is closer to 1. This study provides a method of improving accuracy of long-term streamflow forecasting.
INTRODUCTION
Early and accurate long-term streamflow forecasting is of great significance to the optimal management and effective utilization of water resources (Pagano et al. ; Seo et al. ) . Scheduling schemes for efficient water uses should be developed to ensure the safety of water conservancy projects and economic benefits (Xiao et al. ) . However, with the extension of the forecasting lead time, the uncertainty of forecasted climatic inputs (e.g., precipitation) increases, and the accuracy of streamflow forecasting Streamflow is a spatial and temporal hydrological response to precipitation. The volume of precipitation determines the change in streamflow and the associated hydrograph. In streamflow forecasting, the prediction of precipitation during the forecast lead time is significant; however, it is not considered in many models, which can result in unsatisfactory forecasting results. This issue may be overcome using numerical weather prediction (NWP) products. NWP products can provide forecasts of future precipitation. Thus, precipitation during the forecast lead time can be treated as an influential factor when forecasting streamflow (Gobena & Gan ; Bennett et al. ; Shi et al. ; Yu et al. ) . Generally, NWP products provide a certain degree of accuracy for precipitation forecasting over 7-10 days. Nevertheless, the length of the forecast lead time must be further expanded to meet the requirements of production. This paper aims to improve the accuracy of long-term streamflow forecasting and to develop a hybrid model. The hybrid model is based on a statistical model: random forests (RF), that forecasts precipitation series. These series are then used as input to the hydrological model, which is used to forecast monthly streamflow with a relatively long forecast lead time. We utilized a teleconnection analysis of precipitation and meteorological factors to screen the forecast factors and construct a RF model for forecasting monthly precipitation. Then, the forecasted monthly precipitation was used to screen the typical year through a hydrological similarity measure, and the forecasted monthly precipitation was downscaled into daily precipitation by the ratios of the 
METHODOLOGY Random forests
Principle of random forests RF (Breiman ) is a machine learning algorithm that combines bagging and ensemble learning theory (Breiman a) with the random subspace method (Ho ) . RF is a classifier consisting of a collection of tree-structured classi- OOB data. These data can be used to estimate the error of each decision tree, and the average value can be used to calculate the generalization error of the RF. The study found that OOB estimation had the same accuracy as the test set with the same sample size (Breiman b).
2. Decision tree and random subspace theory: A decision tree algorithm is a top-down recursive method, and conclusions are obtained at the leaf nodes of the decision tree (Breiman et al. ) . A key step in the decision tree is to select the attributes of node splitting. Based on the random subspace theory, a subset of attributes is extracted from all attributes with equal probability. Then, the Gini impurity level index is used to select an optimal attribute from the subset to split the node (Zhu & Pierskalla ).
Model construction
Step 1: The causal relationship between precipitation and hydrometeorological factors is established based on the cor-
These factors are used to construct the training sample set together with the precipitation series, where X is the Mdimensional explanatory variable vector composed of predictors, Y is the target variable of the precipitation series and N is the sample capacity.
Step 2: k training sample subsets are randomly taken from the training sample set D through bootstrap resampling, and the size of the training sample subset is N.
Step 3: k decision trees are constructed for the k training sample subsets. According to the random subspace
selected from the M indexes based on the node attribute values of the decision trees. Then, the optimal value is selected based on the Gini impurity level, and this value is the final node attribute value. Liu et al. () found that for most data sets, when the number of trees is 100, the RF accuracy can meet the requirements of the method.
Thus, k in this research is selected as 100.
Step 4: Each decision tree is executed based on topdown recursive growth to obtain a predicted flow value.
The results of k decision trees are then voted on to obtain the ultimate classification (regression) results, namely, the final predicted value of precipitation.
The main structure of the model is shown in Figure 4 .
Soil and water assessment tool

Introduction of SWAT
SWAT is a distributed hydrological model developed by the ). Therefore, SWAT can be used for medium-to longterm monthly mean streamflow prediction.
SWAT model construction
Step 1: Input basin DEM data. Using ArcGIS spatial analysis tools to analyse the flow directions in the basin, the cumulants of confluences are calculated and sub-basins (15 in this case) defined, as shown in Figure 5 .
Step 2: Input the land use data and soil data. The land use and soil are classified according to the database in SWAT and the re-classification index table to define gradients. Then, the hydrological response units in the basin are determined.
Step 3: Load the precipitation station and meteorological station data. The corresponding precipitation and meteorological data are read according to the index name of each station to complete the construction of the model.
Hydrological similarity measure
Predicted precipitation from the RF model is provided at a monthly time step, while SWAT uses daily inputs. Therefore, monthly precipitation data are downscaled to daily series according to a hydrological similarity measure in this study.
Based on similarity principle, a Euclidean distance metric function, which measures the difference between predicted and observed monthly precipitation vectors, is constructed:
where, X predicted and the observed values in the ith year, and i ¼ 1 ∼ n, n is the total number of years.
According to the principle of minimum distance, the most similar historical data series are selected to predict monthly precipitation, and the ratio of observed to predicted precipitation can be calculated. Furthermore, monthly precipitation can be downscaled to obtain the predicted daily precipitation at each station. Additionally, historical meteorological data are used as input data in the SWAT model to calculate the daily evaporation capacity.
Evaluation measures
To evaluate the forecasting ability of the models, the simulation accuracy of each monthly forecast model is summarized. The coefficient of correlation (R), relative error (RE), mean absolute percentage error (MAPE) and Nash-Sutcliffe efficiency (NSE) are used as evaluation measures. They are defined as follows:
1. Coefficient of correlation (R):
2. Relative error (RE):
3. Mean absolute percentage error (MAPE):
4. Nash-Sutcliffe efficiency (NSE):
where Q o (i) and Q f (i) are the observed and simulated streamflow series, respectively; Q o and Q f are the mean observed and simulated streamflow series, respectively;
and N is the length of the time series considered.
RESULTS AND DISCUSSION
Screening of predictors
The key predictors of monthly precipitation forecasts are selected from the 74 atmospheric circulation factors, the Table 1 shows the selected predictors of precipitation in August as an example. Table 4 . Statistical analyses of the accuracy of the calibration period sequence and the accuracy of the validation period sequence (discussed in the preceding section) are conducted, and the specific results are shown in Table 5 .
During the calibration period, the R, MAPE and NSE values are 0.96, 27.02% and 0.87, respectively. Then, the values of R, MAPE and NSE slightly decrease to 0.94, 31.02% and 0.83, respectively, in the validation period.
These statistics indicate that the model accuracy in the calibration period is slightly superior to the accuracy in the validation period. Overall, the model provided acceptable accuracy in both the calibration and verification periods,
with R values greater than 0.9 and NSE values above 0.8.
Comparison of the hybrid model and SAR (P)
First, we set the monthly precipitation data predicted by the RF model in 2012 as X ⇀ ¼ (x 1 , x 2 , . . . , x 12 ) and the historically observed monthly precipitation data series as
). Then, we calculate the Euclidean The results show that there is no significant difference between the simulated and observed precipitation. In addition, the values of R, MAPE and NSE are 0.98, 55.28% and 0.92, respectively, which indicates that the precipitation forecasts are accurate. The comparison suggests that the hybrid model provides a better fit of monthly streamflow based on the observations compared to that of the SAR (P) model, except in the first two months (January and February). In these two months, the SAR (P) model has higher RE values of 11.65% and 44.64%, respectively, while the corresponding values for the hybrid model are À39.3% and À51.51%. However, the accuracy of SAR (P) in the next ten months decreases because it uses the rolling forecast method with the extended forecast lead time. Due to the lack of observed data, the SAR (P) model predicts streamflow values using the P-month data prior to the forecasting month; thus, bias gradually accumulates and progressively decreases the forecasting accuracy.
Moreover, Table 7 shows that, based on the 20% criterion of qualified values, 9 of 12 months meet the requirements, and the QR of the hybrid model reaches 75%. However, the QR of the SAR (P) model is only 50%. According to the hydrological similarity principle, the precipitation data generated by the RF model are downscaled and used as input data in the SWAT model to forecast monthly streamflow in 2012. These forecasted results are then compared to those of the SAR (P) model. The specific findings of this study are as follows:
1. An RF model is constructed based on observed monthly 
