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Abstract
In this paper, we present a stochastic convergence proof, under suitable conditions, of a
certain class of actor-critic algorithms for finding approximate solutions to entropy-regularized
MDPs using the machinery of stochastic approximation. To obtain this overall result, we
provide three fundamental results that are all of both practical and theoretical interest:
we prove the convergence of policy evaluation with general regularizers when using linear
approximation architectures, we derive an entropy-regularized policy gradient theorem, and
we show convergence of entropy-regularized policy improvement. We also provide a simple,
illustrative empirical study corroborating our theoretical results. To the best of our knowledge,
this is the first time such results have been provided for approximate solution methods for
regularized MDPs.
1 Introduction
Actor-critic methods are an established and important class of reinforcement learning algorithms.
Various extensions of these methods exist, but one promising recent development in this area
is the invention of entropy-regularized – also known as “soft” – actor-critic [9]. Though [9]
provide some convergence analysis in the tabular case, firm theoretical underpinnings when
using function approximation are not established in that paper. The crucial next step, given
in [7], lays theoretical foundations for the treatment of approximation algorithms for a new
class of regularized Markov decision processes (reg-MDPs), of which entropy-regularized MDPs
are a special case. Though [7] establish the theory of reg-MDPs and provide an interesting
and potentially useful analysis of error propagations for approximation algorithms for this class
of problem, they stop short of providing any stochastic convergence results for approximation
schemes for reg-MDPs.
The use of regularization in Markov decision processes and reinforcement learning is not
new. Regularization in exact and approximate MDPs has been explored in [19], [12], [11],
and [7]. Among the methods making use of the Kullback-Leibler divergence and/or entropy
regularization in a fundamental way in this context are trust region policy optimization (TRPO)
[14], G-learning [6], dynamic policy programming (DPP) [1], Soft Q-learning [8], soft actor-critic
(SAC) [9], smoothed Bellman error embedding (SBEED) [5], and proximal policy optimization
(PPO) [16], to name a few. The connections between Soft Q-learning and policy gradients with a
regularizer using the Kullback-Leibler divergence have been previously explored in [15].
To the best of our knowledge, however, no work yet exists that applies the machinery of
stochastic approximation – used to such great effect in the theory of unregularized reinforcement
learning under function approximation – to the regularized case. In this paper we take the next
step in the development of firm theoretical foundations for approximate solutions methods for
regularized Markov decision processes, which we henceforth refer to as approximate reg-MDP,
by providing key convergence results leveraging the theory of stochastic approximation. The
general outline is as follows. We begin in section 2 with a description of the general setting
of reg-MDPs, as described in [7]. Next, we introduce a two-timescale, actor-critic scheme for
approximate reg-MDP, similar to those analyzed in [3], to which our convergence results will
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apply. In section 4, we prove that, for general reg-MDPs, policy evaluation (i.e., the critic
updates) converges at the faster timescale with probability one to the global best approximator
when using linear approximation architectures. In section 5, we derive a policy gradient theorem
for entropy-regularized MDPs that provides a method for obtaining unbiased estimates of the
policy gradients used in the policy improvement step. In section 6, we prove under suitable
conditions that the policy improvement (or actor) updates given in section 3 converge with
probability one. In section 7, we provide some preliminary experimental results, and in section 8
we give some closing remarks.
2 Regularized Markov Decision Processes
2.1 Markov Decision Processes
In this section we introduce the general framework of reg-MDPs as developed in [7]. Before
describing reg-MDPs, we first recall the definition of an unregularized, infinite-horizon, discounted
Markov decision process (MDP). An MDP is a tuple (S,A, P, r, γ), where S is the state space,
A is the action space, p : S × S × A → [0, 1] is a family of conditional distributions over S
conditioned on S ×A, i.e. p(s′|s, a) is the probability that the next state will be s′, given that
the current state is s and action a is chosen, r : S ×A → R is the reward function, and γ ∈ [0, 1)
is the discount factor. In this paper, we assume that S and A are finite.
In this setting, an agent interacts with the MDP via a policy pi : A×S → [0, 1], where pi(a|s)
is the probability that action a is chosen in state s. The long-run discounted reward of following
policy pi is given state-wise by vpi(s) = E[
∑∞
k=0 γ
kr(sk, ak) | s0 = s, pi], where vpi ∈ R|S| is called
the value function of pi. The goal is to determine a policy that maximizes this return for each
state. To accomplish this goal, classical MDP theory considers two operators on the space of
value functions. Defining them component-wise, the first is the Bellman operator for pi,
[Tpiv](s) =
∑
a∈A
pi(a|s)(r(s, a) + γ
∑
s′∈S
p(s′|s, a)v(s′)), (1)
and the second is the Bellman optimality operator
[Tv](s) = max
pi
[Tpiv](s). (2)
Both of these operators are contraction mappings with modulus γ < 1, so repeatedly applying
either operator to any initial v0 ∈ R|S| will converge in the limit to the operator’s unique fixed
point. The fixed point of (1) is the value function vpi, while the fixed point of (2) is the value
function v∗, which is the value function of any optimal policy. Theese operators can be used in
the classical setting to construct algorithms for determining an optimal policy.
Important in many applications is a related function qpi ∈ R|S|×|A|, called the action-value
function of pi, given by
qpi(s, a) = r(s, a) + γ
∑
s′
p(s′|s, a)vpi(s′).
Importantly, we can define a Bellman operator T ′pi on the space R|S|×|A| of action-value functions
[T ′piq](s, a) = r(s, a) + γ
∑
s′
p(s′|s, a)
∑
a′
pi(a′|s′)q(s′, a′), (3)
of which qpi given above is the fixed point. Notice that this operator results from combining the
definition of qpi with the fact that vpi is the fixed point of (1). We will be using action-value
functions extensively in what follows.
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2.2 Regularized MDPs
[7] introduce the concept of a regularized Markov decision process by adding a regularizing function
Ω : ∆A → R to the Bellman operator (1), where ∆A is the probability simplex in R|A|, then
using it in conjunction with the resulting regularized optimality operator to develop a regularized
analog of classic MDP. The presence of Ω assigns a value to the conditional distributions that
make up a given policy, allowing the user of any resulting algorithm to enforce a preference
for some policies over others in the search for an optimal policy. The archetypal and primary
motivating example of such a regularizer, as considered in [9], is Ω(pi(·|s)) = ∑a log(pi(a|s))pi(a|s),
the negative entropy of pi(·|s), where the entropy −Ω is a commonly used measurement of the
randomness of pi(·|s). [7] develop their theory for a more general class of regularizers, however,
requiring only that Ω be differentiable and strongly convex.
Given a policy pi, its regularized Bellman operator is given by
[Tpi,Ωv](s) = [Tpiv](s)− Ω(pi(·|s)), (4)
while the regularized Bellman optimality operator is
[TΩv](s) = max
pi(·|s)∈∆A
[Tpi,Ωv](s). (5)
Though we will not have occasion to use it in what follows, it is a very interesting fact that the
analytic solution to (5) is the Fenchel conjugate Ω∗ of Ω in the finite state and action case.
As proven in [7], the operators (4), (5) are also γ-contraction mappings, and we can thus
immediately construct algorithms for policy evaluation and improvement in this regularized
setting by iterating to obtain their fixed points. Focusing on (4), the resulting fixed point vpi,Ω
and associated action-value function qpi,Ω are given by
vpi,Ω(s) =
∑
a
pi(a|s)(qpi,Ω(s, a))− Ω(·|s), (6)
qpi,Ω(s, a) = r(s, a) + γ
∑
s′
p(s′|s, a)vpi,Ω(s′). (7)
Similar expressions are available for the fixed point of (5), but we will not need them below, and
refer the reader to [7].
It is also possible to define an analog of (3) for the regularized setting:
[T ′pi,Ωq](s, a) = r(s, a) + γ
∑
s′
p(s′|s, a)
∑
a′
pi(a′|s′)[q(s′, a′)− Ω(pi(a′|s′))]. (8)
Since we will usually consider only (8) and not (4) in what follows, we drop the apostrophe and
simply write Tpi,Ωq in place of T ′pi,Ωq. Whether the state-value function or action-value function
operator is meant will always be clear from the context.
We will henceforth also supress the dependence of our regularized action-value functions on
the regularizer Ω, and simply write qpi in place of qpi,Ω, and vpi in place of vpi,Ω.
3 Actor-Critic Algorithm for Entropy-Regularized MDPs
Given the superior performance of reinforcement learning methods such as soft actor-critic (SAC)
[9] that seek approximate solutions to a given MDP by using function approximatioon and an
actor-critic scheme to instead approximately solve a related reg-MDP, it is clear that reg-MDPs
are of significant practical and theoretical importance. Following the development of classic
actor-critic methods in reinforcement learning, a natural next step is to seek a firm theoretical
foundation for actor-critic methods for approximate reg-MDP.
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Below we give an entropy-regularized actor-critic algorithm very much in keeping with
the classic actor-critic of unregularized reinforcement learning: it is a two-timescale stochastic
approximation algorithm built around a policy gradient theorem. Let a finite state- and action-
space reg-MDP as in section 2 be given. Let qω(·, ·) be a family of action-value function
approximators parametrized by ω ∈ Uω ⊆ Rk, and let piθ(·|·) be a family of policy function
parametrized by θ ∈ Uθ ⊆ Rl, where k, l  |S|, |A|, and where qω and piθ are continuously
differentiable in their respective parameters. Let two positive stepsize sequences {βω,t}, {βθ,t} be
given satisfying
∑
βω,t =∞,
∑
βθ,t =∞,
∑
β2ω,t + β
2
θ,t <∞, and limt βθ,tβω,t = 0. Finally, before
proceeding, we need to make some standard assumptions regarding piθ.
Assumption 3.1. There exists ε > 0 such that, for each θ ∈ Uθ, and for all state-action pairs
(s, a), piθ(s, a) ≥ ε.
Assumption 3.2. For each θ ∈ Uθ, the policy piθ induces an ergodic, irreducible Markov chain
on S ×A.
The first assumption ensures that all policies remain sufficiently exploratory, and is especially
reasonable in light of the fact that entropy regularization penalizes overly deterministic policies.
The second assumption is almost a consequence of the first, but it also imposes some additional
structure on the transition probability function p.
The entropy-regularized actor-critic algorithm that is the focus of this paper is given by the
update equations
ωt+1 = ωt + βω,tδt+1∇qωt(st, at), (9)
θt+1 = θt + βθ,tψt, (10)
where
δt+1 = r(st, at) + γ
[
qωt(st+1, at+1)− log(piθt(at|st))piθt(at|st)
]− qωt(st, at)
and
ψt = qωt(st, at)∇ log(piθt(at|st))−
1
piθt(at|st)
∇[ log(piθt(at|st))piθt(at|st)].
Though the expressions for δt+1 and ψt may appear complicated at first sight, they should
be natural to a reader familiar with temporal difference and actor-critic methods: δt+1 is simply
the regularized temporal difference, while ψt is the policy gradient in the regularized setting – we
will prove that the latter provides an unbiased estimate of the true policy gradient below.
4 Policy Evaluation for General Regularizers
The algorithm above is formulated specifically with entropy as the regularizer of the underlying
reg-MDP. For a fixed policy piθ, however, the almost sure convergence of the policy evaluation
(critic) step is straightforward to prove for any regularizer, so we give the proof for this general
case. Proving it in this more general setting may also be helpful for future work on approximate
reg-MDP.
The central result of this section is that, when using linear approximation architectures for
qω, and assuming the policy piθ to be fixed, the update equation (9) converges almost surely (a.s.)
to the fixed point of a projected Bellman equation based on (8). Intuitively, this means that (9)
converges to the global best approximator qω∗ of qpiθ when using linear approximation. Before
we can state and prove this result formally, we need to develop some additional notation.
Consider the pairs of the state-action space S × A to be labeled and ordered as fol-
lows: S × A = {(s1, a1), (s1, a2), . . . , (s|S|, a|A|−1), (s|S|, a|A|)}. Let φ : S × A → RK , where
K  |S| · |A|, be a mapping of the state-action space into the feature space RK . Let
Φ = [φ(s1, a1), φ(s1, a2), . . . , φ(s|S|, a|A|)]T , the matrix whose rows are the feature vectors
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φ(si, aj),1 occuring from top to bottom in the order of the enumeration of S×A given above, and
let r = [r(s1, a1), r(s1, a2), . . . , r(s|S|, a|A|)]T be the vector of rewards. We make the following
standard assumption on the feature matrix Φ.
Assumption 4.1. Φ has linearly independent columns.
For the remainder of this section, fix a regularizer Ω satisfying the conditions of section 2, and
assume that pi := piθ is fixed. Since the ω-updates of the critic step occur at the faster timescale
of our algorithm, the current policy parameter θ appears to be fixed from ω’s frame of reference.
We can thus perform our ω-updates as if the parameter θ and thus the policy pi is fixed. For
details on two-timescale algorithms, see [4].
Let qpi = [qpi(s1, a1), qpi(s1, a2), . . . , qpi(s|S|, a|A|)]T be the vector of regularized action-values,
let qω be defined analogously as the vector of regularized action-value function approximator
values, define Ω(pi) = [Ω(pi(·|s1)),Ω(pi(·|s2)), . . . ,Ω(pi(·|s|S|))]T , and let Ωpi = Ω(pi) ⊗ 1, where
1 ∈ R|A| is the vector of all ones and ⊗ denotes the Kronecker product. Let
Ppi =

p(s1|s1, a1)pi(a1|s1) p(s1|s1, a1)pi(a2|s1) . . . p(s|S||s1, a1)pi(a|A||s1)
p(s1|s1, a2)pi(a1|s1) p(s1|s1, a2)pi(a2|s1) . . . p(s|S||s1, a2)pi(a|A||s1)
...
...
...
p(s1|s|S|, a|A|)pi(a1|s|S|) p(s1|s|S|, a|A|)pi(a2|s|S|) . . . p(s|S||s|S|, a|A|)pi(a|A||s|S|)

denote the matrix of transition probabilities of the Markov chain it induces on S × A, where
p(sk|si, aj)pi(al|si) is the probability of transitioning from (si, aj) to (sk, al). Finally, let νpi(·, ·)
denote the steady-state distribution of the Markov chain on S × A induced by pi, and define
Npi = diag(νpi(s1, a1), νpi(s1, a2), . . . , νpi(s|S|, a|A|)).
With the notation above, we can now write (8) in matrix form as
Tpiq = r + γPpi(q − Ωpi) = r + γPpiΩpi + γPpiq. (11)
We now introduce the assumption of a linear approximation architecture for the action value
function.
Assumption 4.2. Given parameter ω ∈ Uω and (s, a) ∈ S × A, we have qω(s, a) = φ(s, a)Tω,
or, in vector form, qω = Φω.
Under this assumption, the update equation (9) becomes
ωt+1 = ωt + βω,tδt+1φt, (12)
where δt+1 = rt+1 − γΩ(pi(·|st+1)) + γφTt+1ωt − φTt ωt, rt+1 = r(st, at), and φt = φ(st, at). Notice
that the exact evaluation Ω(pi(·|st+1)) of Ω at pi(·|st+1) occurs in (12), and an unbiased estimate
of it occurs in (9).
We now give the main result of this section.
Theorem 4.1. The iterative scheme (12) converges a.s. to the unique ω∗ such that Φω∗ is the
fixed point of the projected Bellman equation
Φω = ΠNpiTpi(Φω), (13)
where ΠNpi is the projection onto Col(Φ) with respect to the weighted Euclidean norm || · ||2,Npi
and Tpi is as in (11).
1Unless explicitly stated otherwise, all vectors are assumed to be column vectors.
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Proof. We first recast (12) as an instance of the stochastic approximation scheme (19), then
verify the stochastic approximation conditions given in section A.1 of the appendix. Define
h : RRank(Φ) × S ×A → RRank(Φ) by
h(ω, s, a) = Es′,a′ [(r(s, a) + γ(φ(s
′, a′)Tω − Ω(pi(·|s′)))− φ(s, a)Tω)φ(s, a) | ω, s, a],
and let ξt+1 = δt+1φt −E[δt+1φt | Ft], where Ft = σ(ωτ , sτ , aτ ; τ ≤ t) is the σ-algebra generated
by the random variables ωτ , sτ , aτ up to time t. Notice that Φ ∈ R|S|·|A|×K has Rank(Φ) = K,
since we assumed K  |S| · |A| and that Φ has linearly independent columns.
We can now rewrite (12) as
ωt+1 = ωt + βω,t
[
h(ωt, st, at) + ξt+1
]
, (14)
and verify the five conditions of section A.1 to complete the proof.
Condition 2 is satisfied by the assumption on the stepsizes {βω,t} given in section 3, while
condition 4 is ensured by assumption 3.2. To see that h is Lipschitz in its first argument, fix
ω, ω′, s, a and notice that
‖h(ω, s, a)− h(ω′, s, a)‖ = ‖E[(γφ(s′, a′)T − φ(s, a)T )(ω − ω′)φ(s, a) | ω, ω′, s, a]‖
≤ E[|(γφ(s′, a′)T − γφ(s, a)T )(ω − ω′)| · ‖φ(s, a)‖ | ω, ω′, s, a]
≤ E[‖γφ(s′, a′)− φ(s, a)‖ | ω, ω′, s, a] · ‖φ(s, a)‖ · ‖ω − ω′‖ ≤ C‖ω − ω′‖
for some C > 0, since the fact that S,A are finite implies that ‖γφ(s′, a′)−φ(s, a)‖ and ‖φ(s, a)‖
are uniformly bounded, and where the first inequality follows by an application of Jensen’s
inequality and the second follows from the Cauchy-Schwarz inequality and the fact that the
expectation is conditioned on s, a, ω, and ω′. Thus condition 1 is satisfied.
We next show that {ξt} is a martingale difference sequence with respect to the filtration {Ft}
such that E[‖ξt+1‖2 | Ft] ≤ C(1 + ‖ωt‖2) a.s., for some C > 0. First, we clearly have that
E[ξt+1 | Ft] = E[δt+1φt − E[δt+1φt | Ft] | Ft] = E[δt+1φt | Ft]− E[δt+1φt | Ft] = 0,
so {ξt} is indeed a martingale difference sequence. Next, by the Cauchy-Schwarz inequality we
have that
‖ξt+1‖2 ≤ ‖δt+1φt‖2 + 2‖δt+1φt‖ · ‖E[δt+1φt | Ft]‖+ ‖E[δt+1φt | Ft]‖2.
Since φt is uniformly bounded on S ×A, we know that, for some C1 > 0, and also by Jensen’s
inequality and another application of Cauchy-Schwarz, the right-hand side of the above inequality
is
≤ C1
[
|δt+1|2 + |δt+1| · E[|δt+1| | Ft] + E[|δt+1|2 | Ft]
]
.
Now |δt+1| ≤ |rt+1| + γ|Ω(pi(·|st+1))| + ‖γφt+1 − φt‖ · ‖ωt‖, so, since Ω is continuous (since it
is differentiable) and its domain is compact, and since r(·, ·) is uniformly bounded, we have
|δt+1| ≤ C2(1 + ‖ωt‖), for some C2 > 0. This implies that there exists C3 > 0 such that
‖ξt+1‖2 ≤ C3
[
(1 + ‖ωt‖)2 + (1 + ‖ωt‖)E[(1 + ‖ωt‖) | Ft] + E[(1 + ‖ωt‖)2 | Ft]
]
,
which in turn implies the existence of some C4 > 0 such that ‖ξt+1‖2 ≤ C4(1 + ‖ωt‖)2, and thus,
for some C > 0 large enough, that ‖ξt+1‖2 ≤ C(1 + ‖ωt‖2) for all possible values of ξt+1. We
thus trivially have that E[‖ξt+1‖2 | Ft] ≤ C(1 + ‖ωt‖2) a.s., satisfying condition 3.
Taking a closer look at the definition of h, we have
h(ω, s, a) = Es′,a′ [
[
r(s, a) + γ(φ(s′, a′)Tω − Ω(pi(·|s′)))− φ(s, a)Tω]φ(s, a) | ω, s, a]
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=
∑
s′,a′
p(s′|s, a)pi(a′|s′)[r(s, a) + γ(φ(s′, a′)Tω − Ω(pi(·|s′)))− φ(s, a)Tω]φ(s, a).
Thus
h(ω) =
∑
s,a
φ(s, a)νpi(s, a)
∑
s′,a′
p(s′|s, a)pi(a′|s′)[r(s, a) + γ(φ(s′, a′)Tω − Ω(pi(·|s′)))− φ(s, a)Tω]
=
∑
s,a
φ(s, a)νpi(s, a)
[
r(s, a) + γ
∑
s′,a′
p(s′|s, a)pi(a′|s′)[φ(s′, a′)Tω − Ω(pi(·|s′))]− φ(s, a)Tω]
= ΦTNpi
(
r + γPpi
(
Φω − Ωpi
)− Φω).
Considering the ODE ω˙ = h(ω), we see that it has an equilibrium point when h(ω) = 0, i.e. when
ΦTNpi
(
r + γPpi
(
Φω − Ωpi
)− Φω) = ΦTNpi(r − γPpiΩpi + γPpiΦω − Φω)
= ΦTNpi(r − γPpiΩpi)− ΦTNpi(I − γPpi)Φω = 0,
i.e.
ΦTNpi(I − γPpi)Φω = ΦTNpi(r − γPpiΩpi).
Since ΦTNpi(I − γPpi)Φ is invertible, this equilibrium point
ω∗ = (ΦTNpi(I − γPpi)Φ)−1(ΦTNpi(r − γPpiΩpi)) (15)
is unique, which completes verification of condition 5.
The resulting Φω∗ is precisely the fixed point of the projected Bellman equation (13), [2]. So,
if we can verify the sufficient conditions of Theorem A.2, we can finally invoke Theorem A.1 to
complete the proof. By the definition given in Theorem A.2,
h∞(ω) = lim
c→∞ c
−1h(cω) = lim
c→∞ c
−1ΦTNpi
(
r + γPpi
(
Φcω − Ωpi
)− Φcω) = ΦTNpi(γPpi − I)Φω.
The ODE ω˙ = h∞(ω) clearly exists and has 0 as its unique globally asymptotically stable
equilibrium, whence supt ‖ωt‖ <∞ a.s., and we invoke Theorem A.1 to obtain that ωt → ω∗ a.s.,
completing the proof.
5 Policy Gradient with Entropy Regularization
In this section we give a policy gradient theorem for the entropy-regularized case that allows us
to sample the policy gradients as in (10) above. Recall that the θ-updates occur at the slower
timescale. This has the effect that, when considering the θ-updates, we can regard the ω-updates
as having already converged to the parameter corresponding to the approximate action-value
function of the current policy. More precisely, given the current θt, we regard the current ωt
as the limit ωθt = ω∗ of Theorem 4.1, with pi = piθt . We again refer the reader to [4] for more
details.
In light of this, given a fixed policy parameter θ and associated policy piθ, we will write qθ in
place of qωθ when referring to the approximate action-value function of the current policy piθ.
Notice that the family of q-approximators we are dealing with can now be viewed as indirectly
parametrized by θ. This is important, since when we formulate our measure J(θ) below of
expected long-run reward obtained by following policy piθ, it naturally contains reference to qθ.
When we go to take the gradient of J(θ), we might expect to encounter expressions of the form
∇qθ, which we have no way of evaluating and thus need to avoid.
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As we will see, our policy gradient theorem for the entropy-regularized case – which is a
simple adaptation of the classic theorem in [17] – provides a way of avoiding this issue. For the
purposes of the analysis, following [17] we assume that there is a designated starting state s0,
and the goal is to maximize the discounted reward vθ(s0) starting from it. In this setting, we
define dθ(s) =
∑∞
k=0 γ
kP (s0 → s, k, piθ), where P (s0 → s′, k, piθ) is the probability that, starting
in state s0 and following policy piθ, the process is in state s after k steps.
Let
J(θ) =
∑
s
dθ(s)
∑
a
piθ(a|s)
[
qθ(s, a)− log(piθ(a|s))
]
.
Recall that
vθ(s) =
∑
a
piθ(a|s)(qθ(s, a)− log(piθ(a|s)))
and
qθ(s, a) = r(s, a) + γ
∑
s′
p(s′|s, a)vθ(s′)
= r(s, a) + γ
∑
s′
p(s′|s, a)
∑
a′
piθ(a
′|s′)(qθ(s′, a′)− log(piθ(a′|s′))).
We have the following theorem.
Theorem 5.1.
∇J(θ) =
∑
s
dθ(s)
∑
a
piθ(a|s)
[[∇ log(piθ(a|s))]qθ(s, a)− 1
piθ(a|s)∇
[
log(piθ(a|s))piθ(a|s)
]]
.
Proof. Fix s ∈ S as our start state. Consider the derivative of vθ(s) with respect to θ:
∇vθ(s) =
∑
a
[[∇piθ(a|s)](qθ(s, a)− log(piθ(a|s))) + piθ(a|s)(∇qθ(s, a)− ∇piθ(a|s)
piθ(a|s)
)]
=
∑
a
[[∇piθ(a|s)]qθ(s, a)− [[∇piθ(a|s)] log(piθ(a|s)) +∇piθ(a|s)]+
piθ(a|s)γ
∑
s′
p(s′|s, a)∇vθ(s′)
]
=
∑
a
[[∇piθ(a|s)]qθ(s, a)−∇[ log(piθ(a|s))piθ(a|s)]+ piθ(a|s)γ∑
s′
p(s′|s, a)∇vθ(s′)
]
=
∑
a
[[∇piθ(a|s)]qθ(s, a)−∇[ log(piθ(a|s))piθ(a|s)]+ piθ(a|s)γ∑
s′
p(s′|s, a)
∑
a′
[[∇piθ(a′|s′)]qθ(s′, a′)−∇[ log(piθ(a′|s′))piθ(a′|s′)]+ piθ(a′|s′)γ∑
s′′
p(s′′|s′, a′)∇vθ(s′′)
]]
.
If we continue the unpacking process, this becomes
∑
s′
∞∑
k=0
γkP (s→ s′, k, piθ)
∑
a
[[∇piθ(a|s′)]qθ(s′, a)−∇[ log(piθ(a|s′))piθ(a|s′)]]
=
∑
s′
dθ(s
′)
∑
a
[[∇piθ(a|s′)]qθ(s′, a)−∇[ log(piθ(a|s′))piθ(a|s′)]],
=
∑
s
dθ(s)
∑
a
piθ(a|s)
[[∇ log(piθ(a|s))]qθ(s, a)− 1
piθ(a|s)∇
[
log(piθ(a|s))piθ(a|s)
]]
.
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6 Policy Improvement with Entropy Regularization
We now demonstrate the convergence of the actor updates (10). To facilitate our convergence
analysis, we make the following assumption.
Assumption 6.1. The set Uθ within which the policy parameters θ are constrained to lie is
convex and compact, and the θ-updates (10) include a projection operator Γ : Rl → Uθ, i.e.:
θt+1 = Γ
(
θt + βθ,tψt
)
. (16)
The operator Γ is usually taken to be the projection with respect to the Euclidean distance,
but projections with respect to other metrics may be more useful in certain situations [4]. It is
worth noting that, since Uθ is convex, Γ is single-valued. This projection procedure is a common
technique in both the theory and practice of stochastic approximation: in theoretical work, it is
a common way to stabilize the asymptotic behavior of sequences of iterates; in practice, we very
often optimize over a specific feasible region. See [4] and [10] for further details on projected
stochastic approximation, as well as [3] for more details on the projection techniques applied to
the actor step in the unregularized case.
Let G = σ(θτ ; τ ≤ t), and define
ψt,θt = qωθt (st, at)∇ log(piθt(at|st))−
1
piθt(at|st)
∇[ log(piθt(at|st))piθt(at|st)],
where dθt is the stationary distribution induced by piθt on S, and ωθt is the limit point of the
critic step for fixed θt. Define
h(θt) = E[ψt,θt | Gt] =
∑
st∈S
dθt(st)
∑
at∈A
piθt(st, at)ψt,θt ,
and consider the following rephrasing of (16):
θt+1 = Γ
(
θt + βθ,t(h(θt) + ζt,1 + ζt,2)
)
, (17)
where ζt,1 = ψt −E[ψt | Gt] and ζt,2 = E[ψt − ψt,θt | Gt]. Consider also the ODE associated with
(17):
θ˙ = Γˆ(h(θ)), (18)
where Γˆ is as defined in Appendix A.2 in the supplementary materials. We make one final
assumption:
Assumption 6.2. The set of asymptotically stable equilibria of (18) is compact.
We have the following.
Theorem 6.1. The sequence of iterates generated by (17) converges a.s. to the set of asymptoti-
cally stable equilibria of (18).
Proof. We verify the conditions of the Kushner-Clark lemma given in the supplementary materials
to obtain the result.
To see that h is continuous in θt, we note that the stationary distribution dθt , as well as the
policy piθt are continuous in θt, and that ωθt can also be shown to be continuous in θt, since it
is the unique solution (15), and finally that Npiθt , Ppiθt , and Ωpiθt are all continuous in θt, where
Ω(piθt(·|st)) is the negative entropy of piθt . Next, condition 1 of Theorem A.3 is satisfied by our
assumptions on the stepsize sequence {βθ,t}. For condition 3, we know by our proof of the critic
step above that ψt → ψt,θt a.s., and thus ζt,2 → 0 a.s., and, since {ωt} is bounded a.s., we also
have {ζt,2} is bounded a.s.
9
All that’s left to verify is condition 2. DefineMt =
∑t
τ=0 βθ,τ+1ζτ+1,1. We then have
E[Mt+1 | Mt] = E[βθ,t+1ζt+1 +Mt | Mt] = βθ,t+1E[ζt+1 | Mt] +Mt =Mt,
so {Mt} is a martingale. Notice that
∑∞
t=0 ‖βθ,t+1ζt+1,1‖2 <∞ a.s., since {ζt,1} is bounded a.s.
by the fact that {ωt} is bounded a.s. and since ψt is continuous in θt and Uθ is compact. Thus
∞∑
t=0
‖Mt+1 −Mt‖2 =
∞∑
t=0
‖βθ,t+1ζt+1,1‖2 <∞
a.s., whence {Mt} converges a.s. This implies that
lim
t
P
(
sup
n≥t
‖
∞∑
τ=t
βθ,τζτ,1‖ ≥ ε
)
= 0,
completing the verification of condition 2 and thus the proof.
7 Experimental Results
As a proof of concept, we implemented the algorithm given in section 3 above on a simple but
elucidating bandit example with a continuous reward function. At each stage, the agent may
choose a value on the interval [−1, 1], and receives the reward given by the function depicted in
the top left of Figure 1. We used a Gaussian policy piθ for the agent, parametrized by θ = [µ σ]T ,
where µ is its mean and σ its standard deviation. We initialized µ = 0 and σ = 1. We note
that similar results obtained when choosing other initial values. When generating the policy
distribution at a given step, we generated from the corresponding truncated normal distribution,
accepting only those actions that fell within [−1, 1]. We are primarily concerned with the effect of
the regularization on the actor step, so we simply used the empirical average regularized reward
experienced by the agent over time to approximate the action-value function.
In initial tests, without restricting the parameters θ to lie in any prescribed set, the iterates
were highly unstable and often diverged, which might be expected in light of the compactness
and projection conditions required in our convergence proof for the actor step, as well as the
high variance of policy gradient methods in general. Once we imposed a projection operation on
each θ-update step, however, the iterates stabilized, and the sequence of µs clearly converged
to the optimal action. For our projection operation we projected θ (with respect to Euclidean
distance) back into the box [−1, 1]× [0.1, 2] at each step.
We performed the policy updates with regularization “temperature” coefficients as described
in [9] of α = 0.1 0.2, and 0.5. This corresponds to multiplying the second term in ψt in the
update equation (10) and also the entropy term in regularized reward by α. For each of the α
values, we performed 100 runs of 1000 iterations each, with a gradient stepsize of 0.001. We then
averaged the mean value over all runs for each iteration, and plotted these average means as
a function of the iteration to obtain Figure 1. As can be seen in Figure 1, all three make very
quick initial progress toward the optimal action, but the scheme with the largest regularization
temperature shows better long-run stability. Note that the mean iterates converge to an action
slightly different than the optimal action for the unregularized MDP. This is to be expected, as
we are regularizing the rewards, and this method thus approximately solves a related reg-MDP,
not the original MDP.
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Figure 1: Mean convergence, stepsize 0.005.
Interestingly, as seen in Figure 2, when we decrease the stepsize the iterates converge to a
value much closer to the optimal action a∗ = 0.5 to the unregularized problem. The iterates
with regularization temperature 0.5 converge very slowly, but we ran simulations with longer
trajectories and noted that it does in fact stabilize around the same mean value as the other
two. It is also worth noting that, in both Figure 1 and Figure 2, the scheme with the largest
regularization temperature behaves much more gracefully and stably than the others. Finally,
note that in all cases the variance of the policies decreases to nearly 0, and the policies thus
become practically deterministic.
Figure 2: Mean convergence, stepsize 0.001.
These experimental results, though simple, provide good experimental justification for the
theoretical results above. First, the fact of convergence to a value near the optimal mean provides
an illustration of the correctness of the gradient samples that our regularized policy gradient
theorem provides. Second, the smoother behavior and near-optimal actions identified by the more
regularized policies provide further justification for the importance of approximate reg-MDP.
Finally, the practical necessity of introducing a projection operation to stabilize the policy iterates
11
provides concrete justification for the theoretical assumption of a projection operation in the
convergence proof for the actor step given above.
8 Conclusion
In this paper we have provided fundamental stochastic convergence results for an important
class of approximate solution methods to regularized Markov decision processes. Specifically,
we have proved convergence of policy evaluation under linear function approximation for the
case of general regularizers, derived a policy gradient theorem for the entropy-regularized case,
and demonstrated convergence of entropy-regularized policy gradient methods based on that
policy gradient theorem. We have also provided simple, but illuminating, empirical results that
both illustrate the theoretical points we have made and show the practical implications of the
theory. We have contributed to the foundations for approximate reg-MDP in this paper, but
many interesting and important open questions remain. Among the more theoretical future
directions, extension of these results to continuous state and action spaces is key. Among the
practical directions, significant further empirical studies of the convergence properties, as well as
comparison with state-of-the-art algorithms are warranted.
A Appendix
A.1 Stochastic Approximation Conditions
Much of the theory concerning reinforcement learning under function approximation, as well as
the current work, relies on the following key results of stochastic approximation taken from [4].
The form in which the following is presented follows [18] quite closely.
Consider the stochastic approximation scheme in Rk given by the update equation
xn+1 = xn + αn[h(xn, Yn) +Mn+1], (19)
where n ∈ N and x0 is given. Consider also the following conditions.
1. h : Rk × B → Rk is Lipschitz continuous in its first argument x ∈ Rk.
2. {αn}n∈N satisfies
∑
n αn =∞,
∑
n α
2
n <∞, and αn ≥ 0 for all n ∈ N.
3. {Mn}n∈N is a martingale difference sequence with respect to the filtration given by
Fn = σ(xm,Mm;m ≤ n) = σ(x0,Mm;m ≤ n), and furthermore
E[‖Mn+1‖2 | Fn] ≤ K(1 + ‖xn‖2) a.s., (20)
for all n ∈ N.
4. {Yn} is an ergodic, irreducible Markov chain on the finite set B with stationary distribution
η.
5. The ODE
x˙ = h(x) =
∑
b∈B
η(b)h(x, b) (21)
has a unique globally asymptotically stable equilibrium x∗.
Under conditions 1-5 above, we have Theorem A.1 below. Under conditions 1-4 only, we have
A.2.
Theorem A.1. If supt ‖xt‖ ≤ ∞ a.s., then xt → x∗ a.s.
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Theorem A.2. If the function
h∞(x) = lim
c→∞ c
−1h(cx)
exists uniformly on compact sets for some h∞ ∈ C(Rn), then, if the ODE y˙ = h∞(y) has the
origin as its unique globally asymptotically stable equilibrium, we have supt ‖xt‖ <∞ a.s.
A.2 Kushner-Clark Lemma
The above convergence proof for the actor step relies on the following result [10], [13] for projected
stochastic approximation schemes.
Let Γ : Rm → Rm be a projection onto a compact, convex set K ⊂ Rm. Let
Γˆ(h(x)) = lim
↓0
Γ(x+ h(x))− x

,
for x ∈ K, and assume h : Rm → Rm is continuous on K. Consider the update
xt+1 = Γ(xt + αt(h(xt) + ζt,1 + ζt,2)) (22)
and its associated ODE
x˙ = Γˆ(h(x)). (23)
Theorem A.3. Under the following assumptions, if (23) has a compact set K ′ as its asymptoti-
cally stable equilibria, then the updates (22) converge a.s. to K ′.
1. {αt}t∈N satisfies
∑
t αt =∞,
∑
t α
2
t <∞.
2. {ζt,1}t∈N is such that
lim
t
P
(
sup
n≥t
‖
n∑
τ=t
ατζτ,1‖ ≥ 
)
= 0,
for all  > 0.
3. {ζt,2}t∈N is an a.s. bounded random sequence with ζt,2 → 0 a.s.
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