Chaotifying Continuous-Time Nonlinear Autonomous Systems by Yu, Simin & Chen, Guanrong
 1
Chaotifying Continuous-Time Nonlinear Autonomous Systems 
Simin Yu1  and  Guanrong Chen 2  
1College of Automation, Guangdong University of Technology, Guangzhou 510006, China 
2 Department of Electronic Engineering, City University of Hong Kong, Hong Kong SAR, China 
 
Abstract. Based on the principle of chaotification for continuous-time autonomous 
systems, which relies on two basic properties of chaos, i.e., globally bounded with 
necessary positive-zero-negative Lyapunov exponents, this paper derives a feasible 
and unified chaotification method of designing a general chaotic continuous-time 
autonomous nonlinear system. For a system consisting of a linear and a nonlinear 
subsystem, chaotification is achieved using separation of state variables, which 
decomposes the system into two open-loop subsystems interacting through mutual 
feedback resulting in an overall closed-loop nonlinear feedback system. Under the 
condition that the nonlinear feedback control output is uniformly bounded where the 
nonlinear function is of bounded-input/bounded-output, it is proved that the resulting 
system is chaotic in the sense of being globally bounded with a required placement of 
Lyapunov exponents. Several numerical examples are given to verify the 
effectiveness of the theoretical design. Since linear systems are special cases of 
nonlinear systems, the new method is also applicable to linear systems in general.  
Keywords: Chaos, continuous-time system, chaotification, global boundedness, 
Lyapunov exponent 
 
1. Introduction 
Chaotification, or anti-control of chaos, refers to the task of generating chaos 
from an originally non-chaotic system by using a simple control input. For 
continuous-time dynamical systems, several successful techniques have been 
developed for the task, such as time-delay feedback, impulsive control and 
topological conjugate mapping [1-11], most of which use a trial-and-error approach to 
achieve the intended chaotification. In other words, there is no universal and effective 
framework available in the literature today, except using parameter tuning, numerical 
simulation and Lyapunov exponent calculation [12-14].   
In general, chaotification of continuous-time autonomous dynamical systems 
starts from one of the two typical settings:  
(i) a linear system Axx   which, when equipped with a controller, results in 
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),()( εσxBGxAx  ;  
(ii) a nonlinear system )(xFx  , which similarly gives ),()( εσxBGxFx  .  
Here, nRx  is the state vector, A  is the system matrix, )(xF  is a nonlinear 
vector-valued function, ),( εσxG  is a simple nonlinear feedback controller, B  is a 
control matrix, σ  is a control gain matrix, and ε  is an upper bound for the 
controller. A standard problem is, for a given A  or )(xF , design ),( εσxG , B , σ  
and ε , such that the controlled system becomes chaotic. 
For linear systems, i.e., case (i) above, the given uncontrolled system needs to 
satisfy only two simple requirements: the origin of the system is asymptotically stable 
and the output of the nonlinear controller is uniformly bounded. Under these two 
conditions, a simple nonlinear state-feedback controller can be designed, such that the 
controlled system is globally bounded with pre-assigned positive-zero-negative 
Lyapunov exponents. For nonlinear systems, i.e., case (ii) above, the design is 
somewhat more difficult and involved. The main challenge lies in the fact that, for 
nonlinear systems, even if the eiganvalues of their Jacobians at equilibria are all 
located on the left-half complex plane, a uniformly bounded nonlinear controller may 
not be able to ensure the controlled system to be globally bounded. To overcome this 
difficulty, for a system consisting of a linear and a nonlinear subsystem, this paper 
develops a general chaotification method using separation of state variables to 
decompose the system into two open-loop subsystems which are interacted via mutual 
feedback resulting in an overall closed-loop nonlinear feedback system. Under the 
condition that the nonlinear feedback control output is uniformly bounded where the 
nonlinear function is of bounded-input/bounded-output, it is proved that the resulting 
system is chaotic in the sense of being globally bounded with a required placement of 
Lyapunov exponents. 
The rest of the paper is organized as follows. Section 2 introduces the problem 
description. Section 3 provides the chaotification method and anti-controller design 
principles. Section 4 demonstrates several representative examples. Finally, Section 5 
summarizes the investigation. 
 
2. Problem Description 
Consider an n -dimensional continuous-time autonomous system 
)(xFx                                              (1) 
where Tnxxx ],,,[ 21 x  is the state vector and )(xF  is a nonlinear vector-valued 
system function of the form 
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In modern control theory, a basic technical problem is, assuming that a 
concerned equilibrium of the uncontrolled system (1)-(2) is unstable, to design a 
nonlinear feedback controller for the system such that the equilibrium becomes 
asymptotically stable. 
On the contrary, a basic problem of chaotification (or anti-control) theory is: 
Assuming that all the equilibria of the uncontrolled system (1)-(2) are asymptotically 
stable, design a nonlinear feedback controller ),( εσxG , as simple as possible, such 
that the controlled system 
),()( εσxBGxFx                                      (3) 
becomes chaotic, where B  is a control matrix to be designed: 
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and the nonlinear feedback controller 
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where 
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is the gain matrix, and ε  is an upper bound for the controller (5) which is also to be 
designed: 
T
n ],,,[ 21  ε                                      (7) 
In this paper, a unified approach to chaotifying the continuous-time autonomous 
system (1)-(3) is proposed in a general form, by means of designing B , ),( εσxG , σ , 
and ε  such that the controlled system (3) becomes chaotic in the sense of being 
globally bounded with a required placement of Lyapunov exponents. 
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3. General Principles and Design Criteria 
 
3.1 Design Principles 
Consider a general n -dimensional nonlinear autonomous system (1)-(2), as 
shown in Fig. 1, and the controlled system (3) shown in Fig. 2. 
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)(xF
  

),( εσxGB
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Fig. 1 The uncontrolled system        Fig. 2 The controlled system 
 
Some basic principles for designing an anti-controller (5) are first discussed. 
Recall that in the discrete-time setting, there are effective Chen-Lai algorithm 
and Wang-Chen scheme, which enforce the controlled system to have a diagonally 
dominant system matrix thereby yielding all positive Lyapunov exponents so that the 
controlled system orbits can expand in all directions, and then by designing a 
bounding force into the controller one can fold the outgoing orbits back to ensure the 
overall global boundedness. A combination of these two (expanding and folding) 
actions leads the controlled system to be chaotic in the sense of Li and Yorke [15-26]. 
For continuous-time systems, however, a chaotic system does not have all positive 
Lyapunov exponents. Instead, these exponents have to be placed in a certain particular 
pattern. For 3-dimensional autonomous chaotic systems, for example, their three 
Lyapunov exponents always have the three different signs of )0,,(  . 
It should be noted that, for nonlinear systems, even if the eiganvalues of their 
Jacobians at equilibria are all located on the left-half complex plane, a uniformly 
bounded nonlinear controller may not be able to ensure the controlled system be 
globally bounded.  
To overcome the above-mentioned technical difficulties, for a system consisting 
of a linear and a nonlinear subsystem, a new chaotification method is developed here 
using separation of state variables to decompose the system into two open-loop 
subsystems which are interacted via mutual feedback, so as to result in an overall 
closed-loop nonlinear feedback control system. The new method has the following 
five aspects to consider in the controller design: 
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1) Assume that the given system (1) is composed of a linear and a nonlinear 
subsystem, or otherwise the nonlinear controller can be so designed to result in such 
decomposition, namely, in the following form: 
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Here, Tmm xxx ],,,[ 21,1 x , Tnmmnm xxx ],,,[ 21,1  x , Tnmm ],[ ,1,1  xxx , and m,111xA , 
m,121xA  and nm ,122 xA  are the linear parts of )(xF  in the forms of 
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Moreover, )( ,1 nmxf  is the nonlinear part of )(xF , in the form of 
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where )( ,1 nmif x , mi ,...,2,1 , are arbitrary but bounded-input/bounded-output 
nonlinear (e.g., polynomial, exponential, logarithmic, hyperbolic, sinusoidal, signum) 
functions. 
2) Set matrix 21A  in (9) be zero, namely, 
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3) By separation of variables, reformulate the uncontrolled system (8) to be in 
the following general form: 
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This decomposes the uncontrolled system (8) into two open-loop subsystems. 
Specifically, if 21A  is zero, then the original state vector Tnxxx ],,,[ 21 x  is 
decomposed into Tmm xxx ],,,[ 21,1 x  and Tnmmnm xxx ],,,[ 21,1  x , so the uncontrolled 
system shown in Fig. 1 becomes two open-loop subsystems as shown in Fig. 3. 
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Fig. 3 Two open-loop subsystems 
 
4) Through the nonlinear controller ),( ,1,1,1 mmm εxσg  with gain matrix B , both of 
which are to be designed, and using the output component m,1x  from the first 
subsystem, couple the two subsystems together as shown in Fig. 4. This coupled 
system still has two subsystems but overall is a closed-loop state-feedback system. 
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),( ,1,1,1 mmm εxσg
T
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Fig. 4 A closed-loop state-feedback controlled system 
 
5) According to Fig. 4, one actually has obtained the following equations: 
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where 21B is a sub-matrix of the control matrix B , in the form of 
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And the nonlinear controller ),( ,1,1,1 mmm εxσg has the form of 
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with a gain matrix m,1σ  and control output upper bound m,1ε  given by 



















T
mm
m
m
],,,[
00
00
00
21,1
2
1
,1









ε
σ
                              (17) 
Note that in (8)-(17), 1,,2,1  nm  , and all matrix entries are real constants. 
 
3.2 Theoretical Analysis 
The following is the main theoretical result of the paper. 
Theorem 1 Assume that all the eigenvalues of the sub-matrices 11A  and 22A  in 
system (13) have negative real parts, the nonlinear controller ),( ,1,1,1 mmm εxσg  is 
uniformly bounded: 

 mmmmt ,1,1,1,10
),(sup εεxσg                       (18) 
and )( ,1 nmxf  is a bounded-input/bounded-output function, namely satisfying 
)  if ()( 2,11,1   MM nmnm xxf                   (19) 
where   is the Euclidean norm. Then, the controlled system (13) is globally 
bounded. 
Proof. First, it is to prove that the solution orbit of the second equation in (13) is 
globally bounded. Indeed, it is well-known that this solution is given by 
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Next, it is to prove that the first equation of system (13) is also globally bounded. 
In fact, since all eigenvalues of the sub-matrix 11A  have negative real parts, by the 
boundedness of nm ,1x , proved above, and due to the bounded-input/bounded-output 
property of the nonlinear function )( ,1 nmxf  , the outputs of )( ,1 nmxf  are all bounded. 
It thus follows similarly that the first equation of system (13) is globally bounded. 
Combining the above two cases completes the proof of the theorem. 
 
3.3 Design Criteria 
Based on the global boundedness established in the previous subsection, by 
suitably designing the parametric sub-matrices 11A  and 22A , the nonlinear function 
)( ,1 nmxf , the control gain sub-matrix 21B , the nonlinear controller ),( ,1,1,1 mmm εxσg  as 
well as its gain matrix m,1σ  and the output upper bound m,1ε , it is possible to place the 
desirable positive-zero-negative Lyapunov exponents, so as to guarantee system (13) 
be globally bounded while possessing the desired placement of Lyapunov exponents. 
Theorem 2 (Sufficient conditions) Assume that system (13) satisfies the 
following six conditions. Then, the system is chaotic in the sense of having 
positive-zero-negative Lyaponov exponents while being globally bounded. 
1) All eiganvalues of the two sub-matrices 11A  and 22A  have negative real 
parts. 
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2) The nonlinear controller ),( ,1,1,1 mmm εxσg  is uniformly bounded: 
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4) All equilibria Q  of system (13) are saddle-foci. 
5) The Jacobian of the controlled system at equilibrium Q  is 
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with diagonal elements satisfying 
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6) The controlled system (13) has the desired positive-zero-negative Lyapunov 
exponents. 
Proof. First, it follows from conditions 1) – 3) and Theorem 1 that system (13) is 
globally bounded. 
Then, condition 4) implies that the system has a potential to diverge; therefore, 
by suitably designing the parameters in 11A , 22A , )( ,1 nmxf , 21B , ),( ,1,1,1 mmm εxσg , m,1σ , 
m,1ε , it is possible to modify the real (and imaginary) parts of the Jacobian eigenvalues, 
so as to obtain positive Lyapunov exponents. 
Furthermore, by condition 5), the system is dissipative therefore negative 
Luapunov exponents can be placed at will. 
Finally, condition 6) guarantees to have the desired placement of all Lyapunov 
exponents. As a result, the desired chaotic system can be obtained. 
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4. Design Examples 
 
4.1 3-D nonlinear systems 
 
Example 1. Consider the following system: 
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where 3n , 1m , and a saw-tooth function 
   ),)(sawtooth()(),( 1111111111,1,1,1 pxxgmmm  //,εxσg       (25) 
in which 1p , 281  , 411  ,  41),(sup ,1,1,1,10 mmmmt εεxσg , and )( 1111  ,xg  
is visualized in Fig.5. 
1x
)( 1111  ,xg
0
1
1
11 /
 
Fig. 5 Graph of function )( 1111  ,xg  
Choose the system sub-matrices 11A , 22A  and control matrix 21B  as 
111 A , 





15
101
22A , 



1
1
21B  
It can be easily verified that the eigenvalues of 11A  and 22A  are located on the 
left-half complex plane. Choose the nonlinear function 
 232,1 )(2.0)( xxnm xf  
Clearly, this function is of bounded-input/bounded-output.  
Now, substituting 11A , 22A , 21B  and )( ,1 nmxf  into (24) yields a controlled 
system of the form 





 
3211113
3211112
,111
5),(
10),(
)(
xxxgx
xxxgx
xx nm




 xf
                           (26) 
Its corresponding uncontrolled system 






323
322
2
3211
5
10
)(2.0
xxx
xxx
xxxx



 
has a unique stable equilibrium, )0,0,0(0Q , at which the Jacobian eigenvalues are 
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0.11  , and 0711.70.13,2 j . 
Note that the equilibria of the controlled system can be obtained by solving the 
following equations: 









0),(5
0),(10
0)(2.0
111132
111132
2
321


xgxx
xgxx
xxx
 
which gives 









),()51/4(
),()51/11(
)],([)51/4(2.0),()51/11(
11113
11112
2
1111
2
11111



xgx
xgx
xgxgx
          (27) 
yielding 













)76860,11372,65002(
)54900,50981,75001(
)32940,90590,85000(
)0,0,0(
)43920,20781,80000(
0.6588) 1.8118,,7000.1(
0.8784)2.4157,,6000.2(
7
6
5
4
3
2
1
...Q
...Q
...Q
Q
...Q
Q
Q
 
It follows from the first equation of (27) that, at the seven equilibria, the 1x  
coordinates of the above seven equilibria have a distribution as shown in Fig. 6. 
 
Fig. 6 Distribution of the 1x  coordinates of the seven equilibria 
Moreover, the Jacobian of the controlled system (26) is given by 
i
i
Q
Q
x
J













15
101
4.011
1
1
3

  
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which has the following eigenvalues at the seven equilibria, respectively: 














9693891980,83964:
0463982440,64884:
1261972960,45924:
2507958910,17824:
4260940600,81203:
5174931670,63353:
6110922920,45853:
7
6
5
4
3
2
1
.j..Q
.j..Q
.j..Q
.j..Q
.j..Q
.j..Q
.j..Q
 
These are all saddle-nodes of index 2. Thus, all conditions in Theorem 2 are satisfied, 
so the controlled system is chaotic. In face, its attractor is obtained as shown in Fig. 7. 
 
 
(a) 21 xx   plane           (b) 31 xx   plane         (c) 32 xx   plane 
Fig. 7 Chaotic attractor of Example 1 
 
Example 2. Assume that the controlled system is same as (26), in which all 
parameters remain unchanged, but equipped with an exponential function given by 



 23 )(
3
2,1
1
)(
xnm e
xxxf  
It is obvious that if 32 , xx  are bounded, then the output of )( ,1 nmxf  is also bounded. 
Similarly, all conditions in Theorem 2 are satisfied, so that the controlled system is 
chaotic, with an attractor as shown in Fig. 8. 
 
 
(a) 21 xx   plane           (b) 31 xx   plane         (c) 32 xx   plane 
Fig. 8 Chaotic attractor of Example 2 
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Example 3. Assume that the controlled system is same as (26), where all 
parameters remain unchanged, but equipped with an exponential function given by 
 )sgn()( 22,1 xxnm xf  
It is obvious that if 32 , xx  are bounded, then the output of )( ,1 nmxf  is also bounded. 
Similarly, all conditions in Theorem 2 are satisfied, therefore the controlled system is 
chaotic, with an attractor as shown in Fig. 9. 
 
(a) 21 xx   plane           (b) 31 xx   plane         (c) 32 xx   plane 
Fig. 9 Chaotic attractor of Example 3 
 
4.2 A 4-D nonlinear system 
 
Example 4. Consider a 4-D nonlinear system with state variables 321 ,, xxx  used 
for control. Its general form of state equations are 

 



),(
)(
,1,1,121,122,1
,1,111,1
mmmnmnm
nmmm
εxσgBxAx
xfxAx


                         (28) 
where 3,4  mn , along with a sine function 





















)sin(
)sin(
)sin(
),(
),(
)(
),(
333
222
111
3333
2222
1111
,1,1,1
x
x
x
xg
xg
xg
mmm





 ,
εxσg                  (29) 
in which 21  , 42  , 63  , 5.01  , 0.12  , 5.13  , and  5.1),(sup ,1,1,10 mmmt εxσg . 
Choose the system sub-matrices 11A , 22A  and control matrix 21B  as 












7.41.01.5
1.03.59.4
1.59.45.0
11A ， 122 A ，  11121 B             (30) 
It can be verified that the eigenvalues of 11A  and 22A  are located on the left-half 
complex plane. Choose the nonlinear function 
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























2
44
4
2
44
,13
,12
,11
,1
)(
)(
)(
)(
)(
)(
xx
x
xx
f
f
f
nm
nm
nm
nm
x
x
x
xf                         (31) 
Clearly this function is of bounded-input/bounded-output.  
Now, substituting 11A , 22A , 21B , ),( ,1,1,1 mmm εxσg , and )( ,1 nmxf  into (28) yields a 
controlled system in the form of 










43333222211114
,133213
,123212
,113211
),(),(),(
)(7.41.01.5
)(1.03.59.4
)(1.59.45.0
xxgxgxgx
fxxxx
fxxxx
fxxxx
nm
nm
nm




x
x
x
                (32) 
Similarly, all conditions in Theorem 2 are satisfied, so the controlled system is chaotic, 
with an attractor as shown in Fig. 10. 
 
 
(a) 21 xx   plane           (b) 31 xx   plane         (c) 32 xx   plane 
Fig. 10 Chaotic attractor of Example 4 
 
4.3 A 5-D nonlinear system 
 
Example 5. Consider a 5-D nonlinear system with state variables 21, xx  used for 
control. Its general form of state equations is 

 



),(
)(
,1,1,121,122,1
,1,111,1
mmmnmnm
nmmm
εxσgBxAx
xfxAx


                           (33) 
where 2,5  mn , along with a mode function 







),mod(
),mod(
),(
),(
),(
222
111
2222
1111
,1,1,1 



x
x
xg
xg
mmm εxσg                   (34) 
in which 101  , 152  , 51  , 5.72  , and  5.7),(sup ,1,1,10 mmmt εxσg . 
Choose the system sub-matrices 11A , 22A  and control matrix 21B  as 
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





10
01
11A ， 











7.41.01.5
1.03.59.4
1.59.45.0
22A ， 










11
11
11
21B          (35) 
It can be verified that the eigenvalues of 11A  and 22A  are located on the left-half 
complex plane. Choose the nonlinear function to be a polynomial: 












543
54543
,12
,11
,1 )(
)(
)(
xxx
xxxxx
f
f
nm
nm
nm x
x
xf                      (36) 
Clearly, this function is of bounded-input/bounded-output.  
Now, substituting 11A , 22A , 21B , ),( ,1,1,1 mmm εxσg , and )( ,1 nmxf  into (33) yields a 
controlled system in the form of 














543222211115
543222211114
543222211113
,1222
,1111
7.41.01.5),(),(
1.03.59.4),(),(
1.59.45.0),(),(
)(
)(
xxxxgxgx
xxxxgxgx
xxxxgxgx
fxx
fxx
nm
nm








x
x
               (37) 
Similarly, all conditions in Theorem 2 are satisfied, thus the controlled system is 
chaotic, with an attractor as shown in Fig. 11. 
     
              (a) 21 xx   plane                 (b) 32 xx   plane 
     
(c ) 43 xx   plane                (d) 54 xx   plane 
Fig. 11 Chaotic attractor of Example 5 
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5. Conclusions 
This paper has developed an effective and unified chaotification approach for 
designing an anti-controller which can make a general continuous-time nonlinear 
autonomous system chaotic in the sense of having desired positive-zero-negative 
Lyapunov exponents while being globally bounded. For a system consisting of a 
linear and a nonlinear subsystem, or otherwise by designing a suitable combined 
linear-nonlinear controller to obtain this structure, chaotification can be achieved. By 
using separation of state variables, which decomposes the system into two open-loop 
subsystems which are interacted through mutual feedback, an overall closed-loop 
nonlinear feedback control system is obtained. To that end, under the condition that 
the nonlinear feedback control output is uniformly bounded where the nonlinear 
function is of bounded-input/bounded-output, chaotification can be accomplished 
following a few guidelines. Furthermore, it has been theoretically proved that the 
resulting system is chaotic in the sense described above. Finally, several numerical 
examples have been given to verify the effectiveness of the theoretical design.  
It should be remarked that since linear systems are special cases of nonlinear 
systems, the new method developed in this paper is also applicable to linear systems 
in general. 
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