We consider data from the Grassmann manifold G(m, r) of all vector subspaces of dimension r of R m , and focus on the Grassmannian statistical model which is of common use in signal processing and statistics. Canonical Grassmannian distributions G Σ on G(m, r) are indexed by parameters Σ from the manifold M = Pos 1 sym (m) of positive definite symmetric matrices of determinant 1. Robust M-estimates of scatter (GE) for general probability measures P on G(m, r) are studied. Such estimators are defined to be the maximizers of the Grassmannian log-likelihood −ℓ P (Σ) as function of Σ. One of the novel features of this work is a strong use of the fact that M is a CAT(0) space with known visual boundary at infinity ∂M, allowing us to study existence and unicity of GEs; along the way it is proved that ℓ P (γ(t)) is convex (and under further conditions even strictly convex) when evaluated on geodesics γ(t) of M. We also recall that the sample space G(m, r) is a part of ∂M, show the distributions G Σ are SL(m, R)-quasi-invariant, and that ℓ P (Σ) is a weighted Busemann function. Let P n = (δ U1 + · · · + δ Un )/n be the empirical probability measure for n-samples of random i.i.d. subspaces U i ∈ G(m, r) of common distribution P, whose support spans R m . For Σ n and Σ P the GEs of P n and P, we show the almost sure convergence of Σ n toward Σ as n → ∞ using methods from geometry, and provide a central limit theorem for the rescaled process C n = m tr(Σ −1 P Σn) g −1 Σ n g −1 , where Σ = gg with g ∈ SL(m, R) the unique symmetric positive-definite square root of Σ.
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Introduction and summary
The deluge of current data in science, social sciences and technology is remarkable for the proliferation of new data type, and practitioners are increasingly faced with the geometries they induce. We focus on data from the Grassmann manifold G(m, r) of all vector subspaces of dimension r of R m (0 < r < m). Such data arise for example in signal processing (see, e.g., [NRC15] , [Zha16] ). Let x 1 , . . . , x r ∈ R m be i.i.d. random vectors in R m with central normal distribution of positive definite self-adjoint covariance matrix Σ. The density of the normal law is exp(x T Σ −1 x/2) (x ∈ R m ) up to a constant factor. We define the Grassmannian distribution of parameter Σ as the law of the linear span x 1 , . . . , x r of these vectors in R m . It is a Borel probability measure G Σ on G(m, r). The parameter Σ of a Grassmannian distribution G Σ is defined up to a positive factor only. This indeterminacy is removed by requiring the determinant of Σ to be 1. So, we parametrize the Grassmannian distributions by the space Pos 1 sym (m) of positive definite self-adjoint matrices Σ ∈ R m×m of determinant 1.
Given a regular matrix A ∈ R m×m , the random vectors Ax 1 , . . . , Ax r are i.i.d. with central normal law of covariance matrix AΣA T . Hence, the image measure of G Σ under the transformation of G(m, r) given by AU = {Ax | x ∈ U } for U ∈ G(m, r) is
Let us represent a point U ∈ G(m, r) as the linear span U = x 1 , . . . , x r of linearly independent vectors x 1 , . . . , x r of U or, equivalently, as the range U = X of the matrix X = (x 1 , . . . , x r ) of rank r. Then, a computation shows that the density, or Radon-Nikodym derivative, of the Grassmannian distribution G Σ (Σ ∈ Pos 1 sym (m)) with respect to the uniform distribution G Idm on G(m, r) (Id m = identity m × m matrix) is given by
(2) (see [Chi90] ).
When r = 1, the Grassmannian distribution G Σ is known as the angular Gaussian distribution of parameter Σ ∈ Pos 1 sym (m) on the projective space P m−1 = G(m, 1) (see [AMR05] ). For any 0 < r < m, the Grassmann manifold G(m, r) can be viewed as the space of projective subspaces of dimension r − 1 of P m−1 by identifying a vector r-subspace U of R m with the projective subspace {y ∈ P m−1 | y ⊆ U }. In this projective interpretation, the Grassmannian distribution G Σ on G(m, r) is the law of the projective span of i.i.d. random points y 1 , . . . , y r of P m−1 with angular Gaussian distribution of parameter Σ.
Let P be a Borel probability measure on G(m, r). Typically, we think of P as being the empirical measure (δ U 1 + · · · + δ Un )/n of a sample U 1 , . . . , U n in G(m, r). A parameter Σ ∈ Pos 1 sym (m) is called a Grassmannian M-estimate of scatter -abbreviated GE in the sequelof P if it maximizes the log-likelihood G(m,r) log(d G Σ /d G Idm ) dP. It is called a GE of a sample U 1 , . . . , U n ∈ G(m, r) when P is the sample empirical measure.
For convenience, we shall rather work with the following negative version of the log-likelihood
where the (negative) log-density ℓ U is defined by
With this notation, a GE of P minimizes ℓ P . When r = 1, GE is known as Tyler's M-estimator of scatter and is a special case of Maronna's affine invariant M-estimator [Mar76, Tyl87] . It has the desirable property of being robust to outliers in the Huber sense [Hub81] , and is thus particularly suitable for handling big data. Tyler [Tyl87] proved that it is the most robust estimator of covariance for elliptical distributions. The existence and unicity of GE has been studied in [Tyl87] and [KT91] , see also [DPS15] for more results on such M-estimators. The authors of [AMR05] studied such questions using the geometry of the parameter space M = Pos For general 0 < r < m, the authors of [AMR] studied the existence and uniqueness of GE using the sample space G(m, r) as a subset of the boundary ∂M of the parameter space M, as observed by [FR06] when r = 1. We exploit here more deeply this relation, which is a consequence of the fact that Pos 1 sym (m) is a CAT(0) space, with well known visual boundary at infinity. The article is structured as follows. Section 2 recalls the basic notions from the Riemannian geometry of the parameter space M = Pos 1 sym (m). Section 3 shows that Grassmannian distributions correspond to quasi-invariant distributions on G(m, r) ≃ SL(m, R)/P r ⊂ ∂M, where P r is a maximal parabolic subgroup of SL(m, R). Using these notions, Section 3.4.2 computes the socalled ρ functions to determine quasi-invariant distributions on subsets of ∂M. This geometrical view point extends old results on invariant measures on Stiefel and Grasssmann manifolds, see, e.g. [Jam54, Her55, Mui82, Chi90] , to quasi-invariant measures. Furthermore, it is shown that ℓ P is a weighted Busemann function, Section 4 studies the gradient and covariant derivative of ℓ P , and Section 5 proves that under suitable conditions ℓ P is a strictly geodesically convex function. Then, general results of Kapovich-Leeb-Millson [KLM09] on Hadamard manifolds yield that a Borel probability measure P on the Grassmannian G(m, r) has a unique GE if and only if
for all nontrivial linear subspaces V of R m (0 = V = R m ). For a sample {U i } 1≤i≤n of size n, let P n := 1 n (δ U 1 + ... + δ Un ) be its corresponding empirical probability measure. Then by [AMR, Theorem 4] for almost all samples of size n > m 2 r(m−r) the corresponding map ℓ Pn has a unique GE. When a probability measure P or a sample does not have a unique GE, it may have several GEs or no GEs. Section 6 considers geodesic coercivity using direct geometrical methods, and treats in detail the existence and unicity of GEs. Related to this, Corollary 5.10 shows that a parameter Σ ∈ Pos 1 sym (m) is a GE of a Borel probability measure P on G(m, r) if and only if it satisfies the M-equation
where Pr(U, Σ) = X(X T Σ −1 X) −1 X T Σ −1 is the Σ-orthogonal projector on U for the scalar product (x|y) = x T Σ −1 y, x, y ∈ R m . Section 7 focus on the almost sure convergence of GEs. More precisely, let {U n } n≥1 be a random sample of i.i.d. random subspaces of G(m, r), distributed according to a continuous Borel probability measure P on G(m, r) whose support spans R m . Let P n := 1 n (δ U 1 + ... + δ Un ) be the corresponding empirical probability measures. Suppose the GEs {Σ n } n≥1 , Σ P ⊂ Pos 1 sym (m) for {P n } n≥1 , respectively, P exist. Theorem 7.1 shows that for every n large enough the Σ n is unique almost surely, Σ P ∈ Pos 1 sym (m) is unique, and {Σ n } n≥1 converges almost surely to Σ P . Section 8 considers the asymptotic normality of GE. With the above notation, let Σ = gg with g ∈ SL(m, R) the unique symmetric positive-definite square root of Σ, and set
If the support of the continuous Borel probability measure P spans G(m, r)
where the limiting covariance matrix σ 2 ∞ is obtained using geometrical arguments.
2 The geometry of the parameter space M = Pos
The symmetric space of SL(m, R)
Let m ≥ 2 and consider the semi-simple real Lie group SL(m, R). It is a locally compact topological group that is also connected and with finite centre. Its associated symmetric space is 
Notice Sym(m) is a vector space isomorphic to R m(m+1)/2 whose basis are the m × m matrices E ij having 1 on the entries (i, j) and (j, i) and 0 otherwise. In particular, E ii is the m × m matrix having 1 on the entry (i, i) and zero otherwise. On Sym(m) we consider the max-norm denoted for what follows by || · ||, i.e., ||A|| := max
Because Sym(m) is isomorphic to R m(m+1)/2 , thus a smooth manifold, the tangent space at every matrix Σ ∈ Sym(m) is of dimension m(m + 1)/2. Then the max-norm topology agrees with the manifold topology on Sym(m).
Moreover,
is an open subset of Sym(m), and so every matrix M ∈ Pos sym (m) has the tangent space of dimension m(m + 1)/2. It is a fact Pos Then for every g ∈ SL(m, R), gA(t)g T =: gAg T (t) is a curve with gA(0)g T = gg T . So
where Notice, for every g ∈ SL(m, R) the matrix gg T is an element of Pos 1 sym (m). Moreover, every Σ ∈ Pos 1 sym (m) admits a square root g ∈ SL(m, R), not necessarily unique, i.e., Σ := gg T .
Definition 2.5. Let g ∈ SL(m, R) and take Σ := gg T . We define the isomorphism
Lemma 2.6. Let g ∈ SL(m, R) and take Σ : 3 Grassmannian distributions as quasi-invariant measures on ∂M As the symmetric space Pos 1 sym (m) = M of SL(m, R) is a CAT(0) space, it has an associated visual boundary at infinity ∂M. ∂M is a spherical building of type A m−1 in the sense of Tits, i.e., it has the structure of a simplicial complex that is expressed as the union of sub-complexes that are called apartments and satisfy three axioms (see [BH99, Chapter II.10]). Each apartment is tessellated with (similar) maximal symplices that are all of the same type A m−1 (thus shape). Such a maximal simplex is called a chamber of ∂M or a spherical chamber at infinity of M; it has dimension m − 2 and has m − 1 vertices. If we start coloring the vertices of a spherical chamber with m − 1 colors, we can color the vertices of the spherical building ∂M in such a way that the vertices of each chamber of ∂M are differently colored, but using the same set of m − 1 colors. In fact, each color represents a different type of vertex and each chamber has only one vertex-representative for each color (type). The spherical building ∂M is compact with respect to the cone topology induced from M. If m = 2 then the model chamber is just a point.
Parabolic subgroups
The group G := SL(m, R) acts by isometries on M and continuously on ∂M. Moreover, G acts transitively on the set of all chambers of ∂M by preserving the type of the vertices of the chambers. Fix for what follows a chamber c of ∂M. The stabiliser in G of a face of the chamber c is called a parabolic subgroup of G, i.e., for a face σ of c the parabolic subgroup is P σ := {g ∈ G | g(σ) = σ}. Note P σ is a closed subgroup of G. Because G acts transitively on the set of all chambers of ∂M , the parabolic subgroups corresponding to other chambers are conjugated to those of the chamber c.
For σ = c, the subgroup P c is called the Borel subgroup of G and it is the minimal parabolic, i.e., contained in all the other parabolic subgroups P σ . When σ is just a vertex of c its corresponding parabolic is maximal, i.e., it is not contained in any larger parabolic subgroup. As the simplex c has m − 1 vertices, there are exactly m − 1 maximal parabolic subgroups. It is well known that, up to conjugacy, the maximal parabolic are of the form
where 1 ≤ r ≤ m − 1. Notice, the blocks A 1 , A 2 are on the diagonal of P r . A similar form is known for each parabolic P σ , but here we are only interested in maximal parabolics.
3.2 The sample space G(m, r) as a subset of ∂M It is easy to see the parabolic subgroup P r is the stabiliser in G of the r-dimensional vector subspace of R m that is generated by the first r vectors {e 1 , · · · , e r } of the canonical base of R m ; V is a point of G(m, r). We can take the corresponding m × r matrix to be X := (e 1 , e 2 , · · · , e r ).
As SL(m, R) acts transitively on the set of all r-dimensional vector subspaces of R m that contain he origin 0 ∈ R m , one can conclude the Grassmannian G(m, r) equals as a set the quotient SL(m, R)/P r , for every 1 ≤ r ≤ m − 1. Then using Section 3.1 the Grassmannian G(m, r) equals the set of all vertices of ∂M that are of the same type. Using this identification, the action of an element g ∈ SL(m, R) on a vertex of ∂M can be interpreted as the matrix multiplication between g and the corresponding matrix X introduced above.
Levi decompositions of maximal parabolics
It is a well known fact that every maximal parabolic has the following direct product decomposition P r = U r M r , called Levi decomposition and where
and
Moreover, U r is normal in P r and is called the unipotent radical of P r . M r is called the Levi factor of P r , it is a reductive group and is not connected.
Further we want to decompose the subgroup M r . For A 1 ∈ GL(r, R), A 2 ∈ GL(m − r, R), by
A 2 we can define a canonical group homomorphism α : M r → T r × G r where
Notice G r and T r are subgroups of M r , but one can see M r does not decompose as the direct product T r × G r . The subgroup G r is known to be semi-simple. Furthermore, the subgroup T r is obviously normal in P r . We consider
that is a subgroup of P r . It is a known fact the P r -orbit of Id m in Pos 1 sym (m) equals Pos 1 sym (m) and the P 0 r -orbits in Pos 1 sym (m) are the horospheres corresponding to the point at infinity stabilized by P r .
Similar decompositions of the corresponding Levi factor are known for each parabolic P σ .
3.4 Measures on SL(m, R)/P r Let G be a locally compact group, H a closed subgroup of G. As we are working in the setting of locally compact groups, all Haar measures that are used in this paper are considered to be left-invariant. We denote by dx, respectively, dh the Haar measure on G, respectively, H. Endow G/H with the quotient topology, meaning that the canonical projection p : G → G/H is continuous and open. In practice, one needs to put a measure on G/H that is explained below. 
where ∆ G , ∆ H are the modular functions on G, respectively on H.
We have the following relation between rho-functions of (G, H) and G-quasi-invariant regular Borel measures on G/H. For the definition of a G-quasi-invariant regular Borel measure see [BdlHV08, Appendix. A.3] . To briefly give the idea, suppose the topological space G/H is endowed with a measure µ. As G acts on the space G/H by the left multiplication, one can ask how the action of G on G/H can modify the measure µ. More precisely, for each g ∈ G what is the relation between (G/H, µ) and G/H, g ⋆ µ), where g ⋆ µ is the pushforward measure on G/H induced from the map x ∈ G/H → g · x ∈ G/H? In general, the passage from g ⋆ µ to µ is given by a function on G/H, called the Radon-Nikodym derivative between g ⋆ µ and µ. If this RadonNikodym derivative is just one, then g ⋆ µ = µ, and µ is called g-invariant. If µ is g-invariant for every g ∈ G, then µ is called G-invariant, otherwise µ is called G-quasi-invariant. Moreover, with a rho-function ρ of (G, H) there is associated a G-quasi-invariant regular Borel measure µ on G/H whose corresponding Radon-Nikodym derivative satisfies the relation dg⋆µ dµ (xH) = ρ(gx) ρ(x) , for every g, x ∈ G and such that
for every f ∈ C c (G), continuous complex-valued function on G with compact support. Conversely, with a continuous G-quasi-invariant regular Borel measure µ on G/H there is associated a rho-function of (G, H), where continuous means the Radon-Nikodym derivative of µ is a continuous map.
As by Theorem 3.2 rho-functions of (G, H) always exist, we have that G-quasi-invariant regular Borel measures always exist on G/H. We do not intend to clarify here the terminology (e.g., the rho-function associated with a measure) used in Theorem 3.2. Those are explained in [BdlHV08] and the references therein.
Remark 3.3. Given a rho-function ρ of (G, H), its corresponding G-quasi-invariant regular Borel measure µ on G/H (given by relation (8) 
is surjective. Moreover, by [BdlHV08, Lem. B.1.3 (iii)] and because T H is surjective, the mapping
is a well-defined positive linear functional on C c (G/H). Then apply the Riesz-Markov-Kakutani representation theorem to obtain the regular Borel measure µ on G/H that is also G-quasiinvariant.
For the rest of the article we apply Theorem 3.2 to the case
Also, as SL(m, R) = KP r , where K = SO(m, R), one example of rho-functions for (G, P r ) is the K-invariant function ρ : G → R * + such that ρ(k) = 1 for every k ∈ K and ρ(h) = ∆ Pr (h) for every h ∈ P r . This function ρ gives the G-quasi-invariant regular Borel measure µ on G/P r that is K-invariant and whose corresponding Radon-Nikodym derivative satisfies the relation
We claim the family of Grassmannian distributions
This is the goal of the next two Sections 3.4.1 and 3.4.2.
The modular function ∆ Pr of P r
In order to have an explicit formula for the ρ function defined above, and so an explicit description of the Radon-Nikodym derivative, we need to compute the modular function ∆ Pr of P r .
By [Kna02, Proposition 8.27 ] the modular function of the real Lie group P r is given by
where Ad : P r → GL(p r ) is the adjoint representation of P r on its Lie algebra p r ⊂ sl(m, R).
Recall Ad(h)X = hXh −1 , for every h ∈ P r and X ∈ p r and
Lemma 3.4. For every g ∈ G r and every u ∈ U r we have ∆ Pr (g) = ∆ Pr (u) = 1.
Proof. This is because G r is generated by unipotent elements and those have modular function 1 in P r .
Therefore, in order to compute the modular function of P r it is enough to compute the modular function on the part T r of P r .
Proof. By applying such t to p r and computing Ad(t) one obtains Ad(t) is diagonal as a matrix of GL(p r ) and det(Ad(t)) = (λ 1 λ −1
2 ) r(m−r) = λ mr 1 .
Rho-function, Grassmanian distributions and Busemann functions
As mentioned before, P r is the stabiliser in G of the r-dimensional vector subspace U 0 of R m that is generated by the first r vectors {e 1 , · · · , e r } of the canonical base of R m ; U 0 is a point of G(m, r). We can take the corresponding m × r matrix to be X 0 := (e 1 , e 2 , · · · , e r ). This Section deals with Grassmanian and quasi-invariant distributions, and one of its main results states the following.
is the same as the family of G-quasi-invariant regular Borel measures g ⋆ µ on G/P r of parameter g ∈ G. More precisely, equality (2) from the Introduction can be written
for every h ∈ SL(m, R), where
Proof. This proposition is a direct consequence of equality (9) above, and Lemma 3.8 and equality (11) below. Indeed, by equality (11) below and because
. By the same quality (11) below and as Id m = X 0 X T 0 we also have
Remark 3.7. By using appropriate parabolic subgroups of SL(m, R) and computing their corresponding rho-functions one can give a similar geometrical/Lie theoretical interpretation as in Proposition 3.6 for known density functions on Stiefel manifolds.
Lemma 3.8. Let 1 ≤ r ≤ m − 1. Let X 0 := (e 1 , e 2 , · · · , e r ) be the m × r matrix, where {e 1 , · · · , e r } ⊂ R m are the first r vectors of the canonical base of R m . Then for every h ∈ G = KP r we have
and as, by definition, ρ(h) = 1 equality (11) follows.
Now let h ∈ P r and recall the fact that det(AB) = det(A) det(B) for square matrices. By writing h = uth r ∈ P r with u ∈ U r , t ∈ T r and h r ∈ G r we have
and analogously for X T 0 (h T ) −1 X 0 . Then just by matrix multiplication it is easy to verify that
1 . And, by Lemma 3.5 we have
, when h ∈ P r . By the Definition 3.1 of the rho-function it remains to show
for every x ∈ G and h ∈ P r . But this follows from the above computation.
By taking the log of the rho-function ρ given by equality (11) we obtain a Busemann function; this gives a different interpretation of the rho-function ρ. For the definition and main properties of Busemann functions see [BH99, Chapter II.8].
Lemma 3.9. Let 1 ≤ r ≤ m − 1. Let U ∈ G(m, r) be a linear span of r linearly independent vectors say {x 1 , x 2 , · · · , x r } ⊂ R m , with associated m × r matrix X given by (x 1 , x 2 , · · · , x r ), with x i the columns of X that are written in the canonical base of R m . Then the function
is a Busemann function on Pos 1 sym (m).
Proof. 
does not depend on the chosen base {x 1 , x 2 , · · · , x r } ⊂ R m of U , and thus it does not depend on the matrix X. Indeed, this is because a change of base of U will give a r × r matrix B and the new base of U will have the corresponding matrix equal to XB T . Then by using det(CD) = det(C) det(D), where C, D are square matrices, the claim follows.
Secondly, we prove the lemma in the special case when U is the r-dimensional vector subspace of R m that is generated by the first r vectors {e 1 , · · · , e r } of the canonical base of R m . We denote this subspace by U 0 and we take the corresponding m × r matrix to be X 0 := (e 1 , e 2 , · · · , e r ). Then det(X T 0 X 0 ) = 1 and we claim sym (m) and γ r (∞) = U 0 ∈ G(m, r). Notice P r is the parabolic subgroup corresponding to U 0 ∈ G(m, r). By Druţu [Dru05, Section 2.3] we need to prove:
r -invariant, i.e., for every g ∈ P 0 r and for every Σ ∈ Pos
that gives a change of base for the subspace U 0 . As det(A T 1 A 1 ) = 1 the P 0 r -invariance follows.
ii) b U 0 (γ r (t)) = −t, for every t ∈ R. Indeed, just by matrix multiplication we have
Thus, for the spacial case of U 0 the lemma holds true. It remains to prove the lemma in the general case of U . Indeed, as SL(m, R) = SO(m, R)P r acts transitively on G(m, r), there is k ∈ K = SO(m, R) such that U = kU 0 . Then by an easy computation we have the equality
Let P be a Borel probability measure on G(m, r). Then we remark the map
is a weighted Busemann function in the sense of Kapovich-Leeb-Millson [KLM09] . The necessary and sufficient condition (5) was given in [AMR] without explicit proof, as a Corollary of general results of [KLM09] . We will provide more explicit results in Section 6 using direct geometrical methods. The interested reader can consult [AMR] where examples are provided.
Gradient and covariant derivative of ℓ P
For what follows we want to find the GE that minimises the map ℓ P (see (3)). To do that we need to compute the gradient of ℓ P (Σ), solve the equation grad ℓ P (Σ) = 0 and find the critical points Σ ∈ Pos 1 sym (m). Then it is enough to compute the gradient of ℓ U (Σ) as:
The gradient of ℓ U (Σ)
Let Σ ∈ Pos 1 sym (m). Fix for that follows g ∈ SL(m, R) such that Σ = gg T , i.e., such square root g of Σ always exists. Recall from Section 2 (Lemma 2.6) that any geodesic in Pos
Proof. The result is well known.
Proof. The proof is provided in Section 9.
In order to find the formula for the gradient of ℓ U we have to use the definition of the gradient that says that 
The covariant derivative of grad ℓ U (Σ)
Let us now compute the covariant derivative ∇ Z of the mapping
at a point Σ given a vector Z ∈ T Σ Pos 1 sym (m). Recall the definition of the covariant derivative is saying that
for every Z, W ∈ T Σ Pos 1 sym (m). Then we will have
Lemma
Geodesic convexity of M-functionals
From Section 3.4.2 we hence know that our M-functionals ℓ P are weighted Busemann functions in the sense of [KLM09] , and they are geodesically convex functions by the same [KLM09] . The reader is also invited to look at [DT] for a full treatment of geodesics coercivity for a large class of models involving M-estimates of scatter. This section deals further with the strict geodesic convexity of the M-functionals ℓ P and gives necessary conditions to imply that (see Lemma 5.11), being an important property used to prove Theorem 7.1. The key ingredients used in this section are the (self-)Σ-adjoint linear maps and the Σ-orthogonal projections Pr(U, Σ), where Σ ∈ Pos 1 sym (m). Along the way we also give a proof of the geodesic convexity of ℓ P (see Proposition 5.9).
A function f : Pos 1 sym (m) → R is called geodesically convex (resp., strictly geodesically convex) if its restriction f (γ(t)) (t ∈ R) to any geodesic γ in Pos 1 sym (m) is convex (resp., strictly convex) in the usual sense. This amounts to saying that the Hessian ∇ 2 f is positive semidefinite (resp., positive-definite), i.e.,
where v is the velocity of the geodesic γ.
For this section we fix an element U of G(m, r). Recall U is the linear span of r linearly independent vectors say {x 1 , x 2 , · · · , x r }. With U = x 1 , x 2 , · · · , x r we associate the m × r matrix X given by (x 1 , x 2 , · · · , x r ), with x i the columns of X that are written in the canonical base of R m .
First we give a geometric interpretation of the matrix π U (Σ) :
Following the ideas in [AMR, Section 4], given Σ ∈ Pos 1 sym (m) we introduce on R n the following Σ-scalar product
As U is a linear subspace of R m , we denote by Pr(U, Σ) : R m → U the Σ-orthogonal projection onto U which is a linear map defined by Pr(U, Σ)(u) = u for every u ∈ U and Pr(U, Σ)(v) = 0 for every v ∈ R m that is Σ-orthogonal to U , i.e., v ∈ U ⊥ Σ := {w ∈ R m | (u|w) Σ = 0 ∀u ∈ U }.
Remark 5.1. For Σ = Id m the scalar product (x|y) Idm is just the canonical Euclidean scalar product , on R m . As for Σ ∈ Pos 1 sym (m) there is a unique symmetric positive-definite square roots g = g T ∈ SL(m, R) with Σ = gg T , then (x|y) Σ = x T Σ −1 y = g −1 x, g −1 y for every x, y ∈ R n . In particular we obtain U ⊥ Σ is a linear subspace of dimension m − r.
Lemma 5.2. Given Σ and U as above, we have Pr(U, Σ) = Σπ U (Σ).
Proof. Let w ∈ R m and using the linearly independent vectors x 1 , x 2 , · · · , x r spanning U there exists a unique η ∈ R r such that Pr(U, Σ)(w) = Xη ∈ U . Then w − Pr(U, Σ)(w) = w − Xη is Σ-orthogonal to U and so for every u ∈ U we have
In particular, by taking u ∈ {x 1 , ..., x r } we obtain
, and the conclusion follows. 
The equality holds if and only if
Proof. By Remark 5.4 ZΣ −1 is self-Σ-adjoint and moreover we can write
Then by Lemma 5.6 tr(v 21 v 12 ) ≥ 0, resp., tr(v 11 v 11 ) ≥ 0, with equality if and only if both v 12 , v 21 vanish, resp., v 11 vanishes.
As Pr(U, Σ) = Σπ U (Σ) is the Σ-orthogonal projection onto U we can write Proposition 5.9. Let P be a Borel probability measure on G(m, r), Σ ∈ Pos 1 sym (m) and Z ∈ T Σ Pos 1 sym (m) \ {0 m }. Then the log-likelihood ℓ P of P given by (3) verifies
By Lemma 4.4 and an easy computation
∇ Z grad ℓ U (Σ), Z Σ = tr((Σ −1 − 1 2 π U (Σ))Zπ U (Σ)Z) = tr((Id m − 1 2 Pr(U, Σ))ZΣ −1 Pr(U, Σ)ZΣ −1 ) = tr(∇ Z grad ℓ P (Σ), Z Σ ≥ 0.
The equality holds if and only if
for P-almost all U ∈ G(m, r). In particular, we have ZΣ −1 (U ⊥ Σ ) ⊆ U ⊥ Σ and ZΣ −1 (U ) ≡ 0, for P-almost all U ∈ G(m, r).
Proof. By using the equation
it is a consequence of Lemma 5.7.
As the log-likelihood function ℓ P is convex, its minima are exactly the zeroes of its gradient.
Corollary 5.10 (M-equation).
A parameter Σ ∈ Pos 1 sym (m) is a GE of a Borel probability measure P on G(m, r) if and only if it satisfies the M-equation
where
Let U 1 , · · · , U n ⊂ G(m, r) and let P n := 1 n (δ U 1 + ... + δ Un ) be the empirical Borel probability measure on G(m, r) corresponding to the samples {U 1 , ..., U n }. The following lemma gives a condition on U 1 , · · · , U n such that ℓ Pn to be a strictly geodesically convex function. This condition will be used in Section 7 and in general it is a necessary but not a sufficient condition to imply strict geodesic convexity.
Lemma 5.11. Let U 1 , · · · , U n ⊂ G(m, r) and suppose the linear space spanned by {U 1 , ..., U n } equals R m . Or let P be a continuous Borel probability measure on G(m, r) whose support spans R m . Then ℓ Pn and ℓ P are strictly geodesically convex function.
Proof. Suppose by contradiction that ℓ Pn (resp., ℓ P ) is not a strictly geodesically convex function. By Proposition 5.9 we know ℓ Pn (resp., ℓ P ) is geodesically convex and thus there exist Σ ∈ Pos 1 sym (m) and Z ∈ T Σ Pos 1 sym (m) \ {0 m } such that ∇ Z grad ℓ Pn (Σ), Z Σ = 0 (resp., ∇ Z grad ℓ P (Σ), Z Σ = 0). In particular, by the same Proposition 5.9 we must have ZΣ −1 = 0 0 0 v 22 :
and ZΣ −1 (U i ) ≡ 0, for every i ∈ {1, · · · , n} (resp., for almost every U in the support of P). As the linear space spanned by {U 1 , ..., U n } (resp., the linear span of the support of P) equals R m we obtain ZΣ −1 = 0 n and thus Z = 0 m that is a contradiction. The conclusion follows. Suppose Γ is a critical point for g, and we want to prove grad(f )(Γ) = 0. As grad(g)(Γ) = 0, for every X ∈ T Γ Pos 1 sym (m) we have
which implies that grad(f )(Γ) ∈ Ker(Hess(f ) Γ ). As f is strictly geodesically convex Hess(f ) Γ is invertible and thus grad(f )(Γ) ∈ Ker(Hess(f ) Γ ) = 0. Now suppose grad(f )(Γ) = 0; we want to prove Γ is a critical point for g. Indeed, as for every X ∈ T Γ Pos 1 sym (m) we have
one obtains grad(g)(Γ) = 0 and the conclusion follows.
Behaviour at infinity of M-functionals
The following Theorem is a refinement of results of [KLM09] giving (5) as necessary and sufficient condition for the existence of GE. It covers situations where (5) is not satisfied, and its proof is based on our previous constructions.
Theorem 6.1. Let P be a Borel probability measure on the Grassmannian G(m, r). Denote by G(m) = m−1 s=1 G(m, s) the set of all the proper vector subspaces V of R m (0 = V = R m ) and set
for V ∈ G(m).
1. If I P (V ) > 0 for all V ∈ G(m), then P has a unique GE.
2. If I P (V ) < 0 for some V ∈ G(m), then P has no GE.
3. (Limit case) Suppose that I P (V ) ≥ 0 for all V ∈ G(m) and I P (V ) = 0 for some V ∈ G(m).
, then P has infinitely many GEs. More precisely, the GEs of P form a submanifold of dimension d − 1 of Pos
Example 6.2. Condition 1. of Theorem 6.1 corresponds to inequality (5) from the Introduction. For a sample {U i } 1≤i≤n of size n, let P n := 1 n (δ U 1 + ... + δ Un ) be its corresponding empirical probability measure. Using methods from algebraic geometry, the authors of [AMR, Theorem 4] proved that for almost all samples of size n > m 2 r(m−r) inequality (5) is satisfied. Example 6.3. The limit case 3. of Theorem 6.1 occurs, for example, when n = m and P := 1 n (δ U 1 + ... + δ Un ) is the empirical Borel probability measure on G(m, 1) corresponding to samples {U 1 , ..., U n } that are in general position in the projective space G(m, 1) = P m−1 . Then, I P (V ) = 0 if and only if the linear subspace V ∈ G(m) contains exactly dim(V ) points of the sample, so that condition (a) is satisfied.
Moreover, for a sample {U 1 , ..., U n } in general position in the projective space G(m, 1) = P m−1 and P := 1 n (δ U 1 + ... + δ Un ), Theorem 6.1 gives: 1. A sample of size n > m in general position in P m−1 has a unique GE.
2. A sample of size n < m in general position P m−1 has no GE.
3. When n = m, and the sample {U 1 , ..., U n } of size n = m is in general position in P m−1 , then R m = U 1 ⊕ · · · ⊕ U m and so its corresponding GEs form a submanifold of dimension n − 1 in the parameter space Pos 1 sym (m). To prove Theorem 6.1, besides convexity, we also need the following asymptotic property of the log-likelihood. As we have seen in Section 2 (Lemma 2.6), any geodesic γ(t) issuing at Σ = gg T ∈ Pos 
One can thus consider geodesics of the generic form γ(t) = e tw Σ, where w belongs to the linear space S Σ of self-Σ-adjoint matrices of zero trace. As the linear operator w is self-Σ-adjoint, its eigenvalues are real numbers λ 1 > λ 2 > . . . > λ s+1 (s ≥ 0), the corresponding eigenspaces E 1 , . . . , E s+1 are pairwise Σ-orthogonal, and
Proposition 6.4. Let P be a Borel probability measure on the Grassmannian G(m, r). Let w ∈ S Σ and γ(t) = e wt Σ be the geodesic of velocity w issuing from Σ ∈ Pos 1 sym (m). Then w decomposes in a unique way as
where V 1 , . . . , V s are vector subspaces of R m such that
and where
Proof. According to the spectral theorem,
This is formula (18) with α k = λ k − λ k+1 since tr(w) = 0 and tr Pr(V k , Σ) = dim(V k ).
Let X = (x 1 , . . . , x r ) be a basis of U ∈ G(m, r). In view of the equation (4),
The entries of the r × r matrix a(t) are
where x i , x j are the vectors of X = (x 1 , . . . , x r ). Next,
where S r denotes the permutation group of {1, . . . , r}, so that det(a(t)) is a sum of exponential functions of t. It remains to find the dominant term of this sum, say e −βt up to a nonzero factor. Then lim
To obtain that, we construct a new basis X = (y 1 , . . . , y r ) of U that is adapted to the vector subspaces
Indeed, start with a Σ-orthonormal basis
, whose projections Pr(E 2 , Σ)y i form a Σ-orthonormal system in E 2 . Iterating this procedure, we get at stage k a family of
The family I 1 , . . . , I s+1 forms a partition of {1, . . . , r} into possibly empty subsets. Given i ∈ {1, . . . , r}, we denote by m i the unique index such that i ∈ I m i . Then P r(E k , Σ)y i = 0 if k > m i since y i ∈ V m i . Therefore, the dominant term of a ij (t) is at most exp(−tλ min{m i ,m j } ), and the dominant term of the product
in the expansion of det(a(t)) is at most
The largest exponent is obtained when m σ(i) = m i for all i = 1, . . . , r, i.e., when the permutation σ leaves each of the blocks I 1 , . . . , I s+1 invariant. For such a permutation, the dominant term is at most e −βt , where
The dominant term corresponding to e −βt in det(a(t)) is the sum σ sign(σ)a 1σ(1) (t) · · · a rσ(r) (t) over those permutations σ ∈ S r leaving the blocks I 1 , . . . , I s+1 invariant. Since, by construction (P r(E k , Σ)y i |P r(E k , Σ)y j ) Σ = δ ij , for i, j ∈ I k , the coefficient of e −βt is 1 . We conclude the dominant term of det(a(t)) is actually e −βt , hence
Formula (19) follows by integrating with respect to P and using the Lebesgue dominated convergence theorem to interchange integration and limit.
Proof of Theorem 6.1.
(1) Suppose that I P (V ) > 0 for all V ∈ G(m). Then, according to Proposition 6.4, lim
We conclude that the log-likelihood ℓ P , as a convex function tending to +∞ along any geodesic, admits a minimum Σ 0 ∈ Pos 1 sym (m). Suppose it had another minimum Σ 1 . Let γ be the geodesic joining Σ 0 = γ(t 0 ) to Σ 1 = γ(t 1 ). Since the convex function ℓ P (γ(t)) takes its minimum at both t 0 and t 1 , it should be constant for t 0 ≤ t ≤ t 1 , hence for all t ∈ R by analyticity of ℓ P (γ(t)) , in contradiction with lim t→∞ ℓ P (γ(t)) = ∞. 
Id m , where
The convex function ℓ P (γ(t)) is thus decreasing, in contradiction with the minimality of ℓ P (Σ). We omit the lengthy proof of (a) since it is similar to the proof for the case r = 1 given in Section 8 of [AMR05] .
Almost sure convergence
The following theorem generalises Tyler's convergence result of GE ([Tyl87, Theorem 3.1]) to the case of Grassmannian G(m, r), for every 1 ≤ r ≤ m − 1.
Theorem 7.1. Let {U n } n≥1 be a random sample of i.i.d. random elements of G(m, r), distributed according to a continuous Borel probability measure P on G(m, r) whose support spans R m . Let P n = 1 n (δ U 1 + ... + δ Un ) be the empirical probability measure corresponding to the random sample {U 1 , ..., U n }. Suppose GEs {Σ n } n≥1 , Σ P ⊂ Pos 1 sym (m) for {P n } n≥1 , respectively, P exist. Then for every n large enough the Σ n is unique almost surely, Σ P ∈ Pos 1 sym (m) is unique, and {Σ n } n≥1 converges almost surely to Σ P .
The main idea of the proof, inspired from Tyler [Tyl87, Theorem 3.1], is to study the square of the norm of the gradients of the log-likelihood functions {ℓ Pn } n≥1 , ℓ P : Pos 1 sym (m) → R associated, respectively, with the probability measures {P n } n≥1 and P. Notice those gradients are vectors in the tangent bundle TPos 1 sym (m) and their norm are given by the scalar product which is the trace on matrices.
Let {h n } n≥1 , h : Pos
Without loss of generality we can suppose the GE of P is Σ P = Id m . Moreover, from Lemma 5.11 and the hypotheses of P, for every n large enough the log-likelihood function ℓ Pn is a strictly geodesically convex function, almost surely. Then taking a compact neighbourhood C of Id m we need to prove for every n large enough Σ n is in C almost surely. The two main ingredients are Lemmas 5.12 and 7.9. Using Lemma 7.9, for n large enough we show the compact neighbourhood C contains a local minimum of h n , almost surely. Then by Lemma 5.12 and the strict geodesic convexity of ℓ Pn this local minimum is the GE of ℓ Pn , which is exactly Σ n .
Let us now make explicit the main idea of the proof. By definition {Σ n } n≥1 and Σ P ∈ Pos 1 sym (m) satisfy, respectively, the following M-equations (see equality (6) or Corollary 5.10)
where X n and X are matrices that correspond to U n , U , as presented in the beginning of Section 1.
Definition 7.2. Let PosS sym (m) := {M ∈ Sym(m) | xM x T ≥ 0, ∀x = 0 ∈ R m } the set of all symmetric and positive semidefinite m × m matrices. For every n ≥ 1 we define
In the same way we define
Lemma 7.3. The maps M, {M n } n≥1 are well defined. In particular, for every Γ ∈ Pos 1 sym (m) we have M (Γ), {M n (Γ)} n≥1 are symmetric and positive semidefinite m × m real matrices and tr(M (Γ)) = tr(M n (Γ)) = r.
Proof. The symmetric and positive semidefinite properties of M (Γ), {M n (Γ)} n≥1 follow easily. Using the fact that tr(AB) = tr(BA) one sees tr(M (Γ)) = tr(M n (Γ)) = r.
The following is a well-known result. 
Moreover, Remark 7.7. Let {U n } n≥1 be random sample of i.i.d. elements of G(m, r) distributed according to a continuous Borel probability measure P whose support spans R m . Recall, the log-likelihood of {P n } n≥1 and P, respectively, are the continuous and differentiable maps given by:
The gradients of {ℓ Pn } n≥1 , ℓ P : Pos 1 sym (m) → R, respectively, are the maps given by:
As Pos 1 sym (m) is a Riemannian manifold, we can isometrically transport the gradient maps {grad(ℓ Pn )} n≥1 , grad(ℓ P ) to the tangent space T Idm Pos 1 sym (m) at the identity matrix Id m ∈ Pos 1 sym (m):
Definition 7.8. Let {U n } n≥1 be random samples of i.i.d. random elements of G(m, r), distributed according to a continuous Borel probability measure P on G(m, r) whose support spans R m . As defined above, we have:
Lemma 7.9. Let {U n } n≥1 be random samples of i.i.d. random elements of G(m, r), distributed according to a continuous Borel probability measure P on G(m, r) whose support spans R m . Let
Proof. This is the same proof as in Tyler [Tyl87, Statement (3. 2)].
Recall an element U of G(m, r) is the linear span of r linearly independent vectors say {x 1 , x 2 , · · · , x r }. With U = x 1 , x 2 , · · · , x r we associate the m×r matrix X given by (x 1 , x 2 , · · · , x r ), with x i the columns of X that are written in the canonical base of R n . Then we define the map
As G(m, r) × C is compact and the map G is continuous, being given by multiplication of matrices (one can prove that using the topologies on G(m, r) and Pos 1 sym (m)), the map G is uniformly continuous. In particular, for every ǫ > 0 there exists δ ǫ > 0, that does not depend on U ∈ G(m, r), Γ 0 ∈ C, nor Γ ∈ C, such that if ||Γ 0 − Γ|| < δ ǫ then ||G(U, Γ 0 ) − G(U, Γ)|| < ǫ, for every U ∈ Gr(m, r).
Since C is compact, for every δ ǫ > 0 there exist a finite partition of C, say C ǫ,k such that ||Γ 1 − Γ 2 || < δ ǫ for every Γ 1 , Γ 2 ∈ C ǫ,k . Choose one element from each sets C ǫ,k , say Γ ǫ,k , and label this new formed set by C ǫ .
Since P(X = 0) = 0, it follows from the uniform continuity of G and the Law of Large Numbers that: By Lemma 5.11 the map ℓ P is strictly geodesically convex. As by hypothesis a GE for ℓ P exists it must be unique. Moreover, without loss of generality we can suppose the GE of P is
From Lemma 5.11 and the hypothesis that P is a continuous Borel probability measure on G(m, r) whose support spans R m , for every n large enough the (random) log-likelihood function ℓ Pn is a strictly geodesically convex function, almost surely. As by hypothesis a GE for ℓ Pn exists it must be unique, and this is denoted by Σ n .
It remains to prove {Σ n } n≥1 converges almost surely to Σ P = Id m . Indeed, let C be a compact neighbourhood of Id m , with respect to the max-norm topology on Pos 1 sym (m) induced from Sym(m). Moreover, we choose C such that Id m is in the interior of C. Since ℓ P is strictly geodesically convex, by Lemma 7.6 we have
As the map h is continuous, Lemma 7.9 implies with probability one that for every large enough n, h n (Id m ) is less than h n (Γ), for every any Γ on the boundary of C. Hence, with probability one, the map h n contains a local minimum in C for every n large enough. Then this local minimum must be a critical point of h n and by Lemmas 5.12 and 5.11, this implies with probability one that Σ n ∈ C. As C can be chosen arbitrarily small, the conclusion of the theorem follows.
Asymptotic normality
Let {U n } n≥1 be a sample of i.i.d. random elements, distributed according to a Borel probability measure P on G(m, r). Let {P n := 1 n (δ U 1 + ... + δ Un )} n≥1 be the (random) empirical probability measures corresponding to the random samples {U 1 , ..., U n }. Suppose GEs {Σ n } n≥1 , Σ P ⊂ Pos 1 sym (m) for {P n } n≥1 , respectively, P exist. Write {Σ n = g n g n } n≥1 and Σ P = gg, with {g n } n≥1 , g ∈ SL(n, R) the unique symmetric positive-definite square roots of {Σ n } n≥1 and Σ P , respectively. Recall {Σ n } n≥1 , Σ P satisfy equations (20), (21), respectively:
where X j and X are matrices that correspond to U j , U , as presented in the beginning of Section 1.
Theorem 8.1. Let {U n } n≥1 be a sample of i.i.d. random elements, distributed according to a continuous Borel probability measure P on G(m, r) whose support spans G(m, r).
where the limiting covariance matrix σ 2 ∞ is given by
, where Q is the 
where we set Θ j := g −1 X j , for each n ≥ 1 and j ∈ {1, · · · , n}, see Definition 7.2. Notice, for each j ∈ {1, · · · , n}, gΘ j (Θ T j Θ j ) −1 Θ T j g −1 equals the projector Pr(U j , Id m ) onto the linear subspace U j generated by the columns of Θ j (see Lemma 5.2). Then M n (Σ P ) is a sum of i.i.d. random matrices of mean r m Id m . The multivariate central limit theorem yields that √ n(Vec(M n (Σ P ) − r m Id m )) is asymptotically multivariate normal centred of covariance matrix
where E P (·) denotes the expectation on G(m, r) with respect to the probability measure P.
Recall the following formula regarding Kronecker product and Vec operator for arbitrary n × m matrix A, m × k matrix X and k × l matrix B:
see, e.g., [Mui82] . A direct application of (30) to the above expression yields
We next give two lemmas which are needed to prove Theorem 8.1:
Lemma 8.2. Let P be a Borel probability measure on G(m, r) and let
where X is a matrix corresponding to U ∈ G(m, r) as presented in the beginning of Section 1. Then W P is a vector subspace of (T Idm Pos
Proof. That W P is a vector subspace of (T Idm Pos Let us prove W ⊥ P ⊆ Ker(σ 2 ). Indeed, let B ∈ W ⊥ P , then A, B Idm = tr(AB) = 0, for every A ∈ W P . Thus by the property that Vec(A) T Vec(B) = tr(AB) of Vec operator we have
Let us now prove Ker(σ 2 ) ⊆ W ⊥ P . Indeed, let B ∈ R m 2 such that σ 2 Vec(B) = 0. Then by the same property Vec(A) T Vec(B) = tr(AB) of Vec operator, applied twice, we have
Thus, for P-almost every U ∈ G(m, r) we have obtained
and so B ∈ W ⊥ P . Next, σ 2 being symmetric, Ker(σ 2 ) is orthogonal to the column space of σ 2 , which is Im(σ 2 ). The assertion then follows since Ker(σ 2 ) = W ⊥ P . Finally, assume that supp(P) = G(m, r), and let v be a zero trace symmetric matrix, thus v ∈ T Idm Pos 
where U I denotes the linear subspace generated by the vectors u i , i ∈ I, and where * indicates that we consider r-elements subsets of [m]. Indeed, equality (32) equivalent to
where we have used the identities
. We will prove the statement if one can find coefficients α I such that Lemma 8.3. Let P be a Borel probability measure on G(m, r). Let Q be the orthogonal projection onto Im(σ 2 ) ⊂ R m 2 , and let Vec(Z) be normal of law P Z := N (0, σ 2 ). Then Vec(Z) ∈ W P , Q Vec(Z) = Vec(Z), and supp(P Z ) = W P .
Proof. Recall, by Lemma 8.2 we have Im(σ 2 ) = W P . By construction σ 2 = AJ k,m 2 A T , where k = dim(Im(σ 2 )), A is invertible and where J k,m 2 has the block diagonal form
To prove the remaining part of the lemma, let D be a Borel subset of the linear subspace W P , such that ν k (D) > 0, where ν k denotes the k-dimensional Lebesgue measure on W P . As
Hence, for each Borel subset D of W P we have
As Vec(Z) ∈ W P , the equality supp(P Z ) = W P follows.
Proof of Theorem 8.1.
For each n ≥ 1 and j ∈ {1, ..., n} let
Then it is easy to see that
Notice
, as multiplication by a scalar does not affect the equality.
We apply equation (33) to r m Id m = M n (V n ) and we want to obtain an equation involving M n (Σ P ). Indeed:
By multiplying equation (34) on left by g −1 and on the right by g −1 we obtain:
Set
for each n ≥ 1 and j ∈ {1, ..., n}. Then,
Now equation (35) becomes
and by adding − r m Id m to both terms of the above equation we obtain
Notice, C n is in Pos 1 sym (m), thus it admits a unique symmetric positive-definite square root that we denote by C 1/2 n . Then by applying the Vec operator and equality (30) to
we obtain:
Using equality (38), applying Vec operator and equality (30) to
where A = Θ j (Θ T j C −1 n Θ j ) −1 Θ T j , X = C −1 n − Id m , and B = Θ j (Θ T j Θ j ) −1 Θ T j , we obtain 
We denote
By applying Vec operator and equation (39) to equality (37) we obtain where a j ik is the (ik) entry of Θ j (Θ T j Θ j ) −1 Θ T j , α j kν is the (kν) entry of Θ j (Θ T j C −1 n Θ j ) −1 Θ T j , and △ n νµ is the (νµ) entry of △ n . From construction,
The linear operators Pr(U j , Σ P ) and Pr(U j , V n ) are projectors and thus have bounded entries (just look at the spectral decomposition relatively to orthonormal basis with eigenvalues equal to 0 or 1 ). Moreover, Theorem 7.1 gives that V n n→∞ −−−→ a.s Σ P . We can thus assume that all the entries a ik and α 
where we recall that Vec(Z) is normal of law N (0, σ 2 ). The final step of the proof consists in inverting this last relation using the algebraic knowledge on the covariance matrix σ 2 and on Σ 0 . By hypothesis, supp(P) = G(m, r), so that, from Lemma 8.2, W P = T Idm Pos 1 sym (m). Hence, C n − Id m ∈ W P . Indeed, by its definition, C n is symmetric with tr(C n ) = m. Then C n − Id m is also symmetric of trace zero, and thus C n − Id m ∈ T Idm Pos 1 sym (m) = W P . Lemma 8.3 shows that the random vector Vec(Z) is supported by the full linear subspace W P . Then, we claim the restriction L 0 of the linear operator 
so that √ n(Vec(C n − Id m )) for every V ∈ T Idn Pos 1 sym (n). Notice, as grad ℓ U (Σ) ∈ T Σ Pos 1 sym (n) = {A ∈ Sym(n) | tr(g −1 A(g T ) −1 ) = 0} we cannot have X(X T Σ −1 X) −1 X T ∈ T Σ Pos 1 sym (n) as
= tr(Id r×r ) = r.
One sees that r 2n Σ − 1 2 X(X T Σ −1 X) −1 X T is in Sym(n) and verifies 
It is enough to compute is just symmetric and does not satisfy tr(g −1 A(g T ) −1 ) = 0 we guess that we must have
where π U (Σ) = Σ −1 X(X T Σ −1 X) −1 X T Σ −1 . One can verify that equality (49) for ∇ Z grad ℓ U (Σ) indeed satisfies equality (48) as tr(Σ −1 ΣΣ −1 W ) = tr(Σ −1 W ) = tr(g −1 W (g T ) −1 ) = 0.
