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Abstract 
To solve the vibration fault diagnosis of steam turbine-generator sets (STGS), this paper presents support vector 
machine (SVM) to extract the support vector from database for vibration fault diagnosis of the sets. In this paper, the 
SVM is used to construct the vibration fault diagnosis model. The test results demonstrate that the proposed method 
has less learning time and higher diagnosis than the existing methods. Thus, the feasibility of applying the proposed 
method to the practical vibration fault diagnosis of the STGS has been confirmed. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Artificial intelligence (AI)-related techniques have been adopted to diagnose vibration faults of STGS. 
They include the use of an expert system, fuzzy theory and a fuzzy logic system, and artificial neural 
networks (ANN). The expert system technique [1-3] combines an inference engine with a range of 
knowledge to develop guidelines for automatic diagnosis of faults in STGS. However, design an efficient 
inference engine to draw conclusions from a large body of rule-based knowledge is difficult. Moreover, 
because the inference processes are time-consuming, the expert system technique is sometimes limited 
when applied to the real-time monitoring and diagnosis of faults of STGS.  
Fuzzy reasoning [4-6] is expressed in imprecise linguistic terms and has been developed to solve 
vibration fault problems with uncertain and inaccurate information. However, a fuzzy system depends 
heavily on the operators’ experience to determine the fuzzy inference rules and their associated 
membership functions. Therefore, practical vibration fault data that are collected from a machine may be 
unable to be exactly utilized to sole associated diagnosis problems using the fuzzy reasoning method.  
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The ANN technique [7-9] can capture complex input-output relations with well interpolated and 
extrapolated capabilities, and it can provide real-time response in practical applications. Although ANN 
has been successfully applied to the diagnose vibration faults of STGS, some related problems remain 
unsolved, including the local and slow convergence during training, and the determination of network 
structure and parameters. In addition to AI related techniques, wavelet transformation [10-11], grey 
cluster analysis [12], and extension theory [13] have also served as effective tools for solving the 
vibration fault diagnosis problem. This work presents a SVM-based model to classify the vibration faults 
of STGS. The SVM is a novel technique in data classification and regression analysis [14-16]. It employs 
the concept of the best hyperplane to extract the feature from linear or nonlinear data.  
2. Vibration fault diagnosis 
The vibration of STGS can probably be divided into electromagnetic and mechanical. The 
electromagnetic vibration of STGS usually arises from generators and may be delivered to the other parts 
by coupling. Common sources of electromagnetic vibration include a short-circuit between rotor windings, 
a non-uniform air-gap between stator and rotor, vibration of stator winding, misalignment of the rotor, 
load unbalance, and electromagnetic resonance. Mechanical vibration comprises misalignment of the 
rotor, rotor unbalance, bearing looseness, rubbing, oil whirl, and steam whirl. The vibration of STGS 
arises from the interaction of electromagnetic and mechanical factors. Vibrations are difficult to study 
when all of the vibration factors are considered simultaneously. In this work, signals associated with 
mechanical vibration are used as basic training data. Then, the SVM-based model is employed to 
diagnose faults in STGS.  
As shown in Fig. 1, the STGS consists of a steam turbine, a generator, and an exciter. Each part is 
connected to every other via coupling. The vibration data used in this paper are collected by measuring 
the continuous-time signal and then transformed into discrete spectra by the Fourier transformation. The 
obtained discrete spectra are partitioned into several frequency bands. To describe clearly the uncertain 
and inaccurate features of vibration faults and their associated symptoms, vibration amplitude of each 
spectral band must be fuzzified as follows.  
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where x is the spectral amplitude and k is a constant. The values of k and x0 vary among the parts of 
STGS. In (1), if k = 0.0004 and x0 = 0, when amplitude x0 = 50 m, then the “large vibration” membership 
function will equal 0.5. However, if the amplitude x0 exceeds 50 m, then “large vibration” membership 
function will exceed 0.5. This paper aims to develop a fault diagnosis system that is based on collected 
raw data, and further assesses the diagnostic accuracy of the system when applied to STGS.  
Fig. 1. The steam turbine-generator sets. 
3. Support vector machine 
Vapnik first introduced SVM in 1995 [14]. It is a technique that is utilized in data classification and 
regression analysis. The SVM has some manifest advantages in solving problems with little information, 
a nonlinear model, and a high-dimensional data classification. SVM uses a hyperplane to divide 
40  Huo-Ching Sun and Yann-Chang Huang / Procedia Engineering 24 (2011) 38 – 42 Huo-Ching Sun and Yann-Ch g Hu  / Procedia Engineering 00 (2011) 000–000 3
accurately all of the data into two or more classes; it has good learning capability and a low prediction 
error when limited training samples are used. The SVMs can be roughly divided into three categories, 
which are 1) linearly separable SVMs, 2) linearly inseparable SVMs, and 3) nonlinear SVMs. In this 
paper, a nonlinear SVM is employed to find the best hyperplane from n-dimensional spaces that divides 
these data into a high-dimensional feature space where they may become linearly separable. Details of the 
SVM are as follows. 
Let S = {(xk, yk), k = 1, 2, …, n} be a linearly separable set of training data, where xk is the input data of 
the feature space and yk = {-1, +1} is the class label. As shown in Fig. 2, the SVM seeks a hyperplane to 
divide the data into two classes, as follows.  
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The decision function in (2) can be expressed as,  
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where w1 is the normal vector to the hyperplane; b1 is the distance from the origin to the hyperplane, 
and x is the input data set. The linearly separable data must satisfy, 
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where w is the unit normal vector of the best hyperplane and b is the constant of the best hyperplane. 
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Fig. 2. The hyperplane of SVM. 
The use of linear SVM to construct the hyperplane may sometimes generate large classification errors. 
To overcome this shortcoming, a nonlinear mapping function is adopted herein to map the data into a 
high-dimensional feature space.  
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hyperplane is sought. The )( kx is a mapping function.  
Equ. (6) can be rewrited as  
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where 
k  and k  are the Lagrange multipliers. To minimize L, partially differentiating (7) yields 
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Substituting (8) into (7) yields the dual optimization problem as, 
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The kernel function is defined as the inner product of the mapping function as follows. 
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Equation (10) must satisfy the condition, 
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where g(x) is an integrable function. In this paper, the SVM uses the radial basis function as the kernel 
function.  
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where   is the dilation parameter, which is determined by the operators.  
As described above, the parameters c in (9) and   in (12) determine the mapping properties of SVM 
and they are often obtained from the experience of the operators.  
4. Test results 
The proposed approach was utilized to classify the faults of STGS according to the fault vibration 
signals. A total of 78 input/output databases are generated in this study; 60 samples are used for training 
and the others are provided for testing. Each database contains eight input features and six fault classes. 
The eight input features that are expressed by an input vector V = [v1, v2, …, v8] represent the vibration 
amplitudes of different frequencies bands: <0.4f, 0.4f~0.49f, 0.5f, 0.51f~0.99f, f, 2f, 3f~5f, and >5f. The 
six typical mechanical vibration faults are misalignment, unbalance, looseness, rubbing, oil whirl, and 
steam whirl, which are expressed by output vector F = {F1, F2, F3, F4, F5, F6}. To verify the performance 
of the SVM diagnosis model, the performance is compared with that of back-propagation neural network 
(BPNN)-based methods trained by the gradient descent (GD) and Levenberg-Marquardt (LM) algorithms 
using the same database.  
In the test case, all of the parameters are determined by experience or by trial-and-error experiments. For 
BPNN, the maximum number of iterations is set to 5000; the goal is set to 10-5, and five neurons are used in 
the hidden layer. The learning rate  is set to 0.01 and 0.001 for BPNN_GD and BPNN_LM, respectively. 
The parameters c and   in SVM are respectively set to 20 and 80.  
The test results for the BPNN_GD, BPNN_LM, and SVM methods are evaluated, and the results reveal 
that the above methods can achieve 100% accuracy for historical training data. However, the diagnosis 
accuracies for BPNN_GD and BPNN_LM with the test data are only 66.7% and 77.8%, respectively, 
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whereas that of the proposed SVM reaches 94.4%. The times needed to construct the diagnostic models 
associated with BPNN_GD, BPNN_LM, and SVM are 6.6 sec., 0.7 sec., and 0.19 sec., respectively. 
5. Conclusions 
This paper presented the SVM-based model to extract the support vector from database for vibration 
fault diagnosis of the STGS. Test results demonstrated that the proposed method can achieve greater 
diagnostic accuracy with less modeling time than the BPNN-based methods. Thus, this paper has 
confirmed the feasibility of applying the proposed SVM-based method to the practical vibration fault 
diagnosis of the STGS. 
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