Abstract. We present the Hamiltonian formalism for the inverse problem having Dirac\ big-isotropic structures as underlying geometry. We used the same idea at [1] to treat replicator equations. Here we state the procedure used there for general vector fields that can be written in a gradient form. For a linear system, we show that if representing matrix of the system has at least one pair of positive-negative non-zero eigenvalues or in the case of eigenvalue zero, at least one three dimensional Jordan block associated to it, then the linear system has a Hamiltonian description with respect to a non-trivial Dirac\big-isotropic structure. More interestingly, we prove that every Hamiltonian linear system is Hamiltonian integrable. As a byproduct, we found a class of linear systems with eigenvalue zero that are Hamiltonian only with respect to a proper big-isotropic structure. Our approach provides, also, a clear picture for the alternative Hamiltonian descriptions of linear systems.
Introduction
Given equations of motion in Newtonian formalism, sayü = F (u,u), the inverse problem in the Lagrangian formalism aims to find a Lagrangian function L(u,u) such that the given equations of motion are the Euler-Lagrange equations of Lagrangian L(u,u). In the Hamiltonian version of this problem, in addition to finding a Hamiltonian function, one has to determine the geometric structure as well. If the Lagrangian function is regular it gives rise, through Legendre transformation, to a Hamiltonian description of the given equations of motions on the cotangent bundle having the canonical symplectic structure of the cotangent bundle as underlying geometry. However, for many interesting problems the Lagrangian is not regular and the Hamiltonian description can not be obtained from Lagrangian inverse problem. For this reason the Hamiltonian inverse problem should be considered independently, see [6, Intorduction] , for more on this matter.
The Hamiltonian formalism of the inverse problem is been studied in the context of symplectic and poisson geometries, see [2, 6] . Here, we consider Dirac geometry, i.e. Dirac and big-isotropic structures (see Section 2 for preliminaries on these structures), as underlying geometry for our Hamiltonian descriptions. It includes all symplectic, presymplectic and poisson cases as well. We only consider the problem locally or equivalently on R m . The global aspects of the problem are left for future works.
The first inkling of the procedure used here occurred when we were trying to figure out the possibility of becoming Hamiltonian for a given a replicator equations (or its equivalent Lotka-Volterra equations) with pay-off matrix which is not skewsymmetrizable. The outcome, which is published recently at [1] , was enlargement of the set of conservative replicator and Lotka -Volterra equations. Here, we state the same approach for a general vector filed that can be written in a gradient form.
The idea is quite simple. Let X = Bη be a vector field, where B and η are a matrix valued, respectively, a vector valued functions. We will be looking for a matrix valued function D such that DB is skew-symmetic and D t η considered as a 1-form is closed. This by itself yields constants of motion for the vector field X. If an additional integrability condition is satisfied, the pair (B, D t ) generates a Dirac structure if ker B ∩ ker D t = 0 and a big-isotropic structure otherwise, see Theorem 3.3. In the case of replicator equations and linear systems this simply boils down to finding a particular type of constant matrices D such that DB is skew-symmetirc. In our opinion, supported by results on replicator equations, [1] , and linear systems, stated here, the approach can be applied to other problems as well.
A linear systems is a vector field of the form
where B is a constant matrix. It goes without mentioning that linear systems play an important role in the study of dynamical systems. Hamiltonian linear systems, first, studied by Williamson at [9] , where by Hamiltonian he means Hamiltonian with respect to canonical symplectic form, ω = 0 I −I 0 , on R 2m . One main difficulty with his approach was that to put linear system X = Bu in a simpler form, say to diagonalize or put B in Jordan normal form, one needed to do so by symplectic, also known as canonical, changes of variables. The factorization approach presented at [6] and discussed in more details in the textbook [2] , overcomes this problem. Our approach enjoys the same advantages of factorization, making it possible to consider B in the canonical normal form, see Remark 4.2. Factorization means finding skew-symmetirc matrix Λ and a symmetric matrix H such that B = ΛH. The matirx Λ is the representing matrix of a poisson structure and H yields the quadratic Hamiltonian. When B is invertible factorization yields a symplectic structure. For this reason, it is necessary for non-zero positive-negative eigenvalues to be pairable, i.e. have similar Jordan blocks. This restricts the scope of applicability, simply because it is not able to detect if the linear system is Hamiltonian with respect to a presymplectic structure, see (4.22 ).
In the case of eigenvalue zero, factorization requires also for pairs of Jordan blocks. Our approach removes all these conditions and is able to detect possible symplectic, presymplectic, poisson and Dirac structures. Furthermore, it detects possible big-isotropic structure which are even more general than Dirac structures. In this regard, an interesting outcome is that a linear system that contains a single even dimensional Jordan block associated to eigenvalue zero has Hamiltonian description only with respect to a proper big-isotropic structure, see Lemma 4.6 . This shows that big-istropic structures have to be considered as well. Alternative, Hamiltonian descriptions for linear systems is an issue which becomes very clear in our approach, see Remark 4.5. We also show that a Hamiltonian linear system in our setting is always Hamiltonian integrable. This completes a similar result obtained by factorisation approach at [6] .
Organization of the paper: In Section 2, we provide a simple introduction to (pre-)symplectic, poisson, Dirac and big-isotropic structures on R m . In Section 3, we state our results on Hamiltonian formalism of the inverse problem. In Section 4, we discuss Hamiltonian linear systems. In section 5, we first provide a simple introduction to integrable systems and then show that every Hamiltonian linear filed is Hamiltonian integrable.
Dirac and big-isotropic structures
In this section, we first provide a simple introduction to (pre-)symplectic, poisson, Dirac and big-isotropic structures, for more details see [1] and references therein.
(pre-)Symplectic case: Let ω be a closed two form on a a manifold M. It defines a linear vector bundle map ω ♯ ∶ T M → T * M by X ↦ ω(X, .). In local coordinates and when M = R m , we use the notation ω ♯ (u) for the representing matrix of the linear map ω
is invertible for every u ∈ R m then ω is a symplectic structure on, necessarily, even dimensional manifold M. Relaxing the invertibility condition on ω ♯ (u), the closed two form ω is called a presymplectic structure. In both cases a Hamiltonian vector field X H is defined by ω ♯ .X H = dH. Poisson case: Let π be a bivector on M i.e. a bilinear, antisymmetric map 
A Hamiltonian vector field X H is defined by X H = π ♯ dH. An alternative definition for poisson manifold M is a manifold equipped with a poisson bracket i.e. a bilinear skew-symmetric bracket {f, g} ∶= (dg) t π ♯ df on C ∞ (M) which satisfies Leibniz's rule and Jacobi identity.
The Jacobi identity (2.1) guaranties the integrability of the distribution defined at every point u ∈ R m by the image of the linear map π ♯ (u). Each leaf of this foliation have a symplectic structure induced by π. The dimension of the symplectic leaf passing through a given point is called the rank of the poisson structure at that point. The flow of X H preserves this foliation and its restriction to each one of these leafs is Hamiltonian in the symplectic sense. So in principle what one gets is a smooth bunch of Hamiltonian vector fields defined on the leaves of a symplectic foliation. The Hamiltonian evolutionary games discussed in [?AD2014] are of this type. Dirac case: Dirac structure, introduced in [3, 4] , unites and generalizes the poisson and presymplectic structures (hence their "intersection" i.e. symplectic structure). Let M be a manifold, then the vector bundle TM = T M ⊕ T * M is called the big tangent bundle or, in some literature, Pontryagin bundle. By P 1 ∶ TM → T M and P 2 ∶ TM → T * M we, respectively, denote the projections on the first and second components. Denoting the natural pairing between vector field X ∈ X(M) and 1-form α ∈ Ω 1 (M) by α(X), a natural pairing on the sections of TM is defined by
Let L be a linear subbundle of TM, its annihilator with respect to the pairing ≪ ., . ≫ is defined as
The pairing ≪ ., . ≫ is neither positive definite nor negative definite. As a consequence for a given linear subbundle L of TM the intersection L ∩ L ⊥ can be non-empty. Having this in mind, a linear subbundle
Maximal isotropy implies that the dimension of the fibers of L is equal to the dimension of M. 
Following Example shows that Dirac structure unifies symplectic and poisson structures. Example 2.2. A (pre-)symplectic form ω and a poisson π define the Dirac struc-
The skew-symmetricness of ω and π yields the maximal isotropy condition and clossness of ω, respectively, the Jacobi identity (2.1) yield (2.3). 
In other word, even though Courant bracket is not bilinear, closeness of the sections of an isotropic subbundle with respect to Courant bracket is bilinear. Therefore, one may check the integrability condition only on a basis of an isotropic subbundle L.
We also consider big-isotropic structure which is a generalization of Dirac structure. Up to our knowledge, not much has been done regarding the Hamiltonian systems with big-isotropic structures as underlying structure. In [7] the author studies the geometry of these structures and in [8] he studies Hamiltonian systems in this context, providing some reduction theorems for this type of Hamiltonian systems. Definition 2.5. A big-isotropic structre is an isotropic linear subbundle L ⊂ T M ⊕ T * M which satisfies (2.3) and a vector field X ∈ X(M) is called Hamiltonian with respect to big-isotropic structure L if there exist a Hamiltonian
Note that Casimirs are constants of motion for every Hamiltonian vector fields and adding an isotropic vector field X to a Hamiltonian vector field X H , one gets an other Hamiltonian vector field with respect to the same Hamiltonian.
A consequence of the fact that sections of a Dirac\big-isotropic structure L are closed with respect to Courant bracket (2.3) is the integrability of the (possibly singular) distribution P 1 (L). Every leaf S of the foliation generated by P 1 (L) is equipped with the closed two form
i.e. P 1 (L) integrates to a presymplectic foliation.
Hamiltonian inverse problem
In this section we use Dirac\ big-isotropic structures introduced in Section 2 in order to discuss Hamiltonian inverse problem for vector fields of type
where B is a matrix valued function on R m and η is a 1-form defined by the map η ∶ R m → R m . We start by introducing the type of Dirac\ big-isotropic structures we will be using.
) is a big-isotropic structure if and only if
Furthermore it is a Dirac structure if it also satisfies 
. This is Dirac structure generated by presymplectic form ω
) . This is Dirac structure generated
, a pair (X, dH) is a Hamiltonian system if and only if there exist a function η ∶ R m → R m such that X = Bη and dH = D t η. Now, we are ready to state the main result of this section. 
Then function H where dH = D t η is a constant of motion for the vector field X. Furthermore, if for any i, j there exists a map c ij such that
where E i = Be i and ζ i = D t e i then X is Hamiltonian having the function H as Hamiltonian function and Dirac\ big-isotropic structure L (B,D t ) as underlying structure.
-If B(u) is invertible for every u the underlying structure is the presymplectic structure
is invertible as well ω is a symplectic structure. -If D(u) is invertible for every u then the underlying structure is the poisson structure
is a Dirac structure, otherwise a big isotropic one.
Proof. The proof of the fact that H is a constant of motion is
where we used the fact that DB is skew-symmetric. The rest of the Theorem is an immediate corollary of Lemma 3.1 and Corollary 3.2.
Hamiltonian Linear vector fields
In this section, we apply our method to vector fields of type
where B is a constant m × m-matrix. Since B is a constant matrix, the matrix valued function D required by Theorem 3.3 can be assumed to be constant as well.
As it is shown in [1, Lemma 4.4] , given a matrix D such that DB is skew-symmetirc the linear subbundle of
is a big isotropic structure and it is a Dirac structure if the extra maximality condition ker B ∩ ker D t = 0 holds. Theorem 3.3 also requires that the 1-form D t u be closed. This requirement forces D to be symmetric. Summing up what have been said, we have following corollary of Theorem 3.3.
Corollary 4.1. Let B be a constant matrix. If there is a symmetric matrix D such that DB is skew-symmetirc then linear system X = Bu is Hamiltonian with respect to Dirac\big-isotropic structure
t Du as Hamiltonian function. Furthermore, if B is invertible then X is Hamiltonian with respect to constant presymplectic (symplectic if D is invertible as well) structure ω ♯ = DB −1 and if D is invertible then X is Hamiltonian with respect to constant possion structure π ♯ = BD −1 . In both cases with the same
Note that every element η ∈ ker B which does not belong to the ker D yields a non-trivial linear Casimir H η defined by dH η = Dη and every element ξ ∈ ker D which is not in the ker B yields a non-trivial isotropic vector filed X ξ = Bξ. 
Clearly, -D is symmetric if and only if T t DT is so. -DB is skew-symmetric if and only if T t DT.T −1 BT is so.
Then, instead of B we could consider any other member of its conjugacy class.
Let I n , 0 m×n denote n × n identity matrix, respectively, m × n matrix with all its components equal zero. We will omit the dimension subscripts when there is no ambiguity. For real number λ and s j ≠ 1 we define
and for the pair of complex numbers a ± bi
where
We use the notation diag(A 1 , A 2 , ..., A k ) for a matrix with diagonal blocks A 1 , A 2 , ..., A k . As it is known: a) For any real eigenvalue λ of a given matrix its Jordan normal form contains a block of the form
where J s j (λ) is defined at (4.2). b) For any pair of complex eigenvalues a ± bi of a given matrix its Jordan normal form contains a block of the form
where J 2s j (a ± bi) is defined at (4.3) and
Remark 4.3. Even though we put the non-degenerate eigenvalues all together in one block, we will treat each one of them as one dimensional Jordan blocks. Furthermore, by an abuse of notation we, sometimes, use the same symbol for possibly different numbers in the indexes of J − .
Solving the algebraic system of equations to find symmetric matrix D which makes DB skew-symmetric is very cumbersome for general matrix B. However, by virtue of Remark 4.2, one could consider matrix B to be of the form where
J 2s
In this case, the system of algebraic equations gets simplified significantly. Following Lemma describes the symmetric matrix D that makes DB skew-symmetric. 
For example
ii) The matrix D s 
This is the same matrix as in Item i-4. For s + i ≥ s − j , one takes the first zero columns and put them at end of matrix as lines.
iii) The matrix D 2s (±bi) is of the form
iv) The matrix D 2s 
2) D 2r * ,2s
− * j where * = +, −.
3) For s
where 1, 2, 3, , 4, 5 , . . .
This is the same matrix as in Item iii-4. For s + i ≥ s − j , one takes the first zero columns and put them at end of matrix as lines.
Proof. We first prove that D has the diagonal form (4.9). In order to do so, we need to discuss following three cases.
Now, we need to show that ZJ s 2 (λ 2 ) = −J Multiplying both sides of (4.14) by (λ 2 +λ 1 ) and replacing all the term (λ 2 +λ 1 )Z in the right side of obtained equation by −(H t s 1 Z + ZH s 2 ) we get:
Repeating this process, we obtain for every p = 1, 2, 3, ..
Choose
(4.17)
We divide Z into 2 × 2 blocks Z ij i = 1, ..., s 1 and j = 1, ..., s 2 . An strait-forward calculation shows that the equation 2 ) = 0 which is not the case here. Now, Equation (4.17) implies that:
Clearly, Z 11 = Z12 = .. = Z 1s j = 0. The first "line" of Z being zero implies that the second "line" is zero and so on.
We divide Z into s 1 ×2 blocks Z j , j = 1, .., s 2 . It is very easy to see that equation
has nontrivial solution if and only if (a 1 − λ 1 ) 2 + b 2 1 = 0 which is not the case here. Equation (4.18) implies
. . .
Again, it is clear that Z = 0.
The rest of the proof requires cumbersome but strait forward calculations. For any Item we provide an outline of the proof without going into detailed calculations.
i) The block D r could be any symmetric matrix since it is associated to zero matrix. Regarding the symmetric diagonal blocks The first "line" ( in the two by two block form) of D 2s i and D 2s i ,2s j should satisfy
Again solving these equations for symmetric matrix D Following comments are some outcomes of our analysis.
Remark 4.5. For a given vector field X = Bu, defined at (4.4), we have: 1) If matrix B has at least one pair of positive-negative eigenvalues ±λ ≠ 0, real or complex, then there is a Hamiltonian description for X = Bu with quadratic Hamiltonian H(u) = u t Du and underlying non-trivial Dirac structure where non-trivial means that the skew-symmetric matrix DB is not null. Furthermore, if the representing matrix B is invertible, i.e. the eigenvalue zero is not around, then the underlying structure is a presymplectic one. 2) In the case of eigenvalue zero, presence of a three dimensional Jordan block guaranties a Hamiltonian description with respect to a non-trivial Dirac\ bigisotropic structure. In fact, we will show in Lemma 4.6 that a vector field which has only eigenvalue zero becomes Hamiltonian only with respect to either a poisson structure or a proper big-isotropic structure. For the case when both non-zero and zero eigenvalues are present the underlying structure is Dirac or big-isotropic. 3) Let d ij (or α ij or β ij ) be one of the free variables of D. We define D ij to be the matrix obtained from matrix D putting d ij = 1 and all other free variables equal to zero. Clearly, the function F ij = u t D ij u is a constant of motion for the vector field X and the set of {F ij } ij , where i, j run over free variables of D, generates all constants of motions obtained by our algorithm. We will use this fact to discuss integrability of the vector field X. 4) It is clear that play around with free variables of D yields alternative Hamiltonian description for X.
We continue analysing the outcomes a bit more.
Eigenvalue zero. Following Lemma shows that in the case of uniqe eigenvalue zero the underlying structure of the Hamiltonian description is either a poisson structure or a proper big-isotrpic one. Proof. The first block of D s (0) i.e. D r is an arbitrary symmetric matrix, so it can be chosen to be invertible. In the rest of the proof we always assume that D r is invertible. As we mentioned before without losing generality, we may assume that 
If s 1 is odd dimensional, the matrix D s 1 can be chosen to be invertible. Simply, set the counter diagonal different than zero and the rest of its elements equal to zero. Setting d r,
can be chosen to be invertible. Now assume that Lemma holds when J s (0) has k − 1 degenerate Jordan blocks. We consider two cases. 1) If s k is odd dimensional, we chose D s k to be invertible. Then we write D s (0) in the following block form
Note D s k is symmetric so is its inverse. Furthermore,
We show that
Considering J s (0) in the block form
we only need to show that
By the first one, the right hand side of (4.21) is equal to 
For the case where s k = s k−1 , we write D s (0) in the following block form
,
The matrix D 4 can be chosen to be invertible.
Simply, set D s k−1 = D s k = 0 and the counter diagonal of D s k−1 ,s k different than zero and the rest of its elements equal to zero. Now, we can repeat a similar change of variable as in Item (1) and restrict ourself to a matrix with (k − 2) Jordan blocks which proves Lemma by induction.
Remark 4.7. Since any Dirac structure restricted to one point is of the form we discussed here, Lemma 4.6 yields examples of vector fields (linear ones) that have Hamiltonian description only with respect to a proper big-isotropic structures.
There is a result about eigenvalue zero in [6] and repeated in [2, Theorem 4.2]. An example which is discussed in [6] is the vector field X =Bu whereB = 
Linear Casimirs given by the element of the ker B are v 2 (= u 4 ) and v 4 (= u 3 ). Interestingly enough that H 1 (u) is a Casimir in our setting, i.e. in [6] , the vector fieldBu is paired with a Casimir trough a symplectic structure. As mentioned there, this is only possible when zero eigenvalues have even multiplicity i.e. Jordan blocks of the eigenvalue zero come in pairs. Our approach works for any dimension and any type of Jordan blocks, detecting Casimirs. For the example above, one may cut off Casimirs and consider the Hamiltonian
Non-zero Eigenvalues. If B is invertible i.e zero is not an eigenvalue then the underlying structure for Hamiltonian description is the presymplectic structure
. If the dimension of B is odd then it is not possible to have symplectic structure. In even dimension it is clear that if all eigenvalues of B come in pairs ±λ j or quadruples ±(a j ±b j i) with the same dimensional Jordan blocks i.e. s + j = s − j , ∀j then the underlying structure could be chosen to be symplectic structure. It is very cumbersome to check directly that the structure can not be chosen symplectic otherwise. However, it is a conclusion of the known fact that for a Hamiltonian vector field X, in the context of symplectic geometry, the Jordan block belonging to a real or complex eigenvalue λ has the same structure as the Jordan block belonging to −λ, see [6, page 453] and reference therein. One example in even dimension that can not have symplectic structure as underlying structure is the vector field
This example is taken from [6] where it is been used as an example which is not Hamiltonian with respect to any constant symplectic structure. Digonalizing the representing matrix we have The matrix D is clearly singular and the presymplectic structure is
Kernel of D is generated by
are the isotropic vector fields.
Integrability of Linear Vector Fields
In this Section, we discuss integrability of linear Hamiltonian vector fields. We provide a short introduction to integrable systems, in general, following [10] . (X 1 , . . . , X p , F 1 , . . . , F q ) , whereX i ∈ X(M) and F j ∈ C ∞ (M), is called an integrable system of type (p, q) on M if it satisfies the following
The system defined above is called regular on a level set N of first integrals, i.e.a level set of the map (F 1 , . . . , F q ) ∶ M → R q , if conditions (i) and (ii) hold everywhere on N. An integrable system in the sense of Definition 5.1 has actionangle variables (also known as Liouville system of coordinates) around any compact regular level set N, see [10, Theorem 2.1].
Definition 5.1 ignores the geometric structure underlying Hamiltonian system and only considers commuting flows and first integrals, for that reason it is also called non-Hamiltonian integrability. The linear vector fields we discussed in Section 4 are Hamiltonian with respect to presymplectic, poisson, Dirac or proper big-istropic structures. We provide integrability definitions taking these structures in account as well. The additional requirement is that the underlying structure should be preserved by the commuting flows.
Definition 5.2. An integrable system (X 1 , . . . , X p , F 1 , . . . , F q ) is called Hamiltonian integrable on a manifold M equipped with one of presymplectic, poisson, Dirac or big-isotropic structures if there exist H 1 , . . . , H q ∈ C ∞ such that for any i = 1, . . . , q the vector field X i is Hamiltonian with respect to the geometric structure that M is equipped with, having H i as Hamiltonian, i.e. for any i = 1, . . . , q:
A vector field X on a manifold M is called Hamiltonian integrable if there is a Hamiltonian integrable system (X 1 , . . . , X p , F 1 , . . . , F q ) of some type (p, q) on M with X 1 = X.
Interested readers are referred to [10] for more details on action-angle variables for presymplectic, poisson and Dirac structures. For big-isotropic structures, we are not aware of any work on action-angle variable or even on integrable systems on them. Regarding Hamiltonian integrable systems on big-isotropic manifolds we use the same definition as Dirac one. We also believe that the results of [10] can be proved easily for big-isotropic structure as well but it is beyond the scope of this work. 
Following Theorem is a modified version of Theorem (9.1.1) of [5] . We did a slight modification to that Theorem to be able to use for the Jordan blocks, defined at (4.7) and (4.8), associated to complex eigenvalues. The proof of the Theorem is essentially same as the one given at [5] . It only requires a slight modification.
Theorem 5.4. Let B the matrix defined at 4.4 and C = C αβ α,β be an n × n matrix where α, β run over the set of Jordan blocks J s i (ξ) where
and every non-degenerate eigenvalue is considered as a one dimensional Jordan block. Then C commutes with B if and only if C J s i (ξ 1 )J s j (ξ 2 ) = 0 when ξ 1 ≠ ξ 2 and C J s i (ξ)J s j (ξ) is -a Toeplitz matrix as defined in the item (1) of Definition 5.3 when ξ is a real eigenvalue,
-a Toeplitz matrix as defined in the item (2) of Definition 5.3 when ξ is a conjugate pair of complex eigenvalues.
Proof. The proof of this Theorem is very similar to the one of Theorem 4.4 with minor difference that C is not required to be symmetric. Considering appropriate block form for C, every Z rl should satisfy an equations of the form
For the rest of the proof one uses nilpotent and row-column shifting properties of H s i and the fact that equation
has trivial solution if (a 2 + b 2 i) ≠ (a 1 + b 1 i) and solutions of the form B (α rl +β rl i) otherwise.
We now proceed to discuss integrability of linear Hamiltonian systems. As in Section 4, we consider the linear system X = Bu where B is in Jordan canonical form (4.4). We will take the constant of motions obtained from D, see Remark 4.5, as first integrals and will look for commuting flows that preserve these quantities. We start with the presymplectic case i.e. when B is invertible. 
is an integrable system in the sense of Definition 5.1. In order to prove that it is Hamiltonian integrable, according to Definition 5. (
where we used the facts that
Remark 5.6. Note that
This means that the vector fields X i , i = 1, ..., p generate an isotropic subspace with respect to ω 0 , so p ≤ Rank(ω 0 ) + dim(ker ω 0 ). It also shows that any function
., p is also a constant along every X j , j = 1, ..., p. free of
By the form of the matrix D s (λ) it is clear that q (ξ,χ) = min{ξ, χ}, and these functions are independent. Furthermore, putting all these functions together yields
q (ξ ν ,χ ν ) independent constants of motion. Our choice of submatirces of D ξ,χ , makes it possible to decompose J s + , s − (±λ) into blocks associated to pairs (J ξ (λ), J χ (−λ)) and the ones that are left alone (with associated submatrix zero to the ones left alone). We show that these blocks are integrable which consequently implies that vector field J s
For a moment, we assume that p (ξ,χ) = χ, the other case is similar. Now, let D l i r i , i = 1, ..., q ξ,χ be the
and c 0 , .., c χ−1 are arbitrary numbers, satisfies the condition (3) of Lemma 5.5 i.e. D l i r i C is skew-symmetric for every i = 1, ..., q (ξ,χ) . By Theorem 5.4 it also commutes with B = diag((J ξ (λ), J χ (−λ))). Now, we define E j , j = 1, .., p (ξ,χ) − 1 to be the matrix obtained from C by setting c j = 1 and the rest of free variables equal to zero. Note that diag((J ξ (λ), J χ (−λ))) = λE 0 + E 1 . The matrices
satisfy assumptions of Lemma 5.5 i.e. every pair (J ξ (λ), J χ (−λ)) is integrable. For a left alone Jordan block J χ (−λ) since the associated matrix D 0 is zero, the Toeplitz matrix T χ yields, in the same manner as above, matrices C 1 , ..., C χ that satisfy assumptions of Lemma 5.5. The proof of integrability for block J 2s
− (±(a ± bi) is exactly the same as block J s + ,s − (±λ) with only difference that we treat the (2 × 2) blocks B (a+bi) like a number. Note that (2 × 2) matrices of this type commute with each other. We are only left to proof integrality for the block
For this case we choose the constants of motion to be generated by the free components of D 0 = diag(D β w i) for w = 1, 3, 5 , . . .
It is very easy to see that D 0 C is anti-symmetric. D 0 yields required constants of motion and C yields required vector fields for J 2s (±bi)u to be integrable. Finally, for the blocks J s (z) where −z is not an eigenvalue, we may use Theorem 5.4 to get s commuting independent vector fields C 1 , .., C s with C 1 = J s (z). This finishes the proof of the Theorem.
Remark 5.8. For matrix B = diag(λI r + , −λI r − ), using the (r + + r − − 1) almost linearly independent constants of motion F ∶= {{F 1,r + +l = u t D 1,r + +l u} l=1,...,r − , {F j,r + +1 = u t D j,r + +1 u} j=2,..,r + }, one gets the Hamiltonian integrable system (Bu, F ). This shows that for a given linear system X = Bu, one may get more than one Hamiltonian integrable system. This way, we will be able to discuss them separately. The first block 0 0×0 generates no dynamics. Setting D 0 r = I r , we get r independent constants of motion. This constants of motions are actually Casimirs.
In the rest of the proof we use the fact that J s i (0) = H s i (1) is nilpotent, see Definition 5.3. For the odd dimensional block J 2k i +1 we set 
It is very easy to check that (X 1 , ..., X k i , F 1 , ..., F k i +1 ) is an integrable system in the sense of Definition 5.1. Furthermore, (X j , dF j ) ∈ L (J 2k i +1 ,D )u, and functions )u
constitute an integrable system. For the last two functions, note that dF 2t i (J 2t i , J 2t i ) = dF 2t i +1 (J 2t i , J 2t i ) = 0. For every i = 1, ..., 2t i − 1 we have (2t i +1) ), dF 2t i +1 = D 0 pi e 1 and both e (2t i +1) , e 1 are in the kernel of ((J 2t i , J 2t i ), we have (0, dF 2t i ), (0, dF 2t i +1 ) ∈ L ((J 2t i ,J 2t i ),D 0 pi ) . This means that the integrable system we provided for ((J 2t i , J 2t i )u is Hamiltonian integrable as well. The functions F 2t i , F 2t i +1 are Casimirs. Theorem 5.11. Every Hamiltonian linear system is Hamiltonian integrable with respect to at least one Dirac\ big-isotropic structure.
