Abstract. The capacitance matrix method has been widely used as an efficient numerical tool for solving the boundary value problems on irregular regions. Initially, this method was based on the Sherman-Morrison-Woodbury formula, an expression for the inverse of the matrix (A + UV T ) with A ∈ n×n and U, V ∈ n×p . Extensions of this method reported in literature have made restrictive assumptions on the matrices A and (A + UV T ). In this paper, we present several theorems which are generalizations of the capacitance matrix theorem in [4] and are suited for very general matrices A and (A + UV T ). A generalized capacitance matrix algorithm is developed from these theorems and holds the promise of being applicable to more general problems; in addition, it gives ample freedom to choose the matrix A for developing very efficient numerical algorithms. We demonstrate the usefulness of our generalized capacitance matrix algorithm by applying it to efficiently solve large sparse linear systems in several computer vision problems, namely, the surface reconstruction and interpolation, and the shape from orientation problem.
Introduction.
There are numerous applications of the Sherman-MorrisonWoodbury formula in various fields [14, 8, 23] . These applications can be categorized as those that need computation of the inverse of a matrix that has a low-rank difference with respect to another matrix whose inverse is available or can be efficiently computed; the other is to solve a linear system whose matrix differs from a wellstructured matrix by a low-rank matrix and very efficient methods exist to solve the linear system with the well-structured matrix. The latter case is also called the capacitance matrix algorithm. This algorithm has been widely used for solving linear systems arising from the discretization of the boundary value problems, primarily for the elliptic partial differential equations. In this paper, we state and prove some very general theorems which are then used to develop a new capacitance matrix algorithm.
When A ∈ n×n , U, V ∈ n×p , and both the matrices A and (I + V T A −1 U) are nonsingular, the Sherman-Morrison-Woodbury formula [7] gives an expression for the inverse of (A + UV T ) as
The above assumptions imply that the matrix (A + UV T ) is also nonsingular. The matrix (I + V T A −1 U) is called the capacitance matrix and is denoted by C. Note that a similar formula can be obtained for the inverse of (A + UGV T ), where the matrix G ∈ p×p is nonsingular [8] .
Let B = A + UV T , with A, B, and C being nonsingular; then the linear system Bx = b x, b ∈ n can be solved using the traditional capacitance matrix algorithm, which involves the following steps:
1. Solve Ax = b forx. 2. Compute W = A −1 U by solving AW = U column by column. 3. Form the capacitance matrix C = I + V T W. 4 . Solve Cβ = V Tx for β. 5. Compute the solution x =x − Wβ. This capacitance matrix algorithm is derived directly from the Sherman-MorrisonWoodbury formula and, therefore, it can be applied only when A, B, and C are all nonsingular, making it unsuitable for linear systems with more general A, B, and C. In addition, the choice of a well-structured matrix A which is close to the original matrix is limited to be nonsingular.
In [4] , Buzbee et al. proposed a fast algorithm to solve the Poisson equation on irregular regions. Their algorithm used a domain embedding technique to embed an irregular region in a rectangular region and utilized a fast Poisson solver (on the rectangular region) which is based on the capacitance matrix algorithm. The discrete Poisson operator on the rectangular domain is the Laplacian matrix, which is singular with rank n − 1, where n is the number of discretization nodes. Therefore, they presented a theorem to generalize the traditional capacitance matrix algorithm to the case when rank(A) = n − 1 and B is nonsingular. This generalization is based on projecting the right-hand sides (RHSs) of the linear systems appearing in the first and second steps of the algorithm onto the range of A through a unit vector. In [12] , O'Leary presents a generalized capacitance matrix algorithm for rank-deficient matrices A and B. This generalization is accomplished by establishing the relationship between the solutions of the linear systems with matrices A and B using their singular value decompositions. The resulting algorithm involves the projection of the RHSs of the linear systems with matrix A onto its range through the eigenvectors in the null space of A T . In addition, two auxiliary matricesĀ andB, which are the rank-augmented versions of A and B, are constructed in this algorithm to apply the Sherman-Morrison-Woodbury formula directly. Hence, this capacitance matrix algorithm requires the computation of all the eigenvectors in the null spaces of A, A T , B, and B T . The capacitance matrix algorithm has also been employed as a discrete analogy to the potential theory for partial differential equations by Proskurowski and Wildlund [16, 17] and others. However, the framework of their capacitance matrix algorithms is limited to solving second-order elliptic boundary value problems.
The other possibility to generalize the capacitance matrix algorithm for singular A and B is to directly apply a generalized inverse form for (A + UV T ) to solving the linear system. Some extensions of the Sherman-Morrison-Woodbury formula in (1.1) have been reported in [5] , [9] , [18] , and references therein. However, these generalized inverse forms of (A + UV T ) have been derived under restrictive assumptions. In [5] , a generalized inverse form was given for the case when U and V are both vectors, which means B is a rank-one modification of A. Although the generalized inverse of a rank-p modification of A can be obtained by using the rank-one modification of the generalized inverse formula iteratively, the resulting algorithm is very inefficient in terms of storage and computation when the size of the matrix A is very large. Henderson and Searle [9] derived several generalized inverse forms for (A + UV T ) under the assumptions that range(UV T ) ⊂ range(A) and both the matrices A and UV T are symmetric. Recently, Riedel [18] presented a generalized inverse form for (A + UV T ) with an assumption that rank(B − A) ≤ dim(null(A)). This assumption implies that Riedel's result can at best give a generalized inverse for a rank-q modification of A, where q ≤ dim(null(A)). This assumption becomes rather restrictive and impractical when the dimension of the null space of A is small. Although the aforementioned generalized inverse formulas can be used to design the corresponding capacitance matrix algorithms, the associated assumptions restrict them from being applied for general matrices A and B.
In this paper, we present several theorems which we call generalized capacitance matrix theorems that lead to a generalized capacitance matrix algorithm which can be applied to solve very general linear systems. In this algorithm, there are no restrictions on the rank of the matrices A or B and it can be used to solve any linear system as long as it has a solution. In addition, with this generalized capacitance matrix algorithm, we have ample freedom to choose a well-structured matrix A for designing more efficient numerical algorithms. Unlike in [12] , no construction of auxiliary rankaugmented matrices is required since we do not use the Sherman-Morrison-Woodbury formula in our generalization; instead our algorithm uses only the eigenvectors in null(A T )\null(B T ) to project the RHSs of the linear systems with matrix A onto range(A). To achieve the projection of the RHS onto range(A), we subtract the RHS along the vectors u j ∈ null(A T )\null(B T ) instead of subtracting along the eigenvectors in the null space of A as in [12] . By using our projection technique, the sparsity of the RHS can be preserved, while the sparsity of the RHS is usually destroyed when subtracting along the eigenvectors as in [12] . We take advantage of this sparsity property to obtain fast numerical algorithms in our work. Unlike in [12] , the capacitance matrix and the capacitance matrix equation are explicitly given in our generalized capacitance theorems and the algorithm. By explicitly specifying them, it is possible to modify the RHSs of these equations in accordance with the singularities of A and B and it is easy to design an efficient numerical algorithm to solve the capacitance matrix equation. When comparing the generalized inverse forms of (A + UV T ) proposed in [9] with our generalized capacitance matrix theorems, we observe that the generalized inverse formula of Henderson and Searle [9] is a special case of our Theorem 2.4, which assumes that null(A) ⊂ null(B) and range(B) ⊂ range(A). When applied to solve linear systems using the capacitance matrix approach with the matrices A and B satisfying the aforementioned assumption, the generalized inverse formula in [9] requires the minimum norm solutions to the associated linear systems, including those with the matrix A and the capacitance matrix, while our Theorem 2.4 is valid for any solutions to these linear systems.
In the next section, we will state and prove the generalized capacitance matrix theorems for different types of relationships between the matrices A and B. In section 3, the generalized capacitance matrix algorithm will be constructed based on the theorems presented in section 2. In section 4, applications of our generalized capacitance matrix algorithm to the surface reconstruction, surface interpolation, and shape from orientation problems in computer vision will be presented. Finally, we conclude in section 5.
Generalized capacitance matrix theorems.
We categorize the generalized capacitance matrix theorems according to the type of relationship between the matrices A and B. The first theorem is for the case when null(B) ⊂ null(A) and range(A) ⊂ range(B), while the second theorem is for the assumption null(A) ⊂ null(B) and range(B) ⊂ range(A). There are no assumptions on the relationship between A and B in the third theorem.
In splitting the matrix B into A + UGV T , we assume that the matrices U and V contain linearly independent columns and the p × p matrix G is nonsingular for the rest of this paper. In fact, given any two matrices A, B ∈ n×n , there always exist full-ranked matrices U, V ∈ n×p and G ∈ p×p such that UGV T = B − A and p = rank(B − A). This statement can be verified by taking the singular value decomposition of the matrix B − A and discarding the components corresponding to zero singular values.
There is an infinite number of choices for the matrices U, V and G to satisfy the aforementioned requirements. The above choice from the singular value decomposition of B − A is just a particular one that leads to a diagonal G matrix. This makes the computation of G −1 in (2.5) trivial. The choice of A, U, V and G is very crucial for the efficiency of the capacitance-matrix-based algorithm to solve a linear system.
Before stating and proving the first generalized capacitance matrix theorem, we need the following proposition. PROPOSITION 2.1. 
where T ∈ m B ×m A is of full rank. By using the Householder or Givens transformation [7] , we can factorize the matrix T into T = 0T Q, where 0 is an 
We can see that {q 1 
n×p , p ≤ n, has full rank and G is nonsingular, it is obvious that V T q j = 0. Therefore, we have v All of the assumptions in Proposition 2.1 will be applied to the first generalized capacitance matrix theorem. In addition, we will include the assumption that q 
Letx be a solution to
where b ∈ range(B). For 1 ≤ i ≤ p, let η i be a solution to
Define the capacitance matrix C as 
andx − ηβ is a solution to the linear system Bx = b.
Proof. The proof is in three parts, and we will show that (1) there exist solutions to (2.3) and (2.4), (2) the capacitance matrix C is nonsingular, implying that (2.6) has a unique solution, and (3) B(x − ηβ) = b.
(1) By using the fact that u
1 and the assumption b ∈ range(B), we can prove that the RHSs of (2.3) and (2.4) are orthogonal to null(A T ). Consequently, these RHSs are in the range of A, which means there always exist solutions to (2.3) and (2.4).
(2) To prove that C is nonsingular, we show that Cβ = 0 ⇒ β = 0. Let's suppose Cβ = 0; then, from (2.5), we have
By definition, Bηβ = Aηβ+UV T ηβ. Substituting (2.4) and (2.7) into this equation, we get Bηβ = 0. Thus, ηβ ∈ null(B). Since null(B) ⊂ null(A), we have ηβ ∈ null(A), i.e., Aηβ = 0. Denote β by (β 1 , . . . , β p ). Substituting Aη by (2.4) and rearranging the equation, we obtain
Since u 1 , . . . , u p are linearly independent, (2.8) implies the following conditions on β j :
Substituting these conditions into the RHS of (2.7), we obtain 
is nonsingular. By substituting (2.12) into (2.11), we get
is of full rank and is of size p × (m A − m B ) with p ≥ m A − m B proved in Proposition 2.1 and that T is nonsingular, this makes
Combining this with (2.10), we obtain β = 0. Thus, concluding that Cβ = 0 implies β = 0, therefore, C is nonsingular.
(3) Now, we will show that B(x − ηβ) = b. Substituting A + UGV T for B and expanding, we have
Rewriting V T ηβ using (2.5) and (2.6) and some algebraic manipulation, we get
Substituting for Ax, Aη, and V T ηβ from (2.3), (2.4), and (2.15), respectively, (2.14) leads to B(x − ηβ) = b.
Now, let's turn to the other case when null(A) ⊂ null(B) and range(B) ⊂ range(A). Note that several generalized inverse formulas of (A + UGV
T ) were given in [9] under the same constraints. Although these generalized inverse formulas can be directly used to solve the linear system with the matrix (A + UGV T ), they happen to be special cases of our Theorem 2.4. The multiplication of a generalized inverse with a vector implies the minimum norm solution for the linear system. Therefore, the generalized inverse formulas require the minimum norm solutions to the associated linear systems, including those with the matrix A and the capacitance matrix. In contrast, our Theorem 2.4 is valid for any solution to the associated linear systems, thus it is more general than the generalized inverse results.
Before giving the generalized capacitance matrix theorem for this case, we state the following proposition which is needed in the proof of this theorem. 
The matrix U is of size n × p, n ≥ p, and of full rank, consequently, GV T q i = 0. From the assumption that G is nonsingular, we have V T q i = 0. Therefore, q 
Proof. The proof is presented in three parts, namely, (1) we will show that there exist solutions for (2.17) and (2.18), (2) we will establish that there exists a solution for (2.19) , and (3) we will show that B(x − ηβ) = b.
(1) To show that there exists a solution for (2.17) and (2.18), we prove that the RHSs of both equations are in the range of A. It is obvious that b ∈ range(A) for (2.17), since b ∈ range(B) and range(B) ⊂ range(A). For (2.18), from Proposition 2.3 we can see that
(2) To show that there exists a solution to (2.19), we need to show that V Tx is in the range of C. We will use proof by contradiction in the following. Assume that V Tx is not in the range of C; then there exists a nonzero vector γ ∈ null(C T ), i.e.,
Using the generalized inverse 1 A + of the matrix A, we can writex as follows:
where m A = n − rank(A), q 1 , . . . , q m A are the orthogonal eigenvectors in null(A), and a i ∈ ∀i. Then, 
. , λn). Then its generalized inverse
where
We can show that A + T Vγ ∈ null(B T ) as follows:
, using a result of Proposition 2.3, namely, q
Again, using Proposition 2.3, we can show that
. Combining this with (2.23) leads to the conclusion that b is not in range(B). This is a contradiction to the assumption b ∈ range(B). Therefore, the assumption that V Tx is not in the range of C is untrue. Hence, we can conclude that V Tx ∈ C. This proves that there exists a solution to (2.19). Proof. To prove that C is nonsingular, we show that Cβ = 0 ⇒ β = 0. Suppose Cβ = 0; then, from the definition of C, we have V T ηβ = −G −1 β, which can be substituted into the equation Bηβ = Aηβ+UV T ηβ, along with the equation for Aη from (2.18), to get Bηβ = 0, i.e., ηβ ∈ null(B). Since null(A) = null(B), we have Aηβ = 0. Using (2.18) for Aη, we get Uβ = 0. From the assumption on the matrix U, namely, u 1 , . . . , u p are linearly independent, we conclude that β = 0. Therefore, C is nonsingular.
In the above theorems, we impose the constraints on the relationship between B and A either via null(B) ⊂ null(A) and range(A) ⊂ range(B) or via null(A) ⊂ null(B) and range(B) ⊂ range(A). Now, we consider the general case, i.e., there is no constraint on the relationship between B and A. The following theorem is given for this general case and can be used for any matrices B and A in n×n as long as there exists a solution for the associated capacitance matrix equation. THEOREM 2.6. 
where b ∈ range(B)
The proof of this theorem is omitted here since it is similar to the proof of Theorem 2.2. This proof will require the use of the fact that q , the vectors η 1 , . . . , η p can be easily obtained when the matrix A is chosen to be circulant Toeplitz and the vectors u i have a very sparse set of nonzero entries. The circulant Toeplitz property of the matrix A makes it shiftinvariant, which means AS(u) = S(Au) for all u ∈ n , where S is a shift operator [13] . A linear shift-invariant operator can be completely characterized by its impulse response, which is the solution of the corresponding linear system Au = e, where the RHS e is a unit vector. Thus, the solution η i can be obtained via the convolution of the impulse response for this shift-invariant linear system with the RHS in (2.29), which is sparse since the vectors u 1 , . . . , u p themselves are sparse. The convolution of the impulse response with a sparse vector can be easily obtained by a linear combination of the shifted impulse response vectors. When the vectors v i , i = 1, . . . , p, are also sparse, the computation of the matrix V T η for forming the capacitance matrix C can be further simplified by obtaining the (i, j)th entry of V T η from the impulse response corresponding to the relative locations of the nonzero components of v i and those of u 1 , . . . , u m A −m and u j .
The direct computation of ηβ in the final step of the generalized capacitance matrix algorithm requires O(pn) operations, which are very costly when p, the rank of difference between B and A, is large. Instead, we solve the following linear system
to get the solution y which has the same projection on the range of A as ηβ. As for the projection of ηβ on the null space of A, it can be easily computed from the inner product of β and a i = (a i,1 , . . . , a i,p ) , where a i,j = q 
The flowchart of the generalized capacitance matrix algorithm is given in Fig. 3.1 . This algorithm relies on an efficient solver for the linear system with the matrix A. The choice of A is very crucial for the efficiency of the algorithm. In addition to the solution for the linear system with the matrix A, the solution to the linear system with the capacitance matrix is also very critical to the efficiency of the generalized capacitance matrix algorithm. Since the size of the capacitance matrix is equal to the rank of B − A, another criteria for choosing the matrix A is that the rank of B − A is small. We only give very general description for the generalized capacitance matrix algorithm in this section. It is not practical to obtain the computational complexity for the generalized capacitance matrix algorithm on general problems. In fact, the algorithms for solving the linear systems with the matrix A and the capacitance matrix C should exploit the structure of the problem in order to achieve the best efficiency. We will dwell on the specific numerical algorithms for solving the linear systems and their computational complexities for some computer vision problems in the next section.
Applications to computer vision.
We have successfully applied our generalized capacitance matrix algorithm to a host of computer vision problems which use the membrane and/or thin-plate spline to constrain the solution [23, 11] . These computer vision problems include the surface reconstruction, shape from shading, optical flow computation, lightness problem, etc. [23, 11] . These problems, when formulated as variational principles and discretized, lead to solving one or more large sparse linear systems. In this paper, we present the application of our generalized capacitance matrix algorithm to some computer vision problems, namely, the surface reconstruction problem, the surface interpolation problem, and the shape from orientation problem.
The surface reconstruction problem.
The surface reconstruction problem involves approximating a set of depth or elevation values with a piecewise smooth surface. Surface reconstruction/recovery from range/depth data has been intensely researched for the past decade by many researchers in the computer vision community [1, 22, 2, 24, 23] . Variational splines [22] have emerged as the single most popular solution to the surface reconstruction problem. In the following, we give the precise expressions for the smoothness and data constraints used in the variational formulation of surface reconstruction problem. The smoothness constraint involving only the first-order derivative terms can be written as [22] ,
where v(x, y) is the admissible function [22] , v x , v y are its partial derivatives, and Ω is a rectangular domain over which the data (to be approximated) is specified.
The above energy expression can be interpreted as the deflection energy in a membrane (e.g., a rubber sheet) and serves as a stabilizer in the overall variational principle for the surface reconstruction problem. Equation (4.1) is popularly known as the membrane stabilizer in computational vision literature. Another popular stabilizer in computational vision is the thin-plate stabilizer, which enforces the smoothness of the first-order derivatives. The thin-plate stabilizer can be obtained by replacing the integrand in (4.1) by ( 
For ease of exposition, we will concentrate on the membrane stabilizer for the rest of this paper.
To the stabilizer we add data constraints via what are known as penalty terms. The following penalty term which measures the discrepancy between the surface and data weighted by the uncertainty in the data may be used [22] :
where d i are the depth data points specified over a sparse set of locations in the domain Ω and c i are the uncertainties associated with the data. The total energy is
, where λ is the regularization parameter that controls the amount of smoothing performed. The goal is to find a v * that minimizes the total potential energy E(v). (For more details, see [22] .)
To compute a numerical solution to the above minimization problem, we first discretized the functionals E s (v) and E d (v) using the finite element technique [22] , which uses the linear triangular element on the rectangular domain Ω. The energy due to the data compatibility term in discrete form becomes
where x ∈ n is the concatenation of the n nodal variables v ij on a (m × m) mesh for the discretized surface, d ∈ n contains the data points, and K d ∈ n×n is a diagonal matrix (for uncorrelated noise in the data) containing the uncertainties σ i associated with the data points. The smoothness energy in discrete form is
where K s ∈ n×n is a large, sparse, and block-banded matrix called the stiffness matrix. The resulting energy function
The minimum E(x * ) of this energy function is found by solving the large sparse linear system Bx = b. The structure of the stiffness matrix B can be analyzed using the computational molecules as defined in [22] .
Several numerical algorithms have been used to solve this linear system, including the conjugate gradient algorithm, the hierarchical basis preconditioned conjugate gradient algorithm [20] , and the multigrid relaxation algorithm [21] . The conjugate gradient algorithm takes O(n 2 ) operations. Although the hierarchical basis conjugate gradient was proved to take O(n log n) operations for solving the linear system discretized from the second-order elliptic boundary value problem [25] , there is no theoretical result on its computational complexity for the surface reconstruction problem. The multigrid relaxation algorithm can solve the Poisson equation in O(n) operations [3] ; however, the construction of the multigrid becomes very involved for irregular domain. In addition, no similar computational complexity result has been proved for the surface reconstruction problem.
Before applying our generalized capacitance matrix algorithm to solve the large sparse linear system Bx = b, we have to carefully choose the matrix A for splitting B into A + UV T to make the resulting algorithm efficient. There are three criteria that dictate the choice A. The first is that the difference between B and A must be small in the sense that rank(B−A) is small. Second, A must possess some nice structure so as to have a fast numerical solution for the associated linear system. Last, A should be circulant Toeplitz; this property has the advantage of saving the computational cost in solving (2.29) for each η i , 1 ≤ i ≤ p, when the corresponding RHSs are very sparse. Taking into consideration the three criteria given above, we can choose A as the discrete Laplacian operator on the doubly periodic embedded rectangular domain. The exact form of A is given by
The matrix A can be regarded as the 5-point approximation of the Laplacian operator on a doubly periodic embedded rectangular domain. From a computational molecule [22] point of view, only the membrane molecule is used at every node of the doubly periodic rectangular domain. Therefore, the data constraint molecule, derivative (Neumann boundary) constraint molecule, and all molecular inhibitions due to depth discontinuities and the imposed doubly periodic boundary condition are included in the matrix UV T . Since
can be considered as a data constraint molecule, a derivative constraint molecule, or a molecule inhibition at some location. Thus, we can see that the structures of u i and v i are very simple. Each vector contains either one or two nonzero components. One nonzero component is for the case of the data constraint molecule while two nonzero components are for the other two cases.
Note that the generalized inverse forms of (A + UV T ) presented in [18] and [9] cannot be applied to the above problem because of the restrictive assumptions imposed on matrices A and B. With the above choice of A, the dimension of the null space of A is one and the rank of UV T is the number of data constraints and all molecular inhibitions due to depth discontinuities as well as the imposed doubly periodic boundary condition. Consequently, the assumption rank(UV T ) ≤ dim(null(A))(= 1) implied by Riedel's result [18] is violated. The generalized inverse forms presented in [9] are valid only when range(B) ⊂ range(A) and both the matrices A and B are symmetric. In this case, the matrix B is nonsingular and rank(A) = n − 1, therefore the assumption range(B) ⊂ range(A) in [9] is violated.
We can see that this particular choice of A makes it circulant Toeplitz and thus translation invariant. In addition, it can be decomposed as the sum of two tensor products of matricesĀ and I, i.e.,
and ⊗ denotes the tensor (Kronecker) product. By using this special structure of the matrix A, we can rewrite any linear system of the form Az = f as the following Lyapunov matrix equation:Ā
where Z and F are m × m matrix representations of the n = m 2 vectors z and f , respectively. It should be noted that the matrixĀ in (4.9) is circulant Toeplitz and symmetric positive semidefinite. We can use the ADI method to solve this Lyapunov matrix equation in O(n) operations [11] .
Since the matrix A is chosen to be circulant Toeplitz and there are only one or two nonzero components in each u i , we can form the capacitance matrix C very efficiently from the impulse response of the shift-invariant linear system with matrix A and the relative locations between the nonzero components of the vectors v i and u j , as discussed in section 3. To compute the impulse response h of the linear system Ah = e, we can once again use the ADI method to solve the corresponding Lyapunov matrix equation in O(n) operations.
The linear system with the capacitance matrix C is nonsymmetric. The size of the capacitance matrix is determined by the rank of the matrix UV T , which is dependent on the total number of data constraints and molecular inhibitions due to depth discontinuities and the imbedding of the doubly periodic boundary. We use the biconjugate gradient (BCG) method to solve this linear system. The BCG method involves the matrix-vector multiplication in each iteration, which takes O(p 2 ) operations. The BCG converges to the solution in at most p iterations; however, this convergence can be speeded up with appropriate preconditioning.
Proskurowski and Vassilevski [15] reviewed several different preconditioners for the capacitance matrix arising from the second-order elliptic partial differential equation. Among them, Dryja's preconditioner [6] based on the square root of the finite difference analogue of −(d 2 /ds 2 ) along the boundary was proved to be spectrally equivalent to the capacitance matrix, which means that a conjugate-gradient-type algorithm applied to solve this linear system can converge in a constant number of iterations. The hierarchical basis preconditioner [19] has been proved to reduce the condition number of the transformed capacitance matrix to O(log 2 n). Although these preconditioners cannot be directly applied to the surface reconstruction problem, it is possible to use a similar construction procedure. Such a preconditioner will speed up the convergence of the BCG algorithm for solving the capacitance matrix linear system. A discussion on preconditioning the capacitance matrix is out of the scope of this paper and will be the focus of our future research.
We implemented our generalized capacitance matrix algorithm on the sparse data surface reconstruction with membrane smoothness constraint. We synthesized a sparse range/elevation data set on a 64 × 64 grid. The input data set is very sparse and contains 15 data points randomly scattered in the plane as shown in Fig. 4 .1a. We apply our algorithm to this data to obtain a smooth surface approximation. In this example we observe that only 10 ADI iterations are needed to attain an error tolerance of 10 −5 . We depict the surface obtained using our generalized capacitance matrix algorithm with 10 ADI iterations for solving the linear systems with matrix A in Fig. 4 .1b. We also apply our generalized capacitance matrix algorithm for the same data set with depth discontinuities. In Fig. 4 .1c, the depth discontinuities along the line between coordinates (1, 32) and (30, 32) are introduced. The reconstructed surface using our generalized capacitance matrix algorithm is shown in Fig. 4 .1d. A similar experiment was performed with depth discontinuities along the diagonal line segment extending from the coordinate (1, 63) to (63, 1). The data along with the recovered surface are shown in Fig. 4.1e and 4 .1f, respectively. Similar choices for the matrix A can be used for other computer vision problems using the membrane spline stabilizer. We can choose the well-structured matrix A, which is close to the matrix B, i.e., the stiffness matrix in the large linear system, to be the Laplacian matrix, thus making the matrix UV T encode the components of the stiffness matrix corresponding to the data constraints, discontinuities, and boundary conditions. The resulting matrices A and B either satisfy the condition null(B) ⊂ null(A) and range(A) ⊂ range(B) in Theorem 2.2 (for surface reconstruction and optical flow) or satisfy the condition null(A) ⊂ null(B) and range(B) ⊂ range(A) in Theorem 2.4 (for shape from orientation and lightness problem). We refer the interested reader to [11] for illustrative examples.
Surface interpolation problem.
The surface interpolation problem is similar to the surface smoothing problem except that the depth/range data constraints are treated differently. For the surface smoothing problem, the data constraints are used in the data compatibility energy term combined with the smoothness energy term in the total energy. The minimum energy solution seeks a compromise between the data constraints and the smoothness constraints. Therefore, the data constraints are "weak" constraints in the surface smoothing problem. On the contrary, the data constraints are "hard" constraints in the surface interpolation, i.e., the interpolated surface must satisfy the data constraints exactly.
By using the same notation as in section 4.1, the surface interpolation problem can be formulated as follows: to find a solution v that minimizes the smoothness energy functional (4.10) under the constraints that
Note that the domain Ω is the region of interest, usually assumed to be a rectangular region for convenience of discretization and computation, and the set D(⊂ Ω) contains the locations of the data constraints.
The above variational formulation leads to the following Euler-Lagrange equation:
(4.13) Equation (4.12) is a Laplace equation and D is a set of data locations. It is not necessarily a standard boundary value problem, whose boundary condition is given along a closed contour, since the set D is not a closed contour. We discretize the above problem by using either the finite element method with linear triangular elements [22] or the finite difference method and assume that each data location in the set D exactly matches a discretization node. This leads to the linear system Kx = b, where K ∈ n×n , x and b ∈ n . The structures of K, x, and b are given by
where n(= m 2 ) is the number of nodal variables after discretizing the rectangular domain Ω, K 11 ∈ (n−p)×(n−p) , with p being the number of data points, is the stiffness submatrix after discretizing the 
Note that the differences between the matrices K andK are in the (2,1) and (2,2) blocks, which are the rows corresponding to the nodal variables at the data locations. These differences can be encoded in the matrix UV T when using the generalized capacitance matrix algorithm.
Let's define a vectorx to be a permutation of the nodal variables in the vector x such that the concatenation of the nodal variables is in a regular order, i.e., row by row in the discretization mesh. Assume the permuted linear system is Bx =b, where B = PKP T ,x = Px,b = Pb, where P is a permutation matrix. Then we can decompose the matrix B into A + UV T , where A is given in (4.6) and
T encodes the differences of the rows corresponding to the nodal variables at the data locations between K andK, and the disabling of the doubly periodic boundary condition imposed on A. In the pair {u i , v i }, due to the differences between the rows of K andK, the vector u i contains only one nonzero entry 1 at the location corresponding to the data point, and the vector v i contains five nonzero entries, namely, four 1's and one −3, with the entry −3 at the location corresponding to the data point and the 1's at the four nearest neighbors of the node at the data point. For the pair {u i , v i } used in disabling of the doubly periodic boundary condition, we have u i = −v i with the vector u i containing two nonzero entries 1 and −1. Similar to the surface smoothing, we can include discontinuities into the surface interpolation problem by using appropriate {u i , v i } with the structure similar to those used for disabling the doubly periodic boundary condition.
With the above decomposition of the matrix B into A + UV T , we can apply the generalized capacitance matrix algorithm to solve the linear system Bx =b. Once again, the ADI method can be used to solve the linear system with the matrix A in O(n) operations [11] . The computational algorithm for the surface interpolation is very similar to that for the surface smoothing except that the entries in the vectors u i and v i corresponding to the data constraints are different.
Although the generalized capacitance matrix algorithm relies on efficient solvers, such as the ADI method in this paper, for problems with matrix A, the overall efficiency is also dependent on an efficient solution to the capacitance matrix equation. The BCG method is used to solve the linear system with the capacitance matrix, but its computational complexity usually depends on the distribution of data points and the distribution of discontinuity locations.
Several iterative numerical methods have been used in the past to solve the linear system Bx =b arising in the surface interpolation problem. Their computational complexities are similar to those for solving the surface reconstruction problem discussed in the previous section. The conjugate gradient algorithm takes O(n 2 ) operations and the conjugate gradient with hierarchical basis preconditioning takes approximately O(n log n) [25, 20] .
In our solution to this problem, as discussed previously, the ADI method takes O(n) operations and the BCG method converges in at most p iterations, with each iterations taking O(p 2 ) operations, where p is normally O(m). However, the convergence of the BCG method can be improved by using appropriate preconditioning as discussed in section 4.1.
When the data points are given along a closed contour and we are interested in the solution inside the closed contour, the surface interpolation problem becomes a boundary value problem. This case is very popular in stereo vision, where the depth data is usually available along the object's occluding contour. In this case, we discretize the Laplace equation, i.e., (4.12) , with the inclusion of doubly periodic boundary condition, which does not influence the solution inside the closed contour. Then the matrix UV T only contains the differences of rows corresponding to the boundary condition, i.e., data constraints, between K andK. Dryja's spectrally equivalent preconditioner [6] for the capacitance matrix arising from the elliptic boundary value problem can be directly applied to this problem, thus making the BCG method converge in a constant number of iterations. Thus, our generalized capacitance matrix algorithm can solve this problem in O(n) operations.
Shape from orientation problem.
The shape from orientation problem is to recover the shape of a surface from the orientation constraints. This problem is a part of the shape from shading problem [10] , which involves recovering the shape of an object from its shaded image. The problem can be formulated as follows: to find that surface z(x, y) whose partial derivatives z x (x, y) and z y (x, y) are closest to the computed gradients denoted by p(x, y) and q(x, y) by minimizing the functional
where Ω is the region over which the gradients p(x, y) and q(x, y) are computed. The region of the object projected on the image for this problem is typically nonrectangular.
The Euler-Lagrange equation for the above energy functional is a Poisson equation
For simplicity, we assume there is no boundary condition here. The following algorithm can be easily modified to include the boundary conditions. To solve the above Poisson equation, we first embed the domain Ω into a rectangular region R and then discretize the Poisson equation using either the finite element method [22] or the finite difference method on the embedded domain R with the doubly periodic boundary condition imposed on ∂R. The imposed periodic boundary condition has no influence on the solution in Ω. The discretization yields a linear system Kx = b, where (4.18) where n(= m 2 ) is the number of nodes after discretization in the embedded domain R, K 11 and K 22 are stiffness matrices corresponding to the discretized Laplace equation for elements in Ω and R \ Ω, respectively, x 1 and x 2 are vectors consisting of the discretized nodal variables in Ω and R \ Ω, respectively, and d is the vector containing the values from the discretization of p x + q y .
Consider the Poisson equation embedded in the domain R with a doubly periodic boundary condition, i.e., ∆z = f in R, (4.19) where f (x, y) = p x (x, y) + q y (x, y), (x, y) ∈ Ω, 0, (x, y) ∈ R \ Ω. (4.20) The discretization of the above embedded problem leads to a linear systemKx = b, whereK
Note that the matrixK is a permuted Laplacian matrix. The differences between the matrices K andK are in the (1,2) and (2,1) blocks, which encode the discretization of the Laplacian operator across the boundary of the region Ω.
The linear system Kx = b can be permuted into a linear system Bx =b to obtain a regular ordering for the nodal variables inx. Similar to section 4.2, we can decompose the matrix B into A+UV T , where A is the Laplacian matrix with doubly periodic boundary condition. The matrix UV T is used to disable the Laplacian operator across the boundary of Ω. For each pair {u i , v i }, we have u i = −v i . In addition, there are only two nonzero entries 1 and −1 in each vector u i or v i .
The algorithms to solve the associated linear systems with the matrix A and the capacitance matrix are similar to that for the surface reconstruction and surface interpolation problems. Since the structure of the capacitance matrix is similar to that of the surface interpolation problem with data points given along a closed contour, we can apply a preconditioning technique similar to that in [6] to obtain an O(n) solution for the shape from orientation problem. Existing algorithms usually take O(n 2 ) (conjugate gradient) or O(n log n) (hierarchical basis conjugate gradient) operations.
For this problem, we tested our algorithm on a shape from shading example. We use a synthetically generated image of a Lambertian sphere illuminated by a distant point source and viewed from the same location as the point source. Figure  4 .2a depicts the 64 × 64 original shaded image with an 8 bit resolution, in gray, per pixel. The sphere is assumed to have Lambertian reflectance properties with a constant albedo. The occluding boundary for the object domain Ω is depicted in Fig.  4 .2b. The surface orientation is recovered from the shaded image using techniques discussed in [11] and is shown in Fig. 4 .2c. The final surface shape obtained using the orientation information and applying the above discussed shape from orientation method is depicted in Fig. 4 .2d.
Conclusion.
In this paper, we presented the generalized capacitance matrix theorems and algorithm for solving linear systems. Our generalized capacitance matrix algorithm can be used for very general matrices A and B, therefore this algorithm can be applied to a very broad class of problems and we have ample freedom to choose the matrix A appropriately for designing efficient numerical algorithms. The traditional capacitance matrix algorithm [4, 16, 17, 15] has been primarily applied to solve the second-order elliptic boundary value problems, whereas our generalized capacitance matrix algorithm can be used to solve any-order elliptic boundary value problems.
Previous work [5, 9, 18] on deriving the generalized inverse forms of (A + UV T ) were presented under restrictive assumptions. Although our generalized capacitance matrix theorems are developed for solving general linear systems, it is possible to derive the generalized inverse form of (A + UGV T ) for more general cases based on these theorems.
We applied the generalized capacitance matrix algorithm to some computer vision problems, namely, surface reconstruction, surface interpolation, and shape from orientation. Although the generalized capacitance matrix algorithm relies on an efficient solver for the linear system with the matrix A, the solution to the capacitance matrix linear system is also very important for the efficiency of the entire algorithm. Appro-priate preconditioning can greatly improve the efficiency for solving the capacitance matrix linear system [15] . The design of such preconditioners for various computer vision problems will be the focus of our future research.
