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Abstract
Quantum Telescope is a recent idea aimed at beating the diffraction limit of spaceborne
telescopes and possibly also other distant target imaging systems. There is no agreement
yet on the best setup of such devices, but some configurations have been already pro-
posed.
In this Letter we characterize the predicted performance of Quantum Telescopes and their
possible limitations. Our extensive simulations confirm that the presented model of such
instruments is feasible and the device can provide considerable gains in the angular resolu-
tion of imaging in the UV, optical and infrared bands. We argue that it is generally possible
to construct and manufacture such instruments using the latest or soon to be available
technology. We refer to the latest literature to discuss the feasibility of the proposed QT
system design.
Copyright: The Optical Society (OSA Publishing) 2016. Published in Optics Letters Vol. 41 No. 6 (2016)
1 Introduction
Astronomical images obtained form the ground suffer from serious degradation of resolution,
because the light passes through a turbulent medium (the atmosphere) [1] before reaching the
detector. A number of methods was developed to alleviate this phenomenon [2, 3, 4, 5] and
multiple special-case solutions were implemented as well (e.g. [6]), but none of them is able to
provide a perfect correction and restore the diffraction-limited (DL) image. Therefore, the best
observatories, in terms of angular resolution, are the spaceborne ones, since they are limited
only by the DL. Recently, there is an increasing interest in the attempts to overcome the DL
boundary. Devices which can give such possibility are called the Quantum Telescopes (QT).
First QTs will probably work in the UV, optical and IR bands, mainly because of the speed,
maturity and reliability of the detectors. Latest progress in Adaptive Optics (AO), especially so
called Extreme AO, makes the use of QTs realistic also in ground-based observatories [7].
In this Letter the general idea of Quantum Telescopes is considered. In particular we refer to
the setup proposed by [8], since, to our knowledge, it is the only existing detailed description
of a QT. In Fig. 1 we propose an upgraded version of this setup. According to [8], each photon
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Figure 1: Our proposed upgraded design of the Quantum Telescope scheme based on [8].
The incoming photon is detected (by the cavity-free QND, if possible [9, 10]) and a triggering
signal turns on a coincidence detector for a short time – just enough to register the clones of
a given photon but not the spontaneous emission. Centroid position of these clones is passed
as a pixel value increment [1 ADU] to the image. “Ideal photon position” would be obtained by
a telescope of an infinite mirror size.
coming from the extended source triggers a signal by QND1 detection and gets cloned [13, 14,
15, 16]. The coincidence detector controlled by the trigger is turned on for a short period [17]
and registers the clones. After that it is quickly turned off, so that it receives only a small fraction
of spontaneous emission from the cloning medium and virtually no clones from other photons.
If the source is too bright and emits too many photons per unit of time, a gray filter should be
installed. As a result, a set of clones is produced and registered. The centroid position of the
clones cloud is used to add 1 ADU2 at the corresponding position of the high resolution output
image. The exposure time has to be much longer than in classic telescopes (CT), since (a) in
most cases a narrowband filter has to be applied and (b) the QND detection efficiency is much
below 100% [18].
1Quantum Non-Demolition (QND) – a type of measurement of a quantum system in which its state is negligibly
changed. See [12] for further details.
2Analog-Digital Unit is a measure of signal (photoelectrons) in a CCD/CMOS pixel. For simplicity, in our simula-
tions we assumed the unity gain: 1ADU/e−.
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Figure 2: a) obscured pupil used for simulations; b) decimated diffraction pattern of the pupil;
c) exemplary counts from the diffraction pattern (very short exposure); d) input image of a
galaxy used for simulations [11]; e) CT outcome (diffraction pattern size to the first zero λ/D =
9 pixels, yellow marker).
2 Simulations
Below we present the results of our detailed simulations of the QT system, discuss the feasi-
bility of building such a device and predict its expected performance. To our knowledge, this is
the first paper describing the detailed simulations of a QT of any design, as this is a preliminary
concept.
In our simulations as input images we used parts of real images obtained by the Hubble Space
Telescope (HST). Such images are optimal for the purpose of QT testing because this obser-
vatory is working at its DL. We cropped and decimated them to 200×200 pixels to speed up the
computations. For the comparison, we also simulated the process of digital image formation
in the case of a CT (for a review on high angular resolution imaging see [19]) using the same
images (Fig. 2e). We assumed a real telescope for which the pupil is obscured by a secondary
mirror and its truss (“spider“) [20]. We assumed a similar size of a secondary mirror and truss
as it is installed on the HST (Fig. 2a).
In the case of a CT, we sampled the counts (photons) from the original image (Fig. 2d) and
distributed them according to the Airy diffraction pattern decimated to 61x61 pixels (Fig. 2b).
For the simulation of a QT, each photon from the reference image was converted to N cloned
photons (Fig. 2c). For N we assumed the Poissonian distribution. The clones were arranged
using the Gaussian profile (see [14] Fig. 2 therein for justification; we assumed σ = 10) centered
around the photon’s “ideal”position. To include the effects of spontaneous emission, on the top
of it we added counts distributed equally within the coincidence detector plane and governed
by the Poissonian distribution. The mean noise level was tuned to achieve a given signal-to-
noise ratio (SNR; see exemplary simulated exposure in Fig. 3b). The assessment of the SNR
was based on the comparison of the number of cloned photons with the number of counts
originating from the spontaneous emission within the circular aperture of 3σ radius (i.e. within
the aperture, for which nearly all the clones are received). It follows the approach of SNR
derivation presented in [21].
In the next stage of simulations of the QT image formation, we computed the centroid of clones
employing the Matched Filtering approach3. As the cloned photons exhibit Gaussian spatial
distribution [14], in our calculations the image registered on the coincidence detector was first
convolved with the Gaussian (σ = 10) and then the centroid was obtained from the position of
the maximum value of such a filtered image (Fig. 3c).
We ran the simulations for different numbers of clones, reaching also very high numbers (up to
the expected value of ˜10k, see [24] for justification). The mean level of the Poissonian noise
of spontaneous emission was set so that SNR was: 3/1, 2/1, 1, 1/2, 1/3, 1/4, 1/5, 1/6, 1/7, 1/8,
1/9, 1/10, 1/11, 1/12, 1/13 and 1/14. Such a selection of SNR includesa value of 1/7.3 which
3The MF is an efficient detector of the known template in noisy environments and is widely used in radars or
sonars, where the weak, well-defined reflected signals have to be detected [22, 23].
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Algorithm 1 Simplified QT simulation steps
1: for i← 1 to rows do
2: for j ← 1 to columns do
3: C = ADU( inputImage(i,j) )
4: for k ← 1 to N do
5: generate noiseFrame
6: generate N clones in the noiseFrame around (i,j)
7: compute centroid
8: paste centroid to hiResIm(i,j)
Figure 3: Three consecutive steps of the simulations: a) clones frame (60 clones in this
example), b) clones and noise frame together (S/N = 1/7), c) effect of matched filtration.
Green “+” denotes real center of the frame, red “+” denotes the centroid position obtained from
the filtering. The zoomed region presented in the image a) is indicated by blue rectangle in b)
and c). With this exemplar parameters, the mean centroid recovery error is 3.8 pixels.
was assessed for QT in [21].
The quality of the simulated QT outcomes was assessed by two indicators: Peak Signal-to-
Noise Ratio (PSNR) and mean centroid error (RMS value). For 16-bit pixel representation the
PSNR measure is defined as follows:
PSNR = 10 · log10
(
216√
MSE
)
(1)
MSE =
1
mn
m∑
i=1
n∑
j=1
(IQT (i, j)− Iref (i, j))2, (2)
where IQT (i, j) and Ired(i, j) denotes the intensity of pixel at (i, j) in respectively QT simulated
image and reference high-fidelity image. The PSNR and the mean centroid errors are depicted
in Fig. 4. The place where both dependencies meet each other was retrieved and presented
in Fig. 5. It shows the minimal requirements for the clones number and the SNR level, which
should be satisfied to achieve the resolution enhancement in QT. This curve can be treated as
a first guidance for selection of QT parameters. As seen from Figs. 4 and 5, assuming SNR '
7.3, in average '57 clones per 1 detected photon are necessary to produce an image sharper
than CT. For ∼10k clones the image is virtually ideally restored, even for the lowest values of
SNRs. The noticeable improvement of the outcome with higher clones count is related to the
generally better estimation of the centroid when using the MF approach. For very small number
of clones, the photons distribution is dominated by isolated photon-detection events and the MF
output is strongly dependent on actual arrangement of registered clones. In contrast, for higher
numbers of clones, the Gaussian becomes more uniform and therefore, the MF provides much
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Figure 4: QT efficiency diagnostics. Left: PSNR results, violet line represents efficiency for
SNR = 1/7.3. Translucent surface in PSNR plot represents CT efficiency. Right: Centroid Error
estimation in pixels.
Figure 5: The dependency of minimal SNR on clones count required for the resolution en-
hancement in QT. The solid blue line indicates the performance of CT. Thus the areas above
and below the blue line correspond respectively to BETTER and WORSE performence of QT
compared with CT imaging (Fig. 2e, where PSNR = 25.7).
more reliable estimations even if the SNR remains the same. In Fig. 6 we show exemplary
resulting QT images for various SNRs and clones counts. The improvement in the image
quality is easily noticeable as both parameters increase.
3 Quantum Telescopes: technological feasibility
Below we summarize and discuss the feasibility of the QTs as emerging from the most recent
literature. A constant progress in the QND increases the QT feasibility. There remains a pos-
sibility that some other kind of discriminator of spontaneous emission will be found. Possibly
QND does not require to hold the photon in a resonant cavity for several hundreds microsec-
onds, as it was claimed before [25]. According to [9], in the case of the cavity-free QND the
photons momentum change is also negligible. However, this setup is suspected to produce
false detections (¡5%) and cannot be miniaturized. Authors are presently working on a version
easier to miniaturize (Keyu Xia priv. com.).
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Figure 6: Gain in the image quality as a function of clone count and SNR. Efficiency measure
PSNR is depicted. Each row represent different clones count and each column represents
different SNR. Zoom view shows how bright distinctive sources are restored.
We see no strong limitations for the size of the device if it could be placed e.g. at the
Cassegrain or Coud plane optically conjugated to the pupil plane of the optical system
near the focus (Fig. 7).
Another technological issue concerning the QT is the spontaneous emission from the process
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F
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Figure 7: Cassegrain and Coud focus positions of the optical instrument (e.g. telescope).
Coud focus does not move as the telescope is reoriented.
of cloning (for details see [8]). As we showed, in our model, for a sufficiently large number of
clones this problem could be overcome. However, in the general case of the QT some more
sophisticated methods might be needed (e.g. different geometrical setup or filters).
Given the recent progress in cloning, it might also become possible to clone photons from a
wider wavelength span and at a greater amount [24].
4 Conclusions
In conclusion, the general idea of the Quantum Telescopes seems feasible and in the near
future it might be possible to construct a technology demonstrator. In this paper we presented
the updated schematic toy model of a QT system and the first quantitative results of simula-
tions of such an imager, aiming at predicting the conditions which would guarantee its optimal
performance. We found that it is generally more important to provide more clones than to re-
duce the noise background. Given the predicted SNR = 7.3, a satisfactory results are obtained
from less than 60 clones. Using 10k clones, the signal is almost perfectly restored for any
noise level. We encourage the interest and discussion on the idea of the QT, since even a
small increase in the resolution might lead to a major breakthrough in astronomical imaging.
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