Distortion-product-otoacoustic-emission ͑DPOAE͒ phase-versus-frequency functions and corresponding phase-gradient delays have received considerable attention because of their potential for providing information about mechanisms of emission generation, cochlear wave latencies, and characteristics of cochlear tuning. The three measurement paradigms in common use ͑fixed-f 1 , fixed-f 2 , and fixed-f 2 / f 1 ͒ yield significantly different delays, suggesting that they depend on qualitatively different aspects of cochlear mechanics. In this paper, theory and experiment are combined to demonstrate that simple phenomenological arguments, which make no detailed mechanistic assumptions concerning the underlying cochlear mechanics, predict relationships among the delays that are in good quantitative agreement with experimental data obtained in guinea pigs. To understand deviations between the simple theory and experiment, a general equation is found that relates the three delays for any deterministic model of DPOAE generation. Both model-independent and exact, the general relation provides a powerful consistency check on the measurements and a useful tool for organizing and understanding the structure in DPOAE phase data ͑e.g., for interpreting the relative magnitudes and intensity-dependencies of the three delays͒. Analysis of the general relation demonstrates that the success of the simple, phenomenological approach can be understood as a consequence of the mechanisms of emission generation and the approximate local scaling symmetry of cochlear mechanics. The general relation is used to quantify deviations from scaling manifest in the measured phase-gradient delays; the results indicate that deviations from scaling are typically small and that both linear and nonlinear mechanisms contribute significantly to these deviations. Intensity-dependent mechanisms contributing to deviations from scaling include cochlear-reflection and wave-interference effects associated with the mixing of distortion-and reflection-source emissions ͑as in DPOAE fine structure͒. Finally, the ratio of the fixed-f 1 and fixed-f 2 phase-gradient delays is shown to follow from the choice of experimental paradigm and, in the scaling limit, contains no information about cochlear physiology whatsoever. These results cast considerable doubt on the theoretical basis of recent attempts to use relative DPOAE phase-gradient delays to estimate the bandwidths of peripheral auditory filters.
I. INTRODUCTION
Since their discovery by Kemp ͑1979͒, distortionproduct otoacoustic emissions ͑or DPOAEs͒ have proved a powerful noninvasive probe of cochlear function. Distortion products at combination-tone frequencies ͓i.e., f dp ϭ f 1 Ϫn( f 2 Ϫ f 1 ), with f 2 Ͼ f 1 and n an integer͔ 1 are typically evoked by stimulating the ear with two primary tones at frequencies f 1 and f 2 . Although most research has focused on DPOAE amplitudes, distortion-product phases have recently received considerable attention, both because of their relevance to understanding mechanisms of emission generation and for the insight they may provide on mechanical delay within the cochlea ͑e.g., Kemp and Brown, 1983; Kimberley et al., 1993; Brown et al., 1994; O'Mahoney and Kemp, 1995; Kemp, 1996a, 1996b; Stover et al., 1996; Wable et al., 1996; Whitehead et al., 1996; Fahey and Allen, 1997; Bowman et al., 1997 Bowman et al., , 1998 Mills and Rubel, 1997; Shera and Guinan, 1999; Schneider et al., 1999 Schneider et al., , 2000 Talmadge et al., 2000; Faulstich and Kössl, 2000; Tubis et al., 2000a; Bowman et al., 2000; Prijs et al., 2000͒ . DPOAE phase-versus-frequency functions and corresponding phase-gradient delays have been measured using two principal sweep paradigms, obtained by fixing one of the two a͒ Author to whom correspondence should be addressed; electronic mail: shera@epl.meei.harvard.edu primary frequencies and varying the other. For example, in the fixed-f 2 measurement paradigm, the frequency f 2 is held constant and DPOAE phase measured as the frequency f 1 is swept.
2 Analogous relations hold for the fixed-f 1 paradigm. A third sweep paradigm sometimes employed is the fixedratio paradigm during which both primaries are varied in such a way that their ratio, f 2 / f 1 , remains constant.
For the cubic distortion product at frequency 2 f 1 Ϫ f 2 and other lower-side-band DPOAEs ͑i.e., for nу1͒, the three measurement paradigms yield significantly different phasegradient delays ͑e.g., Kemp and Brown, 1983; Whitehead et al., 1994 , and the problem of understanding the relationship among them has been extensively explored ͑e.g., O'Mahoney and Kemp, 1995; Kemp, 1996a, 1996b; Bowman et al., 1997 Bowman et al., , 1998 Schneider et al., 1999 Schneider et al., , 2000 Prijs et al., 2000; Tubis et al., 2000b͒ . The traditional approach has been to explain observed DPOAE phasegradient delays using conceptual or mathematical arguments based on detailed theoretical assumptions about cochlear mechanics. For example, assumptions are made about the nature of the emission sources ͑e.g., whether they can be approximated as points or must be distributed over a region͒, about their spatial location within the cochlea ͑e.g., whether the sources reside near the peak of the f 2 traveling wave and/or the distortion-product place͒, about the character of the cochlear traveling wave ͑e.g., the effective dimensionality of its hydrodynamics, the nature of its spatial and frequency dispersion, the degree of its amplification, the form of its nonlinear dependence on stimulus intensity, and the relative time delays attributable to ''wave travel'' versus ''filter buildup''͒, and so on. Expanding on earlier work relating DPOAE phase-gradient delays to auditory-filter bandwidth ͑Moulin and Kemp, 1996b͒, Bowman et al. ͑1997͒ provide perhaps the most ambitious theoretical analysis to date by attempting to derive the response properties of gammatone-filter models of human peripheral auditory filters from relative DPOAE phase-gradient delays.
Here we take a simpler, more phenomenological approach to the problem. In particular, we ask how much of the emission data can one account for by making no detailed assumptions about cochlear mechanics? The answer, it turns out, is a surprisingly large amount. Indeed, the success of our naive phenomenological approach is considerable: Not only do we provide a quantitative account of the major known relationships between DPOAE phase-gradient delaysincluding those used to ''derive'' properties of cochlear tuning ͑Bowman et al., 1997; Moulin and Kemp, 1996b͒-but we deduce other heretofore unrecognized relationships as well. We test these relationships among the phase-gradient delays using emission data from guinea pigs and conclude by discussing the implications of our findings, both for cochlear mechanics and for attempts to characterize cochlear tuning using DPOAE phase measurements.
II. THEORETICAL PHASE-GRADIENT DELAYS
To explore the frequency dependence of the DPOAE phase we represent the complex DPOAE pressure at frequency f dp in the ear canal in the form ͉P dp ͉e i dp . We wish to determine theoretical values of the fixed-f 1 , fixed-f 2 , and fixed-ratio phase-gradient delays defined by the equations 1 ϵϪ 1 2 ‫ץ‬ dp ‫ץ‬ f dp ͯ fixedϪ f 1 ; ͑1͒ 2 ϵϪ 1 2 ‫ץ‬ dp ‫ץ‬ f dp ͯ fixedϪ f 2 ; ͑2͒ and r ϵϪ 1 2 ‫ץ‬ dp ‫ץ‬ f dp ͯ fixedϪr .
͑3͒
The symbol r denotes the primary-frequency ratio, f 2 / f 1 , and the subscripts indicate the variable held constant. The quantities 1 , 2 , and r defined by Eqs. ͑1͒-͑3͒ are often referred to as DPOAE ''latencies'' or ''group delays.'' Since relations between frequency derivatives of DPOAE phase ͑measured in the sinusoidal steady state͒ and physical delays ͑measured in the time domain͒ are not always straightforward ͑e.g., Tubis et al., 2000a͒ , we adopt the descriptive but more hermeneutically neutral term ''phase-gradient delay.'' How do we determine the phase-gradient delays theoretically? In general, dp depends parametrically on the primary frequencies and on other fixed parameters in the problem, so that we can write dp ϭ dp ͑ f 1 , f 2 ;...͒, ͑4͒
where f 1 and f 2 are the primary frequencies. The frequency f dp of the measured distortion component does not appear among the list of independent variables because its value is not independent of f 1 and f 2 . In particular, for odd-order distortion products,
where the cubic distortion product at frequency f dp ϭ2 f 1 Ϫ f 2 corresponds to nϭ1. The ellipsis after the semicolon in Eq. ͑4͒ represents the fixed parameters that characterize the model under study or specify features of the stimuli that are held constant during the phase measurement. Examples of such parameters include the frequency scales defining the cochlear map; resonant frequencies associated with middle-ear transfer functions; the relative strength of efferent feedback at different cochlear locations; the index, n, of the measured distortion product; the amplitudes and phases of the primary tones; and so on. Note that Eq. ͑4͒ is completely generic: both the fixed parameters and the functional form of dp remain unspecified.
A. The simplest model
Although we will later return to the general model, it proves instructive first to consider the simplest nontrivial case. In the simplest model, the primary frequencies f 1 and f 2 themselves constitute the only frequency scales in the problem. In this case, Eq. ͑4͒ for dp can be simplified further using the Buckingham ⌸ theorem from dimensional analysis ͑e.g., Bridgman, 1931͒. Application of this theorem amounts to the recognition that the value of the dimension-less angle dp must be independent of the units chosen to measure frequency ͑e.g., whether those units be Hz or cycles/light-smoot͒.
3 Consequently, the units of frequency must cancel. The only dimensionless combination of the independent variables f 1 and f 2 is some function of their ratio. Therefore, dp ϭ dp ͑ r;...͒, ͑6͒
where rϵ f 2 / f 1 ; thus in the simplest nontrivial model, the phase dp depends on a single dimensionless variable, r. We could, of course, just as well have defined r as its reciprocal, f 1 / f 2 . Since any function of r is also a function of 1/r, our conclusions do not depend upon this arbitrary choice. Note that since we leave the fixed parameters represented by the ellipsis unspecified, the simplest model defined by Eq. ͑6͒ actually represents an entire class of models. The fixed-f 1 , fixed-f 2 , and fixed-ratio phase derivatives appearing in Eqs. ͑1͒-͑3͒ for 1 , 2 , and r now follow from a straightforward application of the chain rule: 4 ‫ץ‬ dp ‫ץ‬ f dp
d dp dr ϭϪ 1 n f 1 dp Ј ;
͑7͒
‫ץ‬ dp ‫ץ‬ f dp
d dp dr ϭϪ r ͑ nϩ1 ͒ f 1 dp Ј ;
͑8͒
and ‫ץ‬ dp ‫ץ‬ f dp ͯ r ϭ ‫ץ‬r ‫ץ‬ f dp ͯ r ‫ץ‬ dp dr ϭ0, ͑9͒
where dp Ј ϵd dp /dr. As before, the subscripts on the derivatives indicate the quantity held fixed. For example, the derivative ‫ץ/‪r‬ץ‬ f dp ͉ r in Eq. ͑9͒ is zero because the value of r is held constant during the sweep. Substituting the derivatives ͑7͒-͑9͒ into Eqs. ͑1͒-͑3͒ yields expressions for the phase-gradient delays 1 , 2 , and r . For example, our analysis immediately predicts that
͑10͒
Although we cannot predict the absolute values of 1 or 2 without knowledge of dp Ј , our analysis does predict the value of their ratio,
5

͑11͒
where
Note that all the messy details of cochlear mechanicsgenerally unknown and model-dependent, but neatly encapsulated in the function dp Ј (r)-have canceled in the ratio.
For the cubic DPOAE (nϭ1), the proportionality in Eq. ͑11͒ reduces to
where 1 ϭ2/r. We emphasize again that predictions ͑10͒ and ͑11͒ apply to any model of the class defined by Eq. ͑6͒, irrespective both of its parameter values and of whatever additional assumptions it may make about cochlear mechanics and the mechanisms of DPOAE generation. In the following section we test these predictions using measurements in the guinea pig.
III. EMPIRICAL PHASE-GRADIENT DELAYS
A. Methods
The methods and equipment used to measure DPOAEs were generally similar to those detailed elsewhere ͑Shera and Guinan, 1999͒; we discuss relevant differences below.
Animal care and preparation
Five male albino guinea pigs weighing between 250 and 350 g were used in these experiments. All procedures were conducted in accordance with National Institutes of Health guidelines and were approved by the Animal Care and Use Committee of the Massachusetts Eye and Ear Infirmary. Preparatory to anything else, the animals were anesthetized with Nembutal ͑15 mg/kg i.p.͒ and fentanyl/droperidol ͑0.2 and 10 mg/kg i.m., respectively͒. Surgical levels of anesthesia were maintained with booster injections as necessary ͑1/3 of original dose every 2 h͒. All measurements and procedures were performed in a soundproofed, vibration-isolated chamber ͑Ver et al., 1975͒ in which the temperature was held between 32-35°C. Animal rectal temperature was maintained between 37 and 39°C using a heating pad, and heart rate was monitored continuously. After tracheotomy, the skin and muscle layers were removed from the back of the skull to expose the bullae, which were opened by carefully shaving the bone with a scalpel blade. The pinnae were removed and the cartilaginous ear canals severed near the skull to allow placement of the acoustic transducers within 2-3 mm of the eardrum for subsequent calibration, stimulus delivery, and recording. The acoustic assembly consisted of two 1/4-in. Bruel and Kjaer condenser microphones ͑used as sound sources͒ and an Etymōtic Research ER10c probe system ͑used as a microphone͒.
Measurement methods
We measured DPOAEs at the frequency 2 f 1 Ϫ f 2 ͑i.e., nϭ1͒ using three different sweep paradigms: fixed-f 1 , fixed-f 2 , and fixed-ratio. In each paradigm, we chose initial primary frequencies based on specified nominal values of f 2 and r. Together, these nominal values, denoted ͗ f 2 ͘ and ͗r͘, determine the nominal value of f 1 , namely ͗ f 1 ͘ϭ͗ f 2 ͘/͗r͘. The nominal values ͗ f 1 ͘ and ͗ f 2 ͘ represent center frequencies about which the primaries were varied to obtain the phase measurements necessary to compute the three phasegradient delays. In the fixed-f 2 paradigm, for example, the primary frequency f 2 was fixed at the value ͗ f 2 ͘ and the frequency f 1 then varied, in steps of size ⌬ f , over the range defined by
where k is an integer and ⌬ f is the minimum frequency interval between measurement points allowed by our choice of sampling rate ͑approximately 59.94 kHz͒ and the length of the discrete Fourier transform used in the frequency analysis ͑4096 points͒. Thus DPOAEs were measured at a total of 2kϩ1 values of f 1 about ͗ f 1 ͘. In the measurements reported here, kϭ5 and ⌬ f Ϸ15 Hz, so that f 1 was swept over a range of approximately Ϯ75 Hz centered at ͗ f 1 ͘. Similarly, in the fixed-f 1 paradigm, the frequency f 1 was fixed at ͗ f 1 ͘ and f 2 varied over the range
The extra factor of two guarantees that the resulting value of 2 f 1 Ϫ f 2 varies over approximately the same range as in the fixed-f 2 paradigm.
Note that because one of the two primary frequencies changes during the fixed-f 1 and fixed-f 2 sweeps, the ratio r must depart from its nominal value during the measurements. In order to provide a simple test of prediction ͑13͒ for 1 / 2 , we sought to keep r as close to ͗r͘ as possible, thereby holding the predicted proportionality factor, 1 , nearly constant during the measurements. The largest change in r occurs during the fixed-f 1 sweeps, for which r varies over the range
͑16͒
Using our values kϭ5 and ⌬ f Ϸ15 Hz at the typical frequency ͗ f 2 ͘ϳ9 kHz and ratio ͗r͘ϭ1.21 yields a variation of roughly 2% about ͗r͘.
Finally, in the fixed-ratio paradigm, the frequency f 2 was varied over the range defined by Eq. ͑15͒; at each frequency f 2 , a corresponding f 1 was chosen so that f 2 / f 1 Ϸ͗r͘. To ensure that our ability to maintain a constant ratio during the sweep was not systematically compromised by the frequency quantization imposed by digital stimulus generation, we modified our data acquisition system to allow the sampling frequency to vary between measurement points by up to Ϯ10% about its nominal value ͑59.94 kHz͒. This flexibility enabled us to choose f 1 and f 2 values so that the ratio f 2 / f 1 varied by less than a hundredth of a percent about ͗r͘.
Our stimulus parameters were generally selected with an eye toward maximizing overall DPOAE levels. For example, we worked with primary stimulus levels satisfying L 1 տL 2 ͑specifically, L 1 ϭL 2 ϩ10 dB SPL͒. Likewise, we sought a nominal primary frequency ratio satisfying ͗r͘ Ϸ( f 2 / f 1 ) optimal . Since we required measurements at one value of ͗r͘ over a wide range of ͗ f 2 ͘-and since the value ( f 2 / f 1 ) optimal varies with f 2 ͑e.g., Allen and Fahey, 1993; Schneider et al., 2000͒- we chose the value ͗r͘ϭ1.21 as a compromise that yields good results over a wide range of frequencies.
To allow time for multiple internal reflections that might occur within the cochlea to settle into a steady-state response, we measured P dp over time intervals much longer than the estimated round-trip travel time for cochlear waves ͑cf. Shera and Zweig, 1993a͒ . Real-time artifact rejection was implemented as described elsewhere ͑Shera and Guinan, 1999͒ by comparing the time waveforms in successive data buffers before adding them to the averaged responses. The difference between successive data buffers was used to provide a measure of the noise floor at the frequencies of measurement. Uncertainties in the real and imaginary parts of the measured pressure were estimated from the noise floor and used to compute estimates of the uncertainty in pressure amplitude and phase using standard formulas for error propagation ͑e.g., Meyer, 1975͒. 6 
Analysis methods
We measured DPOAEs in five guinea pigs and found qualitatively similar results in all animal subjects. Typical DPOAE measurements are shown in Fig. 1 .
To determine phase-gradient-delay triplets ͕ 1 , 2 , r ͖ at various values of ͗ f 2 ͘ and ͗r͘, we extracted DPOAE phase responses obtained using the three sweep paradigms from the measured ear-canal pressure using Fourier analysis. In each case, the DPOAE phase, dp , was unwrapped by removing 2 discontinuities and corrected for phase variations in the primaries by subtracting 2 1 Ϫ 2 , where 1 and 2 are the measured phases of the primaries.
7 Measurement frequency resolution was always sufficient to prevent ambiguities due to phase unwrapping. Only phase data for which the corresponding emission amplitudes, ͉P dp ͉, were at least 20 dB above the measured noise floor were analyzed further. When at least three data points ͑of the possible 2kϩ1ϭ11 per FIG. 1. A typical set of DPOAEs measured using the three different sweep paradigms: fixed-f 1 ͑᭺͒, fixed-f 2 ͑ᮀ͒, and fixed-ratio ͑᭝͒. The figure shows the amplitude ͑top͒ and phase ͑bottom͒ of the 2 f 1 Ϫ f 2 distortion product measured in one guinea pig ͑animal CAS-52͒ at the six nominal values of ͗ f 2 ͘ indicated in the top panel. Each sweep was measured at the nominal value ͗r͘ϭ1.21 using primary levels of ͕L 1 ,L 2 ͖ϭ͕60,50͖ dB SPL. The solid lines represent best-fit straight lines to the unwrapped phase measurements obtained using weighted least-squares linear regression. To reduce clutter, the error bars on the measurements, which are used in the fitting procedure and are typically on the order of 1-2 deg in the phase, are not shown.
sweep͒ satisfied this criterion, 8 the selected data and their uncertainties were plotted against the emission frequency, f dp , and the parameters of the best-fit straight line ͑i.e., the phase-gradient delay and intercept͒ determined using weighted least-squares linear regression ͑e.g., Press et al., 1992͒ . Uncertainties in the determined parameters were estimated using bootstrap resampling ͑e.g., Efron and Tibshirani, 1993͒. A small fraction of the computed phase-gradient delays were obvious outliers. Including these values had negligible effect on our conclusions but their display required greatly expanded scales on many of the graphs. We therefore chose to eliminate them from our initial analysis using an automated procedure, described here for the fixed-f 1 data. First, to equalize the variance in the phase-gradient delay 1 across ͗ f 2 ͘, the values 1 measured at a given value of ͗r͘ were multiplied by ͱ ͗ f 2 ͘ ͑cf. Neely et al., 1988; Shera and Guinan, 2000a͒ . The results, pooled across animals, were plotted against ͗ f 2 ͘ and a robust loess trend line ͑Cleveland, 1993͒ computed from the scatterplot. Data points were discarded when their distance from the trend line ͑i.e., the trend residual͒ put them in the 98th percentile or higher, a criterion based on examination of the residual distribution.
9 Identical procedures and selection criteria were applied, separately for each sweep type, to the fixed-f 2 and fixed-ratio data. Taken together, these procedures eliminated roughly 5% of the triplets ͕ 1 , 2 , r ͖.
B. Empirical correlation between 1 and 2
Figure 2 shows phase-gradient delays versus ͗ f 2 ͘ measured using each of the three sweep paradigms at ͗r͘ϭ1.21 and at primary levels of ͕L 1 ,L 2 ͖ϭ͕60,50͖ dB SPL. The data indicate that both 1 and 2 are positive and generally decrease with increasing ͗ f 2 ͘, in agreement with earlier reports ͑e.g., O'Mahoney and Kemp, 1995; Moulin and Kemp, 1996a; Whitehead et al., 1996; Bowman et al., 1997; Schneider et al., 1999͒ . The fixed-ratio phase-gradient delays, in contrast, straddle the line r ϭ0, as predicted by Eq. ͑10͒. The data indicate that 1 Ͼ 2 throughout the measured range, in qualitative agreement both with the reports cited above and with Eq. ͑13͒, which predicts 1 / 2 ϭ 1 Ͼ1 when evaluated for nϭ1 with the nominal value ͗r͘ϭ1.21. In addition, inspection of the 1 -and 2 -trend lines suggests considerable correlation in their values.
We explore further the empirical correlation between the delays 1 and 2 in Fig. 3͑a͒ . The scatterplot indicates that the two phase-gradient delays are indeed highly correlated. Equation ͑13͒ predicts that the data will fall about a straight line through the origin with slope 1 ϭ2/͗r͘Ϸ1.653. As shown in the figure, this simple proportionality quantitatively captures the major trend in the data. 10 Fitting a line to the data-using a weighted least-squares technique that accounts for the estimated uncertainties in both 1 and 2 ͑e.g., Press et al., 1992͒-yields 1 ϭ(1.53Ϯ0.1) 2 ϩ(0.005Ϯ0.06), where the uncertainties in the slope and intercept represent the 95%-confidence intervals estimated by bootstrap resampling ͑e.g., Efron and Tibshirani, 1993͒. The importance of taking measurement uncertainty into account is underscored by the observation that our estimate of the best-fit straight line differs substantially from that obtained using standard linear regression in which uncertainties in the coordinates are ignored.
11 As illustrated in the residual-dependence plots ͓Figs. 3͑b͒, ͑c͔͒, deviations about the predicted line certainly have a nonrandom component, suggesting additional structure in the data not accounted for by Eq. ͑13͒. Given the simplicity of the analysis, however, the overall agreement between theory and experiment is striking.
Other phase-gradient-delay data in the literature appear at least qualitatively consistent with the empirical relations reported here ͓e.g., Bowman et al. ͑1997͒ , Table I͔ . Unfortunately, definitive quantitative comparisons are precluded by the absence of error bars and the wide range of f 2 / f 1 ratios typically employed during the phase measurements used to determine phase-gradient delays. The work of Schneider et al. ͑1999, 2000 Prijs et al., 2000͒ proves a happy exception to this rule: In their recent conference report they show that their measurements of 1 and 2 ͑including DPOAEs with indices nϭ͕1,2,3͖͒ are generally consistent with Eq. ͑11͒, a relation they obtained independently by exploring the consequences of theoretical assumptions about FIG. 2. Phase-gradient-delay triples ͕ 1 , 2 , r ͖ and their estimated uncertainties. Delay triplets (nϭ164 from 5 ears͒ were computed from DPOAE phase measurements obtained using three different sweep paradigms: fixed-f 1 ͑᭺͒, fixed-f 2 ͑ᮀ͒, and fixed-ratio ͑᭝͒.
The nominal value of ͗ f 2 ͘ is given along the abscissa. Triplets were measured at the value ͗r͘ϭ1.21 using primary levels of ͕L 1 ,L 2 ͖ϭ͕60,50͖ dB SPL. Robust loess trend lines ͑Cleveland, 1993͒ computed from the data for each sweep paradigm are shown for comparison. As predicted, the values of r straddle the zero line. Furthermore, the 1 -and 2 -trend lines suggest considerable correlation in their values.
DPOAE generation in a scaling-symmetric, nonlinear transmission-line model of cochlear mechanics.
C. Why does the simple model work so well?
As illustrated in Fig. 3 , the dominant trends in the phasegradient-delay data are well captured by the simplest model consistent with dimensional constraints. In this model-or, rather, in the entire class of models defined by Eq. ͑6͒-the primary frequencies themselves are assumed to constitute the only frequency scales in the problem; distortion-product phase dp then depends solely on the ratio f 2 / f 1 . The model correctly predicts both the approximate proportionality between 1 and 2 ͑see Fig. 3͒ and the relation r Ϸ0 ͑see Fig.  2͒ . This latter prediction is equivalent to the statement that distortion-product phase measured using a fixed-ratio frequency sweep is approximately constant ͑e.g., Kemp and Brown, 1983; Shera and Guinan, 1999͒ .
The success of this simple model can be understood as a consequence of the mechanisms of DPOAE generation within the cochlea. Considerable evidence now suggests that DPOAEs are mixtures of emissions generated by two fundamentally different mechanisms: nonlinear distortion and linear coherent reflection ͑Shera and Guinan, 1999; Talmadge et al., 1999; Mauermann et al., 1999a; Kalluri and Shera, 2000; Knight and Kemp, 2000b͒ . For the measurement parameters in common use ͓i.e., nϾ0, L 1 уL 2 , and f 2 / f 1 Ϸ( f 2 / f 1 ) optimal ͔, the distortion-source component of the mixture is generally larger than the reflection-source component ͑Talmadge et Kalluri and Shera, 2000; Knight and Kemp, 2000b͒ , and consequently the secular variation of the DPOAE phase is determined by the mechanisms of nonlinear intermodulation distortion.
Cochlear intermodulation distortion depends upon the interaction between the two primary traveling waves. When produced using frequency-scaled stimuli ͑e.g., with the fixed-ratio paradigm͒, the spatial envelopes of the stimulus traveling waves simply shift along the cochlear partition as the stimulus frequencies are varied. This approximate shift similarity follows from the approximate local scaling symmetry ͑Zweig, 1976; Siebert, 1968; Sondhi, 1978͒ manifest by basilar-and tectorial-membrane transfer functions ͑Rhode, 1971; Gummer et al., 1987; Rhode and Cooper, 1996͒ and neural tuning curves ͑e.g., Kiang and Moxon, 1974; Liberman, 1978͒ . Local scaling symmetry implies that rather than depending on position and frequency independently, as might be expected, cochlear mechanical responses in fact depend on the two variables x and f primarily in the combination f / f cf (x), where f cf (x) is the cochlear positionfrequency map. When the cochlear map is exponential, local scaling symmetry implies that traveling-wave envelopes are locally ''shift-similar.''
The approximate shift-similarity ensures that the amplitude and phase of the primary traveling waves-and hence any nonlinear interactions between them-remain nearly invariant in a coordinate system that moves with the envelope of the f 2 traveling wave as the primary frequencies are swept. Otoacoustic emissions recorded using the fixed-ratio paradigm therefore manifest a nearly constant phase ͑Shera and Guinan, 1999͒. Consequently, the fixed-ratio phasegradient delays, r , generally straddle the zero line. In the following section, we demonstrate that the predictions r ϭ0 and 1 ϭ n 2 ͓Eqs. ͑10͒ and ͑11͔͒ are not independent: Any model that predicts one also predicts the other. The simple model works so well, then, because cochlear mechanical responses-and thus the mechanisms of distortion generation-are themselves ''simple:'' To a good first approximation, local scaling symmetry applies and cochlear mechanical responses are functions of the single dimensionless variable f / f cf (x).
IV. UNDERSTANDING DEVIATIONS FROM THE SIMPLE MODEL
Although the simple model discussed above-in which distortion-product phase depends solely on the ratio of primary frequencies-accounts for the major trends in the data, the residual-dependence plots in Fig. 3 clearly hint at additional structure in the measurements. A clue to the form of this structure can be found in Fig. 4 , which shows 1 and 2 in a scatterplot vs r , the fixed-ratio phase-gradient delay. To render the two data sets more directly comparable, the 2 data have been rescaled by the factor 1 suggested by Eq. ͑squares͒ varies systematically with r . In particular, note that for negative r ͑shown left of center͒, the delay 1 is generally greater than 1 2 ͑so that the circles generally appear above the squares͒; for positive r , however, the relative magnitudes of these two quantities are reversed ͑and the circles appear below the squares͒.
A. A general relation among the phase-gradient delays
To elucidate this structure, we return to the general case described by Eq. ͑4͒. Rewritten using dimensionless variables, Eq. ͑4͒ becomes dp ϭ dp ͑ r,s;...͒, ͑17͒
where rϵ f 2 / f 1 as before. Without loss of generality, we take the second independent variable to be sϵ f 2 / f 0 , where f 0 represents an additional fixed frequency scale chosen for convenience. 12 Including s among the list of independent variables thus allows dp to depend on the absolute primary frequencies, f 1 and f 2 , rather than simply on their ratio.
The second independent variable modifies the theoretical phase-gradient delays. As before, derivatives are evaluated using the chain rule. The derivative that defines r in Eq. ͑3͒ becomes Ϫ2 r ϵ ‫ץ‬ dp ‫ץ‬ f dp ͯ r ϭ ‫ץ‬r ‫ץ‬ f dp ͯ r ‫ץ‬ dp ‫ץ‬r ϩ ‫ץ‬s ‫ץ‬ f dp ͯ r ‫ץ‬ dp ‫ץ‬s . ͑18͒
Analogous relations hold for the derivatives that define 1 and 2 . Again, the first term in Eq. ͑18͒ is zero ͑since r is constant͒. Evaluating the derivative ‫ץ/‪s‬ץ‬ f dp ͉ r in the second term yields 13 2 f 2 r ϭϪ s ͑ nϩ1 ͒/rϪn ‫ץ‬ dp ‫ץ‬s . ͑19͒
Thus the fixed-ratio phase-gradient delay, r , is no longer necessarily zero, in contrast to the results of our earlier analysis, in which dp was assumed to depend only on r. In a similar manner one obtains expressions for 1 and 2 :
2 f 2 1 ϭ 1 n ͩ r ‫ץ‬ dp ‫ץ‬r ϩs ‫ץ‬ dp ‫ץ‬s ͪ ,
͑20͒
and 2 f 2 2 ϭ r 2 nϩ1 ‫ץ‬ dp ‫ץ‬r . ͑21͒
Equations ͑19͒-͑21͒ can be combined to yield an expression relating the three phase-gradient delays,
͑22͒
where n is defined by Eq. ͑12͒. Equation ͑22͒ implies that not all vectors ͕x,y,z͖ represent realizable triplets ͕ 1 , 2 , r ͖:
Legitimate phase-gradient delay triplets are constrained to a two-dimensional surface-i.e., the plane defined by Eq. ͑22͒-in the full three-dimensional space of possibilities.
Equation ͑22͒ is a consequence of Eq. ͑17͒ and the mathematical relationships among the three sweep paradigms, as defined by the derivatives in Eqs. ͑1͒-͑3͒ and Eq. ͑5͒ for f dp . Equation ͑22͒ therefore constitutes a general relation that holds for any model. As such, the relation has no additional physical content. Nevertheless, by providing an exact relation among measurable quantities, Eq. ͑22͒ proves useful for organizing and understanding the structure in phase-gradient-delay data. Note, for example, that the direct proportionality between 1 and 2 predicted by models in the class defined by Eq. ͑6͒ is recovered in the limit r →0. The predictions r ϭ0 and 1 ϭ n 2 are therefore not independent: Any model that predicts one also predicts the other. Thus the general relation effectively reduces the problem of understanding the relative values of 1 and 2 to the problem of understanding r ; this latter problem is simplified by the existence of a ready conceptual framework involving local scaling symmetry and its breaking.
For the interested reader, we derive Eq. ͑22͒ as a special case of an even more general relation in the Appendix. In the following sections, we demonstrate that our measurements satisfy Eq. ͑22͒ and then apply it to understand deviations from the simple model.
B. Comparison with experiment
Equation ͑22͒ provides at least a qualitative account of the trends apparent in Fig. 4 : Specialized to the case nϭ1, Eq. ͑22͒ predicts that when ( 1 Ϫ1)Ͼ0, the delay 1 will appear corresponding greater than ͑less than͒ 1 2 according to whether r is less than ͑greater than͒ zero. We perform a more quantitative evaluation by rearranging the terms in Eq. ͑22͒ to obtain a relation convenient for plotting in the manner of Fig. 3 , FIG. 4 . Additional structure in the 1 and 2 data. The figure shows a scatterplot of 1 ͑᭺͒ and 1 2 ͑͒ vs r constructed using the data from Fig.  2 . The 2 data have been rescaled by the factor 1 ͓cf. Eq. ͑11͔͒ in order to make two data sets more comparable. The figure suggests that the relationship between 1 and 2 varies systematically with r : At any given value of r Ͻ0, the delay 1 is usually greater than 1 2 ͑circles above squares͒; for r Ͼ0, however, 1 2 is usually greater than 1 ͑squares above circles͒.
͑23͒
This equation predicts a proportionality, with slope 1 ϭ2/͗r͘Ϸ1.653, between the quantity yϵ 1 ϩ( 1 Ϫ1) r appearing on the left-hand side and the phase-gradient delay xϵ 2 on the right. Figure 5͑a͒ shows that our data satisfy this relation. Indeed, fitting a straight line to the data-again accounting for errors in both coordinates-yields empirical values for the slope and intercept that agree, within estimated uncertainties, with theoretical predictions. Specifically, the best-fit slope and intercept have values of 1.66Ϯ0.04 and Ϫ0.014Ϯ0.024, respectively. 14 Furthermore, the residualdependence plots ͓Figs. 5͑b͒, ͑c͔͒ indicate little systematic variation in the residuals. In addition to illustrating the power of our phenomenological analysis, the strong quantitative agreement we find constitutes an important check on the internal consistency of our data.
Eliminating spurious measurements
Consistency with general relation ͑22͒ provides an objective criterion for identifying spurious measurements. To avoid apparent circularity in the argument, however, we have not as yet applied this criterion to our data. With Eq. ͑22͒ now established, we proceed to eliminate erroneous phasegradient-delay triplets from further analysis. 15 For each delay triplet ͑including those previously eliminated based on their trend residual͒, we computed the quantity ⌬ϵ 1 Ϫ 1 2 ϩ( 1 Ϫ1) r . In the absence of measurement noise or other experimental error, internal consistency of the data requires ⌬ϭ0. We therefore discarded those delay triplets with values ͉⌬͉ larger than 95% of their companions ͑a criterion based on examination of the distribution of ⌬ values͒. Only 20% of the triplets eliminated in this way ͑3 of 14͒ had failed the selection test based on trend residuals. Henceforth, all figures and analysis are based on this revised data set. Figure 5 illustrates the general relation using phasegradient-delay data obtained at one stimulus-level pair ͕L 1 ,L 2 ͖. The general relation, however, holds at all levels and can be applied to help elucidate the intensity-dependence of the phase-gradient delays. Figure 6 shows triplets ͕ 1 , 2 , r ͖ vs L 2 , the level of the higher frequency primary ͑with L 1 ϭL 2 ϩ10 dB SPL͒. Points connected by solid lines constitute a level series made in the same ear and at the same nominal values of ͗ f 2 ͘ and ͗r͘. Note that most series appear roughly linear when plotted versus log intensity. We therefore quantified the overall dependence on intensity by fitting a straight line to each level series and averaging the results to compute the mean slope, d/dL, for each of the three phasegradient delays. ͓Note that because we varied both primary levels together ͑with L 1 ϭL 2 ϩ10dB SPL͒, we write d/dL, rather than d/dL 2 , to indicate an overall change in primary level, rather than a change in L 2 specifically.͔ In agreement with earlier reports ͑e.g., Bowman et al., 1997͒, we find a significant (pϽ0.01) level dependence in both 1 and 2 . The mean slopes have values d 1 /dLϭϪ14.2Ϯ1.6 s/dB and d 2 /dLϭϪ10Ϯ1.5 s/dB, indicating that 1 varies more strongly with level than 2 ͑again in agreement with Bowman et al.͒. The uncertainties here represent standard errors of the mean and statistical significance was assessed by testing the null hypothesis ͑level-independence͒ using permutation tests ͑e.g., Efron and Tibshirani, 1993; Sprent, 1998͒ . The mean slope for the r level series ͑namely, d r /dLϭϪ3.8Ϯ2.4 s/dB͒, although significantly different from zero (pϽ0.05), is considerably shallower than the slopes for 1 and 2 .
C. Intensity-dependence of the phase-gradient delays
In Fig. 6͑d͒ ͑right-most panel͒ we demonstrate that the ͕ 1 , 2 , r ͖ level series are described by the general relation ͑22͒. The data points represent values of 1 predicted by Eq. ͑22͒ using corresponding values of 2 and r taken from panels ͑b͒ and ͑c͒. As expected, overall agreement is excellent; the measured and predicted 1 level series are statistically indistinguishable. Note, in addition, that the mean slopes obtained above can be related by differentiating Eq. ͑22͒ with respect to L. For nϭ1,
Substituting the value 1 ϭ2/͗r͘ and using our mean-slope estimates for d 2 /dL and d r /dL yields the value d 1 /dL FIG. 5 . Relationship among the phase-gradient delays. The figure ͑panel a, top͒ shows a scatterplot of yϵ͓ 1 ϩ( 1 Ϫ1) r ͔ vs xϵ 2 constructed using the data from Fig. 2 . The theoretical line of slope 1 predicted by Eq. ͑23͒ is shown for comparison. As in Fig. 3 , the bottom panels illustrate the residual dependence by plotting the deviations from the predicted line in two different ways: vs 2 ͑panel b, center͒ and vs ͗ f 2 ͘ ͑panel c, bottom͒. All the points with large residuals have unusually large estimated uncertainties. The excellent agreement provides a strong check on the internal consistency of our data.
ϷϪ14Ϯ3 s/dB, in close agreement with the empirical value reported above (d 1 /dLϭϪ14.2Ϯ1.6 s/dB). Note that since the d r /dL term in Eq. ͑24͒ is relatively small, most of the difference in level dependence between 1 and 2 can be understood as a trivial consequence of the proportionality factor 1 Ͼ1. ͓Indeed, simply neglecting the d r /dL term in Eq. ͑24͒ yields the estimate d 1 /dL ϷϪ16.5Ϯ2.5 s/dB.͔
D. Deviations from the simple model
The simple approximate analysis presented and interpreted in Sec. III predicts that the phase-gradient-delay ratio 1 / 2 has the value n ͓Eq. ͑11͔͒. More generally, Eq. ͑22͒ implies that the delay ratio has the form 1 / 2 ϭ n ͑ 1Ϫ sd ͒, ͑25͒
where sd ϵ͑1Ϫ1/ n ͒ r 2 . ͑26͒
Our sign convention guarantees that sd and r usually have the same sign ͑since, typically, 2 Ͼ0 and n Ͼ1͒. Equation ͑25͒ thus modifies the simple-model prediction for the ratio 1 / 2 with a ''correction term'' proportional to r / 2 . The quantity sd provides a dimensionless measure of the effect of deviations from scaling on DPOAE phase-gradient delays ͑the subscript stands for ''scaling deviations''͒. 16 Equation ͑25͒ indicates that the approximate proportionality between 1 and 2 holds whenever ͉ sd ͉Ӷ1; that is, whenever deviations from scaling are small. In the ''scaling limit'' ( sd →0), the phase-gradient delays 1 and 2 become exactly proportional. Figure 7 illustrates 1 and their uncertainties as predicted from Eq. ͑22͒ using corresponding values of 2 and r from panels ͑b͒ and ͑c͒. Although all measurements were made at L 2 levels corresponding to integer multiples of 10 dB SPL, the L 2 values on the graph were dithered randomly ͑but identically in all four panels͒ to make individual data points somewhat easier to distinguish.
FIG. 7.
Phase-gradient-delay ratio 1 / 2 and its dependence on sd . The figure shows 1 / 2 vs sd ϵ(1 Ϫ1/ 1 ) r / 2 . Since the predicted relation between these quantities applies independent of stimulus level, data at L 2 ϭ50 dB SPL ͑as in Fig. 2͒ have been pooled with measurements made at L 2 ϭ͕30,40,60͖ dB SPL with L 1 ϭL 2 ϩ10 dB ͑for a total of nϭ259 triplets in 5 ears͒. The scales have been warped to accommodate the wide range of positive and negative values in the data ͑see Note 17͒. Both the ordinate and the abscissa are linear over intervals centered on the dashed lines: The ordinate is linear for 0Ͻ 1 / 2 Ͻ2 1 ; the abscissa for ͉ sd ͉Ͻ1. Both scales are logarithmic outside their linear range. The solid line shows the theoretical prediction obtained in Eq. ͑25͒, namely a line of slope Ϫ 1 intersecting the line sd ϭ0 at the value 1 ϭ2/͗r͘Ϸ1.653. In the scaling limit ( sd →0), the phase-gradient delays 1 and 2 become exactly proportional.
represented in the figure. 17 Our data verify that departures from the strict proportionality 1 / 2 ϭ 1 predicted by the simple model are linearly related to deviations from scaling quantified by sd .
In addition to an estimate of the magnitude of scaling deviations, our data provide information about their variation with location in the cochlea. As demonstrated in Fig. 8 , which shows sd as a function of ͗ f 2 ͘, the data indicate that scaling deviations are generally small ͑typically, ͉ sd ͉Շ0.2͒ and, on average, slightly positive ( sd Ͼ0). Larger deviations from scaling, often corresponding to values of sd Ͻ0, typically occur at values of ͗ f 2 ͘ associated with prominent notches in DPOAE amplitude. Amplitude notches-or, indeed, any variation in emission amplitude with frequency measured using the fixed-ratio paradigm-also constitute deviations from scaling. Since DPOAE amplitude and phase appear strongly correlated, the association noted here is not surprising. The generally small size of the scaling deviations evident in Figs. 7 and 8 explains the considerable success of the simple model ͓Eq. ͑6͔͒ in capturing the major trends in the data. With regard to variations in sd along the length of the cochlea, obvious systematic variations with ͗ f 2 ͘ are not apparent.
Sources of the deviations from scaling
As suggested above, values r 0 correspond to deviations from scaling symmetry.
18 Such deviations can occur on a variety of frequency scales. For example, although fixedratio DPOAE phase is nearly constant at high frequencies ͓for f 2 / f 1 Ϸ( f 2 / f 1 ) optimal ͔, a secular variation in human DPOAE phase ͑corresponding to r Ͼ0͒ occurs at frequencies less than approximately 3 kHz ͑Shera and Guinan, 1999͒. This slow phase variation reflects a gradual breaking of scaling symmetry in the apical turns of the cochlea, perhaps corresponding to deviations from scaling at similar frequencies apparent in the shapes of cat auditory-nerve tuning curves ͑e.g., Kiang and Moxon, 1974; Liberman, 1978͒. Measurements of stimulus-frequency-emission phase provide further evidence for gradual deviations from scaling in the mammalian cochlea ͑Shera and Guinan, 2000a, 2000b͒. These deviations-apparent in cats, guinea pigs, and humans-are in qualitative agreement with trends expected from the gradual sharpening of neural and mechanical tuning at high characteristic frequencies. Deviations from scaling are also apparent over smaller intervals. Although DPOAE phase appears to vary smoothly when considered over intervals of an octave or more, on smaller scales the phase manifests reproducible ''irregularities'' or fine structure ͑e.g., O'Mahoney and Kemp, 1995; Moulin and Kemp, 1996a; Talmadge et al., 1999 , and references therein͒. This phase fine structure, often highly correlated with fine structure in DPOAE amplitude, is magnified by the computation of phase derivatives and can yield both positive and negative values of r .
Thus nonzero values of r due to phase microstructure and other more clearly location-dependent variations indicate deviations from perfect scale invariance. Possible sources for nonzero values of r include ͑1͒ the frequency dependence of middle-ear transfer functions; ͑2͒ end effects due to the finite length of the cochlea ͑presumably most important at the highest and lowest frequencies͒; ͑3͒ variations in the shapes of mechanical transfer functions across characteristic frequency; and ͑4͒ wave-reflection and interference effects in the cochlea due to the distributed nature of nonlinear distortion, mixing from multiple emission sources, interactions with spontaneous emissions, and multiple internal reflection.
Since all of these sources may contribute to some extent-with magnitudes and signs that presumably vary from species to species, between subjects, and with characteristic frequency within a given subject-the phase-gradient delay r may depend on cochlear mechanics and physiology in a complicated way. Extracting useful information from r by teasing apart the relative contributions thus becomes a difficult problem. Some insight, however, can be obtained by examining the dependence of r on a primary level. Of the possible sources enumerated above, items ͑1͒ and ͑2͒ would FIG. 8 . Deviations from scaling quantified by sd . Both panels show the parameter sd ϵ(1Ϫ1/ 1 ) r / 2 ͑᭝ and ᭞͒ and its estimated uncertainty vs ͗ f 2 ͘. The downwards-and upwards-pointing triangles distinguish data from different animals ͓CAS-51 (nϭ68) and CAS-52 (nϭ75), respectively͔. The bottom panel ͑b͒ shows the same data as the top ͑a͒ on an expanded vertical scale ͑axis on the left͒. For comparison, the bottom panel also shows corresponding DPOAE levels, L dp , measured at primary stimulus levels of ͕L 1 ,L 2 ͖ ϭ͕60,50͖ dB SPL and f 2 / f 1 ϭ1.21 ͑᭡ and ᭢ connected by solid lines; axis on the right͒. As quantified by sd , deviations from scaling are usually small (͉ sd ͉Շ0.2) and slightly positive. Larger deviations, typically negative ͑cf. Fig. 7͒ , often occur at ͗ f 2 ͘ values associated with prominent notches in DPOAE amplitude.
be expected to yield values of r that are nearly independent of stimulus intensity. Sources ͑3͒ and, especially, ͑4͒, however, could generate significant variation across level since their effects presumably depend on the relative amplitudes and phases of interfering waves, both of which can change substantially with level.
Support for this reasoning comes from cochlear-model simulations of the effect of DPOAE fine structure on r . As illustrated in Fig. 9 , we simulated human DPOAEs using two variants of the model of Talmadge et al. ͑1998͒. 19 The two models, denoted ''smooth'' and ''irregular,'' are identical in every way but one: In the smooth cochlea, the mechanical parameters characterizing the organ of Corti vary smoothly with position; in the irregular cochlea, random micromechanical impedance perturbations are densely arrayed along its length. The traveling wave scatters off these perturbations as it propagates, generating reflection-source emissions through the mechanism of coherent reflection filtering ͑Shera, 1992; Shera and Zweig, 1993b; Zweig and Shera, 1995͒ . As illustrated in Fig. 9͑a͒ , DPOAE fine structure then results from the mixing of reflection-and distortion-source emissions in the model ear canal. In the smooth cochlea, reflection-source emissions and DPOAE fine structure are entirely absent.
The considerable effect of wave-interference phenomena-in this case, the mixing of reflection-and distortion-source emissions-is evident in the very different values of r obtained in the two models ͓see Fig. 9͑b͔͒ . In the absence of DPOAE fine structure ͑smooth cochlea͒, r is small and essentially independent of both frequency and level. The small negative value of r ͑positive phase slope͒ apparent in the figure results from mechanism ͑2͒ discussed above, namely weak deviations from scaling caused by the finite length of the cochlea ͑Tubis et al., 2000b; see also Zweig and Shera, 1995, footnote 19͒ . The presence of DPOAE fine structure ͑irregular cochlea͒ changes this picture dramatically: predicted values of r , now much larger and of either sign, can vary considerably with both frequency and level. Ultimately, these deviations from scaling due to wave interference effects arise from a more fundamental breaking of scaling symmetry caused by the existence of small, place-fixed perturbations in the mechanics that partially reflect the traveling wave ͑Shera and Zweig, 1993b; Zweig and Shera, 1995͒. In Fig. 10 we look for similar effects in our data. The two panels in the figure show values of r and their estimated uncertainties measured as a function of L 2 ͑with L 1 ϭL 2 ϩ10 dB SPL͒. As in Fig. 6 , points connected by solid lines constitute a level series made in the same ear and at the same nominal values of ͗ f 2 ͘ and ͗r͘. If r were always independent of level, each level series would appear approximately horizontal on the graph, with the only variation due to uncertainty in the measurement. Many level series are indeed roughly horizontal ͑top panel͒; a sizable fraction ͑roughly half͒, however, vary considerably more than can be accounted for by measurement uncertainty alone ͑bottom panel͒. These results suggest that nonlinear mechanisms, such as the wave-reflection and interference effects simulated in Fig. 9 , constitute a significant source of scaleinvariance deviations.
V. DISCUSSION
Experimental and theoretical investigations are often considerably simplified by exploiting symmetries and constraints, exact or approximate, arising both from universal physical principles ͑e.g., causality, covariance, dimensional homogeneity͒ and from the particular dynamics of the system ͑e.g., linearity, reciprocity, analyticity properties such as minimum-phase behavior, scaling͒. Applying this general lesson, we have used simple phenomenological arguments, which make no detailed assumptions concerning the underlying cochlear mechanics, to establish relationships among the fixed-f 1 , fixed-f 2 , and fixed-ratio DPOAE phasegradient delays ( 1 , 2 , and r ͒ that find good agreement with experimental data. Indeed, the dominant trends in the FIG. 9 . Simulated DPOAE fine structure and its effects on r . The figure shows fixed-ratio DPOAE phase ͑panel a, top͒ and values of r ͑panel b, bottom͒, computed for the human ear using two variants of the model of Talmadge et al. ͑1998͒ . The only difference between the two models is the presence ͑solid symbols͒ or absence ͑᭺͒ of random micromechanical impedance perturbations ͑and, thus, the presence or absence of reflectionsource emissions and DPOAE fine structure͒. The top panel shows DPOAE phase vs frequency computed at 25-Hz intervals with L 1 ϭL 2 ϭ30 dB SPL and f 2 / f 1 ϭ1.225; the smooth interpolant was obtained using cubic spline interpolation. The five solid symbols ͑᭹, , ᭡, ᭢, ࡗ͒ are used in rotation and appear again in the bottom panel to help distinguish series at different frequencies. The bottom panel shows corresponding values of r together with values calculated at higher primary levels ͑connected in level series by solid lines͒. The numerals 1-7 identify series computed at frequencies spanning one full cycle of DPOAE fine structure ͑see top panel͒. In the smooth cochlea, the level series obtained at different frequencies are indistinguishable on the scale of the graph.
phase-gradient-delay data are shown to be well captured by the simplest class of models consistent with dimensional constraints.
To understand deviations between the simple model and experiment, we derived a general equation relating the three phase-gradient delays. Since the general relation is modelindependent and exact, it provides a powerful consistency check on DPOAE phase-gradient-delay measurements and a tool for organizing and understanding the structure in DPOAE phase data. For example, the general relation reduces the much-debated problem of understanding the relative values of 1 and 2 , and their dependence on cochlear physiology, to that of understanding r -a more theoretically tractable case because of its relation to local scaling symmetry.
In the limit of perfect scaling ( r →0), the general relation reproduces the predictions of the simple model, namely an exact proportionality between 1 and 2 characterized by a proportionality constant, n , dependent on the index, n, of the distortion product and the f 2 / f 1 ratio. An approximate proportionality holds whenever deviations from scaling are small. We quantified the magnitude of deviations from scaling in DPOAE phase-gradient delays by introducing the dimensionless parameter sd , defined by Eq. ͑26͒. As measured by sd , deviations from scaling manifest in our data are typically small (͉ sd ͉Շ0.2), except in frequency regions associated with prominent notches in DPOAE amplitude. Since the corresponding DPOAE phase is nearly independent of frequency ͑Shera and Guinan, 1999͒, we expect ͉ sd ͉Ӷ1 whenever fixed-ratio DPOAEs are dominated by backwardtraveling waves created by nonlinear distortion ͓e.g., for n Ͼ0, L 1 уL 2 , and f 2 / f 1 Ϸ( f 2 / f 1 ) optimal ͔. Exploration of the intensity dependence of r suggests that both linear and nonlinear mechanisms contribute significantly to deviations from scaling. Intensity-dependent mechanisms contributing to such deviations include cochlear-reflection and waveinterference effects, such as those associated with the mixing of distortion-and reflection-source emissions ͑as in DPOAE fine structure͒.
Thus by exposing directly much of the underlying structure in DPOAE phase-gradient delays, and by doing so in a manner unobscured by extraneous theoretical assumptions, our simple phenomenological approach highlights the origin of that structure in fundamental properties of cochlear mechanics ͑e.g., in scaling symmetry and its deviations͒.
A. Implications for noninvasive estimates of cochlear tuning
On the basis of intuitive conceptual arguments about wave propagation in the cochlea, several recent studies have suggested that relative DPOAE phase-gradient delays can be used to provide a noninvasive measure of cochlear tuning. Moulin and Kemp ͑1996b͒, for example, argue that the latency ratio 1 / 2 reflects the ''sharpness'' of the spatial pattern of the traveling wave within the cochlea, supporting their arguments with a comparison between the frequency dependence of 1 / 2 and psychophysical estimates of the relative bandwidths of tuning. Bowman et al. ͑1998͒ go further by attempting to determine the parameters of gammatone models of human auditory filters from DPOAE measurements. They begin by supposing the total cochlear delay partitioned into components corresponding to ''wave-travel time'' and ''filter-build-up time. '' 20 They then argue that these two delay components can be extracted from DPOAE phase gradients. Their formulation implies, for example, that the relative delay attributable to ''filter-build-up time'' versus ''wave-travel time'' can be estimated, for the f 2 traveling wave, from the relation filter-build-up time wave-travel time
Auditory filter shapes are then approximated by requiring that gammatone-filter group delays match the estimated ''filter-build-up times'' for various values of f 2 . Our results, however, demonstrate that neither of these proposals has any compelling theoretical basis, even in the idealized cases their proponents analyze ͑e.g., when wavereflection and interference phenomena due to multiple DPOAE sources can be neglected͒. Consider, for example, the Bowman et al. ͑1997͒ argument sketched above. Although ''wave-travel'' and ''filter-build-up'' times are never precisely defined, Bowman et al. certainly intend them to FIG. 10 . Intensity dependence of r . Empirical values of r and their estimated uncertainties are plotted vs L 2 , the level of the higher-frequency primary ͑with L 1 ϭL 2 ϩ10 dB SPL and ͗r͘ϭ1.21͒. Solid lines connect measurements in a level series made in the same ear at the same values of ͗ f 2 ͘ and ͗r͘. The level series are separated into two groups ͑which happen to be of roughly equal size͒ based on their variation with level. The bottom panel ͑b͒ shows those series (nϭ36) whose mean variance is significantly greater than that expected by chance (pр0.05, as determined by Monte Carlo simulation͒, given the estimated measurement uncertainties. The top panel ͑a͒ shows the remaining series (nϭ38), whose variation with level falls within the range expected by chance alone. As in Fig. 6 , the L 2 values on the graph were dithered randomly to make individual data points somewhat easier to distinguish.
depend on parameters of cochlear mechanics ͑e.g., on the stiffness of the cochlear partition or on characteristics of the filters whose responses are building up͒. But in the idealized case they consider-for which local scaling applies-our analysis demonstrates that the phase-gradient-delay ratio appearing in Eq. ͑27͒ has the value 1 / 2 Ϸ2/rϭ2 f 1 / f 2 . In other words, the empirical, emission-based estimates of relative ''wave-travel'' and ''filter-build-up'' times that undergird the proposed procedure depend only on the particular stimulus configuration employed during the DPOAE measurement ͑i.e., the primary frequency ratio͒ and do not depend on any aspect of cochlear mechanics other than local scaling symmetry ͑e.g., the sharpness of the cochlear filters͒.
21 Similar remarks apply to the latency ratio discussed by Moulin and Kemp ͑1996b͒. In short, our simple phenomenological analysis undercuts these proposals by providing a quantitative account of the relevant data-namely, the longer delays ͑i.e., 1 Ͼ 2 ͒ and greater intensity dependence ͑i.e., ͉d 1 /dL͉Ͼ͉d 2 /dL͉͒ observed using the fixed-f 1 sweep paradigm-without reference to ''filter-build-up times'' or other elusive concepts.
In the real world, if not always in the idealized models amenable to intuitive argument, the DPOAE phase-gradientdelay ratio 1 / 2 does, of course, contain information about cochlear mechanics ͓i.e., through its dependence on sd as indicated in Eq. ͑25͔͒. This information, however, is present in a form not readily recovered by hand-waving conceptual analyses. Our general relation, coupled with the obvious complexity of the data ͑e.g., Fig. 10͒ , indicates that extracting valid and reliable information about cochlear physiology from DPOAE phase-gradient delays requires coming to grips with a jumble of nonlinear wave-interference effects and other deviations from scaling.
As illustrated here, much of the difficulty in interpreting evoked otoacoustic emissions arises because of interference effects due to the mixing of emissions originating both from different spatial locations ͑e.g., Kim, 1980; Gaskill and Brown, 1990; Brown et al., 1996; Engdahl and Kemp, 1996; Brown and Beveridge, 1997; Heitmann et al., 1998; Fahey and Allen, 1997; Siegel et al., 1998͒ and, more fundamentally, by different physical mechanisms within the cochlea ͑Shera and Guinan, 1999; Talmadge et al., 1999; Mauermann et al., 1999a Mauermann et al., , 1999b Kalluri and Shera, 2000; Knight and Kemp, 2000b͒ . Mitigating these interpretive difficulties as much as possible by focusing first on the simplest casesnamely, the different emission types measured separately rather than in confounding combination-thus represents an attractive strategy for understanding DPOAEs.
Fortunately, several promising methods now exist for unmixing emissions. For example, the reflection-and distortion-source components of DPOAEs can often be effectively dissected from the total emission using techniques based on selective suppression ͑Kemp and Brown, 1983; Heitmann et al., 1998; Siegel et al., 1998; Kalluri and Shera, 2000͒ and/or on emission latency, such as phase-rotation averaging ͑Whitehead et Talmadge et al., 1999͒ or time windowing ͑Kalluri and Shera, 2000; Knight and Kemp, 2000a͒ . Perhaps simplest of all, reflection-source emissions can be studied directly using stimulus-frequency or transient emissions evoked by sufficiently low-level stimuli.
When pursued within an appropriate interpretive framework, simplification through unmixing or other means shows considerable potential as a strategy for understanding OAEs and the information they carry back to the ear canal about cochlear function. Consider two examples that focus on OAE phase. For distortion-source emissions detailed models of their phase-gradient delays are now appearing ͑e.g., Schneider et al., 2000; Tubis et al., 2000b͒;  careful comparisons between such models and experiment will establish how these delays depend on parameters of cochlear mechanics. And for reflection-source emissions, the model of coherent reflection filtering ͑Shera and Zweig, 1993b; Zweig and Shera, 1995; Talmadge et al., 1998͒ provides a quantitative theoretical foundation for using these emissions to probe cochlear function. Preliminary applications of the theory to stimulus-frequency-emission phase-gradient delays ͑Shera and Guinan, 2000a, 2000b͒ confirm the rich potential inherent in OAE phase measurements for obtaining valuable new information about cochlear tuning.
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APPENDIX: THE GENERAL RELATION REVISITED
In this Appendix we obtain our general relation ͑22͒ as a special case of an even more general equation. Consider two arbitrary functions, p(x,y) and q (x,y) , that depend continuously on two variables, x and y. ͓In the specific case of interest, revisited at the end, these two functions correspond to Ϫ dp ( f 1 , f 2 )/2 and f dp ( f 1 , f 2 ), respectively.͔ We wish to compute derivatives ϵdp/dq under certain special conditions ͑i.e., fixed-x, fixed-y, and fixed-r, where rϵy/x͒. Toward this end, we compute the differentials dp and dq: dpϭ p x ‫ץ‬xϩp y ‫ץ‬y, ͑A1͒ dqϭq x ‫ץ‬xϩq y ‫ץ‬y, ͑A2͒
where we adopt the notational shorthand p x ϵ‫ץ‬p/‫ץ‬x, and similarly for the other partial derivatives. When dq is nonzero, the desired derivative, dp/dq, becomes ϵ dp dq ϭ p x ‫ץ‬xϩp y ‫ץ‬y q x ‫ץ‬xϩq y ‫ץ‬ y . ͑A3͒
Consider now our three special cases: Fixed-x: In this case, ‫ץ‬xϭ0; consequently, x ϵ dp dq Note that we can use Eq. ͑A6͒ to obtain a relation among the three derivatives x , y , and r by using definition ͑A4͒ to replace p y by the product q y x ͑and p x by q x y ͒. By doing so we obtain the general equation
͑A7͒
We could, of course, have chosen to replace q y by p y / x and so on; Eq. ͑A7͒ would then have involved partial derivatives of p(x,y) rather than of q(x,y). The choice is a matter of convenience; in our application, we know the functional form of q but not of p. We now apply this general relation to DPOAE phasegradient delays. We wish to obtain the fixed-f 1 , fixed-f 2 , and fixed-r derivatives of DPOAE phase as defined by Eqs. ͑1͒-͑3͒. The functions p(x,y) and q(x,y) therefore correspond to the functions p(x,y)‫ۋ‬Ϫ dp ( f 1 , f 2 )/2 and q(x,y)‫ۋ‬ f dp ( f 1 , f 2 ), where, for odd-order distortion products, f dp ͑ f 1 , f 2 ͒ϭ͑ nϩ1 ͒ f 1 Ϫn f 2 ͑ nϭ...,Ϫ3,Ϫ2,1,2...͒. ͑A8͒
The required derivatives follow immediately:
͕q x ,q y ‫ۋ͖‬ ͭ ‫ץ‬ f dp ‫ץ‬ f 1 , ‫ץ‬ f dp ‫ץ‬ f 2 ͮ ϭ͕nϩ1,Ϫn͖.
͑A9͒
Substituting these values into Eq. ͑A7͒ yields the general relation ͑22͒ obtained in the text. As another application, we derive a corresponding relation valid for even-order distortion products, for which f dp ͑ f 1 , f 2 ͒ϭm͑ f 2 Ϫ f 1 ͒ ͑ mϭ1,2,...͒. ͑A10͒
The derivatives are simply ͕q x ,q y ͖‫͕ۋ‬Ϫm,m͖. Therefore, 1 ϭ 2 /rϩ͑1Ϫ1/r ͒ r ͑ even order͒, ͑A11͒ independent of m.
1
Distortion products with indices nу1, for which f dp is less than the primary frequencies, are known as lower-side-band DPOAEs ͑or apical DPOAEs because their characteristic places are closer to the cochlear apex than those of the primaries͒. Distortion products with nрϪ2, for which f dp is greater than the primary frequencies, are known as upper-side-band ͑or basal͒ DPOAEs. Indices nϭ0 and nϭϪ1 correspond to the primary frequencies themselves.
2
In the literature, the fixed-f 2 paradigm is usually described as ''swept-f 1 .'' For clarity, and consistency with the fixed-ratio paradigm, our nomenclature emphasizes the frequency ͑or parameter͒ held fixed during the measurement rather than one of the several ͑e.g., f 1 , f 2 , and f dp ͒ that may be varied.
