For a given nonzero bounded linear operator A on a Banach space X, we show that if A or A * has an eigenvalue then, except when the dimension of X is equal to two and the trace of A is zero, there exists a bounded linear operator B on X such that (i) AB + BA is of rank one, and (ii) I + f (A)B is invertible for every function f analytic in a neighborhood of the spectrum of A. 
Introduction
In [1] , Aden and Carl used a method known as operator method to find solutions to the scalar KdV equation v t = v xxx + 3v 2 x . A similar method was also used by Blohm in [2] , Carl and Schiebold in [3] , Carl and Huang in [4] , and Huang in [5] to solve some other PDEs such as the modified KdV equation, Kadomtsev-Petviashvili equation, and the sine-Gordon equation. The main idea behind the operator method can be described as follows. Given a nonlinear PDE and a specific scalar solution to the equation, the first step in finding other solutions is to translate the given nonlinear equation to an operator equation. Using the specific scalar solution as an aid, one then searches for a family of operator solutions to the operator equation. Having obtained the operator solutions, the second step is to transfer the operatorvalued solutions into scalar solutions by using a suitable scalarization technique. The first step is the most important one in the above operator method. In order to accomplish this step, one often needs to know the following: given an operator A on the complex sequence space 2 consisting of square summable sequences, is it possible to find an operator B on 2 such that 1. AB + BA is of rank one, and 2. the operator I + L is invertible, where L := e p(A) B, for a polynomial p. (The expression of L usually appears in the literature in the form e xP (A)+tQ(A) B for polynomials P and Q and real numbers x and t.)
In this paper, we investigate the above question for a bounded linear operator on a Banach space. As a matter of fact, if a bounded linear operator A on a Banach space X (except when the dimension of X is two and the trace A is zero) has an eigenvalue, then there exists a bounded linear operator B on X such that (i) AB + BA is of rank one, and (ii) I + f (A)B is invertible for every function f analytic in a neighborhood of the spectrum of A.
We now fix some notation and terminology. The linear span of a subset S of a vector space is denotes by span(S). If T is a bounded operator on a Banach space, then T * denotes the adjoint of T . That is, T * is the linear operator defined on the dual space X by (T * φ)(x) = φ(T x) for each x ∈ X and φ ∈ X . A linear operator T : E → F , where E and F are Banach spaces, is said to be of rank one if the dimension of the range of T is one. It is straightforward to verify that a bounded operator T is of rank one if and only if there exists φ ∈ E (dual of E) and y ∈ F such that T = φ ⊗ y, where (φ ⊗ y)x := φ(x)y, for every x ∈ E. It is obvious that the map (φ, x) → φ ⊗ x is a bilinear map. It is also easy to verify that for every x, y ∈ E; φ, ψ ∈ E and a bounded operator T on E, we have 
Main results

Remark 1.
If X is a finite dimensional space then the spectrum of any linear operator on X is precisely the point spectrum and is obviously nonempty.
Remark 2.
The second condition in the above theorem is equivalent to f (A)B being a quasinilpotent operator on X.
Proof. First, assume that the point spectrum of A is nonempty. Let v be an eigenvector of A corresponding to an eigenvalue λ. We divide the proof into two cases. Indeed,
This proves that AB + BA is of rank one. Let f be an analytic function on an open set containing the spectrum of A. It follows that
Since φ(v) = 0, it is obvious that (f (A)B) 2 = 0. Hence I + f (A)B is invertible. This proves the claim. Case II. Range(A + λI ) ⊆ span{v}. We consider two subcases according to whether λ is zero or not.
If λ / = 0, we note that Range(A + λI ) / = {0} since (A + λI )v = 2λv. Therefore Range(A + λI ) = span{v}, i.e., A + λI has rank one, hence Null(A + λI ) is a subspace of codimension 1. This implies that not only is −λ an eigenvalue of A but the corresponding eigenspace has dimension at least two. We choose an eigenvector w corresponding to the eigenvalue −λ. Since Null(A + λI ) ⊆ Range(A − λI ), we have that dim(Range(A − λI )) 2, and so Range(A − λI ) span{w}. The proof now proceeds as in Case I with B = ψ ⊗ w, for a linear functional ψ vanishing on w but not on Range(A − λI ). If λ = 0, then we have Range(A) ⊆ span{v} and since A / = 0, we have Range(A) = span{v}. Thus A = φ ⊗ v for some φ ∈ X . Since Av = 0, we have φ(v) = 0. Since dim X 3, we have that dim(Null(φ)) 2. Let x be a vector in Null(φ) that is linearly independent of v. By the HahnBanach Theorem, there exists a linear functional ψ ∈ X such that ψ(v) = 1 and ψ(x) = 0. We will show that B := ψ ⊗ x satisfies conditions (i) and (ii).
We have AB = 0 since φ(x) = 0 and BA = φ ⊗ x since ψ(v) = 1. Therefore AB + BA = φ ⊗ x, a rank one operator.
Assume that f is analytic in a neighborhood of {0}, the spectrum of A. Since A 2 = 0, we have f (A) = f (0)I + f (0)A and hence f (A)B = f (0)B + f (0)AB = f (0)B which is nilpotent. Thus I + f (A)B is invertible. This ends the proof under the assumption that the point spectrum of A is nonempty. Now assume that the point spectrum of A * is nonempty and take an eigenvector φ ∈ X corresponding to an eigenvalue λ. We shall make use of the weak * topology on X . Recall that this is a locally convex topology and that every weak * -continuous linear functional on X is of the form ψ → ψ(x) for some x ∈ X (see [6, Chapter 4] ). We denote this linear functional on X byx. If we assume, as in case I above, that Range(A * + λI ) span{φ} then we may apply When Range(A * + λI ) ⊆ span{φ}, then as in case (II) above, we may either replace λ by −λ reducing to case (I) again or conclude that A * has rank one. In the latter case, it is well-known, that A itself is of rank one; hence the conclusion follows from the first part of the proof.
Remark 3.
The proof for the case when A is rank one nilpotent may be illustrated by the following matrix construction. Let n 3 and let A be an n × n matrix which is nilpotent of rank one. Without loss of generality, we may assume that A has 1 in the first row and second column and zeros elsewhere. Let B be the n × n matrix which has 1 in the last row and first column and zeros elsewhere. Clearly AB = 0, B 2 = 0, and BA is of rank one. If f is analytic in a neighborhood of zero, then f (
Next we consider the case when X is of dimension 2. We will show that, when the trace of A is nonzero, there exists an operator B satisfying the conclusion of Theorem 2.1. When A has zero trace, we show that no matrix B satisfies conditions (i) and (ii) even if in condition (ii) we consider only the restricted class of analytic functions (exponentials of polynomials) that appear in solutions to the KdV equation, i.e., condition (2) in Section 1. As this class of functions is invariant under multiplications by nonzero complex numbers, we conclude as before that condition (2) is equivalent to the quasi-nilpotentce of e p(A) B. Proof. First assume that trace(A) / = 0. Then A has a nonzero eigenvalue λ. Let v be a corresponding eigenvector. Since the trace of A is not zero, −λ is not an eigenvalue, so A + λI is surjective and so Range(A + λI ) span{v}. The proof now proceeds as the proof of Theorem 2.1 (Case I). 
