M and a be a differential 1-form on M. In this paper we will be concerned with the integral of a along X t . This integral is a stochastic version of the ordinary integral of the form a along a smooth curve on M and is defined by using the symmetric integral. We denote by A(t\a), tl>Q, the integrals of a along X t . The one-parameter family A= {A(t\ a); £^>0} of random variables then defines a continuous additive functional of (X t , 2^, P,) .
(cf. Ikeda-S. Watanabe [7] ). Here ) and e= (e*) . Let jT^ be the coefficients of the Riemannian connection associated to the Riemannian metric g, i.e.,
We always assume that M is connected.
Denote by A 1 (M) , I (M) the set of all C 2 differential 1-forms and C 2 vector fields respectively. Let (fl, 2") be a basic measurable space.
Now consider a Brownian motion (X t , 2" t , P x ) on Af defined on (Q, 2).
Let (r t , £F t ,P r ) be the lifted diffusion on O(M) of (X t , 3 1 , P x ) , i.e., the horizontal Brownian motion on O (M) , (cf . Malliavin [9] ) . Then it holds that for r(t) = [X,, (2.4) <fc,'(0 = -X; r P,«=I where the symbol o denotes the symmetric multiplication in the sense of
Ito [5] .
Let {K n } be an increasing sequence of compact sets with M= U K n n=l and Cn (^) be the first exit time from K n . Throughout this paper, we assume the following: (ii) For any n&N, (2.5) t/ n cV n cy n cW n .
Let {</>"} ne]¥ be a partition of unity subordinate to {U n } . Define the sequences {(T n ,A:} and {r nifc } of stopping times by the following relations:
2) J¥ denotes the set of all positive integers. 8) The infimum of the empty set is understood to be oo. This completes the proof.
The following lemma is an easy consequence of Lemma 3. 1.
Lemma 3» 2, Let a^A 1 (M). Then -we have (i) a, can be zvritten as a differential l-form on O(M) in the folio-wing form:
(ii) Take 
Then, since
by Lemma 3. 1, we obtain the following proposition which was proved by Ito [6] .
TLeaima 3. 3. For every a = J^a t (r) a)
Proof. By Lemma 3. 1 and Lemma 3. 2,
Combining this with (3. 8) and using the chain rule, we can prove (3. 9) .
The following lemma is an immediate consequence of Lemma 3. 3.
where
r (f) = [X t ,e (t) ] , X t = (XI , XI ---, Xf) and e (f) -(e} (t) ) .
We are now in a position to state our main theorem in this section. 
where <2 Z -(.r) , z = l, 2, " Now by using a standard localization argument, it is easy to check that, for any a^.£C, {S(t\ a) , t^>$} is an additive functional of (X t , 2 ty P x ) (cf. [11] ). Combining this fact with (4.10) we have the conclusion of the proposition.
The result we want to show is the following 
Qi(*,y)= r e~"p(t,x,y)dt.
Jo Then (4. 13) follows from (4. 14) .
We want to apply the above lemma to the following situation. For and /Je^T we set A(-;/-/9'(£))=0 on E.
A) (t,x) =E s [A(£)S(t\ff)~\, for (t,x) <E (0, oo) X M, and

± 09, A) (t, x)=E,[ (A (f) + S(t; ft )
Since the identity follows from (4. 18) , (4. 21) implies
(4.22) fjL(-;^(E))=I Ef i(--f).
Combining this with (4. 15) we have 
A(t)=S(t;a).
It is easy to see that (4. 12) follows from (4. 11) . This completes the proof of Theorem 4. 1. § 5. Brownian Motion with Drift
Throughout this section we assume the following:
Then, by using Theorem 3. 1, it is easy to see that for any , 5^] is the minimal geodesic joining X s (^ and X^gj. Consider the curve X m [Q, t] 
