Abstract-In this paper the new method for determining the number of super node in heterogeneous wireless sensor network based on evolutionary algorithms are presented. The network consisting of several resource-rich supernodes, used for data relaying, and a large number of energy-constrained wireless sensor nodes. The main contribution of this paper is to reach an optimum trade off between number of super node and efficiency. Simulation results show that our algorithm can quickly find a good solution.
II. RELATED WORK
The benefits of using heterogeneous WSNs, containing devices with different capabilities, have been presented recently in the literature. In [13] , the authors reported that when the nodes properly deployed, heterogeneity can triple the average delivery rate and provide a five-fold increase in the network lifetime. The work in [14] introduces another type of heterogeneous WSNs called actor networks, consisting of sensor nodes and actor nodes. The role of actor nodes is to collect sensor data and perform appropriate actions. This paper presents an event-based coordination framework using linear programming and a distributed solution with an adaptive mechanism to trade off energy consumption for delay when event data has to be delivered within a specific latency bound.
This work is motivated by Heinzelman et al's paper [15] "Energy-Efficient Communication Protocol for Wireless Micro-sensor Networks" which describes a new protocol called LEACH. They compare the performance of LEACH with direct communication and MTE. They use a pre-determined optimal number of clusters (5% of the total number of nodes) in their simulations. Tillett et al [16] The New Genetic Based Method with Optimum Number of Super Node for Fault Tolerant System in Heterogeneous Wireless Sensor Network
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Nima Jafari Navimipour is with Islamic Azad University, Tabriz Branch, Tabriz, Iran, phone: +989144021694; fax: +984115552322; e-mail: Jafari@iaut.ac.ir and Jafari_n@ymail.com afari Navimipour propose the PSO (Particle Swarm Optimization) approach to divide a sensor node field into groups of equal sized groups of nodes. PSO is an evolutionary programming technique that mimics the interaction of ants or termites to find a good solution. Although partitioning into equal sized clusters balances the energy consumption of cluster heads, this method is not applicable to some networks where nodes are not evenly distributed.
Ostrosky et al [17] address a somewhat different partitioning problem: Given n points in a large data set, partition this data set into k disjoint clusters so as to minimize the total distance between all points and the cluster-heads to which they belong. The authors use a polynomial-time approximation scheme to solve the problem.
In [7] three methods have been introduced for fault tolerant topology in heterogeneous WSNs. The authors explain the network that has several sensor nodes and super nodes. In this paper the number of super node is fixed. We would like to solve this problem where we do not know the number of super node in advance. Our approach uses a GA to determine both the number and location of the super nodes that minimizes the communication distance and total consumption power in a sensor network. The next section briefly presents the genetic algorithm.
III. GENETIC ALGORITHM
GA is an efficient searching tool that was invented by John Holland [18] .The genetic algorithm has great application for optimization of complicated problems particularly in where is not adequate information about search space. Although, considering that, genetic algorithm is not guarantee best possible solution, but normally, would provide optimum or partly optimum solution by suitable approximate at short time. For solving any problem by genetic algorithm, seven components must be defined [19] .
• Representation (definition of individual): represents each chromosome in the real world. A chromosome is a set of parameters which define a proposed solution to the problem that the genetic algorithm is trying to solve.
• Fitness function: These function shows the fitness of each chromosome. It is used to evaluate the chromosome and also controls the genetic operators.
• Population: The role of the population is to hold possible solution.
• Parent selection mechanism: The role of parent selection is to distinguish among individuals based on their quality, in particular, to allow the better individuals to become parents of the next generation.
• Reproduction: The reproduction operator is based on the Darwinian notion of "survival of the fittest". Individuals taking part in successive generations are obtained through a reproduction process or evolution operation. Individual strings are copied into a mating pool according to their respective fitness values. The higher the fitness values of the strings, the higher the probability of contributing one or more offspring in the next generation.
• Crossover operators: Recombination operator selects two or more chromosomes and then produces two new children from them. It aims at mixing up genetic information coming from different chromosomes to make a new individual.
• Mutation operators: Mutation operator selects one chromosome and then produces one new child from it by a slight change over the parent.
• Survivor selection mechanism: The role of survivor selection is to distinguish among individuals based on their quality. This mechanism survives the individual among the passing from one generation to the next generation.
• Termination Condition: The condition to ending the running of genetic algorithm. After defining these components, some probability components must be defined as follow:
• Probability of Mutation (P m ): P m is the probability that one chromosome selected for mutation. This probability acts on chromosomes.
• Probability of Crossover (P c ): P c is the probability that one chromosome selected for crossover. This probability acts on chromosomes.
• Probability of Gene flipping ( P gf ): P gf is the probability that which gene on the selected chromosome (selecting the chromosome with P m ) mutated. This probability acts on genes.
• Population Size: population size is the number of solutions that hold in on generation, this number almost is constant. The next section is about network model of the problem.
IV. NETWORK MODEL
We consider a heterogeneous WSN consisting of M super nodes and N sensor nodes, with M<< N. We are interested in sensor-super node communications only. We represent the network topology with an undirected weighted graph G=(V, E, c) in the 2D plane, where V={n 1 ,n 2 ,…,n N ,n N+1 ,…,n N+M } is the set of nodes, and E is the set of edges. The first N nodes in V are the sensor nodes, and the last M nodes are the super nodes.
We define the set of edges E={(n i ,n j )|dist(n i ,n j )≤R max } where dist() is the distance function.
The cost function c(u,v) represents the power requirement for both nodes u and v to establish a bidirectional communication link between u and v.
We assume that each node has a unique id such as the MAC address and that each node is able to gather its own location information by using one of the localization techniques for wireless networks such as [20] .
The reachable neighborhood is the set of nodes that node n i can reach by using the maximum transmission range R max . Figure 1 is an example of direct transmission where each sensor transmits messages directly to the sink.
101 Figure. 1 An example of direct transmission Direct transmission networks are very simple to design but can be very power-consuming due to the long distances from sensors to the target node. Alternative designs that shorten or minimize the communication distances can extend network lifetimes.
The use of super nodes for transmitting data to a target node leverages the advantages of small transmit distances for most nodes, requiring only a few nodes to transmit far distances to the target node [15] . The super nodes gather the data and send it directly to the target node. This model can greatly reduce communication costs of most nodes because they only need to send data to the nearest Super node, rather than directly to a target node that may be further away.
In this paper, we assume the sensor network is static. Sensors are deployed in a remote inhospitable environment and are far away from the target node which is usually positioned in a safe place. All nodes are assumed to have the capabilities of a super node and the ability to adjust their transmission power based on transmission distance. Each sensor's position can be precisely measured by GPS1 devices.
Minimizing the total distance in the WSN is an NP-hard [21] problem. For a given network topology, it is difficult to find the optimal number of super node and their locations. far too large to be handled by existing computer resources. A genetic algorithm is an efficient search algorithm that mimics the adaptive evolution process of natural systems. It has been successfully applied to many NP-hard problems such as multi-processor task scheduling, optimization, and traveling salesman problems. We propose a GA to the problem of minimizing the total communication distance in a sensor network to efficiently reduce energy consumption and maximize the lifetime of the network. Figure 2 shows an example of network model. 1 Global Position System Figure. 2 an example of data gathering in heterogeneous WSN
V. NEW METHOD
We would like to use a GA to optimize the number of super nodes and sensor connections for an arbitrary network. Once super nodes are selected, each regular node connects to its nearest super nodes. Each node in a network is either super nodes or a sensor node that connected to the nearest super nodes. Each super node collects data from all sensors within its area and each super node directly sends the collected data to the target node. In the next ten subsections the GA are explained for heterogonous WSNs.
A. Representation
In this method the binary representation is used. Each bit corresponds to one sensor node or super node. A "1"means that corresponding sensor is a super node; otherwise, it is a sensor node. In the figure 3 one example of the chromosome illustrated. Nodes S1, S4 and S7 are super nodes and S2, S3, S5, S6 and S8 are sensor nodes.
B. Fitness Function
The total transmission distance is the main factor we need to minimize. In addition, the number of super nodes can factor into the function. Given the same distance, fewer super nodes result in greater energy efficiency as super nodes drain more power than sensor nodes. Thus, each individual is evaluated by the following combined fitness components:
Fitness = (w× (D-I) + (1-w) × (N-S i )) / 100 I = I n + I s
Where D is the total distance of all nodes to the target node; I n is the distances from sensor nodes to super node. I s is the Target Node sum of the distances from all super nodes to the target node; S i is the number of super nodes; N is the total number of nodes; and w is a pre-defined weight. Except for I and Si, all other parameters are fixed values in a given topology. The shorter the distance, or the lower the number of super nodes, the higher the fitness value of an individual is. Our GA tries to maximize the fitness value to find a good solution.
The value of w (0≤w≤1) is application-dependent. It indicates which factor is more important to be considered: distance or the cost incurred by super nodes. At one extreme, if w=1, we optimize the network only based on the communication distance. If w=0, only the number of super nodes is considered.
C. Population
The initial population consists of randomly generated individuals. The population size is varied and determined based on the number of nodes in the network. In this method the population size considered equal to the number of nodes.
D. Parent Selection Mechanism
This method for selecting the parent, evaluated the fitness of each chromosome. Then selects 10 chromosomes randomly, then for mutation operating this method selects the 5 best chromosomes, then selects one chromosome randomly. For crossover operating, this method select one chromosome from 5 best chromosomes randomly and another chromosome selecting from 9 remaining chromosome randomly.
E. Reproduction
There are many ways to implement a satisfactory reproduction operator. One commonly adopted implementation called fitness proportionate selection assumes that each individual has an associated fitness value. The GA generates new populations by reproducing (making three copies of) chromosome under weighted probabilities in proportion to their fitness. Thus, a higher fit chromosome is more likely to survive from generation to generation.
F. Crossover
This method uses the one point crossover for recombination operator.
The crossover operation takes place between two consecutive chromosomes with pc = 75%. These two individuals exchange portions that are separated by the crossover point. For example suppose that two chromosome that specified in figure 4 selected for crossover. The crossover point is after the fourth gene. In this step two chromosomes exchange the genes base on the crossover point and two children produced. Figure 5 illustrates these children. After crossover, if a sensor node becomes a super node; all other sensor nodes should check if they are nearer to this new super node. If so, they switch their membership to this new super node. If a super node becomes a sensor node, all of the nodes that communicate with this super node must find new super node. Every node is either a super node or a sensor node in the network.
G. Mutation
The mutation operator is applied to each bit of a chromosome with pm = 2% and pgf = 1/n where n is the length of chromosome or number of the nodes in the network. The bitwise mutation is used here. The pgf when applied, a bit whose value is 0 is mutated into 1 and vice versa. An example of mutation is in figure 6 . In this figure the chromosome that illustrated in figure 3 mutated. As shown in figure 6 the genes that placed in the 4th and 8th place, flipped.
After mutation, if a sensor node becomes a super node; all other sensor nodes should check if they are nearer to this new super node. If so, they switch their membership to this new super node. If a super node becomes a sensor node, all of the nodes that communicate with this super node must find new super node. Every node is either a super node or a sensor node in the network.
H. Survivor Selection Mechanism
After that the middle population size (mating pool size) is the 75% of the population size, the 25% of the best chromosome of the old population directly copped to the new population. The remaining chromosome, 75% of population size, replaced with the new chromosome from the middle population.
I. Termination Condition
In this method, our algorithm running until no improvement in the fitness of the best member of the population has been observed for 20 generation. 
J. Pseudo Code of Method

K. GA Summary
In the previous subsections, we described the new method's components. Putting this all together, we obtain as GA as summarized in Table 2 . 
VI. RESULT AND SIMULATION
In this section the simulation result for this method presented. MATLAB used for this simulation. The number of sensor is 50. The area that the sensor node deployed is 20×20. Table1 show the simulation result when w = 1 and the target sensor is located at the upper left corner.
In table1 the first column indicates the sensor number, X and Y show the location of sensor in the network, fourth column show the super node number and the last column is type of sensor.
This table show that 6 super nodes needed for 50 nodes in 20 × 20 area. The other nodes by considering the minimum power connected to one of the super nodes. As shown in figure 7 , fitness value increased up to the 80 generation and then almost is constant. Figure 8 illustrates the simulation result for decreasing the total distance during the generation. As shown in this figure, the total distance minimized in first 80 generation.
These results show that our method find the best solution very fast.
VII. CONCLUSION
In this paper the new method for defining the number of super node in heterogeneous wireless sensor network are presented. Genetic algorithm as a member of evolutionary algorithms is used for solving this problem. This algorithm begins by randomly selecting nodes in a network to be super node. This algorithm is able to find an appropriate number of super nodes and their locations. The simulation results show that this method can find the best solution very fast.
