The era of big data is coming, and evidence-based medicine is attracting increasing attention to improve decision making in medical practice via integrating evidence from well designed and conducted clinical research. Meta-analysis is a statistical technique widely used in evidence-based medicine for analytically combining the findings from independent clinical trials to provide an overall estimation of a treatment effectiveness. The sample mean and standard deviation are two commonly used statistics in meta-analysis but some trials use the median, the minimum and maximum values, or sometimes the first and third quartiles to report the results. Thus, to pool results in a consistent format, researchers need to transform those information back to the sample mean and standard deviation. In this article, we investigate the optimal estimation of the sample mean for meta-analysis from both theoretical and empirical perspectives. A major drawback in the literature is that the sample size, needless to say its importance, is either ignored or used in a stepwise but somewhat arbitrary manner, e.g. the famous method proposed by Hozo et al. We solve this issue by incorporating the sample size in a smoothly changing weight in the estimators to reach the optimal estimation. Our proposed estimators not only improve the existing ones significantly but also share the same virtue of the simplicity. The real data application indicates that our proposed estimators are capable to serve as ''rules of thumb'' and will be widely applied in evidence-based medicine.
Introduction
The concept of evidence-based medicine was introduced in 1992 by Guyatt et al., 1 which was intended to improve decision making in medical practice and has risen to be regarded as the gold standard for healthcare and medicine. It integrates findings from several independent studies of the same clinical question and then use statistical techniques to combine the results together so that proper decisions to cure patients could be made eventually. Meta-analysis plays a crucial role in evidence-based medicine to help researchers summarize data comprehensively. 2 To statistically combine data from multiple studies, the first step is to determine a summary measure as well as its corresponding statistics. In most of the studies, the sample mean and standard deviation are two commonly used statistics in the data analysis. However, instead of directly reporting the sample mean and standard deviation, the median, the first and third quartiles, the minimum and maximum values are often recorded in clinical trial studies. As a result, when proceeding meta-analysis, people need to transform these information to the sample mean and standard deviation in order to conduct further analysis.
To transform the data, Hozo et al. 3 used inequalities to establish some estimators for the sample mean and variance. They were the first to suggest methodology for this estimation problem. Their proposed method is simple and has been widely adopted in the scenario where only the sample median, extremum, and sample size are reported. Recently, Wan et al. 4 pointed out that Hozo et al.'s method has some serious drawbacks and, in particular, is less accurate for the estimation of the sample variance. In view of this, they introduced a quartile method to improve the sample standard deviation estimation. They have further extended the new methodology to two other frequently encountered scenarios in reporting clinical trial results. Through simulation studies, they have demonstrated that their newly proposed methods greatly outperform the existing methods including Hozo et al. 3 and Bland. 5 Wan et al. 4 had fully discussed and consummated the approaches in estimating the sample standard deviation under different conditions. For the estimation of the sample mean, they simply followed the estimation methods in Hozo et al. 3 and Bland. 5 These existing methods, however, suffer from some major limitations due to the insufficient use of the information in the sample size. In this article, we propose some new methods by incorporating the sample size in a smoothly changing weight to reach the optimal estimation of the sample mean. The proposed methods not only improve the existing estimators significantly but also share the same virtue of the simplicity. We believe our proposed estimators will serve as ''rules of thumb'' for the sample mean estimation in meta-analysis.
Sample mean estimation
For the sake of consistency, we follow essentially the same notations as those in Hozo et al. 3 and Wan et al. 4 Specifically, we let n be the sample size and denote the five-number summary for the data as a ¼ the minimum value, q 1 ¼ the first quartile, m ¼ the median, q 3 ¼ the third quartile, b ¼ the maximum value:
In clinical trial reports, the five-number summary for the data may not be provided in full. We consider the three scenarios that are most frequently encountered: According to Triola, 6 we refer to ðb À aÞ as the range, ða þ bÞ=2 as the mid-range, ðq 3 À q 1 Þ as the interquartile range, and ðq 1 þ q 3 Þ=2 as the mid-quartile range. As a common practice, the range and the interquartile range are often used to measure the standard deviation, whereas the mid-range and the mid-quartile range are used to measure the center (or mean) of the population.
Existing methods
2.1.1 Hozo et al.'s method for S 1 ¼ fa,m,b; ng Scenario S 1 represents the situation where the median, the minimum, the maximum, and the sample size are given in a study. Hozo et al. 3 were the first to address the sample mean estimation problem. By inequalities, they proposed the following estimator for the sample mean:
Although very easy to implement, we note that the estimator (1) may not be sufficiently accurate as it incorporates the sample size in a stepwise manner. The sample mean estimation has a sudden change from m to ða þ 2m þ bÞ=4 when the sample size reduces to 25. This change might lead to a less precise estimation. For example, when the sample size is changed from 26 to 25, the estimated sample mean might be a lot different than the actual one because of the ''jump'' in the estimator. In contrast, within the respective interval of n > 25 or n 25, the sample mean estimation is independent of the sample size and the information in the sample size is completely ignored. As a consequence, such an estimate may not be reliable for practical use. This motivates us to consider an improved estimation of the sample mean by incorporating the sample size in a smoothly changing manner.
2.1.2 Wan et al.'s method for S 2 ¼ fq 1 ,m,q 3 ; ng Scenario S 2 reports the first and third quartiles instead of the minimum and the maximum, together with the median and the sample size. Other than the sample range, i.e. the difference between the minimum and the maximum, the interquartile range is usually less sensitive to outliers and hence is also popularly reported in clinical trial studies. For scenario S 2 , Wan et al. 4 proposed to estimate the sample mean by
It is evident that the sample size information is not used in their proposed estimation. We also note that an equal weight is assigned to each summary statistic in the estimator (2) . In particular, the weight for the median is 1/3 in scenario S 2 compared with 1/2 in scenario S 1 . Hence, it would also be of interest to investigate if a smoothly changing manner is needed for assigning the appropriate weights to the median and the two quartiles with respect to the sample size.
2.1.3 Bland's method for S 3 ¼ fa,q 1 ,m,q 3 ,b; ng Scenario S 3 is a combination of the scenarios S 1 and S 2 . It assumes that the five-number summary of the data are all given for further analysis. Following the same idea in Hozo et al., 3 Bland 5 proposed the following estimator for the sample mean:
Once again, the sample size information is not used in the estimation of the sample mean. The estimator assigns an equal weight to q 1 , m, and q 3 , respectively, and another equal weight to a and b, respectively. Similar to the other two scenarios, we will investigate if a smoothly changing manner is needed for assigning the appropriate weights to the five-number summary of the data with respect to the sample size.
Improved methods
Let X 1 , X 2 , . . . , X n be a random sample of size n from the normal distribution Nð, 2 Þ, and X ð1Þ X ð2Þ Á Á Á X ðnÞ be the ordered statistics of the sample. For simplicity, we assume that the sample size n ¼ 4Q þ 1 with Q ! 1 being a positive integer. With the above notations, we have a ¼ X ð1Þ , q 1 ¼ X ðQþ1Þ , m ¼ X ð2Qþ1Þ , q 3 ¼ X ð3Qþ1Þ , and b ¼ X ðnÞ ¼ X ð4Qþ1Þ . For convenience, let also X i ¼ þ Z i , or equivalently, X ðiÞ ¼ þ Z ðiÞ for i ¼ 1, . . . , n. Then, Z 1 , Z 2 , . . . , Z n follows the standard normal distribution N(0, 1), and Z ð1Þ Z ð2Þ Á Á Á Z ðnÞ are the ordered statistics of the sample fZ 1 , . . . , Z n g.
2.
2.1 Improved estimation of the sample mean in S 1 ¼ fa,m,b; ng Following the discussion in ''Hozo et al.'s method for S 1 ¼ fa, m, b; ng'' section, we propose to estimate the sample mean by
where w is the weight assigned to the mid-range ða þ bÞ=2, and the remaining weight 1 À w is assigned to the median m. The proposed estimator (4) is a weighted average of the mid-range and the median, where both quantities are the measures of center for the population. In the special case if we take w ¼ 1/2 for n 25 and w ¼ 0 for n > 25, the proposed estimator reduces to the estimator (1) proposed by Hozo et al. 3 Such an allocation of the weight is somewhat arbitrary and can be less reliable.
We consider to solve the issue by incorporating the sample size in a smoothly changing manner. That is, we consider the weight w ¼ wðnÞ as a function of the sample size. Then from the decision-making point of view, we define the optimal weight w opt ¼ w opt ðnÞ to be the weight that minimizes the expected loss function of the estimator. In this article, we consider the squared loss function Lð " XðwÞ, Þ ¼ ð " XðwÞ À Þ 2 , then accordingly, the expected loss function is the commonly used mean squared error (MSE) of the estimator. By Theorem 1 in Appendix 2, the proposed estimator (4) is an unbiased estimator of the true mean . Hence, we have MSEð "
XðwÞÞ ¼ ðw 2 =4ÞVarða þ bÞ þ ð1 À wÞ 2 VarðmÞ þ wð1 À wÞCovða þ b, mÞ. Note that the MSE function is a quadratic function of w and has a unique minimum value on ½0, 1.
To derive the optimal weight, we take the first derivative of MSE with respect to w and set the result equal to zero. It gives the optimal weight as (5) is given in the proof of Theorem 1 in Appendix 2. It is clear that the optimal weight w opt ðnÞ is independent of and 2 and is only a function of n.
To explore the behavior of the optimal weight, we use the statistical software R to numerically compute the values of w opt ðnÞ for n from 5 to 101 and plot them in the top panel of Figure 1 . We observe that w opt ðnÞ decreases as n increases, in particular, the optimal weight reduces to about 0.1 when n ¼ 101. When the sample size is large or very large, the estimator will assign most of the weight to the median as it provides a more robust estimate for the measure of center compared with the mid-range. In fact, as mentioned in Triola, 6 the mid-range is rarely used in practice as, from an asymptotic point of view, it lacks efficiency and robustness as an estimator. When the sample size is small, however, a well-designed combination of the mid-range and the median may provide a better estimation of the sample mean compared with only using the median. In addition, we note that the optimal weight w opt ðnÞ is about 0.25 when n ¼ 25. This explains why in a stepwise manner with w ¼ 0 and w ¼ 0.5 being the only two options, Hozo et al. 3 suggested to take w ¼ 0.5 when n 25 and w ¼ 0 when n > 25. Note that the optimal weight w opt ðnÞ in (5) may not be readily accessible for practitioners as it involves some complicated statistical computation. In what follows, we propose an approximation formula for w opt ðnÞ and then display the final estimator of the sample mean as an ''rule of thumb'' for practical use. To approximate K(n), we consider the simple power function KðnÞ ¼ c 1 n c 2 . Using the observed true weights in the top panel of Figure 1 , we figure out that the best coefficients are about c 1 ¼ 4 and c 2 ¼ À0:75. This leads to the approximated optimal weight asw opt ðnÞ % 4 4 þ n 0:75 ð6Þ
For comparison, we also display the approximated optimal weights (6) and the weights proposed by Hozo et al. in Figure 1 . It is evident that the approximated optimal weights provide a nearly perfect match to the true optimal weights, in particular for the sample size ranging from 5 to 101.
Finally, by plugging the approximation formula (6) into the estimator (4), we propose the estimator for Scenario S 1 as
The performance of (7) is evaluated in Section 3, together with its numerical comparison with the estimation method in Hozo et al. 3 2.2.2 Improved estimation of the sample mean in S 2 ¼ fq 1 ,m,q 3 ; ng For scenario S 2 , we propose the new estimator for the sample mean as
where w and 1 À w are the weights assigned to the mid-quartile range ðq 1 þ q 3 Þ=2 and the median m. The new estimator is a weighted average of the mid-quartile range and the median. It is worth mentioning that the mid-quartile range is also a measure of the population center, which is the numerical value midway between the first and third quartiles. 7 In addition, by taking w ¼ 2/3 for all n, the new estimator reduces to the estimator (2) proposed by Wan et al. The true optimal weights (simulated using the statistical software R), and the approximated optimal weights for scenario S 1 , S 2 , and S 3 , respectively.
Following the similar arguments as in ''Improved estimation of the sample mean in S 1 ¼ fa, m, b; ng'' section, the optimal weight for the mid-quartile range that minimizes the MSE function is obtained as
where
The detailed derivation of (9) is provided in the proof of Theorem 2 in Appendix 2. The numerical values of w opt ðnÞ for n from 5 to 101 are displayed in the middle panel of Figure 1 . It is evident that w opt ðnÞ is a decreasing function of n with a lower bound around 0.7. We have further demonstrated in Theorem 2 in Appendix 2 that, from a theoretical point of view, the limit of w opt ðnÞ is about 0.699 as n tends to infinity. In contrast to the extreme values a and b in Scenario S 1 , the first and third quartiles are robust statistics and are equally important as the median in the estimation of the sample mean.
Noting that the optimal weight in (9) is rather complicated for practitioners, we therefore propose an approximation formula for w opt ðnÞ. In view of the middle panel of Figure 1 and also the theoretical limit in Theorem 2, we take the baseline to be 0.7 and approximate the remaining part to be a power function. That is, we consider the approximation form as 0:7 þ c 1 n c 2 . Finally, using the observed true weights, we figure out that the best coefficients are about c 1 ¼ 0:39 and c 2 ¼ À1. This leads to the approximated optimal weight as w opt ðnÞ % 0:7 þ 0:39 n ð10Þ
For researchers who prefer to use 0.699 as the baseline, the approximation formula is given as w opt ðnÞ % 0:699 þ 0:4=n. Its performance, however, is very similar to the approximated formula in (10) . To assess the accuracy of the approximation, we also display the values ofw opt ðnÞ in the second graph of Figure 1 . It is evident that the approximated optimal weights fit well the true optimal weights, in particular for the sample size ranging from 5 to 101.
Finally, by plugging the approximation formula (10) into the estimator (8), we propose the estimator for Scenario S 2 as
The performance of (11) is evaluated in Appendix 6, together with its numerical comparison with the estimation method in Wan et al. 4 2.2.3 Improved estimation of the sample mean in S 3 ¼ fa,q 1 ,m,q 3 ,b; ng For scenario S 3 , following the same spirit, we propose to estimate the sample mean by
where w 1 , w 2 , and ð1 À w 1 À w 2 Þ are the weights assigned to the mid-range ða þ bÞ=2, the mid-quartile range ðq 1 þ q 3 Þ=2, and the median m, respectively. Taking w 1 ¼ 0:25 and w 2 ¼ 0:5, the proposed estimator reduces to the estimator (3) proposed by Bland. 5 Theorem 3 in Appendix 2 shows that (12) is an unbiased estimator of . Further, by minimizing the first-order derivatives of MSEð " Xðw 1 , w 2 ÞÞ, the optimal weights of w 1 and w 2 are given as,
To explore the behavior of the optimal weights, we plot the true values of w 1,opt ðnÞ and w 2,opt ðnÞ in the bottom panel of Figure 1 . From the figure, we note that w 1,opt ðnÞ (the green solid points) is a decreasing function of n with lower bound 0, and w 2,opt ðnÞ (the purple solid triangles) is an increasing function of n with upper bound about 0.7. It is also noteworthy that w 1,opt ðnÞ and w 2,opt ðnÞ are both 0.4 when n ¼ 5. From the statistical point of view, when n ¼ 5, the five-number summary is provided as the whole sample, and consequently, the sample mean which assigns a weight of 0.2 to each sample is the best unbiased estimator of . This leads to w 1,opt ðnÞ ¼ w 2,opt ðnÞ ¼ 0:4. Note also that (13) is rather complicated for practical use. Following the similar structures as in (6) and (10) 
To assess the accuracy of the approximation, we also display the values ofw 1,opt ðnÞ (the red line) andw 2,opt ðnÞ (the blue line) in the bottom panel of Figure 1 . It is evident that the approximated optimal weights match precisely their respective values of the true optimal weights.
Finally, by plugging the approximation formula (14) into the estimator (12), we propose the estimator for scenario S 3 as
The performance of (15) is evaluated in Appendix 7, together with its numerical comparison with the estimation method in Bland. 5 
Simulation studies
To compare the performance between existing methods and our newly proposed methods, we conduct some simulation studies. Using the same settings as in Hozo et al., 3 five different distributions are taken into consideration: the normal distribution with mean ¼ 50 and standard deviation ¼ 17, the log-normal distribution with location parameter ¼ 4 and scale parameter ¼ 0:3, the beta distribution with shape parameters ¼ 9 and ¼ 4, the exponential distribution with rate parameter ¼ 10, and the Weibull distribution with shape parameter k ¼ 2 and scale parameter ¼ 35.
For the ith simulation, we generate a random sample of n observations from a specified distribution and compute the sample mean " X i . We also compute the sample mean from the median, minimum, and maximum values and/or the first and third quartiles by using the existing and new methods, denoted by " X Ex i
and " X New i , respectively. To evaluate the performance of the proposed ''rules of thumb,'' we then compute the relative mean squared error (RMSE) of the estimators as
where is the true mean value and T is the total number of repetitions. The smaller the RMSE is, the better accuracy is achieved. It is also noteworthy that the lower bound of RMSE is 1, in which the approximated mean estimation performs equally well as the true sample mean. Moreover, to save space, we only provide the results of the simulation study for scenario S 1 . The other two simulation studies will be provided as Appendices 6 and 7.
In this simulation study, we compare Hozo et al.'s estimator (1) and our proposed estimator (7) sample sizes. Figure 3 provides the simulation results of the other four distributions as we mentioned before. We observe that for each of skewed distributions, our new estimator provides a more accurate estimate of the true mean than Hozo et al.'s method, especially when n is large. Note also that Hozo et al.'s method has a change point near n ¼ 25 (as suggested in (1)), especially for log-normal distribution and exponential distribution. In conclusion, we have provided an optimal and smoothly changed weight for ða þ bÞ=2, or equivalently for m, which makes the new estimator more adaptive and more stable than Hozo et al.'s method for scenario S 1 , no matter whether the data are normal or skewed.
Real data analysis
To illustrate the potential value of our method in real data analysis, we collect some real data and compare the estimations using our methods with the ones using the existing method. The collected data are from a systematic review and meta-analysis of the association between low serum vitamin D and risk of active tuberculosis in humans. 8 
Data description
In Nnoaham and Clarke, 8 the summary statistics reported from seven studies were used to conduct the metaanalysis. Among those seven studies, three of them only reported the sample median and range, which is exactly the case of Scenario S 1 . For these three studies, the sample mean and standard deviation need to be estimated from the sample median and range in order to calculate the pooled effect size. The summary statistics are presented in Table 1 , in which Studies 1 to 3 reported the median, minimum, and maximum values, Studies 4 and 5 reported the mean values and standard deviations, Study 6 reported the odds ratio for vitamin D deficiency in tuberculosis cases compared with controls, and Study 7 reported the mean value and range (i.e. difference between the minimum and maximum).
Results and comparison
To conduct a random effect meta-analysis, Nnoaham and Clarke first used Hozo et al.'s method to estimate the sample mean and standard deviation for the first three studies and the sample standard deviation for Study 7 in Table 1 . Next, the mean difference (i.e. the Cohen's d value 9 ) is computed as the effect size. The odds ratio in Study 6 is directly converted to the effect size by Chinn. 10 Finally, the pooled effect size is computed and the heterogeneity between studies will be assessed using the 2 statistic and the I 2 index (the amount of variation due to heterogeneity). Their results are presented in Table 2 . It is worth to mention that in Nnoaham and Clarke, 8 they mistakenly reported the estimated effect size of Study 2.
Following the same aforementioned procedure, we use equation (7) to estimate the sample mean for the first studies and the method of Wan et al. 4 to estimate the sample standard deviation for the first three studies and Study 7. Then, we further use the same method as Nnoaham and Clarke did to compute the pooled effect size, the 2 statistic, and the I 2 index with our estimations. The new results are reported in Table 3.  Comparing Tables 2 and 3 , we can observe some significant differences between the old results and the new results. The most noticeable one is the effect size difference for Study 1. The effect size using Hozo et al.'s method is within the range of large effect level while it only reaches the median effect level using our method (i.e. 0.8656 vs. 0.6622). The effect size different for Studies 2, 3, and 7 is also non-trivial. Although the pooled effect size from both methods seems to be close to each other, we found that the I 2 indices for heterogeneity between studies are quite different (i.e. 48.54% from Hozo et al.'s method and 34.85% from our method). According to Higgins et al., 18 the value 48.54% of I 2 is very close to moderate heterogeneity level while the value 34.85% is close to little heterogeneity level. It is obvious that using our method in this study may eventually lead to a different conclusion. Equation (7) Equation (11) Equation (15) 5 Conclusion
Meta-analysis is a popular method in evidence-based medicine to provide an overall estimation of a treatment effectiveness from a set of similar clinical trials. The sample mean and standard deviation are often used in metaanalysis but sometimes the results are recorded using the median, the minimum and maximum values, and/or the first and third quartiles. Searching for a reliable approximation method to obtain the sample mean and standard deviation and for conducting further research has emerged as a popular topic. The estimation of the sample standard deviation has been thoroughly discussed and significantly improved in Wan et al. 4 But the current estimation of the sample mean adopts either the famous method proposed by Hozo et al. 3 or its extension by Bland. 5 One major limitation of such methods, however, is that the information of the sample size is not fully used or even ignored in the sample mean estimation.
For the three frequently encountered scenarios, the simulation studies show that our newly proposed methods, which incorporate the sample size via a smoothly changing weight in the estimation, greatly improve the existing methods. For all scenarios, we provide both theoretical and empirical computations for the optimal weights. The simulation results show that the empirical computation of optimal weight not only matches the theoretical computation with high accuracy but has almost the same simplicity as the existing methods. Here, we provide a summary table of the new estimators of the sample mean in different scenarios, which may serve as a comprehensive guidance for researchers when performing meta-analysis. To help the researchers to utilize the proposed mean estimators, an Excel spread sheet containing all estimators in Table 4 is provided as the additional file and is freely available at www.math.hkbu.edu.hk/$tongt/papers/optimalmean.xlsx. Using the spread sheet, users can easily obtain the sample mean values by providing the corresponding information for appropriate scenario such as the sample size, median and extremum values. We also provide the formulas for Hozo et al.'s, Bland's and Wan et al.'s methods in the Excel spread sheet for the comparison. To further illustrate the performance of the newly proposed methods, a real meta-analysis was conducted using seven studies from a systematic review and metaanalysis of the association between low serum vitamin D and risk of active tuberculosis in humans. 8 We compared the effect sizes obtained from our proposed methods with those from the existing methods. It is evident that there are some significant differences between the new results and the old ones. Since the simulation studies indicate that the new methods could improve the estimation performance, we expect the proposed estimators may help researchers to make more convincing conclusions when conducting meta-analysis in real-world settings. Some preliminary results
To derive the optimal weights for the three scenarios, we first present some preliminary results for the normal distribution and for the associated order statistics. The normal distribution Nð, 2 Þ is commonly used in statistics for data analysis. Its probability density function (PDF) is given as
where is the mean value and 2 is the variance, or equivalently, is the standard deviation. For the normal distribution, is also known as the median and the mode. When ¼ 0 and 2 ¼ 1, the distribution reduces to the standard normal distribution N(0, 1). Let also ÈðÁÞ be the cumulative density function (CDF) of the standard normal distribution. By symmetry, we have ðzÞ ¼ ðÀzÞ and ÈðzÞ ¼ 1 À ÈðÀzÞ.
To investigate the properties of the five-number summary for the data, we introduce some theoretical results for the order statistics Z ð1Þ Á Á Á Z ðnÞ of the random sample fZ 1 , . . . , Z n g from the standard normal distribution. By symmetry, Z ðiÞ and ÀZ ðnÀiþ1Þ follow the same distribution, and ðZ ðiÞ , Z ð j Þ Þ and ðZ ðnÀiþ1Þ , Z ðnÀjþ1Þ Þ follow the same joint distribution. According to Arnold and Balakrishnan, 19 Chen, 20 and Ahsanullah et al., 21 we have the following two lemmas.
Lemma 1
Let Z 1 , . . . , Z n be a random sample of N(0, 1), and Z ð1Þ Á Á Á Z ðnÞ be the ordered statistics Z 1 , . . . , Z n . Then 
iii) The first derivative of MSE with respect to w is
Letting the first derivative equal to zero, we have the solution of w as
Further by Cauchy-Schwarz inequality,
we conclude that the derived w in (17) is the optimal weight for the proposed estimator.
Theorem 2
For Scenario S 2 ¼ fq 1 , m, q 3 ; ng, recall the estimator " XðwÞ in (8), i.e.
we have the following conclusions:
XðwÞ in (8) is an unbiased estimator of , i.e. Eð "
When n is large, w opt ðnÞ % 0:699. Proof (i) Following the same procedure as proving (i) of Theorem 1, we need to compute Eð " XðwÞÞ, XðwÞ is an unbiased estimator of . (ii) By (i), we have Biasð " XðwÞÞ ¼ 0, then the MSE of the estimator " XðwÞ is,
The first derivative of MSE with respect to w is
By Cauchy-Schwarz inequality,
we conclude that the derived w in (18) As a result, for the approximation model of w opt ðnÞ, it is reasonable to choose 0.7 as its baseline.
Theorem 3
For Scenario S 3 ¼ fa, q 1 , m, q 3 , b; ng, recall the estimator " XðwÞ in (12), i.e.
(i) " XðwÞ in (12) is an unbiased estimator of , i.e. Eð " XðwÞÞ ¼ .
(ii) The MSE of the estimator is given as MSEð " Xðw 1 , w 2 ÞÞ ¼ ðw
The optimal weights of ða þ bÞ=2 and ðq 1 þ q 3 Þ=2 are
The expected value of the estimator can be obtained as 
(iii) With the definition of A through F in ''Improved estimation of the sample mean in S 3 ¼ fa, q 1 , m, q 3 , b; ng'' section, the two first partial derivatives of MSE with respect to w 1 and w 2 are @ @w 1 MSEð "
Letting the first partial derivatives be zero, we have
This leads to
Further, we can verify that the coefficient matrix in the left side of (20) is positive definite. Hence, MSEð " Xðw 1 , w 2 ÞÞ is a convex function of w 1 and w 2 . This shows that the derived w 1 and w 2 in (21) are the optimal weights for the proposed estimator.
True optimal weights in scenario S 1
Appendix 4
True optimal weights in scenario S 2 Figure 6 . RMSE of the sample mean estimation for data from normal distribution for scenario S 3 . The pink line with solid circles represents Bland's method, and the light blue line with empty circles represents the new estimator.
