Abstract-It is a fact that vast majority of attention is given to protecting against external threats, which are considered more dangerous. However, some industrial surveys have indicated they have had attacks reported internally. Insider Attacks are an unusual type of threat which are also serious and very common. Unlike an external intruder, in the case of internal attacks, the intruder is someone who has been entrusted with authorized access to the network. This paper presents a Non-negative Matrix Factorization approach to detect inside attacks. Comparisons with other established pattern recognition techniques reveal that the Non-negative Matrix Factorization approach could be also an ideal candidate to detect internal threats.
I. INTRODUCTION
One of the important threats to computer systems has traditionally been the insider attacks. These class of attackers have a substantial amount of knowledge about the network architecture, files, systems etc. It has become a practice that many organizations only focus on protecting the network from external intruders and as a result insider attacks may not be discovered for a long period. Internal intruders can plant trojan horses or browse through the network file system, overload the system, cause a system crash etc. While browsing of unauthorized files violates the confidentiality, trojan horses are a threat to both the integrity and confidentiality of data/system and overloading/crashing directly affects the availability of the network/system. Unfortunately, these type of attacks can be extremely difficult to detect or protect against, without deploying a proper detecting and prevention mechanism.
Though different computer or network systems may have different definitions of security, early attempts of the protection mechanisms include authentication or identification, encryption, access control, etc. The goal of these mechanisms is to prevent unauthorized users from compromising the data confidentiality, data and communications integrity, and assurance against denial-of-service. It has been noticed that such prevention-based techniques cannot assure the security of the systems being protected. For example, in the year 2000, the so-called Distributed Denial of Service (DDoS) attacks stopped several major commercial sites, including Yahoo and CNN, from functioning normally, though they were protected by prevention-based techniques. Intrusion Detection Systems (IDS) were proposed to complement the prevention-based security measures. An intrusion is defined to be a violation of the security policy of the system; intrusion detection thus refers to the mechanisms that are developed to detect the violation of the system security policy. Intrusion detection is not introduced to replace the prevention-based techniques such as authentication and access control; instead, it is intended to be used along with the existing security measures and detect the actions that bypass the security control of the system. Thus, intrusion detection is usually considered as a second line of defense for computer and network systems.
Intrusion detection is defined to be the problem of identifying users or hosts or programs that are using a computer system without authorization and those who have legitimate access to the system but are abusing their privileges. Several types of intrusion detection systems are in use [1] , [2] , [3] , [4] , [5] , [6] . Configuring an IDS to detect internal attacks can be difficult. Part of the IDS challenge lies in creating a good recognition engines. The reason the recognition engine needs to be different is due to the fact that different network users require a different amount of access to different services, servers, and systems for their work. Once any attack patterns/behavior are identified, the system administrators will be able to identify any network users who pose a threat to network or system security.
Rest of the paper is organized as follows. In Section 2, we present some theoretical background of non-negative matrix factorization approach. Experiment details are provided in Section 3 followed by conclusions in the last Section.
II. NON-NEGATIVE MATRIX FACTORIZATION
Since the amount of audit data that an IDS needs to examine is very large even for a small network, analysis is difficult even with computer assistance because extraneous features can make it harder to detect suspicious behavior patterns. Complex relationships exist between the features, which are difficult for humans to discover. IDS must therefore reduce the amount of data to be processed. This is very important if real-time detection is desired. Therefore, some form of data reduction is required for IDS. Reduction can occur in one of several ways. Data that is not considered useful can be filtered, leaving only the potentially interesting data. Data can be grouped or clustered to reveal hidden patterns; by storing the characteristics of the clusters instead of the data, overhead can be reduced. Finally, some data sources can be eliminated using feature selection.
In complex classification domains, some data may hinder the classification process. Features may contain false correlations, which hinder the process of detecting intrusions. Further, some features may be redundant since the information they add is contained in other features. Extra features can increase computation time, and can impact the accuracy of IDS. Feature selection improves classification by searching for the subset of features, which best classifies the training data. Various approaches have been used for feature selection for the design of IDS [1] , [6] .
Matrix factorization or factor analysis is an important task helpful in the analysis of high dimensional real world data. There are several well known methods and algorithms for factorization of real data but many application areas including information retrieval, pattern recognition and data mining require processing of binary rather than real data see [7] , [8] , [9] .
Non-negative Matrix Factorization (NMF) is really a class of decompositions whose members are not necessarily closely related to each other [10] , [11] . They share the property that are designed for datasets in which attribute values are never negative -and its does not make sense for the decomposition matrices to contain negative values either. A side-effect of this non-negativity property is that the mixing of components that we have seen is one way to understand decompositions can only be additive.
With the standard vector space model, a set of data S can be expressed as a matrix V , where m is the number of attributes and n is the number of documents in S. Each column V j of V is an encoding of a document in S and each entry v ij of vector V j is the value of i-th term with regard to the semantics of V j , where i ranges across attributes. The NMF problem is defined as finding an approximation of V in terms of some metric (e.g., the norm) by factoring V into the product W H of two reduced-dimensional matrices W and H. Each column of W is a basis vector. It contains an encoding of a semantic space or concept from V and each column of H contains an encoding of the linear combination of the basis vectors that approximates the corresponding column of V . Dimensions of W and H are m × k and k × n , where k is the reduced rank. Usually k is chosen to be much smaller than n. Finding the appropriate value of k depends on the application and is also influenced by the nature of the collection itself. Common approaches to NMF obtain an approximation of V by computing a (W , H) pair to minimize the Frobenius norm of the difference V − W H. The matrices W and H are not unique. Usually H is initialized to zero and W to a randomly generated matrix where each W ij > 0 and these initial values are improved with iterations of the algorithm described in [12] . The extracted features (basis vectors) are calculated as linear combination of source variables. These features represents hidden relationship between variables which was found in the data. The relationship is found automatically without human intervention which is the advantage of this algorithm.
We used described reduction as follows. In teaching phase, input data are used for calculating of k extracted features (basis) which are stored in columns of matrix W . Calculated coefficients, which are stored in matrix H, are used for calculating clusters and cluster centers (according to known classification). In testing phase, coefficients are calculated for each input record (features computed in teaching phase are not changed) and record is classified into most suitable cluster.
III. EXPERIMENTAL RESULTS
The data for the experiments was prepared by the 1998 DARPA intrusion detection evaluation program by MIT Lincoln Labs [13] . The original data contains 744 MB data with 4,940,000 records. The data set has 41 attributes for each connection record plus one class label. Some features are derived features, which are useful in distinguishing normal connection from attacks. These features are either nominal or numeric.
Some features examine only the connections in the past two seconds that have the same destination host as the current connection, and calculate statistics related to protocol behavior, service, etc. These are called same host features. Some features examine only the connections in the past two seconds that have the same service as the current connection and are called same service features. Some other connection records were also sorted by destination host, and features were constructed using a window of 100 connections to the same host instead of a time window. These are called hostbased traffic features.
Our experiments have three phases namely data reduction, a training phase and a testing phase. In the data reduction phase, important variables for real-time intrusion detection are selected by feature selection. In the training phase, the matrix factorization method is used to construct a model using the training data to give maximum generalization accuracy on the unseen data. The test data is then passed through the saved trained model to detect intrusions in the testing phase. The data set for our experiments contains randomly generated 11982 records having 41 features [14] . The 41 features are labeled as in order as A, B, C, D, E, F, 
G, H, I, J, K, L, M, N, O, P, Q, R, S, T, U, V, W, X, Y, Z, AA, AB, AC, AD, AF, AG, AH, AI, AJ, AK, AL, AM, AN, AO and the class label is named as AP.
The training and test set used in the experiments comprises of 5092 and 6890 records respectively [1] .
Several variants of NMF was tested. We tried 12, 17, 19, 25, 33 and 41 extracted features and processed 10, 50, 100, 500 and 1000 iterations for each number of extracted features. The results are illustrated in Tables I, II, III, IV and V. Since the matrices W and H were randomly initialized all experiments were repeated 5 times.
As evident, for 10 iterations we obtained 90% accuracy and 97% for 50 iterations and almost 100% after 500 iterations. The best overall results was achieved for 100 iteration, where accuracy is never bellow 94%. The best ratio between time and precision is achieved for 50 and 100 iterations. Table V depicts the results for 1000 iterations. The results after 1000 iterations are not so good, because almost the same results were achieved after 100 and 500 iterations and we need less than 3% and 33% of time respectively.
Results also shown, that almost all mistakes are false positives.
IV. CONCLUSIONS
This paper presented a Non-negative Matrix Factorization approach to detect inside attacks. Empirical results reveal that the proposed NMF approach is efficient. It is only through detecting attacks/patterns and keeping logs uncorrupted that insider attacks can be minimized. Although insider attacks pose some unique challenges for security administrators, our research reveals that they can be easily detected by a well designed IDS. It is also important that IDS itself must be protected against attacks. 
