Abstract. A rapid rise in computer power, coupled with multi-processor computers and better simulation algorithms has led to significant improvements in the capability of molecular simulation to provide answers to problems in soft matter chemistry. Simulation of soft matter has progressed rapidly in the last decade, moving from a point where researchers aimed purely to 'see' self-assembled structures or phases within the computer, to a situation in which state-of-the-art simulation can now be used as a tool in aiding the understanding of molecular order in mesophases and in improving the design of new materials. This paper reviews recent results from two areas of molecular simulation in Durham: atomistic and coarse-grained studies. The topics covered include the organisation of amphiphilic polymers at a water air interface, atomistic studies of molecular ordering in a biaxial liquid crystal, coarse-grained models for the study of polyphilic macromolecular liquid crystals; including simulations of polymers, dendrimers and multipodal liquid crystals.
INTRODUCTION
Soft self-organising molecular materials form one of the most fascinating areas of modern science. The area includes thermotropic liquid crystals, amphiphiles, a range of polymer systems, cell membranes and many structures from molecular biology. In each of these systems, the materials are classified as soft, that is, small changes in energy are sufficient to cause changes in structure. Moreover, weak van der Waals, hydrogen bonding or electrostatic intermolecular interactions are often able to cause the constituent molecules to organise themselves into well-defined structures at the nanoscale. For example:
• in thermotropic calamitic liquid crystals, anisotropic steric repulsion and attractive forces lead to alignment of molecules to form nematic (long range orientational order) and smectic phases (long range orientational and translational order). These phases can be reorientated by the application of electric and/or magnetic fields, which couple to the anisotropy in electrical permittivity or magnetic susceptibility arising from the orientated molecules [1] .
• in amphiphilic molecules, formation of micelles, hexagonal, cubic and lamellar phases depend on concentration in solution and temperature [2] . Subtle changes in molecular structure (such as changing the head group or the length of a aliphatic chain of a typical amphiphile) can lead to changes in the temperature-concentration phase diagram.
• in A-B block copolymers, a range of microstructures (lamellae, hexagonally packed cylinders, micellar spheres and gyroid), are possible depending on composition and temperature [3] . Even richer behaviour is possible when one of the two components has the capacity to self-organise. This leads to the possibility of both short range structural self-organisation ranging over a few nanometres (akin to that seen in thermotropic liquid crystals); and self-organisation over much larger length scales (hundreds of nm) arising from microphase separation (akin to that seen in amphiphilic materials). When the polymer has a strong interaction with a surface, block copolymer microstructures can be influenced by surface forces [3] . • in phospholipid membranes, self-organisation of the phospholipid molecules leads to a bilayer structure. Proteins embedded within the membrane have specific structure and function governed by tertiary and quaternary structure, which in turn depend on molecular self-organisation [4] .
Self-organising molecular materials pose many challenges for simulation. In the first instance, it is important to have models, which are able to correctly represent the key physics in terms of molecular interactions and hence allow the phases/mesophases to be seen within the computer. Beyond this goal, simulators would like to use such models to understand molecular order in complex structures and make useful predictions for material properties.
Molecular materials can be studied on a range of time and length scales, as illustrated in figure 1. Quantum mechanical simulations allow electronic structure to be taken into account and are therefore essential for looking at processes involving reactions and/or electron transfer. However, within the current state-of-the-art, quantum systems of a few hundred atoms studied for only 10 ps, require a vast expenditure of CPU time on a supercomputer [5] . So this level of description severely limits both length and time scales. Beyond the quantum level, atom-level simulations allow the study of much larger systems for longer timescales using classical force fields. Here, system sizes of 40000 atoms can comfortably be simulated for a few tens of nanoseconds for a similar cost to the quantum studies mentioned above. This timescale is sufficient to study diffusion of small molecules, the relaxation of the end-to-end vector of short chain molecules in a polymer melt and the alignment of molecules in a nematic liquid crystal. However, several important self-organisation phenomena occur on much longer timescales than can be seen atomistically. Examples include micellisation, folding in macromolecules (including peptides) and phase/microphase segregation in polymer systems. Here, it is necessary to turn to either coarse-grained models involving a simplified molecular description of the system (using simplified force fields or lattice models), or, when time or length scales are even longer, abandon a purely molecular treatment by turning to statistical theory. Several reviews of many-scale and multi-scale modelling have appeared in recent years in areas such as liquid crystals [6, 7, 8] , polymers [9] , block copolymer assemblies in solution [10] , and model biological membranes [11] . [12] , a coarse-grained model of a liquid crystal dendrimer [13] , and a picture of phase separation arising in a numerical simulation of a modified Cahn-Hilliard model for a polymer blend [14] . The latter describes a way of obtaining controlled morphologies in polymer blends. (Picture kindly donated by Dr. Nigel Clarke (Durham University)).
ATOMISTIC SIMULATIONS OF AMPHIPHILIC POLYMERS AT A WATER/AIR INTERFACE
For relatively small systems and times of up to a few tens of nanoseconds, atomistic simulation provides a quantitative way of following self-organisation. A nice example is provided by the work of Anderson and Wilson [12] , who have used atomistic simulation to study the self-organisation of an amphiphilic polymer at a water/air interface. Here, the polymer used was based on a hydrophobic polynorbornene backbone, which was functionalized by hydrophilic poly(ethylene oxide) (PEO) grafts as shown in figure  2 . At low surface concentrations (corresponding to one polymer molecule) the polynorbornene backbone becomes localised at the water surface, and the polyethylene oxide chains are slowly 'captured' by the interface over a period of around 2 ns. This results in a 'pancake' morphology with the chains sampling conformations in a fairly narrow slab of a few Angstroms thickness close to the surface. The density distribution for this case is shown in figure 2 . Here, it is possible to make a direct connection with experimental neutron reflectivity results. The density profile is readily converted to a scattering length density profile, from which a simulated reflectivity profile can be calculated using an optical matrix technique. The results from the simulation are in good agreement with the experimental reflectivity curve [12] , indicating that the simulation correctly predicts the density profile of the PEO perpendicular to the interface. Using simulation as an interpretation tool in this way, is a significant step forward in comparison to the conventional numerical fitting of the experimental neutron reflectivity data by a multi-layer model. At higher surface concentrations a change in structure is seen. For 4 molecules at the interface, the poly(ethylene oxide) chains overload the surface and are pushed down into the aqueous sub-layer. This 'pancake' to 'collapsed brush' transition reduces the sharpness of the interface. Here, once free from surface constraints, chains are able to sample many conformations, leading to a tail in the distribution function that extends well into the aqueous sub-layer.
At very higher surface concentrations, experiment suggests that it may be possible to get a further change in self-organisation corresponding to a transition to a PEO polymer brush. Unfortunately preliminary simulations for 8 polymer molecules, indicate that it is not possible to 'see' this behaviour within atomistic simulations. Introduction of the polymer from the vapour side of the interface, leads (eventually) to slow spreading of the polymer on the surface over a 10 ns time period. However, the simulations were not long enough to see full equilibration of the PEO chains in the aqueous layer. Neither could the polymer be introduced to the aqueous layers in a more extended brush configuration without severely disrupting the aqueous layer during the equilibration process. Here, the presence of such large amounts of PEO severely compromised the stability of the film and it was likely that considerably more than 10000 water molecules in the aqueous slab were required to sustain a brush. Both attempts to equilibrate the 8 polymer system point to the current limits of atomistic simulation in terms of time and length scales [12] .
ATOMISTIC SIMULATIONS OF A BIAXIAL LIQUID CRYSTAL
The power of atomistic simulation to provide a picture of molecular order is shown convincingly in recent studies of the liquid crystal ODBP-Ph-C 7 . This molecule, shown in figure 3 , was suggested to be the first low molecular weight liquid crystal exhibiting a biaxial nematic phase. The existence of such a phase had been a highly controversial topic for over twenty years, with successive attempts made to synthesise a series of molecules, which may have exhibited biaxiality. Synthetic chemists used a range of approaches from the production of lath-like molecules to the synthesis of molecules that had both rod and disk characteristics, to the linking together of rods and disks by a flexible spacer chain. However, it was eventually shown that none of the attempts to form a true biaxial phase for a low molecular weight material were successful. A state of affairs, which was made more frustrating because biaxiality had been found previously in both polymeric and lyotropic systems. However, two recent back-to-back papers had interpreted experimental X-ray and deuterium-NMR results from ODBP-Ph-C 7 (the latter by introduction of a deuterium probe molecule) as indicating the formation of a biaxial phase.
Simulation of ODBP-Ph-C 7 at the atomistic level demonstrated the growth of uniaxial and biaxial order from an isotropic liquid over a period of around 60 ns [15] . The biaxial order is quite small, (as found also experimentally), but is none-the-less much larger than the small degree of biaxiality that could be attributed to system size or to local biaxiality (as seen for example in standard uniaxial systems). The biaxial ordering was also associated with a unique axis in the system. What was largely unexpected was that simulation also showed the presence of ferroelectric domains, corresponding to the alignment of the dipole associated with the short molecular axis across the central molecular core. When partial charges were removed from the system, the ferroelectric domains were lost, as was the biaxial ordering. When the charges were turned back on, both the domains and the biaxiality recovered, as shown in the time sequence illustrated in figure 3. It seems therefore that the transverse molecular dipole plays a vital role in the biaxiality. The most likely explanation for this seems to be that the shape of the core together with core quadrupole moment, favours alignment of the molecule into ferroelectric domains. However, the build up of polarisation across the system limits the size of the domains, and also leads to separate domains packing in an anti-parallel fashion. This frustration effect is probably extremely important in the overall biaxial stability seen in the simulation, as it prevents the cores of the system becoming too well ordered and therefore reduces the tendency to form a well-ordered smectic.
It should be stressed of course that atomistic simulations can show biaxiality over a limited length scale only. In this case the simulations were limited to a cube of FIGURE 3. Growth of ferroelectric domains for the 'biaxial' liquid crystal ODBP-Ph-C 7 (structure shown). The system is started from an equilibrated uniaxial nematic without partial charges exhibiting no biaxial order. Switching on partial charges leads to the formation of ferroelectric domains and the growth of biaxial order (as measured by the biaxial order parameter) over a period of 25 ns [15] . approximate dimension (6.4 nm) 3 . This is close to the limit of what can reasonably be achieved with state-of-the-art computers. It would be interesting to use a coarse-grained model to look at much longer lengths scales. However, in a system such as this one, it is probable that several important interactions would need to be included in order to be certain to capture the correct physics: a transverse dipole, a bent planar core, flexible tails (which tend to stabilise nematics over crystals), and quadrupolar interactions between molecular cores are all likely to play important roles.
One of the convenient features of atomistic simulation is that it allows the original NMR experiment to be simulated directly by adding a small quantity of a deuterium labelled probe (in this case hexamethylbenzene) to be added to the liquid crystal. The results from this suggest that the NMR probe is able to faithfully sample both orientational and translational order, i.e. is not partially phase separated; and does indeed act as a faithful probe of the biaxial order of the liquid crystal core [16] . Such direct tests of the validity of experimental approaches are extremely valuable.
COARSE-GRAINED MODELS OF LIQUID CRYSTAL DENDRIMERS
The main idea behind coarse-grained (CG) modelling at the off-lattice level, is extremely simple: several atomic sites are merged together into a single coarse-grained site (as illustrated in figure 4 . This has several consequences, which make a big difference to both time and length scales in a model. Firstly, the number of sites used in a simulation is dramatically reduced. A typical mapping from an atomistic to a coarse-grained model may reduce the number of simulation sites by a factor of ten. For many anisotropic systems this figure can be even more dramatic. Typical liquid crystal molecules have around 100 atoms, and these can be represented successfully by a single anisotropic potential. A second important consequence for coarse-graining is that the potentials linking CG sites are often considerably softer than those required in atomistic modelling. In molecular dynamics simulations this immediately leads to a longer time-step and therefore longer simulation times. Thirdly, simplifying the molecular system also simplifies the free energy landscape across which the molecule moves. The result of this is that translational and rotational diffusion is more rapid. Consequently, conformations relax quicker and mesoscale structure evolves more rapidly. This effect is noticeable, even with the simplest level of coarse-graining, such as going from a fully atomistic model to a united atom model. (For example if an all-atom model and a united atom model are tuned to deliver the same thermodynamics properties in terms of heats of vapourisation and densities, dynamical information will differ between the models and parameters such as the diffusion coefficient will be larger in the united atom model.) However, the effect is often dramatic in going from a fully atomistic model to much higher degrees of coarsegraining. These three factors together mean that coarse-grained models can reasonably access the millisecond time regime and may sometimes be able to access longer times. The key to effective coarse-graining is that the final CG model is able to capture the 'essential physics', which usually translate as containing the key interactions. It is often much easier to do this for large systems than small molecules. For example, for a large polymer the addition of an extra atom in a long polymer chain (which could in any case be a polydisperse system) would usually have a much smaller influence on phase behaviour than a similar addition to a low molecular weight molecule.
The Durham group have developed a very simple CG model for liquid crystalline systems, involving a combination of anisotropic and isotropic sites [17, 18, 19, 20] .
Sites are linked together by means of a simplified force field,
where E bond , E angles , E dihedral are intramolecular potentials for 2-body (bond), 3-body (angle) and 4-body (dihedral) bonded interactions and the final four terms represent nonbonded interactions between isotropic (LJ) and anisotropic (GB) sites plus an optional external potential, U ext . In equation 1, various degrees of coarse-graining are possible. For example, one choice for the nonbonded interactions is a combination of spherical Lennard-Jones sites and non-spherical Gay-Berne particles [17] . This model has been successfully employed in the study of LC dimers [17] , main chain LC polymers [19] , side chain LC polymers [21] and LC dendrimers [20, 22] . Figure 5 shows an example of this model applied to a carbosilane liquid crystal dendrimer. Here the heavy atoms in the dendrimer have been replaced by spherical LennardJones sites, while the terminal mesogenic groups (which are rigid in nature) have been replaced by an ellipsoidal Gay-Berne particle. The whole molecule is immersed in a liquid crystal solvent, which is also represented in terms of Gay-Berne potentials. In the liquid phase the dendrimer is spherical in shape. The central scaffold remains fairly rigid but the short polymer chains are very flexible and able to readily undergo conformational change in response to normal thermal fluctuations. Consequently, the overall dendrimer structure is spherical in the liquid and the terminal mesogenic groups show no preference in terms of their orientational order. However, in a nematic liquid crystal, the dendrimer undergoes a remarkable structural transition to a rod shape, as illustrated in the top part of figure 5 (snapshot a) . In so-doing the order parameter for the terminal mesogenic groups becomes approximately the same as that of the solvent. It is interesting to note that this transition takes place by minor perturbations in the conformation of the chain, i.e. the molecule has the 'built in' flexibility to easily respond to its molecular environment. One can make an analogy here with many other polymer systems that are able to change shape in response to changes in environment, e.g. pH and salt concentration in the case of polyelectrolytes or specific molecular binding in the case of some proteins. Here however, the coupling of the shape is to the anisotropy of intermolecular interactions.
It is interesting to experiment with the bonding of the mesogenic groups in this CG model. Using lateral rather than terminal bonding results in very different behaviour [22] (snapshots b-d in figure 5 ). If the chains now stretch slightly to accommodate the mesogens at the end of the molecule as before, there is no longer flexibility for the chains to adjust to allow the mesogens to lie parallel to the director. The end result is that a rod is not formed but instead the mesogens are distributed on the surface of the dendrimer and are only partially aligned by the surrounding LC solvent. The subtle change induced by lateral substitution therefore makes a fundamental change to the bulk structure of the dendrimer in a LC solvent. One may further hypothesise that lateral substitution will also influence the formation of bulk mesophases; i.e. there will be a reduced tendency to form smectic phases for dendrimers with laterally bonded mesogens.
FIGURE 5.
Results from CG models of a liquid crystal dendrimer represented at two separate levels of coarse-graining. In the top diagram the molecule is represented in terms of Lennard-Jones sites on all heavy atoms and Gay-Berne potentials representing the mesogenic parts of the molecule. The dendrimer is simulated in a liquid crystal solvent composed of Gay-Berne particles. Models A-D represent different combinations of lateral and terminal substitution and snapshots a-d show a representative configuration for each model in a nematic phase. Steric constraints mean that only terminally bonded mesogens are able to migrate to the ends of the molecule. In the bottom diagram the dendrimer is represented in terms of a higher degree of coarse-graining. Snapshots (left to right) are taken from an isotropic phase, the point at which microphase separation occurs, and a smectic-A liquid crystal phase. (Diagrams for models A-D and snapshots are taken from reference [22] and reprinted with permission of the publisher (Taylor & Francis Ltd, http://www.tandf.co.uk/journals). Snapshots of the bulk phase and the chemical structure are taken from [13] and reproduced by permission of the Royal Society of Chemistry.)
The bottom of figure 5 shows results from a further coarse-graining of the terminally substituted carbosilane dendrimer. Here, a second simple choice for intermolecular parameters in equation 1 has been used involving purely repulsive potentials (cutand-shifted Lennard-Jones spheres and soft-repulsive spherocylinders) and simplified intramolecular potentials [13] . This allows the phase behaviour of a bulk system to be studied. The three snapshots show the change in microstructure in moving from the isotropic phase, to microphase separation of mesogenic and non-mesogenic moieties, to a bulk smectic-A liquid crystal. The snapshots show also that molecules within these phases undergo a transition from spherical to rod-shaped (as seen in the earlier liquid crystal solvent simulations), due to the strong coupling between molecular structure and the structure of the phase.
NEW COARSE GRAINED MODELS OF ANISOTROPIC SYSTEMS: TACKLING THE TIMESCALE PROBLEM
The systems discussed in the previous section contain valuable insights into the ordering of molecules in complex liquid crystalline systems. However, a major drawback of all of these systems is the amount of simulation time required. In many cases, CPU weeks or months were required to see the phase behaviour of the high density mesophases. It would be very useful if this process could be speeded up further. The obvious way to do this is by further coarse-graining to models which are simpler still.
It is well-known that the dissipative particle dynamics (DPD) method has proved useful for the simulations of simple fluids and some polymers. DPD simulations use a soft-core potential (this is the underlying potential responsible for the conservative force used in DPD studies), which can be used in conjunction with a large time-step. The use of a soft-core potential is physically reasonable when one considers that the potential is supposed to represent a group of atoms, where the centre of mass does not necessarily remain inside an atom. The idea behind DPD is to rapidly move through phase space, while keeping the correct hydrodynamics. It would be highly desirable if a DPD model could be used in a liquid crystalline system. However, using soft-core potentials for the complex systems mentioned above is none-trivial. If a relationship between molecular structure and phase behaviour is required, it is desirable that potentials are not made too soft. Also, if anisotropic particles are to be used, it is important that there should be some excluded volume. Without excluded volume highly unphysical overlaps of parallel aligned anisotropic particles could occur, allowing the system to reduce its volume at little cost in terms of energy; thereby generating an unphysical mechanism for alignment.
A good compromise model is provided by the following soft core pair potential [23] , which can be adjusted to provide different well-depths for different particle configurations. The pair potential is based on a typical quadratic form for the repulsive part of the potential (as in DPD), plus an angle dependent fourth order term, to model the attractive interaction, applied to a spherocylinder.
where the notations U * and d * imply the usage of reduced units U * ≡ U /ε * and d * ≡ d/σ 0 with σ 0 = D for the energy and for the distance. d is the distance between two line segments representing soft-core spherocylinders and ε * is the maximum well depth for the configuration. The magnitude of the attractive part U * attr r i j ,ê i ,ê j as a function of the orientation of the vector between the centre of massesr i j and the orientations of particles i and j,ê i ,ê j can be written as
where Ψ r i j ,û i ,û j is given by [24] Ψ r i j ,ê i ,ê j = 5ε 1 P 2 ê i ·ê j + 5ε 2 P 2 r i j ·ê i + P 2 r i j ·ê j , and P 2 (x) = (3x 2 − 1)/2 is the second order Legendre polynomial. A typical form for this soft core pair potential is shown in figure 6 . In comparison to more usual coarse-grained models, such as Gay-Berne particles or soft repulsive spherocylinders, the softness of the potential means that much longer time steps may be taken in a dynamics simulation. However, the fact that the potential rises to a maximum of many times kT means that excluded volume remains and radial distribution functions will still contain structure. The usefulness of this type of model is shown in figure 6 , which illustrates snapshots from a simulation of a coarse-grained model of an octasilsequioxane core liquid crystal multipede. Here, rapid equilibration occurs within around a million MD steps, with a corresponding change in molecular structure, from sphere to rod, (as illustrated in figure 6 ), for extremely modest expenditure of CPU time.
The ability to tune the equation 2 to exhibit different well depths for different orientations and slightly different degrees of repulsion, allows for the mimicking of different types of interaction site (aliphatic, aromatic, siloxane, fluorinated etc.). This model should therefore be of considerable use in studying the structures formed by large liquid crystal supermolecules and macromolecules.
CONCLUSIONS
Molecular simulation is a powerful tool for studying self-organising materials. The examples shown here illustrate that for modest sized systems, atomistic simulation can be used to provide a detailed picture of molecular order over time periods of a few tens of nanoseconds. Simple coarse-grained models are also shown, which illustrate that coarse-graining can be used to extend these time and length scales over several orders of magnitude. Methods such as this, suggest that in the future it may be possible to use coarse-grained models to help 'engineer' molecules which exhibit the desired form of self-assembly, i.e. using simulation to 'engineer' molecular nanostructures.
