We address the problem of ranking question answerers according to their credibility, characterized here by the probability that a given question answerer (user) will be awarded a best answer on a question given the answerer's question-answering history. This probability (represented by θ ) is considered to be a hidden variable that can only be estimated statistically from specific observations associated with the user, namely the number b of best answers awarded, associated with the number n of questions answered.
Introduction
Online communities that allow users to ask and answer questions have recently become very popular. Unlike automated question answering systems like Ask 1 or Brainboost 2 , these online community portals provide a platform where users ask questions and other users in the community can answer those questions. Yahoo! Answers 3 , Amazon's AskVille 4 and Blurtit 5 are some examples of such online Q&A services. The growth of such services has been phenomenal (Yahoo! Answers, for example, has over 100 million users, about 220 million answers and more than 20 million questions). For such an online community, identifying reliable/credible users for expert detection or ranking becomes impor-tant.
In Yahoo! Answers, a question asker chooses a best answer from the list of answers to his question. If the asker does not choose it, the best answer is chosen by voting. An incentive for users to answer questions or choose a best answer or to vote is given in the form of points. We are particularly interested in computing the answering credibility of users and thus the total points for a user is clearly not a reliable estimate of his(her) credibility. One way to characterize the answering credibility of users is by the proportion of their answers that are awarded best answer by the question asker or by voting by the community of Yahoo! Answers users. best answers to the total number of answers. However, For shorter answering histories, however, this estimate can be unreliable.
We characterise answering credibility by the probability that a given question answerer(user) will be awarded a best answer on a question in the category/set of questions being considered. This probability (represented by θ) is considered to be a hidden variable so that we can only estimate it statistically from specific observations associated with the user (the number of best answers awarded b associated with the number of questions answered n). The more specific problem that we address is the potentially high degree of uncertainty associated with such credibility estimates when they are based on small numbers of answers.
We address the problem by a kind of Bayesian smoothing where the credibility estimate consists of a mixture of the overall population statistics and those of the specific user. The greater the number of questions answered, the greater will be the contribution of the specific user statistics relative to those of the overall population. At the extremes:
• For n = 0 the only statistics we have are those of the overall population and those will dominate our estimate for small n.
• For large n(n → ∞) however our estimate will be completely dominated by the specific user statis-tics, making the overall population statistics irrelevant.
This technique can be applied to any set of questions and answers. An obvious example would be to apply it to a single category so that users would have categoryspecific credibility ratings.
Related Work
The problem of ranking objects (in general) has been of interest to many researchers. The authors of [2] , [15] and [19] have developed techniques for object ranking for the purpose of better searching of web documents. The authors of [18] present an information flow modeling based on diffusion rate for prediction and ranking users in a social network. The authors of [10] and [11] have looked at the problem of ranking users in a Question Answering community such as Yahoo! Answers. Here the authors have presented an analysis of the link structure of a general-purpose question answering community to discover authoritative users. Their technique is inspired by the HITS web-page ranking technique. In [6] the authors apply several graph-based ranking algorithms to the problem of finding experts based on e-mail collections. Yet another application of graph based ranking algorithms for identifying experts in an E-learning platform is presented in [20] while the authors of [13] study social networks of researchers. Our use of a mixture of Beta distributions as a prior is somewhat related to the works of [9] and [14] . The use of Bayesian inferencing in [12] and [7] is somewhat similar to the way we've used Bayesian inferencing for our problem. In [12] , the authors use a Bayesian procedure for inference and prediction on event frequencies pointing out its advantages over ML based procedures. This paper is an extension of a previous paper by the first author (Lee and Savabala 1987), which describes a Bayesian approach with conjugate-type Beta-family priors for suitably transformed parameters in the BetaBinomial. In the paper that we cite, the authors use numerical integration for the same. They applied this Bayesian estimation method in a real-world example of predicting viewership based on "loyalty" for new programs and showed it to be effective and the results to be better than the ones shown in their previous paper. The major contribution claimed by the authors comes by way of the numerical integration that they used for the Bayesian estimation.
In [7] , the authors have addressed computational efficiency in the same problem and solution addressed in the paper by Lee and Lio (above). They do this by providing closed-form Bayesian inference for the Beta-Binomial model. They approximate the likelihood by a polynomial expansion and use the well-known Pearson Type VI distribution. They also approximate the prior density by a polynomial expansion. These approximations can be made arbitrarily accurate with very little computational expense.
The work described in [5] assumes a Bernoulli/Binomial probability model like that assumed by us in this paper. In that work, however, it is assumed that the Bernoulli parameter, θ, may change one or more times over the length of the string. The assumed form is piecewise-constant θ. An MDL-based objective function is defined and used to determine the optimal segmentation of binary strings into regions of constant θ. That work addresses the general problem of segmenting binary strings, rather than any particular application. The approach used in that work is not explicitly Bayesian, being based on the Minimum Description Length (MDL) principle.
In [1] , the authors present a framework for identifying high quality content within social networking forums such as Y! Answers. Their framework tries to combine evidence from different sources of information that can be tuned automatically for a given social media type and quality definition. This framework can be further enhanced using information about the quality of users i.e. user ranking that we propose in this paper.
Our Contributions
We believe the following to be our contributions in this paper.
1. A prior distribution, π(θ) that is formed by a kind of Bayesian averaging over the appropriate population of users. The details of this will come in the later sections.
2. The above-mentioned prior distribution is used in conjunction with the observed data (the number of questions answered and the number of best answers awarded ) to obtain a posterior estimate of a user's credibility.
This general approach can be applied to many problems of this general form. The things that vary will be:
• The fundamental quantity being used as a measure.
This corresponds to the best-answer probability θ in this example.
• The functional form of the probability distribution relating directly observable quantities (e.g. n B
given n in this case) to the fundamental quantity (e.g. θ in this case.). In this case the probability distribution is the binomial distribution of 4.1. In this case the functional form is a direct theoretical consequence of the particular problem. In other problems there may be some latitude in choosing the probability distribution (its functional form) to be used.
• The functional form of the prior distribution ( π(θ) in this case) of the fundamental quantity. In this example, the preferred form is the mixture of Beta distributions.
• As mentioned above the measure may be a function of the question category and possibly other question attributes.
• This analysis assumes a constant measure θ , whereas it will be a function of time -θ(t) -in general.
Description of our Approach
Our proposed measure is based on the following idealization. We assume that each Yahoo! Answers question answerer a has an associated attribute θ a , which is the probability that an answer given by a will be chosen by the question asker as a best answer. We will assume that θ a is independent of other factors such as the category of the question, the asker and so on. In such a scenario, if a answers n questions, the probability that b of those answers are chosen as best answers is given by the binomial distribution:
The figure of merit we use will be one of a number of possible estimates of or associated with θ a . One example is the maximum-likelihood estimateθ a :
This has the following associated problem, however. For small n the estimates, while being unbiased, are unreliable in the sense that their standard deviation σ is given by:
and for small θ a there is a significant possibility of obtaining b = 0 and thereforeθ a = 0 .
To deal with this and to get better estimates we adopt the Bayesian statistical paradigm in which one assumes a prior distribution π(θ a ) . Using this, we form the posterior distribution p(θ a |b, n) , given by:
Here we define four commonly used forms of parameter estimatesθ a . From this point on we will drop the subscript "a" with the understanding that θ is associated with question answerer a.
In this particular problem in which the Binomial distribution applies:
3. The formula (4.4) is for a probability density, which we can integrate over a finite interval to get a finite (non-infinitesimal) probability. For example:
where p(θ > θ γ |b, n) is the conditional probability that θ > θ γ given the observed values b and n.
4. Another quantity of potential interest that can be computed using (4.4) is the posterior expectationθ of θ.
The fact that the parameter θ is interpreted as a probability means thatθ is the probability that the next answer a gives will be rated a best answer, given a's history (i.e.(n, b) ) and assuming the prior π(θ).
Four possible answerer/expertise ratings (figures of merit) are these estimates of θ:θ M L of (5.6),θ M AP of (5.7), θ γ of (5.8) andθ of (5.9). An obvious variation of this is to use similar statistics of the score s given the best answer by the answerer rather than using θ. The four rating measures are types of statistical esimates of θ. With the exception of (5.6), these estimates are formulated within the Bayesian statistical paradigm. The third of these, θ γ , is a kind of interval estimate where the upper limit of the interval is θ = 1 . That is, we are saying that θ lies within the interval [θ γ , 1] with probability γ . This is an instance of the Bayesian concept of a credible interval (CI), which is the counterpart of a confidence interval in classical (frequentist) statistics.
6 Estimating the prior π(θ) 6.1 A uniform prior: π(θ) = 1 A common practice in estimation problems such as this is to assume a uniform prior: π(θ) = 1. This is taken to correspond to no a priori knowledge about the distribution of θ values. In this special case the joint distribution p(b, θ|n) is equal to the conditional distribution p(b|θ, n), namely:
The marginal distribution p(b|n) is obtained by integrating p(b, θ|n) over θ, which in this case yields:
where the denominator is the Beta function and the posterior p(θ|b, n)is given by:
which is a Beta distribution with parameters (b+1) and (n − b + 1).
A mixture of Beta distributions
In this situation (ranking question answerers on Yahoo! Answers) we can do better than assuming a uniform prior. We can construct a prior based on user data. To get a closed form for our prior, we might try using the Beta distribution as our prior, or we might try fitting a mixture of Beta distributions. The Beta distribution is conjugate to the Binomial and therefore gives a closed form when integrated with it.
Using a single Beta distribution, our prior would thus be:
where α and β are parameters that must be greater than zero and B(α, β) is the Beta function. Another convienent form for representing our prior is a mixture of Beta distributions, which is obviously of the form:
where η = {η i |i = 1, 2, . . . , m} are the mixing coefficients and here α and β represent the parameter vectors {α i |i = 1, 2, . . . , m} and {β i |i = 1, 2, . . . , m}. The forms (6.11) and (6.12) can be fit to user (b, n) data by various methods.
Prior construction by smoothing user data
In this technique we estimate the "true" population distribution p(θ) by smoothing the rawθ = b n data using a posterior distribution p(θ|b, n) constructed assuming a uniform prior π(θ) = 1. This method is similar to kernel density estimation [See [17] for example.] except that the (b, n)-specific posterior is used in place of a single kernel for all points.
For every user (represented by (b, n) we compute the posterior p(θ|b, n). Then we sum up all of these posteriors (for all of the users) to get an estimate of the overall population distribution p(θ). From (4.4) we know that if we assume a uniform prior, then an observation of (b, n) implies a posterior that is the following Beta distribution (6.13)
In this application we have such data on the entire set of users. For those users, we will use the following notation:
The number of questions answered by user/answerer a i .
2. γ i : The number of best answers received by user/answerer a i .
For the i th user, the resulting posterior is of the same form as (6.13). That is:
Using this,
For a given user for which we have the observation (b, n) , using this prior gives the following posterior:
It is worth noting that (6.14) is a special case of (6.12), a Beta mixture.
Prior-estimation approach used in this work
In the work described here the following combination of the techniques described in Sections 6.2 and 6.3 was used.
1. The (b, n) data from the complete population were used in the smoothing approach described in Section 6.3 to construct a prior.
2. A two-component Beta mixture as described in Section 6.2 was fit to the smoothed prior. This was done for tractibility reasons using a variation of the EM algorithm-based technique used in [9, 8] .
The results of applying the first of these operations and of applying both of them in sequence are shown in Figure 1 with a histogram of rawθ M L ( (b/n) values) from user data. The fitted two-component Beta-mixture distribution was used as the prior in performing all the calculations reported here. This is a special case of (6.12), with the following parameter values: α 1 = 1.4856, β 1 = 12.9861, α 2 = 1.5956, β 2 = 2.3595, η 1 = 0.4873, and η 2 = 0.5127. The associated distribution of values of n (the total number of questions answered) for the total Yahoo!-Answers user population is plotted in Figure 2 and the average values ofθ M L for all observed values of n are plotted in Figure 3 7 Maximum A Posteriori Estimation of θ 7.1 MAP Estimate for the Beta-Binomial Distribution The maximum a posteriori estimate for θ is defined as: We thus findθ M AP by setting the derivative of this to zero and solving for θ: (7.15) dp(θ|b, n) dθ = 0 Note that p(θ|b, n) = p(θ, b|n)/p(b|n). Using this relationship and multiplying (7.15) through by p(b|n) yields:
Substituting the binomial distribution of (4.1) for p(b|θ, n) and assuming a prior π(θ) that is a single Beta distribution (i.e. (6.11)) with parameters α and β, we obtain:θ
.
MAP Estimate for the Beta-Binomial Mixture Distribution
To findθ M AP for our Beta mixture, as in the previous section, we need to solve the following:
In this case however, p(b, θ|n) is a mixture distribution of the form of (6.12). Finding the MAP estimate for such a mixture of Beta-Binomials must be done numerically. In this work we used a simple Newton's-method iteration, which for this problem, leads to the following update equation:
The Accuracy of Estimates of θ In this discussion θ will represent the true value of the credibility parameter andθ will stand for any of a number of possible estimates of θ based on n and b. The primary goal of our technique is to mitigate the deleterious effects of sampling error when estimating θ from (n, b) count data, especially for small n. Estimates of θ might be applied in various ways, but the key point is that it is a measure of how much a user (question asker) should trust a new answer given by the associated user/answerer.
Predictive Stochastic Complexity
An appropriate means of evaluating the results of these estimation techniques would follow the principle of Prequential Probability [3, 4] , which uses measures that depend on how well a probability model predicts the next outcomes in sequences, based on the past elements of those sequences. In the application we are considering the answering histories of users are just such sequences. In fact we can treat them as binary sequences where the 0's represent answers that didn't receive a best-answer award from the asker and the 1's represent answers that did receive a best answer awarrd.
Let x be a binary variable corresponding to a user's answer to a question. It takes a value only after the question has been resolved: x = 1 ⇒ answer selected as best answer x = 0 ⇒ answer not selected as best answer (8.18) When considering the answering history of a particular user, let x k represent the best-answer status of the user's k th answer. The sequence {x k |k = 1, 2, . . . , n} thus represents the user's answer/best-answer history. We represent this sequence by x n and for k < n, x k respresents the length-k prefix subsequence starting with x 1 . Using this notation, the prequential probablity we need can be written as:
where obviously p(x k , x k−1 ) ≡ p(x k ), being merely two notational representations of the same thing.
The expression for p(x k−1 ) in terms of the prior π(θ) is:
In this p(x k−1 |θ) is the Bernoulli sampling distribution:
where b k is the number of best answers in the first k answers of the user's answering history. From the definition (8.18) we can see that:
Because the Bernoulli parameter θ of (8.20) is itself a probability, when x k = 1, p(x k |x k−1 ) turns out to be equivalent to the posterior expectionθ k−1 proposed in our original treatment as one possible estimate of θ. I.e.: (8.21)
For this discussion we temporarily assume that the prior π(θ) is a Beta distribution:
where B(α, β) is the Beta function. Substituting (8.20) and (8.22) into (8.19) yields:
Likewise, we have:
which means that:
Combining (8.23), (8.24 ) and (8.25) we obtain:
The Predictive Stochastic Complexity [16] of the sequence x n is defined as:
While not obvious from this notation, this is defined relative to the particular probability model used to construct p(x k |x k−1 ). In this case that model is composed of the Bernoulli sampling distribution of (8.20) and the prior of (8.22) .
It is straightforward to generalize (8.25) to a prior that is the following mixture of Beta distributions.
In this case of the Beta-mixture prior (8.27) generalizes (8.25) to:
Notes

Estimation Error inθ:
While our primary means of evaluation will be based on S(x n ) (PSC), defined in (8.26), we will also compute and present simply the error in predicting θ, i.e. (θ −θ) and |θ − θ|. The absolute difference is more meaningful as an accuracy measure because positive and negative errors can cancel each other in the average signed difference. We include it, however, as a measure of bias. Rather than absolute difference, one might also use the RMS error.
Whyθ
The maximum likelihood (ML) estimateθ M L can't be evaluated using PSC for two reasons.
(a) The estimate for n = 0, which would be used to encode x 1 in the PSC measure, is undefined.
(b) Even if an arbitrary value such asθ M L = 0.5 were used to encode x 1 , all histories will eventually result in an infinite code length because, when the prior history consists of all one value -either 0 or 1 -the corresponding estimateθ M L will equal either 0 or 1 and when the first instance of the other value (1 or 0) is encountered, the associated code length will be log 0 = ∞.
The estimation errors (θ M L − θ) and |θ M L − θ| will be computed and presented, however. In those results no value is required for n = 0. We simply start at n = 1 and the two possible values ofθ M L at n = 1 are 0 and 1.
Experiments
We performed two nearly identical evaluation experiments on the following two data sets.
1. On synthetic data that matches the model assumption of a constant θ for each user and for which the θ values are drawn from π(θ) the two-component Beta mixture that was fit to user data as described in Section 6.4.
2. On real user data from the population used to construct the prior distribution π(θ) that we used.
Evaluation on Synthetic Data
In this experiment we performed an evaluation by randomly drawing sequences x n (answer/best-answer histories) from our population, computing S(x n ), summing all these S values corresponding to our sample of sequences and computing the average of theseS. We assume an infinite population described by our model ( (8.20) & (6.11) or (6.12) ) and use it as the generation model in our experiment.
1. Repeat the following N times, where N is an adequate sample size.
(a) Draw a value of n i from p(n).
(b) Draw a value of θ i from π(θ).
(c) Draw a sequence x ni i from p(x ni |θ i , n i ).
(d) Compute and accumulate S(x ni ).
ComputeS
where p(x k |x k−1 ) is given by (8.28) and S(x n ) is given by (8.26) . If the true value of θ were known, by Shannon's first theorem we know that the minimum expected code length would be obtained by encoding every "1" in x n with log θ bits and every "0" with log(1 − θ) bits. That is the string x n would simply be encoded using the Bernoulli distribution:
and its code length would be:
Experimental Results on Synthetic Data
The results of our experiments on synthetic data are shown in Figures 4 and 5. In both Predictive Stochastic Complexity (PSC) and in predicting the true θ value the posteriorexpectation estimate (represented by eitherθ or p(x k+1 |x k ) and labeled "BS" (for "Bayesian Smoothing") in the figures) did best. The MAP estimate was second best in PSC, but Laplace's rule (posterior expectation using a uniform prior) did second best at predicting the true θ value. Accuracy at predicting the true θ value is judged by the average absolute-difference results shown in figure 5-a. The signed-difference results are presented to show the bias in the various estimators. The maximum-likelihood (ML) estimatorθ M L is known to be unbiased and this is verified in Figure 5 -b, but in figure 5 -a it can be seen that it is the worst in terms of absolute error.
Evaluation on Real User Data
The experimental evaluation for user data is almost exactly the Figure 5 : Prequential analysis of a sample of 1000 histories generated randomly using θ values drawn randomly from our two-component Beta mixture prior. Shown here: (a)absolute average difference, (b) average difference betweenθ and θ.
same as for the synthetic data. A sample of 1000 user answering histories was drawn randomly from the total user population. Once drawn these we analyzed in exactly the same way as the synthetic histories. The results of our experiments on actual user data are shown in Figures 6 and 7 .
The relative results on user data are almost exactly the same as on synthetic data. Once again, in both PSC and in predicting the true θ value the posteriorexpectation estimate did best. In this experiment, however, the MAP estimate was second best in both PSC and in predicting θ. Another difference is that Laplace's rule did worst at predicting the true θ value, beaten even byθ M L .
It is clear from these results, that of the estimation techniques we examined, the posterior expectation did best. 
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