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The´ore`me de Dobrowolski-Laurent pour les extensions
abe´liennes sur une courbe elliptique a` multiplication
complexe
Nicolas Ratazzi
Abstract : Let E/K be an elliptic curve with complex multiplication and let Kab be the
Abelian closure of K. We prove in this article that there exists a constant c(E/K) such
that : for all point P ∈ E(K)\Etors, we have
ĥ(P ) ≥ c(E/K)
D
(
log log 5D
log 2D
)13
,
where D = [Kab(P ) : Kab]. This result extends to the case of elliptic curves with complex
multiplication the previous result of Amoroso-Zannier [2] on the analogous problem on the
multiplicative group Gm, and generalizes to the case of extensions of degree D the result
of Baker [3] on the lower bound of the Ne´ron-Tate height of the points defined over an
Abelian extension of an elliptic curve with complex multiplication. This result also enables
us to simplify the proof of a theorem of Viada [16].
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1 Introduction
SoitK un corps de nombres. En notant ĥ la hauteur de Ne´ron-Tate sur une courbe elliptique
E/K et en notant Kab la cloˆture abe´lienne de K, on montre dans cet article les deux
re´sultats suivants :
The´ore`me 1.1 Si E/K est une courbe elliptique a` multiplication complexe, il existe une
constante c(E/K) strictement positive, telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
(
log log 5D
log 2D
)13
,
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ou` D = [Kab(P ) : Kab].
The´ore`me 1.2 Soient c0 > 0 et E/K une courbe elliptique a` multiplication complexe.
Il existe une constante strictement positive c(E/K, c0), telle que : pour toute extension
abe´lienne F/K et pour tout point P ∈ E(K)\Etors ve´rifiantD = [F (P ) : F ], si le nombre de
nombres premiers qui se ramifient dans F est borne´ par c0
(
log 2D
log log 5D
)2
, alors on a l’ine´galite´
ĥ(P ) ≥ c(E/K, c0)
D
(
log log 5D
log 2D
)3
.
On voit qu’en imposant une contrainte sur l’e´tendue de la ramification dans l’extension
abe´lienne (the´ore`me 1.2), on obtient une ge´ne´ralisation d’un pre´ce´dent re´sultat de Laurent
[10] (cf. le the´ore`me 1.4 plus loin). Dans le cas ge´ne´ral (the´ore`me 1.1), sans imposer au-
cune condition, on obtient une minoration optimale aux puissances de log pre`s, avec un
exposant le´gerement de´grade´ par rapport au cas classique : on a comme puissance de log un
exposant 13 au lieu d’un exposant 3 ; toutefois cet exposant 13 est le meˆme que dans le cas
multiplicatif duˆ a` Amoroso-Zannier [2] (cf. the´ore`me 1.5 plus loin). Ce the´ore`me 1.1, dans
le cas des courbes elliptiques a` multiplication complexe, ge´ne´ralise au cas D quelconque
un pre´ce´dent re´sultat de Baker [3] (cf. the´ore`me 1.6 plus loin). Nous donnons a` la fin de
l’introduction une application de notre the´ore`me 1.1.
Ce type de proble`me remonte aux travaux de Lehmer dans les anne´es 1930 : soit x ∈
Gm(Q)\µ∞ un nombre alge´brique qui n’est pas une racine de l’unite´. On sait par un
the´ore`me de Kronecker que sa hauteur logarithmique absolue h(x) est strictement positive.
En 1933 Lehmer e´nonce la ce´le`bre conjecture
Conjecture 1.1 (Proble`me de Lehmer) Il existe une constante c > 0 telle que
∀x ∈ Gm(Q)\µ∞, h(x) ≥ c
D
,
ou` D = [Q(x) : Q].
Plus exactement, Lehmer se pose plutoˆt la question inverse : est-il possible de contredire
cet e´nonce´ ?
C’est en 1979 , avec le the´ore`me de Dobrowolski [8], qu’est obtenu un re´sultat optimal a`
des puissances de log pre`s, en direction de cette conjecture :
The´ore`me 1.3 (Dobrowolski) Il existe une constante c > 0 telle que
∀x ∈ Gm(Q)\µ∞, h(x) ≥ c
D
(
log log 3D
log 2D
)3
,
ou` D = [Q(x) : Q].
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Peu de temps apre`s, Laurent a e´tendu, dans son article [10], la conjecture de Lehmer
aux courbes elliptiques sur un corps de nombres, en remplac¸ant la hauteur sur Gm par
la hauteur de Ne´ron-Tate et il a e´tendu le re´sultat de Dobrowolski au cas des courbes
elliptiques E/K a` multiplication complexe.
The´ore`me 1.4 (Laurent) Soit E/K une courbe elliptique a` multiplication complexe. Il
existe une constante strictement positive c(E/K) telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
(
log log 3D
log 2D
)3
,
ou` D = [K(P ) : K].
Dans les articles [1] et [2], Amoroso-Dvornicich et Amoroso-Zannier ont e´tendu le proble`me
de Lehmer sur Gm au cas des extensions abe´liennes relatives. Pre´cise´ment, ils e´noncent la
conjecture et de´montrent le the´ore`me suivant :
Conjecture 1.2 (Amoroso-Zannier) Soit K un corps de nombres. Il existe une cons-
tante strictement positive c(K), telle que
∀x ∈ Gm(K)\µ∞, h(x) ≥ c(K)
D
,
ou` D = [Kab(x) : Kab].
The´ore`me 1.5 (Amoroso-Zannier) Soit K un corps de nombres. Il existe une constante
c(K) strictement positive, telle que
∀x ∈ Gm(K)\µ∞, h(x) ≥ c(K)
D
(
log log 5D
log 2D
)13
,
ou` D = [Kab(x) : Kab].
Ce the´ore`me e´tend le re´sultat de Amoroso-Dvornicich qui traitait le cas ou` x appartenait
a` une extension abe´lienne de K, i.e., le cas D = 1. C’est pre´cise´ment ce the´ore`me, dans le
cas D = 1, qui a e´te´ e´tendu aux courbes elliptiques a` multiplication complexe, ou ayant un
j-invariant non-entier, par Baker dans [3], puis par Silverman [13] dans le cas des courbes
elliptiques sans multiplication complexe. Ainsi pour les courbes elliptiques, on a
The´ore`me 1.6 (Baker-Silverman) Soit E/K une courbe elliptique. Il existe une cons-
tante strictement positive c(E/K) telle que
∀P ∈ E(Kab)\Etors, ĥ(P ) ≥ c(E/K).
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L’objectif du pre´sent article est d’e´tendre le re´sultat d’Amoroso-Zannier au cas des courbes
elliptiques a` multiplication complexe, ge´ne´ralisant ainsi le re´sultat de Baker au cas D
quelconque. Notons que le the´ore`me 1.1 re´pond a` une conjecture de David dans le cas des
courbes elliptiques a` multiplication complexe :
Conjecture 1.3 (David) Soient A/K une varie´te´ abe´lienne sur un corps de nombres
et L un fibre´ en droites ample et syme´trique sur A. Pour tout ε > 0, il existe une con-
stante strictement positive c(A/K,L) telle que pour tout point P ∈ A(K) qui n’est pas de
End(A(K))-torsion, on a
ĥL(P ) ≥ c(A/K,L)
D
1
g
+ε
tors
,
ou` Dtors = [K(Ators, P ) : K(Ators)].
En effet, le the´ore`me 1.1 e´tant vrai pour D = [Kab(P ) : Kab], il l’est en particulier pour
D = [F (P ) : F ] pour toute extension abe´lienne F/K. De plus, quitte a` remplacer K par
une extension de degre´ borne´ en fonction de E, le re´sultat reste toujours vrai (on ne change
que la constante c(E/K)). L’extension H(Etors)/H est abe´lienne pour H = K(j) corps de
classes de Hilbert de E, ce qui conclut.
Le the´ore`me 1.1 rend naturel de ge´ne´raliser la conjecture 1.2 aux courbes elliptiques :
Conjecture 1.4 Soit E/K une courbe elliptique. Il existe une constante strictement pos-
itive c(E/K), telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K)
D
,
ou` D = [Kab(P ) : Kab].
Le the´ore`me 1.1 est une premie`re e´tape en direction de cette conjecture 1.3, au moins
dans le cas de multiplication complexe. On peut indiquer brie`vement un des inte´re`ts d’un
tel re´sultat. Pour expliquer cela, on introduit quelques notations : on dit qu’une courbe
(inte`gre) sur une varie´te´ abe´lienne A est transverse si elle n’est contenue dans aucun trans-
late´ de sous-varie´te´ abe´lienne de A diffe´rente de A. Si X est un sous-sche´ma ferme´ inte`gre
de A et r un entier, alors Z
(r)
x,0 ⊂ X(K) est l’ensemble des points pour lesquels il existe un
sous-sche´ma en groupes G de A avec
dimPX ∩G ≥ max {1, r − codim G} .
On dit qu’une varie´te´ abe´lienne simple A est de type (g, δ), si elle est de dimension g et si
le rang de End(A) = 2g/δ. Enfin, on note
A[r] =
⋃
codim G≥r
G(K),
4
ou` G est un sous-sche´ma en groupe de codimension indique´e. Dans son article [11], Re´mond
prouve :
The´ore`me 1.7 (Re´mond) Soit A une varie´te´ abe´lienne sur K. Nous choisissons une
isoge´nie entre A et un produit An11 × · · · × Anmm ou` m est un entier naturel et pour chaque
indice i avec 1 ≤ i ≤ m la varie´te´ abe´lienne Ai est simple de type (gi, δi) et ni ∈ N∗. Soient
X un sous-sche´ma ferme´ inte`gre de A et r, r′ deux entiers tels que 0 ≤ r ≤ r′ ≤ dim A.
Nous supposons que l’une des conditions suivantes est ve´rifie´e.
(C1) La conjecture (1.3) est vraie.
(C2) La varie´te´ abe´lienne A est a` multiplication complexe et r
′ > (1 +
∑m
i=1 gi)(r − 1).
(C3) On a l’ine´galite´
r′ >
m∑
i=1
gi(ni + δi)
r − 1
r
.
Alors, pour toute hauteur h associe´e a` un fibre´ ample L sur A et tout re´el H, l’ensemble{
P ∈
(
X(K)\Z(r)X,0
)
∩A[r′] / h(P ) ≤ H
}
est fini. Si de plus X est une courbe transverse et r ≥ 2, alors X(K) ∩A[r′] est fini.
Notons que notre the´ore`me 1.1 permet de´ja` de simplifier la preuve du theorem 2. de Viada
[16] suivant :
The´ore`me 1.8 (Viada) Soient E/K une courbe elliptique a` multiplication complexe, n
un entier non nul et C/K une courbe transverse dans En. Pour r ≥ 0 on conside`re les
ensembles
Sr(C) :=
⋃
codimG≥r
G ∩ C(K)
ou` l’union porte sur les sous-groupes alge´briques G de En de codimension au moins r.
Alors l’ensemble S2(C) est fini.
La preuve de Viada est calque´e sur celle de Bombieri, Masser et Zannier [4] dans le cas de
Gnm. Elle utilise le fait que la hauteur des points de S1(C) est borne´e. Il s’agit du Theorem 1.
du meˆme article de Viada qui re´sulte simplement des proprie´te´s fonctorielles des hauteurs
et du the´ore`me du cube pour les varie´te´s abe´liennes. Ceci e´tant acquis on constate, en
appliquant le the´ore`me de Northcott, qu’il suffit alors de montrer que le degre´ des points
de S2(C) est borne´. C’est la partie difficile de la preuve. Viada montre ceci en deux e´tapes :
la premie`re consiste a` montrer la finitude de l’ensemble S3(C). La seconde e´tape consiste a`
montrer la finitude de S2(C) en utilisant un subtil argument cohomologique. Nous montrons
ici comment e´viter cet argument cohomologique en appliquant notre the´ore`me 1.1. En fait
l’utilisation de ce the´ore`me 1.1 permet de ramener la seconde e´tape a` la premie`re. Nous
expliquons ceci dans la dernie`re partie de cet article.
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Dans la suite (dernie`re partie excepte´e) on s’attache a` prouver le the´ore`me 1.1. On explique
a` la fin comment le the´ore`me 1.2 s’obtient de la meˆme fac¸on. La preuve est une preuve
classique de transcendance a` deux exceptions pre`s : on utilise un lemme de Siegel absolu
et il y a en fait deux extrapolations selon que l’on est dans une situation avec beaucoup
de ramification ou non. Ceci e´tant dit, dans le cas non-ramifie´, la preuve suit le sche´ma
initie´ par Dobrowolski, a` savoir une extrapolation sur les transforme´s par le morphisme de
Frobenius. Dans le cas ramifie´, on suit la preuve du cas multiplicatif de [2] en utilisant encore
des transforme´s par Frobenius. On utilise l’astuce de Laurent [10] consistant a` de´doubler les
variables pour permettre une plus grande liberte´ dans le choix des parame`tres auxiliaires.
La partie 2 consiste en des rappels sur la hauteur de Ne´ron-Tate et sur les proprie´te´s dont
nous aurons besoin concernant les courbes elliptiques a` multiplication complexe. La partie
3 consiste en une se´rie de re´ductions en vue de prouver les the´ore`mes 1.1 et 1.2. La preuve
proprement dite se trouve dans les parties 5, 6 et 7.
Dans la preuve on se rame`ne a` travailler avec une extension abe´lienne F/K finie et avec
D = [F (P ) : F ]. Notons que l’hypothe`se “F/K est abe´lienne” sert de manie`re cruciale dans
les deux e´tapes d’extrapolation : dans l’e´tape ou` il y a peu de premiers ayant un grand
indice de ramification dans F , i.e. l’e´tape “quasi-classique”, l’extrapolation se fait graˆce
au lemme 4.3 qui utilise de manie`re fondamentale l’hypothe`se d’abe´lianite´. Dans l’autre
extrapolation, i.e. le cas compe´mentaire ou` beaucoup de premiers ont un grand indice de
ramification dans F , l’hypothe`se sert a` fabriquer le groupe Hp du lemme 4.2 : on utilise
pour cela le the´ore`me de Kronecker-Weber.
2 Hauteur et multiplication complexe
2.1 Hauteur
Soient K un corps de nombres de degre´ d, MK l’ensemble des valeurs absolues (deux a`
deux non e´quivalentes) sur K, M0K les valeurs absolues ultrame´triques de MK normalise´es
par |p|v = p−1 pour toute place finie v au-dessus du nombre premier p et M∞K les valeurs
absolues archime´diennes de MK . On note dv = [Kv : Qp] le degre´ local et on de´finit la
hauteur (logarithmique absolue) sur Pn(Q) par
h(x0 : . . . : xn) =
1
d
∑
v∈MK
dv log max
0≤i≤n
|xi|v.
Dans cette de´finition, la renormalisation par 1
d
sert juste a` faire en sorte que h(x) soit
inde´pendante du choix du corps K contenant x. De plus par la formule du produit, la
hauteur est aussi inde´pendante du choix d’un syste`me de coordonne´es projectives.
En plongeant Gnm dans P
n par (x1, . . . , xn) 7→ (1 : x1, . . . : xn) ceci de´fini e´galement la
hauteur sur Gnm.
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Dans la suite on utilisera e´galement la hauteur h2 de´finie sur P
n(Q) par
h2(x0 : . . . : xn) =
1
d
∑
v∈M0
K
dv log max
0≤i≤n
|xi|v +
∑
v∈M∞
K
dv log
√∑
0≤i≤n
|xi|2v
 .
Soit N un entier. On de´finit comme le fait Schmidt (voir [12]) la hauteur h2 d’un sous-Q-
espace vectoriel S alge´brique de dimension d de Q
N+1
par :
h2(S) = h2(x1 ∧ . . . ∧ xd),
ou` x1, . . . ,xd est une base de S sur un corps de nombres quelconque sur lequel S est de´fini.
2.2 Hauteur de Ne´ron-Tate
De´finition 2.1. Si E/K est une courbe elliptique donne´e par une e´quation de Weierstrass,
on de´finit la hauteur h : E(K)→ R+ par h(P ) := h(x(P ) : 1), ou` h(x : y) est la hauteur
logarithmique absolue sur P1(K) de´finie pre´ce´demment.
Cette hauteur ve´rifie un certain nombre de proprie´te´s. Nous indiquons les plus essentielles,
qui nous serviront dans la suite. On renvoie par exemple au livre [9] Part B pour tout ce
qui concerne les hauteurs.
Proposition 2.1 Sur une courbe elliptique E/K, la hauteur h ve´rifie :
(i) ∀P ∈ E(K) h([m]P ) = m2h(P ) +O(1).
(ii) ∀P,Q ∈ E(K) h(P +Q) + h(P −Q) = 2h(P ) + 2h(Q) +O(1).
(iii) ∀h > 0 l’ensemble {P ∈ E(K)/ h(P ) ≤ h} est fini.
Dans les affirmations pre´ce´dentes, la constante O(1) de´pend de E et m, mais pas des points
P et Q.
A` partir de cette hauteur, on peut en construire une plus jolie : la hauteur de Ne´ron-Tate,
note´e ĥ. La de´finition est la suivante :
ĥ(P ) = lim
n→+∞
h([2n]P )
4n
.
Les proprie´te´s classiques de cette hauteur sont re´sume´es dans le the´ore`me suivant.
The´ore`me 2.1 La hauteur canonique est une forme quadratique positive semi-de´finie sur
E(K), telle que
d’une part ∀P ∈ E(K) ĥ(P ) = h(P ) +O(1), et d’autre part, ĥ(P ) = 0 ⇐⇒ P ∈ Etors.
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2.3 Multiplication complexe
Soient K un corps de nombres et E/K une courbe elliptique a` multiplication complexe
par l’ordre d’un corps quadratique imaginaire k. On note OK l’anneau d’entiers de K et
pour toute place finie v de K on note kv le corps re´siduel associe´ a` v. Quitte a` faire une
extension de corps ne de´pendant que de E/K et quitte a` prendre une courbe elliptique
isoge`ne a` la courbe de de´part, on peut supposer que K contient k et que l’anneau des
endomorphismes de E/K est exactement Ok, l’anneau des entiers de k. De plus, la courbe
est a` multiplication complexe, donc elle a bonne re´duction potentielle. Ainsi, quitte a`
remplacer K par une extension de degre´ borne´ (en fonction de E/K), on peut e´galement
supposer que E/K a bonne re´duction en toute place de K. On fait toutes ces hypothe`ses
dans la suite.
On fixe un point P ∈ E(K)\Etors et on note D = [Kab(P ) : Kab]. On choisit alors une
extension F/K abe´lienne finie, telle que D = [F (P ) : F ], ceci e´tant possible car Kab est le
compositum des extensions abe´liennes sur K.
Dans la suite, on fixe un mode`le de Weierstrass de E de la forme
Y 2 = X3 + a4X + a6,
ou` a4 et a6 sont des e´le´ments de K. Si ℘ est la fonction de Weierstrass associe´e, la courbe
complexe E(C) est parame´tre´e par X = ℘(z) et Y = ℘′(z). On rappelle que les points
complexes d’une courbe elliptique sont parame´tre´s par l’isomorphisme de groupes de Lie
complexes
C/Λ→ E(C) : y2 = x3 + a4x+ a6, z 7→ (℘(z), ℘′(z)) ,
ou` ℘(z) est la fonction de Weierstrass de´finie par la formule
∀z ∈ C, ℘(z) = 1
z2
+
∑
ω∈Λ∗
(
1
(z − ω)2 −
1
ω2
)
.
Soient p un nombre premier et v une place de K au-dessus de p. On rappelle le the´ore`me
fondamental, duˆ a` Deuring [7], concernant la multiplication complexe que l’on va utiliser
ici. On renvoie par exemple a` [14] Chapter II pour les de´monstrations.
Proposition 2.2 Soit E/C une courbe elliptique a` multiplication complexe par Ok, anneau
d’entiers d’un corps de nombres quadratique imaginaire. Il existe un unique isomorphisme
[·] : Ok → End(E)
tel que pour toute diffe´rentielle invariante de E, ω ∈ ΩE et pour tout α ∈ Ok, on a
[α]∗ω = αω.
De plus le degre´ de [α] est e´gal a` NkQ(α).
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The´ore`me 2.2 (Deuring) Soit E/K une courbe de´finie sur le corps de nombres K, a`
multiplication complexe par le corps quadratique imaginaire k. Soient p un nombre premier
et v une place de K au-dessus de p telle que E a bonne re´duction en v. Alors il existe un
unique αv ∈ Ok tel que [˜αv] = FrobEv ou` Ev est la re´duction de E sur Fv.
De plus au cours de la preuve de ce the´ore`me on montre que q := NKQ (v) = N
K
Q (α).
Dans les deux lemmes qui suivent, conse´quences du the´ore`me pre´ce´dent, on note π une
uniformisante dans k de l’ide´al maximal M correspondant a` la place v.
Lemme 2.1 Pour tout e´le´ment α ∈ Ok, il existe deux polynoˆmes Rα et Sα premiers entre
eux, a` coefficients dans Ok tels que
℘(αz) =
Rα(℘(z))
Sα(℘(z))
, et S˜α 6= 0.
Ces deux polynoˆmes sont de´finis a` multiplication par une meˆme unite´ de Ok pre`s. Notam-
ment quand α = αv, on a
Rα(X) = uX
q + πV (X), et Sα(X) = u+ πW (X),
ou` u est une unite´ v-adique de Ok et V et W sont deux polynoˆmes a` coefficients dans Ok.
Lemme 2.2 Pour tout α ∈ Ok, les polynoˆmes R˜α et S˜α sont premiers entre eux.
De´monstration : On trouvera par exemple une preuve de ces deux lemmes dans [10] lemmes
3.1 et 3.2 respectivement. 
Nous aurons e´galement besoin d’un lemme sur les endomorphismes du groupe formel associe´
a` la courbe elliptique E. Si P est un point de la courbe de coordonne´es affines (X, Y ), on
note t = −X
Y
et on note [αv] l’ope´rateur du groupe formel associe´ a` l’endomorphisme αv.
Lemme 2.3 Il existe une se´rie entie`re ψ, a` coefficients dans OKv telle que
[αv](t) = t
p + πpψ(t).
De´monstration : C’est le lemme 3.3 de [10]. 
3 Re´ductions
On fait maintenant les meˆmes re´ductions que dans le cas multiplicatif duˆ a` Amoroso-
Zannier. On note P l’ensemble des nombres premiers qui se de´composent totalement dans
K. Pour chacune des places v de K au-dessus d’un tel premier p, la comple´tion v-adique
de K est Kv = Qp. Pour p ∈ P, on notera donc Kp cette comple´tion dans la suite. Soient
p ∈ P et F/K une extension abe´lienne finie, on note ep(F ) l’indice de ramification de p
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dans F et Fv la comple´tion v-adique de F en v. On a Kp = Qp, donc Fv est une extension
abe´lienne de Qp. Par le the´ore`me de Kronecker-Weber local, elle est donc contenue dans
une extension cyclotomique de Qp que l’on notera Qp(ζm). On pose m = mp(F ) le plus
petit entier ayant cette proprie´te´ et on de´finit fp(F ) le conducteur local de F en p comme
e´tant la plus grande puissance de p divisant m (il s’agit bien du conducteur local au sens
de la the´orie du corps de classes local). On pose
f(F ) =
∏
p∈P
fp(F ),
le conducteur de F et on note que si F ′ ⊂ F alors f(F ′) ≤ f(F ).
Soit maintenant P un point de E(K)\Etors contredisant le the´ore`me 1.1, de degre´ minimal,
i.e., tel que pour tout point P ′ ∈ E(K)\Etors de degre´ D′ < D sur Kab, on a
ĥ(P ′) ≥ c(E/K)
D′
(
log log 5D′
log 2D′
)13
.
Lemme 3.1 Pour de´montrer le the´ore`me 1.1, on peut supposer que pour tout point de
torsion T ∈ Etors on a [Kab(P + T ) : Kab] ≥ D.
De´monstration : La hauteur de Ne´ron-Tate est invariante par translation par un point
de torsion. Le re´sultat de´coule donc imme´diatement de la de´finition du point P et de la
de´croissance pour t ≥ 1 de la fonction t 7→ c(E/K)
t
(
log log 5t
log 2t
)13
. 
Soit A l’ensemble des extensions abe´liennes finies F/K telles qu’il existe un point de torsion
T ∈ Etors tel que [F (P + T ) : F ] ≤ D, i.e., tel que [F (P + T ) : F ] = D par le lemme
pre´ce´dent. Cet ensemble est non vide, puisque par de´finition de Kab, on sait qu’il existe
une extension abe´lienne finie F/K telle que [F (P ) : F ] = [Kab(P ) : Kab] = D. L’extension
F et le point T = 0 montrent donc que A est non vide. On de´finit alors l’entier
f = min
F∈A
f(F ).
Lemme 3.2 Avec les notations pre´ce´dentes, pour de´montrer le the´ore`me 1.1, on peut
supposer que
D = [F (P ) : F ] ou` F/K est une extension appartenant a` A, contenue dans K(P ). (1)
On peut e´galement supposer que
f(F ) = f. (2)
Enfin, on peut aussi supposer que
∀T ∈ Etors tel que K(P + T ) ⊂ K(P ), on a K(P + T ) = K(P ). (3)
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De´monstration : Par de´finition de Kab, il existe une extension abe´lienne finie F/K telle que
D = [F (P ) : F ], donc appartenant a` A. On prend dans A une extension F/K re´alisant
le min des f(F ), i.e., re´alisant f. Montrons qu’on peut supposer (3). Soit T ∈ Etors tel
que K(P + T ) ⊂ K(P ), alors, le point T est de´fini sur le corps de nombres K(P ) car
P + T − P = T . Si pour tous ces T , on a l’e´galite´ K(P + T ) = K(P ), il n’y a alors rien a`
montrer. Sinon, on note T l’ensemble fini des points de torsion tels que K(P +T ) ( K(P ).
Soient T ∈ T et P1 = P + T . L’extension K(P1) est une sous-extension stricte de K(P ).
On note T1 l’ensemble fini des points de torsion tels que K(P1+T ) ( K(P1). Si T1 est non
vide, on choisit T1 ∈ T1 et on pose P2 = P1+T1. L’extension K(P2) est une sous-extension
stricte de K(P1). On construit ainsi une chaˆıne
K(Pn) ( . . . ( K(P1) ( K(P ).
Donc pour n assez grand, on sait que K(Pn+1) = K(Pn), autrement dit que l’ensemble
Tn+1 correspondant est vide, c’est-a`-dire que
∀T ∈ Etors tel que K(Pn + T ) ⊂ K(Pn), on a K(Pn + T ) = K(Pn).
Or par construction, on a Pn = P + Tn ou` Tn est un point de torsion de E, donc le lemme
3.1 pre´ce´dent assure que [F (Pn) : F ] ≥ Dn ≥ D. De plus on a
Dn = [K
ab(Pn) : K
ab] ≤ [F (Pn) : F ] ≤ [F (P ) : F ] = D
car K(Pn) ⊂ K(P ), donc Dn = D. La hauteur de Ne´ron-Tate e´tant invariante par trans-
lation par un point de torsion, on a e´galement ĥ(Pn) = ĥ(P ). Enfin, quitte a` remplacer F
par F1 = F ∩K(Pn), on voit que l’on peut aussi supposer l’hypothe`se (1) vraie. La fonction
f(·) e´tant croissante, l’hypothe`se (2) est elle aussi ve´rifie´e, ce qui conclut. 
Dans toute la suite on supposera de´sormais vraies les hypothe`ses (1), (2) et (3).
Remarque 3.1 On note que, comme K ⊂ F ⊂ K(P ), on a aussi, F (P ) = K(P ).
On peut maintenant e´noncer les deux lemmes de re´duction qui nous serviront dans la suite.
Le premier est inspire´ du Lemma 2.1. (ii) de [2], le second est plus classique dans le cadre
du probe`me de Lehmer.
Lemme 3.3 Soient p ∈ P et v une place de K au-dessus de p, alors, pour de´montrer le
the´ore`me 1.1, on peut supposer que
soit K(αv(P )) = K(P ), soit [K(P ) : K(αv(P ))] = p.
De´monstration : On conside`re le diagramme
K (P,E[αv])
K(P )
88qqqqqqqqqqq
K (αv(P ), E[αv])
G
iiRRRRRRRRRRRRR
K(αv(P ))
ffMMMMMMMMMMM
55lllllllllllll
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L’extension K(P,E[αv])/K(αv(P ), E[αv]) est galoisienne d’ordre 1 ou p. En effet on a une
injection naturelle Gal(K/K(αv(P ), E[αv])) →֒ E[αv] : les conjugue´s de P par l’action de
Gal(K/K(αv(P ), E[αv])) sont parmi les P+T , ou` T ∈ E[αv] et αv est une isoge´nie cyclique
d’ordre p.
Si le groupe de Galois correspondant G est d’ordre p, alors l’extension K(P )/K(αv(P ))
est e´galement d’ordre p.
Si G est d’ordre 1, on va montrer qu’il existe T ∈ E[αv] tel que K(P +T ) ⊂ K(αv(P )).
On regarde l’action de Gal(K/K(αv(P )) sur l’ensemble {P + T / T ∈ ker[αv]}. Soit il y a
une seule orbite, auquel cas [K(αv(P )) : K(P )] = p ; soit l’orbite ωP , contenant P est de
cardinal m strictement infe´rieur a` p, donc premier a` p. Dans ce cas, il existe T ′ ∈ E[αv],
tel que ∑
T∈ωP
(P + T ) = mP + T ′
est stable sous l’action de Gal(K/K(αv(P )). Par le the´ore`me de Be´zout, il existe deux
entiers, λ et µ tels que λm+µp = 1. Par ailleurs, en notant α∨v l’isoge´nie duale de αv, on a
K ([p]P ) = K (α∨v (αv(P ))) ⊂ K(αv(P )).
Ainsi, on a les inclusions
K ([λ]([m]P + T ′) + [µp]P )) = K (P + [λ]T ′) ⊂ K(αv(P )).
On a donc l’inclusion K(P + [λ]T ′) ⊂ K(P ). Par l’hypothe`se (3) ceci entraˆıne que
K(P ) = K(P + [λ]T ′) ⊂ K(αv(P )).
On en de´duit que K(P ) = K(αv(P )). 
Lemme 3.4 Pour tout p ∈ P sauf pour au plus 1
2
logD d’entre eux et pour toute place v
de K au-dessus de p, on a
F (P ) = F (αv(P )).
De´monstration : C’est le lemme combinatoire classique de Dobrowolski [8] (duˆ a` Laurent
[10] lemme 4.2 dans le cas des courbes elliptiques). 
Notons que l’on pourrait e´viter de recourir a` ce lemme combinatoire, en faisant un raison-
nement du meˆme type que dans le lemme pre´ce´dent, comme il est fait dans l’article
d’Amoroso-Zannier [2]. Dans la suite on notera P⋆ le sous-ensemble de P forme´ des pre-
miers ve´rifiant le lemme 3.4 pre´ce´dent.
4 Lemmes d’extrapolation
Dans la partie 6 on va faire deux extrapolations diffe´rentes, selon qu’il y a beaucoup de
places de F au-dessus de P⋆ ayant un gros indice de ramification, ou non, tout ceci e´tant
bien e´videmment quantifie´. On commence par les lemmes qui nous permettront d’extrapoler
dans le cas ou` il y a beaucoup de ramification.
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4.1 Lemme ramifie´
Lemme 4.1 Soient E/K une courbe elliptique a` multiplication complexe, v une place de
bonne re´duction ordinaire et Iv le groupe d’inertie de Gal(Kv/Kv). Alors, pour tout entier
n ≥ 1, on a l’isomorphisme de Iv-module E[αnv ] ≃ µpn.
De´monstration : C’est le lemme 3.2 de [3]. 
Le lemme suivant est inspire´ du lemme 3.2. de [2].
Lemme 4.2 Soient p ∈ P⋆ et ep son indice de ramification dans F . Il existe un sous-
groupe Hp de Gal(F/K) d’ordre
| Hp |≥ min{ep, p},
tel que
| xp − σxp |w≤ 1
p
,
pour tout x ∈ OF , tout σ ∈ Hp et toute place w de F au-dessus de p. De plus, pour toute
place v de K au-dessus de p et pour toute extension τ ∈ Gal(K/K) de σ ∈ Hp − {Id}, on
a
τ(αv(P )) 6= αv(P ).
De´monstration : La fabrication de Hp et l’estimation de son cardinal se fait comme dans
l’article de Amoroso-Zannier : soient v une place de F e´tendant p et Fv le comple´te´ v-adique
de F . On pose m := mp(F ) le plus petit entier m tel que Fv ⊂ Qp(ζm). On de´compose m
sous la forme m = fp · n ou` n est premier a` p et fp est le conducteur local de F en p.
Si p ne se ramifie pas dans F , alors ep = 1 et Hp = {Id} convient. On peut donc
supposer que p se ramifie dans F , donc a fortiori dans Q(ζm). Ainsi p divise le conducteur
local fp. On pose Σp le groupe de Galois de l’extension Qp(ζm)/Qp(ζm/p). C’est un groupe
cyclique d’ordre p ou p − 1 selon que p2 divise fp ou non. Par la proprie´te´ de minimalite´
de m, Σp ne fixe pas Fv, donc induit par restriction un sous-groupe non-trivial H
∗
v de
Gal(Fv/Kp). On note que si p
2 ne divise pas fp, alors l’ordre de H
∗
v est au moins ep car
l’extension Qp(ζm/p)/Qp est non-ramifie´e ; alors que si p
2 divise fp, ne´cessairement H
∗
v est
d’ordre p. On de´finit Hv comme e´tant l’image isomorphe de H
∗
v dans Gal(F/K). On peut
voir que H∗v ne de´pend pas de v, mais seulement de p. Il en est de meˆme de Hv que l’on
note de´sormais Hp. On a de´ja obtenu l’estimation de son cardinal.
Montrons la proprie´te´ de congruence : soit O l’anneau des entiers de Qp(ζm). On a
∀x ∈ O, ∀σ ∈ Σp xp ≡ σxp mod pO, (4)
(cf. par exemple [2] p. 717). Ainsi pour tout x ∈ OF et pour tout σ ∈ Hp, l’entier xp−σxp ∈
F est d’ordre supe´rieur a` ep en v.
Montrons maintenant la dernie`re proprie´te´. Soient σ ∈ Hp − {Id} et τ ∈ Gal(K/K)
une extension de σ. Supposons par l’absurde que τ(αv(P )) = αv(P ). Soit E le sous-corps
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de F fixe par σ. On a [E(αv(P )) : E] = [F (αv(P )) : F ]. De plus, par le lemme 3.4, le point
P est de´fini sur la meˆme extension de F que αv(P ). Donc,
[E(αv(P )) : E] = [F (αv(P )) : F ] = [F (P ) : F ] = D. (5)
On va maintenant montrer que | Σp |= p : tout d’abord, comme E est strictement inclus
dans F , on a [F (P ) : E] > [F (P ) : F ] et donc, d’apre`s (5),
[F (P ) : E(αv(P ))] =
[F (P ) : E]
[E(αv(P )) : E]
=
[F (P ) : E]
[F (P ) : F ]
> 1. (6)
Par ailleurs, d’apre`s la remarque 3.1, on a K(P ) = F (P ) et K ⊂ E(αv(P )) ⊂ F (P ).
Ainsi, [F (P ) : E(αv(P ))] divise [K(P ) : K(αv(P ))]. Si K(P ) = K(αv(P )), alors τ fixe
K(P ) = F (P ) donc fixe F ce qui contredit le choix de σ 6= Id. Ainsi, par le lemme 3.3,
l’extension K(P )/K(αv(P )) est de degre´ p. On en de´duit que l’extension F (P )/E(αv(P ))
qui est non triviale par (6), est de degre´ p. On a ainsi
[F (αv(P ) : E(αv(P ))] =
[F (P ) : E(αv(P ))]
[F (P ) : F (αv(P ))]
= [F (P ) : E(αv(P ))] = p par le lemme 3.4.
L’extension F/E e´tant galoisienne, on en de´duit que | Hp |= [F : E] = p, donc par
construction de Hp on obtient | Σp |= p.
On sait que sur une courbe elliptique a` multiplication complexe, on a bonne re´duction
ordinaire en toutes les places v au-dessus d’un premier p ∈ P. On peut donc appliquer
le lemme 4.1 dans notre situation. Par ce lemme on sait que les points de αkv-torsion sont
de´finis sur Qp(ζpk) ⊂ Qp(ζm). Ainsi Fv(E[αkv ]) ⊂ Q(ζm), donc le groupe de Galois Σp induit
par restriction un sous-groupe non-trivial de Gal(F (E[αkv ])/K) qui est cyclique d’ordre p
par le paragraphe pre´ce´dent. Soit donc F ⊂ F (E[αkv ]) son sous-corps fixe. Soient x ∈ E
et ρ ∈ G1 = Gal(F (E[αkv ])/F) − {Id}. Puisque [F : E] = p, le morphisme σ engendre le
groupe Gal(F/E), donc il existe un entier u tel que ρF = σ
u. Notamment, on en de´duit
que ρ(x) = x, c’est-a`-dire que
E ⊂ F. (7)
On va maintenant montrer qu’il existe un point de αkv-torsion T tel qu’on ait l’inclusion
F(P + T ) ⊂ F(αv(P )). Si F(P ) ⊂ F(αv(P )), il n’y a rien a` montrer. Sinon, on a a fortiori
l’inclusion stricte
F(αv(P )) ( F
(
E[αkv ], P
)
.
Les extensions e´tant galoisiennes, [F (E[αkv ], αv(P )) : F(αv(P ))] divise [F (E[α
k
v ]) : F] = p.
De plus, par le lemme 3.4, F (E[αkv ], P ) = F (E[α
k
v ], αv(P )), donc on a l’e´galite´[
F
(
E[αkv ], P
)
: F (αv(P ))
]
= p.
Ainsi, le morphisme de restriction
res : Gal
(
F (E[αkv ], P )/F(αv(P ))
)→ Gal (F (E[αkv ])/F) ,
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entre groupes de meˆme cardinaux est un isomorphisme. Soit ρ˜ un ge´ne´rateur du groupe
cyclique Gal
(
F (E[αkv ], P )/F(αv(P ))
)
... Il existe un point de αv-torsion T1 tel que
ρ˜(P ) = P + T1.
De plus, par le lemme 4.1, on a l’isomorphisme de Iv-modules, E[α
k
v ] ≃ µpk , donc si T2
est un point de E[αkv ]\E[αk−1v ], alors le point T3 = ρ(T2)− T2 est d’ordre p. Finalement, il
existe un entier v tel que
T1 = vT3.
On pose T = −rT2. On a alors
ρ(P + T ) = P + T1 − vρ(T2) = P + vT3 − vT3 − vT2 = P + T.
Ceci nous donne bien l’inclusion F(P + T ) ⊂ F(αv(P )).
En utilisant (5) et (7), on obtient
[F(P + T ) : F] ≤ [F(αv(P ) : F] ≤ [E(αv(P ) : E] = D.
Or par construction, Fv ⊂ Qp(ζm/p) et F ⊂ F (E[αkv ]), donc
fp(F) ≤ p
k
p
< fp(F ), et, si l 6= p, fl(F) ≤ fl(F ).
On en conclut, que
[F(P + T ) : F] ≤ D et, f(F) < f(F ) = f,
ce qui contredit la de´finition de f. Ceci conclut la preuve par l’absurde. 
4.2 Lemme non-ramifie´
On passe maintenant au lemme qui va nous permettre de faire l’extrapolation dans le
cas ou` il n’y a pas beaucoup de ramification. Il s’agit du meˆme lemme que dans le cas
multiplicatif.
Lemme 4.3 Soit p ∈ P⋆, il existe Φp ∈ Gal(F/K) tel que
| xp − Φpx |v≤ p−
1
ep ,
ou` x ∈ OF et v est une valuation sur Q e´tendant p.
De´monstration : C’est le lemme 3.1. de [2]. 
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5 Lemme de Siegel
Dans la suite, on conside`re un point P1 qui sera soit P soit αv(P ). On note ℘(u) la
coordonne´e x de P1 et on note ℘(u1), . . . , ℘(uD) les diffe´rents conjugue´s de ℘(u) sur F .
On dit que les ui sont les conjugue´s de u.
Soient L et T deux entiers strictement positifs et N ∈]√L, 2√L[ un nombre premier (qui
existe par le “postulat de Bertrand”). On va construire une fonction
ϕ(z) =
L∑
λ1=0
L∑
λ2=0
p(λ1, λ2)℘(z)
λ1℘(Nz)λ2
avec p(λ1, λ2) ∈ Z non tous nuls, telle que : ϕ n’est pas constamment nulle sur E(C), ϕ
est nulle en les conjugue´s ui de u avec multiplicite´ T et les coefficients p(·, ·) sont bien
controle´s. Le premier point est assure´ par le choix de N et le fait que les p(·, ·) ne sont pas
tous nuls, le second de´coule d’un lemme de Siegel absolu.
Lemme 5.1 Soient n un entier et S un sous Q-espace vectoriel de dimension d de Q
n
.
Pour tout ε > 0, il existe un vecteur x ∈ S tel que
h2(x) ≤ h2(S)
d
+
log d
2
+ ε.
De´monstration : cf. [6] lemme 4.7 et la remarque qui suit. 
Proposition 5.1 Soient L, T et k trois entiers positifs tels que L2 ≥ kT et kc2 > (L +
T )2 pour une certaine constante absolue c2 > 0. Avec les notations pre´ce´dentes, on peut
construire la fonction ϕ, s’annulant en u1, . . . , uk avec multiplicite´ supe´rieure a` T , telle
que
h2(ϕ) ≤ ckT
(L+ 1)2 − kT
(
LN2ĥ(P1) + T log(T + L) + T logN + L
)
+ logL,
ou` c est une constante ne de´pendant que de E/K.
De´monstration : Par re´currence sur t ≤ T , on montre qu’il existe un polynoˆme Qλ1,λ2,t
dans Ok[X1, . . . , X4] de degre´ partiel en chaque variable majore´ par L + 2t, a` coefficients
de valeur absolue majore´e par c1k
c2t et tel que
dt
dzt
(
℘(z)λ1℘(Nz)λ2
)
= Qλ1,λ2,t (℘(z), ℘
′(z), ℘(Nz), ℘′(Nz)) .
Au rang t = 0, le polynoˆme Q = Xλ11 X
λ2
3 convient.
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Supposons la proprie´te´ vraie au rang t et montrons-la au rang t+1 : en notant abusivement
Qt le polynoˆme Qλ1,λ2,t, on a
dt+1
dzt+1
(
℘(z)λ1℘(Nz)λ2
)
=
d
dz
dt
dzt
(
℘(z)λ1℘(Nz)λ2
)
=
d
dz
Qt (℘(z), ℘
′(z), ℘(Nz), ℘′(Nz))
=
∂Qt
∂X1
(·)℘′(z) + . . .+N ∂Q
∂X4
(·)℘′′(Nz).
En utilisant la relation ℘′′(Nz) = 6℘(Nz)2 + 2a4, on pose donc
Qt+1 = X2
∂Qt
∂X1
+ . . .+N(6X23 + 2a4)
∂Qt
∂X4
.
On a clairement degXiQt+1 ≤ L+2(t+1). De plus, en notant qi,t les coefficients de Qt, on
a
|qi,t+1| ≤ 6c1N(L+ 2t)kc2t ≤ 12c1
√
L(L+ 2T )kc2t ≤ c1kc2(t+1).
Finalement, le syste`me ∀t ≤ T − 1, ∀i ∈ [[1, k]], ϕ(t)(ui) = 0 s’e´crit :
∀t ≤ T − 1, ∀i ∈ [[1, k]],
L∑
λ1=0
L∑
λ2=0
p(λ1, λ2)Qλ1,λ2,t (℘(ui), ℘
′(ui), ℘(Nui), ℘
′(Nui)) = 0.
Pour tout 0 ≤ i ≤ k, posons
∀0 ≤ t ≤ T − 1, ∀0 ≤ λ1, λ2 ≤ L, α(i)(λ1,λ2),t = Qλ1,λ2,t (℘(ui), ℘′(ui), ℘(Nui), ℘′(Nui)) .
On conside`re les vecteurs
yi,t =
(
α
(i)
(0,0),t, . . . , α
(i)
(L,0),t, . . . , α
(i)
(L,L),t
)
∈ Q(L+1)
2
.
Comme dans [5] p.42 ine´galite´ (18) et suivante, on ve´rifie que les coefficients du syste`me
yi,t · x = 0, 0 ≤ i ≤ k, 0 ≤ t ≤ T − 1
avec x ∈ Q(L+1)
2
sont tous de hauteur au plus
c3
(
LN2ĥ(P1) + T log(T + L) + T logN + L
)
.
Par ailleurs, le Q-espace vectoriel
S =
{
x ∈ Q(L+1)2 / yi,t · x = 0, 0 ≤ i ≤ k, 0 ≤ t ≤ T − 1
}
est de dimension (L + 1)2 − kT et les vecteurs yi,t forment une base de l’orthogonal S⊥.
De plus, le Lemma IV p.10 de [12], nous indique que
h2 (S) = h2
(
S⊥
) ≤∑
i,t
h2(yi,t) ≤ c3kT
(
LN2ĥ(P1) + T log(T + L) + T logN + L
)
.
Pour conclure, on applique le lemme 5.1 avec ε = 1
2
log (L+1)
2
(L+1)2−kT
. 
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6 Extrapolation
Il y a deux cas, selon que l’on a “beaucoup” de premiers ayant “beaucoup” de ramification
ou non (ceci e´tant quantifie´). On commence par le cas qui sera utilise´ quand il n’y a pas
beaucoup de grande ramification.
Proposition 6.1 Soient L1 et T1 deux entiers strictement positifs d’ordre de grandeur
polynomial en D, tels que L21 ≥ DT1. On pose P1 = P et on conside`re la fonction ϕ
obtenue dans la proposition 5.1 avec L = L1, T = T1 et k = D. Soient p ∈ P⋆ et v
une place e´tendant p sur K. Pour tout t ≤ L1 et pour tout τ ∈ Gal(K/K) e´tendant le
morphisme Φp du lemme 4.3, on a
log | τ(ϕ)(t))(αpu) |v≤ − T1
2ep
log p+ 8L1 logmax{1, | ℘(Nαvu) |v}.
De´monstration : Il s’agit essentiellement du deuxie`me pas de [10] a` la diffe´rence que l’on
utilise un lemme de Siegel absolu, ce qui conduit a` supposer l’annulation en un point et
en tous ses conjugue´s, ainsi qua` faire intervenir l’indice de ramification ep de p dans L. On
e´tend v au corps K(X) en posant | X |v= 1.
Il y a deux cas : soit ℘(u) est un v-entier, soit non.
Cas 1 : on ve´rifie simplement que l’on peut e´crire ϕ(t) comme un polynoˆme en les vari-
ables ℘(z), ℘(Nz), ℘
′(Nz)
℘′(z)
de degre´ partiels en ℘(Nz) et ℘
′(Nz)
℘′(z)
respectivement majore´s par
3(L + t) ≤ 6L et par 1. On en de´duit l’existence d’une fraction rationnelle G, telle que
SN(X)
8LG(X) soit un polynoˆme a` coefficients dans OK et ve´rifiant
G(℘(z)) = ϕ(t)(z)2.
La fraction rationnelle G(X) admet donc un ze´ro d’ordre supe´rieur a` T1 aux points X =
℘(u1), . . . , X = ℘(uD). Notons ∆ =
∑
aiX
i le polynoˆme minimal unitaire sur L de ℘(u).
Par hypothe`se sur ℘(u), il est a` coefficients entiers alge´briques. Ainsi, il existe un polynoˆme
H a` coefficients v-entiers, tel que
SN (X)
8LG(X) = ∆(X)T1H(X). (8)
Si πp est une uniformisante au-dessus de p dans K et πp,F une uniformisante de p dans F ,
par le petit the´ore`me de Fermat et le lemme 4.3, on obtient donc
τ (∆) (℘(αvu)) = τ (∆) (℘(u)
p) = (∆(℘(u)))p = 0 mod πp,F ,
et ce, pour tout πp,F au-dessus de πp. En substituant ℘(αvu) a` X dans (8) et en appliquant
τ aux coefficients des polynoˆmes S, G, H et ∆, on en de´duit que le membre de droite
de cette e´galite´ transforme´e par τ est d’ordre en πp supe´rieur a`
T1
ep
. Il reste maintenant a`
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majorer l’ordre en πp de τ(SN )(℘(αvu). Or SN est a` coefficients dans K, donc est, de meˆme
que RN , invariant par τ . De plus,
℘(Nαvu) =
RN (℘(αvu))
SN (℘(αvu))
.
D’apre`s le lemme 2.2, les polynoˆmes RN et SN re´duits mod πp sont premiers entre eux.
Autrement dit, l’un des deux nombres RN (℘(αvu)), SN (℘(αvu)) est une unite´ de OKv . Si
c’est SN(℘(αvu)), on a fini, sinon, c’est RN(℘(αvu)) et donc
ordπp(SN (℘(αvu)) = −ordπp℘(Nαvu).
Cas 2 : Si ℘(u) n’est pas un v-entier, on fait un changement de carte comme dans le b) du
deuxie`me pas de Laurent [10] : on effectue le changement de variable projectif
t = −X
Y
et, s = − 1
Y
.
Alors s s’exprime en fonction du parame`tre local t par une se´rie entie`re s(t) a` coefficients
v-entiers. On conside`re cette fois la fonction
(℘′(z)℘′(Nz))
−(L1+t) ϕ(t)(z), a` la place de ϕ(t)(z)2.
Elle s’e´crit comme un polynoˆme en les variables − ℘(z)
℘′(z)
, − 1
℘(z)
, − ℘(Nz)
℘′(Nz)
et − 1
℘′(Nz)
. Il existe
donc une se´rie entie`re G, a` coefficients v-entiers, telle que
G(t) = (℘′(z)℘′(Nz))
−(L1+t) ϕ(t)(z). (9)
Soient ξ = − ℘(u)
℘′(u)
le parame`tre local associe´ au point P et ∆ le polynoˆme minimal unitaire
de ξ sur Fv. D’apre`s l’hypothe`se, le nombre ξ est dans l’ide´al maximal mv, donc tous
les coefficients de ∆, sauf le coefficient dominant, sont divisibles par πp. Le the´ore`me de
pre´paration de Weierstrass montre qu’il existe une se´rie entie`re H , a` coefficients v-entiers,
telle que
G(t) = ∆(t)(T1−t)H(t).
Dans cette identite´ on substitue t = [αv](ξ) = ξ
p + πpψ(ξ) par le lemme 2.3. On conclut
alors comme dans le premier cas (il faut savoir majorer
ordπp(℘
′(αvu)℘
′(Nαvu)) = ordπps([αv](ξ)) + ordπps([Nαv](ξ)).
Puisque N est premier a` p, ces dernie`res quantite´s sont toutes deux e´gales a`
−3
2
ordπp℘(Nαvu) (cf. paragraphes 3 et 6 de [15]).
Remplac¸ant dans (9), z par αvu et t par [αv](ξ) on peut alors conclure). 
On passe maintenant a` la proposition qui nous servira quand il y a beaucoup de grande
ramification.
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Proposition 6.2 Soient L2 et T2 deux entiers d’ordre de grandeur polynomial en D et Λ2
un entier strictement positif, tels que L22 ≥ DT2Λ2. On conside`re la fonction ϕ obtenue
dans la proposition 5.1 avec L = L2, T = T2, k = DΛ2 et avec
{u1, . . . , uk} := {αvui /i ∈ {1, . . . , D} et v de´crivant un ensemble P⋆2 de cardinal Λ2} .
Pour tout t ≤ L2, pour tout v dans l’ensemble P⋆2 et pour tout τ ∈ Gal(K/K) tel que
τF ∈ Hp, p/v ∈ P⋆2 , on a
log | τ(ϕ(t))(αpu) |v≤ −T2
2
log p+ 8L2 logmax{1, | ℘(Nαvu) |v}.
De´monstration : La` encore il y a deux cas selon que ℘(u) est un v-entier ou non. On
commence par le cas ou` c’est un v-entier. On e´tend v au corps K(X) en posant | X |v= 1
et on fait la meˆme preuve que pre´ce´demment, en montrant cette fois-ci que
τ (∆αv) (℘(αvu)) = 0 mod πp,
ou` ∆αv est le polynoˆme minimal de ℘(αvu). Pour montrer ceci, on note ∆
(p) le polynoˆme
minimal de ℘(u) ou` l’on a e´leve´ les coefficients a` la puissance p. On a alors
τ (∆αv) (℘(αvu)) = τ
(
∆(p)
)
(℘(αvu)) mod πp par le petit the´ore`me de Fermat,
= ∆(p)(℘(αvu)) mod πp par le lemme 4.2,
= ∆(p)(℘(u)p) mod πp,
= (∆(℘(u)))p mod πp,
= 0.
Si ℘(u) n’est pas un v-entier, on utilise le meˆme argument que dans le cas 2 de la proposition
6.1 pre´ce´dente pour conclure de la meˆme fac¸on. 
7 Conclusion
7.1 Le cas du the´ore`me 1.1
En notant [·] la partie entie`re, on pose C une constante assez grande (de sorte que les
ine´galite´s soient ve´rifie´es) ne de´pendant que de E/K et on pose
N1 =
[
C4
(log 2D)6
(log log 5D)5
]
et E =
[
C
(
log 2D
log log 5D
)2]
.
Pour p entre N1/2 et N1, le the´ore`me de Chebotarev nous indique qu’il y a plus de Λ =[
C4
2
(
log 2D
log log 5D
)6]
tels p. En notant ev l’indice de ramification de v dans F , on a : soit il y
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a plus de Λ1 = Λ/2 nombres premiers p ayant une place v avec un ev ≤ E, soit il y a plus
de Λ2 = Λ/2 nombres premiers p ayant toutes les places v avec un ev > E. On va traiter
chaque cas se´pare´ment et conclure dans chacun de ces deux cas.
Cas 1 : il y a plein de v ayant peu de ramification, i.e., il y a plus de Λ1 = Λ/2 nombres
premiers p ayant une place v avec un ev ≤ E.
Dans ce cas, on note P⋆1 le sous-ensemble de P⋆ correspondant a` Λ1 et on introduit les
parame`tres suivants :
L1 =
[
C3D
(log 2D)5
(log log 5D)6
]
, T1 =
[
C
9
2D
(log 2D)7
(log log 5D)9
]
, et, T ′1 =
[
C3D
(log 2D)4
(log log 5D)6
]
,
et N est un nombre premier tel que 1
2
√
L1 ≤ N ≤
√
L1.
Proposition 7.1 Pour tout p ∈ P⋆1 , pour tout τ e´tendant Φ−1p et pour tout t ≤ T ′1, la
fonction ϕ(t) de la proposition 6.1 s’annule en τ℘(αvu).
De´monstration : En notant
ζ = NF (P )/F
(
τ
(
ϕ(t)
)
(αvu)
)
,
on a graˆce a` la proposition 6.1,
log | ζ |v≤ −DT1 log p
2ev
+ 8L1
∑
w/v
Dw logmax (1, | ℘(Nαvu |w) ...
On en de´duit
log | ζ |v≤ −c12DT1 log p
2E
+DL1
(
c10 +N
2pĥ(P )
)
.
Or par hypothe`se sur ĥ(P ), on aN2pĥ(P ) ≤ N2N1ĥ(P ) ≤ c11. En remplac¸ant les parame`tres
par leur valeur, on obtient donc
log | ζ |v≤ −C 72D2 (log 2D)
5
(log log 5D)6
.
Ainsi, si ζ est non nul, on a
h(ζ) = h(ζ−1) ≥ dv
d
logmax
{
1, | ζ−1 |v
} ≥ C 72D2 (log 2D)5
(log log 5D)6
. (10)
Par ailleurs, un calcul classique (cf. par exemple [5] p.50) permet d’e´crire
h(ζ) ≤ c15DT ′1 log(T ′1 + L1) + c16DL1N2pĥ(P ) + c17Dh2(ϕ)
ou` h2(ϕ) est donne´e par la proposition (5.1) :
h2(ϕ) ≤ cDT1
(L1 + 1)2 −DT1
(
L1N
2ĥ(P ) + T1 log(T1 + L1) + T1 logN + L1
)
+ logL1.
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en remplac¸ant les parame`tres par leur valeur, on obtient :
h(ζ) ≤ c15C3D2 (log 2D)
5
(log log 5D)6
+ c16C
3D2
(log 2D)5
(log log 5D)6
+ c17C
3D2
(log 2D)5
(log log 5D)6
,
Soit
h(ζ) ≤ c18C3D2 (log 2D)
5
(log log 5D)6
. (11)
En comparant les ine´galite´s (10) et (11), on obtient une contradiction pour C suffisamment
grand, ce qui conclut. 
Puisque l’on travaille avec des p ∈ P⋆ ⊂ P, on a [F (αv(P )) : F ] = D. Donc, on obtient
ainsi, en comptant les multiplicite´s, au moins
DT ′1Λ1 ≥
1
2
C7D2
(log 2D)10
(log log 5D)12
(12)
racines. Or en utilisant la relation
℘(Nz) =
RN (℘(z))
SN (℘(z))
,
on peut e´crire ϕ sous la forme
ϕ(z) = F (℘(z)),
ou` F est une fraction rationnelle de degre´ majore´ par
(N2 + 1)L1 ≤ 2L21 ≤ 2C6D2
(log 2D)10
(log log 5D)12
. (13)
En comparant (12) et (13), on en de´duit que la fraction F est identiquement nulle. Donc
il en est de meˆme pour ϕ, ce qui est absurde par le choix de N . Le the´ore`me est donc
de´montre´ dans ce cas.
Cas 2 : il y a plein de v ayant beaucoup de ramification, i.e., il y a plus de Λ2 = Λ/2
nombres premiers p ayant toutes les places v avec un ev > E.
Dans ce cas, on note P⋆2 le sous-ensemble de P⋆ correspondant a` Λ2 et on introduit les
parame`tres suivants :
L2 =
[
C
35
8 D
(log 2D)7
(log log 5D)8
]
, T2 =
[
C
9
2D
(log 2D)7
(log log 5D)9
]
et, T ′2 =
[
C4D
(log 2D)6
(log log 5D)8
]
,
et N est un nombre premier tel que 1
2
√
L2 ≤ N ≤
√
L2.
Proposition 7.2 Pour tout p ∈ P⋆2 , pour tout τ tel que τF ∈ Hp et pour tout t ≤ T ′2, la
fonction ϕ(t) de la proposition 6.2 s’annule en τ℘(αvu).
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De´monstration : En notant
ζ = NF (P )/F
(
τ
(
ϕ(t)
)
(αvu)
)
,
on a graˆce a` la proposition 6.2,
log | ζ |v≤ −DT2 log p
2
+
8L2∑
w/v
Dw logmax (1, | ℘(Nαvu |w) .
On en de´duit
log | ζ |v≤ −c12DT2 log p
2
+DL2
(
c10 +N
2pĥ(P )
)
.
Or par hypothe`se sur ĥ(P ), on aN2pĥ(P ) ≤ N2N1ĥ(P ) ≤ c11. En remplac¸ant les parame`tres
par leur valeur, on obtient donc
log | ζ |v≤ −c13C 92D2 (log 2D)
7
(log log 5D)8
.
Ainsi, si ζ est non nul, on a
h(ζ) = h(ζ−1) ≥ dv
d
logmax
{
1, | ζ−1 |v
} ≥ c14C 92D2 (log 2D)7
(log log 5D)8
. (14)
Par ailleurs, le meˆme calcul que pre´ce´demment permet d’e´crire
h(ζ) ≤ c15DT ′2 log(T ′2 + L2) + c16DL2N2pĥ(P ) + c17Dh2(ϕ)
ou` h2(ϕ) est donne´e par la proposition (5.1) :
h2(ϕ) ≤ cDΛ2T2
(L2 + 1)2 −DΛ2T2
(
L2N
2ĥ(P ) + T2 log(T2 + L2) + T2 logN + L2
)
+ logL2.
en remplac¸ant les parame`tres par leur valeur, on obtient :
h(ζ) ≤ c15C4D2 (log 2D)
7
(log log 5D)8
+ c16C
35
8 D2
(log 2D)7
(log log 5D)8
+ c17C
17
4 D2
(log 2D)7
(log log 5D)8
,
soit,
h(ζ) ≤ c18C 174 D2 (log 2D)
7
(log log 5D)8
. (15)
En comparant les ine´galite´s (14) et (15), on obtient une contradiction, ce qui conclut. 
Puisque l’on travaille avec des p ∈ P⋆ ⊂ P, on a [F (αv(P )) : F ] = D. Donc, on obtient
ainsi, en comptant les multiplicite´s, au moins
EDT ′2Λ2 ≥
1
2
C9D2
(log 2D)14
(log log 5D)16
(16)
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racines. Or en utilisant la relation
℘(Nz) =
RN (℘(z))
SN (℘(z))
,
on peut e´crire ϕ sous la forme
ϕ(z) = F (℘(z)),
ou` F est une fraction rationnelle de degre´ majore´ par
(N2 + 1)L2 ≤ 2L22 ≤ 2C
35
4 D2
(log 2D)14
(log log 5D)16
. (17)
En comparant (16) et (17), on en de´duit que la fraction F est identiquement nulle. Donc
il en est de meˆme pour ϕ, ce qui est absurde par le choix de N . Le the´ore`me est donc
de´montre´ dans ce cas. Il est donc de´montre´ dans tous les cas. 
7.2 Le cas du the´ore`me 1.2
Pour prouver le the´ore`me 1.2, on fait essentiellement la meˆme preuve que pour le the´ore`me
1.1 : on peut faire les meˆmes re´ductions et on a uniquement besoin de la partie non-ramifie´e
de la preuve pre´ce´dente. La seule chose qui change est le choix des parame`tres permettant
de conclure.
En notant [·] la partie entie`re et C une constante assez grande (de sorte que les ine´galite´s
soient ve´rifie´es) ne de´pendant que de E/K et de c0, on pose E = 1 et
N1 =
[
3C2
(log 2D)2
log log 5D
]
.
Pour p entre N1/2 et N1, le the´ore`me de Chebotarev nous indique qu’il y a plus de Λ =[
C2
2
(
log 2D
log log 5D
)2]
tels p. On note P⋆1 le sous-ensemble de P correspondant a` Λ et on introduit
les parame`tres suivants :
L1 =
[
C2D
log 2D
log log 5D
]
, T1 =
[
2CD
log 2D
log log 5D
]
, et, T ′1 =
[
C2
2
D
]
,
et N est un nombre premier tel que 1
2
√
L2 ≤ N ≤
√
L2.
Le meˆme argument qu’au cas 1 du paragraphe pre´ce´dent nous permet alors de conclure.
Remarque 7.1 Notons que bien que la preuve de ce the´ore`me 1.2 soit moralement la
meˆme que celle du the´ore`me de [10], le fait d’utiliser un lemme de Siegel absolu conduit a`
un choix diffe´rent des parame`tres pour faire fonctionner l’e´tape d’extrapolation.
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8 Application du the´ore`me 1.1
En fait une version affaiblie du the´ore`me 1.1 suffit de´ja`. Pre´cise´ment, on utilisera le corol-
laire suivant :
Corollaire 8.1 Soient E/K une courbe elliptique a` multiplication complexe et ε un re´el
strictement positif. On note Kab la cloˆture abe´lienne de K. Il existe une constante stricte-
ment positive c(E/K, ε) telle que
∀P ∈ E(K)\Etors, ĥ(P ) ≥ c(E/K, ε)
D1+ε
,
ou` D = [Kab(P ) : Kab].
On reprend les notations de l’article [16], et on va montrer comment e´viter la seconde partie
de la preuve (parties 4.3 et 4.4 et 6 de l’article [16]).
Soient n ≥ r ≥ 0 et P ∈ Sn−r(C). On note K(P ) le corps de de´finition de P . On note
xi : C → E les applications coordonne´es de´finies par la composition de l’immersion ferme´e
C →֒ En et de la i-e`me projection En → E. Comme E est a` multiplication complexe, on
sait que son anneau d’endomorphismes est un ordre O = Z+τZ dans un corps quadratique
imaginaire. On de´finit alors n morphismes supple´mentaires : ∀1 ≤ i ≤ n, xn+i = τxi. On
note
Γ = 〈x1, . . . , xn〉End(E)
le coordinate module (de´finition de [16] p.51) : c’est le Z-module engendre´ par les xi avec
1 ≤ i ≤ 2n. On conside`re par ailleurs le Z-module (qui est de rang 2r comme il suit du
lemma 2. de [16])
ΓP := 〈x1(P ), . . . , x2n(P )〉End(E) .
Dans sa proposition 2. de [16], Viada montre que K ((ΓP )tors) ⊂ K(P ) et elle montre
e´galement qu’il existe des e´le´ments Z-line´airement inde´pendants g1, . . . , g2r de ΓP , de´finis
sur K(P ) et engendrant la partie libre de ΓP . Ainsi on peut e´crire pour tout 1 ≤ i ≤ 2n,
xi(P ) =
2r∑
j=1
aijgj + Ti
ou` Ti est un point de torsion. On pose νj = (a1j , . . . , anj) et on pose | νj |= maxi | aij |.
Avec ces notations on a l’ine´galite´ (19) de [16] :
2r∏
i=1
ĥ(gi)≪
2r∏
i=1
| νi |−2 . (18)
Dans son corollary 1. Viada obtient alors l’ine´galite´
d≪
(
NR
2r∏
i=1
| νi |
) 1
n−r
(19)
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ou` d = [K(P ) : K] et N et R sont deux entiers tels que (ΓP )tors ≃ Z/NZ × Z/RZ. (Ces
entiers existent par la proposition 2. de [16].)
Dans son corollary 2. Viada obtient enfin les ine´galite´s
(NR)1−ε ≪ d≪ (NR) 1n−r−1−ε .
Ainsi d est borne´ en fonction de N et si n− r ≥ 3 on obtient l’ine´galite´
(NR)1−ε ≪ (NR) 12−ε
Ce qui permet de borner N et donc de conclure. Dans le cas ou` n− r = 2, autrement dit
le cas qui nous inte´resse re´ellement, on obtient juste
(NR)1−ε ≪ (NR) 11−ε
ce qui ne permet malheureusement pas de conclure, d’ou` la ne´cessite´ d’une seconde e´tape
assez technique dans l’article [16]. On montre maintenant, et c’est la` la nouveaute´, comment
conclure dans le cas ge´ne´ral en utilisant notre corollaire 8.1 et en re´utilisant ce qui a e´te´
fait jusqu’a` pre´sent. On se place de´sormais dans le cas ou` n − r = 2. On note KN =
K ((ΓP )tors). On peut toujours supposer que K = K(j(E)), donc KN/K est une sous-
extension abe´lienne de l’extension abe´lienne K (E[N ]) /K. On pose D = [K(P ) : KN ]. On
a, en utilisant toujours le corollary 2. de [16],
D =
d
[KN : K]
≪ (NR) 11−ε (NR)−(1−ε) ≤ (NR)3ε (20)
si ε est suffisament petit. Par ailleurs, les points g1,. . ., g2r sont des points d’ordre infini de
E(K(P )). En appliquant le corollaire 8.1 puis l’ine´galite´ (20), on obtient
2r∏
i=1
ĥ(gi)≫ D−2r−2rε ≫ (NR)−6rε(1+ε) ≫ (NR)−12nε. (21)
On a ainsi
(NR)1−ε ≪ d≪
(
NR
2r∏
i=1
| νi |
) 1
2
par l’ine´galite´ (19)
≪ (NR) 12
2r∏
i=1
ĥ(gi)
− 1
4 par l’ine´galite´ (18)
≪ (NR) 12+3nε par l’ine´galite´ (21)
Ceci permet de conclure la preuve du the´ore`me en prenant ε assez petit.
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