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vRE´SUME´
Le travail propose´ dans ce me´moire traite le proble`me de la prise en compte des avis d’ex-
perts en exploitation des e´quipements industriels dans les mode`les statistiques de fiabilite´,
de maintenance et de disponibilite´. Les avis d’experts sont formule´s sous forme de distribu-
tions a priori sur des parame`tres inconnus de ces derniers mode`les. L’infe´rence baye´sienne est
propose´e comme une me´thode de construction des distributions a poste´riori de ces meˆmes
parame`tres en tenant compte des donne´es de vraisemblance collecte´es lors de l’exploitation
d’un e´quipement. Ainsi, trois mode`les sont de´veloppe´s et re´solus a` l’aide des me´thodes de
simulation de chaˆınes de Markov de type MCMC. Le premier mode`le concerne l’agre´gation
des avis d’experts issus d’un meˆme domaine d’expertise formule´s sur un seul parame`tre. Le
second propose un mode`le d’agre´gation des avis formule´s sur deux parame`tres, les experts
proviennent de deux domaines d’expertises diffe´rentes. Ces deux premiers mode`les sont vali-
de´s a` l’aide de trois crite`res statistiques : le DIC (Deviance information criterion), le p-value
baye´sien et le test non parame´trique de mesure de tendance des donne´es. Le troisie`me mode`le
concerne l’optimisation de la disponibilite´ d’un e´quipement avec une actualisation du taux
de de´faillance et du taux de re´paration sur plusieurs pe´riodes. Les trois mode`les ainsi que les
algorithmes de re´solution sont programme´s sous Matlab. Des donne´es de simulation ont e´te´
exploite´es afin de tester la logique de mode´lisation et d’analyser la performance des mode`les
propose´s.
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ABSTRACT
The work proposed in this document addresses the problem of combining different opin-
ions of experts about unknown parameters within the reliability, maintenance and availability
models. Expert opinions are characterised using a prior distribution functions of these un-
known parameters. The Bayesian inference is proposed as a modeling approach to establish
the posterior distribution functions of the same unknown parameters with respect to the
likelihood data collected during the operation time of the equipment. Thus, three models are
developed and solved using Markov Chains Monte Carlo (MCMC). The first model concerns
the aggregation of expert opinions from the same area of expertise made on a single unknown
parameter. The second provides an aggregation of opinions on two unknown parameters. The
experts belong to two different areas of expertise. These first two models are validated using
three statistical criteria: DIC (Deviance information criterion), the bayesian p-value and the
nonparametric test of Fisher which measures the data trend. The third model concerns the
optimization of the availability of equipment with a discount of the failure and repair rates
over several periods of time. These three models as well as the solving algorithms are pro-
grammed using Matlab software. Simulation data were used to test the logic of modeling
and to analyze the performance of the proposed models.
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1CHAPITRE 1
INTRODUCTION
1.1 Proble´matique
Dans une e´tude de fiabilite´ d’un e´quipement en exploitation, les dure´es de vie enregistre´es,
sont ge´ne´ralement mode´lise´es par des lois de probabilite´ parame´triques telle que la loi expo-
nentielle, de Weibull ou autre. Ces lois de probabilite´ caracte´risent le comportement passe´
de l’e´quipement et permettent de pre´dire son comportement futur avec un certain degre´ de
confiance, et ce en fonction de la nature des donne´es de dure´es de vie disponibles. Or, l’esti-
mation des parame`tres de ces lois constitue la taˆche la plus de´licate vu la nature des donne´es
a` partir des quelles ces parame`tres sont estime´s. En effet, un nombre limite´ de donne´es ne per-
met pas une bonne estimation des parame`tres a` travers les me´thodes classiques d’estimation
parame´triques telles que les me´thodes des moindres carre´s et du maximum de vraisemblance.
De plus, des donne´es incomple`tes ou encore censure´es requie`rent un traitement particulier
afin de proce´der a` l’estimation ade´quate des parame`tres inconnus.
Ge´ne´ralement, lorsque les donne´es de de´faillance ne sont pas disponibles en quantite´ suffi-
sante, l’estimation des parame`tres inconnus par les me´thodes classiques sera statistiquement
biaise´e. Ainsi, les fonctions statistiques caracte´risant le comportement de l’e´quipement telles
que la fiabilite´, le risque de de´faillance et le taux de de´faillance ne sont pas repre´sentatives.
Par conse´quent, elles ne peuvent pas eˆtre utilise´es pour optimiser une strate´gie de mainte-
nance telle que l’optimisation des couˆts de maintenance d’un e´quipement ou maximiser sa
disponibilite´. Dans ce contexte, les gestionnaires de maintenance sont ge´ne´ralement amene´s
a` conside´rer les lois de de de´faillance fournies par le constructeur de l’e´quipement pour pla-
nifier les activite´s de maintenance. Ces lois sont e´tablies sur la base d’essais de laboratoire
ou de retour d’expe´rience du service apre`s-vente. Elles conside`rent un usage dit « normal »
de l’e´quipement.
Or, l’utilisation d’un e´quipement ne se fait pas dans les conditions spe´cifie´es par le
constructeur. En effet, l’e´quipement peut eˆtre modifie´ pour incorporer des fonctions non pre´-
vues par le constructeur. De plus, les actions de maintenance que subit l’e´quipement peuvent
changer son comportement futur si elles ne sont re´alise´es conforme´ment aux recommanda-
tions du constructeur (maintenance imparfaite). De ce fait l’usage des mode`les de fiabilite´ et
de maintenabilite´ propose´s par le constructeur sera de´suet. Les mode`les ne refle`teront plus
2le comportement re´el de l’e´quipement. Or, durant l’exploitation d’un e´quipement, plusieurs
informations sont collecte´es et analyse´es par les experts en exploitation d’e´quipements dans
le but de prendre des de´cisions de maintenance telles que les proce´dures d’inspection a` mettre
en place, le remplacement partiel ou total des composants de l’e´quipement. Ces informations
ne sont pas conside´re´es par les mode`les statistiques alors que re´ellement elles ont e´te´ mises a`
contribution par les experts pour prendre des de´cisions de maintenance qui affectent le com-
portement de l’e´quipement. Dans ce cas de figure, l’inte´gration de ces informations sous forme
d’avis d’experts sur les parame`tres inconnus des mode`les statistiques peut aider a` actualiser
les mode`les statistiques et ainsi a` mieux pre´dire le comportement futur de l’e´quipement.
De plus, l’estimation parame´trique des parame`tres inconnus a` l’aide des me´thodes clas-
siques d’estimation ne prend pas en compte des avis d’experts. Elle ne´cessite des me´thodes
plus avance´es afin de re´pondre a` la question principale suivante : comment pre´dire le compor-
tement futur d’un e´quipement et optimiser la strate´gie de maintenance d’un e´quipement au
fur et a` mesure que de nouvelles donne´es de de´faillance et des avis d’experts sont collecte´es.
Cette question principale peut se de´cliner en quatre questions secondaires suivantes :
1. Comment renseigner un mode`le statistique par un avis d’expert exprime´ sur un ou
plusieurs parame`tres inconnus du mode`le ?
2. Comment combiner plusieurs avis d’experts exprime´s sur un meˆme parame`tre inconnu ?
3. Comment e´valuer la contribution (le poids) de chaque avis d’expert dans l’estimation
du parame`tre inconnu ?
4. Comment valider les mode`les statistiques prenant en compte plusieurs avis d’experts ?
5. Comment optimiser la strate´gie de maintenance d’un e´quipement base´ sur une actua-
lisation des mode`les statistiques ?
Pour re´pondre aux trois premie`res questions (1, 2 et 3), l’une des me´thodes propose´es dans
la litte´rature est l’infe´rence baye´sienne. Cette me´thode probabiliste est base´e sur le the´ore`me
de Bayes tel que sera explique´ dans la revue de litte´rature. En fait, l’infe´rence baye´sienne
permettra de conjuguer des avis d’experts exprime´s sur un ou plusieurs parame`tres inconnus
avec les donne´es de de´faillance de´ja` enregistre´es. Les parame`tres inconnus seront ainsi de´-
termine´s en conside´rant les donne´es de de´faillance et les avis d’experts. Des de´veloppements
mathe´matiques seront ne´cessaires de´pendamment des mode`les choisis pour caracte´riser les
donne´es de de´faillance et les avis d’experts. Nous les conside´rons ulte´rieurement.
Pour adresser la question 4), comme toute approche statistique, nous aurons besoin de
tests statistiques pour valider les hypothe`ses de mode´lisation. Nous devrons utiliser des tests
qui nous permettront de comparer statistiquement la performance des experts entres eux,
3c’est-a`-dire celui ou ceux qui se rapproche le plus du mode`le de de´faillance. Aussi, nous
aurons besoin de tests de validation des avis d’experts par rapport a` la tendance re´elle des
donne´es de de´faillance enregistre´es.
En ce qui concerne la dernie`re question 5), Nous conside´rons un e´quipement multi-
composant soumis a` une strate´gie de re´paration minimale (remise en e´tat aussi bon que
vieux) en cas de de´faillance de l’e´quipement et a` une re´paration majeure (remise en e´tat
aussi bon que neuf) pe´riodiquement. Cette strate´gie sera applique´e a` l’optimisation de la
disponibilite´ de l’e´quipement en tenant compte des mode`les statistiques combinant les don-
ne´es de de´faillance et les avis d’experts en exploitation d’e´quipements. Des de´veloppements
mathe´matiques seront ne´cessaires afin de permettre cette optimisation.
1.2 Objectif du travail
L’objectif principal de recherche est de proposer un mode`le d’agre´gation des avis d’experts
provenant de plusieurs domaines d’expertises, en particulier les domaines de fiabilite´ et de
maintenabilite´ d’e´quipements industriels en exploitation, base´ sur l’infe´rence baye´sienne et
applique´ a` l’optimisation de la disponibilite´ d’un e´quipement multi-composant. Cet objectif
se de´compose en quatre sous objectifs :
1. De´velopper un mode`le parame´trique d’agre´gation des avis d’experts, peu importe leur
nombre et leur degre´ de connaissance, formule´s a` propos d’un parame`tre inconnu du
mode`le de fiabilite´ (taux de de´faillance) ou de maintenabilite´ (taux de re´paration) d’un
e´quipement.
2. Comparer plusieurs mode`les d’agre´gation des avis d’experts sur la base de crite`re de
performance statistique tels que le DIC (Deviance Information Criterion) et/ou le p-
value baye´sien.
3. Valider les mode`les statistiques a poste´riori sur les parame`tres d’inte´reˆt en exploitant
la tendance des donne´es et les meilleurs avis d’experts retenus par le DIC ou le p-value
baye´sien.
4. Appliquer le mode`le d’agre´gation des avis d’experts a` l’optimisation de la disponibilite´
d’un e´quipement au cours du temps. Cette disponibilite´ s’exprime en fonction de deux
parame`tres inconnus : le taux de de´faillance et le taux de re´paration. Ce sous-objectif
ne´cessite l’actualisation des parame`tres inconnus du mode`le au fur et a` mesure que
l’e´quipement est exploite´.
41.3 Organisation du me´moire
Le me´moire est organise´ en quatre chapitres. Le deuxie`me chapitre pre´sente une revue de
litte´rature sur les approches de mode´lisation de la fiabilite´, la maintenabilite´, la disponibilite´
et de classification des interventions en maintenance. Une revue de la litte´rature sur les
me´thodes d’estimation classique et baye´sienne sera e´galement e´labore´e. Ce chapitre traite
aussi une revue de litte´rature des me´thodes de combinaison des avis d’experts et les moyens de
mode´lisation mathe´matique. Il pre´sente e´galement une revue sur les strate´gies de maintenance
permettant la maximisation de la disponibilite´ d’e´quipement.
Le troisie`me chapitre pre´sente un mode`le d’agre´gation des avis d’experts exprime´s sur
un parame`tre inconnu. Ce mode`le exploite les me´thodes d’e´chantillonnage par simulation de
type Markov Chain Monte Carlo (MCMC) afin de re´soudre le mode`le propose´ d’agre´gation
des avis d’experts. Les re´sultats de ce mode`le seront compare´s a` deux types de mode`les
de la litte´rature, le mode`le du me´lange et le mode`le de la moyenne. Il sera ensuite valide´
sur la base du DIC et le p-value baye´sien. Une validation des avis d’experts exprime´s sur
plusieurs pe´riodes sera faite a` l’aide du test non-parame´trique de Fisher applique´ a` tendance
des donne´es.
Dans le quatrie`me chapitre, le mode`le d’agre´gation des avis d’experts sera applique´ a`
l’optimisation de la disponibilite´ de l’e´quipement. Le mode`le de disponibilite´ tiendra compte
de deux parame`tres inconnus : le taux de de´faillance et le taux de re´paration. Une adaptation
du mode`le de remplacement pe´riodique avec re´paration minimale en cas de de´faillance de
Barlow et Proschan (1996) sera propose´e afin de prendre en compte les avis d’experts exprime´s
sur les parame`tres inconnus du mode`le d’optimisation de la disponibilite´.
Le cinquie`me chapitre pre´sente la conclusion du travail et les perspectives de recherche a`
partir des re´sultats obtenus.
5CHAPITRE 2
APPROCHES DE MODE´LISATION ET REVUE DE LITTE´RATURE
Dans ce chapitre, nous pre´sentons les approches de mode´lisation de la fiabilite´, la mainte-
nabilite´, la disponibilite´ et de classification des interventions en maintenance. Nous pre´sentons
par la suite les me´thodes classiques d’estimation des parame`tres des mode`les de fiabilite´, de
maintenabilite´ et de disponibilite´. Ensuite, nous pre´sentons une revue sur les me´thodes d’esti-
mation baye´sienne lorsque les parame`tres des mode`les sont inconnus. Les crite`res statistiques
qui mesurent la qualite´ d’estimation des parame`tres (qualite´ d’ajustement des mode`les) sont
de´crits et explique´s. De meˆme, une revue de litte´rature sur les me´thodes de combinaison des
avis d’experts sera e´labore´e. Enfin, nous proposons une revue des strate´gies de maintenance
permettant de maximiser la disponibilite´ d’un e´quipement.
2.1 Approches de mode´lisation
2.1.1 Fiabilite´ d’un e´quipement
Selon la norme AFNOR X06501, « la fiabilite´ est l’aptitude d’un syste`me a` accomplir
une fonction requise dans des conditions d’utilisation et pour une pe´riode de temps bien
de´termine´es ». En pratique, la fiabilite´ est directement lie´e a` la dure´e de vie d’un e´quipement.
Cette dure´e de vie est une variable ale´atoire, note´e T , caracte´risant le passage ale´atoire d’un
e´quipement d’un e´tat de fonctionnement a` un e´tat de de´faillance selon une loi de probabilite´
qui peut eˆtre connue ou inconnue. La dure´e de vie T s’exprime en unite´s de temps, en nombre
de cycles ou en unite´s produites par l’e´quipement.
Le mode`le permettant de calculer la probabilite´ de survie d’un e´quipement est appele´ «
Fonction de fiabilite´ ». Elle s’exprime en fonction de la dure´e de la mission t, une re´alisation
de la variable ale´atoire T, par : RT (t) = P (T > t). C’est la probabilite´ de survie au-dela`
de la dure´e t. Comme l’e´quipement ne peut eˆtre qu’en e´tat de fonctionnement ou en e´tat de
de´faillance, la probabilite´ que l’e´quipement tombe en de´faillance avant t est donne´e par le «
Risque de de´faillance », note´ FT (t) = 1−RT (t) = P (T ≤ t).
Connaissant la fonction de densite´ de de´faillance fT (t), tel que fT (t)dt = P (t < T < t+dt)
calcule la probabilite´ instantane´e de de´faillance d’un e´quipement entre t et t+ dt, la fonction
de fiabilite´ est donne´e par : RT (t) =
+∞∫
t
fT (v)dv.
6D’une manie`re plus pratique, RT (t) peut s’e´crire aussi en fonction du taux de de´faillance
λT (t). Le taux de de´faillance calcule la probabilite´ de de´faillance d’un e´quipement par unite´ de
temps pour une mission de dure´e t. Il s’agit d’une vitesse d’arrive´e des de´faillances, exprime´e
en nombre de de´faillances par unite´ de temps. La quantite´ λT (t)dt donne la probabilite´ de
de´faillance d’un e´quipement entre t et t + dt sachant que l’e´quipement a surve´cu jusqu’a` t.
Le tableau 2.1 re´sume les diffe´rentes relations entre les fonctions de fiabilite´ (La variable T a
e´te´ enleve´e par souci de simplification).
Tableau 2.1 Relations entre les diffe´rentes fonctions de fiabilite´
Fonctions de fiabilite´ f(t) R(t) F (t) λ(t)
f(t)
+∞∫
t
f(v)dv
t∫
0
f(v)dv f(t)+∞∫
t
f(v)dv
R(t) −dR(t)
dt
1−R(t) −
dR(t)
dt
R(t)
F (t) dF (t)
dt
1− F (t)
dF (t)
dt
1−F (t)
λ(t) λ(t) · e−
t∫
0
λ(v)dv
e
−
t∫
0
λ(v)dv
1− e−
t∫
0
λ(v)dv
Usuellement, deux grandes approches d’estimation des fonctions de fiabilite´ sont re´perto-
rie´es dans la litte´rature : les approches non parame´triques et les approches parame´triques.
Les approches non parame´triques sont base´es sur le rang de la de´faillance dans un e´chan-
tillon donne´e. Les me´thodes de Kaplan-Meier (Kaplan et Meier (1958)) et de Johnson (Herd
(1960)) sont les plus utilise´es en fiabilite´. Ces me´thodes donnent une estimation de la proba-
bilite´ de de´faillance d’un e´quipement pour une mission donne´e de dure´e t. Aucune hypothe`se
statistique n’est e´mise ou ve´rifie´e avec ces me´thodes. Les approches parame´triques prennent
comme hypothe`se que les donne´es des dure´es de vie suivent une loi de probabilite´ connue.
Cette loi est caracte´rise´e par un ou plusieurs parame`tres. Les donne´es collecte´es sont infe´re´es
statistiquement afin de calculer des estimateurs des parame`tres recherche´s. Un test statistique
est ge´ne´ralement applique´ pour accepter ou refuser le mode`le (Elsayed (2012)).
Parmi les mode`les parame´triques les plus rencontre´s dans le domaine de l’inge´nierie de
la fiabilite´, nous retrouvons le mode`le exponentiel et le mode`le de Weibull. Dans le livre
de Elsayed (2012), ce taux de de´faillance est conside´re´ comme constant faisant re´fe´rence a`
ce que l’occurrence des de´faillances suit un processus de Poisson homoge`ne de parame`tre λ
(λ = constante). Ce mode`le est fre´quemment utilise´ vu sa simplicite´. Il est ge´ne´ralement
utilise´ pour les e´quipements e´lectroniques et est parfaitement adapte´ aux e´quipements dont
les de´faillances soudaines surviennent inde´pendamment de son aˆge. De plus, le mode`le expo-
nentiel est fre´quemment utilise´ pour les e´quipements multi-composants dont la de´faillance est
7cause´e par la de´faillance de l’un des composants qui le constituent (Jardine et Tsang (2013)).
Cependant, comme l’e´quipement vieillit au cours de son usage, le taux de de´faillance varie
au cours du temps faisant re´fe´rence a` un processus de Poisson non homoge`ne.
Le second mode`le est celui de Weibull, qui est aussi un mode`le exponentiel. Il est plus
flexible et permet de mode´liser des modes de de´faillance plus complexes (usure, fatigue, etc.)
graˆce a` ses trois parame`tres (β,η,γ), ou` β, η et γ caracte´risent respectivement les parame`tres
de forme, d’e´chelle et de position. Le taux de de´faillance du mode`le de Weibull est bien adapte´
pour de´crire les trois phases de vie d’un e´quipement suivant son parame`tre de forme β (Bacha
et al. (1998)) :
– β < 1 : C’est la phase de jeunesse. λT (t) de´croit avec le temps.
– β = 1 : C’est la phase de la vie utile. λT (t) est constant.
– β > 1 : C’est la phase de la vie utile. λT (t) augmente avec le temps.
Le tableau 2.2 re´sume les fonctions de fiabilite´ exprime´es selon les mode`les exponentiel et
de Weibull.
Tableau 2.2 Fonctions de fiabilite´ selon les mode`les exponentiel et de Weibull
Fonctions f(t) R(t) F (t) λ(t)
Mode`le exponentiel λe−λt e−λt 1− e−λt λ
Mode`le de Weibull β
η
·
(
t−γ
η
)β−1
· e−( t−γη )
β
e−(
t−γ
η )
β
1− e−( t−γη )
β
β
η
·
(
t−γ
η
)β−1
Pour un mode`le de fiabilite´ donne´, il est possible de calculer la dure´e de vie moyenne
comme e´tant l’espe´rance mathe´matique de la variable ale´atoire T :
E[T ] =
+∞∫
0
R(t)dt = MTBF
Ou` MTBF de´signe « Mean Time Before Failure » pour les e´quipements non re´parables et «
Mean Time Between Failure » pour les e´quipements re´parables. La traduction franc¸aise de
MTBF est « Moyenne de Temps de Bon Fonctionnement ».
2.1.2 Maintenabilite´ d’un e´quipement
Selon la norme AFNOR X60010, « la maintenabilite´ d’un e´quipement est son aptitude
a` eˆtre maintenu en un temps donne´ dans un e´tat et dans des conditions de´termine´es ».
Plus pre´cise´ment, la maintenabilite´ est la probabilite´ que l’e´quipement soit re´pare´ (remis en
e´tat de fonctionnement) en un temps t. Donc, la dure´e de re´paration est conside´re´e comme
8une variable ale´atoire. C’est a` l’aide des me´thodes de temps pre´de´termine´s ou de l’histo-
rique des re´parations que le mode`le de maintenabilite´ pourrait-eˆtre e´tabli. L’estimation de la
probabilite´ qu’un e´quipement se trouve re´pare´ avant un t donne´ se fait a` l’aide de mode`les
parame´triques. Les principales distributions rencontre´es dans la litte´rature sont les mode`les
exponentiel et log-normal (Procaccia et al. (2011)). Il existe une grande similarite´ entre les
fonctions caracte´risant la maintenabilite´ d’un e´quipement et ceux associe´es a` la fiabilite´.
Soit Y la variable ale´atoire de´finissant la dure´e de re´paration. On de´finit par gY (t) la
densite´ de re´paration. gY (t)dt calcule la probabilite´ que l’e´quipement soit remis en service
entre les temps t et t+ dt. La fonction de maintenabilite´ est donne´e par MY (t) = P (Y ≤ t).
C’est la probabilite´ que l’e´quipement soit re´pare´ avant avant t. Connaissant l’expression de
la fonction MY (t), la densite´ du temps de re´paration est donne´e par gY (t) =
dMY (t)
dt
.
Par ailleurs, il est possible d’exprimer la fonction de maintenabilite´ en fonction du taux
de re´paration µY (t). Ce taux est de´fini tel que µY (t) · dt est la probabilite´ conditionnelle de
fin de re´paration entre t et t+dt sachant que l’e´quipement e´tait non fonctionnel a` l’instant t.
Le taux de re´paration est exprime´ en nombre de re´parations par unite´ de temps. Le tableau
2.3 re´sume les relations entre les diffe´rentes fonctions de maintenabilite´ (la variable Y a e´te´
enleve´e par souci de simplification).
Tableau 2.3 Relations entre les fonctions de maintenabilite´
Fonction de maintenabilite´ g(t) M(t) µ(t)
g(t)
t∫
0
g(v)dv g(t)
1−
t∫
0
g(v)dv
M(t) dM(t)
dt
dM(t)
dt
1−M(t)
µ(t) µ(t) · e−
t∫
0
µ(v)dv
1− e−
t∫
0
µ(v)dv
Dans le cas de maintenabilite´, le temps moyen de re´paration MTTR est de´fini comme
e´tant l’espe´rance mathe´matique de la variable ale´atoire Y .
MTTR = E[Y ] =
+∞∫
0
t · g(t)dt =
+∞∫
0
(1−M(t))dt.
Comme dans le cas de la fiabilite´, nous devons choisir des mode`les permettant de mode´liser
la variable ale´atoire Y . Le tableau 2.4 re´sume les fonctions de la maintenabilite´ pour les
mode`les exponentiel et log-normal les plus utilise´s.
9Tableau 2.4 Fonctions de maintenabilite´ selon les mode`les exponentiel et log-normal
Fonctions de maintenabilite´ g(t) M(t) µ(t)
Mode`le exponentiel µ · e−µt 1− e−µt µ
Model Log-Normal 1
σt
√
2pi
.e
(
− [ln(x)−µ]2
2σ2
)
1
2
+ 1
2
erf
[
ln(x)−µ√
2σ
] dM(t)
dt
1−M(t)
2.1.3 La disponibilite´ d’un e´quipement
Pour un e´quipement re´parable en exploitation, il est souvent inte´ressant de savoir quelle
est la probabilite´ que ce dernier soit disponible ou, en d’autres mots, quelle sera la proportion
de temps durant laquelle cet e´quipement sera fonctionnel. La disponibilite´ A(t) est de´finie
comme e´tant la probabilite´ qu’a` un instant donne´ t, l’e´quipement soit en ope´ration, il ne soit
ni de´faillant ni en re´paration. D’une fac¸on analogue, nous de´finissons l’indisponibilite´ comme
la probabilite´ que l’e´quipement ne soit pas disponible a` un instant t donne´.
Dans le cas d’un e´quipement, pouvant se trouver dans un des deux e´tats : en fonctionne-
ment ou en de´faillance, dont les taux de de´faillance λ et de re´paration µ sont constants, il est
relativement facile de montrer que la disponibilite´ instantane´e, si l’e´quipement est fonctionnel
a` t = 0, s’e´crit comme suit (Elsayed (2012)) :
A(t) =
µ
λ+ µ
+
λ
λ+ µ
· exp (− (λ+ µ) · t) .
Si l’e´quipement se trouve dans l’e´tat de de´faillance a` t = 0, la disponibilite´ instantane´e
s’e´crit comme suit :
A(t) =
µ
λ+ µ
· (1− exp (− (λ+ µ) · t)) .
Il est important de mentionner que lorsque l’e´quipement posse`de des taux de de´faillance
et de re´paration constants, sa disponibilite´ tend vers une limite inde´pendante de son e´tat de
de´part (en fonctionnement ou en de´faillance) :
lim
t→+∞
A(t) =
µ
λ+ µ
=
MTBF
MTBF +MTTR
.
La disponibilite´ peut eˆtre aussi traite´e comme une variable ale´atoire. Dans le chapitre
4 de ce me´moire, nous allons de´finir une variable ale´atoire caracte´risant la disponibilite´ en
fonction de deux autres variables ale´atoires : le temps de bon fonctionnement et le temps de
re´paration. La fonction de densite´ de la variable caracte´risant la disponibilite´ sera de´termine´e
et par la suite utilise´e dans l’estimation des parame`tres inconnus.
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2.1.4 Classifications des interventions de maintenance
Afin de comprendre les effets des interventions de maintenance, nous avons besoin d’in-
troduire tout d’abord les diffe´rentes classifications des activite´s de maintenance. La norme
AFNOR X60010 donne une premie`re classification des interventions selon le niveau de com-
plexite´ de la taˆche. Cette complexite´ est caracte´rise´e par le niveau de compe´tence requis de
l’intervenant (ope´rateur de maintenance). Plus le niveau de complexite´ est e´leve´ plus la com-
pe´tence requise le sera et par conse´quent plus le niveau de l’intervention le sera aussi (Ouali
(2013)) :
– Niveau 1 : Ce niveau regroupe des activite´s de maintenance telles que les re´glages
simples, les nettoyages et les graissages. Ces activite´s ne ne´cessitent pas de de´montage
ou d’ouverture de l’e´quipement. Ce niveau ne´cessite un niveau de compe´tence bas et
concerne des e´le´ments facilement accessibles de l’e´quipement. Un ope´rateur de produc-
tion (exploitant) peut assumer les taˆches de ce niveau.
– Niveau 2 : Ce niveau regroupe des activite´s de maintenance telles que les remplace-
ments par e´change standard d’e´le´ments ou de sous-ensembles. Un technicien habile
peut assumer les taˆches de ce niveau. Il s’agit des actions de maintenance pre´ventive.
– Niveau 3 : Les actions de maintenance dans ce niveau ne´cessitent l’usage de proce´dures
complexes en particulier le diagnostic des de´faillances. Les actions de ce niveau sont
telles que l’identification de pannes, la re´paration par e´change de composants fonction-
nel et les re´parations me´caniques mineures. Un technicien spe´cialise´ peut assumer les
taˆches de ce niveau. Il s’agit des actions de maintenance correctives.
– Niveau 4 : Ce niveau inclut les actions de maintenance corrective ou pre´ventive a` l’ex-
ception des re´novations. Ce niveau ne´cessite la maˆıtrise d’une technique ou d’une tech-
nologie particulie`re. Un e´quipe encadre´e par un inge´nieur ou technicien spe´cialise´ peut
assumer les taˆches de ce niveau.
– Niveau 5 : Ce niveau regroupe les actions de maintenance telles que les travaux de re´no-
vation, de reconstitution ou de re´parations importantes. Ces actions ont des proce´dures
qui impliquent un savoir-faire. Elles font appel a` des techniques spe´cialise´es et doivent
eˆtre assume´es par une e´quipe polyvalente.
La deuxie`me classification des interventions de maintenance conside`re le degre´ de restau-
ration d’un e´quipement. Wang et Pham (2006b) sugge`rent la classification en maintenance
parfaite, minimale et imparfaite :
– Maintenance parfaite : Dans ce cas, l’e´quipement est ramene´ a` l’e´tat neuf, « aussi bon
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que neuf » (as good as new ). Il s’agit d’un renouvellement de l’e´quipement. Apre`s une
maintenance parfaite, le taux de de´faillance repart a` son niveau le plus bas (t = 0).
– Maintenance minimale : L’e´quipement est ramene´ a` son e´tat d’ope´ration sans toutefois
affecter son taux de de´faillance. Il s’agit d’une remise en e´tat qualifie´e de « aussi mau-
vais que vieux » (as bad as old). Cette maintenance est ge´ne´ralement conside´re´e pour
caracte´riser une intervention limite´e a` quelques composants d’un e´quipement. Bien que
l’e´tat des composants puisse eˆtre caracte´rise´ par « aussi bon que neuf », l’e´tat de tout
l’e´quipement reste « aussi mauvais que vieux ». Cela de´pend, bien entendu, du nombre
et de l’importance des composants ayant subis une intervention de maintenance. Il
en re´sulte que la re´paration partielle (un ou plusieurs composants) de l’e´quipement
n’affecte pas le taux de de´faillance global de l’e´quipement.
– Maintenance imparfaite : L’e´quipement n’est pas ramene´ a` l’e´tat neuf mais sera par
contre rajeuni. Cette maintenance se situe entre la maintenance parfaite et la mainte-
nance minimale.
La figure 2.1 suivante montre l’effet de la maintenance parfaite, minimale et imparfaite
sur le comportement du taux de de´faillance d’un e´quipement.
Figure 2.1 Influence de la maintenance parfaite, minimale et imparfaite sur le taux de de´-
faillance
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2.2 Me´thodes classiques d’estimation parame´trique
Le but ultime de l’usage des outils de la statistique est de produire, a` partir des observa-
tions lie´s a` un phe´nome`ne ale´atoire, une infe´rence portant sur la loi de probabilite´ parame´-
trique ge´ne´rant ces observations. Cette loi permet de caracte´riser ce phe´nome`ne, de l’analyser
selon l’interpre´tation donne´e aux parame`tres et de pre´dire la probabilite´ future admettant
l’arrive´e possible d’une nouvelle observation.
Sans perte de ge´ne´ralite´, soit un e´chantillon de donne´es d’une variable ale´atoire X. Cette
variable a une densite´ ou` seul le vecteur des parame`tres θ est inconnu. Les observations sont
suppose´es eˆtre la seule source d’information sur le vecteur de parame`tres inconnus de la loi
de probabilite´ suivant laquelle ces observations sont distribue´es. Pour ce faire, il existe deux
me´thodes classiques d’estimation des parame`tres inconnus (Lejeune (2011)) :
– Estimation parame´trique par intervalle de confiance. Cette estimation permet de donner
des valeurs plausibles aux parame`tres inconnus sous la forme d’intervalle ou encore «
fourchette ».
– Estimation parame´trique ponctuelle. Cette estimation permet de calculer une valeur
unique pour chaque parame`tre inconnu. La me´thode du maximum de vraisemblance
est la plus utilise´e dans la litte´rature. A` partir des observations x1, x2, .., xn d’une va-
riable ale´atoire X de densite´ f(X|θ) ou` seul le parame`tre θ est inconnu, la fonction de
vraisemblance s’e´crit Π(X|θ) =
n∏
i=1
f(xi|θ). L’estimateur de θ au sens du maximum de
vraisemblance est θˆ = arg maxθ(Π(X|θ)).
Dans le cas ou` les parame`tres sont a` leurs tours conside´re´s comme des variables ale´atoires,
les me´thodes classiques d’estimation des parame`tres ne peuvent eˆtre utilise´es. Les me´thodes
dites d’estimation baye´sienne ou d’infe´rence baye´sienne sont ge´ne´ralement propose´es dans la
litte´rature. La section suivante de´crit ces me´thodes et donne leurs usages dans l’inge´nierie de
la fiabilite´.
2.3 Me´thodes d’estimation baye´sienne
Contrairement aux me´thodes classiques, les me´thodes d’estimation baye´sienne conside`rent
les parame`tres inconnus θ du mode`le statistique comme des variables ale´atoires. Ces me´thodes
utilisent le the´ore`me ou la re`gle de Bayes dans le calcul des probabilite´s conditionnelles entre
e´ve`nements. Plus particulie`rement et sans perte de ge´ne´ralite´, chaque parame`tre inconnu θ
sera mode´lise´ par une densite´ de probabilite´ Π(θ) appele´e distribution « a priori ». En plus
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de l’information provenant des observations, l’estimation baye´sienne tiendra compte de cette
information supple´mentaire provenant de la distribution « a priori » sur le parame`tre θ. Une
distribution « a poste´riori » sur le parame`tre θ est calcule´e en utilisant la combinaison de
la fonction de vraisemblance caracte´risant les observations Π(x|θ) et l’information a priori
Π(θ). L’e´valuation de la distribution « a poste´riori » est directement donne´e par le the´ore`me
de Bayes comme suit :
Π(θ|x) = Π(x|θ) · Π(θ)∫
Π(x|θ) · Π(θ)dθ
Nous pouvons remarquer facilement que la distribution a poste´riori est proportionnelle au
nume´rateur de l’e´quation pre´ce´dente. Cette proprie´te´ sera d’une grande utilite´ dans l’e´valua-
tion de distribution a poste´riori. Ainsi, l’information a priori sur les parame`tres inconnus du
mode`le statistique est actualise´e a` l’aide des donne´es observe´es via la fonction de vraisem-
blance.
Les me´thodes baye´siennes ont e´te´ fortement utilise´es au cours des dernie`res anne´es dans
plusieurs disciplines. Cette croissante est essentiellement due aux de´veloppements des me´-
thodes de simulation qui permettent d’e´valuer la distribution a poste´riori lorsque la forme
analytique de la distribution a poste´riori n’est pas explicite ou connue. En effet, dans la
plupart des situations, il n’est pas toujours e´vident de connaˆıtre la forme analytique de la
distribution a poste´riori si la fonction de vraisemblance Π(x|θ) et la distribution a priori ne
sont pas conjugue´es. Par contre, si la fonction de vraisemblance Π(x|θ) est conjugue´e avec
la distribution a priori Π(θ), la distribution a poste´riori sera de meˆme forme que celle de la
distribution a priori. Le tableau 2.5 re´sume quelques distributions a priori conjugue´es. La
de´monstration de la forme analytique de la distribution a poste´riori peut eˆtre consulte´e dans
Berger (1985).
Tableau 2.5 Quelques distributions usuelles conjugue´es
Π(x|θ) Π(θ) Π(θ|x)
Normale(θ, σ2) Normale(µ, τ 2) Normale (ρ(σ2µ+ τ 2x), ρσ2τ 2) ou` ρ−1 = σ2 − τ 2
Poisson(θ) Gamma(α, β) Gamma(α + x, β + 1)
Binomiale(n, θ) Beta(α, β) Beta(α + x, β + n− x)
Gamma(v, θ) Gamma(α, β) Gamma(α + v, β − x)
Lorsque la forme analytique de la distribution a poste´riori n’est pas simple, les me´thodes
de simulation sont mises a` contribution pour ge´ne´rer un e´chantillon suivant la distribution
Π(θ|x). Les algorithmes de simulation de type Markov Chain Monte Carlo (MCMC) les plus
re´pandus dans la litte´rature sont celui de Gibbs (Gelfand et al. (1990)) et celui de Metropolis-
Hastings (Hastings (1970)). Les proce´dures des deux algorithmes sont e´tudie´es en de´tail dans
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les sous sections suivantes.
2.3.1 Algorithme de Metropolis-Hastings
L’algorithme de Metropolis-Hastings est une ge´ne´ralisation de la technique de (Metropolis
et al. (1953)) qui a e´te´ utilise´e dans la physique. Cet algorithme est base´ sur la simulation
de chaines de Markov. Il permet d’obtenir un e´tat de la chaine a` l’e´tat t + 1 en simulant
un candidat Y a` partir d’une distribution dite instrumentale q(.|Xt). Il est indispensable de
noter que ce nouveau candidat de´pend uniquement de l’e´tat pre´ce´dent. La loi instrumentale
doit satisfaire des conditions dites de re´gularite´ (Roberts (1996)). En effet, cette loi doit eˆtre
irre´ductible et ape´riodique (Chib et Greenberg (1995)). L’irre´ductibilite´ veut dire qu’il est
possible d’atteindre n’importe quel point de la distribution a poste´riori avec une probabilite´
non nulle. L’ape´riodicite´ assure que la chaine n’oscille pas entre deux e´tats diffe´rents. Ge´ne´-
ralement, ces deux conditions sont satisfaites si le support de la loi instrumentale contient
celui de la distribution a poste´riori. Le nouveau candidat Y est accepte´ avec une probabilite´
donne´e par :
α(Xt, Y ) = min
(
1,
Π(Y ) · q(Xt|Y )
Π(Xt) · q(Y |Xt)
)
Si le point Y n’est pas accepte´, alors la chaine ne change pas et Xt+1 = Xt . La proce´dure
de l’algorithme est la suivante :
1. Initialiser la chaine a` X0 et t = 0.
2. Ge´ne´rer un candidat Y a` partir de la loi instrumentale q(.|Xt).
3. Ge´ne´rer une valeur ale´atoire U a` partir de la loi uniforme [0, 1].
4. Si U ≤ α(Xt, Y ) alors Xt+1 = Y sinon Xt+1 = Xt.
5. Mettre t = t+ 1 et recommencer les e´tapes 2 a` 5.
2.3.2 Algorithme de Gibbs
L’algorithme de Gibbs peut eˆtre conside´re´ comme un cas particulier de l’algorithme de
Metropolis-Hastings (Casella et Robert (1999); Gilks et al. (1996)). Cependant, il existe
deux diffe´rences entre l’algorithme de Gibbs et celui de Metropolis-Hastings. En effet, dans
l’algorithme de Gibbs, le nouveau candidat est toujours accepte´ et il faut connaitre toutes
les distributions conditionnelles. L’algorithme de Gibbs a e´te´ de´veloppe´ essentiellement par
(Geman et Geman (1984)) et a e´te´ applique´ dans le traitement d’image. Il a e´te´ ensuite
introduit dans l’analyse statistique des donne´es a` travers les articles de Gelfand et Smith
(1990) et Gelfand et al. (1990).
La proce´dure de l’algorithme de Gibbs est la suivante :
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1. Ge´ne´rer un point initial X0 = (X0,1, X0,2) et initialiser t = 0.
2. Ge´ne´rer un point Xt,1 a` partir de la distribution conditionnelle f(Xt,1, Xt,2 = xt,2).
3. Ge´ne´rer un point Xt,2 a` partir de la distribution conditionnelle f(Xt,2, Xt+1,1 = xt+1,1).
4. Mettre t = t+ 1 et recommencer les e´tapes 2 a` 4.
2.3.3 Qualite´ d’ajustement d’un mode`le baye´sien
Dans la statistique baye´sienne, la qualite´ d’ajustement d’un mode`le donne´ peut eˆtre e´va-
lue´e a` partir de plusieurs techniques. Parmi ces techniques, la de´viance baye´sienne et l’analyse
du caracte`re pre´dictif du mode`le sont les plus performantes et les plus re´pandues.
De´viance baye´sienne
Le DIC (Deviance information criterion) est base´ sur la distribution a poste´riori de la de´-
viance (Spiegelhalter et al. (2002, 1998)). Le DIC est de´fini comme e´tant DIC = D¯+pD avec
D¯ = E (−2 log (Π(x|θ))) est l’espe´rance a poste´riori de la de´viance qui peut eˆtre conside´re´e
comme une mesure d’ajustement aux donne´es ( Π(x|θ) est la fonction de vraisemblance du
mode`le et θ de´signe tous les parame`tres du mode`le) et pD = D¯ −D(θ¯) est appele´ le nombre
effectif des parame`tres (Carlin et Louis (2000)). En effet, D(θ¯) = −2 log (Π(x|θ¯)) avec θ¯ est
la moyenne a poste´riori des parame`tres θ. pD peut eˆtre conside´re´ comme un facteur mesurant
la complexite´ du mode`le. En pratique, le calcul du DIC se fait en utilisant les me´thodes
d’e´chantillonnage MCMC (algorithme de Gibbs ou celui de Metropolis-Hastings). A` partir
d’un e´chantillon θ(1), θ(2), ..., θ(L), il est possible de calculer D¯ = 1
L
(
−2 log
L∏
l=1
Π(x|θ(l))
)
.
L’e´valuation des mode`le selon le DIC est ge´re´e suivant le principe plus le DIC est faible plus
le mode`le est meilleur.
Analyse du caracte`re pre´dictif du mode`le
L’analyse du caracte`re pre´dictif du mode`le baye´sien est une technique tre`s utilise´e dans
la mesure de la qualite´ d’ajustement du mode`le. Elle est simple a` imple´menter et a` facile a`
interpre´ter (Sinharay et Stern (2003); Gelman et al. (1996)). L’ide´e de cette analyse est de
simuler un e´chantillon xrep a` partir de la distribution a` poste´riori de θ et de le comparer avec
les donne´es observe´es x. Si l’e´chantillon simule´ est semblable aux donne´es observe´es alors il
est possible de conclure que la qualite´ d’ajustement du mode`le est bonne. Il faut choisir une
certaine statistique T (y, θ) pour permettre de comparer l’e´chantillon simule´ et les donne´es
observe´es. Il faut calculer T (y, θ) et T (yrep, θ) puis les comparer en les trac¸ant sur un meˆme
graphique.
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Il est possible e´galement de mesurer quantitativement le manque d’ajustement du mode`le
en introduisant le p-value baye´sien (Sinharay et al. (2006)). Le p-value baye´sien est de´fini
comme e´tant la probabilite´ que T (yrep, θ) soit supe´rieure ou e´gale a` T (y, θ). Un p-value
baye´sien proche de 0 ou 1 indique que le mode`le ne pre´dit pas bien les donne´es observe´es.
Ainsi, l’e´valuation des mode`les en utilisant le crite`re du p-value baye´sien suit le principe
suivant : plus le p-value baye´sien est proche de 0,5, meilleur est le mode`le. Il ne faut pas
confondre le p-value baye´sien avec le p-value traditionnel permettant des tests d’hypothe`ses.
Il est a` noter que le DIC permet de comparer au moins deux mode`les. En effet, un seul
DIC ne permet pas de faire une comparaison. Contrairement au DIC, nous pouvons juger la
qualite´ d’un seul mode`le en utilisant son p-value baye´sien et ce ceci en le comparant a` 0, 5.
2.4 Revue des mode`les de combinaisons des avis d’experts
Dans cette section, nous allons nous inte´resser aux mode`les permettant de combiner plu-
sieurs avis d’experts exprime´s sur un parame`tre inconnu. Comme vu dans la section pre´-
ce´dente, une distribution a priori sur un parame`tre inconnu jumele´ avec la distribution de
vraisemblance de´crivant les donne´es observe´es permet d’e´valuer la distribution a poste´riori
de ce parame`tre en proce´dant par l’infe´rence baye´sienne. Cette distribution a priori est ge´-
ne´ralement construite sur la base de connaissance sur le parame`tre d’inte´reˆt par la personne
(preneur de de´cision note´ dans la suite DM) qui va prendre une de´cision ou qui veux pre´dire
le futur.
Supposons maintenant que le DM a des connaissances limite´es sur le parame`tre d’inte´reˆt.
Le DM doit alors consulter une autre personne qui est suppose´e avoir d’amples connaissances
sur ce parame`tre, donc conside´re´e comme expert en vue de ce parame`tre. Si le DM pre´voit que
la de´cision a` prendre est d’une grande importance, il serait donc judicieux de consulter plus
qu’un expert. Le recours a` plusieurs experts est justifie´ par l’importance du proble`me ainsi
bien que par la confiance que peut attribuer le DM aux diffe´rents experts en sa disposition.
Dans le cas ou` il s’agit d’un seul expert, la construction de la distribution a priori est
simple, il suffit d’e´liciter les informations ne´cessaires de l’expert et les transformer en une
distribution de probabilite´. E´liciter l’avis d’un expert est une proce´dure un peu complexe et
qui demande beaucoup d’expertises vu qu’il va falloir poser des questions tangibles a` l’expert
puis transformer les re´ponses correspondantes en des quantite´s statistiques permettant de
construire la distribution a priori. Si plusieurs experts sont consulte´s, il faut e´liciter l’avis de
chaque expert, pour obtenir une distribution a priori de chacun. Le proble`me qui se pre´sente
est comment utiliser toutes les distributions a priori provenant des experts pour construire
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une seule distribution a priori. En effet, l’infe´rence baye´sienne requiert la pre´sence d’une seule
distribution a priori pour chaque parame`tre inconnu, d’ou` la ne´cessite´ de combiner les avis
d’experts.
Dans la litte´rature, il existe deux fac¸ons pour combiner les avis d’experts : la combinaison
mathe´matique des distributions de probabilite´s et la combinaison se basant sur un accord
ou consensus entre les experts appele´e combinaison comportementale. La combinaison com-
portementale consiste a` amener un groupe d’experts et puis e´liciter leurs avis comme s’ils
e´taient un seul expert (Wallach et al. (1962)). Cette approche de combiner les avis repose
essentiellement sur un dialogue qui doit avoir lieu entre les diffe´rents experts pour ressor-
tir une distribution a priori unique. La distribution a priori re´sultante est donc une sorte
d’accord ou de consensus entre les experts par rapport au parame`tre inconnu. Cependant,
cette distribution peut ne pas exister si les experts ont des avis comple`tement oppose´s (tre`s
diffe´rents) et qu’ils n’arrivent pas a` trouver un terrain d’entente.
La combinaison mathe´matique des avis d’experts, quant a` elle, a e´te´ largement traite´e dans
la litte´rature. Nous pre´sentons dans la suite les deux principales me´thodes de combinaison de
ces avis : la me´thode du me´lange avec une ponde´ration des avis fixe´e a` l’avance et la me´thode
de la moyenne.
2.4.1 Me´thode du me´lange
Supposons que nous avons N experts (E1, ..., EN) qui ont e´te´ consulte´s et que nous avons
associe´ a` chacun une distribution a priori Πj(θ) sur un parame`tre inconnu θ (ou un vecteur
de parame`tres). Le proble`me est de de´terminer a` partir des Πj(θ) une distribution a priori
unique Π(θ) qui repre´sente ainsi un consensus entre les avis d’experts. La me´thode du me´lange
est conside´re´e comme une approche principale dans les travaux de (O’Hagan et al. (2006);
Genest et Zidek (1986); Albert et al. (2012)) . La me´thode du me´lange est une combinaison
line´aire des distributions a priori de chaque expert :
Π(θ) =
N∑
j=1
wj · Πj(θ) avec wj ≥ 0 et
N∑
j=1
wj = 1
Une restriction de cette me´thode est que les poids wi doivent eˆtre fixe´s et connus d’avance
avant de proce´der au me´lange des avis. Leur somme doit eˆtre e´gale a` 1. Cependant, rien
n’empeˆche que les distributions a priori choisies par chaque expert soient de natures diffe´rentes
(plusieurs types de distributions de probabilite´s peuvent eˆtre me´lange´s). Le seul proble`me
revient a` de´terminer convenablement le poids wi de chaque expert dans le me´lange.
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D’une manie`re ge´ne´rale, il est raisonnable d’attribuer un poids plus important a` Πj(θ)
(donc a` Ej ) compare´ a` Πl(θ) (donc a` El ) si Ej est juge´ «meilleur» ou «plus compe´tent» que
El. La question qui est le meilleur expert ou l’expert le plus compe´tent n’admet pas de re´ponse
objective. La «performance» d’un expert doit eˆtre vue comme une question subjective. Les
travaux de (Cooke et Goossens (2008); Winkler (1968); French (2011)) ont traite´ la question
de l’estimation des poids wj. Ils pre´cisent que dans plusieurs cas, le DM serait amene´ a` suivre
l’une des re`gles suivantes pour l’attribution d’un poids wj a` chaque expert Ej :
1. Il attribue des poids e´gaux a` wj =
1
N
, i = 1, 2, ..., N pour chaque expert. Dans ce cas,
le DM ne pense pas qu’il existe une grande diffe´rence entre les experts.
2. Le DM attribue des poids proportionnels a` un ordonnancement des experts. Il ordonne
les experts suivant leurs ‘performances’. Il affecte le poids rN∑
r=1
r
a` l’expert dont le rang est
r (r = 1, . . . ., N). Cette re`gle suppose que le DM est capable d’ordonner correctement
les experts suivant leurs performances.
3. Chaque expert affecte a` lui-meˆme une note de 1 a` g (g de´signe une note maximale
fixe´e). Le DM attribue ensuite un poids proportionnel a` la note de chaque expert (la
constante de proportionnalite´ est de´termine´e de telle sorte que les poids somment a` 1).
4. Le DM attribue aux experts des poids suivant leurs performances passe´es.
L’avantage majeur de la me´thode du me´lange est qu’elle permet de prendre en compte
toutes les valeurs possibles pre´vues par les experts dans leurs estimations sur le parame`tres in-
connu. Cet avantage qui pourrait dans certain cas eˆtre un inconve´nient constitue la diffe´rence
avec la me´thode de la moyenne qui sera traite´e dans ce qui suit.
2.4.2 Me´thode de la moyenne
La me´thode de la moyenne a e´te´ l’objet de plusieurs travaux dans la litte´rature (Burgman
et al. (2011); Lipscomb et al. (1998)). L’avantage de cette me´thode est qu’elle est simple a`
imple´menter mais son inconve´nient est qu’elle peut ne pas tenir compte des incertitudes que
les experts pre´voient sur les parame`tres inconnus. En effet, cette me´thode constitue un accord
entre les diffe´rents experts qui sont consulte´s. Cette me´thode ne´cessite aussi l’utilisation d’un
meˆme type de distribution a priori pour tous les experts consulte´s.
Pour simplifier la pre´sentation de la me´thode, nous allons supposer que la mode´lisation
de la distribution a priori pour chaque expert va eˆtre faite avec une loi beta(aj, bj). La
distribution a priori Π(θ) re´sultante de la combinaison avec la me´thode de la moyenne sera
une loi beta(a, b) avec a =
N∑
j=1
wj ·aj et b =
N∑
j=1
wj ·bj. Encore une fois, la question des poids se
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pre´sente. Cependant, pour la me´thode de la moyenne, non seulement les poids doivent eˆtre
de´termine´s mais encore leur somme. Winkler (1968) sugge`re que la somme des poids doit
eˆtre comprise entre 1 et N (le nombre d’experts). En effet, la somme des poids peut eˆtre
e´gale a` N si les experts proviennent de domaines d’expertises diffe´rents. Si les experts sont
du meˆme domaine d’expertise, la somme des poids peut eˆtre prise e´gale a` 1. Dans la re´alite´,
le cas le plus re´pandu est celui ou` la somme est e´gale a` 1. Cela peut eˆtre justifie´, car le DM va
consulter les experts pour formuler leurs avis sur un parame`tre donc seront ne´cessairement
experts en vue de ce dernier et ont la meˆme expertise dans le domaine.
La me´thode de la moyenne, bien qu’elle soit simple a` imple´menter, est plus avantageuse a`
utiliser si les avis d’experts sont proches. Cependant, l’utilisation de la me´thode du me´lange
est recommande´e si les avis d’experts sont diffe´rents, car dans ce cas, la me´thode de la
moyenne ne permet pas de tenir compte de l’incertitude des experts puisqu’elle conside`re une
distribution a priori re´sultante qui est une re´fe´rence pour tous les experts.
Dans le chapitre 3, une me´thode d’agre´gation d’avis d’expert sera e´labore´e. Cette me´thode
est une version ame´liore´e de la me´thode du me´lange. En effet, les poids wj accorde´s a` chaque
expert j seront actualise´s avec les donne´es de la vraisemblance. Cette me´thode d’agre´gation
sera compare´e aux me´thodes du me´lange et de la moyenne et sera valide´e a` l’aide du test
statistique non parame´trique permettant de ve´rifier la tendance des donne´es.
2.5 Strate´gies d’optimisation de la disponibilite´
Dans cette section, nous allons pre´senter une revue de litte´rature des strate´gies de main-
tenance qui maximisent la disponibilite´ d’un e´quipement. En effet, a` part les nombreuses
strate´gies qui ont pour but de minimiser les couˆts de maintenance, certaines strate´gies de
maintenance traitent le cas de la maximisation de la disponibilite´. Ceci s’explique par le fait
que l’exploiteur d’un e´quipement est parfois incapable d’estimer les couˆts lie´s a` la re´paration
ou le remplacement d’un e´quipement, ou qu’il souhaite profiter le plus de l’utilisation de
l’e´quipement, dans ce cas il serait judicieux de penser a` maximiser sa disponibilite´.
Jardine et Tsang (2013) traitent deux strate´gies de maintenance permettant de maximiser
la disponibilite´ d’un e´quipement. La premie`re strate´gie consiste a` trouver le temps optimal
pour faire un remplacement pre´ventif d’un e´quipement qui est sujet a` des de´faillances et qu’il
est remplace´ par un neuf (maintenance parfaite) a` chaque fois ou` il tombe en de´faillance
(strate´gie de type bloc). Dans la deuxie`me strate´gie, l’e´quipement est remplace´ par un neuf
lorsqu’il tombe en de´faillance mais son remplacement pre´ventif se fait de´pendamment de son
aˆge (strate´gie de type aˆge).
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Kececioglu (2003) pre´sente une strate´gie qui permet de de´terminer l’intervalle optimal
entre deux inspections de l’e´quipement permettant de maximiser sa disponibilite´. A` chaque
fois ou` l’e´quipement est inspecte´ et qu’il est de´faillant, il sera re´pare´ ou remplace´ de telle
sorte qu’il est restaure´ a` l’e´tat neuf (maintenance parfaite).
Kabak (1969) pre´sente un mode`le d’optimisation de la disponibilite´ d’un e´quipement.
Les dure´es de vie de ce dernier sont distribue´es selon une loi exponentielle et la dure´e de sa
re´paration est suppose´e constante. Le mode`le permet de suivre la variation de la disponibilite´
et de pre´dire les dure´es moyennes de bon fonctionnement et de re´paration permettant de
minimiser le couˆt d’exploitation de l’e´quipement.
Barlow et Proschan (1972) pre´sentent un mode`le d’optimisation de la disponibilite´ pour
des syste`mes en se´rie. Ils supposent dans ce travail que la maintenance est parfaite. Zhao
(1994) traite la meˆme proble´matique, mais il suppose que la maintenance est imparfaite. Wang
et Pham (2006a) traitent aussi l’optimisation de la disponibilite´ des syste`mes en se´rie dans
le cas ou` ces syste`mes sont sujets a` des re´parations imparfaites. Plusieurs autres travaux ont
traite´ l’optimisation de la disponibilite´ des e´quipements sujets a` des state´gies de maintenance
imparfaite. Nous pouvons notamment citer les travaux de Wang et Pham (1999); Chan et
Shaw (1993).
Dans le cadre de ce me´moire, une strate´gie de maintenance maximisant la disponibilite´
d’un e´quipement sera e´labore´e dans le chapitre 4. Cette strate´gie est adapte´e du mode`le d’op-
timisation des couˆts d’une strate´gie de re´paration minimale de Barlow et Proschan (1996).
Cette strate´gie sera modifie´e pour permettre la maximisation de la disponibilite´ d’un e´qui-
pement. Cette strate´gie, telle que de´crite dans (Kececioglu, 2003), permet de minimiser le
couˆt moyen par unite´ de temps du remplacement pre´ventif d’un e´quipement soumis a` des
re´parations minimales lors des de´faillances. Le but est de trouver l’intervalle optimal entre
deux remplacements pre´ventifs. Plus particulie`rement, a` chaque fois ou` l’e´quipement tombe
en de´faillance, il subit une re´paration minimale de telle sorte que son taux de de´faillance reste
presque le meˆme qu’avant sa de´faillance. Kececioglu (2003) justifie que le taux de de´faillance
demeure le meˆme apre`s la re´paration minimale par le fait qu’il traite un e´quipement multi-
composant, et que la re´paration d’un sous ensemble de composants n’affecte pas le taux de
de´faillance global de l’e´quipement. Les parame`tres de cette strate´gie sont les suivantes :
– Cp : Couˆt moyen du remplacement pre´ventif.
– Crm : Couˆt moyen d’une re´paration minimale.
– λ(t) : Taux de de´faillance de l’e´quipement.
– tp : Intervalle entre deux remplacements pre´ventifs (c’est la variable de de´cision que
nous cherchons a` de´terminer).
21
Le couˆt moyen par unite´ de temps sur un horizon infini s’exprime comme suit :
C(tp) =
Cp + Crm ·H(tp)
tp
Ou` H(tp) de´signe l’espe´rance du nombre de de´faillances suivies par une re´paration minimale.
H(tp) se calcule comme suit :
H(tp) =
tp∫
0
λ(t)dt
Il suffit que le taux de de´faillance soit strictement croissant pour qu’un minimum unique t∗p
de la fonction C(tp) existe.
Dans le chapitre 4, cette strate´gie servira de base de mode´lisation de la strate´gie de main-
tenance maximisant la disponibilite´ d’un e´quipement. Elle sera modifie´e pour tenir compte
des temps de re´paration minimale et de remplacement pre´ventif. De plus, des avis d’experts
seront inte´gre´s dans le but d’estimer les taux de de´faillance et de re´paration actualise´s d’une
pe´riode a` l’autre sur un horizon infini.
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CHAPITRE 3
MODE`LE D’AGRE´GATION BAYE´SIENNE
Dans ce chapitre, nous allons proposer un mode`le d’agre´gation d’avis d’experts exprime´s
sur un parame`tre inconnu. Nous commenc¸ons dans un premier temps par pre´senter une mise
en contexte et une explication des donne´es sur lesquelles nous allons travailler. Ensuite, nous
pre´sentons un mode`le d’agre´gation d’avis d’experts ainsi que la de´marche de re´solution que
nous avons adopte´e. Nous allons comparer ce mode`le avec les mode`les du me´lange et de
la moyenne traite´s dans la litte´rature afin de ressortir les avantages et les inconve´nients du
mode`le propose´. La comparaison est faite a` l’aide de l’analyse des re´sultats obtenus avec
notre e´chantillon de donne´es. Enfin, nous allons valider les re´sultats de ce mode`le en utilisant
un test non parame´trique ve´rifiant la tendance des donne´es.
3.1 Mise en contexte
Dans le cadre de ce travail, nous conside´rons un e´quipement neuf mis en exploitation a`
t = 0. Nous supposons que les dure´es de bon fonctionnement de cet e´quipement suivent une loi
exponentielle de parame`tre λ. Le fournisseur de cet e´quipement fournit un taux de de´faillance
de base note´ λ0. L’e´quipement sera exploite´ pendant plusieurs pe´riodes et les dure´es de bon
fonctionnement ainsi que le nombre de de´faillances seront enregistre´es pour chacune des
pe´riodes. Ainsi, a` chaque pe´riode, une vraisemblance sera constitue´e pour l’e´quipement.
Au de´but de chaque pe´riode, plusieurs experts en fiabilite´ d’e´quipements seront consulte´s
pour donner leurs avis sur le taux de de´faillance de la pe´riode subse´quente. Les experts
se basent sur les actions qu’avait subit l’e´quipement au cours de la pe´riode pre´ce´dente ou
qu’il subira (maintenance, inspection, re´paration...) au cours de la pe´riode ulte´rieure pour
formuler leurs avis. Ainsi, une distribution a priori sur le taux de de´faillance sera construite
pour chaque expert au de´but de chaque pe´riode.
Un mode`le d’agre´gation d’avis d’experts, qui sera formule´ dans la section suivante, va
nous permettre d’avoir un seul avis qui serait pris en compte au de´but de chaque pe´riode.
La vraisemblance de chacune des pe´riodes sera mode´lise´e par un processus de Poisson homo-
ge`ne de parame`tre λ. Une fois un avis commun pour tous les experts soit formule´ et que la
vraisemblance soit connue, nous serons en mesure d’effectuer une infe´rence baye´sienne sur le
parame`tre λ.
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L’infe´rence baye´sienne sera faite a` l’aide de l’algorithme de Metropolis-Hasting. Nous
aurons donc une distribution a poste´riori sur le parame`tre λ caracte´rise´e par sa moyenne et
son e´cart-type. Nous aurons e´galement un classement des avis d’experts qui ont e´te´ formule´s
au de´but de la pe´riode. Ce classement sera valide´ a` l’aide de trois tests statistiques : le
DIC (Deviance Information Criterion), le p-value baye´sien et le test non parame´trique de la
tendance des donne´es lorsque les avis sont exprime´s sur plusieurs pe´riodes.
3.2 Mode´lisation de la vraisemblance et des avis d’experts
Dans cette section, nous allons construire dans un premier temps notre fonction de vrai-
semblance a` partir des donne´es de bon fonctionnement de l’e´quipement. Par la suite, nous
allons mode´liser la distribution a priori sur le parame`tre λ pour chaque expert en fonction de
son avis. Le mode`le d’agre´gation des avis d’experts sera ensuite formule´ a` l’aide de l’infe´rence
baye´sienne.
3.2.1 Calcul de la fonction de vraisemblance
Pour une pe´riode k donne´e (k ∈ {1, ..., K}), nous disposons des dure´es de bon fonction-
nement de l’e´quipement xi,k (i ∈ {1, ..., nk}). Nous supposons que pour chaque pe´riode k
nous avons nk de´faillances enregistre´es. Nous supposons e´galement que les dure´es de bon
fonctionnement de l’e´quipement suivent une loi exponentielle de parame`tre λ de densite´
f(t, λ) = λ exp(−λt). Nous pouvons donc e´crire la fonction de vraisemblance comme suit :
Lk(X,λ) =
nk∏
i=1
f(xi,k, λ) (3.1)
=
nk∏
i=1
λ exp(−λxi,k) ∀k ∈ {1, ..., K}
= λnk exp
(
−λ
nk∑
i=1
xi,k
)
Ou` X de´signe l’ensemble de toutes les dure´es de bon fonctionnement de l’e´quipement
pour la pe´riode k. Cette fonction de vraisemblance sera combine´e avec la distribution a priori
sur le parame`tre λ pour ensuite proce´der a` l’infe´rence baye´sienne.
L’estimateur du maximum de vraisemblance du parame`tre λ pour la pe´riode k est donne´
par l’e´quation 3.2.
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λˆk =
nk
nk∑
i=1
xi,k
∀k ∈ {1, ..., K} (3.2)
3.2.2 Mode´lisation des avis d’experts
Nous supposons qu’au de´but de chaque pe´riode, plusieurs experts en fiabilite´ donnent leurs
avis a` propos du taux de de´faillance de l’e´quipement λ. Il existe plusieurs fac¸ons pour e´liciter
les avis d’experts. Par exemple, les experts peuvent eˆtre questionne´s sur la moyenne et l’e´cart-
type du taux de de´faillance. Cependant, il est pre´fe´rable de leur poser des questions tangibles
puisqu’ils peuvent rencontrer des difficulte´s en traitant des quantite´s statistiques (moyenne,
e´cart-type, quantiles...). Ainsi, les experts seront questionne´s sur les bornes minimale et
maximale du parame`tre λ. Cela nous semble moins contraignant.
Supposons que nous avons N experts, N ≥ 1, chaque expert j donne une estimation
des bornes minimale et maximale du taux de de´faillance, respectivement λmin,j et λmax,j. A`
partir des deux informations obtenues de chaque expert j, nous construisons la distribution a
priori Πj(λ) sur le parame`tre λ. Nous avons choisi de mode´liser cette distribution par une loi
beˆta(aj,bj). Le choix de loi beˆta pourrait eˆtre explique´ par le fait que celle-ci est fre´quemment
utilise´e si le parame`tre a` mode´liser est borne´ (Bacha et al. (1998)). Cette utilisation est
adapte´e a` notre cas d’e´tude puisque le taux de de´faillance de l’e´quipement peut eˆtre conside´re´
comme borne´. En effet, l’e´quipement est soumis au principe de la durabilite´ e´conomique. En
effet, si le taux de de´faillance augmente au dela` d’un certain seuil, il sera plus avantageux
et rentable de remplacer l’e´quipement au lieu de proce´der a` sa re´paration. La de´termination
des parame`tres aj et bj est faite en solvant le syste`me a` deux e´quations non line´aires 3.3 pour
chaque expert j . Fj de´signe la fonction de re´partition de la loi beˆta(aj,bj). La probabilite´ p
est un choix de mode´lisation, nous pouvons conside´rer p = 0, 05.{
Fj(λmin,j, aj, bj) = p
Fj(λmax,j, aj, bj) = 1− p
∀j ∈ {1, ..., N} (3.3)
La re´solution du syste`me 3.3 se fait nume´riquement avec Matlab. En de´finitive, la distri-
bution a priori pour chaque expert j est donne´e par la densite´ de la loi beˆta(aj,bj). L’e´quation
3.4 donne l’expression de cette distribution Πj(λ) pour chaque expert j. Γ de´signe la fonction
Gamma.
Πj(λ) =
Γ(aj + bj)
Γ(aj)Γ(bj)
λaj−1 (1− λ)bj−1 1[0,1](λ) ∀j ∈ {1, ..., N} (3.4)
25
Nous devons, une fois les avis d’experts formule´s, combiner ces avis pour obtenir une
distribution a priori unique sur λ. Pour ce faire, nous introduisons les deux variables ale´atoires
suivantes :
– Λ : Une variable ale´atoire continue de´signant le taux de de´faillance λ de l’e´quipement.
– J : Une variable ale´atoire discre`te de´signant l’expert en fiabilite´ le plus performant. La
performance de l’expert est mesure´e par la justesse de son avis sur le parame`tre λ.
La fonction de masse de la variable J est donne´e par l’e´quation 3.5.
P (J = j) =
1
N
∀j ∈ {1, ..., N} (3.5)
Nous avons choisi d’attribuer des probabilite´s e´gales a` 1
N
pour chacun des experts inter-
roge´s. Ce choix se justifie par le fait que nous n’avons aucune ide´e sur la pertinence des avis
d’experts. En prenant des probabilite´s e´gales, nous ne de´favorisons aucun expert. C’est la
vraisemblance qui va juger quant a` la justesse des avis de ces experts. En faisant ce choix
d’introduire la nouvelle variable J , la distribution a priori sur λ pour chaque expert j sera
exprime´e par la fonction de densite´ conditionnelle de Λ, e´tant donne´ que J = j. Cette dis-
tribution a priori s’e´crit comme le montre l’e´quation 3.6. La distribution a priori sur λ sera
exprime´e par l’e´quation 3.7 en appliquant l’axiome des probabilite´s totales.
ΠΛ|J(λ|j) = Γ(aj + bj)
Γ(aj)Γ(bj)
λaj−1 (1− λ)bj−1 1[0,1](λ) ∀j ∈ {1, ..., N} (3.6)
ΠΛ(λ) =
N∑
j=1
P (J = j)ΠΛ|J(λ|j) (3.7)
=
1
N
N∑
j=1
Γ(aj + bj)
Γ(aj)Γ(bj)
λaj−1 (1− λ)bj−1 1[0,1](λ)
Nous notons par Θ le vecteur ale´atoire mixte (Θ = (Λ, J)). Nous construisons la distri-
bution a poste´riori sur le parame`tre θ = (λ, j). C’est l’infe´rence baye´sienne qui de´terminera
cette distribution a poste´riori de θ. Cette distribution a poste´riori sera ainsi e´value´e pour un
λ donne´ et un expert j donne´. E´tant donne´ n dure´es de bon fonctionnement de l’e´quipement,
note´es xi (i = 1, .., n), le the´ore`me de Bayes permet d’e´crire la distribution a poste´riori du
parame`tre θ comme suit :
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ΠΘ|X(θ|x) =
ΠX|Θ(x|θ)ΠΘ(θ)
ΠX(x)
(3.8)
=
ΠX|Θ(x|θ) · ΠΘ(θ)
+∞∫
0
ΠX|Θ(x|θ) · ΠΘ(θ)dθ
Le de´nominateur de l’e´quation 3.8 est une constante de normalisation qui est inde´pendante
de θ. Donc, la distribution a poste´riori sera proportionnelle au nume´rateur de cette e´quation.
ΠX|Θ(x|θ) est la fonction de vraisemblance des donne´es x sachant le parame`tre θ et ΠΘ(θ)
est la distribution a priori sur le parame`tre θ. En de´finitive, l’e´quation 3.9 donne l’expression
de la distribution a poste´riori sur le parame`tre θ. Le symbole ∝ de´signe proportionnel.
ΠΘ|X(θ|x) ∝ ΠX|Θ(x|θ)ΠΘ(θ) (3.9)
∝ λn exp
(
−λ
n∑
i=1
xi
)
· ΠΛ,J(λ, j)
∝ λn exp
(
−λ
n∑
i=1
xi
)
· P (J = j) · ΠΛ|J(λ|j)
Dans le cas ou` la distribution a priori et la fonction de vraisemblance sont conjugue´es,
la forme analytique de la distribution a poste´riori sera connue. Cependant, dans notre cas
d’e´tude, il va falloir utiliser les me´thodes de simulation MCMC pour calculer cette distri-
bution a poste´riori puisque la distribution a priori (loi beˆta) et la fonction de vraisemblance
(loi exponentielle) ne sont pas conjugue´es. La de´marche de re´solution sera traite´e en de´tail
dans la section suivante.
3.2.3 Algorithme de re´solution
Comme la forme analytique de la distribution a poste´riori sur le parame`tre θ est inconnue,
nous utilisons la me´thode de simulation MCMC, en particulier l’algorithme de Metropolis-
Hasting. Pour notre mode`le 3.9, la proce´dure de cet algorithme s’e´crit comme suit :
1. initialiser [λ(1),j(1)]
2. Pour l = 1 a` R
– Ge´ne´rer u ∼ U[0,1]
– Ge´ne´rer θ∗ ∼ q(θ∗|θ(l))
– Si u < A alors θ(l+1) = θ∗ sinon θ(l+1) = θ(l)
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R est le nombre d’e´chantillons et U[0,1] est la densite´ de la loi uniforme. A est appele´ le ratio
d’acceptation, son expression est donne´e par l’e´quation 3.10 :
A = min
(
1,
ΠΘ|X(θ∗|x)q(θ(l)|θ∗)
ΠΘ|X(θ(l)|x)q(θ∗|θ(l))
)
(3.10)
q(θ∗|θ(l)) de´signe la loi instrumentale. Cette loi permet de ge´ne´rer un nouveau candidat
θ∗ a` partir de l’ancien point θ(l). En effet, a` chaque ite´ration l de l’algorithme, nous devons
ge´ne´rer un λ∗ et un j∗. Nous avons choisi de ge´ne´rer λ∗ a` partir d’une loi normale N(λ(l), σ2).
L’e´cart-type σ est un choix a` faire. Le choix de la loi normale est justifie´ car cette loi est
syme´trique et par conse´quent le calcul du ratio d’acceptation sera simplifie´ (Martinez et
Martinez (2001)). Un bon choix de σ permettra a` l’algorithme de converger rapidement vers
la distribution a poste´riori de λ. En ce qui concerne j∗, un expert est choisi ale´atoirement a`
partir des N experts disponibles. La probabilite´ de choisir un expert quelconque est e´gale a`
1
N
. L’e´quation 3.11 donne l’expression de la loi instrumentale pour le mode`le 3.9.
q(θ∗|θ(l)) = q(λ∗, j∗|λ(l), j(l)) (3.11)
= q(λ∗|λ(l), j(l)) · q(j∗|λ(l), j(l))
=
1
N
√
2piσ
exp
(
−
(
λ− λ(l))2
2σ2
)
Nous remarquons bien que q(θ(l)|θ∗) = q(θ∗|θ(l)). Ceci nous permettra de simplifier l’e´qua-
tion du ratio d’acceptation A. L’e´quation 3.12 donne son expression re´sultante.
28
A = min
(
1,
ΠΘ|X(θ∗|x)
ΠΘ|X(θ(l)|x)
)
(3.12)
= min
1, (λ
∗)n exp
(
−λ∗
n∑
i=1
xi
)
XXXXXXP (J = j
∗)ΠΛ|J(λ∗|j∗)
(λ(l))n exp
(
−λ(l)
n∑
i=1
xi
)
XXXXXXP (J = j
(l))ΠΛ|J(λ(l)|j(l))

= min
1, (λ
∗)n exp
(
−λ∗
n∑
i=1
xi
)
ΠΛ|J(λ∗|j∗)
(λ(l))n exp
(
−λ(l)
n∑
i=1
xi
)
ΠΛ|J(λ(l)|j(l))

= min
1, (λ
∗)n exp
(
−λ∗
n∑
i=1
xi
)
ΠΛ|J(λ∗|j∗)
(λ(l))n exp
(
−λ(l)
n∑
i=1
xi
)
ΠΛ|J(λ(l)|j(l))

= min
(
1,
(
λ∗
λ(l)
)n
exp
(
− (λ∗ − λ(l)) n∑
i=1
xi
)
ΠΛ|J(λ∗|j∗)
ΠΛ|J(λ(l)|j(l))
)
Ainsi, nous pouvons de´terminer la moyenne λ¯post et l’e´cart-type σpost de la distribution
a poste´riori de λ. Nous pouvons e´galement expliciter la fonction de masse a poste´riori de la
variable ale´atoire J . Les e´quations 3.13 et 3.14 donnent respectivement les statistiques de la
distribution a poste´riori de λ et la fonction de masse de la variable J .
λ¯post =
1
R
R∑
l=1
λ(l)
σpost =
√
1
R−1
R∑
l=1
(
λ(l) − λ¯post
)2 (3.13)
Ppost (J = j) =
1
R
R∑
l=1
1{j(l)=j} ∀j ∈ {1, ..., N} (3.14)
Nous avons de´veloppe´ un programme avec Matlab qui permet de combiner les avis d’ex-
perts avec le mode`le pre´ce´dent (Annexe A). Ce mode`le permet de calculer les statistiques
de la distribution a poste´riori sur le parame`tre λ. Il permet e´galement de classer les experts
suivant la fonction de masse de la variable ale´atoire J . Ce programme prend comme entre´e
les avis d’experts donne´s sous forme de bornes minimales et maximales sur λ et les dure´es de
bon fonctionnement de l’e´quipement.
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3.2.4 Illustration du mode`le d’agre´gation
Supposons que nous avons 2 experts qui donnent leurs avis a` propos du taux de de´faillance
λ. Ces deux avis sont conside´re´s inde´pendants. Nous avons aussi n donne´es simule´es de bon
fonctionnement de l’e´quipement note´es par xi (tableau 3.1). L’estimateur de maximum de
vraisemblance du parame`tre λ, note´ λˆ, est e´gal a` nn∑
i=1
xi
soit λˆ = 0, 4121 de´faillance/semaine.
Tableau 3.1 Dure´es de bon fonctionnement exprime´es en semaine
0, 9456 3, 2482 0, 9082 1, 3518 1, 1053 0, 1397 4, 2559 1, 1054 2, 8813
5, 6272 4, 6231 11, 9487 0, 5374 0, 6710 3, 8548 1, 5933 3, 6966 3, 9795
6, 1936 0, 7986 0, 8894 2, 4179 1, 9098 0, 5552 0, 1473 0, 2458 0, 1514
5, 0576 3, 7092 0, 3226 0, 8216 0, 9702 1, 4566 0, 4827 1, 0310 0, 1072
0, 1075 12, 1880 2, 2952 2, 5573 2, 6122
Le tableau 3.2 re´sume les avis des 2 experts.
Tableau 3.2 Avis des 2 experts et parame`tres des distributions a priori
Expert (j) λmin,j λmax,j aj bj
1 0, 33 0, 47 52, 4421 78, 9513
2 0, 46 0, 77 15, 8663 9, 7055
La de´termination des parame`tres aj et bj pour chaque expert j est faite en solvant le
syste`me d’e´quations non line´aires 3.3 a` l’aide de Matlab. Nous allons dans la suite e´tudier 3
mode`les :
– Mode`le 1 : Ce mode`le conside`re l’expert 1 comme la seule source d’information pour
formuler la distribution a priori sur le parame`tre λ.
– Mode`le 2 : Pour ce mode`le, seul l’expert 2 sera pris en compte dans la distribution a
priori sur λ.
– Mode`le 3 : Ce mode`le tient compte simultane´ment des deux avis d’experts. Le mode`le
d’agre´gation des deux avis est celui propose´ dans la section pre´ce´dente.
L’e´tude des 3 mode`les nous permettra de quantifier la qualite´ de la distribution a priori de
chacun. Pour ce faire, nous utilisons deux quantite´s statistiques qui vont mesurer la qualite´
d’ajustement de chaque mode`le. Il s’agit du DIC (Deviance Information Criterion) et le p-
value baye´sien (section 2.3.3). Le calcul de chaque quantite´ se fait a` l’aide de l’e´chantillon de
λ que nous avons obtenu en appliquant l’algorithme de Metropolis-Hasting (section 2.3.1).
Dans ce cas, le calcul du DIC est donne´ par les e´quations suivantes.
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
DIC = 2D¯ −D(λ¯post)
D¯ = 1
R
R∑
l=1
−2 log
(
(λ(l))n exp
(
−λ(l)
n∑
i=1
xi
))
D(λ¯post) = −2 log
((
λ¯post
)n
exp
(
−λ¯post
n∑
i=1
xi
)) (3.15)
DIC = −4 n
R
R∑
l=1
log
(
λ(l)
)
+ 2n log
(
λ¯post
)
+ 2λ¯post
n∑
i=1
xi (3.16)
Rappelons que le DIC permet de classer plusieurs mode`les. En effet, plus le DIC est petit,
plus la qualite´ d’ajustement du mode`le est meilleure et par conse´quent la distribution a priori
sur le parame`tre λ est plus vraisemblable.
La deuxie`me quantite´ statistique est le p-value baye´sien. Le calcul de cette quantite´ se
fait en utilisant l’e´chantillon obtenu de l’algorithme de Metropolis-Hasting. Pour un mode`le
donne´, plus le p-value baye´sien est proche de 0, 5, plus la qualite´ du mode`le est bonne. Dans
notre cas, la proce´dure de calcul du p-value baye´sien est la suivante :
1. Pour l = 1 a` R
– Nous simulons un e´chantillon xrep,l de taille n de la loi exponentielle de parame`tre
λ(l).
– Nous calculons les deux quantite´s statistiques Devobs(x, λ
(l)) et Devrep(x
rep,l, λ(l)).
Les expressions des deux quantite´s sont pre´sente´es dans le syste`me d’e´quations 3.17.
Devobs(x, λ
(l)) = −2
n∑
i=1
Log
(
λ(l) exp(−λ(l)xi)
)
Devrep(x
rep,l, λ(l)) = −2
n∑
i=1
Log
(
λ(l) exp(−λ(l)xrep,li )
) (3.17)
2. Nous calculons le p-value baye´sien a` l’aide de l’e´quation 3.18 :
p-value =
1
R
R∑
l=1
1{Devrep(xrep,l,λ(l))≥Devobs(x,λ(l))} (3.18)
Nous avons proce´de´ au calcul des statistiques des distributions a poste´riori pour chaque
mode`le. Les re´sultats sont pre´sente´s dans le tableau 3.3.
Le tableau 3.4 donne la fonction de masse a poste´riori de la variable ale´atoire J . Ces
re´sultats montrent les probabilite´s Ppost (J = j) obtenues pour le mode`le 3 repre´sentant ainsi
l’agre´gation des avis d’experts et qui est le seul mode`le a` faire intervenir les deux avis d’ex-
perts.
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Tableau 3.3 Statistiques des distributions a poste´riori des 3 mode`les
Mode`le λ¯post σpost DIC p-value
1 0, 4041 0, 0353 155, 3442 0, 5276
2 0, 4855 0, 0598 157, 1206 0, 1993
3 0, 4137 0, 0486 155, 7683 0, 4647
Tableau 3.4 Fonction de masse a poste´riori de la variable I
Expert (j) Ppost (J = j)
1 0, 8673
2 0, 1327
La figure 3.1 donne les distributions a priori de chaque expert et la distribution a poste´riori
de λ pour le mode`le 3. Elle donne aussi le de´roulement de l’e´chantillonnage pour ce mode`le.
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Figure 3.1 Distributions a priori des deux experts et distribution a poste´riori du mode`le 3
Nous pouvons proce´der a` l’analyse des re´sultats. Nous remarquons que le mode`le 1 est
le meilleur en terme de qualite´ d’ajustement. En effet, si nous trions les mode`les suivant le
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crite`re du DIC, nous aurons le mode`le 1 suivi du mode`le 3 et puis finalement le mode`le 2. Le
meˆme classement s’applique pour le cas du p-value bayesien. En fait, le mode`le 1 demeure
le meilleur vu qu’il posse`de le p-value le plus proche de 0, 5. Il est tout a` fait logique de
trouver que le mode`le 3 est moyen pour la qualite´ d’ajustement puisque ce mode`le prend en
compte les deux avis. Selon le tableau 3.4, l’expert 1 est le plus performant car il posse`de
la probabilite´ a poste´riori la plus e´leve´e soit 0, 87. Cependant, celle de l’expert 2 est a` 0, 13.
Ce re´sultat nous donne une ide´e bien claire sur la performance de chaque expert. Le mode`le
3 permet donc de trier les distributions a priori provenant des deux experts en fonction de
ces probabilite´s a poste´riori. Ce tri concorde bien avec celui du DIC et du p-value. Nous
pouvons remarquer que le mode`le 3 permet bien de classer les avis des experts puisqu’il en
tient compte sans avoir a` proce´der a` l’infe´rence baye´sienne pour chaque expert seul.
3.3 Comparaison des mode`les de combinaison d’avis d’experts
Dans cette section, nous allons comparer le mode`le d’agre´gation baye´sienne avec le mode`le
du me´lange et celui de la moyenne. Ces deux mode`les de combinaison des avis d’experts ont
e´te´ pre´sente´s dans la litte´rature (section 2.4). En se basant sur les notations de la section
3.2.2, la distribution a priori du mode`le du me´lange est donne´e par l’e´quation 3.19. Pour le
mode`le de la moyenne, la distribution a priori est donne´e par l’e´quation 3.20. Nous utilisons
une seule pe´riode pour proce´der a` la comparaison des 3 mode`les. L’estimateur du maximum
de vraisemblance de λ de la pe´riode concerne´e est e´gal a` 0, 4121. Cet estimateur servira de
re´fe´rence pour placer les avis d’experts a` droite ou a` gauche de cette valeur. En effet, le but
de la comparaison que nous faisons est de voir si chaque mode`le de combinaison permet de
de´tecter le bon avis d’expert. Par conse´quent, nous devons eˆtre capable de placer chaque avis
d’expert a` droite, a` gauche ou de part et d’autre de la vraisemblance.
ΠΛ(λ) =
1
N
N∑
i=1
Πi(λ) (3.19)

ΠΛ(λ) =
Γ(a+b)
Γ(a)Γ(b)
λa−1 (1− λ)b−1 1[0,1](λ)
a = 1
N
N∑
i=1
ai
b = 1
N
N∑
i=1
bi
(3.20)
Pour illustrer ces propos, nous allons prendre en conside´ration deux avis d’experts dont
l’un est qualifie´ de ’bon’ et l’autre est qualifie´ de ’mauvais’. Nous allons proce´der a` l’infe´rence
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baye´sienne pour les 3 mode`les de combinaisons des avis d’experts. Le tableau 3.5 donne les
avis des deux experts.
Tableau 3.5 Mode´lisation des 2 avis d’experts
Expert (j) λmin,j λmax,j aj bj
1 0, 33 0, 47 52, 4421 78, 9513
2 0, 1 0, 3 7, 7191 32, 6473
Les tableaux 3.6 et 3.7 donnent respectivement les re´sultats a poste´riori des 3 mode`les
ainsi que les probabilite´s a poste´riori du mode`le d’agre´gation baye´sienne.
Tableau 3.6 Re´sultats a poste´riori de la comparaison
Mode`le λ¯post σpost DIC p-value
Mode`le du me´lange 0, 3812 0, 1020 161, 4052 0, 6696
Mode`le d’agre´gation baye´sienne 0, 4014 0, 0380 155, 4879 0, 5410
Mode`le de la moyenne 0, 3770 0, 0387 155, 8847 0, 5864
Tableau 3.7 Probabilite´s a poste´riori du mode`le d’agre´gation baye´sienne
Expert (j) Ppost (J = j)
1 0, 9677
2 0, 0323
Selon le tableau 3.6, le mode`le d’agre´gation baye´sienne est le meilleur puisqu’il posse`de
le DIC le mois e´leve´ et le p-value le plus proche de 0, 5. Ce mode`le parvient a` de´tecter que
l’expert 1 est plus performant. En effet, il accorde la probabilite´ a poste´riori la plus e´leve´ a`
cet expert comme le montre le tableau 3.7 soit 0, 9677. Pour les mode`les du me´lange et de
la moyenne, ils sont influence´ par l’avis de l’expert 2. Le mode`le du me´lange ne parvient a`
de´tecter que l’expert 1 est meilleur que l’expert 2. En effet, l’e´cart-type sur λ est e´leve´ et
le DIC est plus grand que celui du mode`le d’agre´gation baye´sienne. La figure 3.2 donne les
distributions a poste´riori des 3 mode`les (me´lange, moyenne et agre´gation baye´sienne) ainsi
que les distributions a priori pour les deux experts.
3.4 Validation du mode`le d’agre´gation baye´sienne avec la tendance des donne´es
Dans cette section, nous allons valider le mode`le d’agre´gation baye´sienne propose´ a` l’aide
du test non parame´trique de tendance des donne´es. Nous conside´rons k pe´riodes pour les-
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Figure 3.2 Distributions a priori des deux experts et distributions a poste´riori des 3 mode`les
quelles nous avons enregistre´ les temps de bon fonctionnement de l’e´quipement. Nous suppo-
sons que pour chaque pe´riode k, les dure´es de bon fonctionnement suivent une loi exponentielle
de parame`tre λ. Pour chaque pe´riode k, nous notons par :
– xi,k : les dure´es de bon fonctionnement de l’e´quipement.
– nk : le nombre de de´faillances enregistre´es durant la pe´riode k.
– Xk =
nk∑
i=1
xi,k : la dure´e totale de bon fonctionnement durant la pe´riode k.
Nous allons e´tudier la tendance du taux du de´faillance de l’e´quipement entre chaque deux
pe´riodes conse´cutives. Le test non parame´trique de Fisher va nous permettre de juger si le
taux de de´faillance augmente, diminue ou reste constant entre deux pe´riodes successives. Dans
ce qui suit, nous pre´sentons le test de Fisher puis nous allons conside´rer les avis d’experts
afin de valider notre mode`le d’agre´gation.
3.4.1 Analyse de la tendance des donne´es de vraisemblance
Le test de Fisher est propose´ pour analyser la tendance du taux de de´faillance entre deux
pe´riodes conse´cutives (Lehmann et D’Abrera (2006)). L’hypothe`se nulle H0 de ce test est que
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le taux de de´faillance reste constant en passant d’une pe´riode k vers une pe´riode k + 1. La
proce´dure du test est la suivante :
1. Nous trions les dure´es de bon fonctionnement de l’e´quipement dans l’ordre croissant
pour les pe´riodes k et k + 1 et nous notons par yk et yk+1 les deux e´chantillons trie´s.
2. Nous calculons la quantite´ statistique Q selon l’e´quation 3.21 :
Q(nk, nk+1) =
1
nk
nk∑
i=1
(
yki+1 − yki
)
1
nk+1
nk+1∑
i=1
(
yk+1i+1 − yk+1i
) (3.21)
3. Nous de´cidons si le taux de de´faillance reste constant, augmente ou diminue. Sous H0,
Q(nk, nk+1) suit une loi de Fisher a` 2nk et 2nk+1 degre´s de liberte´. Le crite`re de de´cision
pour un seuil de signification α donne´ est le suivant :
– Si Q(nk, nk+1) > f(1−α
2
), nous rejetons H0 en faveur de l’alternative ’le taux de de´-
faillance augmente’.
– Si Q(nk, nk+1) < f(α
2
), nous rejetons H0 en faveur de l’alternative ’le taux de de´-
faillance diminue’.
– Si f(α
2
) < Q(nk, nk+1) < f(1−α
2
), nous ne rejetons pas H0.
Exemple :
Le tableau 3.8 donne les re´sultats du test de Fisher pour un exemple prenant en conside´-
ration 6 pe´riodes de fonctionnement de l’e´quipement. Les donne´es de dure´es de vie pe´riode
par pe´riode sont obtenues par simulation.
Tableau 3.8 Re´sultats du test de Fisher pour un seuil de signification α = 0, 05
pe´riode k- pe´riode k + 1 Q(nk, nk+1) f0,025 f0,975 Tendance du taux de de´faillance λ
1-2 1, 2831 0, 6493 1, 5367 reste constant
2-3 1, 2315 0, 6508 1, 5401 reste constant
3-4 1, 6442 0, 6633 1, 4875 augmente
4-5 1, 0979 0, 6957 1, 4333 reste constant
5-6 0, 5910 0, 6810 1, 4892 diminue
3.4.2 Analyse des avis d’experts selon la tendance des donne´es
Nous allons valider le mode`le d’agre´gation d’avis d’experts a` l’aide des re´sultats obtenus
avec le test de Fisher de´crit dans la section pre´ce´dente. Nous conside´rons 3 experts inde´pen-
dants qui vont exprimer leurs avis sur le taux de de´faillance. Au de´but de chaque pe´riode k,
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chaque expert se re´fe`re au taux de de´faillance de l’anne´e pre´ce´dente pour donner son avis.
Nous notons par λˆk−1 le taux de re´fe´rence par rapport auquel les experts se basent pour
formuler leurs avis pour la pe´riode k. Les avis d’experts sont re´sume´s comme suit :
– Expert 1 : pre´voit que le taux de de´faillance restera constant a` la pe´riode k par rapport
a` la pe´riode k − 1.
– Expert 2 : pre´voit une diminution du taux de de´faillance au cours de la pe´riode k par
rapport a` la pe´riode k − 1.
– Expert 3 : pre´voit une augmentation du taux de de´faillance au cours de la pe´riode k
par rapport a` la pe´riode k − 1.
Les avis des 3 experts seront maintenus les meˆmes pour les 6 pe´riodes conside´re´es (voir
exemple de la section 3.4.1). La mode´lisation des avis des 3 experts est faite en fixant a`
chaque anne´e les bornes minimale et maximale de leurs estimations du taux de de´faillance.
Nous avons choisi de mode´liser ces avis comme le montre le tableau 3.9. La de´termination
des parame`tres des distributions a priori pour chaque expert est faite en solvant le syste`me
d’e´quations 3.3.
Tableau 3.9 Mode´lisation des 3 avis d’experts
Expert (j) λmin,j λmax,j
1 5
6
λˆk−1 76 λˆk−1
2 1
2
λˆk−1 λˆk−1
3 λˆk−1 32 λˆk−1
Nous avons proce´de´ a` l’infe´rence baye´sienne pour chacune des 6 pe´riodes en utilisant
le mode`le d’agre´gation baye´sienne. Le tableau 3.10 re´sume les probabilite´s a poste´riori que
chaque expert soit le plus performant pour chaque pe´riode. La figure 3.3 visualise les re´sultats
du tableau 3.10.
Tableau 3.10 Validation de la tendance des donne´es avec les probabilite´s a poste´riori
pe´riode k- pe´riode k + 1 Tendance du taux de de´faillance λ
Ppost (J = j)
J = 1 J = 2 J = 3
1-2
2-3
3-4
4-5
5-6
reste constant
reste constant
augmente
reste constant
diminue
0, 5490 0, 1456 0, 3055
0, 5328 0, 2645 0, 2028
0, 1632 0, 0190 0, 8178
0, 5103 0, 0965 0, 3932
0, 1529 0, 8337 0, 0134
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Le tableau 3.10 nous permet de conclure que la me´thode d’agre´gation baye´sienne permet
de privile´gier l’expert dont l’avis concorde mieux avec la tendance des donne´es (valide´e a`
l’aide du test de Fisher). A` titre d’exemple, la tendance du taux de panne entre les pe´riodes
3 et 4 est a` l’augmentation, la me´thode privile`ge l’expert 3 qui pre´voit une augmentation du
taux de de´faillance. En effet, cet expert posse`de la probabilite´ a poste´riori (0.8178) la plus
e´leve´e.
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Figure 3.3 Probabilite´s a poste´riori des 3 experts
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CHAPITRE 4
OPTIMISATION DE LA DISPONIBILITE´ D’UN E´QUIPEMENT
Dans ce chapitre, nous allons pre´senter un mode`le qui permet d’optimiser la disponibilite´
d’un e´quipement. Nous commenc¸ons, dans un premier temps, par pre´senter la strate´gie de
maintenance que nous allons utiliser telle que traite´e dans la litte´rature. Ensuite, nous allons
adapter cette strate´gie a` l’optimisation de la disponibilite´. Ensuite, nous allons proposer un
mode`le d’agre´gation d’avis d’experts sur les parame`tres inconnus de la strate´gie de mainte-
nance : le taux de de´faillance et le taux de re´paration. Ce mode`le servira pour calculer la
distribution a poste´riori de chaque parame`tre et imple´menter la strate´gie de maintenance
propose´e.
4.1 Strate´gie d’optimisation de la disponibilite´
La strate´gie de maintenance choisie est celle qui maximise la disponibilite´ d’un e´quipe-
ment. Nous expliquons dans un premier temps le principe de la strate´gie tel que pre´sente´e
dans la litte´rature puis nous allons l’adapter a` notre cas d’e´tude afin qu’elle puisse prendre
en compte l’actualisation du taux de de´faillance et de re´paration selon le mode`le d’agre´gation
propose´.
4.1.1 Description de la strate´gie
Nous conside´rons un e´quipement soumis a` une re´paration minimale a` chaque de´faillance
et a` une re´novation majeure a` chaque pe´riode tp. La strate´gie optimale consiste a` trouver
l’intervalle t∗p qui maximise la disponibilite´ de l’e´quipement ou, d’une manie`re e´quivalente,
minimise son indisponibilite´. En effet, plus le nombre de re´novations majeures augmente,
plus le temps d’arreˆt de l’e´quipement augmente suite a` ces re´novations. En contre partie, le
nombre d’arreˆts suite a` des re´parations minimales de l’e´quipement diminue si la fre´quence
de re´novations majeures augmente. Nous supposons que les re´parations minimales remettent
l’e´quipement dans un e´tat ope´rationnel sans toutefois augmenter sa performance. Cela sup-
pose qu’il est remis a` son e´tat juste avant sa de´faillance.
Nous allons adopter les notations suivantes :
1. Tf : Temps moyen ne´cessaire pour faire une re´paration minimale de l’e´quipement.
2. Tp : Temps moyen ne´cessaire pour faire une re´novation majeure de l’e´quipement.
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3. λ(t) : Le taux de de´faillance de l’e´quipement.
Le but de la strate´gie est de de´terminer l’intervalle optimal entre deux re´novations ma-
jeures permettant de maximiser la disponibilite´ de l’e´quipement. La figure 4.1 illustre cette
strate´gie.
T fT f T p
t p
Un cycle
Rénovation
majeure
Réparations
minimales
Figure 4.1 Maximisation de la disponibilite´
Les seules diffe´rences avec la formulation de la strate´gie minimisant les couˆts (Barlow et
Proschan (1996)) sont de :
– Remplacer le couˆt de re´paration minimale Cmr par le temps alloue´ a` cette intervention.
– Remplacer le couˆt de remplacement pre´ventif Cp par la dure´e de re´novation majeure.
Le temps d’arreˆt total par unite´ de temps, pour un intervalle de longueur tp entre deux
re´novations majeures, est note´ D(tp). D(tp) repre´sente aussi l’indisponibilite´ instantane´e par
unite´ de temps. Elle est donne´e par l’e´quation 4.1.
D(tp) =
H(tp) · Tf + Tp
tp + Tp
. (4.1)
H(tp) · Tf de´signe le temps d’arreˆt de l’e´quipement suite aux de´faillances. Il est e´gal au
produit du nombre de de´faillances dans l’intervalle [0, tp] par le temps moyen ne´cessaire pour
faire une re´paration minimale. Le calcul du nombre de de´faillances dans l’intervalle [0, tp] est
donne´ par l’e´quation 4.2.
H(tp) =
tp∫
0
λ(t)dt. (4.2)
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Nous cherchons a` de´terminer t∗p qui minimise la fonction D(tp). Nous commenc¸ons par
de´river cette fonction :
D′(tp) =
Tf · [λ(tp) (tp + Tp)−H(tp)]− Tp
(tp + Tp)
2
Nous cherchons par la suite a` annuler cette de´rive´e. Soit la fonction Φ(tp) :
Φ(tp) = λ(tp) (tp + Tp)−H(tp)
Nous avons donc : D′(t∗p) = 0 =⇒ Φ(t∗p) = TpTf . Comme Φ(0) <
Tp
Tf
, il suffit que la fonction Φ
soit strictement croissante pour que nous puissions trouver un unique t∗p tel que Φ(t
∗
p) =
Tp
Tf
.
Nous avons par conse´quent :
Φ′(tp) = λ′(tp)(tp + Tp) > 0 =⇒ λ′(tp) > 0
Une condition suffisante de trouver un minimum unique de la fonction D(tp) est d’avoir un
taux de de´faillance strictement croissant. Nous devons ensuite ve´rifier qu’il s’agit bien d’un
minimum, il faut calculer la de´rive´e seconde de la fonction D(tp).
D′′(tp) =
Tf · (tp + Tp)2 · Φ′(tp)− 2 (tp + Tp) (Tf · Φ(tp)− Tp)
(tp + Tp)
4
Comme D′′(t∗p) =
Tf ·(t∗p+Tp)
2·Φ′(t∗p)
(t∗p+Tp)
4 > 0, alors nous pouvons conclure que t∗p est un minimum
de la fonction D(tp).
4.1.2 Strate´gie de disponibilite´ prenant en compte les avis d’experts
Dans cette partie, nous allons adapter la strate´gie de maintenance pre´sente´e dans la section
pre´ce´dente a` notre cas d’e´tude. Nous supposons que nous avons un e´quipement neuf qui est
mis en fonctionnement a` l’instant t = 0. Le fournisseur de l’e´quipement nous fournit un taux
de de´faillance de base de l’e´quipement λ0 = 0, 4 pannes/semaine et un taux de re´paration
de base µ0 = 10 re´parations/semaine. Nous supposons e´galement que les dure´es de bon
fonctionnement de l’e´quipement ainsi que les dure´es de re´paration suivent respectivement
des lois exponentielles de parame`tres λ et µ et que ses dure´es sont inde´pendantes.
Au de´but de chaque anne´e (52 semaines), des experts en fiabilite´ et en maintenance
donnent respectivement leurs avis sur les parame`tres inconnus λ et µ. L’objectif est de trouver
une strate´gie optimale de maintenance permettant de maximiser la disponibilite´ de l’e´qui-
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pement. Cette strate´gie consiste a` de´terminer le temps optimal a` partir duquel il faut faire
une re´novation majeure de l’e´quipement. La strate´gie de´crite dans la section pre´ce´dente sera
modifie´e pour tenir compte des avis d’experts. En effet, le mode`le de l’e´quation 4.1 suppose
que la forme du taux de de´faillance est connue.
Dans notre cas d’e´tude, la seule information que nous posse´dons sur le taux de de´faillance
est sa moyenne a poste´riori que nous pouvons de´terminer en combinant les avis d’experts avec
la vraisemblance de chaque anne´e. Il va falloir donc ajuster un mode`le afin de pre´dire l’allure
du taux de de´faillance a` partir de ces estimations a poste´riori du taux de de´faillance. Il est a`
noter que le taux de de´faillance est constant par pe´riode d’observation (processus de Poisson
homoge`ne). Par ailleurs, ce taux de de´faillance peut varier d’une pe´riode d’observation a`
une autre (processus de Poisson non homoge`ne). La figure 4.2 explique la strate´gie propose´e
d’optimisation de la disponibilite´.
Année 1 Année 2 Année k
Avis d'expertsAvis d'experts Avis d'experts
Durées de bon fonctionnement xi,1
Durées de bon réparation yi,1
Durées de bon fonctionnement xi,2
Durées de réparation yi,2
Durées de bon fonctionnement xi,k
Durées de bon réparation yi,k
Rénovation majeure
T p
Λ0
Μ0
Λ1 post
Μ1 post
Λk-1 post
Μk-1 post
Figure 4.2 Strate´gie de disponibilite´ et introduction d’avis d’experts
Nous allons adopter les notations suivantes dans la suite de la mode´lisation :
– k : Indice de´signant l’anne´e de l’e´tude (k ∈ {1, ..., K}).
– nk : Le nombre de de´faillances durant l’anne´e k.
– xi,k : Les dure´es de bon fonctionnement durant l’anne´e k (i ∈ {1, ..., nk}).
– yi,k : Les dure´es de re´paration durant l’anne´e k (i ∈ {1, ..., nk}).
– h : La longueur de l’anne´e (h=52 semaines). Nous avons h '
nk∑
i=1
xi,k + yi,k ∀k ∈
{1, ..., K}.
– λ¯post,k : la moyenne a poste´riori du taux de de´faillance de l’anne´e k.
– µ¯post,k : la moyenne a poste´riori du taux de re´paration de l’anne´e k.
– Tp : La dure´e ne´cessaire pour faire un re´novation majeure de l’e´quipement. Nous sup-
posons que cette dure´e est e´gale a` 8 semaines.
L’optimisation de la disponibilite´ de l’e´quipement se fait au de´but de chaque anne´e. En
effet, l’information sur le taux de de´faillance de l’e´quipement doit eˆtre mise a` jour au de´but
de chaque anne´e pour proce´der a` la maximisation de la disponibilite´. Cette mise a` jour du
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taux de de´faillance est due aux avis d’experts. La forme du taux de de´faillance (constant,
line´aire, non line´aire) prise en compte dans l’optimisation de la disponibilite´ de´pend de l’an-
ne´e d’optimisation. La de´marche d’optimisation de la disponibilite´ de l’e´quipement est la
suivante :
De´but de l’anne´e 1
Nous allons prendre les avis d’experts en fiabilite´ et en maintenance sur les parame`tres
λ et µ. Nous supposons que le taux de de´faillance serait constant et e´gal a` λ0 pour le reste
de la vie de l’e´quipement (λ1(t) = λ0). En effet, au de´but de la premie`re anne´e, c’est la
seule information que nous posse´dons sur l’allure du taux de de´faillance. Nous allons ensuite
calculer la dure´e optimale t∗p,1 a` partir de laquelle il faut faire une re´novation majeure de
l’e´quipement en utilisant le mode`le de la section pre´ce´dente (e´quation 4.1). Le temps d’arreˆt
total de l’e´quipement par unite´ de temps sur une longueur infinie est construit comme suit :
D1(tp) =
1
µ0
.
tp∫
0
λ1(t)dt+ Tp
tp + Tp
=
λ0
µ0
.tp + Tp
tp + Tp
Nous remarquons que la fonction D1(tp) est strictement de´croissante donc t
∗
p,1 = +∞. Ceci
veut dire qu’il n’est pas rentable de faire une re´novation majeure de l’e´quipement (aucune
ame´lioration de la disponibilite´). La disponibilite´ optimale sera e´gale a` la limite de 1−D1(tp)
lorsque tp tend vers +∞ donc e´gale a` 1− λ0µ0 .
De´but de l’anne´e 2
Nous prenons les avis d’experts sur les parame`tres λ et µ. Nous calculons λ¯post,1 et µ¯post,1
en utilisant les donne´es de bons fonctionnement, de re´parations et les avis d’experts pris au
de´but de la premie`re anne´e. La proce´dure de calcul des statistiques a poste´riori sur λ et
µ sera traite´e en de´tail dans la section qui suit. Nous supposons que le taux de de´faillance
sera line´aire a` partir de la deuxie`me anne´e jusqu’a` la re´novation majeure de l’e´quipement
(λ2(t) = At+B). La de´termination des constantes A et B se fait utilisant les deux conditions
suivantes : {
λ(t = 0) = λ0
λ(t = h) = λ¯post,1
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L’expression du taux de de´faillance sera donc donne´e par l’e´quation suivante :
λ2(t) = λ0 +
λ¯post,1 − λ0
h
· t ∀t > h
Le temps total d’arreˆt de l’e´quipement par unite´ de temps sera donne´ par :
D2(tp) =
1
µ0
.
h∫
0
λ1(t)dt+
1
µ1
.
tp∫
h
λ2(t)dt+ Tp
tp + Tp
Nous cherchons ensuite a` minimiser le temps d’arreˆt total pour trouver t∗p,2 ainsi que la
disponibilite´ optimale correspondante.
De´but de l’anne´e k (k ≥ 3)
Nous prenons les avis d’experts sur les parame`tres λ et µ. Nous e´valuons ensuite λ¯post,k−1 et
µ¯post,k−1 en utilisant les donne´es de bons fonctionnement, de re´parations et les avis d’experts
formule´s au de´but de l’anne´e k− 1. Nous supposons que le taux de de´faillance aura la forme
λk(t) = ak + bk · tck a` partir de l’anne´e k (k ≥ 3). L’ajustement du taux de de´faillance avec
la forme pre´ce´dente est fait en utilisant les conditions suivantes :
λ(t = 0) = λ0
λ(t = h) = λ¯post,1
λ(t = 2h) = λ¯post,2
.
.
λ(t = (k − 1)h) = λ¯post,k−1
Le temps total d’arreˆt de l’e´quipement par unite´ de temps sera sous la forme suivante :
Dk(tp) =
k−1∑
s=1
 1
µs−1
.
s·h∫
(s−1)·h
λs(t)dt
+ 1
µk−1
.
tp∫
(k−1)·h
λk(t)dt+ Tp
tp + Tp
Nous minimisons ensuite la fonction Dk(tp) et nous cherchons t
∗
p,k ainsi que la disponibilite´
correspondante.
Dans la strate´gie pre´sente´e pre´ce´demment, le calcul du temps optimal de re´novation ma-
jeure est effectue´ au de´but de chaque anne´e. En effet, l’information sur les taux de de´faillance
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et de re´paration est actualise´e au de´but de chaque anne´e ce qui nous ame`ne a` proce´der de
nouveau au calcul du temps optimal de la re´novation. Il reste maintenant a` pre´senter la fac¸on
avec laquelle seront calcule´es les statistiques a poste´riori sur les parame`tres λ et µ. Nous
allons nous baser sur les donne´es de vraisemblance caracte´risant la disponibilite´ et les avis
d’experts formule´s sur les taux de de´faillance et de re´paration.
4.2 Mode`le de vraisemblance associe´ a` la disponibilite´
Nous supposons dans cette section que pendant une anne´e donne´e, l’e´quipement en ex-
ploitation est sujet a` des de´faillances. Apre`s chaque de´faillance, l’e´quipement est re´pare´ mini-
malement et est remis en service. Apre`s chaque re´paration minimale, l’e´quipement est aussi
bon que vieux, son taux de de´faillance reste inchange´. Ainsi, pour une anne´e donne´e, nous
aurons un certain nombre de de´faillances et un nombre e´quivalent de re´parations minimales.
La figure 4.3 donne un cycle de bon fonctionnement suivi d’une re´paration minimale suite a`
une de´faillance ainsi que les variables ale´atoires X et Y caracte´risant respectivement la dure´e
de bon fonctionnement et la dure´e de re´paration minimale.
Panne
Fonctionnement Réparation
X Y
X + Y
Figure 4.3 Cycle de fonctionnement de l’e´quipement
Nous supposons que, pendant une pe´riode donne´e, nous avons n dure´es de bon fonctionne-
ment xi (i ∈ {1, ..., n}) ainsi que les dure´es de re´paration yi (i ∈ {1, ..., n}) correspondantes.
Nous pouvons donc calculer la disponibilite´ di de l’e´quipement pour chaque cycle constitue´
d’un fonctionnement suivi d’une re´paration. Les donne´es di serviront pour constituer la fonc-
tion de vraisemblance sur laquelle nous allons effectuer une infe´rence baye´sienne. Le calcul
des donne´es de disponibilite´ est donne´ par l’e´quation 4.3 .
di =
xi
xi + yi
∀i ∈ {1, ..., n} (4.3)
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Dans ce qui suit, nous allons introduire les 3 variables ale´atoires continues suivantes :
– X : de´signe le temps de bon fonctionnement de l’e´quipement. Nous supposons qu’elle
suit une loi exponentielle de parame`tre λ (X ∼ Exp(λ)).
– Y : de´signe le temps de re´paration de l’e´quipement. Nous supposons qu’elle suit une loi
exponentielle de parame`tre µ (Y ∼ Exp(µ)).
– Z : de´signe la disponibilite´ de l’e´quipement. Z est de´finie comme la proportion du temps
de bon fonctionnement par la dure´e totale d’un cycle complet (Z = X
X+Y
).
Les fonctions de densite´ des variables X et Y sont donne´es respectivement par le syste`me
d’e´quations 4.4. Nous supposons que ces deux variables sont inde´pendantes.{
fX(x) = λ exp(−λx)
fY (y) = µ exp(−µy)
(4.4)
Nous devons de´terminer la fonction de densite´ de la variable Z en fonction des parame`tres
λ et µ. Nous commenc¸ons par de´terminer la fonction de re´partition de la variable Z :
– Si z ≤ 0 : FZ(z) = P (Z ≤ z) = 0
– Si z ≥ 1 : FZ(z) = P (Z ≤ z) = 1
– Si 0 < z < 1 :
FZ(z) = P (Z ≤ z)
= P
(
X
X + Y
≤ z
)
= P
(
1− z
z
X ≤ Y
)
=
∫ +∞
0
∫ +∞
(1−z)x
z
λµ exp(−λx− µy)dydx
= λµ
∫ +∞
0
[−1
µ
exp(−λx− µy)
]+∞
(1−z)x
z
dx
= λ
∫ +∞
0
exp
[
−(λ+ µ1− z
z
)x
]
dx
= λ
 1
−(λ+ µ1− z
z
)
exp
[
−(λ+ µ1− z
z
)x
]
+∞
0
=
λz
λz + µ− µz
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La fonction de re´partition de la variable Z s’e´crit alors comme suit :
FZ(z) =

0 si z ≤ 0
λz
λz + µ− µz si 0 < z < 1
1 si z ≥ 1
(4.5)
Pour de´terminer la fonction de densite´ de la variable Z, il suffit de de´river sa fonction de
re´partition :
– Si z ≤ 0 ou z ≥ 1 : fZ(z) = 0 .
– Si 0 < z < 1 :
fZ(z) =
dFZ(z)
dz
=
λµ
(λz + µ− µz)2
En de´finitive, la fonction de densite´ de la variable Z est donne´e par l’e´quation 4.6. Cette
densite´ va servir dans la suite pour construire la fonction de vraisemblance sur les donne´es
de disponibilite´.
fZ(z) =
λµ
(λz + µ− µz)2 si 0 < z < 1 (4.6)
4.3 Distributions a priori sur λ et µ
Au de´but de l’anne´e d’inte´reˆt, deux groupes d’experts seront consulte´s pour exprimer
leurs avis sur les taux de panne λ et de re´paration µ :
– N1 experts en fiabilite´ donneront leurs avis sur λ (N1 ≥ 1). Chaque expert j en fiabilite´
donnera son estimation des bornes minimale λmin,j et maximale λmax,j du taux de panne
λ. La de´termination de la distribution a priori sur λ sera faite comme explique´e dans
le chapitre pre´ce´dent. Cette distribution a priori sera mode´lise´e par une loi beˆta(aj,bj)
dont les parame`tres seront de´termine´s en solvant le syste`me d’e´quations 3.3 .
– N2 experts en maintenance donneront leurs avis sur µ (N2 ≥ 1). Chaque expert v en
maintenance donnera son estimation des bornes minimale µmin,v et maximale µmax,v du
taux de panne µ. La distribution a priori sur µ pour chaque expert v sera mode´lise´e
par une loi normale (N(mv,σ
2
v)). La de´termination des parame`tres mv et σ
2
v est faite
en solvant le syste`me a` deux e´quations non line´aires 4.7.
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
1
2
(
1 + erf
(
1 +
(
µmin,v−mv√
2σv
)))
= 0.05
1
2
(
1 + erf
(
1 +
(
µmax,v−mv√
2σv
)))
= 0.95
∀v ∈ {1..N2} (4.7)
erf de´signe la fonction erreur et son expression est donne´e par l’e´quation suivante :
erf (x) =
2√
pi
x∫
0
exp
(−t2) dt (4.8)
Nous supposons que les deux groupes d’experts sont inde´pendants et que les experts au
sein de chaque groupe sont aussi inde´pendants. Nous allons introduire 4 variables ale´atoires
qui vont servir pour formuler les distributions a priori sur les parame`tres inconnus λ et µ de
la disponibilite´ :
– Λ : variable continue de´signant le taux de de´faillance de l’e´quipement.
– M : variable continue de´signant le taux de re´paration de l’e´quipement.
– J : variable discre`te de´signant l’expert en fiabilite´ le plus performant.
– V : variable discre`te de´signant l’expert en maintenance le plus performant.
Les fonctions de masse des variables J et V sont donne´es respectivement par les e´quations
4.9 et 4.10 .
P (J = j) =
1
N1
∀j ∈ {1, ..., N1} (4.9)
P (V = v) =
1
N2
∀v ∈ {1, ..., N2} (4.10)
Le meˆme argument utilise´ dans le chapitre pre´ce´dent justifie le fait d’attribuer des pro-
babilite´s e´gales a` chaque expert d’un meˆme groupe d’eˆtre le plus performant. En effet, la
performance d’un expert est mesure´e par la justesse de son a priori. C’est la vraisemblance,
une fois connue, qui va permettre de mesurer cette justesse. La distribution a priori sur λ
pour chaque expert j en fiabilite´ sera exprime´e par la fonction de densite´ conditionnelle de Λ
e´tant donne´ que J = j. L’expression de cette distribution est donne´e par l’e´quation 4.11. La
distribution a priori pour chaque expert v en maintenance sera exprime´e par la fonction de
densite´ conditionnelle de M e´tant donne´ que V = v. Son expression est donne´e par l’e´quation
4.12.
ΠΛ|J(λ|j) = Γ(aj + bj)
Γ(aj)Γ(bj)
λaj−1 (1− λ)bj−1 1[0,1](λ) ∀j ∈ {1, ..., N1} (4.11)
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ΠM |V (µ|v) = 1
σv
√
2pi
exp
(
−1
2
(
µ−mv
σv
)2)
∀v ∈ {1, ..., N2} (4.12)
Les distributions a priori sur les parame`tres λ et µ sont de´termine´es en appliquant l’axiome
des probabilite´s totales. Leurs expressions sont donne´es par le syste`me 4.13.
ΠΛ(λ) =
1
N1
N1∑
j=1
Γ(aj + bj)
Γ(aj)Γ(bj)
λaj−1 (1− λ)bj−1 1[0,1](λ)
ΠM(µ) =
1
N2
N2∑
v=1
1
σv
√
2pi
exp
(
−1
2
(
µ−mv
σv
)2) (4.13)
4.4 Distributions a poste´riori sur λ et µ
Nous notons par Θ le vecteur ale´atoire mixte (Θ = (Λ,M, J, V )). Nous allons construire la
distribution a poste´riori sur le parame`tre θ = (λ, µ, j, v). L’infe´rence baye´sienne sera applique´e
sur les n donne´es de disponibilite´s que nous notons dans la suite par d. Le the´ore`me de Bayes
permet d’e´crire la distribution a poste´riori sur le parame`tre θ comme suit :
ΠΘ|D(θ|d) =
ΠD|Θ(d|θ)ΠΘ(θ)
ΠD(d)
(4.14)
=
ΠD|Θ(d|θ)ΠΘ(θ)
+∞∫
0
ΠD|Θ(d|θ)ΠΘ(θ)dθ
Le de´nominateur de l’e´quation 4.14 est une constante de normalisation et est inde´pendante
de θ. La distribution a poste´riori sera proportionnelle alors au nume´rateur de cette e´quation.
L’e´quation 4.15 donne la densite´ a poste´riori de θ.
ΠΘ|D(θ|d) ∝ ΠD|Θ(d|θ)ΠΘ(θ) (4.15)
∝
n∏
i=1
(
λµ
(λdi + µ− µdi)2
)
ΠΛ,J(λ, j) · ΠM,V (µ, v)
∝
n∏
i=1
(
λµ
(λdi + µ− µdi)2
)
P (J = j) · ΠΛ|J(λ|j) · P (V = v) · ΠM |V (µ|v)
L’application de l’algorithme MCMC de Metropolis-Hasting va nous permettre de de´ter-
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miner les distributions a poste´riori des parame`tres λ et µ ainsi que les fonctions de masse des
variables J et V . La proce´dure de cet algorithme applique´e au mode`le 4.15 est la suivante :
1. initialiser [λ(1),µ(1),j(1),v(1)]
2. Pour l = 1 a` R
– Ge´ne´rer u ∼ U[0,1]
– Ge´ne´rer θ∗ ∼ q(θ∗|θ(l))
– Si u < A alors θ(l+1) = θ∗ sinon θ(l+1) = θ(l)
A est le ratio d’acceptation, son expression est la suivante :
A = min
(
1,
ΠΘ|D(θ∗|d)q(θ(l)|θ∗)
ΠΘ|D(θ(l)|d)q(θ∗|θ(l))
)
(4.16)
La loi instrumentale q(θ∗|θ(l)) est construite d’une fac¸on analogue au chapitre pre´ce´dent.
En effet, a` chaque ite´ration l, nous ge´ne´rons λ∗ et µ∗ respectivement a` partir des lois normales
N(λ(l), σ21) et N(µ
(l), σ22). De plus, un expert en fiabilite´ sera choisi ale´atoirement parmi les
N1 experts avec une probabilite´
1
N1
. De la meˆme manie`re, un expert en maintenance sera
se´lectionne´. La probabilite´ de choisir un expert en maintenance v parmi les N2 experts dis-
ponibles est e´gale a` 1
N2
. En de´finitive, la loi instrumentale s’e´crit comme le montre l’e´quation
4.17.
q(θ∗|θ(l)) = q (λ∗, µ∗, j∗, v∗|λ(l), µ(l), j(l), v(l)) (4.17)
= q (λ∗|λ(l), µ(l), j(l), v(l))×
q (µ∗|λ(l), µ(l), j(l), v(l))×
q (j∗|λ(l), µ(l), j(l), v(l))×
q (v∗|λ(l), µ(l), j(l), v(l)).
=
1
2piN1N2σ1σ2
exp
(
−
(
λ− λ(l))2
2σ21
)
exp
(
−
(
µ− µ(l))2
2σ22
)
.
Il est simple a` remarquer que q(θ(l)|θ∗) = q(θ∗|θ(l)). Donc, il est possible de simplifier
l’e´quation 4.16 du ration d’acceptation A. Son expression simplifie´e est donne´e par l’e´quation
4.18.
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A = min
(
1,
ΠΘ|D(θ∗|d)
ΠΘ|D(θ(l)|d)
)
(4.18)
= min
1,
n∏
i=1
(
λ∗µ∗
(λ∗di + µ∗ − µ∗di)2
)
· ΠΛ|J(λ∗|j∗) · ΠM |V (µ∗|v∗)
n∏
i=1
(
λ(l)µ(l)
(λ(l)di + µ(l) − µ(l)di)2
)
· ΠΛ|J(λ(l)|j(l)) · ΠM |V (µ(l)|v(l))

Les statistiques a poste´riori des parame`tres λ et µ sont donne´es par le syste`me suivant :
λ¯post =
1
R
R∑
l=1
λ(l).
σλ,post =
√
1
R− 1
R∑
l=1
(
λ(l) − λ¯post
)2
.
µ¯post =
1
R
R∑
l=1
µ(l).
σµ,post =
√
1
R− 1
R∑
l=1
(µ(l) − µ¯post)2.
(4.19)
Les fonctions de masse a poste´riori des variables J et V sont donne´es par le syste`me 4.20.
Ppost (J = j) =
1
R
R∑
l=1
1{j(l)=j} ∀j ∈ {1, ..., N1}.
Ppost (V = v) =
1
R
R∑
l=1
1{v(l)=v} ∀v ∈ {1, ..., N2}.
(4.20)
Les statistiques a poste´riori sur les parame`tres λ et µ serviront pour de´velopper la strate´gie
d’optimisation de la disponibilite´ traite´e dans la section 4.1.2.
Nous avons imple´mente´ un programme a` l’aide de Matlab permettant d’optimiser la
disponibilite´ (Annexe B). Ce programme permet de lire les donne´es de bon fonctionnement
et de re´paration ainsi que les avis d’experts exprime´s sous forme de bornes minimales et
maximales sur les parame`tres λ et µ pour chacune des anne´es. Il permet aussi d’estimer les
distributions a poste´riori sur ces parame`tres et calcule la dure´e optimale pour proce´der a` la
re´novation majeure de l’e´quipement de´pendamment de l’anne´e d’e´valuation.
4.5 Exemple d’optimisation de la disponibilite´
Afin d’illustrer le mode`le d’optimisation de la disponibilite´ propose´, nous avons simule´ des
dure´es de bon fonctionnement et de re´paration d’un e´quipement pour 10 pe´riodes (anne´es).
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Ensuite, nous avons applique´ la strate´gie de maintenance (section 4.1.2) pour maximiser
la disponibilite´ de l’e´quipement. Des avis d’experts en fiabilite´ et en maintenance ont e´te´
introduits au de´but de chaque anne´e pour pouvoir appliquer l’infe´rence baye´sienne sur les
taux de de´faillance et de re´paration. Nous avons suppose´ que le taux de de´faillance de base du
constructeur de l’e´quipement est e´gal a` 0, 4 panne/semaine et celui de re´paration est e´gal a`
10 re´parations/semaine. Nous conside´rons dans cet exemple 3 experts en fiabilite´ et 2 experts
en maintenance. Les e´tapes de l’optimisation de la disponibilite´ sont les suivantes :
E´tape 1 :
Au de´but de la premie`re anne´e , les 3 experts en fiabilite´ et les 2 experts en maintenance
donnent leurs avis respectivement sur les taux de de´faillance et de re´paration. Leurs avis
ainsi que les parame`tres des distributions a priori sont re´sume´s dans les tableaux 4.1 et 4.2.
Ces avis seront combine´s a` la fin de la premie`re anne´e (de´but de la deuxie`me anne´e) avec les
donne´es de disponibilite´ pour proce´der a` l’infe´rence baye´sienne.
Tableau 4.1 Avis des experts en fiabilite´ et parame`tres des distributions a priori
Expert (j) λmin,j λmax,j aj bj
1 0, 4 0, 44 690, 83 954, 25
2 0, 41 0, 47 321, 31 409, 08
3 0, 46 0, 51 519, 76 551, 94
Tableau 4.2 Avis des experts en maintenance et parame`tres des distributions a priori
Expert (v) µmin,v µmax,v mv σv
1 8 11 9, 50 0, 91
2 9 13, 5 11, 25 1, 37
Nous supposons, qu’au de´but de la premie`re anne´e, le taux de de´faillance de l’e´quipement
va eˆtre constant et e´gal au taux de base du constructeur (0, 4 panne/semaine). En prenant
ainsi un taux de de´faillance constant, nous avons montre´ dans la section 4.1.2 qu’il n’est pas
rentable de faire une re´novation majeure de l’e´quipement et que la disponibilite´ optimale est
e´gale a` 1− λ0
µ0
soit 0, 96.
E´tape 2 :
Au de´but de la deuxie`me anne´e (fin de la premie`re anne´e), une vraisemblance sur les
donne´es de bon fonctionnement et de re´paration est constitue´e. Nous pouvons ainsi construire
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les donne´es de disponibilite´ en utilisant l’e´quation 4.3. Le tableau 4.3 donne un e´chantillon des
donne´es de vraisemblance de la premie`re anne´e. Les donne´es de disponibilite´ seront combine´es
avec les avis d’experts pris au de´but de la premie`re anne´e (tableaux 4.1 et 4.2) pour proce´der
a` l’infe´rence baye´sienne et de´terminer les distributions a poste´riori sur les parame`tres λ et
µ. Au de´but de la deuxie`me anne´e, des avis d’experts en fiabilite´ et en maintenance seront
e´galement pris sur les parame`tres λ et µ.
Tableau 4.3 Donne´es de vraisemblance
Dure´es de bons fonctionnement (semaine) Dure´es de re´paration (semaine) Disponibilite´s
0, 6045 0, 00570 0, 9907
1, 3086 0, 00217 0, 9983
.
.
0, 0721 0, 05276 0, 5776
6, 3209 0, 03705 0, 9942
Les statistiques a poste´riori sur les parame`tres λ et µ sont re´sume´es dans le tableau 4.4.
Le calcul de ces statistiques est obtenu en appliquant la proce´dure de la section 4.4. La figure
4.4 illustre le de´roulement de l’e´chantillonnage pour les deux parame`tres inconnus.
Tableau 4.4 Statistiques a poste´riori de la premie`re anne´e sur les parame`tres λ et µ
λ¯post,1 σλ,post µ¯post,1 σµ,post
0, 41 0, 03 10, 6 1, 27
Un classement des avis d’experts en fiabilite´ et maintenance peut eˆtre e´galement e´tabli.
Ce classement est donne´ par les fonctions de masse a poste´riori des variables ale´atoires J et
V et est re´sume´ dans les tableau 4.5 et 4.6.
Tableau 4.5 Fonction de masse a poste´riori de la variable J
Expert (j) Ppost (J = j)
1 0, 3594
2 0, 3546
3 0, 2860
L’optimisation de la disponibilite´ au de´but de la deuxie`me anne´e est obtenue en appliquant
la proce´dure de la section 4.1.2. En effet, nous supposons que le taux de de´faillance est line´aire
a` partir de la deuxie`me anne´e. L’e´quation de ce taux est de´termine´e en utilisant l’information
a` poste´riori de la premie`re anne´e sur le parame`tre λ.
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Figure 4.4 De´roulement de l’e´chantillonnage pour les parame`tres de la premie`re anne´e
Tableau 4.6 Fonction de masse a poste´riori de la variable V
Expert (v) Ppost (V = v)
1 0, 4239
2 0, 5761
E´tape k (k ≥ 3) :
Au de´but de l’anne´e k (k ≥ 3), des experts en maintenance et en fiabilite´ donnent leurs
avis sur les taux de de´faillance et de re´paration. Les donne´es de vraisemblance de l’anne´e k−1
sont combine´es avec les avis d’experts pris au de´but de l’anne´e k−1 pour permettre de calculer
les distribution a poste´riori sur les parame`tres inconnus λ et µ. Le taux de de´faillance sera
mode´lise´ par la forme non line´aire λk(t) = ak + bk · tck et la maximisation de la disponibilite´
sera faite en utilisant la proce´dure de la section 4.1.2.
Nous pouvons de´finir la dure´e re´siduelle de l’e´quipement entre l’anne´e d’e´valuation et le
moment de la re´novation majeure donne´ par t∗p,k avec l’e´quation suivante :
Dre´siduelle = t
∗
p,k − (k − 1) · h
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Avec :
– t∗p,k : Intervalle optimal entre deux re´novations majeures de´termine´ au de´but de chaque
anne´e.
– k : De´signe l’anne´e a` partir de laquelle se fait l’optimisation de la disponibilite´.
– h : La longueur de l’anne´e (h=52 semaines).
Le tableau 4.7 re´sume les statistiques a poste´riori sur les parame`tres inconnus pour les
10 anne´es d’e´tude. Il donne aussi les intervalles optimaux et les disponibilite´s optimales
de´termine´s aux de´but de chaque anne´e. La proce´dure de calcul des statistiques a poste´riori
ainsi que l’optimisation de la disponibilite´ sont de´termine´es en se re´fe´rant aux e´tapes de´crites
pre´ce´demment.
Tableau 4.7 Maximisation de la disponibilite´ de l’e´quipement
Anne´e (k) λ¯post,k µ¯post,k t
∗
p,k 1−Dk(t∗p,k) Dre´siduelle
1 0, 41 10, 6 +∞ 0, 960000 +∞
2 0, 43 11, 2 918, 81 0, 945595 866, 81
3 0, 45 12, 6 568, 52 0, 940053 464, 51
4 0, 48 11, 2 644, 90 0, 944628 488, 90
5 0, 5 12, 3 494, 85 0, 938749 286, 85
6 0, 53 11, 9 598, 06 0, 942494 338, 06
7 0, 58 12, 5 580, 88 0, 941778 268, 88
8 0, 61 13 554, 13 0, 941697 190, 12
9 0, 64 12, 1 583, 44 0, 942318 167, 44
10 0, 69 11, 4 545, 91 0, 941795 77, 90
La figure 4.5 montre l’allure du taux de de´faillance sur l’horizon de 10 anne´es. Nous
remarquons que la tendance ge´ne´rale du taux de de´faillance est l’augmentation. Les cassures
du taux de de´faillance au de´but de chaque anne´e re´sultent des avis d’experts qui changent la
tendance du taux de de´faillance a` travers l’estimation a poste´riori de λ.
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Figure 4.5 Allure du taux de de´faillance
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CHAPITRE 5
CONCLUSION ET PERSPECTIVES
Ce me´moire propose un mode`le baye´sien d’agre´gation des avis d’experts en exploitation
d’e´quipements. Le mode`le permet de prendre en compte plusieurs avis d’experts provenant
d’un meˆme domaine d’expertise ou de domaines diffe´rents. L’infe´rence baye´sienne est au
cœur du de´veloppement de ce mode`le. Elle permet l’infe´rence des donne´es de de´faillance
(vraisemblance) avec les avis d’experts, exprime´s sous forme de distributions a priori sur un
ou plusieurs parame`tres inconnus du mode`le de de´faillance escompte´, et ce pour en de´duire
les distributions a poste´riori sur les meˆmes parame`tres. Pour mode´liser et re´soudre le mode`le
d’infe´rence baye´sienne, nous avons exploite´ les me´thodes de simulation de chaines de Markov
de type MCMC car les distributions a posteriori sur les parame`tres d’inte´reˆt ne sont pas
connues. L’algorithme de Metropolis-Hasting a e´te´ adapte´ pour permettre la mode´lisation et
la re´solution du mode`le d’infe´rence avec deux variables ale´atoires simultane´ment : le taux de
de´faillance de l’e´quipement et la variable de´signant l’expert le plus performant.
Le mode`le d’agre´gation propose´ est valide´ a` l’aide de deux crite`res statistiques : le DIC et
p-value baye´sien. Ces crite`res ont permis une classification des avis d’experts formule´s sur un
meˆme parame`tre au cours d’une seule pe´riode d’infe´rence. Les re´sultats obtenus sont compare´s
aux re´sultats de deux mode`les de combinaison des avis d’experts de la litte´rature : le mode`le
du me´lange et le mode`le de la moyenne des avis d’experts. Les re´sultats montrent que le
mode`le d’agre´gation baye´sien propose´ permet non seulement de de´terminer automatiquement
les distributions a poste´riori des parame`tres d’inte´reˆt, mais aussi de de´terminer la contribution
(ou le poids) de chaque expert dans l’e´valuation des distributions a posteriori. De plus, le
mode`le d’agre´gation est valide´ a` l’aide d’un test non parame´trique de tendance des donne´es de
Fisher afin d’analyser la consistance du mode`le d’agre´gation dans la de´tection des experts les
plus performants, ceux qui arrivent a` pre´dire correctement la tendance du taux de de´faillance.
La` aussi les re´sultats sont logiques et concluants.
Un deuxie`me mode`le d’agre´gation des avis d’experts a e´te´ propose´ pour actualiser deux
parame`tres inconnus : le taux de de´faillance et le taux de re´paration d’un e´quipement, en
pre´sence de deux cate´gories d’avis d’experts : en fiabilite´ et en maintenance. Ces parame`tres
font partis du mode`le d’optimisation de la disponibilite´ d’un e´quipement. Ainsi, ce deuxie`me
mode`le permet d’estimer simultane´ment les distributions a poste´riori de quatre parame`tres.
La mise en exploitation dans le but d’optimiser de la disponibilite´ est tout a` fait nouvelle.
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Les mode`les de mode´lisation de la disponibilite´ recense´s dans la litte´rature conside`rent des
distributions parfaitement connues sur les variables ale´atoires de dure´es de vie et de dure´es
de re´paration (variables ale´atoires continus dans le temps). Une nouvelle mode´lisation est
propose´e afin de de´terminer la pe´riodicite´ optimale des re´parations majeures d’un e´quipement
assujetti a` une re´paration mineure en cas de de´faillance. Cette mode´lisation rend compte de
l’actualisation du mode`le d’optimisation a` chaque pe´riode d’e´valuation via l’actualisation
de ses parame`tres. Ainsi, le mode`le propose´ est un mode`le discre´tise´ au cours du temps ou
encore un mode`le de´fini par morceau. Une dure´e re´siduelle entre le moment d’e´valuation de
la strate´gie et la pe´riode optimale est estime´e afin d’aider le gestionnaire de l’e´quipement a`
maximiser la disponibilite´ de l’e´quipement.
En re´sume´, le travail pre´sente´ dans ce me´moire nous a permis de traiter les points suivants :
– Appliquer les me´thodes statistiques baye´siennes pour infe´rer des donne´es de vraisem-
blance avec des avis d’experts en fiabilite´ et en maintenance exprime´s sur des parame`tres
inconnus du mode`le statistique.
– Utiliser avec efficience les me´thodes de simulation MCMC pour mode´liser et re´soudre
des mode`les statistiques complexes.
– Mode´liser une strate´gie prenant en compte un taux de de´faillance discret bien qu’ini-
tialement elle est applicable a` des taux de de´faillance continus.
– Optimiser la disponibilite´ d’un e´quipement en utilisant la simulation et en prenant en
compte des avis d’experts.
– Imple´menter un programme Matlab permettant de combiner les avis d’experts sur les
taux de de´faillance et de re´paration. Ce programme permet e´galement l’optimisation de
la disponibilite´ d’un e´quipement assujetti a` la re´paration minimale en cas de de´faillance
et a` une re´novation majeure pe´riodiquement.
En de´finitive, les deux mode`les d’agre´gation des avis d’experts pre´sentent un avantage
majeur. Plus pre´cise´ment, ils permettent d’actualiser l’information de´crivant la performance
des experts une fois la vraisemblance connue. Cet avantage n’est pas accessible avec les autres
me´thodes traite´es dans la litte´rature. Cependant, les mode`les propose´s ne permettent pas de
traiter les cas ou` il existe une corre´lation entre les avis d’experts. Ces mode`les se basent sur
l’interde´pendance des avis d’experts. Cela constitue une limitation. En ce qui concerne le mo-
de`le discre´tise´ propose´ pour l’optimisation de la disponibilite´, ce mode`le pre´sent un avantage
important du fait qu’il refle`te ou incorpore les de´cisions prises par les experts en fiabilite´ et
en maintenance tout au long du cycle de vie d’un e´quipement. Le mode`le d’optimisation est
tout a` fait personnalisable, il permet de ge´rer e´quipement par e´quipement et ainsi refle´ter les
de´cisions prises pour chacun au cours de son exploitation. Cependant, ce mode`le pre´sente une
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limitation, celle de conside´rer un horizon infini pour e´tablir la pe´riodicite´ optimale. Un mode`le
d’optimisation de la disponibilite´ sur un horizon fini pourrait eˆtre de´veloppe´. En pratique, ce
mode`le sera plus proche de la gestion re´elle du cycle de vie des e´quipements industriels ; une
gestion base´e sur le principe de durabilite´ e´conomique des e´quipements. De nombreux aspects
de ce projet peuvent eˆtre ame´liore´s. Tout d’abord, une e´tude de sensibilite´ peut eˆtre traite´e
pour permettre trouver le lien entre l’incertitude des experts et les distributions a poste´riori
sur les parame`tres inconnus. Cela pourrait-eˆtre utile pour mesurer l’erreur de pre´diction des
distributions a poste´riori par rapport aux incertitudes des experts. Aussi, les mode`les d’agre´-
gation peuvent eˆtre modifie´s pour prendre en compte des corre´lations possibles entre les avis
d’experts.
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ANNEXE A
PROGRAMME MATLAB 1 : AGRE´GATION DES AVIS D’EXPERTS
% importation des donnes
n beta=xlsread(’donnees’,1,’R19’);
n normal=xlsread(’donnees’,1,’S19’);
n=n normal+n beta;
p=xlsread(’donnees’,1, ’C:C’);
min exp=xlsread(’donnees’,1,’D:D’);
max exp=xlsread(’donnees’,1,’E:E’);
% Avis des experts
e=zeros(n,2);
for i=1:n beta
e( i ,:) =fsolve(@(z) val(min exp(i),max exp(i),z),[1 1]) ;
end
for i=(n beta+1):n
e( i ,:) =fsolve(@(z) valn(min exp(i),max exp(i),z) ,[0.5 0.1]) ;
end
% Generation des observations.
load(’A1’);
t obs =A1;
t=sum(t obs);
m=length(t obs);
% Generation de N echantillonnage.
% Les parametres
N =50000;
sigma = 0.2;
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lambda = zeros(1,N);
par exp=zeros(1,N);
lambda(1) =m/t;
par exp(1)=1;
vect saut=(1/n)∗ones(1,n);
alea=zeros(1,N);
matrice alea=mnrnd(1,vect saut,N);
for j=1:N
alea(j)=find(matrice alea(j ,:)==1);
end
Moy lambda=zeros(n,1);
Et lambda=zeros(n,1);
DIC=zeros(n,1);
p value=zeros(n,1);
% Debut de l’echantillonnage
for i=2:N
% Generation d’un point
theta = lambda(i−1) + sigma.∗randn(1);
% ratio d’acceptation
alpha = min([1,(theta/lambda(i−1))ˆm∗exp(t∗(lambda(i−1)−theta))...
∗(posteriori exp (theta,e(alea( i ) ,1) ,e(alea( i ) ,2) ,alea( i ) ,n beta) ...
.∗p(alea( i )).∗vect saut(par exp(i−1)) ...
./vect saut(alea( i ))./p(par exp(i−1)) ./...
(( posteriori exp (lambda(i−1),e(par exp(i−1),1),e(par exp(i−1),2),par exp(i−1),n beta)
)))]);
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% Generation d’un point de la loi uniforme
u = rand;
if u <= alpha
lambda(i) = theta;
par exp(i)=alea(i) ;
else
lambda(i) = lambda(i−1);
par exp(i)=par exp(i−1);
end
end
% moyenne et ecart type du taux de defaillance
Moy = mean(lambda);
Et = std(lambda);
% DIC du modele d’aggregation
DIC ag=−4∗m∗mean(log(lambda))+2∗m∗log(Moy)+2∗Moy∗t;
% p−value du modele d’aggregation
DEVag obs=zeros(1,N);
DEVag rep=zeros(1,N);
for i=1:N
DEVag obs(i)=−2∗m∗log(lambda(i))+2∗m∗lambda(i)∗mean(t obs);
t rep=exprnd(1/lambda(i),1,m);
DEVag rep(i)=−2∗m∗log(lambda(i))+2∗m∗lambda(i)∗mean(t rep);
end
p value ag=length(find(DEVag rep>=DEVag obs))/N;
SF=[ Moy Et DIC ag p value ag];
% probabilite a posteriori de chaque expert
pr=zeros(n,1);
for i=1:n
pr(i ,1)=length(find(par exp==i))/N;
end
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for j=1:n
lambda = zeros(1,N);
lambda(1) = m/t;
for i=2:N
% Generation d’un point
theta = lambda(i−1) + sigma.∗randn(1);
% ratio d’acceptation
alpha = min([1,(theta/lambda(i−1))ˆm∗exp(t∗(lambda(i−1)−theta))...
∗(posteriori exp (theta,e(j ,1) ,e(j ,2) , j ,n beta) ...
./(( posteriori exp (lambda(i−1),e(j,1),e(j ,2) , j ,n beta)))) ]) ;
% Generation d’un point de la loi uniforme
u = rand;
if u <= alpha
lambda(i) = theta;
else
lambda(i) = lambda(i−1);
end
end
Moy lambda(j) = mean(lambda);
Et lambda(j) = std(lambda);
DEV obs=zeros(1,N);
DEV rep=zeros(1,N);
for i=1:N
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DEV obs(i)=−2∗m∗log(lambda(i))+2∗m∗lambda(i)∗mean(t obs);
t rep=exprnd(1/lambda(i),1,m);
DEV rep(i)=−2∗m∗log(lambda(i))+2∗m∗lambda(i)∗mean(t rep);
end
p value(j)=length(find(DEV rep>=DEV obs))/N;
DIC(j)=−4∗m∗mean(log(lambda))+2∗m∗log(Moy lambda(j))+2∗Moy lambda(j)∗t;
Pd(j)=DIC(j)−2∗Moy lambda(j)∗t+2∗m∗mean(log(lambda));
end
figure;
subplot(2,1,1)
x=transpose(lambda);
x values = 0:0.0001:1;
z = makedist(’Beta’,’a’ ,e(1,1) , ’b’ ,e(1,2) ) ;
k = makedist(’beta’,’a’ ,e(2,1) , ’b’ ,e(2,2) ) ;
zz = pdf(z,x values);
kk = pdf(k,x values);
h = ksdensity(x,x values) ;
plot(x values,h, ’−’, x values,zz, ’−−’,x values,kk,’−.’) ;
xlabel(’\lambda’);
legend(’Posterior’, ’expert1’ , ’expert2’)
title ( ’ Distributions a priori et a postriori’)
subplot(2,1,2)
yy=1:1:N;
plot(yy,lambda);
xlabel(’R (nombre itrations)’);
ylabel(’\lambda’);
title ( ’Droulement de l chantillonnage’)
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ANNEXE B
PROGRAMME MATLAB 2 : OPTIMISATION DE LA DISPONIBILITE´
% initialisation
h=52;
T op=[]’;
D op=[]’;
DIC post=zeros(10,1);
temps=[0 h 2∗h 3∗h 4∗h 5∗h 6∗h 7∗h 8∗h 9∗h 10∗h];
load(’Donnees vr.mat’);
lambda post=[]’;
mu post=[]’;
lambda post(1)=0.45;
mu post(1)=10;
T op(1)=inf;
D op(1)=1−lambda post(1)/mu post(1);
Tp=8;
a=zeros(1,8);
b=zeros(1,8);
c=zeros(1,8);
% imporportation des donnees
for k=2:11
T=[];
D=[];
p lambda=xlsread(’maitrise’,k−1,’F4:F20’);
p mu=xlsread(’maitrise’,k−1,’J4:J20’);
min exp lambda=xlsread(’maitrise’,k−1,’G4:G20’);
max exp lambda=xlsread(’maitrise’,k−1,’H4:H20’);
min exp mu=xlsread(’maitrise’,k−1,’K4:K20’);
max exp mu=xlsread(’maitrise’,k−1,’L4:L20’);
n lambda=xlsread(’maitrise’,k−1,’O2’);
n mu=xlsread(’maitrise’,k−1,’P2’);
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T=eval([’T’ int2str(k−1)]);
D=eval([’D’ int2str(k−1)]);
t=T./(D+T);
actualisation disponibilite ;
% rsultats a postriori
DIC post(k−1)=DIC;
lambda post(k)=Moy lambda;
mu post(k)=Moy mu;
Et lambda post(k)=Et lambda;
Et mu post(k)=Et mu;
S{k−1}=pr lambda;
R{k−1}=pr mu;
% optimisation de la strategie de maintenance
if k>2
x= wkeep(temps,k,’l’) ’;
f = fit (x , lambda post’, ’a∗xˆb+c’, ’Lower’ ,[0,0,0], ’StartPoint’ , [0, 0, 0], ’upper’
,[10,10,10]) ;
r=coeffvalues(f) ;
a(k−2)=r(1);
b(k−2)=r(2);
c(k−2)=r(3);
end
v = @(T) panne7(lambda post,k,h,T,Tp,mu post,temps,a,b,c);
T op(k)= fminbnd(v, temps(k), 10000);
D op(k)=1−panne7(lambda post,k,h,T op(k),Tp,mu post,temps,a,b,c);
end
% allure du taux de defaillance , allure du temps optimal de remplacement et celle de la
disponibilite
x=temps;
y=lambda post;
subplot(3,2,[3 4])
plot([x(1) x(2) ],[ y(1) y(1) ], ’linewidth’ ,2) ;
hold on;
z=x(2):.01:x(3);
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r=@(t) ((y(2)−y(1))/h)∗t+y(1);
plot(z,r(z) , ’linewidth’ ,2) ;
hold on;
for i=3:10
z=x(i) :.01: x(i+1);
v = wkeep(y,i,’ l ’ ) ’;
u= wkeep(x,i,’l ’ ) ’;
f = fit ( u, v, ’a∗xˆb+c’, ’Lower’ ,[0,0,0], ’StartPoint’ , [0, 0, 0], ’upper’ ,[10,10,10]) ;
plot(z, f(z) , ’linewidth’ ,2) ;
hold on;
end
set(gca,’Xtick’ ,0: h:10∗h);
% set(gca,’XtickLabel ’,{’0’,’ h ’,’2 h ’,’3 h ’,’4 h ’,’5 h ’,’6 h ’,’7 h ’,’8 h ’,’9 h ’,’10h’});
set(gca,’XtickLabel’,{ ’0’ , ’52’ , ’104’, ’156’, ’208’, ’260’, ’312’, ’364’, ’416’, ’468’, ’520’});
axis([0 530 0.45 0.9]) ;
xlabel(’temps (semaine)’)
ylabel(’\lambda’);
subplot(3,2,1);
plot(temps,T op,’−−gs’,...
’LineWidth’ ,2,...
’MarkerSize’ ,10,...
’MarkerEdgeColor’,’k’ ,...
’MarkerFaceColor’ ,[0.5,0.5,0.5])
set(gca,’Xtick’ ,0: h:10∗h);
% set(gca,’XtickLabel ’,{’0’,’ h ’,’2 h ’,’3 h ’,’4 h ’,’5 h ’,’6 h ’,’7 h ’,’8 h ’,’9 h ’,’10h’});
set(gca,’XtickLabel’,{ ’0’ , ’52’ , ’104’, ’156’, ’208’, ’260’, ’312’, ’364’, ’416’, ’468’, ’520’});
xlabel(’temps (semaine)’);
ylabel(’T optimal’);
subplot(3,2,2)
plot(temps,D op,’−−gs’,...
’LineWidth’ ,2,...
’MarkerSize’ ,10,...
’MarkerEdgeColor’,’k’ ,...
’MarkerFaceColor’ ,[0.5,0.5,0.5])
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set(gca,’Xtick’ ,0: h:10∗h);
% set(gca,’XtickLabel ’,{’0’,’52’,’104’,’156’,’208’,’260’,’312’,’364’,’416’,’468’,’520’}) ;
xlabel(’temps (semaine)’);
ylabel(’D optimal’);
subplot(3,2,[5 6])
plot(temps,mu post,’−−gs’,...
’LineWidth’ ,2,...
’MarkerSize’ ,10,...
’MarkerEdgeColor’,’k’ ,...
’MarkerFaceColor’ ,[0.5,0.5,0.5])
set(gca,’Xtick’ ,0: h:10∗h);
% set(gca,’XtickLabel ’,{’0’,’ h ’,’2 h ’,’3 h ’,’4 h ’,’5 h ’,’6 h ’,’7 h ’,’8 h ’,’9 h ’,’10h’});
set(gca,’XtickLabel’,{ ’0’ , ’52’ , ’104’, ’156’, ’208’, ’260’, ’312’, ’364’, ’416’, ’468’, ’520’});
xlabel(’temps (semaine)’);
ylabel(’\mu’);
% Ecriture des resultats
filename = ’ resultats .xlsx ’ ;
xlswrite (filename,T op’,1, ’B2’);
xlswrite (filename,D op’,1, ’C2’);
xlswrite (filename,lambda post’,1,’D2’);
xlswrite (filename,mu post’,1,’E2’);
xlswrite (filename,S{1},2, ’A3’);
xlswrite (filename,S{2},2, ’C3’);
xlswrite (filename,S{3},2, ’E3’);
xlswrite (filename,S{4},2, ’G3’);
xlswrite (filename,S{5},2, ’ I3 ’ ) ;
xlswrite (filename,S{6},2, ’K3’);
xlswrite (filename,S{7},2, ’M3’);
xlswrite (filename,S{8},2, ’O3’);
xlswrite (filename,S{9},2, ’Q3’);
xlswrite (filename,S{10},2,’S3’) ;
xlswrite (filename,R{1},2,’B3’);
xlswrite (filename,R{2},2,’D3’);
xlswrite (filename,R{3},2,’F3’);
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xlswrite (filename,R{4},2,’H3’);
xlswrite (filename,R{5},2,’J3’) ;
xlswrite (filename,R{6},2,’L3’);
xlswrite (filename,R{7},2,’N3’);
xlswrite (filename,R{8},2,’P3’);
xlswrite (filename,R{9},2,’R3’);
xlswrite (filename,R{10},2,’T3’);
