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ABSTRACT
This dissertation is about extracting as well as making use of the structure
and hierarchy present in images. We develop a new low-level, multiscale,
hierarchical image segmentation algorithm designed to detect image regions
regardless of their shapes, sizes, and levels of interior homogeneity. We model
a region as a connected set of pixels that is surrounded by ramp edge disconti-
nuities where the magnitude of these discontinuities is large compared to the
variation inside the region. Each region is associated with a scale depending
on the magnitude of the weakest part of its boundary. Traversing through
the range of all possible scales, we obtain all regions present in the image.
Regions strictly merge as the scale increases; hence a tree is formed where
the root node corresponds to the whole image, and nodes close to the root
along a path are large, while their children nodes are smaller and capture
embedded details.
To evaluate the accuracy and precision of our algorithm, as well as to com-
pare it to the existing algorithms, we develop a new benchmark dataset for
low-level image segmentation. In this benchmark, small patches of many im-
ages are hand-segmented by human subjects. We provide evaluation methods
for both boundary-based and region-based performance of algorithms. We
show that our proposed algorithm performs better than the existing low-level
segmentation algorithms on this benchmark.
Next, we investigate the segmentation-based statistics of natural images.
Such statistics capture geometric and topological properties of images, which
is not possible to obtain using pixel-, patch-, or subband-based methods.
We compile and use segmentation statistics from a large number of images,
and propose a Markov random field based model for estimating them. Our
estimates confirm some of the previous statistical properties of natural images
as well as yield new ones. To demonstrate the value of the statistics, we
ii
successfully use them as priors in image classification and semantic image
segmentation.
We also investigate the importance of different visual cues to describe
image regions for solving the region correspondence problem. We design
and develop psychophysical experiments to learn the weights of different
cues by evaluating their impact on binocular fusibility by human subjects.
Using a head-mounted display, we show a set of elliptical regions to one eye
and slightly different versions of the same set of regions to the other eye
of human subjects. We then ask them whether the ellipses fuse or not. By
systematically varying the parameters of the elliptical shapes, and testing for
fusion, we learn a perceptual distance function between two elliptical regions.
We evaluate this function on ground-truth stereo image pairs.
Finally, we propose a novel multiple instance learning (MIL) method. In
MIL, in contrast to classical supervised learning, the entities to be classi-
fied are called bags, each of which contains an arbitrary number of elements
called instances. We propose an additive model for bag classification where
we exploit the idea of searching for discriminative instances, which we call
prototypes. We show that our bag-classifier can be learned in a boosting
framework, leading to an iterative algorithm, which learns prototype-based
weak learners that are linearly combined. At each iteration of our proposed
method, we search for a new prototype so as to maximally discriminate be-
tween the positive and negative bags, which are themselves weighted accord-
ing to how well they were discriminated in earlier iterations. Unlike previous
instance selection based MIL methods, we do not restrict the prototypes to
a discrete set of training instances but allow them to take arbitrary values
in the instance feature space. We also do not restrict the total number of
prototypes and the number of selected-instances per bag; these quantities are
completely data-driven. We show that our method outperforms state-of-the-
art MIL methods on a number of benchmark datasets. We also apply our
method to large-scale image classification, where we show that the automat-
ically selected prototypes map to visually meaningful image regions.
iii
To my late father, and to those who taught me
iv
ACKNOWLEDGMENTS
This dissertation would not have been possible without the support and
courage of my mother and sister. I thank them for allowing me to follow my
ambitions, even if it meant leaving them behind in another continent. I love
them very much.
I am fortunate to have my dear girlfriend and future wife, Eren, with whom
I joyfully shared both the happy and tough times during my Ph.D. study.
Her continuous love and support have been invaluable for this dissertation.
I would like to express my sincere gratitude to my academic and research
adviser Professor Narendra Ahuja. I thank him for all the valuable guidance
and support he provided throughout my graduate education. I feel indebted
to him not only for the advice he gave me but also his trust and patience
which made this dissertation possible.
My committee members have helped me improve this dissertation by mak-
ing many insightful comments and suggestions. I would like to thank pro-
fessors David Forsyth, Mark Hasegawa-Johnson, Derek Hoiem, and Thomas
Huang for their time and patience.
I have learned a lot from the countless discussions I had with my friends
at the Computer Vision and Robotics Lab and the Beckman Institute. In
particular, I want to thank Bernard Ghanem, Sanketh Shetty, Mert Dikmen,
Xianbiao Shu, Hsien Ting Cheng, Myra Nam, and Esther Resendiz.
I would like to acknowledge Professor Ranxiao Frances Wang for allowing
me to use her laboratory and the head-mounted display device for the binoc-
ular fusion experiments. I also want to thank Carmen Young for sparing her
valuable time to run the experiments for me.
Last, but not least, my sincere thanks go to the hard-working staff at the
v
ECE Publications Office, who patiently proofread and corrected many drafts
of this dissertation.
Finally, the financial support of the National Science Foundation under
grant IIS 08-12188 and the Office of Naval Research under grant N00014-09-




LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
1.1 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
CHAPTER 2 A NEW ALGORITHM FOR LOW-LEVEL MUL-
TISCALE IMAGE SEGMENTATION . . . . . . . . . . . . . . . . 8
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 The Models and the Algorithm . . . . . . . . . . . . . . . . . 11
2.3.1 Ramp model . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Ramp transform . . . . . . . . . . . . . . . . . . . . . 14
2.3.3 Obtaining seeds for regions and the region model . . . 14
2.3.4 Region growing by relaxation labeling . . . . . . . . . . 15
2.3.5 Multiscale segmentation: Computing photometri-
cally stable regions . . . . . . . . . . . . . . . . . . . . 17
2.3.6 Constructing the segmentation tree . . . . . . . . . . . 20
2.3.7 An efficient alternative to region growing . . . . . . . . 21
2.3.8 Ramp detection by non-maxima suppression . . . . . . 25
2.4 Experiments and Results . . . . . . . . . . . . . . . . . . . . . 27
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
vii
CHAPTER 3 A BENCHMARK DATASET FOR LOW-LEVEL
SEGMENTATION . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 The Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Performance Measures . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1 Boundary-based evaluation . . . . . . . . . . . . . . . . 40
3.3.2 Region-based evaluation . . . . . . . . . . . . . . . . . 42
3.4 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
CHAPTER 4 SEGMENTATION-BASED STATISTICS OF NAT-
URAL IMAGES . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.1 Related work . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.2 Overview of our approach . . . . . . . . . . . . . . . . 50
4.2 Models and Statistics of Natural Images . . . . . . . . . . . . 51
4.2.1 Segmentation graph and region properties . . . . . . . 51
4.2.2 Statistics of selected properties . . . . . . . . . . . . . 53
4.2.3 MRF modeling of the segmentation graph . . . . . . . 57
4.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.1 Image classification: PASCAL VOC 2007 . . . . . . . 60
4.3.2 Semantic segmentation: MSRC-21 dataset . . . . . . . 64
4.3.3 Scene classification . . . . . . . . . . . . . . . . . . . . 66
4.4 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . 74
CHAPTER 5 LEARNING TO MATCH REGIONS FROM HU-
MAN PERCEPTION . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2 Preliminary Experiments . . . . . . . . . . . . . . . . . . . . . 77
5.2.1 Apparent motion . . . . . . . . . . . . . . . . . . . . . 77
5.2.2 Equating just-noticeable differences . . . . . . . . . . . 80
viii
5.2.3 Binocular fusion . . . . . . . . . . . . . . . . . . . . . . 80
5.2.4 Discussion of the preliminary experiments . . . . . . . 83
5.3 Binocular Fusion Experiment . . . . . . . . . . . . . . . . . . 86
5.3.1 Choosing the target regions . . . . . . . . . . . . . . . 86
5.3.2 Creating distracters from target regions . . . . . . . . . 87
5.3.3 The experiment . . . . . . . . . . . . . . . . . . . . . . 87
5.3.4 Collected data . . . . . . . . . . . . . . . . . . . . . . . 88
5.3.5 Learning a similarity function between two regions . . 88
5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 92
CHAPTER 6 MULTIPLE INSTANCE SELECTION BOOSTING . . 100
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.2.1 Overview of our approach . . . . . . . . . . . . . . . . 102
6.3 Proposed Algorithm . . . . . . . . . . . . . . . . . . . . . . . 104
6.3.1 Learning F . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3.2 Learning base classifier fm(·) . . . . . . . . . . . . . . . 106
6.3.3 Determining the number of weak learners . . . . . . . . 107
6.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.4.1 Benchmark MIL datasets . . . . . . . . . . . . . . . . . 109
6.4.2 COREL dataset . . . . . . . . . . . . . . . . . . . . . . 110
6.4.3 PASCAL VOC 2007 . . . . . . . . . . . . . . . . . . . 112
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
CHAPTER 7 CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . 119
APPENDIX A MAXIMUM-MARGIN DISTANCE LEARNING
FROM THE APPARENT MOTION METHOD . . . . . . . . . . . 121
APPENDIX B CREATING ANAGLYPH IMAGES FROM STEREO
IMAGE PAIRS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
APPENDIX C INSTRUCTIONS FOR SUBJECTS IN THE BINOC-
ULAR FUSION EXPERIMENT . . . . . . . . . . . . . . . . . . . 127
ix
APPENDIX D THE SOFT-MINIMUM FUNCTION AND ITS
GRADIENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
D.1 Gradient of Soft-Min . . . . . . . . . . . . . . . . . . . . . . . 128
APPENDIX E GRADIENT OF WEAK CLASSIFIER COST . . . . 130
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
x
LIST OF TABLES
4.1 Comparison of the proposed models SS-U and SS-PC with
the state-of-the-art on PASCAL VOC 2007. . . . . . . . . . . 64
4.2 Results and comparison on the MSRC-21 dataset. . . . . . . . 65
4.3 Comparison of classification performances of our method
and others. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.1 Pseudo-code for Gentle-AdaBoost algorithm. . . . . . . . . . . 105
6.2 Pseudo-code for learning a weak classifier. . . . . . . . . . . . 108
6.3 Pseudo-code for the MIS-Boost algorithm. . . . . . . . . . . . 108
6.4 Percent classification accuracies of MIL algorithms on bench-
mark MIL datasets. Best results are marked in bold fonts. . . 110
6.5 Percent classification accuracies on the COREL-1000 and
COREL-2000 datasets. . . . . . . . . . . . . . . . . . . . . . . 111
xi
LIST OF FIGURES
1.1 Images used in the visual parsing experiment in [1]. . . . . . 1
2.1 (a) Ramp model. (b) Ramp transform of f(x). Ci is equal
to |f(i+ a)− f(i− a)| where a = min{|i− e1|, |i− e2|}. . . . 13
2.2 Computing the initial probabilities for relaxation labeling.
R1, R2, R3 represent region seeds and blue areas are unla-
beled ramp areas. . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Illustration of steps in the algorithm. (a) Input image I.
(b) Output of ramp transform, C, applied to I. Here, the
darker the pixel, the higher the contrast of the underlying
ramp. (c) Basins of C. Each basin is represented with
a different color. These basins correspond to region seeds
and the remaining pixels are ramp pixels (white color).
(d) Final labeling obtained by growing the region seeds to-
wards the ramp pixels using relaxation labeling. (e, f, g)
Results of multiscale segmentation. (e) Segmentation re-
sult for photometric scale σ = 5. All regions are included.
(f) Segmentation for σ = 65. Two regions (head and the
body) merged. This means that the photometric scale of
the boundary fragment in between the two merging regions
is less than 65. (g) Segmentation for σ = 80. More regions
have disappeared. The remaining regions are of photomet-
ric scale larger than σ = 80, ensured by the region model
and the algorithm. (h) Segmentation tree. On the left,
each region is labeled by a number. Using the containment
relations of regions, our algorithm computes the tree given
on the right-hand side. . . . . . . . . . . . . . . . . . . . . . 22
xii
2.4 An example for the ramp transform’s failure to estimate
the ramp endpoints correctly. (a) An input image. The
red rectangle shows the rectangular patch of interest for
this example. (b) Zoomed-in version of the red rectangle
in (a). Image intensity is sampled along the green dots
which lie on the blue straight line. Green dots are marked
with sequential integers in red fonts. (c) Intensity profile
along the green dots in (b). Note that we perceive a region
between the 7th and the 14th dots but the intensity profile is
not flat between these points and the sign of the derivative
of the whole profile is the same, hence no ramp endpoints
are found by the ramp transform. . . . . . . . . . . . . . . . 23
2.5 Ramp transform’s boundary localization error. (a) An im-
age patch. (b) Output of ramp transform on (a). (c)
Segmentation result (a) at scale σ = 20. Red lines show
region boundaries. Observe the boundary localization er-
ror marked by the green circle in (c). . . . . . . . . . . . . . . 24
2.6 (a) Slopes of the profile in Figure 2.4(c) at each pixel. (b)
Non-maxima suppression applied to (a). . . . . . . . . . . . . 25
2.7 Illustration of how ramp magnitude is computed. (a) The
pixel of interest p and its 8-neighborhood. Direction θ = 2
is shown as an example. p and its immediate neighboring
pixels at direction θ = 2 are marked with gray. Ramp
magnitude at pixel p is given by the expression (2.13). (b)
4 directions are used. . . . . . . . . . . . . . . . . . . . . . . 26
2.8 Example output for the new ramp detection method. . . . . . 27
2.9 Illustration of the ramp transform. (a) Top: A synthetic
image containing a sharp step edge, on the left, and a wide
ramp edge on the right, which was obtained by blurring a
step edge by a Gaussian kernel of σ = 4. The contrasts of
both edges are 100. Middle: Ramp transform of the syn-
thetic image. For both edges the peak value of the response
of the transform is 100, which is the contrast of the edges.
Bottom: Gradient magnitude, obtained by horizontal and
vertical [−1 +1] filters. The responses for two edges are not
the same. (b) Ramp transform of a real image. Left: An
image containing ramp discontinuities of varying widths.
Middle: Ramp transform of the image. Right: Gradient
magnitude of the image. . . . . . . . . . . . . . . . . . . . . . 28
xiii
2.10 Three real images and their ramp maps. The results in
the second column are obtained by the ramp transform
(RT), and those in the last column are obtained by the non-
maxima suppression (NMS) algorithm described in Section
2.3.8. In general, RT gives thicker responses than NMS
and this causes two problems: (1) failure to detect thin
and/or small regions (because they do not have any seeds
due to the thick responses), and (2) thick responses give
rise to false boundaries. We marked some examples of these
problems with red circles above. Compare the circled parts
with their counterparts in the last column. NMS does not
suffer from the thick response problem. . . . . . . . . . . . . 29
2.11 House image. Segmentation results shown at scales 25, 45,
and 70. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.12 Bicycle image. Segmentation results shown at scales 20,
45, and 80. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.13 Image of a man with his bicycle. Segmentation results
shown at scales 25, 40, and 60. . . . . . . . . . . . . . . . . . 32
2.14 Airplane image. Segmentation results shown at scales 20,
40, and 65. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.15 Building image. Segmentation results shown at scales 30,
45, and 80. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.16 Mannequin image. Segmentation results shown at scales
20 and 35. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.17 Part of an automatically generated segmentation tree. The
root node corresponds to the whole image, and nodes close
to the root along a path are large, while their children nodes
are smaller and capture embedded details. Each region is
drawn on a light-blue background for better visualization
of its boundaries. . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.18 Part of an automatically generated segmentation tree. See
the caption of Figure 2.17 for an explanation. . . . . . . . . . 35
3.1 The set of 15 images used to create the benchmark dataset. . 38
3.2 (a) An image from the dataset. (b) The patch represented
by the upper yellow square on (a) and its ground-truth
segmentation. Note that the patch is rotated 90 degrees
clockwise. (c) The other patch and its ground-truth seg-
mentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
xiv
3.3 An example image and its ground-truth segmentation from
the Berkeley Segmentation Benchmark Dataset [20]. Many
regions in the lower-right quadrant of the image are not
marked at all in the ground-truth. . . . . . . . . . . . . . . . 39
3.4 Illustration of the performance measure. (a) An image
from our dataset. A patch is marked by the red square.
(b) Magnified version of the patch. (c) Provided human
segmentation for the patch. (d) Segmentation of (a) ob-
tained by our algorithm. (e) Segmentation of (a) obtained
by the mean-shift based algorithm. (f) Our result at the
location of the patch (red square in (d)). (g) Matching re-
sult between the ground-truth (c) and our result (f). Red
pixels represent the ground-truth, blue pixel represent al-
gorithm’s output (our result, in this case). White lines
denote matching pixels. (h) Mean-shift based method’s
result at the location of the patch (red square in (e)). (i)
Matching result between (c) and (h). See (g) for explana-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5 Illustration of why a region-based evaluation method is
needed. On the right is the segmentation result obtained
by Felzenszwalb’s algorithm [14] (with parameters σ = 0.5,
k = 750, and a = 10; see Section 3.4 for an explanation
of parameters) for the mannequin image on the left. The
region that corresponds to the shadow of the mannequin
is not correctly segmented: it is merging with the back-
ground at the head’s shadow (compare this result with the
one given in Figure 2.16). Boundary-based method does
not penalize this error much because most of the shadow’s
boundary is there, whereas the region-based method would
give a high penalty because a large region (shadow) is com-
pletely missing. . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.6 Recall-precision plot for all algorithms over all patches of
all images. Each point in the plot corresponds to a dif-
ferent input parameter set for its corresponding algorithm.
Cross-validated human performance is also given (as a sin-
gle point) in the plot. Our proposed algorithm has better
recall-precision than the others. . . . . . . . . . . . . . . . . . 45
xv
3.7 Histograms of average variation of information scores for
each algorithm. Each row is a histogram of VI scores over
the different input parameters of the respective algorithm.
Our algorithm achieves the least (i.e. the best) VI, out-
performing others. Cross-validated human performance is
0.58. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1 A sample segmentation tree. If the region of interest is u,
then p is the parent, s is the sibling, w1 and w2 are the
children and a is an adjacent neighbor. Dashed edges be-
tween siblings and adjacent nodes are not originally part
of the segmentation tree. We add them to obtain the seg-
mentation graph. . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Histograms of xy-coordinates of center-of-mass of regions. . . 54
4.3 Histograms of orientations. . . . . . . . . . . . . . . . . . . . 54
4.4 Histogram of the photometric scales of regions. . . . . . . . . 55
4.5 Histogram of areas of regions. . . . . . . . . . . . . . . . . . . 56
4.6 Histograms of depth and average branching factor (ABF)
of the segmentation trees. . . . . . . . . . . . . . . . . . . . . 56
4.7 Cross-validation results for “bus” and “dog” classes. These
classes prefer different quantities for the # of Gaussian
components parameter and the PHOG-dimensionality pa-
rameter. The color represents the AP score obtained. . . . . 62
4.8 The performances (as average AP over 20 classes) of SS-U,
SS-PC (dark blue bars), together with the best 5 and the
worst 2 PASCAL VOC 2007 competitors (light blue bars). . . 63
4.9 Example images from the scene classification dataset [55]. . . 71
4.10 Class confusion matrix of our classifier for 8 classes. . . . . . 73
4.11 Misclassified image examples. Images in the upper row be-
long to the “coast” class but they were labeled as “open-
country.” Images in the lower row belong to the “open-
country” class but they were labeled as “coast.” . . . . . . . . 73
5.1 A sample stereo image pair from the Middlebury bench-
mark dataset [70]. Stereo correspondence is a special case
of general correspondence problem where the correspond-
ing pixels lie in the same row in both images. . . . . . . . . . 75
xvi
5.2 An example pair of frames for the apparent motion exper-
iment. The region in Frame 1 is called the target, and the
regions in Frame 2 are called the distracters. Each dis-
tracter is dissimilar to the target only in one cue: the left
distracter is similar to the target in shape and size but not
in color; the right distracter is similar to the target in shape
and color but not in size. . . . . . . . . . . . . . . . . . . . . 77
5.3 Another example pair of frames for the apparent motion
experiment. See the caption of Figure 5.2 for an expla-
nation. In this particular example, the left distracter is
similar to the target in color and shape but not in size; the
right distracter is similar to the target in shape and size
but not in color. . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.4 An example pair of frames for the apparent motion exper-
iment with synthetic regions. The left distracter has the
same size and shape as the target, but their colors are dif-
ferent. The right distracter differs from the target only in
size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5 Two sample trials for the just-noticeable differences exper-
iment. In each picture, there are regions sampled from two
different region populations which differ only in their color
cues. The magnitude of the difference between the pop-
ulations in the left picture is less than that of the right
picture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.6 A sample trial for the binocular fusion method. Left eye
sees a target region and a vertical reference bar; right eye
sees two distracters and the same reference bar as in the
left view. See text for detailed explanation. . . . . . . . . . . 81
5.7 A sample stereo pair for the binocular fusion method. Left
eye sees multiple copies of the target region, while the right
eye sees corresponding distracters which are increasingly
dissimiar in shape to the target. The subject is expected
to place the vertical bar in between the fused and non-
fused regions. A stereo pair of regions is said to be fused if
they are perceived as a stable image with clear and sharp
boundaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.8 The head-mounted display device we used in our experi-
ments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.9 Red-cyan anaglyphic version of the pair given in Figure 5.6. . 85
xvii
5.10 Histograms of subject responses to the size distracter trials.
Each column corresponds to a ∆size value, and each row
is a histogram of responses corresponding to a group of
targets. For example, the first row denoted by “A=4000”
corresponds to all the targets having a size of 4000 pixels
(A stands for area, B is brightness, and S is shape). . . . . . 89
5.11 Histograms of subject responses to the size distracter trials.
Each column corresponds to a ∆shape value, and each row
is a histogram of responses corresponding to a group of
targets. See Figure 5.10 caption for more detail. . . . . . . . 90
5.12 Histograms of subject responses to the size distracter trials.
Each column corresponds to a ∆color value, and each row
is a histogram of responses corresponding to a group of
targets. See Figure 5.10 caption for more detail. . . . . . . . 91
5.13 Matched regions for a given threshold T. . . . . . . . . . . . . 93
5.14 “Matched pixels” are the pixels that are at the intersection
of r1, which is l1’s best match with respect to the learned
dissimilarity function, and g(l1), l1’s ground-truth match
which is computed by using the disparity map. . . . . . . . . 94
5.15 Sample region matches from the Middlebury1 stereo pair. . . 95
5.16 Sample region matches from the monopoly stereo pair. . . . . 96
5.17 Precision-recall plot of region-match quality by the learned
cue weights (denoted as “perceptual”) and uniform weights,
for the Middlebury1 (top) and the baby1 (bottom) stereo
pairs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.18 Precision-recall plot of region-match quality by the learned
cue weights (denoted as “perceptual”) and uniform weights,
for the baby2(top) and rocks2 (bottom) stereo pairs. . . . . . 98
5.19 Precision-recall plot of region-match quality by the learned
cue weights (denoted as “perceptual”) and uniform weights,
for the monopoly stereo pairs. . . . . . . . . . . . . . . . . . 99
6.1 A sample run of MIS-Boost on the musk1 dataset. Note
that the best validation accuracy is obtained at 4 weak
learners where the test-set classification accuracy is 88.9%.
Adding further weak learners does not improve the perfor-
mance on either the validation-set nor the test-set. . . . . . . . 111
6.2 Number of base learners, or prototypes, per class as deter-
mined by MIS-Boost on the COREL-2000 dataset. . . . . . . . 112
xviii
6.3 Example true positives from the “aeroplane” class (i.e.
these images contain at least one instance of aeroplane).
On each image, the three regions that are most similar to
the top three prototypes learned by MIS-Boost are shown
with yellow boundaries. (Best viewed in color.) . . . . . . . . 114
6.4 Example true positives from the “bicycle” class. See cap-
tion of Figure 6.3 for an explanation of the yellow bound-
aries. (Best viewed in color.) . . . . . . . . . . . . . . . . . . 115
6.5 Example true positives from the “tvmonitor” class. See
caption of Figure 6.3 for an explanation of the yellow bound-
aries. (Best viewed in color.) . . . . . . . . . . . . . . . . . . 116
6.6 Example false positive predictions by MIS-Boost or the
“aeroplane” class. On each image, we show with red bound-
aries the region closest to the first prototype learned by
MIS-Boost. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
B.1 Red-cyan glasses, a widely used anaglyph filter. . . . . . . . . 124
B.2 An anaglyph image produced by the script given on page
125. When viewed using red-cyan glasses, the text at the
first row seems closer to the viewer than the frame, whereas
the the third row seems to be behind the frame. The frame




In 2009, Pawan Sinha and his colleagues published a very interesting exper-
iment about visual parsing in humans [1]. They found the opportunity to
investigate the development of visual skills in three adults who were blind
since birth but gained sight after treatment. The question that they were
interested in was how the human visual system recognizes whole objects from
diverse image regions. They first studied the visual parsing ability of their
subjects on static images. The subjects were asked how many objects they
saw in the images in Figure 1.1.
(a) (b) (c) (d) (e)
Figure 1.1: Images used in the visual parsing experiment in [1].
The summary of the results is worth directly quoting from their paper:
The responses of the recently treated group1 exhibited a consistent
pattern. They had no difficulty in enumerating individual geo-
metric shapes [...] that were non-overlapping (Figure (a) above).
However, when the shapes overlapped, regardless of whether the
shapes were presented as line drawings or as filled transparent
surfaces (Figures (b) and (c)), the recently treated subjects’ re-
sponses were very different from control subjects’.2 They perceived
1“Recently treated group” refers to their subjects who were blind from birth and gained
sight recently, after treatment.
2Control subjects are people with normal sight.
1
all closed loops and regions of uniform luminance as distinct ob-
jects. [...] when viewing two overlapping squares, the recently
treated subjects invariably parsed them as three objects.
The control group, which consisted of normally sighted people, consistently
answered all the trials correctly; they reported seeing 2 objects in (a), (b),
(c) and (d), and 1 object in (e). However, the recently treated subjects
reported seeing 3 objects in (b), (c) and (e). The authors conducted similar
experiments with real world images (see Figure 2 (d) in [1]), and the results
were no exception: the recently treated subjects consistently tended to see
the images in a fragmented manner.
The authors observed that the visual parsing skills of these subjects on
static images developed over time, and at the early stages of its development,
parsing was driven by low-level image attributes such as hue and luminance
rather than organizational rules such as “the cues of contour continuation,
junction structure, and figural symmetry.”
The type of “visual parsing” mentioned above is an example of what is
known as image segmentation in the computer vision literature. Image seg-
mentation can be defined as partitioning an image into regions that represent
image structure. An image structure is characterized as a connected group of
pixels that is homogeneous with respect to certain criteria and has a contrast
with its surroundings. Homogeneity and contrast can be based on different
types of measurements such as color, texture, motion, depth, etc., and most
of the time it is explicitly mentioned which type is used. However, the word
segmentation, when used by itself, usually refers to color based segmentation.
This dissertation is about low-level hierarchical multiscale segmentation of
images. Here, the term “low-level” refers to the fact that we are describing
each pixel by its gray-level intensity (or color) which is a local and intrinsic
property of that pixel. “Hierarchy” refers to the recursive containment of
regions; that is, a region can contain other regions and can also be contained
in others. The term “multiscale” is related to the fact that the shape, size
and level of homogeneity and contrast of a region can be arbitrary. Region
shapes and sizes define the geometric scales, while the levels of homogeneity
and contrast define the photometric scales [2]. Therefore, segmentation is
essentially automatically detecting all the regions present in an image and
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identifying the scales associated with them.
In this work, we propose a new algorithm3 for solving the low-level hier-
archical multiscale image segmentation problem. We model an image region
as a connected set of pixels that is surrounded by ramp discontinuities. The
magnitude of these discontinuities must be large compared to the variation
inside the region. We associate a photometric scale with each region depend-
ing on the discontinuity magnitudes of the weakest part of its boundary.
Traversing through the range of all possible scales, we obtain all regions
present in the image. As the scale increases, regions strictly merge; hence
a tree is formed where the root node corresponds to the whole image, and
nodes close to the root along a path are large, while their children nodes are
smaller and capture embedded details.
To evaluate the accuracy and precision of our algorithm, as well as to
compare it to the existing algorithms, we develop a new benchmark dataset
consisting of ground-truth segmentation done by human subjects.
There are two major challenges to creating such a dataset. (1) Segmenting
images by hand is a tedious process, which could adversely affect the quality
of the result, and (2) most importantly, humans tend to draw the boundaries
of the (semantic) objects they see, and skip many details. This high-level se-
mantic bias towards objects must be eliminated in order to get the boundaries
for all regions. We address these issues by having human subjects segment
small image patches instead of whole images. This makes segmentation-by-
hand a much easier process and removes the high-level knowledge bias to a
large extent because a small image patch is unlikely to contain objects.
We provide evaluation methods for both boundary-based and region-based
performance of algorithms. Boundary-based evaluation measures how pre-
cisely and completely the ground-truth boundaries are detected, and the
region-based evaluation measures how similar the algorithm’s partitioning,
i.e. segmentation, is to the ground-truth partitioning. We show that our
proposed algorithm performs better than the existing low-level segmentation
algorithms on this benchmark.
Next, we investigate the statistics of multiscale hierarchical structures
present in natural images. It is clear that a natural image is far from being
3Our code is available for download at http://vision.ai.uiuc.edu/segmentation.
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a random configuration of pixels. Rather, it exhibits a high degree of or-
ganization, in its spectral and photometric properties, geometry and layout.
Segmentation statistics capture the geometric and topological properties of
images, which are not possible to obtain using pixel-, patch-, or subband-
based methods. In order to collect such statistics, we use our multiscale
hierarchical segmentation algorithm. As we mentioned above, our algorithm
produces a tree, called the segmentation tree, for a given input image. Each
node, or region, in the tree is described by a set of intrinsic photometric (e.g.
mean and standard deviation of color) and geometric (e.g. area, compact-
ness, histogram of oriented gradients, etc.), as well as contextual, properties
(boundary contrast, properties relative to the parent, children and adjacent
regions). Empirical statistics of these properties confirm some of the previous
findings on statistics of natural images, e.g. dominant orientations are hor-
izontal and vertical, and provided new findings, particular to segmentation,
such as that there are more regions in the lower halves of the images than
their upper halves.
Segmentation tree captures the geometrical and topological structures,
along with their appearance, present in an image. Therefore, modeling the
segmentation tree means learning how natural images are structured. We
propose a Markov random field (MRF) model for this purpose. Using the
model, we are able to compute p(S), the probability of S being a segmenta-
tion tree of a natural image. We then use p(S) as a prior in two applications:
image categorization and semantic image segmentation. In the former, we
directly use the prior to extract representative feature vectors for images to
be used in classification, and obtain comparable results to the state-of-the-
art on the image classification task of PASCAL VOC [3]. In the latter, we
learn class-conditioned priors and use them to guide semantic segmentation.
Using the priors, on the MSRC21 dataset [4], we obtain an improvement of
8% on the segmentation accuracy over the “without-prior” case.
Our work on image categorization using statistics of natural images in-
spired new ideas for that specific task, and we studied the problem of mul-
tiple instance learning (MIL) which resulted in a new MIL algorithm. In
MIL, the entities to be classified are called bags, each of which contains an
arbitrary number of elements called instances. Training labels are given at
the bag level. While the labels of the instances in each bag remain unknown,
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conceptually, a negative bag is assumed to contain instances that are all
labeled negative, and a positive bag is assumed to contain at least one in-
stance labeled positive. This learning problem appears in numerous fields,
especially those related to computer vision applications including content-
based image retrieval, image classification, object detection, etc. In such
applications, an image or a video is seen as a bag of instances where only
a subset of them are meaningful for the given task, e.g. class discrimina-
tion. Instances can be interest points, patches or segments, depending on
the application, and the size of the meaningful subset of instances is usually
small compared to the number of instances a bag typically contains. In our
MIL algorithm, we exploit the idea of searching for discriminative instances,
which we call prototypes. We propose an additive model for bag classifica-
tion, which can be learned in a boosting framework. At each iteration of
our proposed method, we search for a new prototype so as to maximally
discriminate between the positive and negative bags, which are themselves
weighted according to how well they were discriminated in earlier iterations.
Unlike previous instance selection based MIL methods, we do not restrict
the prototypes to a discrete set of training instances but allow them to take
arbitrary values in the instance feature space. We also do not restrict the
total number of prototypes and the number of selected-instances per bag;
these quantities are completely data-driven. We show that our method out-
performs state-of-the-art MIL methods on a number of benchmark datasets.
We also apply our method to large-scale image classification, where we show
that the automatically selected prototypes map to visually meaningful image
regions.
Another part of this dissertation is about finding corresponding regions in
different images. This problem arises in the context of general correspondence
problem which can be defined as the problem of identifying the same physical
point in images (of a scene) taken from different viewpoints. Given such
images, we are interested in finding region-to-region correspondences across
images. We formulate the correspondence quality as a distance function
and propose to learn this function from human perception. To this end, we
design and develop psychophysical experiments to investigate the importance
of different visual cues to describe image regions. In particular, we learned the
weights of different cues by evaluating their impact on binocular fusibility by
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human subjects. Using a head-mounted display, we showed a set of elliptical
shapes to one eye and slightly different versions of the same set of ellipses to
the other eye of human subjects. We then asked them whether the ellipses
fuse or not. By systematically varying the parameters of the elliptical shapes,
and testing for fusion, we learned a perceptual distance function between two
elliptical shapes. We evaluated this function on ground-truth stereo image
pairs.
The contributions of this dissertation can be summarized in the following
items:
• A new algorithm for low-level hierarchical multiscale segmentation of
images. Our code is available for download at http://vision.ai.
uiuc.edu/segmentation.
• A benchmark dataset for low-level segmentation.
• Presentation of segmentation based statistics of natural images, and a
Markov random field based model for estimating them.
• Use of segmentation based statistics of natural images in image and
scene categorization, and semantic image segmentation problems.
• A new multiple instance learning algorithm, which we call “multiple
instance selection boosting,” or MIS-Boost for short.
• A psychophysical experiment for evaluating the impact of different vi-
sual cues for the region correspondence problem.
1.1 Organization
This dissertation is organized as follows:
• In Chapter 2, we describe our proposed segmentation algorithm, and
present and discuss its properties on a set of images. We also give
sample segmentation trees.
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• Chapter 3 introduces the new benchmark dataset, and methods to eval-
uate the performance of segmentation algorithms on this benchmark.
• We present our work on the statistics of natural images in Chapter
4. In the experiments section, we demonstrate the use of statistics in
image categorization and semantic image segmentation.
• The psychophysical experiment that we developed for the region cor-
respondence problem is given in Chapter 5.
• Finally, we conclude by describing our proposed multiple instance learn-
ing algorithm, MIS-Boost, in Chapter 6.
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CHAPTER 2
A NEW ALGORITHM FOR LOW-LEVEL
MULTISCALE IMAGE SEGMENTATION
In this chapter we present a new algorithm for low-level multiscale segmenta-
tion of images. The algorithm is designed to detect image regions regardless
of their shapes, sizes, and levels of interior homogeneity, by doing a multi-
scale analysis without assuming any prior models of region geometry. We
model regions as homogeneous sets of connected pixels surrounded by ramp
discontinuities. A new transform, called the ramp transform, is described,
which is used to detect ramp discontinuities and seeds for all regions in an
image. Region seeds are grown towards the ramp discontinuity areas by
utilizing a relaxation labeling procedure. Segmentation is achieved by ana-
lyzing the output of this procedure at multiple photometric scales. Finally,
all detected regions are organized into a tree data structure based on their
recursive containment relations. Experiments on real and synthetic images
verify the desired properties of the proposed algorithm.
2.1 Introduction
Low-level image segmentation partitions a given image into regions which
are characterized by some low-level properties of their constituent pixels,
where the term “low-level” refers to local and intrinsic properties of pixels
such as gray-level intensity (or color), contrast, gradient, etc. For a set
of connected pixels to form a region, they should have a certain degree of
interior homogeneity and a discontinuity with their surroundings, where the
magnitude of discontinuity is large compared to the interior variation.
Our goal is to detect image regions regardless of their shapes, sizes and
levels of interior homogeneity. These goals preclude the use of any prior
model about region shape or geometry, and the fact that a region can have
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any level of homogeneity requires us to do multiscale analysis. Furthermore,
we want the algorithm to work without requiring any image-dependent pa-
rameter tuning. Achieving these goals is challenging because of the nature
of discontinuities that separate regions. A sharp edge in the 3D world might
be mapped to a wide ramp discontinuity in the image due to defocusing
and penumbral blur in the image acquisition process. Hence, region bound-
aries in images, which can have arbitrary shapes, are surrounded by ramp
discontinuities of various widths and heights.
2.2 Related Work
The earliest techniques proposed for segmentation were based on threshold-
ing. In this approach, a histogram of gray-level values (or colors) of all pixels
is computed and then peaks and valleys of this histogram are located. A
given image is segmented by thresholding it using the values where valleys
occur in the histogram. These kind of methods are extremely efficient and
work well for simple figure-background images. In practice, the valleys of the
histogram cannot be located easily and reliably. A survey of these methods
is given in [5]. Thresholding is still being used in segmentation related tasks
in recent research. For example, Matas et al. use thresholding and look for
stable regions which do not change much as the threshold is changed [6].
A significant body of literature is about region-growing techniques. In this
technique, a region is started from a seed pixel. Then, neighboring pixels are
inspected recursively and added to the region if they pass a similarity test.
Designing this similarity test is the most important part of the technique be-
cause it determines the boundary, i.e. where the region growing would end.
Related to region growing are split-and-merge techniques where regions are
merged or a region is split to satisfy some predefined similarity and dissimi-
larity rules. The reader is referred to the book by Shapiro and Stockman [7]
for a recent coverage of these techniques.
Another popular technique for segmentation is clustering [8], [9], [10]. In
this approach, each pixel is associated with a feature vector containing the x,
y position of the pixel in the image plane and some features (such as intensity,
color, texture) extracted from that pixel. Then, a clustering method is used
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to find the clusters in this joint feature space. Detected clusters correspond to
image regions. Although any clustering method can be used for this purpose,
agglomerative methods, k-means, expectation-maximization and mean-shift
clustering are widely used. The shortcoming of this approach is that one does
not know which parameters are good or how to select them for the clustering
algorithm, e.g. k for k-means, kernel bandwidth for mean-shift, etc. A good
review of segmentation using clustering is given in the book by Forsyth and
Ponce [11].
Graph based methods are also adopted for image segmentation [12], [13],
[14]. In these approaches, a graph is constructed in such a way that each
pixel corresponds to a node and the weighted edges between nodes encode a
measure of affinity. Affinity can be expressed in terms of spatial proximity,
intensity/color and texture similarity between nodes. In [12], [13], the goal is
to cut the graph into a predefined number of connected components in such
a way that the sum of weights of the edges that are cut should be minimal.
In practice, finding these minimal cuts boils down to computing the eigen-
vectors of a matrix called “the affinity matrix” which contains the weights of
edges in the graph. The most popular segmentation algorithm in this cate-
gory is the normalized-cuts [13] (known as N-cuts). These approaches have
the same shortcoming of clustering based segmentation methods: the user
has to determine the number of regions in advance. Another graph based
method worth noting is Felzenswalb’s algorithm [14] where segmentation is
formulated as finding multiple disjunct minimum-spanning-trees (MST) that
cover the entire image. Each tree corresponds to a distinct region, and exis-
tence of an inter-region boundary is decided based on a heuristic predicate
that compares the contrast across the boundary (minimum weight edge be-
tween two MSTs) and the interior contrast (maximum weight edge) within
each region (MST). Although this formulation comes close to our own region
model, the algorithm computes a single-level partitioning of the image; that
is, it ignores multiscale aspect of segmentation, it is too sensitive to its input
parameters (as we will show in Chapter 3) and it implicitly uses the step-edge
model (hence ignores the ramp-edge model) which causes the algorithm to
produce many thin regions within ramp areas between regions.
In the context of our study, we can classify the previous work as either
not being multiscale, or imposing models on the geometry of edges. The ear-
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liest approaches to segmentation such as thresholding [15], region-growing
[15] and watersheds [16] ignore the multiscale aspect of the problem. En-
ergy minimization based approaches such as Markov random field (MRF)
modeling [17] and active contours [18] enforce constraints on the local shape
of regions; therefore, they are not capable of detecting arbitrarily shaped re-
gions. Graph based methods such as normalized cuts [13] and graph cuts [12]
require the number of regions to be given as input, which does not guarantee
the detection of regions at all scales. Clustering methods attempt to find re-
gions as clusters in the joint space of pixel positions and some features, (e.g.
intensity, texture, etc.) extracted from pixels. For this, they either need the
number of regions or some density estimation parameters [10, 9] as input. As
discussed in [19], mean-shift based segmentation cannot detect steep corners
due to averaging and tends to create multiple boundaries, hence many small
regions, for the blurred edges in the image.
In recent years, many segmentation algorithms have been developed by
aiming to maximize performance on the Berkeley Segmentation Benchmark
Dataset [20] which contains images segmented by humans. We note that
these are object-level segmentations and many regions in the images are not
marked (i.e. many edges are not marked even if there is strong visual evidence
for an edge, or some edges are marked where there is too little or no visual
evidence). It is not our goal, in this study, to segment objects out; instead
we aim to detect low-level image structures, i.e. regions, as accurately and
completely as possible so as to provide a reliable and usable input to higher
level vision algorithms.
2.3 The Models and the Algorithm
We follow the line of research in [2] and [19], and develop a new algorithm
to achieve the aforementioned goals. As in [2], we use gray-level intensity
and contrast as the low-level properties to define and detect low-level image
structures. We define an image region as a set of connected pixels surrounded
by ramp discontinuities, as done in [19]. We model ramp discontinuities with
strictly increasing (or decreasing) intensity profiles. Each ramp discontinuity
has a magnitude, or contrast, which allows us to associate a photometric scale
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with each boundary fragment surrounding regions. We achieve a multiscale
segmentation over a range of scales, by progressively removing boundary
fragments whose photometric scales are less than the current scale of analysis.
Finally, all regions detected at all photometric scales are organized into a tree
data structure according to their recursive containment relations.
In this work, we propose a new method, called the ramp transform, for
detection of ramps and estimation of ramp parameters. At a given pixel,
we analyze multiple intensity profiles passing through the pixel in different
directions, and estimate the magnitude of the ramp discontinuity at that
pixel by minimizing a weighted error measure. After applying the ramp
transform, seeds for all image regions are detected and these seeds grow to
become complete regions.
Our contributions are: (1) A new segmentation algorithm which detects
image regions of all shapes, sizes and levels of intensity homogeneity. It ar-
ranges regions into a tree data structure which can be used in high level vision
problems. The algorithm gives better results and is less sensitive to image-
dependent parameter tuning, compared to the existing popular segmentation
algorithms. (2) A new transform, called the ramp transform, which takes an
image and outputs another image where the value at each pixel gives a mea-
sure of ramp discontinuity magnitude at that pixel in the original image. (3)
A new ground-truth dataset for low-level image segmentation. To the best
of our knowledge, this is the first dataset of its kind for such purpose. This
dataset could also be used as a benchmark for edge detection algorithms.
A set of connected pixels, R, is said to form a region if it is surrounded by
ramp discontinuities, and the magnitudes of these discontinuities are larger
than both the local intensity variation and the magnitudes of discontinuities,
within R. To elaborate this definition, we first describe the ramp disconti-
nuity model and the ramp transform.
2.3.1 Ramp model
We assume that the ramp discontinuities which separate regions in an image
are characterized by increasing or decreasing intensity profiles. Consider
the one-dimensional image f given in Figure 2.1(a). The part of the curve
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(a) (b)
Figure 2.1: (a) Ramp model. (b) Ramp transform of f(x). Ci is equal to
|f(i+ a)− f(i− a)| where a = min{|i− e1|, |i− e2|}.
between e1 and e2 is a ramp. The width of the ramp is |e1 − e2|, and its
magnitude is |f(e2) − f(e1)|. Additionally, we define two measures, “ramp
quality” and “point-magnitude,” which will help us to generalize the ramp
model to 2D functions.
We define the “ramp quality” as the ratio between its magnitude and
width, namely: |f(e2)−f(e1)||e1−e2| . The “point-magnitude” at location i is defined
as:
Ci = |f(i+ a)− f(i− a)| (2.1)
where a = min{|i− e1|, |i− e2|}. Note that the ramp magnitude and point-
magnitude are different measurements. Both are equal only when the point
i is located at equal distances to the endpoints, e1 and e2, and f(x− i) is an
odd function.
In 2D images, computing the point-magnitude of the ramp discontinuity
at ~i, i.e. C(~i), is not a trivial task as it is in the 1D case. This is because
an infinite number of lines, hence ramp intensity profiles, pass through the
pixel ~i. We assume that a pixel ~i is within a ramp discontinuity if it has at




The transform converts the input image I to a scalar height field C. The
height at location ~i in C corresponds to the point-magnitude of the ramp
discontinuity at ~i in the original image I.
If I is a 1D image, computing the ramp transform amounts to computing
Ci for all i by setting f = I in Eq. (2.1). The ramp transform of the ramp
of Figure 2.1(a) is given in Figure 2.1(b).
If I is a 2D image, an infinite number of lines pass through ~i, and each
of these lines has its own intensity profile. To parametrize these lines –
and their corresponding intensity profiles – let us define an angle θ which
is the angle that the line makes with a horizontal row of the image. For a
finite set of angles in [0, 2pi), we analyze the intensity profiles and measure
the corresponding ramp parameters. For the ramp discontinuity at angle θ,
let qθ~i be its ramp quality and c
θ
~i
its point-magnitude at ~i. Finally, we set
C~i = max
θ
cθ~i . In the following, we drop the hat of Cˆ~i, and use C~i.
2.3.3 Obtaining seeds for regions and the region model
The output, C, of the ramp transform contains point-magnitudes of the ramp
discontinuities found in I. In this section, we first describe our region model
and then elaborate on how seeds for all image regions are detected from C.
A set of connected pixels, R, is said to form a region if: (1) it is sur-
rounded by ramp discontinuities, (2) the magnitudes of these discontinuities
are greater than both the local intensity variation and the magnitudes of
discontinuities, within R.
To obtain regions that conform with the above definition, we look for the
basins of the height field C. To find all basins, all photometric scales, i.e.
contrast levels, are traversed from lower to higher and new basins are marked
as they occur. Then, the set of basin pixels, S, contains the seeds for image
regions. The remaining set of pixels, D, correspond to the ramp discontinuity
areas, and we call these pixels ramp pixels.
We find the connected-components in the set S, and label each component,
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which corresponds to a distinct basin of C, with a unique label. If there are
N connected-components, then each pixel in the set S takes a label from the
set L = {1, 2, 3, . . . , N}.
2.3.4 Region growing by relaxation labeling
Having obtained the regions seeds (S), we want to grow them by propagating
labels towards the ramp discontinuity areas (D) which are unlabeled. For this
purpose, we use a relaxation labeling [21] procedure. Although the classical
watershed transform might be utilized here, we choose not to use it because
it does not give good edge-location accuracy at corners and junctions.
Let ~i← ` denote the event of assigning label ` to pixel~i, and P (t)(~i← `)
denote the probability of this event happening at iteration t. Relaxation la-
beling iteratively updates these probabilities so that the labeling of pixels get
more consistent as the method iterates. Next, we describe how we compute
the initial probability values.
Computing Priors. For a pixel that is part of any detected region seed,
we define the prior probabilities as P (0)(~i ← `) = 1 if ~i ∈ R` (0, else)
∀~i ∈ S,∀` ∈ L.
On the other hand, the prior probabilities of the pixels which are within
the ramp discontinuities, i.e. those ~i ∈ D, are not trivial. To compute these
priors, we design a cost function for assigning label ` to pixel~i, i.e. the event
~i← `, as follows.
Consider the scenario given in Figure 2.2. Pixel ~i is within the ramp
discontinuity area among regions R1, R2, and R3. The point ~j1 is the closest
point to ~i, in region R1 (similarly ~j2 for R2 and ~j3 for R3). Let ij1 denote
the line segment connecting~i and ~j1. We compute the cost of assigning label
1 to ramp pixel ~i by analyzing the intensity profile along the line segment
ij1. The cost function is designed in such a way that the flatter the profile
is, the lesser the cost, and vice versa. We achieve this by summing up finite
differences of the intensity profile at regular intervals. Formally, the cost of
assigning label ` to a ramp pixel ~i is given by:
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Figure 2.2: Computing the initial probabilities for relaxation labeling. R1,




|I~i+nh~u − I~i+(n−1)h~u| (2.2)
where ~j is the closest pixel to~i such that ~j ∈ R`, h is a small stepsize, ‖~i−~j‖
is the distance between ~i and ~j, and ~u =
~j−~i
‖~i−~j‖ , a unit vector.
To compute prior probabilities for a ramp pixel ~i, we use:
P (0)(~i← `) = G
−1(~i← `)∑
k∈LG
−1(~i← k) , for ∀
~i ∈ D, ∀` ∈ L. (2.3)
Relaxation labeling. Once the probabilities are initialized by P (0)(·), we
iteratively update them by the following relaxation labeling update rule:
P (t+1)(~i← `) = P
(t)(~i← `)(1 +Q(t)(~i← `))∑
k∈L P
(t)(~i← k)(1 +Q(t)(~i← k)) (2.4)
where Q(·) is defined as:






(t)(~j ← k). (2.5)
Here N~i denotes the neighbors of pixel ~i and R~i~j(`, k), called the compat-
ibility function, gives a measure of how compatible the assignments “~i← `”
and “~j ← k” are. The constraint on R(·) is that it should return values in
the interval [−1,+1]: 1 meaning that the two events are highly compatible,
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s , ` = k
e−
M−|I~i−I~j |
s , ` 6= k
(2.6)
whereM is the maximum value that |I~i−I~j| can take for any I,~i, ~j. It is 255
for standard 8-bit images. This compatibility function forces the neighboring
pixels with similar intensities to have the same labels.
Final labeling of ramp pixels. When the highest change in any P (t)(·)
becomes very small, we stop the iterations and label the ramp pixels with
the labels having the maximum probabilities:
~i← arg max
`
P (t)(i← `). (2.7)
2.3.5 Multiscale segmentation: Computing photometrically
stable regions
After relaxation labeling, we have a full-labeling of image pixels where each
unique label corresponds to a unique region. From this labeling, we produce
a boundary map B where adjacent regions are separated by boundary pixels
whose contrasts are already known from the output of the ramp transform,
C.
Given a photometric scale σ, i.e. contrast, we want to compute the cor-
responding segmentation based on the following criteria: (1) all boundary
pixels having contrasts larger than σ, i.e. strong boundary pixels, should be
part of region boundaries, (2) all boundary pixels having contrasts smaller
than σ, i.e. weak boundary pixels, should NOT be part of region boundaries.
These criteria could be satisfied by a simple thresholding ofB with σ, but in
practice this would lead to leakages in region boundaries which would prevent
the detection of the regions. For this reason, we relax the above criteria by (1)
allowing some weak pixels to group with strong pixels – so that a closed region
boundary, hence a region, is formed – and (2) allowing some strong pixels to
be dangling, i.e. not being part of any region boundary. These new criteria
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suggests an optimization problem where we want to minimize the number
of weak pixels that are part of region boundaries, and the number of strong
pixels that are dangling. Formally, to obtain the photometric segmentation,








where C(~p) denotes the contrast of the boundary pixel ~p, ~p ∈ Sσ means that
pixel ~p is part of the boundary of a region in Sσ, and 1{·} is the indicator
function. Without loss of generality, the problem above can be formulated
in terms of the boundary fragments in B instead of the pixels in B. This is
because when a boundary pixel is off, it will leave the entire fragment that
it is part of in a dangling state.
Let G = (V,E) be the region-adjacency graph for the full-labeling com-
puted above (2.7). Each vertex in V corresponds to a region, and each edge
in E corresponds to a boundary-fragment separating two adjacent regions.




1{C(~p)<σ} − 1{C(~p)≥σ} ∀e ∈ E, (2.9)
where w(e) is the weight of the boundary fragment e. The weaker this frag-
ment (i.e. the more weak pixels it has), the less desirable it is to be part of
a region boundary in Sσ. So, the problem given in (2.8) can be re-expressed
as:
Problem: PHOTOMETRICALLY STABLE REGIONS AT σ
(PSRσ, for short)
Given G = (V,E) with edges weighted according to (2.9), remove
a set of edges E ′ from E such that:
1. The sum of the weights of the remaining edges (E − E ′)
should be minimum.
2. The remaining edges (E − E ′) should form a valid segmen-
tation (Sσ), i.e. no dangling edges in Sσ.
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In the final graph G′ = (V,E − E ′) assign vertices v1 and v2 the
same region label if, the edge between them, e ∈ (v1, v2) was
removed. The solution Sσ is given by the labeled vertices in G
′.
The problem stated above is similar to the MINIMUM EDGE DELETION
K-PARTITION (MEDKP, for short) problem which is known to be an NP-
hard optimization problem [22, 23]. In fact, with a minor modification to
the definition above, these two problems become exactly the same. First, for
completeness, we define the MEDKP problem below:
Problem: MINIMUM EDGE DELETION K-PARTITION (MEDKP)
Given a graph G = (V,E) and a weight function w : E → N ,
find a k-partition (coloring) of vertices such that the total weight






where c denotes a k-partitioning or k-coloring, c : V → [1 . . . k]
In MEDKP, the purpose is to group the vertices into k groups where the to-
tal sum of the weights of the within-group edges are minimized. In PSRσ, we
want to remove as many weak fragments as possible while keeping as many
strong fragments as possible and not leaving leakages to prevent dangling
strong fragments. If we think of removing an edge in PSRσ as coloring the
vertices to which the removed edge was incident, then it is easy to see that
both problems are exactly the same except for two things: (1) in MEDKP
only positive weights are allowed, (2) in MEDKP the sum of the monochro-
matic edges, i.e. edges to be removed, is minimized, whereas in PSRσ we
want to maximize the sum of the removed edges. Therefore, with the follow-
ing two modifications, MEDKP and PSRσ become equivalent: (1) Modify
(2.9) by multiplying the right-hand side by −1, (2) add a big-enough con-
stant to the weights of all the edges in PSRσ’s G so that all weights become
positive.
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Since PSRσ is NP-hard, we consent to a greedy optimization for its solu-
tion. In particular, we use agglomerative region merging to obtain Sσ from
B and C as follows. Let Sσ = B, and repeatedly remove fragments from Sσ,
which are weak (i.e. it has positive weight, see Eq. (2.9)), until there is no
weak fragment left. This procedure guarantees a local minimum solution for
PSRσ.
Regions at all photometric scales are obtained by starting from the lowest
level photometric scale and removing boundary fragments having contrast
less than σ, progressively as σ increases. This process, which is an agglomer-
ative clustering of regions according to the inequality above, ensures that re-
maining regions always conform with the region model and successive merges
create a strict hierarchy.
Algorithm 1 Segmentation algorithm
Input: Image I.
Output: Segmentation tree, T , of I.
1: C ← RampTransform(I)
2: Find basins of C. These are seeds for regions.
3: Grow seeds to ramp areas by relaxation labeling which gives a full-
labeling of all pixel, equivalently a boundary map B.
4: for σ = σmin to σmax with ∆σ increments do
5: Sσ ← PSRσ(B)
6: end for
7: Collect and make a list, L, of all regions from all Sσ.
8: Sort L by region area.
9: Initialize segmentation tree, T , to the whole image.
10: for each region r in L do
11: Insert r into T such that r becomes a leaf node in T and r is entirely
contained in its parent node.
12: end for
2.3.6 Constructing the segmentation tree
Due to the nature of the multiscale segmentation process described above,
regions merge as the scale of analysis, σ, is increased. This allows us to
arrange the regions into a tree data structure. Suppose that regions R1 and
R2 at photometric scale σn have merged and become R3 at scale σn+1. Then,
in the segmentation tree R1 and R2 should be the children of R3. Applying
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this rule recursively for all regions, we obtain a tree of regions, called the
segmentation tree, where the root node corresponds to the entire image itself.
We give the overall segmentation algorithm, where input is an image I, and
the output is the segmentation tree of I, in Algorithm 1. We illustrate all
steps of the algorithm on a simple synthetic image, in Figure 2.3.
2.3.7 An efficient alternative to region growing
In this section, we propose an efficient alternative to region growing by re-
laxation labeling. This alternative also includes a slight modification to the
ramp transform as well.
We found out that the ramp transform (Section 2.3.2) failed to locate the
ramp endpoints correctly in some cases and this failure caused errors in the
localization of boundaries. Examples are given in Figures 2.4 and 2.5.
Figure 2.4(c) shows the image intensity profile sampled at the green dots
– which lie on the same straight line – shown in 2.4(b). These dots are
numbered from 1 to 20 (in red) for illustrative purposes. Observe that from
the first green dot (1st) to the last one (20th), we perceive two boundaries
which are marked by arrows: one at 7th, and the other at 14th; i.e. there is a
single region between these dots. However, the ramp transform cannot find
any ramp endpoints at these positions, since the sign of the derivative along
the whole profile does not change. The problem is that the region between
the 7th and the 14th dots neither has a flat intensity profile nor is surrounded
by ramps having opposite signs of slope. Nonetheless, the region is not
completely missed because ramps have a predefined maximum width. This
maximum width guarantees to mark two points as endpoints (e.g. for the 8th
green dot, the ramp endpoints are the 5th and the 11th, if the maximum ramp
width is chosen to be 6 pixels) even if none are found by looking for a change
of sign of the derivative. The output of the ramp transform and the overall
segmentation result are given in Figure 2.5. The boundary localization error
is clearly visible in Figure 2.5(c).
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Figure 2.3: Illustration of steps in the algorithm. (a) Input image I. (b)
Output of ramp transform, C, applied to I. Here, the darker the pixel, the
higher the contrast of the underlying ramp. (c) Basins of C. Each basin is
represented with a different color. These basins correspond to region seeds
and the remaining pixels are ramp pixels (white color). (d) Final labeling
obtained by growing the region seeds towards the ramp pixels using
relaxation labeling. (e, f, g) Results of multiscale segmentation. (e)
Segmentation result for photometric scale σ = 5. All regions are included.
(f) Segmentation for σ = 65. Two regions (head and the body) merged.
This means that the photometric scale of the boundary fragment in
between the two merging regions is less than 65. (g) Segmentation for
σ = 80. More regions have disappeared. The remaining regions are of
photometric scale larger than σ = 80, ensured by the region model and the
algorithm. (h) Segmentation tree. On the left, each region is labeled by a
number. Using the containment relations of regions, our algorithm




Figure 2.4: An example for the ramp transform’s failure to estimate the
ramp endpoints correctly. (a) An input image. The red rectangle shows the
rectangular patch of interest for this example. (b) Zoomed-in version of the
red rectangle in (a). Image intensity is sampled along the green dots which
lie on the blue straight line. Green dots are marked with sequential integers
in red fonts. (c) Intensity profile along the green dots in (b). Note that we
perceive a region between the 7th and the 14th dots but the intensity profile
is not flat between these points and the sign of the derivative of the whole





Figure 2.5: Ramp transform’s boundary localization error. (a) An image
patch. (b) Output of ramp transform on (a). (c) Segmentation result (a)
at scale σ = 20. Red lines show region boundaries. Observe the boundary
localization error marked by the green circle in (c).
24
(a) (b)
Figure 2.6: (a) Slopes of the profile in Figure 2.4(c) at each pixel. (b)
Non-maxima suppression applied to (a).
2.3.8 Ramp detection by non-maxima suppression
Because of the problems mentioned above, we propose to change the way
ramp discontinuities are detected. Let us consider the 1D intensity profile
given in Figure 2.4(c), and estimate its slope at each pixel (using the filter
[−1 0 +1]). The result is given in Figure 2.6(a) where two peaks are clearly
observed at locations 7 and 14. (Note that these are the locations where we
expect the region boundaries.) Each peak corresponds to a unique ramp,
and each ramp should be represented at the location of its peak slope with a
magnitude equal to this peak value itself. These can be achieved by applying
non-maxima suppression to the curve in 2.6(a). The final result, shown in
Figure 2.6(b), gives the location of the ramps detected and their magnitudes.
Next, we describe how we applied the same procedure to 2D images.
Given a 2D image I, we want to compute the ramp magnitude and direction
at a pixel p. We first analyze the intensity profile passing through p at a
certain direction θ. Let np,θ1 , n
p,θ
2 denote the pixels which are immediate
neighbors to p and are on both sides of p through direction θ (see Figure
2.7). We define the ramp slope at pixel p at direction θ as:
D(p, θ) = I(np,θ1 )− I(np,θ2 ). (2.11)
As in the 1D case, if this ramp slope (or magnitude) is smaller than the
slope computed at the neighboring pixels, i.e. if it is not a maxima, then it
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(a) (b)
Figure 2.7: Illustration of how ramp magnitude is computed. (a) The pixel
of interest p and its 8-neighborhood. Direction θ = 2 is shown as an
example. p and its immediate neighboring pixels at direction θ = 2 are
marked with gray. Ramp magnitude at pixel p is given by the expression
(2.13). (b) 4 directions are used.
is suppressed:
C(p, θ) = 1{D(p,θ)>D(np,θ1 )}1{D(p,θ)>D(np,θ2 )}D(p, θ). (2.12)
Here C(p, θ) denotes the ramp magnitude at p along direction θ. Note that
if p is suppressed by any of its neighbor pixels, then C(p, θ) = 0.




and the ramp direction as:
T (p) = arg max
θ
C(p, θ) (2.14)
In our implementation, we used only 4 directions, and considered only
the 8-neighborhood of pixels to find np,θ1 and n
p,θ
1 . See Figure 2.7 for an
illustration.
Ramps detected by the procedure described above for the input image
given in Figure 2.5(a) are given in Figure 2.8(a). The segmentation obtained
using this ramp map is shown in Figure 2.8(b). The boundary localization
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(a) The output of the new ramp de-
tection method on the image in Figure
2.5(a). Compare this to the output of
the ramp transform in Figure 2.5(b).
(b) Segmentation result obtained using
the ramp map in (a). Compare this to
the previous result given in Figure 2.5(c).
Boundary localization error is corrected.
Figure 2.8: Example output for the new ramp detection method.
error seen in Figure 2.5(c) is corrected.
We provide a MATLAB implementation of our segmentation algorithm
online at http://vision.ai.uiuc.edu/segmentation.
2.4 Experiments and Results
We first demonstrate the properties of ramp transform. To show that it can
correctly measure the contrast of the underlying ramp edge, we created a
synthetic image containing two edges of the same intensity contrast (Figure
2.9(a)). One of the edges is a step-edge, and the other is a ramp edge.
Although they have different widths, we expect that the ramp transform gives
similar values for these two edges. Figure 2.9(a) illustrates this property.
Figure 2.9(b) illustrates the ramp transform on a real image (taken from
[24] with permission). This image contains ramp edges of various widths. A
fixed-length gradient filter is incapable of measuring the ramp magnitudes
correctly (see Figure 2.9(b), bottom). The ramp transform successfully esti-
mates the pointwise ramp magnitudes as expected. Next, we describe how
we quantitatively compared our segmentation algorithm with available algo-
rithms.
Next, we give some ramp detection results in Figure 2.10 for both the orig-
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(a) (b)
Figure 2.9: Illustration of the ramp transform. (a) Top: A synthetic image
containing a sharp step edge, on the left, and a wide ramp edge on the
right, which was obtained by blurring a step edge by a Gaussian kernel of
σ = 4. The contrasts of both edges are 100. Middle: Ramp transform of the
synthetic image. For both edges the peak value of the response of the
transform is 100, which is the contrast of the edges. Bottom: Gradient
magnitude, obtained by horizontal and vertical [−1 + 1] filters. The
responses for two edges are not the same. (b) Ramp transform of a real
image. Left: An image containing ramp discontinuities of varying widths.
Middle: Ramp transform of the image. Right: Gradient magnitude of the
image.
inal ramp transform (Section 2.3.2) and the non-maxima-suppressed version
of it.
Next, we give photometric segmentation results on real images. Figures
2.11-2.15 show input images and their segmentations at four selected pho-
tometric scales. In the following, we demonstrate the performance of the
segmentation algorithm for several challenging cases.
Thin regions The bicycle image in Figure 2.12 has many thin regions (see
the wheels) which are correctly segmented. Other examples for thin regions
can be found in the house image (Figure 2.11, see the roof of the house),
in the airplane image (Figure 2.14, see the propeller, the lights on top, and
the thin strip on the ground), in the building image (Figure 2.15, see the
frames of the windows), and more examples can be found in the “man with
his bicycle image” (Figure 2.13, the microphone on man’s shirt, the pole in
the background, etc.).
High-curvature boundaries Steep corners and jagged boundaries can
be included under this title. Examples for steep corners can be observed in
the house (Figure 2.11) and the bicycle (Figure 2.12) images. Examples for
junctions can be found in all of the images given (Figures 2.11-2.15). In our
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Figure 2.10: Three real images and their ramp maps. The results in the
second column are obtained by the ramp transform (RT), and those in the
last column are obtained by the non-maxima suppression (NMS) algorithm
described in Section 2.3.8. In general, RT gives thicker responses than NMS
and this causes two problems: (1) failure to detect thin and/or small
regions (because they do not have any seeds due to the thick responses),
and (2) thick responses give rise to false boundaries. We marked some
examples of these problems with red circles above. Compare the circled
parts with their counterparts in the last column. NMS does not suffer from
the thick response problem.
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Figure 2.11: House image. Segmentation results shown at scales 25, 45,
and 70.
experiments, we did not encounter any cases where a region boundary is lost
due to a leakage in junctions.
Wide ramp (diffuse) edges The mannequin image in Figure 2.16 is a
good example where ramp edges of various widths coexist. There are very
sharp edges (on the mannequin) and wide, blurred edges (on the shadow)
as well. The segmentation algorithm detects the region boundaries correctly
despite this variety of edge widths.
We finally give two sample segmentation trees in Figures 2.17 and 2.18.
As we noted earlier in Section 2.3.6, the hierarchy is completely determined
by containment relations of regions (not by their photometric scales). In a
segmentation tree, the root node corresponds to the whole image, and nodes
close to the root along a path are large, while their children nodes are smaller
and capture embedded details.
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Figure 2.12: Bicycle image. Segmentation results shown at scales 20, 45,
and 80.
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Figure 2.13: Image of a man with his bicycle. Segmentation results shown
at scales 25, 40, and 60.
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Figure 2.14: Airplane image. Segmentation results shown at scales 20, 40,
and 65.
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Figure 2.15: Building image. Segmentation results shown at scales 30, 45,
and 80.
Figure 2.16: Mannequin image. Segmentation results shown at scales 20
and 35.
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Figure 2.17: Part of an automatically generated segmentation tree. The
root node corresponds to the whole image, and nodes close to the root
along a path are large, while their children nodes are smaller and capture
embedded details. Each region is drawn on a light-blue background for
better visualization of its boundaries.
Figure 2.18: Part of an automatically generated segmentation tree. See the
caption of Figure 2.17 for an explanation.
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2.5 Summary
In this chapter, we presented a new algorithm for low-level multiscale image
segmentation. The algorithm is capable of detecting low-level image struc-
tures having arbitrary shapes, at arbitrary homogeneity levels. A low-level
image structure, or region, is defined as a connected set of pixels surrounded
by ramp discontinuities. To detect regions, the image is converted to a ramp
magnitude map. We call this conversion the ramp transform. Then we
find the basins of the ramp magnitude map, and consequently obtain region
seeds. These seeds are grown by a relaxation labeling procedure to get the
final segmentation. After this, we obtain multi-photometric scale segmen-
tation by doing a multiscale analysis over a range of scales where, at each
scale, boundary fragments having less contrast than the current scale are
removed. This process guarantees a strict hierarchy. Using this property, we
arrange the regions into a tree data structure which we call the segmenta-
tion tree. We provide a MATLAB implementation of our algorithm online
at http://vision.ai.uiuc.edu/segmentation. The code takes an image
as input, and produces the segmentation tree.
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CHAPTER 3
A BENCHMARK DATASET FOR
LOW-LEVEL SEGMENTATION
3.1 Introduction
This chapter is about evaluating the performance of the segmentation algo-
rithm we presented in the previous chapter. We design and develop a bench-
mark dataset for low-level segmentation, consisting of ground-truth segmen-
tations done by human subjects. We provide evaluation methods for both
boundary-based and region-based performance of algorithms. Boundary-
based evaluation measures how precisely and completely the ground-truth
boundaries are detected, and the region-based evaluation measures how sim-
ilar the algorithm’s partitioning, i.e. segmentation, is to the ground-truth
partitioning. We use the benchmark to quantitatively compare the perfor-
mance of our algorithm to those of existing, popular approaches.
3.2 The Dataset
Creating a ground truth dataset for low-level image segmentation is a chal-
lenging task because (1) segmenting images by hand is a laborious and te-
dious process, which could adversely affect the quality of the result, and (2)
most importantly, humans tend to draw the boundaries of the (semantic) ob-
jects they see, and skip many details. This high-level semantic bias towards
objects must be eliminated in order to get the boundaries for all regions.
We address these challenges by having human subjects segment small im-
age patches instead of whole images. This makes segmentation-by-hand a
much easier process and removes the high-level knowledge bias to a large
extent because a small image patch is unlikely to contain objects. We also
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Figure 3.1: The set of 15 images used to create the benchmark dataset.
randomly rotate the image patch (at multiples of 90 degrees) to further re-
duce this bias.
We used a set of 15 images to create the benchmark dataset. Figure
3.1 shows a mosaic of these images. We fixed the size of the patches at
50× 50 pixels and randomly extracted 25 patches per image, thus obtaining
375 patches in total. Each patch was segmented by 3 to 5 different human
subjects. We developed a graphical user interface which let the subjects
segment patches by hand using a stylus pen on a tablet-pc.
Figure 3.2 shows an image from our dataset and two example patches
randomly extracted from it. Human segmentations for these patches are also
given.
One might ask why we needed to develop a new benchmark dataset while
there is already one, the Berkeley Segmentation Benchmark Dataset (BSDS)
[20]. The short answer is that it is not suitable for evaluating low-level seg-
mentation. In BSDS, human subjects were asked to segment out objects,
not regions, and that is why many details in terms of low-level segmentation
are missing. An example is given in Figure 3.3. There are many such ex-
amples. Had we used the ground-truth given in Figure 3.3, then we would
have been penalized for detecting the high-contrast (black and white) re-
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(a) (b) (c)
Figure 3.2: (a) An image from the dataset. (b) The patch represented by
the upper yellow square on (a) and its ground-truth segmentation. Note
that the patch is rotated 90 degrees clockwise. (c) The other patch and its
ground-truth segmentation.
Figure 3.3: An example image and its ground-truth segmentation from the
Berkeley Segmentation Benchmark Dataset [20]. Many regions in the
lower-right quadrant of the image are not marked at all in the ground-truth.
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gions in the lower-right corner of the image. We do not consider BSDS as
a suitable benchmark for low-level image segmentation. BSDS is good for
benchmarking high-level or object-level segmentation. Our goal in this study
is not object-level segmentation; instead, we want to detect all regions as ac-
curately and completely as possible.
3.3 Performance Measures
We evaluate the performance of a segmentation algorithm by looking at its
segmentation accuracy over the patches where ground-truth segmentations
are provided by human subjects. We provide two different methods to evalu-
ate the accuracy of segmentation: boundary-based method, and region-based
method. Boundary-based evaluation measures how precisely and completely
the ground-truth boundaries are detected, and the region-based evaluation
measures how similar the algorithm’s segmentation is to the ground-truth
segmentation.
3.3.1 Boundary-based evaluation
The segmentation performance for a single patch is measured by precision-
recall values obtained by comparing the ground-truth and machine’s output.
We illustrate this evaluation method with an example. Consider the image in
Figure 3.4(a) and its patch in Figure 3.4(b) with its ground-truth in Figure
3.4(c) (call this as G). Suppose that our segmentation algorithm produced
the result given in Figure 3.4(d); thus the segmentation corresponding to the
patch is Figure 3.4(f) (let this be R). Now, we compare G and R and find
correspondences between the boundary pixels in R and G. Each boundary
pixel in G either matches with a single boundary pixel in R, or does not
match with anything at all. To find the optimal matching between G and R,
we use the method described in Appendix B of [25], which casts the problem
as a minimum cost bipartite assignment problem. The result of matching is
given in Figure 3.4(g) where red pixels denote the boundary pixels of G, and
blue pixels denote the boundary pixels of R. The white line between a red




(f) (g) (h) (i)
Figure 3.4: Illustration of the performance measure. (a) An image from our
dataset. A patch is marked by the red square. (b) Magnified version of the
patch. (c) Provided human segmentation for the patch. (d) Segmentation
of (a) obtained by our algorithm. (e) Segmentation of (a) obtained by the
mean-shift based algorithm. (f) Our result at the location of the patch (red
square in (d)). (g) Matching result between the ground-truth (c) and our
result (f). Red pixels represent the ground-truth, blue pixel represent
algorithm’s output (our result, in this case). White lines denote matching
pixels. (h) Mean-shift based method’s result at the location of the patch
(red square in (e)). (i) Matching result between (c) and (h). See (g) for
explanation.
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As done in [25], we measure the goodness of the match by precision-recall.
If the image patch is considered as a query, G as its relevant (ground-truth)








We combine precision and recall using the F-measure defined as: f =
2pr
p+r
. For the matching result of Figure 3.4(g), precision-recall and F-measure
values are p = 0.61, r = 0.66, f = 0.63, whereas for Figure 3.4(i) they are
p = 0.31, r = 0.95, f = 0.47. Note that for the latter case, the recall is
very high since only a few red pixels are unmatched, but the precision is low
because there are plenty of blue pixels that are unmatched.
3.3.2 Region-based evaluation
The boundary-based method falls short of penalizing a serious segmentation
error: leakage. When there is a leakage on a boundary, the whole segment
actually gets lost, but the boundary-based method could still give a good
result – if there is a partial boundary left – depending on the amount of
leakage (Figure 3.5). The region-based method, on the other hand, directly
compares two different partitionings, and not the recovered boundaries.
We use the variation of information (VI)[26] as our region-based evaluation
measure. VI is commonly used in the clustering literature and it measures
the “distance” between two partitionings of the same set.
Given two segmentations X, Y of the same patch, VI is defined as:
V I(X, Y ) = H(X) +H(Y )− 2I(X, Y ) (3.3)
where H is the entropy, and I is the mutual information function:
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Figure 3.5: Illustration of why a region-based evaluation method is needed.
On the right is the segmentation result obtained by Felzenszwalb’s
algorithm [14] (with parameters σ = 0.5, k = 750, and a = 10; see Section
3.4 for an explanation of parameters) for the mannequin image on the left.
The region that corresponds to the shadow of the mannequin is not
correctly segmented: it is merging with the background at the head’s
shadow (compare this result with the one given in Figure 2.16).
Boundary-based method does not penalize this error much because most of
the shadow’s boundary is there, whereas the region-based method would
















Above, lower-case letters represent regions; that is, x is a region in X. p(x)
and p(x, y) are computed as:
p(x) =
# pixels in x
# pixels in X
, p(x, y) =
# pixels in (x ∩ y)
# pixels in X
. (3.6)
3.4 Algorithms
We compared our algorithm with three available algorithms which are widely
used in the literature: Felzenszwalb’s graph-based algorithm [14], Multiscale
NCuts [27], and the mean-shift algorithm [10].
Both Felzenszwalb’s algorithm and the mean-shift algorithm require three
input parameters from the user and we do not know which values to use. So,
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we sample a large number of input parameters for both algorithms. Mean-
shift based segmentation method [10] requires a spatial bandwidth σs, a range
bandwidth σr, and a minimum region area a. We selected the following input
parameter space: {σs, σr, a} ∈ {5, 7, 9, 11, 15, 20, 25} × {3, 6, 9, 12, 15, 18, 21,
24, 27} × {5, 10}. The graph-based algorithm [14] expects a smoothing scale
σ, a threshold k which is the scale of observation (equation (5) in [14]), and
a minimum region size a, as input. We used the following parameter space:
{σ, k, a} ∈ {0.5, 1, 1.5, 2} × {250, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250,
2500} × {5, 10}.
Our algorithm outputs a hierarchy of regions. However, in order to com-
pute its segmentation accuracy and compare it with other algorithms, we
need single-layer segmentation results. For this purpose, we flatten the seg-
mentation tree by projecting all detected regions onto a plane and use the
result on that plane as our single-layer segmentation output. We vary the
lowest photometric scale (σ) as our variable: σ = {10, 12, 14, 16, 18, 20, 22,
24, 26, 28, 30, 32, 34, 36, 38}. Regions with lower photometric scales than σ
are ignored, and not included in the segmentation tree.
For Multiscale NCuts, the variable is the number of regions. We used {20,
30, 40, . . . , 290, 300}.
3.5 Comparison
For each algorithm, we vary the input parameters and compute average recall
and precision values over all patches of all images. These values are given
in Figure 3.6. There is one point per input parameter set of each algorithm.
In this plot, one ideally wants to be as close as possible to the top-right
corner which denotes the perfect recall and precision point. We see that our
algorithm performs better, in both precision and recall, than the other three
algorithms.
Since each patch is segmented by multiple different subjects, we can com-
pute a “human performance” by cross-validation. Specifically, for each patch,
we pick one of the human segmentations, and evaluate its performance by
comparing it to the other human segmentations of the same patch. Then,
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Figure 3.6: Recall-precision plot for all algorithms over all patches of all
images. Each point in the plot corresponds to a different input parameter
set for its corresponding algorithm. Cross-validated human performance is
also given (as a single point) in the plot. Our proposed algorithm has
better recall-precision than the others.
we repeat the same for all human segmentations, and take the average of the
results. This method is commonly known as leave-one-out cross-validation.
“Human performance” is given in Figure 3.6 as a single point because there
are no input parameters to vary for human segmentation. Although not per-
fect, it has pretty high recall (0.89) and precision (0.82), which suggest that
segmentations done by different human subjects are pretty consistent.
An interesting observation about the performances of the mean-shift and
the graph-based algorithm is that they both have highly varying precision
values for a very narrow range of recall values. This means that changing
the input parameters, while keeping the number of recalled boundary pixels
(almost) the same, causes large changes in the precision. This is indeed
the case: both algorithms produce many spurious regions when the input
parameters are changed, for the same number of recalled boundary pixels. On
the other hand, NCuts’ performance have relatively less variance. However, it
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Figure 3.7: Histograms of average variation of information scores for each
algorithm. Each row is a histogram of VI scores over the different input
parameters of the respective algorithm. Our algorithm achieves the least
(i.e. the best) VI, outperforming others. Cross-validated human
performance is 0.58.
is concentrated in the high-recall low-precision regime, and pretty far away
from the human performance. Our algorithm is the least sensitive to its
input parameters (its set of precision-recall points form a relatively compact
set compared to others’), and it performs better than the others.
For the region-based evaluation, we computed the average variation of
information (VI) over all patches of all images per input parameter set of
each algorithm – as we did in the boundary-based evaluation above. We
give the color-coded histograms of these VI scores in Figure 3.7. Each row
represents a histogram of VI scores over different input parameters. It is
easily observed that our algorithm has the lowest (around 0.86), hence the
best, VI scores. Our comments above about the variability of results when
the input parameters are changed seem to be valid – even more so – for
this evaluation measure, too; our algorithm is the least sensitive to its input
parameters.
“Human performance” is again computed by leave-one-out cross-validation,
and turns out to be 0.58.
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3.6 Summary
In this chapter, we presented a new benchmark dataset for low-level segmen-
tation. The dataset consists of a number of small image patches along with
their ground-truth segmentations done by human subjects. We provided
evaluation methods for both boundary-based and region-based performance
of algorithms. Boundary-based evaluation measures how precisely and com-
pletely the ground-truth boundaries are detected, and the region-based eval-
uation measures how similar the algorithm’s partitioning, i.e. segmentation,
is to the ground-truth partitioning. We used the benchmark to quantita-
tively compare the performance of our algorithm to those of existing, popu-







This chapter is about investigating the statistics of low-level multiscale seg-
mentation of natural images. We compile and use the segmentation statistics
from a large number of images, and we present a Markov random field based
model for estimating them. Our statistics confirm some of the previous find-
ings included in the past work, and they also provide some new findings,
particular to segmentation. Such statistics capture geometric and topologi-
cal properties of images. To demonstrate the value of the statistics, we use
them as priors in two applications: image classification and semantic image
segmentation.
A natural image is far from being a random configuration of pixels. Rather,
it exhibits a high degree of organization, in its spectral and photometric prop-
erties, geometry and layout. The work on natural image statistics attempts
to derive probabilistic models of image characteristics. Interestingly, the
question of what makes an image natural does not have a trivial answer.
Perhaps the most widely accepted definition is that an image is natural if
it has a similar statistical structure to which the human visual system is
adapted [28].
Natural image statistics have received significant attention in recent years.
Models developed for it have been used in numerous applications such as de-
noising [29, 30], inpainting [29], scene categorization [31], contextual priming
for object detection [32], sensory processing in biology [33], saliency detection
[34] and texture synthesis [35] among many others [36].
48
4.1.1 Related work
Previous work on natural image statistics can be grouped in two broad cat-
egories. The first group analyze natural images for the purpose of obtaining
some characteristic properties, laws and/or invariance properties. Some ex-
ample findings of these works are the following: (1) the image spectra obey
a power law (see [33, 31, 36] for a list of references), (2) scale invariance of
statistics [33, 37, 36], (3) responses of image patches to certain filters fol-
low non-Gaussian, highly kurtotic, heavy-tailed distributions [38, 29, 36], (4)
edges are dominantly oriented either horizontally or vertically [39].
The second group is targeted at developing models of natural image statis-
tics for use in various image processing and analysis applications. Due to
space limitations, we only mention some of the recent work here. A widely
adopted model for natural image statistics is the Field of Experts (FoE)
model [40, 29] proposed by Roth and Black. FoE learns a set of linear filters
whose responses are modeled by heavy-tailed, kurtotic distributions within
a high-order Markov random field model. They successfully demonstrate
the capability of FoE in denoising and inpainting applications. Weiss and
Freeman proposed a more efficient learning algorithm for the FoE model in
[30]. FoE has been further improved by Heess et al. to allow for bimodal
potentials and they used their model for texture synthesis. In [41], Cho et
al. questioned the heavy-tailed distribution assumption and they proposed a
new image prior which adapts itself to the content, i.e. the type of underlying
texture. Torralba exploited statistics of natural images for scene categoriza-
tion [31] and for contextual priming for object detection, i.e. learning priors
on possible locations and sizes of objects. Finally, we refer the reader to [36]
for a list of other applications of natural image statistics.
The two categories above have one thing in common: all the works per-
form analyses that are pixel, patch or subband-based. To the best of our
knowledge, none of the methods has investigated statistics of properties that
capture geometric and topological structure of images, e.g., as defined by
image segments present in an image segmentation. This work is aimed at
computing such statistics of natural images.
It has been shown that low level segmentation serves as a useful seed for
simultaneous discovery, modeling, recognition and segmentation of objects
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in images [42]. Therefore, the performance of the segmentation based algo-
rithms for recognition, etc., may be improved by using segmentation related
statistics of natural images, e.g., as priors in Bayesian framework. For a
variety of reasons, including the dependence of the available segmentation
algorithms on user provided parameters, segmentation statistics do not ap-
pear to have been obtained for natural images. We use the segmentation
algorithm we presented in Chapter 2 (also in [43]), which does not require
major prompting by the user. To the best of our knowledge, this is the
first attempt to obtain and model the statistics of natural images based on
low-level image segmentation.
4.1.2 Overview of our approach
In this chapter, we compile as well as use the segmentation statistics from
a large number of natural images. First, we present the statistics we choose
to estimate and discuss why we do so. Next, we present a statistical model
for learning these statistics. Since our low level segmentation is represented
by a graph, our estimation procedure involves estimating the statistics of
selected properties of this graph. We use Markov random field (MRF) based
modeling for this purpose. The statistics we have estimated confirm some of
the previous findings, included in the past work (e.g. dominant orientations
are horizontal and vertical). They also provide new findings, particular to
segmentation, and therefore not included in the previous work (e.g. number
of regions versus photometric scale follows an exponential distribution, and
there are more regions in the bottom halves of the images than there are in
the upper halves).
To demonstrate the value of the statistics, we next make their use as priors
in two applications: image classification and semantic image segmentation.
It is expected that, as usual, the use of priors would improve the performance
of the algorithms. This expectation is borne out by our experimental results
in both cases.
We use the low-level multi-scale segmentation algorithm of Chapter 2 in
our experiments. The reason we specifically chose this algorithm is that it
(i) does not require any major user supplied parameters while it provides all
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segmentations organized in a hierarchy, and (ii) it was shown to outperform
other available algorithms in a low-level segmentation benchmark (Chapter
3).
There are two main contributions of this work: (1) we present statistics
of low-level segmentation of natural images for the first time, (2) we present
a statistical model to learn these statistics, and demonstrate the use of this
model in two applications.
4.2 Models and Statistics of Natural Images
In this section, we first give a brief description of the segmentation graph and
the properties that we use to describe it. Next, we provide some statistics of
these properties over a large number of natural images. Finally, we present
the proposed Markov random field (MRF) based model, and describe how to
learn it from a set of given images.
4.2.1 Segmentation graph and region properties
Our segmentation algorithm partitions a given image into homogeneous re-
gions of a priori unknown shape, size and degree of photometric homogene-
ity. The algorithm organizes all detected regions into a hierarchical structure
called the segmentation tree which captures the low-level, spatial, and pho-
tometric image structure in a hierarchical manner. Nodes at upper levels
correspond to larger segments, while their children nodes capture smaller
embedded details. An example segmentation tree is given in Figure 4.1.
Note that the dashed edges are not originally part of the tree. We introduce
these lateral edges between sibling pairs and between the regions that are
adjacent (i.e. they share a common boundary fragment) to facilitate the
description of each node in the tree. We call this new structure the segmen-
tation graph. This graph is different from the connected segmentation tree of










Figure 4.1: A sample segmentation tree. If the region of interest is u, then
p is the parent, s is the sibling, w1 and w2 are the children and a is an
adjacent neighbor. Dashed edges between siblings and adjacent nodes are
not originally part of the segmentation tree. We add them to obtain the
segmentation graph.
We describe each node, i.e. region, in the segmentation graph by a set
of its intrinsic photometric and geometric, as well as relative properties. A
property is intrinsic if it can be computed using only the region itself. Rel-
ative properties, on the other hand, describe how the region is related to its
hierarchical and lateral neighbors in the segmentation graph.
Intrinsic properties The intrinsic geometric properties we use are the
following: (1) area (normalized by the image area), (2) squared perimeter
over area (indicates how compact the region is, the most compact shape is a
disk), (3) eccentricity, i.e. scalar that specifies the eccentricity of the ellipse
that has the same second-moments as the region, (4) the first four Hu moment
invariants, (5) orientation, (6) location of the center of mass w.r.t. the image
coordinates, (7) perimeter, (8) solidity, i.e. the proportion of the pixels in
the convex hull that are also in the region, (9) extent, i.e. the ratio of pixels
in the region to pixels in the bounding box of the region, (10) major and
minor axes lengths normalized by image perimeter. (11) We further describe
the shape of the region by pyramid histogram of oriented gradients (PHOG)
where we evenly divide the bounding box of the region into 1, 4, and 16 cells,
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thereby obtaining 3 levels, and extract an 8-dimensional gradient orientation
histogram from each cell. Apart from these properties, each region is also
associated with a photometric scale which is the contrast level at which it
was detected.
Intrinsic photometric properties of a region are the mean and standard
deviation of its grayscale intensities. If the image is colored, then we use
mean and standard deviation of each of the RGB channels.
Relative properties (1) Number of children, (2) outerring area, i.e. area
of the region divided by its total combined area with its children, (3) mean
and standard deviation of the contrast along its boundary, (4) normalized
area, i.e. area divided by the parent’s area, (5) location of the center of mass
w.r.t. the parent’s coordinate system, (6) area dispersion of the children, (7)
sibling-context vector, i.e. a vector which records the general direction in
which the region sees its siblings. We refer the reader to [42] for the details
of the last four properties (4-7).
Each region in the segmentation graph is represented by a vector which is
the concatenation of the properties listed above.
We justify the selection of the properties above by prior empirical results
in the literature. Different combinations of these properties have been shown
to be effective in a variety of problems [45, 46, 42].
4.2.2 Statistics of selected properties
We randomly collected a set of 2000 images.1 We segmented each image and
obtained its segmentation graph along with the property vectors described
in the previous section. Below we provide sample statistics (in the form
of histograms) of the following selected properties: (1) location of center of
mass, (2) orientation, (3) number of regions versus the photometric scale, (4)
area, and (5) depth and average branching factor of the segmentation tree.
We chose these properties because we believe that their statistics reveal some
interesting information about the images.
1600 images from the “Flickr random image generator” website
(http://beesbuzz.biz/crap/flrig.cgi) and 1400 images from PASCAL VOC 2010 dataset.
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Figure 4.2: Histograms of xy-coordinates of center-of-mass of regions.
















Figure 4.3: Histograms of orientations.
Location of center of mass Figure 4.2 gives the histograms of row (y)
and column (x) coordinates of the center of mass of regions. Row and column
values were normalized by the height and the width of images, respectively.
Top left corner of the image is assumed to be (0, 0) and bottom-right is (1, 1).
The histograms suggest that there are more regions around the center of the
image than the surround. The column distribution is close to uniform and
there seems to be no bias for either the left or the right half of the image.
On the other hand, the row values seems to be biased towards the [0.5, 1]
interval, which means there are more regions in the bottom halves of the
images than there are in the upper halves.
Orientation Figure 4.3 gives the histogram of orientation angles (in the
range of [−90◦, 90◦] degrees) of regions. The shape of the histogram suggests
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Figure 4.4: Histogram of the photometric scales of regions.
that there are two dominant orientations: horizontal (0◦), and vertical (−90◦
and 90◦). This is a confirmation of the findings in [39] where Sobel filters were
used to obtain orientation statistics of edges. Another interesting observation
is that the number of horizontal regions is slightly more than the number of
vertical regions.
Photometric scale Figure 4.4 shows the histogram of the photometric
scale of the regions. We know that, by design, the segmentation algorithm
produces fewer and fewer regions as the photometric scale is increased. How-
ever, the histogram in Figure 4.4 gives us more information: the number of
regions versus the photometric scale follow an exponential distribution (with
λ = 27.29).
Area Figure 4.5 shows the histogram of region areas.2 As the histogram
suggests, most of the regions are small compared to the whole image area. In
fact, the percentage of regions which have area less than 5% of the image is
98.81%. Region areas seem to follow a generalized extreme value distribution
(shown in red), with parameters µ = 0.12, σ = 0.02, K = 0.5992.
Depth and avg. branching factor In Figure 4.6, we give the histograms
of the depth and the average branching factor (ABF) of the segmentation
2For better visualization, we exponentially scaled the area values by an exponent of
0.25.
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Figure 4.5: Histogram of areas of regions.
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Figure 4.6: Histograms of depth and average branching factor (ABF) of
the segmentation trees.
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trees. The depth values follow a normal distribution with µ = 13.94 and
σ = 3.5. To better visualize the ABF values, we transformed them using√
1− ABF . In this transformed space, ABF values follow a generalized
extreme value distribution with parameters µ = 0.05, σ = 0.03, K = 0.36.
When the leaf nodes, which have no children, are not counted, ABF is 2.1.
When the leaves are also considered ABF slightly drops down under 1.
4.2.3 MRF modeling of the segmentation graph
Let S be the segmentation graph of an image I. The central question in
modeling natural image statistics is to develop a model for p(I), i.e. the
probability of being an image. In this work, we propose to develop this
model based on the segmentation graph properties of the image; that is we
assume the probability I is equivalent to the probability of observing its
segmentation graph S, i.e. p(S) ' p(I).
We consider S as an undirected graph whose nodes correspond to image
regions and the edges between the nodes represent parent-child, sibling or
adjacency relations. Each node is associated with a vector of properties which
depends only on that node and its immediate (i.e. first order) neighbors.
Therefore, S is Markovian.
We assume that a node together with its immediate neighbors (parent,
children, siblings, adjacent neighbors) form a maximal clique of the segmen-
tation graph.3 Suppose S has K nodes and let rk denote the property vector
extracted from the clique centered at the kth region. Then, our proposed
model is:






where we parametrized p(S) with our model parameters Θ and ψ(·) is the
clique-potential function, and Z(·) is a normalization factor called the parti-
tion function. Using the Markov-Gibbs equivalence, we can write (4.1) as:
3Similarly, in the Fields-of-Experts model, a square patch centered on a pixel is assumed











and V is the space of all possible segmentations and E(·) is the energy func-





U(·) is called the log-potential function; in fact, we have U(·) = ln ψ(·).
We discuss the form U(·) in Section 4.2.3 below.
Estimating the parameters, Θ, of the model
It is well known that maximum likelihood (ML) estimation of Θ is intractable
because of the partition function Z(Θ). A simple approximate scheme to ML
estimation is the pseudo-likelihood estimation which is an asymptotically
consistent estimator of ML [47].
Pseudo-likelihood (PL) approximation is based on the conditional proba-
bility of a node:


































Note the integrals in the first term above. Depending on the dimensionality
of the property vectors r, numerical integration techniques ranging from
simple quadrature methods to Monte Carlo methods could be used.
Other than gradient ascent, a recently popular method to optimize Eq.
(4.2) is the contrastive-divergence method which has been used in the FoE
models. We do not use this method because it would require us to draw
samples from V , the space of all possible segmentations.
Potential functions
The criterion for a good potential function, U(·), is such that it should be
minimized when it describes a clique, i.e. a node and its immediate neighbors
as completely as possible. That is, U(r; Θ) should be minimum, if the prop-
erty vector r is describing a valid region together with its related nodes. A
natural choice would be to use a negated probability density function (pdf).
We note that when U(r; Θ) is in the form
U(r) = − ln(q(r)) (4.8)
where q(·) is a pdf, the maximization PL becomes much easier due to the
fact that the denominator in (4.5) always evaluates to 1 since q(·) is a pdf.
This saves a lot of computation because we no longer need the first term and
its (possibly) high-dimensional integrals in the gradient (4.7).
Following the observation above, we choose q(·) to be a Gaussian mixture
model (GMM) due to its generality and some empirical evidence that GMMs
model region properties well in certain tasks [46].
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4.3 Experiments
In this section, we demonstrate the use of our proposed model in two dif-
ferent applications: image classification, and semantic segmentation. In the
first application, we use our model as a generative prior from which we ex-
tract representative vectors to be used in classification. We present image
classification results on the PASCAL VOC 2007 dataset. In the second appli-
cation, we show how our model can be used as class-conditioned image priors
to improve the performance of a simple semantic segmentation algorithm.
4.3.1 Image classification: PASCAL VOC 2007
We make use of our proposed model for image classification using the Fisher
kernel approach [48, 49]. Let S1 and S2 be two different segmentation graphs
which are generated by the prior p(S; Θ). Then, a representative feature
vector for S1 is:
f 1 = ∇Θ log p(S1; Θ). (4.9)
Feature vector f 1 represents S1 because the gradient of the prior model
evaluated at S1 describes the directions in which the model parameters should
be changed to best fit S1. In fact, f 1 is a sufficient statistics for S1 [48].
Similarity between between S1 and S2 is given by the kernel:




where F is the Fisher information matrix of p(S; Θ). Appropriately scaled
f 1 (i.e. F
− 1
2f 1) is called the Fisher vector representing S1 (see [49, 50] for
further details). Note that the size of the Fisher vector depends only on the
number of parameters of the model p(S; Θ) and not on the size, i.e. the
number of nodes, of S1. Efficient linear classifiers can be trained on Fisher
vectors.
We used the PASCAL VOC 2007 dataset which contains about ten thou-
sand images of 20 object classes. We followed the standard practice and used
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the “trainval” set to train (and tune) our system, and tested on the “test”
set. The peformance is measured by average precision (AP) over 20 classes.
In our experiments, we used all the features described in Section 4.2.1 with
the exception that we compressed PHOG features using PCA due to the high
dimensionality of the PHOG vectors (21 cells, each 8 dimensional, hence 168
dimension in total). Instead of fixing the reduced number of PHOG dimen-
sions, we allowed it to vary as a parameter of the system. In addition to
this parameter, the only parameter of our model is the number of Gaussian
components in the potential function (Eq (4.8)). We tuned these two param-
eters by cross-validation, i.e. training on the “train” set and validating on
the “val” set.
First, we trained a single universal prior (as described in Section 4.2.3)
using all the images of all classes. Then, we extracted the Fisher vectors
from this prior and trained support vector machine (SVM) classifiers [51]
with linear kernels. We also tried the sigmoid kernel and it performed better,
so all the following results we report are obtained using the sigmoid kernel.4
We call this universal prior model as SS-U, short for “universal segmentation
statistics.”
While training SS-U, we observed that the optimal parameters, i.e. # of
Gaussian components, and the reduced dimensionality of PHOG, are different
for different classes. An example for this situation is given in Figure 4.7
where, on one hand, the “bus” class enjoys high-dimensional PHOG vectors
(around 100) with a small number of Gaussian components (around 40), the
“dog” class gives better AP when the PHOG-dimensionality is low (around
40) and the number of Gaussian components is high (around 90). Following
this observation, we trained another system where we learned a separate prior
model for each class. We call this system SS-PC, short for “segmentation
statistics per class.”
The average APs obtained by SS-U and SS-PC are shown in Figure 4.8,
together with the best 5 and the worst 2 methods competed in PASCAL
4Note that by using the sigmoid-kernel, we are not invalidating Eq. (4.10). The sigmoid
kernel, tanh(gu′v+ r), still uses the dot product to compute the similarity between u and
v but then scales the result using a sigmoid function with parameters g, and r.
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Figure 4.7: Cross-validation results for “bus” and “dog” classes. These
classes prefer different quantities for the # of Gaussian components
parameter and the PHOG-dimensionality parameter. The color represents
the AP score obtained.
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Figure 4.8: The performances (as average AP over 20 classes) of SS-U,
SS-PC (dark blue bars), together with the best 5 and the worst 2 PASCAL
VOC 2007 competitors (light blue bars).
VOC 2007.5 There have been others results reported on this dataset. We
present top state-of-the-art results in Table 4.1.
Although our proposed models do not perform as well as the best method
available, we want to emphasize some of the advantages of our model. All
the methods above either use sophisticated and costly learning algorithms or
need thousands of features per image, or both. The best system, “Cls + Loc”
[52] combines the best method of PASCAL VOC 2007 with a costly sliding
window-based object detector. Multiple kernel learning (MKL) [53] also
trains a costly learning system and uses thousands of features. The “kernel
codebook” [54] and the improved Fisher kernel (IFK) [50] are comparable to
our proposed model in simplicity, but we are working with fewer features (per
image) than they require. On average, a typical 500x500 image gives us only a
few hundred regions (the actual average over the 2000 image dataset is about
350). However, [50] extracts features on regular grids (every 16 pixels) at five
scales, i.e. around 5000 features. Given that our learning machinery (Fisher
kernel + SVM) is very similar to that of [50], the fact that we are getting
comparable results suggests that image regions are richer, more descriptive
features than the rectangular patches extracted from regular grids.
5Refer to the challenge’s website at http://pascallin.ecs.soton.ac.uk/challenges/VOC/
voc2007/results/index.shtml for the abbreviations of method names.
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Table 4.1: Comparison of the proposed models SS-U and SS-PC with the
state-of-the-art on PASCAL VOC 2007.
Method AP (in %)
Cls + Loc [52] 63.5
MKL [53] 62.2
Kernel Codebook [54] 60.5
Best of VOC07 [3] 59.4
IFK (SIFT) [50] 58.3
SS PC 56.0
SS U 52.1
Standard FK [50] 47.9
Another difference worth mentioning is that we do not make use of the
“spatial pyramid” which has become a general trend in image classification
(e.g. [50]). We store the location information within the feature vector
as the location of the center of mass of regions. Note that this is a simpler
approach than the spatial pyramid where one needs to train separate learners
per “spatial cell.”
4.3.2 Semantic segmentation: MSRC-21 dataset
In our second experiment, we show how to use learned image priors to help
improve semantic segmentation of images. To this end, we use the MSRC-21
dataset which contains 591 images of 21 classes. The task is to label every
pixel of the test images with one of these 21 labels. We follow the practice
of [4] and randomly split the set into 276 training and 315 testing images.
Our semantic segmentation model is as follows. Suppose that we have
a classifier which can predict the semantic label of a region. To label a
pixel, we first classify the regions that contain it (note that a certain pixel
might be included in more than one region, because of the segmentation
hierarchy). The classifier returns its predictions along with confidence scores,
or probabilities. Then, we choose the label with the maximum confidence
and assign it to the pixel in question. We use SVM with RBF kernel as our
region classifier which is trained on all the regions of the training images.
Now, let us look at how image priors help this process. The region classifier
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no prior 64.3 85.6 72.3 53.7 51.0 69.8 46.0 65.8 68.6 47.7 70.0 68.6































no prior 62.6 25.4 64.9 16.0 67.2 44.3 31.8 38.9 7.3 53.4
with prior 70.9 35.8 71.8 25.0 74.5 51.6 39.1 49.0 10.3 62.0
is actually trained to compute the probability p(c|r) where c is a class variable
and r represents a region, i.e. its properties. However, we are also given the
images that contain these training regions. In fact, we can learn p(c|r, I)6
instead of just p(c|r), where I is the image that contains region r. If we write
out






where we assumed conditional independence of r and I given the class c, then
p(c|r, I) ∝ p(c|r)p(I|c). (4.12)
The first term on the right-hand side above is the region classifier and the
second term is the class-conditional image prior. We train these priors as
described in Section 4.2.3. A separate prior is trained per class using the
images that contain objects of that class.
We give per-class and average segmentation accuracies on the MSRC-21
dataset in Table 4.2. Note that the model with the prior (Eq. (4.12)) im-
proves the average result by 8.6%.
6This must actually be p(c|r, I\r) but we can assume I\r ≈ I as the average region
size is small compared to the size of the image.
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4.3.3 Scene classification
In this section, we propose another way of using the segmentation statistics
of images. Although fundemantally the same as the Fisher kernel idea in
the sense that the prior is used to generate representative feature vectors,
the method described here is sufficiently different in the techniques it uses to
deserve its own section.
To classify an image using segmentation based features, we model the im-
age in terms of a probability density function, a Gaussian mixture model
(GMM) to be specific, of its region features. This GMM is fit to the image
by adapting a universal GMM which is estimated so it fits all images. Adap-
tation is done using a maximum-aposteriori criterion. We use kernelized
versions of Bhattacharyya distance to measure the similarity between two
GMMs and support vector machines to perform classification. We outper-
form previously reported results on a publicly available scene classification
dataset. These results suggest further experimentation in evaluating the
promise of low level segmentation in scene classification.
Introduction The most commonly used image representations for scene
classification are in terms of properties of image patches. Rectangular or
circular patches are sampled densely along a regular grid overlaid onto the
image or at points detected by an interest point detector. These patches
are described in various ways, including in terms of normalized intensity val-
ues, SIFT features, color and texture histograms, or filter responses [55, 56,
57, 58, 59]. These descriptions then serve as the basis for class representa-
tions. They are either directly fed into discriminative algorithms [55] such
as support vector machines (SVM), or first, generatively modeled by bag-
of-words models [56, 59], probabilistic graphical models [56], or latent topic
models [58, 59], followed by learning of some discriminative aspects of these
generative models using a classifier.
As an alternative to the patch-, grid-, and filter-based representations
above, in this work we use features derived from a low-level segmentation of
the image. We use the multiscale segmentation algorithm described in Chap-
ter 2, which is designed to detect image regions regardless of their shape and
size, spatial distribution, and contrast. The algorithm organizes all detected
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regions hierarchically into a tree data structure where the root node corre-
sponds to the whole image. Nodes closer to the root correspond to larger
regions, while their children nodes capture embedded details. Our represen-
tation consists of intrinsic properties of the image regions (capturing region
geometry and its photometric appearance), as well as properties of their mu-
tual embedding properties which are captured in the tree. Together the two
sets of properties constitute our feature space whose capabilities we wish to
evaluate via semantic scene classification.
Overview of Our Approach Our approach consists of the following ma-
jor steps. We first obtain parametric models of the aforementioned two sets
of properties of image segmentation, to represent them concisely. We achieve
this by fitting a Gaussian mixture model (GMM) to the region properties
observed within an image. This avoids the need for choosing a specific vo-
cabulary per image and selecting the number of histogram bins or sizes asso-
ciated with the widely used bag-of-words model or histogramming methods.
Another advantage is that by utilizing kernel functions which measure the
similarity between GMMs we can let the SVMs directly exploit the generative
models in a discriminative setting.
However, the usual problem with such estimation of high-dimensional prob-
ability density functions (pdf), in this case a GMM, is the scarcity of the
training samples. One approach to overcoming this problem is to first cap-
ture the gross distributional characteristics of the entire set of samples, e.g.,
via a universal GMM. This approach is popular in speech processing [60, 61],
and is also now becoming popular in computer vision [62, 63]. We adapt
the universal GMM to each image using a maximum-aposteriori (MAP) cri-
terion. The goal of this adaptation is to maximize the posterior probability
of the parameters of the image-generative model (GMM) given the universal
GMM and the new data, i.e. regions of the image to be modeled. This is
accomplished using an expectation-maximization (EM) procedure [60].
Once each image is modeled by a GMM, we use SVMs for classification.
For SVMs to work on these GMMs, we need a kernel function which mea-
sures the similarity between two GMMs. We use kernelized versions of the
Bhattacharyya distance [64] for this purpose.
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Image Representation We represent an image by the list of its regions
obtained by a low-level multiscale segmentation algorithm [43]. Each region
is described by the following 20 features: (1) area, (2) mean intensity, (3)
standard deviation of the intensity, (4) (perimeter)2 / area, (5) outer-ring
area, i.e. the area of the region except its children, (6) orientation, (7) ec-
centricity, (8) solidity, i.e. the proportion of the pixels in the convex hull
that are also in the region, (9-12) the first four central moments, (13) mean
contrast of the boundary, (14) standard deviation of the boundary contrast,
(15-16) x-y coordinates of the center of mass expressed in the image co-
ordinate system, (17) perimeter, (18) extent, i.e. the ratio of pixels in the
region to pixels in the total bounding box, (19) major axis length, (20) minor
axis length. As mentioned earlier, these features capture different aspects of
image segmentation, including intrinsic geometric (1,4,6-12, 15-20) and pho-
tometric properties (2,3) of the regions, their relative properties (13, 14), and
a topological property (5). More diversity in the selection of these features
is possible, and will be a part of our future work which will be guided by the
results obtained in this study.
Images as adapted GMMs We want to model an image by a GMM of its
region properties. However, as mentioned above, robustly fitting a GMM to a
small number of regions (some images have only 30-40 regions) is a problem.
To overcome this, we employ the MAP adaptation (or Bayesian adaptation).
A previously trained universal GMM is used as a prior mixture and adapted
to the image that we want to model. Then, the image is represented by this
adapted GMM. For this purpose, we train a universal GMM using all the
regions of all training images by using EM. We denote this universal GMM
by its parameters Θu = {cui , µui ,Σui }Nui=1, where cui is the mixture coefficient,
µui is the mean, and Σ
u
i is the covariance matrix of the i
th Gaussian. N is
the number of Gaussian components in the mixture.
MAP adaptation Once the universal GMM is trained, we adapt it to the
regions of each image that we want to model. Let this image be I and let it
have R regions: I = {ri|i = 1, 2, . . . , R}. Recall that ri is a 20-dimensional
vector. For completeness, we provide the equations for the MAP adaption
here (see [60] or [62] for details). The adaptation is achieved by an EM
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procedure.
In the E-step, occupancy probabilities, i.e. the probability that an observed
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In the M-step, the parameters of the GMM are re-estimated (adapted):
cˆi =
∑R
j=1 wi(rj) + τ
R +N · τ (4.15)
µˆi =
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Here the parameter τ is called the relevance factor and it regulates the bal-
ance between the universal GMM and the new data, i.e. the image that we
want to model. In our experiments, we choose the value of τ using cross-
validation.
Classification We use SVMs for classification. As each image is repre-
sented by a GMM (adapted from the universal GMM), we need a similarity
function between two given GMMs. For the special case of N = 1, we use
the Bhattacharyya kernel [63] which has the following closed form solution
for two Gaussians p and q:
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where µ = 1
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For the case of N > 1, there is no exact solution. For this, various ap-
proximations have been proposed [63] in the literature. We use the following
approximation from [65] which uses the fact that there is one-to-one corre-
spondence between the Gaussians of the universal model and the adapted
model. For two GMMs p and q:






































Note that the second term on the right-hand side of the equation can be
written as an inner product of two vectors – since the covariance matrices are
diagonal – which makes its implementation easy and its evaluation efficient.
Experiments For experimental validation, we used the publicly available
dataset of Oliva and Torralba7 [55]. This dataset contains 2688 color images
organized in 8 classes: coast, forest, mountain, open country, highway, inside
city, tall building, and street (see Figure 4.9 for some example). Each class
has a different number of images, ranging between 292 to 410.
We compare our results with two previous methods: one that uses gist
features and SVM [55] and another that uses SIFT features and a hybrid
generative/discriminative method [57, 59]. In [55], the dataset is split into
training and testing subsets by randomly choosing 100 images for training
from each class, and using the rest for testing. Although the images are in
color, the authors use the grayscale versions since gist features cannot utilize
color information. In [57, 59], the authors split the dataset into two by
randomly choosing half of the images per class for training, and they use the
rest for testing. Results on both grayscale and color versions of the datasets
are reported. In all experiments of [55, 57, 59], the classification accuracy is
reported as the mean of the diagonal of the confusion matrix. However, the





Figure 4.9: Example images from the scene classification dataset [55].
they get over different random splits of the dataset, or the average results
over a number of trials. We present our best results as well as the average
results we get over 10 random splits.
For each random split of the dataset, we ran our GMM system for four
different choices of the number of components N : 1, 50, 75, and 100. The
relevance factor, τ , was fixed to 60, 5, 2, and 1, respectively. These values
were found in our preliminary experiments by 5-fold cross-validation on the
training sets.
When there was only a single component in our GMM (N = 1), i.e. the
model was a single multidimensional Gaussian, we used a full-covariance ma-
trix. When N > 1, we used diagonal-covariance matrices. There are two
reasons for using diagonal-covariance matrices, both motivated by computa-
tional considerations: (1) It is easier to avoid singularities (in the covariance
matrices) during the GMM training and/or adaptation, and (2) it is much
more efficient in terms of time and memory.
The classification performances of the previous methods and our method
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[55] [57],[59] Our best
per class
gray 100 83.70% - 85.07% (N = 1)
gray 50% - 84.39% [57] 87.38% (N = 1)
color 50% - 86.65% [57], 87.80% [59] 87.87% (N = 1)
version
# train Our average Our average
per class (N = 1) (N = 75)
gray 100 83.89± 0.49% 83.11± 0.75%
gray 50% 86.10± 0.82% 84.70± 0.73%
color 50% 87.13± 0.53% 86.01± 0.72%
are given in Table 4.3. We outperform the previously reported results in
all cases. Interestingly, in almost all experiments, the single full-covariance
Gaussian model (N = 1) outperformed the GMM with multiple components.
Very rarely was the GMM better than the single full-covariance model. We
believe that this situation might be due to three reasons: (1) Since GMM
(N > 1) uses only diagonal-covariance matrices, it only takes into account
the variances of the features, and this will tend to increase the required
number of components, to compensate for the covariances of features. On the
other hand, all the covariance information is captured in the single Gaussian
case. (2) There is no exact similarity measure between two GMMs. The
approximation we used might be degrading the classification performance.
(3) Although we have not tested it statistically, the region properties of a
given image might be truly distributed as a single multidimensional Gaussian.
Other researches also reported that single, full-covariance Gaussian models
give consistently good results, and are sometimes better than a GMM [66, 67].
Figure 4.10 shows a typical confusion matrix for the “color, 50%” version of
the dataset. The most confused two classes are “open country” and “coast”,
which is also the case in previous work [55, 57, 59]. We give a couple of
misclassified images from these classes in Figure 4.11.
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Figure 4.10: Class confusion matrix of our classifier for 8 classes.
Figure 4.11: Misclassified image examples. Images in the upper row belong
to the “coast” class but they were labeled as “opencountry.” Images in the
lower row belong to the “opencountry” class but they were labeled as
“coast.”
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4.4 Discussion and Summary
We presented a set of statistics based on low-level segmentation of natural
images. Based on these statistics, we were able to confirm that dominant
orientations in natural images are horizontal and vertical. We also provided
new findings such as that the number of regions versus photometric scale
follows an exponential distribution, and that there are more regions in the
bottom halves of the images than there are in the upper halves. We proposed
a MRF based model to learn the segmentation statistics and successfully used
this model in image categorization and semantic image segmentation.
Perhaps the main limitation of our model is that it is not a truly generative
model for images; i.e. the model is not able to reconstruct the image. For
this reason, for a class of problems where the output itself is a natural image,
e.g. denoising, inpainting, etc., it is not trivial how to use our model. On the
other hand, we believe that many high-level vision problems might benefit
from the model proposed in this study. We tried to demonstrate this in two
different applications.
We also proposed another method of using the segmentation-based statis-
tics of images for scene classification. To classify a scene image using segmen-
tation based features, we model it in terms of a probability density function,
a Gaussian mixture model (GMM) to be specific, of its region features. This
GMM is fit to the image by adapting a universal GMM which is estimated
so it fits all images. Adaptation is done using a maximum-aposteriori cri-
terion. We use kernelized versions of Bhattacharyya distance to measure
the similarity between two GMMs and support vector machines to perform
classification. Our method outperformed previously reported results on a
publicly available scene classification dataset.
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CHAPTER 5
LEARNING TO MATCH REGIONS FROM
HUMAN PERCEPTION
5.1 Introduction
The correspondence problem, that is, identifying the same physical point
in images taken from different viewpoints, is still a challenging problem in
computational vision. Despite the considerable effort devoted to its solution
[68, 11], available correspondence algorithms fail to deal with a variety of
common real world inputs effectively [69], yet it is quickly and seamlessly
being solved by the human visual system without any conscious effort. The
ability of visual correspondence is central to many cognitive abilities including
depth perception, tracking moving objects, perceiving the 3D structure of
objects, and recognizing objects and scenes among others.
Figure 5.1: A sample stereo image pair from the Middlebury benchmark
dataset [70]. Stereo correspondence is a special case of general
correspondence problem where the corresponding pixels lie in the same row
in both images.
The correspondence problem is an integral part of many computational
vision tasks such as stereo correspondence (see Figure 5.1 for an example),
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N-view correspondence, object tracking, structure from motion, 3D recon-
struction and image stitching. Previous related work can roughly be cat-
egorized into two main groups: (a) correlation-based [68, 70, 71], and (b)
token (i.e. structure) based methods [68, 11]. Correlation-based methods,
which are the most popular correspondence algorithms today, match image
sub-windows using correlation, while token-based methods rely on matches
between extracted image features such as edges, corners, curves, and regions
[68]. Correlation-based methods work well for images of dense texture, which
are taken from relatively close viewpoints under similar illumination condi-
tions. On the other hand, token-based methods do not rely on dense texture
and are quite robust over illumination changes and large viewpoint differ-
ences. However, these methods are limited by the reliability and robustness
of the token extraction algorithms, and this is the primary reason why these
methods have been less popular than the correlation-based methods [68].
Due to the recent progress in automatic image segmentation [2, 72, 43], we
believe that it is worth revisiting the token-based methods where tokens are
regions obtained by segmentation. The segmentation algorithm we proposed
in Chapter 2 is suitable for this purpose because (i) it detects all image
regions regardless of their shapes, sizes and levels of interior homogeneity,
and (ii) we experimentally showed that our algorithm achieves a better and
more reliable segmentation than the other available algorithms (Chapter 3).
At the core of all token-based methods lies an affinity function which either
measures how well two given tokens match, or decides if they match at all.
In this study, tokens refer to image regions obtained by our segmentation
algorithm. Regions can be described by their geometric (shape, size) and
photometric (appearance) cues. In previous token-based methods, weights
were assigned to different cues in an ad-hoc manner [73, 74]. From a psy-
chological point of view, there is abundant evidence that these cues indeed
affect the perceived quality of token correspondence. However, the results
on how significant each cue is to the correspondence, when they are put into
competition, are “far less conclusive” [75].
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Frame 1 Frame 2
Figure 5.2: An example pair of frames for the apparent motion experiment.
The region in Frame 1 is called the target, and the regions in Frame 2 are
called the distracters. Each distracter is dissimilar to the target only in one
cue: the left distracter is similar to the target in shape and size but not in
color; the right distracter is similar to the target in shape and color but not
in size.
5.2 Preliminary Experiments
For the purpose of learning how significant different visual cues are – for
the region correspondence problem – from the human visual system, we de-
signed and experimented with three different methods: (i) apparent motion,
(ii) equating just-noticeable differences, and (iii) binocular fusion. In the
following, we describe these methods, discuss their advantages and disadvan-
tages, and explain why we opted to use the binocular fusion method over
others.
5.2.1 Apparent motion
In this method, we let two different types of visual cue compete with each
other in an apparent motion experiment. Each trial consists of two frames.
In the first, we place a region, called the target, at the center of the frame,
and in the second one we place two other regions, called the distracters, one
to the left of the center, and the other to the right of the center. Example
frames can be found in Figures 5.2 and 5.3. We show these two frames
sequentially to a human subject for a very short amount of time per frame.
We then ask the following question to the subject: “In which direction did
the target region move, left or right?” This question puts the distracters in
competition, and depending on the subject’s answer, we would know that
the target is visually more similar to one of the distracters than the other
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Frame 1 Frame 2
Figure 5.3: Another example pair of frames for the apparent motion
experiment. See the caption of Figure 5.2 for an explanation. In this
particular example, the left distracter is similar to the target in color and
shape but not in size; the right distracter is similar to the target in shape
and size but not in color.
one.
We pick the target region randomly from a large pool of image regions1
obtained from the segmentations of a large number of natural images. After
the target is selected, we search for a distracter which is similar to the target
in all cues but one. For example, the left distracter in Frame 2 of Figure 5.2
is similar to the target (Figure 5.2, Frame 1) in shape and size but different
in color. We pick the other distracter so that it is dissimilar to the target
only in one cue and that cue is not the same as the one for the first distracter.
Continuing the example of Figure 5.2, the distracter on the right (in Frame
2) is similar to the target in color and shape but not in size. In this case, if
the human subject says “left,” then we would have reason to believe that the
perceptual similarity between the target and the left distracter is larger than
that between the target and the right distracter, which can be interpreted
to mean that the magnitude of cue differences between the target and the
left distracter – only color in this case – is smaller than the the magnitude
of cue differences between the target and the right distracter – only size in
this case.
To learn an affinity function on pairs of regions, one needs to collect a large
amount of human subject answers by systematically varying the following
three things:
1In our preliminary experiments, we used the PASCAL VOC 2010 dataset and obtained
around 3 million regions.
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Frame 1 Frame 2
Figure 5.4: An example pair of frames for the apparent motion experiment
with synthetic regions. The left distracter has the same size and shape as
the target, but their colors are different. The right distracter differs from
the target only in size.
1. the target,
2. the cues in which the target and their distracters are different,
3. the magnitude of these cue differences.
Working with real image regions presents a challenge on how to choose
the distracters systematically once a target is fixed. We want the distracter
to be slightly different from the target only in one cue, and since we cannot
produce a real image region synthetically, coming up with a desired distracter
becomes a search problem in the large pool of regions we already have. We
find the closest region to the desired distracter, but this region might still not
be very close to the ideal distracter. For example, the left distracter in Frame
2 of Figure 5.3 is the best region we could find, which is very similar to the
target in color and shape cues, but slightly different in the color cue. Since we
are searching for real regions within a pool, we do not have complete control
on the magnitude of cue differences between the target and its distracters.
This fact was easily noticeable in our preliminary experiments: in almost
all the trials, different human subjects said that they did not see any ap-
parent motion but three different regions. This observation led us to using
synthetic elliptical regions. The advantage of using elliptical regions is that
we have total control of their cues, hence we can synthesize any target or
distracter. An example target-distracter frame pair is given in Figure 5.4.
Instead of using synthetic regions, another option would be to apply certain
transformations to real regions in order to vary its cues to obtain the desired
distracters, but we have not explored this option in this study.
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Figure 5.5: Two sample trials for the just-noticeable differences
experiment. In each picture, there are regions sampled from two different
region populations which differ only in their color cues. The magnitude of
the difference between the populations in the left picture is less than that of
the right picture.
5.2.2 Equating just-noticeable differences
In this method, we detect just-noticeable difference thresholds for each cue
by showing a number of randomly placed elliptical regions sampled from two
different populations. The populations differ statistically by a certain amount
in a particular cue. After displaying the regions to the human subject for a
short time, we ask whether he/she perceived a single population or two. If one
sees two different populations, this means that the cue difference between the
two populations is noticeable. Consequently, we assume that just-noticeable
differences across different cues are perceptually equivalent. Two example
trials for this method can be seen in Figure 5.5.
5.2.3 Binocular fusion
The human visual system is able to sense depth from two slightly different
projections of the physical world onto the retinas of two eyes. If two retinal
images are very different from each other, binocular rivalry occurs where
perception alternates between the left and the right retinal image. When
the retinal images are relatively less different, unstable composites of the
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Left eye’s view Right eye’s view
Figure 5.6: A sample trial for the binocular fusion method. Left eye sees a
target region and a vertical reference bar; right eye sees two distracters and
the same reference bar as in the left view. See text for detailed explanation.
two images might be perceived. In neither case can we sense depth or see a
proper 3D image.
We utilize this binocular fusion ability of the human visual system in our
third method. We put different cues into competition by showing different
images to the left and right eyes. As in the apparent motion method, a target
region is shown to one eye and two distracters are shown to the other eye. If
there is a “match” between the target token and any of the distracters, then
the subject sees a 3D image. The perceived 3D depth depends on which of
the distracters is matched to the target, and therefore the observer’s depth
judgment response tells us which cue is preferred.
Figure 5.6 shows an example trial. The left eye sees a target region, and a
vertical bar which is used as a reference for depth perception. The right eye
sees two distracters and the same reference bar as in the left view. As in the
apparent motion experiment, the two distracters are dissimilar to the target
in different visual cues. The distracter on the left has the same shape and
size as the target but slightly different color, whereas the distracter on the
right has the same color and size as the target but a slightly different shape,
i.e. aspect ratio.
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The vertical reference bar is at the same location in both views to ensure
perfect fusion in the subject’s visual system. However, the distracters are
located in such a way that they have opposing signs of disparity values.
Depending on which of the two distracters fuse with the target, the subject
would see the target either in front of the bar or behind it. For the particular
example of Figure 5.6, the left distracter is on the left of the reference bar,
so it has a negative disparity. If the left distracter fuses with the target, then
the subject would see that the target region is behind the bar, whereas if the
right distracter fuses with the target, it would be seen as it is in front of the
bar.
Nice as it may sound, this idea did not work as well in practice. We did
preliminary experiments with different human subjects using many target
regions, and the consensus among subjects was that they did not see a stable
fused region; however, they saw the reference bar as stable and having clear,
sharp boundaries. The target and one of the competing distracters did not
“fuse” as we expected; rather, an unstable composite image with unclear
boundaries was seen by the subjects. We believe that this is due to the
following two reasons: (i) the distracters are too close to each other, and (ii)
both distracters are very similar to the target. One can think that placing the
distracters farther away from each other and making them less similar to the
target would solve these problems, but doing so would actually make fusion
even more difficult because of the increased spatial and visual disparity.
We explored another binocular fusion based method, which is similar to the
just-noticeable differences idea presented in Section 5.2.2. In this method,
we show a target to one eye, and a distracter to the other eye. Then we ask
whether the subject sees a stable region with clear and sharp boundaries. By
systematically varying the difference between the target and the distracter,
we are able to quantify the boundary between “fusion” and “non-fusion.”
After a few iterations of designing the method, we converged on the fol-
lowing. We display many copies of the target region to one of the eyes, and
a succession of distracters, where the amount of visual difference increases
as you go from left to right, is displayed to the other eye. Then we ask the
subject to move a vertical bar between the regions, and put it in such a place
so that the regions to the left of the bar fuse and the ones to the right of it
do not.
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A sample pair of views is given in Figure 5.7. In the left eye’s view,
there are 10 exact copies of the target region. In the right eye’s view, there
are 10 distracters having the same color and size as the target but becoming
increasingly dissimilar to the target in the shape cue, from left to right. There
is a vertical bar at the bottom of the display, which can be moved to the
left and right by the observing subject. There are also on-screen instructions
which are placed on top of the regions. The task for the subject is to place the
bar in between two of the 10 regions so that the regions to the left of the bar
fuse; that is, they have stable images with clear boundaries, and the regions
to the right do not fuse. By analogy with the just-noticeable differences
method, we call this particular method as “just-fusable-differences.”
For all the binocular fusion related experiments, we used a head-mounted
display device2 as seen in Figure 5.8.
While prototyping interfaces for the head-mounted display, we worked with
the anaglyphic versions of the same stereo image pairs for quick development.
Figure 5.9 presents the red-cyan anaglyphic version of the stereo pair given
in Figure 5.6. We include a quick tutorial about creating anaglyphic images
from stereo pairs in Appendix B.
5.2.4 Discussion of the preliminary experiments
Apparent motion method, when compared to the other two methods, has
the advantage of letting us learn an affinity function directly from the sub-
ject responses without any further assumption (see Appendix A). This is
possible because different cues are directly put into competition, whereas in
the other two methods, we need to make further assumptions such as that
just-noticeable differences for different cues are perceptually equivalent. De-
spite this advantage, the apparent motion method was the least consistent
one when we look at the variance of different human subject answers for the
same trial. For both the apparent motion method and the just-noticeable
differences method, the common feedback from the human subjects was that
most of the time they needed to think before answering, and some even said
they tried to remember how they replied in a similar previous trial in order
2Model “5DT HMD 800” from Virtual Realities (http://www.vrealities.com/5dt.html).
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(a) Left eye’s view
(b) Right eye’s view
Figure 5.7: A sample stereo pair for the binocular fusion method. Left eye
sees multiple copies of the target region, while the right eye sees
corresponding distracters which are increasingly dissimiar in shape to the
target. The subject is expected to place the vertical bar in between the
fused and non-fused regions. A stereo pair of regions is said to be fused if
they are perceived as a stable image with clear and sharp boundaries.
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Figure 5.8: The head-mounted display device we used in our experiments.
Figure 5.9: Red-cyan anaglyphic version of the pair given in Figure 5.6.
to be consistent in their answers. This feedback suggests that the two meth-
ods are cognitively more demanding than just establishing correspondence
since correspondence occurs automatically without any conscious effort in
our visual systems.
Among all three methods, subject responses were the most consistent (i.e.
least variance) for the binocular fusion method. Furthermore, subjects said
that this method did not require any “thinking” or “remembering” as did
the first two methods; hence they were more confident in their responses,
which explains the relatively less variance. However, they mentioned that
some attention is needed to decide if the region boundaries are clear and
sharp enough.
Completing the whole experiment involves systematically varying the tar-
gets and their distracters, and collecting responses from a pool of human
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subjects. Due to the time and human costs, we could run only one of the
three methods into completion, and based on the observations above, we
opted to continue with the binocular fusion method.
5.3 Binocular Fusion Experiment
In this section we describe the complete binocular fusion experiment in detail.
As mentioned in the previous sections, we used the “just-fusable-differences”
method with synthetic elliptical regions. An elliptical region can be fully
described by its three properties, or cues: size, color (grayscale), and shape.
Size is expressed in the number of pixels. Color is a scalar between 0 (for
black) and 1 (for white) since we restrict ourselves to homogeneous-color
grayscale regions for simplicity. Shape is described in terms of aspect ratio
which is the ratio of the length of the major axis to the length of the minor
axis.
In the following sections, we describe how we systematically varied the
targets, and their corresponding distracters.
5.3.1 Choosing the target regions
We do not know a priori whether the region affinity function that we want to
estimate depends on the absolute locations of its input regions in the three
dimensional cue space, and we do not want to make such assumptions without
having a reason to believe so. Therefore, we sample target points from the cue
space uniformly. The more points we use, the better. However, each target
point adds to the time and human cost of the whole experiment. We sampled
3 points at equal intervals from each dimension: color ∈ {0.3, 0.5, 0.7}, shape
∈ {1, 4, 7}, and size ∈ {4000, 6000, 8000}, thereby obtaining a total of 27
target regions from the resulting 3x3 grid.
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5.3.2 Creating distracters from target regions
For each target point, we create a set of distracters by varying its cues in
the following way. Let p = (pcolor, psize, pshape) be a target region, and let us
create its positive color-distracters, which is the set of distracters whose size
and shape are the same as p but whose color values are larger than p:
Q+color = {(qcolor(c), qsize, qshape) | qsize = psize, qshape = pshape, c = 0, 1, . . . , N−1},
(5.1)
where






N is the number of distracters that are simultaneously displayed on a trial
(see Figure 5.7 for a sample trial screen), which is 10 in our experiments. The
values ∆min,+color and ∆
max,+
color are determined in such a way that a difference of
∆min,+color does not prevent p and q from fusing, and a difference of ∆
max,+
color is
large enough to make sure that p and q do not fuse. These minimum and
maximum delta values are determined per target per cue by doing preliminary
experiments with two human subjects.
For each target point, there are 6 distracter sets in total (3 different cues,
and 2 signs) which makes 27x6 = 162 trial screens in total.
5.3.3 The experiment
Each human subject was required to give responses to trials for approximately
50 minutes. We divided this session into 3 rounds where each round included
distracters of only a single cue. Before each round, there was a training
phase where the subject had to make 5 correct decisions in a row. In each
round, the order of trials was random, and each trial was asked 3 times to
the subject. The set of instructions we gave to the subjects before a session
started can be found in Appendix C.
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5.3.4 Collected data
As explained in Section 5.2.3, human subjects respond to trials by placing
the vertical bar in between the fusing and non-fusing regions. Therefore, each
response is actually an evidence of a boundary between fusion and non-fusion
for a certain cue.
We collected data from 28 human subjects, and made histograms of their
responses. These histograms are given in Figures 5.10, 5.11, 5.12. In each fig-
ure, there are two color-coded matrices where columns are for ∆cue value-bins
and each row is a histogram for a certain group of targets. We organized the
responses in these rows to see whether the fusion versus non-fusion bound-
aries depend on where the targets are actually located in the visual-cue space.
We see that the responses concentrate on a range of values. For exam-
ple, the normalized3 ∆size values appear to be accumulated at and around
0.35 (Figure 5.10) regardless of target’s cues. Similarly, normalized ∆shape is
concentrated around 0.28 (Figure 5.11). While color responses for the set of
positive color-distracters, Q+color, group around 0.3 (Figure 5.12 top image),
the ∆−color values (Figure 5.12 bottom image) do not seem to be following this
pattern.
5.3.5 Learning a similarity function between two regions
We assume that fusibility thresholds, that is the boundary between the fusion
versus non-fusion, across different cues are perceptually equivalent. To be
specific, for a target ellipse p = (pcolor, psize, pshape), a distracter q with cues
(pcolor + ∆color, psize, pshape) and another distracter r with cues (pcolor, psize +
∆size, pshape) are at perceptually equal distances to p. Here, ∆color and ∆size
represent the just-fusable-difference thresholds, or fusion versus non-fusion
boundary values, for color and size cues, respectively.
We further assume that the perceptual similarity is a linear combination
of perceptual similarities across different features. That is, for two regions p1
and p2 with cues (c1, a1, s1) and (c2, a2, s2) where c is for color, a is for size
(area), and s is for shape, a dissimilarity function F can be defined as:
3Actual delta value is divided by the cue value of the target.
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Figure 5.10: Histograms of subject responses to the size distracter trials.
Each column corresponds to a ∆size value, and each row is a histogram of
responses corresponding to a group of targets. For example, the first row
denoted by “A=4000” corresponds to all the targets having a size of 4000
pixels (A stands for area, B is brightness, and S is shape).
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Figure 5.11: Histograms of subject responses to the size distracter trials.
Each column corresponds to a ∆shape value, and each row is a histogram of
responses corresponding to a group of targets. See Figure 5.10 caption for
more detail.
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Figure 5.12: Histograms of subject responses to the size distracter trials.
Each column corresponds to a ∆color value, and each row is a histogram of
responses corresponding to a group of targets. See Figure 5.10 caption for
more detail.
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F (p1, p2) = |c1 − c2|∆color + |a1 − a2|∆area + |s1 − s2|∆shape. (5.3)
The fusibility thresholds above are learned from the collected data. A
straightforward way to do it is to assume that these threshold values are
constant and do not depend on the cues of either p1 or p2. A more accurate
thing to do is to assume a model for the dependency of fusibility thresholds
to the cues of p1. Then function F becomes:
F (p1 → p2) = |c1 − c2|∆color(c1, a1, s1) + |a1 − a2|∆area(c1, a1, s1)
+|s1 − s2|∆shape(c1, a1, s1).
(5.4)
Note that function F is no longer a symmetric function. We assumed a
linear model for the fusibility thresholds and obtained the following functions
by fitting the model to the collected data:
∆color(c, a, s) = 1.404 + 0.000a− 1.627c+ 0.006s, (5.5)
∆area(c, a, s) = 0.298− 0.000a+ 0.305c− 0.005s, (5.6)
∆shape(c, a, s) = 0.309− 0.000a+ 0.198c− 0.008s. (5.7)
5.4 Results and Discussion
We evaluate the learned dissimilarity function F in a region matching task
where we detect regions by our segmentation algorithm (presented in Chapter
2). Region are described by three cues: size, average grayscale color and the
aspect ratio of the ellipse that has the same second moments as the region.
We utilize readily available stereo datasets as ground-truth for region
matching. In a stereo dataset, a pair of images (L, R) is given along with
92
Figure 5.13: Matched regions for a given threshold T.
its disparity map (D). We first segment the two images L and R separately.
Then, for each region l1 in L, using the learned dissimilarity function, we
search for the best matching region r1 among the regions of R within a cer-
tain bounding-box centered around l1. Using the disparity map D, we find
the ground-truth match of l1, g(l1), in R. The quality of match between l1
and r1 could be quantified with the intersection-over-union of r1 and g(l1).
To compute overall matching quality, we threshold the dissimilarity values
returned by the learned dissimilarity function. Given a threshold T, dis-
similarities less than T are considered to be matches and we compute the
precision and recall corresponding to T as follows:
recall =
# of matches pixels
# of pixels in L
(5.8)
precision =
# of matches pixels
# of retrieved pixels in R
. (5.9)
This matching process is illustrated in Figures 5.13 and 5.14.
We use the stereo pairs and their provided ground-truth disparity maps
from the Middlebury dataset [70] to evaluate the performance of the dissimi-
larity function we learned in the previous section. Sample region matches for
the “Middlebury1” pair are given in Figure 5.15. Figure 5.16 gives sample
matches for the “monopoly” pair.
We give the precision-recall plots for Middlebury1, monopoly, baby1, baby2,
and rocks2 stereo pairs in Figures 5.17, 5.18, and 5.19. Within those plots,
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Figure 5.14: “Matched pixels” are the pixels that are at the intersection of
r1, which is l1’s best match with respect to the learned dissimilarity
function, and g(l1), l1’s ground-truth match which is computed by using the
disparity map.
we also report the performance of uniform fusibility weights, that is ∆color =
∆area = ∆shape = some positive constant, when used in Equation (5.4), in-
stead of the learned ones (Equations (5.5), (5.6), (5.7)).
From the precision-recall plots in Figures 5.17, 5.18, 5.19, one can conclude
that using the learned weights, instead of uniform weights, does not make a
significant difference. This is probably because there are not many correspon-
dence contenders within the search space of a region, which is something to
be expected from a structure-based method. The fact that region matching
quality does not seem to be sensitive to the values of the weights is actu-
ally good news because we are using very simple cue descriptors (brightness
for appearance, aspect ratio for shape, and size), and the number of cor-
respondence contenders should decrease as the region descriptors get more
complicated. Finally, it should be noted that describing a real image region
by three simple descriptors – as we did in our experiments – is a very na¨ıve
thing to do, and how to utilize the learned perceptual distance function for
(and generalize it to) real image regions, or how to re-design the experiment
(especially the data collection part), for real image regions, remain to be
investigated.
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Figure 5.15: Sample region matches from the Middlebury1 stereo pair.
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Figure 5.16: Sample region matches from the monopoly stereo pair.
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Figure 5.17: Precision-recall plot of region-match quality by the learned
cue weights (denoted as “perceptual”) and uniform weights, for the
Middlebury1 (top) and the baby1 (bottom) stereo pairs.
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Figure 5.18: Precision-recall plot of region-match quality by the learned
cue weights (denoted as “perceptual”) and uniform weights, for the
baby2(top) and rocks2 (bottom) stereo pairs.
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Figure 5.19: Precision-recall plot of region-match quality by the learned







Multiple instance learning (MIL) can be viewed as a weakly supervised learn-
ing problem where a set of bags, each containing an arbitrary number of
instances, are labeled while the labels of the instances in each bag remain
unknown. In a typical two-class MIL setting, a negative bag contains in-
stances that are all labeled negative, while a positive bag contains at least one
instance labeled positive. This learning problem manifests itself in numer-
ous fields, especially those related to computer vision applications including
content-based image retrieval, image classification, object detection, etc. In
such applications, an image or a video is seen as a bag of instances where
only a subset of them are meaningful for the given task, e.g. class discrimi-
nation. Instances can be interest points, patches or segments, depending on
the application, and the size of the meaningful subset of instances is usually
small compared to the number of instances a bag typically contains. While
the main goal of MIL algorithms is to produce bag-level labels, there are
methods that predict labels for the instances as well.
MIL algorithms are useful when labeling each and every instance is expen-
sive. A typical example problem is image categorization where the category
of the image is determined based on whether it contains an object (or mul-
tiple objects) of a certain object class. Labeling the objects would mean
marking all occurrences of objects, which is time-consuming and difficult
compared to just saying that an image belongs to a class. Another example
would be action recognition from videos. It is very easy to label a whole
sequence compared to labeling the spatio-temporal objects that are relevant
to the action. In this sense, many visual recognition problems are inherently
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MIL problems.
In this chapter, we first review the related MIL work in the literature.
Then, we propose a new MIL algorithm, which we call “multiple instance
selection boosting,” or MIS-Boost for short. We conclude the chapter after
presenting our experiments to evaluate the performance of MIS-Boost on
several standard datasets, and compare it to the other MIL methods as well.
6.2 Related Work
During the past two decades, many MIL methods have been proposed with
a significant interest in MIL emerging in recent years especially within the
machine learning and vision communities. The work in [76] is one of the
earliest papers that address the MIL problem, whereby it was cast in the
framework of recognizing hand-written numerals. Over the next 20 years,
MIL literature has abounded with algorithms that differ in two main respects:
(1) the level at which the labeling is determined: instance-level (bottom-up)
or bag-level (top-down) and (2) the type of data modeling assumed, i.e.
generative vs. discriminative.
(1). Bottom-up vs. Top-down: While most MIL approaches address
the problem of predicting the class of a bag directly without inferring the
labels of the instances that belong to this bag, some approaches use max
margin techniques to do this inference [77, 78, 79]. The latter approaches
exploit the fact that the instances of negative bags have negative labels (−1)
and at least one instance in each positive bag has a positive label (+1). For
example, a MIL version of SVM is proposed in [77], where the traditional
SVM optimization problem is transformed into a mixed-integer program and
subsequently solved by alternating between solving a traditional SVM prob-
lem and heuristically choosing the positive instances for each positive bag.
(2). Generative vs. Discriminative: Some MIL approaches are genera-
tive in nature, since they assume that the underlying instances conform to a
certain structure. An early generative approach is based on finding an opti-
mal hyper-rectangle discriminant in the instance space [80]. Other prominent
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generative MIL approaches are based on the notion of diverse density (DD)
[81]. These approaches seek a “concept” instance1 that is close to at least
one instance of each positive bag and far away from all the instances in the
negative bags. In other words, a concept instance is a vector in instance
space that best describes the positive bags and discriminates them from the
negative bags. The existence of such a concept assumes that positive in-
stances are compactly clustered and well separated from negative instances.
Such an assumption is strict and does not always hold in natural data, which
tends to be multi-modal. DD-based MIL approaches compute this optimal
concept by formulating the problem in a maximum likelihood framework us-
ing a noisy-OR model of the likelihood. Improvements on the original DD
formulation have been made, where the EM algorithm is used to find the
concept instance in [82] and multiple concepts are estimated in [83]. More-
over, standard supervised learning techniques, such as kNN, linear and kernel
SVM, AdaBoost, and Random Forests, have been adapted to the MIL prob-
lem, thus leading to citation kNN [84], MI-kernel [85], MIGraph/miGraph
[86], mi/MI/DD-SVM [77, 87], MI-Boost [88], MI-Winnow [89], MI logistic
regression [90], and most recently MIForests [91]. Furthermore, some MIL
approaches actively seek instances in the training set (denoted prototypes)
that carry discriminative power between the positive and negative classes. In
what follows, we will denote these as instance selection MIL methods. Such
approaches transform the original feature space into another space defined
by the selected prototypes (e.g. using bag-to-instance similarities) and sub-
sequently apply standard supervised learning techniques in the new space.
In [92], all training instances are selected to be prototypes, while only one
instance per bag is systematically initialized, greedily updated, and selected
in [93, 94].
6.2.1 Overview of our approach
Our proposed instance selection method (dubbed Multiple Instance Selec-
tion Boost or MIS-Boost) is inspired by the instance selection MIL methods
mentioned above (e.g. MILES [92, 95] and MILIS [94]) and the MI-Boost
algorithm in [88]. It was hinted earlier that instance selection MIL methods
1This instance does not have to be one of the instances in the training set.
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comprise two fundamental stages. (i) In the representation stage, the origi-
nal training instances are represented in a new feature space determined by
the selected prototypes. (ii) In the classification stage, a supervised learning
technique is used to build a classifier in the new feature space to optimize a
given classification cost. Most of these methods treat the two stages inde-
pendently and sequentially, in such a way that representation (i.e. prototype
selection) is unaffected by class label distribution. Here, MILIS is an excep-
tion, since it iteratively selects prototypes from the training set to minimize
classification cost. This selection is further restricted, since only one proto-
type is selected per training bag. We consider this to be a restriction because
we believe that the prototype selection process should be data dependent.
For example, in the case of image classification, some “simple” object classes
(e.g. airplane) may yield a smaller number of prototypes than other more
“complex” classes (e.g. bicycle).
As compared to previous methods, prototypes selected by MIS-Boost do
not necessarily belong to the given training set and the number of these pro-
totypes is not predefined, since they are determined in a data-driven fashion.
Since the search space for prototype instances is no longer limited, more
discriminative and possibly fewer prototypes can be learned. This learning
process directly involves minimization of the final classification cost. As such,
MIS-Boost learns a new representation based on the estimated prototypes,
in a boosting framework. This leads to an iterative algorithm, which learns
prototype-based base classifiers that are linearly combined. At each itera-
tion of MIS-Boost, a prototype is learned so that it maximally discriminates
between the positive and negative bags, which are themselves weighted ac-
cording to how well they were discriminated in earlier iterations. The number
of prototypes is determined in a data-driven way by cross-validation. Experi-
ments on benchmark datasets show that MIS-Boost achieves state-of-the-art
performance. When applied to image classification, MIS-Boost selects pro-




Given a training set T = {(B1, y1), (B2, y2), . . . , (BN , yN)} where yi ∈ {−1,+1}
∀i, Bi represents the ith bag and yi its label, our goal is to learn a bag-
classifier F : B → {−1,+1}. Each bag consists of an arbitrary number of
instances. The number of instances in the ith bag is denoted by ni, so we have
Bi = {~xi1, ~xi2, . . . , ~xini}. Each instance ~xij lives in a D-dimensional feature
space, ~xij ∈ RD ∀i, j.
Although the algorithm we propose below is a general purpose multiple
instance learning algorithm, for illustration purposes, we will describe it in
an image classification context where a bag correspond to an image, and
instances within a bag corresponds to the regions obtained from the corre-
sponding image. We assume that ground-truth bag labels are given based on
the existence of instance(s) of a certain object class. A good example for such
a scenario is the image categorization track of PASCAL VOC datasets where,
for example, an image is labeled with “airplane” if that image contains an
airplane.
We propose the following additive model as our bag classification function:







where each fm(B), called a base classifier, is associated with a prototype
instance ~pm ∈ RD. The function fm : B → [−1, 1] is also a bag classifier, like
F , but it returns a score in between −1 and 1 which quantifies the “existence”
of the prototype instance, ~pm, within the bag B. The “existence” of ~pm within
bag Bi is the distance from ~pm to the closest region to ~pm within Bi, that is:
D(~pm, B) = min
j
(d(~pm, ~xij)) , (6.2)
where d(·, ·) is a distance function, for which we use the Euclidean dis-
tance, between two instances, i.e. region feature vectors. We call D(·, ·)
the instance-to-bag distance function. Here, we note that this instance-to-
bag distance is used in other instance selection MIL methods (e.g. MILES
and MILIS); however, the prototype ~pm in these methods is restricted to a
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discrete subset of the training samples. By removing this restriction on ~pm
and allowing it to take arbitrary values in RD, more discriminative and pos-
sibly fewer prototypes need to be learned. The function fm(·) computes the
instance-to-bag distances first, and classifies the bags using these distances.
Although fm(·) can take any suitable form, we opt to use the simple scaled






Since F is an additive model, boosting can be used to learn it [96]. Among
the many variants of boosting, we choose to use Gentle-AdaBoost for its
numerical stability properties [96]. We give the Gentle AdaBoost algorithm
in Table 6.1 for completeness.
Table 6.1: Pseudo-code for Gentle-AdaBoost algorithm.
Gentle AdaBoost
Input: Training set {(B1, y1), (B2, y2), . . . , (BN , yN)}, number of weak learn-
ers M
Output: Classifier F (x)
Weights wi ← 1/N for i = 1, 2, . . . , N , and F (x) = 0.
for m = 1, 2, . . . ,M do




wi(yi − fm(Bi))2, (6.4)
Update F (x)← F (x) + fm(x),









6.3.2 Learning base classifier fm(·)
The interesting bit of the algorithm given in Table 6.1 is the step where














Here, wi is the weight of the i
th bag at the current iteration. The main diffi-
culty in optimizing the cost function above is the fact that the instance-to-bag
distance term D(~pm, B) involves the non-differentiable “min” function. It is
this same function that forces other instance selection methods (e.g. MILES
and MILIS) to restrict the prototype search space to a subset of the training
samples. For example, MILES considers all training samples as valid proto-
types, thus, making learning the classifier (`1 SVM) significantly computa-
tionally expensive. On the other hand, MILIS takes a brute-force approach
to prototype selection by greedily choosing one instance from each training
bag as a valid prototype. Although selection is done so that an overall clas-
sification cost is iteratively reduced, this selection strategy highly restricts
the feasible prototype space. To alleviate the problem of non-differentiability
in our formulation, we replace “min” in D(~pm, Bi) with a differentiable ap-
proximation (known as “soft-min”) to form the soft-instance-to-bag distance
D˜(~pm, Bi):











α is a large positive constant. We give a definition of the soft-minimum












Replacing D(~pm, B) with D˜(~pm, B) makes the cost (6.8) differentiable, al-
lowing for gradient descent optimization. However, it is not a convex cost
function, so we will suffer from getting stuck into local minima. As a remedy
for this, we propose to do multiple starts, each time initializing ~pm with a
different value. Preferably, these initialization points should be sampled from
entire the instance feature. For this purpose, we cluster all the instances us-
ing the k-means algorithm, and use the cluster centers as initialization points
for ~pm.
We minimize the cost in (6.8) using coordinate-descent. We start by ini-
tializing ~pm to a cluster center, and optimize over the β0, β1 parameters.
Then, we fix these β’s and optimize over ~pm. We iterate this procedure until
convergence; that is, the difference between successive errors becomes smaller
than a given threshold. We give the algorithm to learn a weak classifier in
Table 6.2, and gradient of the cost function in Appendix E.
6.3.3 Determining the number of weak learners
As the number of base classifiers increases, Gentle-AdaBoost tends to overfit
on the training data. In order to prevent this and determine the number of
base classifiers automatically, we perform 4-fold cross validation, whereby we
randomly split the training data into 4 equal-size pieces and use 3 pieces for
training and the rest for validation. We run the algorithm for a large number
of base classifiers and pick the number which gives the least classification
error on the validation set. We give the pseudo-code of MIS-Boost in Table
6.3.
6.4 Experiments
In this section, we evaluate the performance of MIS-Boost on five different
MIL benchmark datasets and two COREL image classification datasets. We
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Table 6.2: Pseudo-code for learning a weak classifier.
Learning fm
Input: Training set {(B1, y1), (B2, y2), . . . , (BN , yN)}, Weights wi, i =
1, 2, . . . , N , cluster centers {~c1,~c2, . . . ,~cK}, and error tolerance Tol.
Output: Weak classifier fm(x)
// Initialize ~pm to each cluster center




1)← arg min ε˜m|(~pm=~p0m) {Fix ~pm and minimize over β’s}
error(0) ← ε˜m(~p0m, β00 , β01)
t← 0
while |error(t) − error(t− 1)| ≥ Tol do
t← t+ 1
~ptm ← arg min~pm ε˜m|(β0=βt−10 ,β1=βt−11 ) {Fix β’s and minimize over ~pm}
(βt0, β
t
1)← arg min ε˜m|(~pm=~pt−1m )






1) with the least error so far
end for
Set (~pm, β0, β1)← (~p∗m, β∗0 , β∗1), and output fm
Table 6.3: Pseudo-code for the MIS-Boost algorithm.
MIS-Boost
Input: Training set {(B1, y1), (B2, y2), . . . , (BN , yN)}, maximum number of
weak learners M , number of clusters K
Output: Classifier F (x)
Cluster all instances, ~xij, i = 1, 2, . . . , N ; j = ni, into K clusters.
Cluster centers are {~c1,~c2, . . . ,~cK}.
Split the training set into train-set and validation-set.
Weights wi ← 1/N for i = 1, 2, . . . , N , and F (x) = 0.
for m = 1, 2, . . . ,M do
Learn a weak classifier fm that using the algorithm given in Table 6.2.
Update F (x)← F (x) + fm(x),
Update wi ← wie−yifm(Bi) and normalize weights so that
∑
wi = 1.
Evaluate F (x) on the validation-set, compute validation-error(m).
end for
M ← arg minm (validation-error)





compare our performance to those of the most recent and state-of-the-art
MIL methods available for each dataset. In another experiment, we use
MIS-Boost in a large-scale image classification task and visualize samples of
the instances that are closest to the learned prototype(s). The results of this
experiment suggest that the learned prototypes are not only discriminative
but also visually meaningful; that is, they are similar to the parts of image
that are relevant for classification.
6.4.1 Benchmark MIL datasets
The drug activity prediction datasets, “Musk1” and “Musk2” described in
[80], and the image datasets, “Elephant”, “Fox”, “Tiger” introduced in [77]
have been widely used and have become standard benchmark datasets for
MIL methods. For each dataset, we perform 10-fold cross validation and
report the average per-fold test classification accuracy. This is the standard
way of reporting results on these datasets. In all our experiments in this
section and the two following sections, we set the number of clusters K = 100,
and the maximum number of base learners, or prototypes, to M = 100.
We report our results in Table 6.4, where we list the results of the most
recent and state-of-the-art MIL methods. To the best of our knowledge, this
table gives the most comprehensive comparison between MIL methods on the
benchmark datasets. Clearly, MIS-Boost outperforms other methods in all
datasets except the “Tiger” class. There, we have the second best accuracy
with only a 0.5% difference with the top performing method, miGraph [86].
Among all the methods in Table 6.4, MIS-Boost is the most similar to MILES
and MILIS, as they are also instance-selection-based methods. Except on
“Musk1”, our algorithm significantly outperforms these two methods. We
believe that this improvement is largely due to the fact that our method, in
contrast to MILES and MILIS, does not restrict the prototypes to a subset
of the training instances, as we discussed in Section 6.3.2.
Classification accuracies on train, test, and validation sets are given for
a sample run of MIS-Boost in Figure 6.1. The best performance on the
validation set is obtained at 4 weak learners, which shows the efficiency of
our instance selection approach. In fact, using only 2 weak learners we get
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Table 6.4: Percent classification accuracies of MIL algorithms on
benchmark MIL datasets. Best results are marked in bold fonts.
Method Musk1 Musk2 Elephant Fox Tiger
MIS-Boost 90.3 94.4 89.0 80.0 85.5
MIForest[91] 85 82 84 64 82
MIGraph[86] 90.0 90.0 85.1 61.2 81.9
miGraph[86] 88.9 90.3 86.8 61.6 86.0
MILBoost[88] 71 61 73 58 58
EM-DD[82] 84.8 84.9 78.3 56.1 72.1
DD[87] 88.0 84.0 N/A N/A N/A
MI-SVM[77] 77.9 84.3 81.4 59.4 84.0
mi-SVM[77] 87.4 83.6 82.0 58.2 78.9
MILES[92] 88 83 81 62 80
MILIS[94] 88 83 81 62 80
MI-Kernel[85] 88 89 84 60 84
AW-SVM[97] 86 84 82 64 83
AL-SVM[97] 86 83 79 63 78
MissSVM[79] 87.6 80.0 N/A N/A N/A
a test-set performance of 100%. The classification accuracy on the test-
set using 4 weak learners is 88.9%. As more weak learners are added, the
performance on the train set reaches up to 100%, while the performance on
the validation and test sets does not improve.
6.4.2 COREL dataset
The COREL-2000 image classification dataset [92] contains 2000 images in
20 classes. COREL-1000 is just a subset of this dataset, which contains the
first 10 classes. We use the same features and experimental settings as in [92],
and train one-vs.-all MIS-Boost classifiers to deal with the multiclass case.
The results of MIS-Boost and three most recent, state-of-the-art methods
are given in Table 6.5. Our method outperforms the other methods on both
datasets. To illustrate the data-driven nature of our algorithm, we give the
number of prototypes learned per class in Figure 6.2.
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Figure 6.1: A sample run of MIS-Boost on the musk1 dataset. Note that
the best validation accuracy is obtained at 4 weak learners where the
test-set classification accuracy is 88.9%. Adding further weak learners does
not improve the performance on either the validation-set nor the test-set.











































Figure 6.2: Number of base learners, or prototypes, per class as determined
by MIS-Boost on the COREL-2000 dataset.
6.4.3 PASCAL VOC 2007
The image categorization task of PASCAL VOC is inherently a MIL problem
since the label of an image indicates the existence of at least one object of
that label class within the image. However, to the best of our knowledge, no
MIL results have been reported on this dataset. This is probably because of
the large number of images (104) it contains. If we assume that each image
has a few hundred instances, then the total number of instances is in the
order of millions. Instance selection based methods like MILES would easily
run into memory problems. In this section, we evaluate the performance
of MIS-Boost on this large-scale image classification dataset, and visualize
the selected instances, i.e. those instances that are closest to the learned
prototypes, to see if they overlap with the object(s) of interest. To this end,
we run MIS-Boost on three selected classes from the dataset, “aeroplane”,
“bicycle”, and “tvmonitor”.
To decide what type of instances (or features) to use, we did preliminary
experiments with SIFT keypoint/descriptors [98] and regions obtained by
the segmentation algorithm [43]. Regions gave better results (0.55 average-
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precision (AP))2 than the SIFT descriptors (0.38 AP) on the “aeroplane”
class, so we decided to use regions.
This dataset is not only huge but also unbalanced. The “aeroplane” class
has 442 positive vs. 9518 negative; the “bicycle” class has 482 positive vs.
9458 negative; and “tvmonitor” has 485 positive vs. 9429 negative images
(bags). This imbalance makes finding discriminative instances in the positive
bags, among the clutter from the relatively large number of negative bags,
quite challenging.
MIS-Boost yields an average-precision (AP) score of 0.55 for the “aero-
plane” class. This score is significantly below the state-of-the-art (e.g. 0.76
in [99]) on that dataset. We believe that this discrepancy is largely due to
the fact that MIL methods do not model the context (or the background),
while [99] and other similar approaches do so. Although the MIL approach
seems to be the most appropriate one for the PASCAL dataset (given how the
ground-truth is formed), these results suggest that the context/background
information is highly discriminative. Another reason for the discrepancy
might be the instance features we use; namely, the segmentation might fail
to capture the object or its parts. MIS-Boost yields an AP of 0.28 on “bicy-
cle” (compared to 0.65 in [99]) and 0.36 on “tvmonitor” (compared to 0.52
in [99]).
Next, we visualize the selected instances in each image that are closest to
the learned prototypes. Figure 6.3 gives examples of true positives from the
aeroplane class. On each image, we show the top three instances, i.e. re-
gions, that are closest to the top 3 prototypes learned by MIS-Boost. These
regions make the highest contribution to the correct classification of their im-
ages. Similarly, Figure 6.4 and Figure 6.5 present the same for the “bicycle”
and “tvmonitor” classes, respectively. As one can observe from the images,
the most discriminative regions usually overlap with the object of interest.
Occasionally, some wrong instances are selected as shown in the lower-left
and lower-right images of Figure 6.5. Apparently, the “tvmonitor” classifier
learned square-shaped or frame-shaped prototypes, and the window in the
lower-left image and the door in the lower-right image are good selections for
this prototype.
2This is the standard performance measure used in PASCAL VOC.
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Figure 6.3: Example true positives from the “aeroplane” class (i.e. these
images contain at least one instance of aeroplane). On each image, the
three regions that are most similar to the top three prototypes learned by
MIS-Boost are shown with yellow boundaries. (Best viewed in color.)
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Figure 6.4: Example true positives from the “bicycle” class. See caption of
Figure 6.3 for an explanation of the yellow boundaries. (Best viewed in
color.)
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Figure 6.5: Example true positives from the “tvmonitor” class. See caption
of Figure 6.3 for an explanation of the yellow boundaries. (Best viewed in
color.)
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Figure 6.6: Example false positive predictions by MIS-Boost or the
“aeroplane” class. On each image, we show with red boundaries the region
closest to the first prototype learned by MIS-Boost.
We also give some false-positive prediction examples for the “aeroplane”
class in Figure 6.6. The regions that are most similar to the first prototype
learned by MIS-Boost are visually similar to the regions marked for true
positive predictions given in Figure 6.3.
6.5 Summary
We presented a new multiple instance learning (MIL) method that learns dis-
criminative instance prototypes by explicit instance selection in a boosting
framework. We argued that the following three design choices and/or as-
sumptions restrict the capacity of a MIL method: (i) treating the prototype
learning/choosing step and learning the final bag classifier independently, (ii)
restricting the prototypes to a discrete set of instances from the training set,
and (iii) restricting the number of selected-instances per bag. Our method,
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MIS-Boost, overcomes all three restrictions by learning prototype-based base
classifiers that are linearly boosted. At each iteration of MIS-Boost, a proto-
type is learned so that it maximally discriminates between the positive and
negative bags, which are themselves weighted according to how well they were
discriminated in earlier iterations. The number of total prototypes and the
number of selected-instances per bag are determined in a completely data-
driven way. We showed that our method outperforms state-of-the-art MIL
methods on a number of benchmark datasets. We also applied MIS-Boost
to large-scale image classification, where we showed that the automatically




We presented our work about extracting as well as making use of the structure
and hierarchy present in images. We started with developing a new low-level,
multiscale, hierarchical image segmentation algorithm which is designed to
detect image regions regardless of their shapes, sizes, and levels of interior
homogeneity, with minimal user input. Our region model is a connected set of
pixels that is surrounded by ramp edge discontinuities where the magnitude
of discontinues is large compared to the variation inside the region. Each
region is associated with a scale depending on the magnitude of the weakest
part of its boundary. Traversing through the range of all possible scales, we
obtain all regions present in the image. Regions strictly merge as the scale
increases, so a tree is formed where the root node corresponds to the whole
image; nodes close to the root along a path are large, while their children
nodes capture embedded details.
To evaluate the accuracy and precision of our algorithm, as well as to
compare it to the existing algorithms, we proposed and developed a new
benchmark dataset for low-level image segmentation. In this benchmark,
small patches of many images are hand-segmented by human subjects. We
provided evaluation methods for both boundary-based and region-based per-
formance of algorithms. We showed that our proposed algorithm performs
better than the existing low-level segmentation algorithms on this bench-
mark. To the best of our knowledge, this is the first benchmark dataset
with human segmentation based ground truth for the evaluation of low-level
segmentation algorithms.
We used our segmentation algorithm to obtain statistics of natural images
and demonstrated how to use these statistics as prior knowledge in two vision
tasks: image/scene categorization and semantic image segmentation. First,
we compiled segmentation statistics from a large number of natural images.
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These statistics confirmed some of the previous findings on statistics of nat-
ural images, e.g. dominant orientations are horizontal and vertical, and pro-
vided new findings, particular to segmentation, such as that there are more
regions in the lower halves of the images than their upper halves. Next, we
proposed a Markov random field (MRF) for estimating segmentation-based
statistics on unseen images, and we successfully used this model in image
categorization and semantic image segmentation.
We next looked at the problem of region correspondence and investigated
the importance of different visual cues to describe image regions for the corre-
spondence problem. We designed and developed psychophysical experiments
to learn the weights of different cues by evaluating their impact on binocular
fusibility by human subjects. Using a head-mounted display, we showed a set
of elliptical shapes to one eye and slightly different versions of the same set of
ellipses to the other eye of human subjects. We then asked them whether the
ellipses fuse or not. By systematically varying the parameters of the ellipti-
cal shapes, and testing for fusion, we learned a perceptual distance function
between two elliptical shapes. We evaluated this function on ground-truth
stereo image pairs.
Finally, we proposed a novel multiple instance learning (MIL) algorithm.
The crux of our algorithm is the idea of selecting discriminative instances,
which we call prototypes, in a boosting framework. Unlike previous instance
selection based MIL methods, we do not restrict the prototypes to a discrete
set of training instances but allow them to take arbitrary values in the in-
stance feature space. We also do not restrict the total number of prototypes
and the number of selected-instances per bag; these quantities are completely
data-driven. We showed that our method outperforms state-of-the-art MIL
methods on a number of benchmark datasets. We also applied our method
to large-scale image classification, where we showed that the automatically




LEARNING FROM THE APPARENT
MOTION METHOD




w2i (r1i − r2i)2. (A.1)
We learn the weight vector w by using the responses of human subjects as
follows. For a triple of regions (p, q, r), let p be the target region, and q and
r be the left and right distracters, respectively. A human subject response
comes in the form:
“Region p is closer to region q than it is to region r.”
So, any feasible w should satisfy the above answer:
dw(p, q) < dw(q, r). (A.2)
Let us expand (A.2):
F∑
i=1
w2i (pi − qi)2 −
F∑
i=1
w2i (pi − ri)2 > 0. (A.3)
Let x
(p,q,r)
i = ((pi− qi)2− (pi− ri)2) and ωi = w2i . Then, (A.3) can be written
as:
ωTx(p,q,r) > 0 (A.4)
which is a formal way of saying that p is close to q than it is to r.
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For a given region triplet (p, q, r), we can see (A.4) as a decision function
on x(p,q,r):
f(x) = sign(y(x)) = sign(ωTx) =
+1 if ω, x satisfies (A.2)−1 else (A.5)
where y(x) = 0 is the decision hyperplane.
Let us assume that for the set of given human subject answers A =
{x(p,q,r)| p is closer to q than to r}, there exists a ω which satisfies (A.4)
for all x ∈ A.
The margin of x, i.e. the distance of x to the decision hyperplane y(x) =
ωTx = 0, is:
ωTx
||ω|| . (A.6)
Maximum margin solution is the one which maximizes the minimum mar-
gin over all x ∈ A:
arg max
ω
{ 1||w|| minx ω
Tx}. (A.7)
Note that scaling of ω → kω does not change the margin (A.6) of any
point x. This fact is used to simplify the optimization in (A.7) by setting




||w|| s.t. ωTx ≥ 1 ∀x ∈ A. (A.8)





ξi} s.t. ωTxi ≥ 1− ξi , ξi ≥ 0 ∀x ∈ A (A.9)
This is a convex function and it is in the same form as the cost of a soft-
margin support vector machine problem. Gradient descent methods can be
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used to minimize it. If speed is a problem, then stochastic methods can be
used as in the Pegasos algorithm [100].
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APPENDIX B
CREATING ANAGLYPH IMAGES FROM
STEREO IMAGE PAIRS
Anaglyph images are specially designed to create stereoscopic 3D effects.
When an anaglyph image is seen appropriately, that is using a pair of anaglyph
filters, a sense of 3D depth is perceived in the image. A common and widely
used example for anaglyph filters is a pair of red-cyan glasses (see Figure
B.1).
Figure B.1: Red-cyan glasses, a widely used anaglyph filter.
Suppose we have two separate images for the left eye’s view and right eye’s
view. To create an anaglyph image, we need to set the green and the blue
channels of the right image, and the red channel of the left image to zeros.
The sum of the resulting two images gives the anaglyph image.
Here is a MATLAB function to create an anaglyph given a stereo pair of
images:
function img3D = make anaglyph ( l e f t i m a g e , r i ght image )
l e f t i m a g e ( : , : , 1 ) = 0 ;
r i ght image ( : , : , 2 : 3 ) = 0 ;
img3D = l e f t i m a g e + r ight image ;
In the following we demonstrate its use in a simple example:
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s t r = ’ Anaglyph 3D text ’ ;
d i s p a r i t y 1 s t r o w = −2;
d i s p a r i t y 3 r d r o w = +2;
%% l e f t image
x1 = 10 + d i s p a r i t y 1 s t r o w /2 ;
x2 = 10 ;
x3 = 10 + d i s p a r i t y 3 r d r o w /2 ;
h=f igure ;
r e c t a n g l e ( ’ p o s i t i o n ’ , [ 0 0 85 5 0 ] , ’ l i n ew id th ’ , 1 0 ) ; % frame
text ( x1 , 4 0 , s t r , ’ Fonts i z e ’ ,30 , ’ f ontwe ight ’ , ’ bold ’ ) ; % 1 s t row
text ( x2 , 2 5 , s t r , ’ Fonts i z e ’ ,30 , ’ f ontwe ight ’ , ’ bold ’ ) ; % 2nd row
text ( x3 , 1 0 , s t r , ’ Fonts i z e ’ ,30 , ’ f ontwe ight ’ , ’ bold ’ ) ; % 3rd row
axis o f f
f = getframe (h ) ;
l e f t i m a g e = f . cdata ;
close (h ) ;
%% r i g h t image
x1 = 10 − d i s p a r i t y 1 s t r o w /2 ;
x2 = 10 ;
x3 = 10 − d i s p a r i t y 3 r d r o w /2 ;
h=f igure ;
r e c t a n g l e ( ’ p o s i t i o n ’ , [ 0 0 85 5 0 ] , ’ l i n ew id th ’ , 1 0 ) ; % frame
text ( x1 , 4 0 , s t r , ’ Fonts i z e ’ ,30 , ’ f ontwe ight ’ , ’ bold ’ ) ; % 1 s t row
text ( x2 , 2 5 , s t r , ’ Fonts i z e ’ ,30 , ’ f ontwe ight ’ , ’ bold ’ ) ; % 2nd row
text ( x3 , 1 0 , s t r , ’ Fonts i z e ’ ,30 , ’ f ontwe ight ’ , ’ bold ’ ) ; % 3rd row
axis o f f
f = getframe (h ) ;
r i ght image = f . cdata ;
close (h ) ;
%% crea t e anaglyph image and d i s p l a y i t
img = make anaglyph ( l e f t i m a g e , r i ght image ) ;
figure , imshow ( img )
which creates the image in Figure B.2.
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Figure B.2: An anaglyph image produced by the script given on page 125.
When viewed using red-cyan glasses, the text at the first row seems closer
to the viewer than the frame, whereas the the third row seems to be behind
the frame. The frame and the middle row are seen to be at the same level.
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APPENDIX C
INSTRUCTIONS FOR SUBJECTS IN THE
BINOCULAR FUSION EXPERIMENT
“The images formed in our two eyes are often different. Our
visual system can usually overcome this discrepancy and form a
coherent percept (Binocular Fusion). In this experiment, we will
study WHEN binocular fusion occurs.
You will be wearing a head-mounted display (HMD) device, which
presents different images to your left and right eyes. Some of
the objects in the image should look fused (stable and coherent),
while the others should not fuse (double image or unstable). Your
task is to indicate the boundary between the fused and un-fused
objects. The fused objects will always be on the left side.
The experiment is divided into 3 parts. Each part starts with a
practice session, followed by the real trials. There will be feedback
in the practice session to help you distinguish between what fused
object and un-fused object look like in that particular block. The
un-fused objects may look very different in different parts of the
experiment.
You can use your hand to hold the HMD to offset its weight, and
fine-adjust the position of the HMD to make sure you can see the




THE SOFT-MINIMUM FUNCTION AND
ITS GRADIENT
Let “min” be the function that returns the smallest element of its input
vector, y = [y1 y2 . . . yn]
T ∈ Rn:
min(y) = yk where yk ≤ yi ∀i = 1, 2, . . . , n. (D.1)
The term “min(y)” can be approximated by a linear combination of the
elements of y:










, and α is a large positive constant. (D.3)
In fact, we have:
α→∞ ⇒ ∑ piiyi → min(y)
α→ −∞ ⇒ ∑ piiyi → max(y)
α = 0 ⇒ ∑ piiyi = mean(y). (D.4)
























































GRADIENT OF WEAK CLASSIFIER COST











wi (fm(Bi)− yi) (fm(Bi) + 1)(1− fm(Bi))D˜(pm, Bi).
(E.1)
Partial derivative w.r.t. β0 is similar.















where the last term, ∂D˜(pm,Bi)
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