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Abstract Monte Carlo integration with variance reduction
by means of control variates can be implemented by the
ordinary least squares estimator for the intercept in a multi-
ple linear regression model with the integrand as response
and the control variates as covariates. Even without special
knowledge on the integrand, significant efficiency gains can
be obtained if the control variate space is sufficiently large.
Incorporating a large number of control variates in the or-
dinary least squares procedure may however result in (i) a
certain instability of the ordinary least squares estimator and
(ii) a possibly prohibitive computation time. Regularizing the
ordinary least squares estimator by preselecting appropriate
control variates via the Lasso turns out to increase the ac-
curacy without additional computational cost. The findings
in the numerical experiment are confirmed by concentration
inequalities for the integration error.
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1 Introduction
Whereas the basic Monte Carlo (MC) estimate of an inte-
gral or expectation is given by (1/n)∑i fi, for independent
and identically distributed random variables fi, the control
variates method is based on (1/n)∑i( fi+hi), where the vari-
ables hi, called control variates, are constructed to have zero
expectation. When the controls hi have been selected or esti-
mated properly (based on the samples fi), the use of control
variates might reduce the variance of the basic MC estimate
significantly. The method of control variates, already used
frequently to compute prices of financial derivatives [7, 9],
has been employed recently in many different fields of Ma-
chine Learning and Statistics. Examples include (i) reinforce-
ment learning and more particularly policy gradient methods
[14, 16] where the score function permits to define many con-
trol variates; (ii) inference in complex probabilistic models
[23] where the Stein method allows to define accurate con-
trol variates (see e.g., [18, 5, 2] and the references therein);
(iii) gradient based optimization [30, 10] and (iv) time series
analysis when approximating the characteristic function [6].
Suppose that m > 1 control variates are available and
n> 1 samples have been generated. Any linear combination
of control variates can be used as a particular control variate.
In terms of the variance of the estimation error, the optimal
linear combination can be estimated based on the empiri-
cal risk minimization principle applied to an ordinary least
squares (OLS) regression problem [see Eq. (3) below]. This
approach, referred to as OLS, is the most common implemen-
tation of the control variates method as detailed for instance
in [20, Section 8.3] or [22, 25], although other implementa-
tions are possible, see Remark 2 below.
Asymptotically, the OLS error is bounded by the MC
error and is proportional to the L2 approximation error of
the integrand in the linear span of control variates [8]. In
combination with well-known approximation results in Lp-
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2spaces [24], this representation of the OLS error suggests to
use an increasing number of control variates. Indeed, in [22]
it is shown that when m grows with n, the OLS error rate can
be faster than 1/
√
n.
However, when based on a large number of control vari-
ates, the OLS suffers from two classical problems common
for least squares methods: (i) numerical instabilities when the
control variates are nearly collinear, and (ii) a computational
complexity in m3+nm2, which might be prohibitive.
To deal with these two issues, it has been proposed in [25]
to regularize the OLS estimate by adding a `1-penalty term
in the minimization problem, just as in the LASSO [26]. Sim-
ulation results in [25] show that this approach, referred to as
LASSO, provides great improvements in practice. However,
those practical findings are not supported by an asymptotic
error rate nor by a non-asymptotic error bound.
The main objective of the paper is to provide a non-
asymptotic theory for the use of control variates in Monte
Carlo simulations. The contributions are as follows.
1. A new method called LSLASSO is proposed. In the spirit
of [1], it consists in selecting the best control variates
via the LASSO, using subsampling to decrease the com-
putation time, and then to apply OLS with the selected
controls.
2. Support recovery: the LASSO is shown to select the cor-
rect control variates with large probability.
3. Concentration inequalities are derived for the OLS, LASSO
and LSLASSO integration errors. The one for the OLS
highlights a compromise between the approximation er-
ror of the integrand in the linear span of control variates
and the multicollinearities between the control variates.
The ones for (LS)LASSO show significant improvements
regarding the effects of multicollinearity.
The approach for the proofs combines well known sub-
Gaussian concentration inequalities [4] along with a lower
bound for the smallest eigenvalue of an empirical Gram ma-
trix, based on a Chernoff inequality for matrices [28, Theo-
rem 5.1.1].
The outline of the paper is as follows. Section 2 intro-
duces the theoretical background and the different MC es-
timates and provides some comments about their practical
implementation and some possible alternative approaches.
Section 3 contains the statements of the theoretical results.
Section 4 is a simulation study to illustrate the practical be-
havior of the methods. Section 5 contains some auxiliary
results, whereas the proofs of the four theorems stated in
Section 3 are given in Sections 6 to 9.
2 Monte Carlo integration and control variates
Background. Let f ∈ L2(P) be a square integrable, real-
valued function on a probability space (X ,A ,P) of which
we would like to calculate the integral
P( f ) =
∫
X
f (x)P(dx).
The MC estimator of P( f ) based on independent random
variables X1, . . . ,Xn taking values in X and with common
distribution P is
αˆmcn ( f ) = Pn( f ) =
1
n
n
∑
i=1
f (Xi).
This estimator is unbiased and has variance n−1σ20 ( f ), where
σ20 ( f ) = P[( f −P( f ))2].
The control variates are functions h1, . . . ,hm ∈ L2(P)with
known expectations. Without loss of generality, assume that
P(hk) = 0 for all k ∈ {1, . . . ,m}. Let h = (h1, . . . ,hm)T de-
note the Rm-valued function with the m control variates as
elements. Let Fm = Span{h1, . . . ,hm} = {βT h : β ∈ Rm}
denote the closed linear subspace of L2(P) generated by the
control variates.
For any coefficient vector β = (β1, . . . ,βm)T ∈ Rm, we
have P( f −βT h) = P( f ), so that Pn( f −βT h) is an unbiased
estimator of P( f ), with variance n−1P[( f −P( f )−βT h)2].
Any oracle coefficient
β ?( f ) ∈ argmin
β∈Rm
P[( f −P( f )−βT h)2]
minimizes the variance. If such a β ?( f ) would be known, the
resulting oracle estimator would be
αˆorn ( f ) = Pn[ f −β ?( f )T h]. (1)
By definition, the oracle estimator achieves the minimal vari-
ance n−1σ2m( f ) where σ2m( f ) is the minimum value of the
variance term P[( f −P( f )−βT h)2] with respect to β . For
any m′ ∈ {0,1, . . . ,m}, if we use only the first m′ control vari-
ates h1, . . . ,hm′ , or even none at all in case m′ = 0, we have
σ2m( f )6 σ2m′( f ). In particular, if β ?( f ) would be known, the
use of control variates would always reduce the variance of
the basic Monte Carlo estimator.
As β ?( f )T h is the L2(P)-projection of f −P( f ) on the
linear vector spaceFm and since the control variates are cen-
tered, β ?( f ) satisfies the normal equations P(hhT )β ?( f ) =
P(h f ). The integral P( f ) thus appears as the intercept of
a linear regression model with response f and explanatory
variables h1, . . . ,hm, and it can be expressed as
(P( f ),β ?( f )) ∈ argmin
(α,β )∈R×Rm
P[( f −α−βT h)2]. (2)
The empirical risk minimization paradigm applied to the
risk function on the right-hand side of (2) will lead to the
3OLS and LASSO estimates, to be defined further in this sec-
tion. The same paradigm suggests the use of other regression
methods for MC integration such as Principal Component
Regression (PCR) or Ridge Regression, which will not be
considered in this paper.
Remark 1 (Choice of control variates) Which control vari-
ates work well depends on the problem. In the Black–Scholes
model, for instance, an effective control variate for the price
of an option is the geometric average of the price series [7,
Example 4.1.2]). Two generic ways to construct control vari-
ates are to be noted. Whenever P(dx) = w(x)Q(dx), where
w :X → [0,∞) and Q is a probability measure on (X ,A ),
the quantity of interest is P( f ) = Q(w f ), so that we can use
control variates for w f with respect to Q. This trick can be
useful in combination with importance sampling [19]. If P
has density p with respect to the Lebesgue measure and if
we have access to the derivatives of p, Stein’s method might
be used to build infinitely many control functions [18].
Ordinary Least Squares Monte Carlo. Replacing the distri-
bution P by the sample measure Pn in (2), we obtain the OLS
estimator αˆolsn ( f ) of P( f ) as a minimizer of the empirical
risk
Rn(α,β ) = ‖ f (n)−α1n−Hβ‖22
given by(
αˆolsn ( f ), βˆ
ols
n ( f )
) ∈ argmin
(α,β )∈R×Rm
Rn(α,β ) (3)
where ‖·‖2 denotes the Euclidean norm, 1n = (1, . . . ,1)T ∈
Rn, f (n) = ( f (X1), . . . , f (Xn))T ∈ Rn and H is the random
n×m matrix defined by
H =
(
h j(Xi)
)
i=1,...,n
j=1,...,m
.
The minimization problem in (3) can be expressed using an
OLS estimate with centered variables as
αˆolsn ( f ) = Pn[ f − βˆ olsn ( f )T h],
βˆ olsn ( f ) ∈ argmin
β∈Rm
∥∥∥ f (n)c −Hcβ∥∥∥2
2
,
(4)
where f (n)c = f (n)−1n(1Tn f (n))/n and Hc =H−1n(1Tn H)/n.
Indeed, for fixed β ∈Rm, the minimizer over α ∈R of the ob-
jective function in (3) is just Pn( f −βT h) =Pn( f )−βT Pn(h),
and since Pn( f ) = (1Tn f
(n))/n and Pn(h) = (1Tn H)/n, the
equivalence of (3) and (4) follows.
Remark 2 (Variations) The solution of the linear regression
problem (4) involves the empirical covariance matrix defined
by n−1HTc Hc = Pn(hhT )−Pn(h)Pn(hT ). Using different esti-
mates of the Gram matrix P(hhT ) leads to alternative control
variate MC estimates for P( f ) [8, 22]. For fixed m and as
n→ ∞, all these estimators are consistent and asymptotically
normal. The OLS estimator, however, is the only one that can
integrate both the constant functions and the control functions
without error.
Remark 3 (Invariance) The OLS estimator does not change
if we replace the control variate vector h by Ah, where A is
an arbitrary invertible m×m matrix. Provided the control
functions are linearly independent, the property of isotropy,
i.e., P(hhT ) = Im, can therefore always be enforced by an
appropriate linear transformation of the vector of control
variates.
Remark 4 (Computation time) The reliance on least squares
makes the OLS computing time to be in nm2 +m3 + nT ,
where T stands for the time needed to evaluate f . Compu-
tational benefits occur when there are multiple integrands,
since the OLS estimate can be represented as wT f (n), where
the weight vector w ∈ Rn does not depend on the integrands
[22]. If q integrals need to be evaluated, the computing time
then becomes nm2+m3+qnT .
LASSO Monte Carlo. The LASSO, introduced in [26], is a
regression technique that consists in minimizing the usual
least squares loss plus an `1-penalty term on the vector of
regression coefficients. In contrast with OLS, the LASSO
usually produces a vector with many zero coefficients, mean-
ing that the corresponding variables are no longer included
in the predictive model. The LASSO thus achieves estima-
tion and variable selection at the same time. As the use of
control variates in MC integration is linked with regression,
the LASSO can be used to take advantage from situations
where many control variates are present but not all of them
are useful.
The LASSO estimator αˆ lasson ( f ) of P( f ) follows from
(3), adding a `1-penalization. It is formally defined as(
αˆ lasson ( f ), βˆ
lasso
n ( f )
) ∈ argmin
(α,β )∈R×Rm
1
2n
Rn(α,β )+λ ‖β‖1
where ‖·‖1 denotes the `1-norm on Euclidean space. By the
same argument used to justify the equivalence of (3) and (4),
the LASSO can be based on centered variables via
αˆ lasson ( f ) = Pn[ f − βˆ lasson ( f )T h],
βˆ lasson ( f ) ∈ argmin
β∈Rm
1
2n
∥∥∥ f (n)c −Hcβ∥∥∥2
2
+λ ‖β‖1 .
(5)
For the practical implementation of the LASSO, it is com-
monly recommended to first center and rescale the explana-
tory variables empirically [27, section 2.2]. The centering by
the sample mean is taken care of in (5). However, for ease of
presentation, no empirical rescaling of the control variates is
considered in the theoretical analysis. This is in line with the
approach proposed in [27, Chapter 11]. Still, such rescaling
is done in the simulation experiments reported in Section 4.
4LSLASSO Monte Carlo. The application of ordinary least
squares after model selection by the LASSO has been re-
cently studied in [1]. They show, in the setting of nonparamet-
ric regression, that OLS post-LASSO, which is also known
under the name LSLASSO, performs better than the LASSO
in terms of rate of convergence. Motivated by this result we
propose to first use the LASSO to select the active variables
among a large number of control variates and then to compute
the OLS estimate using only the variables selected at the pre-
vious stage. We refer to this approach as the LSLASSO. To
decrease the computation time when the dimensions involved
in the problem, either n or m, are large, we recommend to
use sub-sampling of size N smaller than n when conducting
the first step.
The active set associated to the coefficient β ∈ Rm is
supp(β )= { j= 1, . . . ,m : β j 6= 0}. Let SˆN = supp(βˆ lassoN ( f ))
denote the active set of control variates based on the LASSO
coefficient vector defined as in (5) but using only the first N
random variables X1, . . . ,XN generated. The LSLASSO esti-
mate αˆ lslasson ( f ) of P( f ) is then defined as the OLS estimate
in (3) based on the full sample X1, . . . ,Xn but using only the
control variates h j restricted to j ∈ SˆN , that is,(
αˆ lslasson ( f ), βˆ
lslasso
n ( f )
)∈ argmin
(α,β )∈R×R ˆ`
∥∥∥ f (n)−α1n−H(n)SˆN β∥∥∥22
where H(n)
SˆN
is the n× ˆ` matrix (h j(Xi))i=1,...,n, j∈SˆN .
Remark 5 (Computation) As for the LASSO, the LASSO
and LSLASSO can be computed by cyclical coordinate de-
scent using at each step the soft-thresholding operator [27,
Section 2.4]. The LASSO then requires nD+nT operations,
where D stands for the number of updated coordinates in
βˆ lasso( f ) and T represents the time needed to evaluate f . In-
deed, each of the D updates requires a scalar product in Rn
and the update of the residual vector [27, Eq. (2.14)]. Each
is done in n operations. Note that this kind of optimization
strategy (which could be done for the OLS as well) allows
to compute approximate solutions in a reduced time by, for
instance, choosing at random the coordinates to update and
thus reducing D. For the LSLASSO, the number of opera-
tions would be in ND+ n ˆ`2 + ˆ`3 + nT , combining the cost
of selecting the control variates on the subsample of size N
and running the OLS estimate based on the selected control
variates for the full sample of size n.
3 Non-asymptotic bounds
To derive concentration inequalities for the errors of the es-
timators proposed in Section 2, we use the notion of sub-
Gaussianity as defined for instance in [4, Section 2.3]. Recall
that the moment generating function of a centered Gaus-
sian random variable with variance σ2 is equal to λ 7→
exp(λ 2σ2/2).
Definition 1 A centered random variable Y is sub-Gaussian
with variance factor τ2 > 0, notation Y ∈ G (τ2), if and only
if logE[exp(λY )]6 λ 2τ2/2 for all λ ∈ R.
If Y ∈ G (τ2), then necessarily Var(Y ) 6 τ2 [4, Exer-
cise 2.16]. Chernoff’s inequality provides exponential bounds
on the tails of sub-Gaussian random variables. Moreover, the
sum of independent sub-Gaussian variables is again sub-
Gaussian. Centered, bounded random variables taking values
in an interval [a,b] are sub-Gaussian with variance factor at
most (b−a)2/4 [4, Lemma 2.2].
The concentration inequalities for the various Monte
Carlo methods with control variates will be largely due to
the following assumption that requires the residuals to be
sub-Gaussian.
Assumption 1 (Sub-Gaussian residuals) The residual func-
tion ε = f −P( f )−β ?( f )T h satisfies ε ∈ G (τ2) for some
τ > 0, that is,
∫
X exp(λx)ε(x)P(dx)6 exp(λ 2τ2/2) for all
λ ∈ R.
The estimation error of the oracle estimator in (1) is
just αˆorn ( f )−P( f )=Pn(ε)= n−1∑ni=1 ε(Xi). Under Assump-
tion 1, this is a sub-Gaussian variable with variance factor
τ2/n. Chernoff’s inequality [4, p. 25] then implies that for
all δ ∈ (0,1) and all integer n> 1, with probability at least
1−δ ,
|αˆorn ( f )−P( f )|6
√
2log(2/δ )
τ√
n
. (6)
This concentration inequality provides a baseline when the
best possible control variate in the spaceFm is selected. The
case m = 0 also covers the basic MC method: in that case, τ2
is the variance factor of the sub-Gaussian variable f −P( f )
on (X ,A ,P).
Assumption 2 (Bounded control variates) The control vari-
ates h1, . . . ,hm ∈ L2(P) are uniformly bounded. Put Uh :=
max j=1,...,m supx∈X
∣∣h j(x)∣∣.
For a symmetric real matrix A, let λmin(A) and λmax(A)
denote its smallest and largest eigenvalues, respectively.
Assumption 3 (Linear independence of control variates)
The control variates h1, . . ., hm ∈ L2(P) are linearly indepen-
dent. As a consequence, the m×m Gram matrix G := P(hhT )
is positive definite and its smallest eigenvalue γ := λmin(G)
is positive.
Consider the ortho-normalized vector of control variates
h¯ = (h¯1, . . . , h¯m)> = G−1/2h and put
B = sup
x∈X
h(x)>G−1h(x) = sup
x∈X
h¯(x)>h¯(x), (7)
a finite quantity by Assumptions 2 and 3. The error OLS
estimation error is subject to the following concentration
bound.
5Theorem 1 (Concentration inequality for OLS) Suppose
Assumptions 1, 2 and 3 hold. Then for all δ ∈ (0,1) and all
integer n such that
n>max
(
18B log(4m/δ ), 75m log(4/δ )
)
we have, with probability at least 1−δ ,∣∣αˆolsn ( f )−P( f )∣∣6√2log(8/δ ) τ√n
+45
√
Bm log(8m/δ ) log(4/δ )
τ
n
. (8)
Compared to the bound (6) for the oracle estimator, the
bound (8) for the OLS estimator has an additional term. This
term is due to the additional learning step that is needed to
estimate the optimal control variate.
Remark 6 (On the factor B) Defined as the supremum of
the leverage function qn in [22, Eq. (14)], the quantity B
plays an important role in our analysis as well as in other
regression studies [12, 17]. Just as the OLS estimate (see
Remark 3), the quantity B remains invariant by invertible
linear transformation of the control variates. We have
m6 B6 sup
x∈X
h>(x)h(x)/γ 6 mU2h /γ.
Remark 7 (Link with OLS prediction risk analysis) The ap-
proach taken in the proof of Theorem 1 requires to bound
what is called the prediction risk, defined as ‖G1/2(βˆ olsn ( f )−
β ?( f ))‖2. With probability greater than 1−δ , we obtain an
upper bound of order
√
Bτ2 log(m/δ )/n on the prediction
risk. This makes our approach comparable to the one of the re-
cent study [12] where concentration bounds for the OLS pre-
diction risk (and ridge) with random design are established.
In contrast to their bound, our bound involves the quantity
B which shares the same invariant property as the OLS es-
timate and we don’t require the noise to be sub-Gaussian
conditionally on the covariate but just sub-Gaussian which
is weaker.
Remark 8 (Rates) Consider an asymptotic set-up where the
number of control variates m tends to infinity with n. The
OLS method improves upon the basic MC method (m = 0),
which has rate 1/
√
n, as soon as τ+ τ
√
mB log(m)/n→ 0.
To recover the same order as the one of the oracle estimator
αˆorn ( f ), which has rate τ/
√
n, one must have mB log(m) =
O(n) as n→ ∞, that is, m must not be too large compared to
n.
Remark 9 (Leverage condition) Theorem 1 might be seen as
a non-asymptotic version of the asymptotic results provided
in [22] in which the leverage condition, sup{h(x)T G−1h(x) :
x ∈X } = o(n/m), is required to obtain a similar (asymp-
totic) bound (see Theorem 1 therein) as the one of The-
orem 1. In the present non-asymptotic version, the lever-
age condition is expressed through mB when requiring that
18B log(4m/δ )6 n.
The LASSO takes advantage of sparse regression models.
A regression model is sparse whenever many of the coeffi-
cients of the parameter vector β are equal to zero, i.e., many
of the covariates are useless to predict the output in the pres-
ence of the other covariates. The number of elements in the
active set of the vector of regression coefficients β ?( f ),
S? := supp(β ?( f )),
is denoted by `? := |S?| and quantifies the level of sparsity
associated to the regression model. To avoid trivialities, we
tacitly assume that S? is non-empty, so `? > 1. We will see
that the LASSO estimator improves upon the OLS estimator
whenever `∗ becomes small compared to m.
We follow the approach presented in [27, Section 11.4.1]
(see also [3, 29]), in which the analysis of the LASSO is
carried out using a restricted eigenvalue condition. For a
vector β ∈Rm and for a non-empty set S⊂ {1, . . . ,m}, write
βS = (βk)k∈S, seen as a (column) vector in R|S|. Define a
collection of cones of interest. For α > 0 and S⊂ {1, . . . ,m},
we set S = {1, . . . ,m}\S and
C (S;α) = {u ∈ Rm : ∥∥uS∥∥1 6 α ‖uS‖1}.
Assumption 4 (Restricted eigenvalue condition) There ex-
ists γ? > 0 such that uT Gu> γ? ‖u‖22 for all u ∈ C (S?;3).
In practice, we do not know the active set S?, so the only
way to ensure Assumption 5 is to make sure all control vari-
ates h1, . . . ,hm are linearly independent. The practical value
of the assumption is that γ? > γ , yielding sharper bounds
below.
Recall that the `1-penalty of the LASSO is weighted by a
regularization parameter λ > 0.
Theorem 2 (Concentration inequality for LASSO) Sup-
pose Assumptions 1, 2 and 5 hold. Introduce ξ = `?(U2h /γ
?).
Then for all δ ∈ (0,1) and all integer n such that
n>max
(
8ξ 2 log(8m2/δ );128ξ log(8m/δ )
)
,
λ > 10Uh
√
log(8m/δ )τ/
√
n
we have, with probability at least 1−δ ,
∣∣αˆ lasson ( f )−P( f )∣∣6√2log(8/δ ) τ√n
+68λ`?
√
log(8m/δ )
Uh/γ?√
n
. (9)
For λ equal to the lower bound, we have on the same event
∣∣αˆ lasson ( f )−P( f )∣∣6√2log(8/δ ) τ√n
+680`? log(8m/δ )(U2h /γ
?)
τ
n
. (10)
6Remark 10 (LASSO vs OLS) The benefits of LASSO over
OLS can be observed by comparing the bounds in (8) and (10).
The total number m, of control functions has been replaced
by the active number `? of such functions. Further, because
ΓS? = {u ∈ Rp : ‖u‖2 = 1, u ∈ C (S?;3)} is included in the
unit sphere, γ? = infu∈ΓS? u
T Gu in Assumption 3 is at least
as large as the smallest eigenvalue of G, γ = inf‖u‖2=1 u
T Gu
in Assumption 5.
The theoretical analysis of the LSLASSO estimator de-
pends on the success of the LASSO-based model selection,
i.e., the LASSO needs to correctly recover all the components
of the true model. To ensure this selection step, the restricted
eigenvalue condition is replaced by the two following ones.
Assumption 5 (Linear independence of active functions)
The active control variates hk, k ∈ S?, are linearly indepen-
dent. As a consequence, the `? × `? Gram matrix GS? =
P(hS?hTS?) is positive definite and its smallest eigenvalue
γ?? := λmin(GS?) is strictly positive.
Note that because {u∈Rp : ‖u‖2 = 1, ∀k /∈ S, uk = 0}⊂
ΓS (introduced in remark 10), we have that γ?? > γ?. Finally,
it is required that that the active control functions are orthog-
onal, in L2(P), to the inactive ones.
Assumption 6 (Orthogonality) We have P(h jhk) = 0 for
all j ∈ {1, . . . ,m}\S? and all k ∈ S?.
Since we do not know S? in practice, the way to ensure
Assumption 6 is by making all control variates orthogonal:
P(h jhk) = 0 for all j,k ∈ {1, . . . ,m}. The Gram matrices G
and G? are then diagonal. In the absence of zero control
variates, Assumptions 3 and 5 are then satisfied as well, with
γ?? = mink∈S? P(h2k)>mink=1,...,m P(h2k) = γ > 0.
Theorem 3 (Support recovery of LASSO) Suppose Assump-
tions 1, 2, 5 and 6 hold. Then for all δ ∈ (0,1), all integer n
such that
n> 70(`?U2h /γ??)2 log(10`?m/δ ),
and all λ such that
17Uh
√
log(10m/δ )
τ√
n
6 λ 6 γ
??
3
√
`?
min
k∈S?
|β ?k ( f )|, (11)
it holds that, with probability at least 1− δ , the LASSO
based solution βˆ lasson ( f ) is unique and the true active set is
recovered, supp(βˆ lasson ( f )) = S?.
The upper and lower bounds on λ in (11) must not con-
tradict each other, and this effectively implies an additional
lower bound on n. Define B? = supx∈X hTS?(x)G
−1
S? hS?(x) and
note that
B? 6 λmax(G−1S? ) sup
x∈X
hTS?(x)hS?(x)6 `?U2h /γ??. (12)
Theorem 4 (Concentration inequality for LSLASSO) Sup-
pose Assumptions 1, 2, 5 and 6 hold. Write ξ ? = `?(U2h /γ
??).
Then for all δ ∈ (0,1) and all integer N ∈ {1, . . . ,n} such
that
N > 75ξ ?2 log(20`?m/δ ),
and all λ such that
17Uh
√
log(20m/δ )
τ√
N
6 λ 6 γ
??
3
√
`?
min
k∈S?
|β ?k ( f )|,
we have, with probability at least 1−δ ,∣∣αˆ lslasson ( f )−P( f )∣∣6√2log(16/δ ) τ√n
+45
√
B?`? log(16`?/δ ) log(8/δ )
τ
n
. (13)
The logic behind Theorem 4 is that, by Theorem 3, the
active set SˆN = supp(βˆ lassoN ( f )) identified by means of the
subsample of size N is equal to the true active set S? =
supp(β ?( f )) with large probability. On the event that the two
sets coincide, the LSLASSO estimator is then the same as
the OLS estimator based on the active control variates only,
and the error bound follows from Theorem 1. In practice,
it turns out that LSLASSO works well even when the true
active set is not identified perfectly. However, to show this
formally remains an open problem.
The assumptions and concentration inequalities in our
theorems feature explicit rather than generic constants. Al-
though we have worked hard to keep these constants under
control [see in particular the proof of Lemma 3 as well as
Step 6(ii) in the proof of Theorem 3], it is likely that, at the
cost of lengthier computations, sharper constants can still be
found.
To illustrate the application of our results in a standard
framework, we consider two classic families of control func-
tions, the Legendre polynomials and the Fourier basis.
Example 1 (Fourier basis) On X = [0,1] equipped with
the uniform distribution P, let h j(x) be equal to
√
2cos(( j+
1)pix) is j is odd and to
√
2sin( jpix) is j is even. The Fourier
basis is orthonormal so that the Gram matrix is the identity,
G = Im, and γ = γ? = γ?? = 1. The cosine and sine functions
being bounded by 1, a uniform bound is Uh =
√
2, which
implies B 6 2m,B? 6 2`?. Under the proper assumptions,
we get from Theorems 1 and 4 that with probability at least
1−δ , since 45√2< 64,∣∣αˆolsn ( f )−P( f )∣∣6√2log(8/δ ) τ√n
+64m
√
log(8m/δ ) log(4/δ )
τ
n
,
∣∣αˆ lslasson ( f )−P( f )∣∣6√2log(16/δ ) τ√n
+64`?
√
log(16`?/δ ) log(8/δ )
τ
n
.
7Example 2 (Legendre polynomials) Suppose that h j = L j
is the Legendre polynomial of degree j ∈ {1, . . . ,m}. The
Legendre polynomials are orthogonal onX = [−1,1] with
respect to the uniform distribution P and satisfy |L j(x)|6 1
for x ∈ [−1,1] with L j(1) = 1 and∫ 1
−1
Li(x)L j(x)dx =
2
2 j+1
δi j.
The Gram matrix G=P(hhT ) is diagonal with entries 1/(2 j+
1), so the minimum eigenvalue is γ = 1/(2m+1) and a uni-
form bound is Uh = 1. Consequently, B6 2m+1. Similarly,
considering only active control variates, we have U?h = 1,
while the smallest eigenvalue, γ??, of GS? satisfies 1/(2m+
1)6 γ?? 6 1/(2`?+1). Under suitable assumptions, we get
from Theorems 1 and 4 that with probability at least 1−δ ,∣∣αˆolsn ( f )−P( f )∣∣6√2log(8/δ ) τ√n
+45
√
(2m+1)m log(8m/δ ) log(4/δ )
τ
n
,
∣∣αˆ lslasson ( f )−P( f )∣∣6√2log(16/δ ) τ√n
+45
√
(2`?+1)`? log(16`?/δ ) log(8/δ )
τ
n
.
Compared to the Fourier basis, the improvement of LSLASSO
over the OLS estimator is not only related to the number of
active varables `∗ compared to m but also to the place of the
active variables within the set of Legendre polynomials.
4 Numerical illustration
To compare the practical performances of the different Monte
Carlo estimates using control variates, we focus on the stan-
dard integration problem over the unit cube [0,1]d . The goal
is to compute
∫
[0,1]d f (x)dx. We shall consider various di-
mensions d > 1, different integrands f : [0,1]d → R, and
several choices for the Monte Carlo sample size, n, and the
number of control variates, m. We shall focus on difficult
situations where d is relatively large compared to n. For ease
of reproducibility, the code is available upon request.
Integrands. We consider several integrands on [0,1]d :
ϕ(x1, . . . ,xd) = 1+ sin
(
pi
(
2
d
d
∑
i=1
xi−1
))
, (14)
and for all j = 1, . . . ,d,
f j(x1, . . . ,xd) =
j
∏
i=1
(2/pi)1/2x−1i e
− log(xi)2/2, (15)
g j(x1, . . . ,xd) =
j
∏
i=1
log(2)
2xi−1
= log(2) j2∑
j
i=1(1−xi). (16)
All these functions integrate to 1 on [0,1]d . The func-
tions f j and g j are built using tensor products of log-normal
and exponential density functions, respectively, and depend
on the first j coordinates only. This construction ensures
that for small j, the integrands f j and g j lend themselves to
Monte Carlo integration based on selected control variates. In
contrast, the functions ϕ , fd and gd represent more difficult
situations where all the coordinates are involved and the sym-
metry of their role makes it harder to select some meaningful
control functions. Notice that none of the integrands belongs
to the linear span of the control variates constructed in the
next paragraph.
Control variates. Multidimensional control functions with
respect to the uniform distribution over [0,1]d are easy to
construct based on univariate ones. Let (h1, . . . ,hk) be a vec-
tor of one-dimensional control functions, i.e.,
∫ 1
0 h j(x)dx= 0
for each j = 1, . . . ,k. Denote h0 = 1 the constant function
equal to one. Without further information on the integrand,
the usual way to construct multivariate controls is by forming
tensor products of the form
h`(x1, . . . ,xd) =
d
∏
j=1
h` j(x j)
for a multi-index `= (`1, . . . , `d) in {0, . . . ,k}d \{(0, . . . ,0)},
yielding a total number of (k+1)d−1 control functions.
A drawback of such a construction is that the number
of control functions grows quickly with k. Alternative ap-
proaches yielding smaller control spaces consist of imposing
` j = 0 for all but a small number (one or two, say) of coor-
dinates j = 1, . . . ,d or simply picking at random a desired
number, say m, of indices `= (`1, . . . , `d).
In this study, the set of control variates at our disposal is
constructed as follows. We consider different settings of di-
mension d with k univariate control functions in each dimen-
sion. For j ∈ {1, . . . ,k}, let h j(x) = L j(2x−1) for x ∈ [0,1],
with L j the univariate Legendre polynomial (Legendre func-
tion of the first kind) of degree j. We have
∫ 1
0 h j(x)dx = 0
for all j = 1, . . . ,m. Because the Legendre polynomials are
orthogonal, they provide some numerical stability when in-
verting the Gram matrix. The multivariate control functions
are sorted in ascending order according to the total degree
∑dj=1 ` j ∈ {1, . . . , ,kd} of the polynomial. In the experiments,
the number m of control functions is increasing by progres-
sively incorporating all the polynomials whose total degree
is lower than or equal to a fixed threshold denoted deg.
Parameters configuration. The following configurations of
(d,k,n) are considered: d ∈ {2,5,8}, k ∈ {12,10,3} and
n ∈ {2000, 5000, 10000}. According to each setting, the
number of control variates with a total degree lower than
or equal to a fixed threshold deg are given in Table 1. The
8case d = 8 represents a difficult situation as the number of
points n is relatively small compared to the dimension. For
instance, a grid made of only four points in each direction
would already comprise 65536 points.
d k
Degree threshold (deg)
1 3 5 10 12
3 12 3 19 55 285 454
5 10 5 55 251 3 001 6 157
8 3 8 164 1 214 20 993 36 813
Table 1: Total number, m, of control variates by degree thresh-
old deg, dimension d and number of one-dimensional control
variates k
Methods in competition. We consider all the methods pre-
sented in Section 2 with two different strategies regarding the
sub-sample size used to compute the active set in LSLASSO.
The methods in competition are OLS, LASSO, LSLASSO
(sub-sample size N = n) and LSLASSOX (sub-sample size
N = b15√nc). The latter choice accelerates the computation
in a substantial manner without deteriorating too much the
support recovery property of the LASSO.
In the LASSO-step of LSLASSO(X), the choice of the
regularization parameter λ is essential since it controls the
number of active variables. It is common to tune this param-
eter using cross-validation, at the price of additional com-
putations. To tackle this issue, we suggest a new method
based on a dichotomic search. Motivated by Eq. (8) and Re-
mark 8, the value of λ is selected by imposing lower and
upper bounds on the number of activated random variables.
Concretely, we initialize λ = λ∞ to be the smallest value of λ
for which βˆ lasso = 0, i.e., λ∞ = maxk=1,...,m |H(N)Tc,k f (N)c |/N,
where H(N)c,k stands for the k-th column of H
(N)
c [27, Exercise
2.1], and we decrease the value of λ such as to incorporate
more and more control variates until their number lies in
the range [c1
√
n,c2
√
n], with c1 = 3, c2 = 12 (of course c1
and c2 might be chosen differently depending on the prob-
lem). If too many control functions are selected, i.e., more
than c2
√
n, then we increase the value of λ to finally reach
the desired range for the number of active variables. In the
end, this procedure ensures a straightforward computation of
the LSLASSO(X) because the size of the associated linear
system is reasonable. The pseudo-code of the corresponding
LSLASSO(X) method is provided hereafter. The regression
coefficients βˆ olsn and βˆ lasson of the methods OLS and LASSO
have been computed using the scikit-learn library [21] with
a coordinate descent to solve the LASSO problem. For the
sake of comparison we set the regularization parameter of
LASSO to be the same as the one found by the dichotomic
search in LSLASSO (not LSLASSOX).
The sub-sample sizes N along with the bounds c1
√
n and
c2
√
n are given in Table 2.
n N b3√nc b12√nc
2 000 700 134 536
5 000 1 000 212 848
10 000 2 000 300 1 200
Table 2: Sample sizes n and sub-sample sizes N with the
range [c1
√
n,c2
√
n] corresponding to the imposed number of
selected control variates in LSLASSO.
Results. Figures 1 and 2 highlight the success or failure of
the OLS estimator depending on the size of m compared to n.
In Figures 3 and 4, we consider larger values of m and only
compare the Lasso-based methods as it takes too much time
to solve the OLS. In all our experiments, the clear winner is
LSLASSOX as it has the highest accuracy in almost all con-
figurations. Moreover, LSLASSOX can be computed much
faster than LSLASSO: in our implementation, preselecting
the control variates based on a smaller subsample led to the
computation time being reduced by a factor between 3 and
20.
Algorithm 1 Least-Squares Lasso Monte-Carlo (LSLASSO)
Require: function f :X →R, control variates h j :X →R
for j = 1, . . . ,m, probability measure P, sample size n,
sub-sample size N 6 n, range of selected control variates
[c1
√
n,c2
√
n].
1. Generate (Xi)i=1,...,n independently according to P.
2. f (n) = ( f (X1), . . . , f (Xn)) and H =
(
h j(Xi)
) j=1,...,m
i=1,...,n .
3. f (n)c = f (n)−1n(1Tn f (n))/n and Hc = H−1n(1Tn H)/n.
4. Initialize λ = λ∞ and ˆ`= 0.
5. while ˆ` /∈ [c1
√
n,c2
√
n] do
6. βˆ λN ( f )∈ argminβ∈Rm 12N
∥∥∥ f (N)c −H(N)c β∥∥∥2
2
+λ ‖β‖1.
7. SˆN = supp(βˆ λN ( f )) and ˆ`=
∣∣SˆN∣∣.
8. if ˆ`< c1
√
n then decrease λ .
9. if ˆ`> c2
√
n then increase λ .
10. end while
11. Slice n× ˆ` matrix H(n)
c,SˆN
= (H(n)c i j )i=1,...,n, j∈SˆN
12. βˆ lslasso( f ) ∈ argminβ∈Rm
∥∥∥ f (n)c −H(n)c,SˆNβ∥∥∥22.
13. MC estimate αˆ lslasson,N ( f ) = Pn[ f − βˆ lslasso( f )T h].
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Fig. 1: Boxplots (based on 100 replications) of the values returned by each of the methods for ϕ in (14). The dimension is
d = 3, the sample sizes are n = 10000, N = 2000.
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Fig. 2: Boxplots (based on 100 replications) of the values returned by each of the methods for g3 in (16). The dimension is
d = 5, the sample sizes are n = 2000, N = 700.
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Fig. 3: Boxplots (based on 100 replications) of the values returned by each of the methods for f1 in (15). The dimension is
d = 5, the sample sizes are n = 5000, N = 1000.
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Fig. 4: Boxplots (based on 100 replications) of the values returned by each of the methods for g4 in (16). The dimension is
d = 8, the sample sizes are n = 2000, N = 700.
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In Figure 1, boxplots of the values returned by each of
the methods are provided for ϕ in (14) when d = 3 and
n = 10000. In this situation, where m is small compared to
n, the OLS performs very well and the LSLASSO procedure
selects almost all control variates so it performs as well as
OLS. In Figure 2, boxplots of the values returned by each
of the methods are provided for g3 in (16) when d = 5, n =
2000, and N = 700. In this case, the OLS estimator starts
to fail as soon as the number, m, of control variates is of
the same order as n. It is then necessary to perform some
control variate selection, which is succesfully carried out
by the LASSO and LSLASSO. Both of these estimators
give the best results. Whereas the number of sample points
used in the selection step of LSLASSOX has been reduced
compared to the LSLASSO, the stability of the active set
is barely attenuated. Accordingly, the error distributions for
LSLASSO and LSLASSOX are quite similar.
Figures 3 and 4 reveal the benefits of selecting appro-
priate control variates before applying the OLS estimator.
Figure 3 covers the function f1 in (15) when d = 5 and
n = 5000, while Figure 4 deals with the function g4 in (16)
when d = 8 and n = 2000. In the latter case, the number of
control variates, m = 36813, is huge compared to the sample
size n = 2000. However, the Lasso-based methods perform
remarkably well in those settings. More precisely, in dimen-
sion d = 5 with the function f1, the mean square error of the
naive Monte Carlo estimator is of the order 10−5 whereas
the one of LSLASSOX is of the order 10−10. Similarly, in
dimension d = 8 with the function g4, the mean square error
goes down from 10−4 to 10−8. We finally notice the benefits
of LSLASSO over LASSO in difficult situations (e.g. Figure
3 with m= 6157), where the LASSO suffers from some bias.
In the recent study [25], the authors investigate the use
of regularization in computing control variates estimates.
They focus on the LASSO and ridge regression and they
show, based on several examples, that the LASSO generally
outperforms the ridge. In the applications they consider, they
found that polynomials with relatively small degrees in each
direction (k equal to 2 and 3) give the best performance. The
examples considered here show a similar pattern as the results
do not generally improve beyond degree k = 3.
5 Auxiliary results
Lemma 1 (Sub-Gaussian) Let X1, . . . ,Xn be independent and
identically distributed random variables in (X ,A ) with dis-
tribution P. Let ϕ1, . . . ,ϕp be real-valued functions on X
such that P(ϕk) = 0 and ϕk ∈G (τ2) for all k= 1, . . . , p. Then
for all δ > 0, we have with probability at least 1−δ ,
max
k=1,...,p
∣∣∣∣∣ n∑i=1ϕk(Xi)
∣∣∣∣∣6
√
2nτ2 log(2p/δ ).
Proof For each k = 1, . . . , p, the centered random variable
∑ni=1ϕk(Xi) is sub-Gaussian with variance factor nτ2. By the
union bound and by Chernoff’s inequality, we have, for each
t > 0,
P
(
max
k=1,...,p
∣∣∣∣∣ n∑i=1ϕk(Xi)
∣∣∣∣∣> t
)
6
p
∑
k=1
P
(∣∣∣∣∣ n∑i=1ϕk(Xi)
∣∣∣∣∣> t
)
6 2pexp
( −t2
2nτ2
)
.
Set t =
√
2nτ2 log(2p/δ ) to find the result.
Lemma 2 (Smallest eigenvalue lower bound) Let X1, . . . ,Xn
be independent and identically distributed random variables
in (X ,A )with distribution P. Let g=(g1, . . . ,gp)T in L2(P)p
be such that the p× p Gram matrix G = P(ggT ) satisfies
λmin(G)> 0. Define the transformation g˜ = G−1/2g and put
Bg˜ := supx∈X ‖g˜(x)‖22. Let δ ,η ∈ (0,1). For δ ∈ (0,1), the
empirical Gram matrix Gˆn = Pn(ggT ) satisfies, with proba-
bility at least 1−δ ,
λmin(Gˆn)>
(
1−
√
2Bg˜n−1 log(p/δ )
)
λmin(G).
Proof Suppose that the result is true in the special case that G
is the identity matrix. In case of a general Gram matrix G, we
could then apply the result for the special case to the vector
of functions g˜ = G−1/2g, whose Gram matrix is the identity
matrix. We would get that λmin(Pn(g˜g˜T ))> 1−η with prob-
ability at least 1− δ . Since Pn(g˜g˜T ) = G−1/2GˆnG−1/2 and
since uT G−1u6 1/λmin(G) for every unit vector u ∈ Rp, we
would have
λmin
(
Pn(g˜g˜T )
)
= min
uT u=1
{
uT Pn(g˜g˜T )u
}
= min
uT u=1
{
(G−1/2u)T GˆnG−1/2u
(G−1/2u)T G−1/2u
uT G−1u
}
6 λmin(Gˆn)/λmin(G).
It would then follow that
λmin(Gˆn)> λmin(Pn(g˜g˜T ))λmin(G)> (1−η)λmin(G),
as required. Hence we only need to show the result for G = I,
in which case g˜ = g.
We apply the matrix Chernoff inequality in [28, Theo-
rem 5.1.1] to the random matrices n−1g(Xi)g(Xi)T . These
matrices are independent and symmetric with dimension
p× p. Their minimum and maximum eigenvalues are be-
tween 0 and L=Bg/n, with Bg = supx∈X λmax(g(x)g(x)T )=
supx∈X ‖g(x)‖22. Their sum is equal to Pn(ggT ) = Gˆn, whose
expectation is G = I by assumption. In the notation of the
cited theorem, we have µmin = λmin(G) = 1, and thus, by
Eq. (5.1.5) in that theorem, we have, for η ∈ [0,1),
P{λmin(Gˆn)6 1−η}6 p
[
exp(−η)
(1−η)1−η
]n/Bg
.
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The term in square brackets is bounded above by exp(−η2/2).
Indeed, we have, for η ∈ [0,1),
e−η
(1−η)1−η = exp{−η− (1−η) log(1−η)}
and
η+(1−η) log(1−η) = η− (1−η)
∫ η
0
dt
1− t
=
∫ η
0
(
1− 1−η
1− t
)
dt
=
∫ η
0
η− t
1− t dt
>
∫ η
0
(η− t)dt = η
2
2
.
It follows that
P{λmin(Gˆn)6 1−η}6 pexp
(
−η
2n
2Bg
)
.
Solving pexp
(
−η2n2Bg
)
= δ in η , we find that, with probabil-
ity at least 1−δ ,
λmin(Gˆn)> 1−
√
2Bgn−1 log(p/δ ).
Lemma 3 Let (X ,Y ) be a pair of centered and uncorrelated
random variables. If X ∈ G (ν) and if |Y |6 κ , where ν > 0
and κ > 0, then XY ∈ G (8κ2ν).
Proof The proof is based upon a refinement of [4, Theo-
rem 2.1]. Without loss of generality, suppose ν = 1 = κ ; for
the general case, consider the variables X/
√
ν and Y/κ .
Let λ ∈R. Let (X1,Y1),(X2,Y2) be two independent copies
of (X ,Y ). Since XY is centered too, we have E[e−λXY ]> 1
and thus
E[eλXY ]6 E[eλXY ]E[e−λXY ]
= E[eλ (X1Y1−X2Y2)] =
∞
∑
q=0
λ 2q
(2q)!
E[(X1Y1−X2Y2)2q].
Note that the odd moments in the series expansion vanish
since X1Y1−X2Y2 is symmetric.
To show that E[eλXY ]6 e4λ 2 for all λ , it is sufficient to
show that, for all q = 0,1,2, . . .,
E[(X1Y1−X2Y2)2q]
(2q)!
6 4
q
q!
. (17)
We treat the cases q = 0,1,2 and q > 3 separately. A use-
ful inequality will be that, since X ∈ G (1), for nonnegative
integer q, by [4, Theorem 2.1]
E[X2q]6 2q+1q!. (18)
Moreover, E[X2]6 ν = 1 [4, Exercise 2.16].
– For q = 0 there is nothing to show.
– For q= 1, we use E[X1Y1X2Y2] =E[X1Y1]E[X2Y2] = 0 and
|Y |6 κ = 1 to find
E[(X1Y1−X2Y2)2] = E[(X1Y1)2]+E[(X2Y2)2]
= 2E[(XY )2]6 2E[X2]6 2.
– For q= 2, we use again the fact that the variables X1Y1 and
X2Y2 are independent, identically distributed and centered
to get that
E[(X1Y1−X2Y2)4] = 2E[X4Y 4]+6E[X2Y 2]
6 2E[X4]+6
6 2 ·16+6 = 38.
– For q> 3, we have, by convexity of the function x 7→ x2q
and by (18), that
E[(X1Y1−X2Y2)2q]6 22q−1
(
E[(X1Y1)2q]+E[(−X2Y2)2q]
)
= 22qE[(XY )2q]
6 4qE[X2q]
6 4q2q+1q!.
Hence, the inequality (17) for integer q> 3 follows pro-
vided that 2q+1(q!)2 6 (2q)! for all such q. But this is true
since, for all integer q> 3, we have
(2q)!
(q!)2
=
q
∏
j=1
q+ j
j
= (q+1)
q
∏
j=2
q+ j
j
> 4 ·2q−1 = 2q+1.
We have thus verified (17) for all integer q > 0, and thus
E[eλXY ]6 e4λ 2 = e8λ 2/2, as required.
The following result is a special case of Jin et al. [15,
Corollary 7]. Our contribution is to make the constant c in
the cited result explicit.
Lemma 4 (Hoeffding inequality for norm-subGaussian
random vectors) Let the d-dimensional random vectors
Z1, . . . ,Zn be independent, have mean zero, and satisfy
∀t > 0,∀i = 1, . . . ,n, P(‖Zi‖2 > t)6 2exp
(
− t22σ2
)
(19)
for some σ > 0. Then for any δ > 0, with probability at least
1−δ , we have
‖∑ni=1 Zi‖2 6 2σ
√
n log(2d/δ ).
Proof Given Corollary 7 in Jin et al. [15], the only thing
to prove is that their constant c can be set equal to 2. Their
Corollary 7 follows from their Lemma 6, and the constant c
in the latter result stems from their Lemma 4, in which it is
shown that a certain random matrix Y satisfies
∀θ ∈ R, E[exp(θY )] exp(cθ 2σ2)I.
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The exponential function on the left-hand side is the matrix
exponential function, designates the positive-definite order-
ing, and I is the identity matrix of the appropriate dimension.
In that lemma, for any integer p> 1, we have E[Y 2p+1] = 0
as well as
∥∥Y 2p∥∥2 6 ‖X‖2p2 , where the random vector X sat-
isfies P(‖X‖2 > t)6 2exp(−t2/(2σ2)) for all t > 0.
Replacing X and Y by σ−1X and σ−1Y , respectively, we
can suppose σ = 1. The proof of Theorem 2.1 in [4] gives
E[‖X‖2p2 ]6 21+p p!, while 2(p!)2 6 (2p)! for integer p> 1
(proof by induction). We get
E[exp(θY )] = I+
∞
∑
p=1
θ 2p
(2p)!
E[Y 2p]

(
1+
∞
∑
p=1
θ 2p21+p p!
(2p)!
)
I

(
1+
∞
∑
p=1
(θ 2)p2p
p!
)
I = exp(2θ 2)I
as required.
6 Proof of Theorem 1
The proof is organized as follows. We first provide an upper
bound on the error (Step 1). This bound involves the norm of
the error made on the rescaled coefficients and is controlled
in Step 2. Then (Step 3), we construct an event that has
probability at least 1−δ on which we can control the terms
that appear in the upper bound of Step 2. Collecting all the
inequalities, we will arrive at the stated bound (Step 4).
Step 1. — Since f = P( f )+β ?( f )T h+ ε , the oracle es-
timate of P( f ), which uses the unknown, optimal coefficient
vector β ?( f ), is
αˆorn ( f ) = Pn[ f −β ?( f )T h] = P( f )+Pn(ε).
The difference between the OLS and oracle estimates is
αˆolsn ( f )− αˆorn ( f ) =
(
β ?( f )− βˆ olsn ( f )
)T Pn(h).
Let G = P(hh>) be the m×m Gram matrix. By assumption,
G is positive definite. Write
η? = G1/2β ?( f ), ηˆ = G1/2βˆ olsn ( f ), h¯ = G
−1/2h( f ).
The estimation error of the OLS estimator can thus be de-
composed as
n
(
αˆolsn ( f )−P( f )
)
= n
(
αˆorn ( f )−P( f )
)
+
(
β ?( f )− βˆ olsn ( f )
)T nPn(h)
=
n
∑
i=1
ε(Xi)+
(
β ∗( f )− βˆ olsn ( f )
)T n∑
i=1
h(Xi)
=
n
∑
i=1
ε(Xi)+(η?− ηˆ)>
n
∑
i=1
h¯(Xi).
By the triangle and Cauchy–Schwarz inequalities,
n
∣∣αˆolsn ( f )−P( f )∣∣6 |∑ni=1 ε(Xi)|+‖η?− ηˆ‖2 ‖∑ni=1 h¯(Xi)‖2 .
(20)
Step 2. — We will show that, if λmin(Pn(h¯h¯>))> ‖Pn(h¯)‖22,
then
‖ηˆ−η?‖2 6
‖Pn(h¯ε)‖2+‖Pn(h¯)‖2 |Pn(ε)|
λmin(Pn(h¯h¯>))−‖Pn(h¯)‖22
. (21)
and thus, by (20),∣∣αˆolsn ( f )−P( f )∣∣
6 |Pn(ε)|+ ‖Pn(h¯ε)‖2+‖Pn(h¯)‖2 |Pn(ε)|
λmin(Pn(h¯h¯>))−‖Pn(h¯)‖22
‖Pn(h¯)‖2 (22)
Step 2.1 — Considered the column-centered n×m design
matrices
Hc = H−1nPn(h)> =
(
h j(Xi)−Pn(h j)
)
i, j,
H¯c = HcG−1/2 = H¯−1nPn(h¯)> =
(
h¯ j(Xi)−Pn(h¯ j)
)
i, j.
Since H¯>1n = nPn(h¯), we have
H¯>c H¯c = H¯
>H¯−nPn(h¯)Pn(h¯)>
= n
(
Pn(h¯h¯>)−Pn(h¯)Pn(h¯)>
)
.
As a consequence, for u ∈ Rm,
u>H¯>c H¯cu = n
(
u>Pn(h¯h¯>)u− (Pn(h¯)>u)2
)
> n
(
λmin(Pn(h¯h¯>))−‖Pn(h¯)‖22
)
‖u‖22 .
by the Cauchy–Schwarz inequality. In particular, u>H¯>c H¯cu
is non-zero for non-zero u ∈ Rm, so that H¯>c H¯c is invertible,
and so is the matrix
H>c Hc = G
1/2H¯cH¯cG1/2.
Also, the smallest eigenvalue of H¯>c H¯c is bounded from be-
low by
λmin(H¯>c H¯c)> n
(
λmin(Pn(h¯h¯>))−‖Pn(h¯)‖22
)
> 0.
The largest eigenvalue of the inverse matrix (H¯>c H¯c)−1 is
then bounded from above by
λmax
(
(H¯>c H¯c)
−1)6 1
n
(
λmin(Pn(h¯h¯>))−‖Pn(h¯)‖22
) . (23)
Step 2.2. — Write ε(n)c = (ε(Xi)−Pn(ε))ni=1 for the cen-
tered vector of error terms. Recall f (n)c = ( f (Xi)−Pn( f ))ni=1,
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the centered vector of samples from the integrand. As f =
P( f )+h>β ∗( f )+ ε , we have
f (n)c = Hcβ ?( f )+ ε
(n)
c .
From the characterization (4) of the OLS estimate of the
coefficient vector and since H>c Hc is invertible,
βˆ olsn ( f ) = (H
>
c Hc)
−1H>c f
(n)
c
= (H>c Hc)
−1H>c
(
Hcβ ?( f )+ ε
(n)
c
)
= β ?( f )+(H>c Hc)
−1H>c ε
(n)
c .
We obtain
ηˆ−η? = G1/2
(
βˆ olsn ( f )−β ?( f )
)
= G1/2(H>c Hc)
−1H>c ε
(n)
c
= (H¯>c H¯c)
−1H¯>c ε
(n)
c . (24)
Step 2.3. — We combine the results from Steps 2.1
and 2.2. From the upper bound (23) and the identity (24),
we obtain
‖ηˆ−η?‖2 6
∥∥∥H¯>c ε(n)c ∥∥∥2
n
(
λmin(Pn(h¯h¯>))−‖Pn(h¯)‖22
)
Finally, as H¯c = (h¯ j(Xi)−Pn(h¯ j))i, j, we find
n−1
∥∥∥H¯>c ε(n)c ∥∥∥2 = n−1 ‖∑ni=1 h¯(Xi)ε(Xi)−Pn(h¯)∑ni=1 ε(Xi)‖2
= ‖Pn(h¯ε)−Pn(h¯)Pn(ε)‖2
6 ‖Pn(h¯ε)‖2+‖Pn(h¯)‖2 |Pn(ε)| .
Equation (21) follows.
Step 3. — In view of (22), we need to ensure that |Pn(ε)|,
‖Pn(h¯)‖ and ‖Pn(h¯ε)‖2 are small and that λmin(Pn(h¯h¯>)) is
large. Let δ > 0. We construct an event with probability at
least 1−δ on which four inequalities hold simultaneously.
Recall B = supx∈X ‖h¯(x)‖22, defined in (7).
Step 3.1. — Because ε ∈ G (τ2), Chernoff’s inequality (or
Lemma 1 with p = 1) implies that with probability at least
1−δ/4,
|∑ni=1 ε(Xi)|6
√
2nτ2 log(8/δ ). (25)
Step 3.2. — For the term ‖∑ni=1 h¯(Xi)‖2, we apply the
vector Bernstein bound in [13, Lemma 9]. On the one hand
supx∈X ‖h¯(x)‖2 6
√
B and on the other hand
n
∑
i=1
E[‖h¯(Xi)‖22] =
n
∑
i=1
m
∑
j=1
P(h¯2j) = nm.
The cited vector Bernstein bound gives
∀t > 0,P
[
‖∑ni=1 h¯(Xi)‖2 >
√
nm
(
1+
√
8t
)
+ 43 t
√
B
]
6 e−t .
Setting t = log(4/δ ), we find that, with probability at least
1−δ/4, we have
‖∑ni=1 h¯(Xi)‖26
√
nm
(
1+
√
8log(4/δ )
)
+ 43 log(4/δ )
√
B.
Since log(4/δ )> log(4), we have
1+
√
8log(4/δ )6 4
√
log(4/δ )
and thus
‖∑ni=1 h¯(Xi)‖2 6 4
√
nm log(4/δ )+ 43 log(4/δ )
√
B
= 4
√
log(4/δ )
(√
nm+ 13
√
B log(4/δ )
)
.
The condition on n easily implies that
1
3
√
B log(4/δ )6 14
√
nm
and thus
‖∑ni=1 h¯(Xi)‖2 6 5
√
nm log(4/δ ). (26)
Step 3.3. — To control ‖∑ni=1 h¯(Xi)ε(Xi)‖2, we apply
Lemma 4 with Zi = h¯(Xi)ε(Xi). The random vectors h¯(Xi)ε(Xi)
for i = 1, . . . ,n are independent and identically distributed
and have mean zero. Since ‖h¯(Xi)‖2 6
√
B by (7) and since
ε ∈ G (τ2) by Assumption 1, we have, for all t > 0,
P[‖h¯(Xi)ε(Xi)‖2 > t]6 P[
√
B |ε(Xi)|> t]
6 2exp
(
− t22Bτ2
)
,
and (19) holds with σ2 = Bτ2. Lemma 4 then implies that,
with probability at least 1−δ/4,
‖∑ni=1 h¯(Xi)ε(Xi)‖2 6 2
√
nBτ2 log(8m/δ ). (27)
Step 3.4. — Recall the n×m matrix H = (h j(Xi))i, j and
put
H¯ = HG−1/2 = (h¯ j(Xi))i, j.
The empirical Gram matrix of the vector h¯= (h¯1, . . . , h¯m)> ∈
L2(P)m based on the sample X1, . . . ,Xn is
Pn(h¯h¯>) = n−1H¯T H¯.
We apply Lemma 2 with g = g˜ = h¯, p = m, and δ replaced
by δ/4. We find that, with probability at least 1−δ/4,
∀u ∈ Rm, ‖H¯u‖22 = nu>Pn(h¯h¯>)u
> n
(
1−
√
2Bn−1 log(4m/δ )
)
‖u‖22 .
(28)
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Since Pn(h¯h¯>) = n−1H¯>H¯, it follows that
λmin(Pn(h¯h¯>))> 1−
√
2Bn−1 log(4m/δ )> 23 (29)
as the assumption on n implies that 2Bn−1 log(4m/δ )6 1/9.
By the union bound, the inequalities (25), (26), (27), and
(28) hold simultaneously on an event with probability at least
1−δ . For the remainder of the proof, we work on this event,
denoted by E.
Step 4. — We combine the bound (22) on the estimation
error with the bounds valid on the event E constructed in
Step 3. By (29), we have
λmin(Pn(h¯h¯>))−‖Pn(h¯)‖22 > 23 −25mn−1 log(4/δ )> 13
since the assumption on n implies that 25mn−1 log(4/δ )6
1/3. As B> m> 1, we have
‖Pn(h¯ε)‖2+‖Pn(h¯)‖2 |Pn(ε)|
6 2
√
n−1Bτ2 log(8m/δ )+
5
√
n−1m log(4/δ ) ·
√
2n−1τ2 log(8/δ )
6 2
√
n−1Bτ2 log(8m/δ )
(
1+
5
2
√
2n−1 log(4/δ )
)
< 3
√
n−1Bτ2 log(8m/δ ),
since, by assumption, n> 75m log(4/δ )> 50log(4/δ ). We
find∣∣αˆolsn ( f )−P( f )∣∣
6
√
2τ2n−1 log(8/δ )+
1
1/3
·3
√
n−1Bτ2 log(8m/δ ) ·5
√
mn−1 log(4/δ )
=
√
2τ2n−1 log(8/δ )+45n−1
√
Bτ2m log(8m/δ ) log(4/δ ),
which is the bound stated in Theorem 1. uunionsq
7 Proof of Theorem 2
For a vector β ∈ Rm and for a non-empty set S⊂ {1, . . . ,m},
write βS =(βk)k∈S. For any matrix A∈Rn×m and k∈{1, . . . ,m},
let Ak denote its k-th column and if S= {k1, . . . ,k`}⊂{1, . . . ,m}
with k1 < .. . < k`, write AS = (Ak1 , . . . ,Ak`) ∈ Rn×`.
The proof is organized in a similar way as the one of
Theorem 1. We first provide an initial upper bound on the
error (Step 1). Then we construct an event that (Step 2) has
probability at least 1−δ and (Steps 3, 4, 5) on which we can
control each of the terms of the previous upper bound. The
combination of all steps to deduce the final statement is made
clear in Step 6.
Step 1. — As in the proof of Theorem 1, with βˆ olsn ( f )
replaced by βˆ lasson ( f ), the estimation error of the LASSO
estimator can be decomposed as
n
(
αˆ lasson ( f )−P( f )
)
=
n
∑
i=1
ε(Xi)+
(
β ∗( f )− βˆ lasson ( f )
)T n∑
i=1
h(Xi).
Writing uˆ = βˆ lasson ( f )−β ?( f ), we get, by the triangle and
Ho¨lder inequalities,
n
∣∣∣αˆ lasson ( f )−P( f )∣∣∣6
∣∣∣∣∣ n∑i=1ε(Xi)
∣∣∣∣∣+‖uˆ‖1 maxk=1,...,m
∣∣∣∣∣ n∑i=1 hk(Xi)
∣∣∣∣∣ .
(30)
Step 2. — Let δ > 0. We construct an event, E, with
probability at least 1−δ on which four inequalities, namely
(31), (32), (33) and (34), hold simultaneously.
– Since ε ∈ G (τ2), we can apply Lemma 1 with p = 1 to
get that, with probability at least 1−δ/4,∣∣∣∣∣ n∑i=1ε(Xi)
∣∣∣∣∣6
√
2nτ2 log(8/δ ). (31)
– In view of [4, Lemma 2.2] and Assumption 2, we have
hk ∈ G (U2h ) for all k = 1, . . . ,m. Hence we can apply
Lemma 1 with p = m to get that, with probability at least
1−δ/4,
max
k=1,...,m
∣∣∣∣∣ n∑i=1 hk(Xi)
∣∣∣∣∣6√2nU2h log(8m/δ ). (32)
– By virtue of Assumptions 1 and 2, we can apply Lemma 3
to find hkε ∈ G (Cτ2U2h ) with C = 8. Hence we can apply
Lemma 1 to get that, with probability at least 1−δ/4,
max
k=1,...,m
∣∣∣∣∣ n∑i=1 hk(Xi)ε(Xi)
∣∣∣∣∣6√2nCτ2U2h log(8m/δ )).
(33)
– In view of [4, Lemma 2.2] and Assumptions 2 and 6,
we have hkhl−P(hkhl) ∈ G (U4h ) for all k, l ∈ {1, . . . ,m}.
Hence we can apply Lemma 1 with p = m2 to get that,
with probability at least 1−δ/4,
max
16k6m
16l6m
∣∣∣∣∣ n∑i=1{hk(Xi)hl(Xi)−P(hkhl)}
∣∣∣∣∣6√2nU4h log(8m2/δ ).
Denote by ∆ = (Pn−P){hhT}. Because by assumption
2(`?/γ?)
√
2U4h log(8m
2/δ )6√n, we have that
(`?/γ?) max
16k,l6m
|∆k,l |6 1/2.
16
Remark that
∀u ∈ Rm, n−1 ‖Hu‖22−uT Gu = uT∆u.
Then, following [3, equation (3.3)], use the inequality
|uT∆u|6 ‖u‖21 max16k,l6m |∆k,l |, to obtain that, with prob-
ability 1−δ/4, for all u ∈ C (S?;3),
‖Hu‖22 /n> uT Gu−‖u‖21 max16k,l6m |∆k,l |
> uT Gu−‖u‖22 `? max16k,l6m |∆k,l |
> uT Gu− (uT Gu)(`?/γ?) max
16k,l6m
|∆k,l |
> (uT Gu)/2.
It follows that with probability at least 1−δ/4,
‖Hu‖22 > (nγ?/2)‖u‖22 . (34)
Step 3. — We claim that, on the event E, we have
∀u ∈ C (S?;3), ‖Hcu‖22 > (nγ?/4)‖u‖22 (35)
We have
HTc Hc = H
T H−nPn(h)Pn(h)T
and thus,
‖Hcu‖22 > ‖Hu‖22−n maxk=1,...,m |Pn(hk)|
2 ‖u‖21 .
We treat both terms on the right-hand side. On the one hand,
we just have obtained a lower bound for the first term. On the
other hand, in view of (32) and because ‖u‖21 6 16‖uS?‖21 6
16`? ‖u‖22, we have
‖u‖21 maxk=1,...,m |Pn(hk)|
2 = ‖u‖21 n−2 ·maxk∈S?
∣∣∣ n∑
i=1
hk(Xi)
∣∣∣2
6 16`? ‖u‖22 ·n−2 ·2nU2h log(8m/δ )
6 ‖u‖22 γ?/4
as n> (16×8)`?(U2h /γ?) log(8m/δ ) by assumption. In com-
bination with (34), we find
‖Hcu‖22 > n(γ?/2)‖u‖22−n(γ?/4)‖u‖22 = n(γ?/4)‖u‖22 .
Step 4. — We claim that, on the event E, we have∥∥∥HTc ε(n)c ∥∥∥∞ 6 5√log(8m/δ )Uhτ√n. (36)
Indeed, on the left-hand side in (36) we have in virtue of (31),
(32) and (33),∥∥∥HTc ε(n)c ∥∥∥∞
= max
k=1,...,m
∣∣∣∣∣ n∑i=1(hk(Xi)−Pn(hk))(ε(Xi)−Pn(ε))
∣∣∣∣∣
= max
k=1,...,m
∣∣∣∣∣
(
n
∑
i=1
hk(Xi)ε(Xi)
)
−nPn(hk)Pn(ε)
∣∣∣∣∣
6 max
k=1,...,m
∣∣∣∣∣ n∑i=1 hk(Xi)ε(Xi)
∣∣∣∣∣+n−1
∣∣∣∣∣ n∑i=1ε(Xi)
∣∣∣∣∣ maxk=1,...,m
∣∣∣∣∣ n∑i=1 hk(Xi)
∣∣∣∣∣
6
√
2nCτ2U2h log(8m/δ )+
n−1
√
2nτ2 log(8/δ )
√
2nU2h log(8m/δ )
6
√
2nCτ2U2h log(8m/δ )
(
1+
√
2log(8/δ )/(Cn)
)
.
Since `? > 1 and `?U2h > ∑k∈S? P(h2k) > γ?, the assumed
lower bound on n implies that n> 8log(8/δ ). As C = 8, the
factor 1+
√
2log(8/δ )/(Cn) is bounded by 1+1/
√
32, and
since 4(1+1/
√
32)6 5, we get (36).
Step 5. — Recall uˆ = βˆ lasson ( f )−β ?( f ). We claim that,
on the event E, we have
‖uˆ‖1 6 48λ`?/γ?. (37)
To prove this result, we shall rely on the following lemma.
Lemma 5 If nλ > 2
∥∥∥HTc ε(n)c ∥∥∥∞ then, writing uˆ= βˆ lasson ( f )−
β ?( f ), we have uˆ ∈ C (S?;3) and
‖Hcuˆ‖22 6 3nλ ‖uˆS?‖1 . (38)
Proof This is just a reformulation of the reasoning on p. 298
in [27] with a slightly sharper upper bound. The vector νˆ at
the right-hand side of their Eq. (11.23) can be replaced by νˆS.
For the sake of completeness, we provide the details.
In the proof we use the short-cuts β ?= β ?( f ) and βˆ lasson =
βˆ lasson ( f ). Recall ε
(n)
c = f
(n)
c −Hcβ ?( f ) and define
G(u) = ‖ f (n)c −Hc(β ?+u)‖2/(2n)+λ‖β ?+u‖1
= ‖ε(n)c −Hcu‖2/(2n)+λ‖β ?+u‖1.
Because G(uˆ)6 G(0), we have
‖Hcuˆ‖22/(2n)6 uˆT HTc ε(n)c /n+λ (‖β ?‖1−‖β ?+ uˆ‖1)
From the triangle inequality
‖(β ?− (−uˆ))S?‖1 > |‖β ?S?‖1−‖uˆS?‖1|> ‖β ?S?‖1−‖uˆS?‖1,
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implying that
‖β ?‖1−‖β ?+ uˆ‖1
= ‖β ?‖1−‖(β ?+ uˆ)S?‖1−‖(β ?+ uˆ)S?‖1
6 ‖β ?‖1−‖β ?S?‖1+‖uˆS?‖1−‖(β ?+ uˆ)S?‖1
= ‖uˆS?‖1−‖uˆS?‖1.
From Ho¨lder’s inequality, we get∣∣∣uˆT HTc ε(n)c ∣∣∣6 ∥∥∥HTc ε(n)c ∥∥∥∞ · ‖uˆ‖1 ,
which leads to
‖Hcuˆ‖22 /(2n)6 ‖HTc ε(n)c ‖∞‖uˆ‖1/n+λ (‖uˆS?‖1−
∥∥uˆS?∥∥1).
Consequently, because
∥∥∥HTc ε(n)c ∥∥∥∞ /n6 λ/2 by assumption,
we obtain
06 ‖Hcuˆ‖22/(2n)6 λ (‖uˆ‖1/2+‖uˆS?‖1−‖uˆS?‖1)
= (λ/2)(3‖uˆS?‖1−‖uˆS?‖1).
The right-hand side must be nonnegative, whence
∥∥uˆS?∥∥1 6
3‖uˆS?‖1, i.e., uˆ ∈ C (S;3). The bound in (38) follows as well.
On the event E, the conclusion of Lemma 5 is valid
because the bound on
∥∥∥HTc ε(n)c ∥∥∥∞ in (36) and the assumption
on λ in Theorem 2 together imply that λ > 2
∥∥∥HTc ε(n)c ∥∥∥∞ /n.
The cone property of Lemma 5 yields uˆ ∈ C (S?;3) so that
‖uˆ‖1 = ‖uˆS?‖1+
∥∥uˆS?∥∥1 6 4‖uˆS?‖1 . (39)
Thanks to (35) and Lemma 5, and since |S?|= `?, we get
‖uˆS?‖21 6 `? ‖uˆS?‖22
6 `? ‖uˆ‖22
6 `? ·n−1(4/γ?)‖Hcuˆ‖22
6 `? ·n−1(4/γ?) ·3nλ ‖uˆS?‖1 = 12`?(λ/γ?)‖uˆS?‖1 .
It follows that ‖uˆS?‖1 6 12`?λ/γ?. In combination with (39),
we find (37).
Step 6. — Equation (30) gave a bound on the estimation
error involving three terms. On the event E, these terms were
shown to be bounded in (31), (32), and (37). It follows that,
on E, we finally have
n
∣∣∣αˆ lasson ( f )−P( f )∣∣∣
6
√
2nτ2 log(8/δ )+48λ`?/γ? ·
√
2nU2h log(8m/δ ).
Divide by n and use 48
√
2< 68 to obtain (9). uunionsq
8 Proof of Theorem 3
Recall that S? = { j = 1, . . . ,m : β ?j ( f ) 6= 0} with `? = |S?|
and that S?= {1, . . . ,m}\S?. Further, HS? is the n×`? matrix
having columns Hc,k for k ∈ S?, where Hc,k is the k-th column
of Hc.
Step 1. — We first establish some (non-probabilistic)
properties of βˆ lasson ( f ). To this end, we consider the linear
regression of the non-active control variates on the active
ones: for k ∈ S? = { j = 1, . . . ,m : β ?j ( f ) = 0}, this produces
the coefficient vector
θˆ (k)n ∈ argmin
θ∈R`?
∥∥Hc,k−Hc,S?θ∥∥2 .
Further, we consider the OLS oracle estimate βˆ ?n , which is
the OLS estimator based upon the active control variables
only, i.e.,
βˆ ?n ∈ argmin
β∈R`?
‖ f (n)c −Hc,S?β‖2.
Our assumptions will imply that, with large probability, Hc,S?
has rank `∗, in which case
θˆ (k)n = (HTc,S?Hc,S?)
−1HTc,S?Hc,k,
βˆ ?n = (H
T
c,S?Hc,S?)
−1HTc,S? f
(n)
c .
The following lemma provides a number of (non-probabilistic)
properties of βˆ lasson ( f ), given certain conditions on Hc and
ε(n)c . Recall that a norm ‖·‖ on Rp induces a matrix norm on
Rp×p via ‖A‖= sup{‖Au‖ : u ∈Rp,‖u‖= 1} for A ∈Rp×p.
Lemma 6 If Hc,S? has rank `? and if there exists κ ∈ (0,1]
such that
max
k∈S?
∥∥∥θˆ (k)n ∥∥∥
1
6 1−κ, (40)
max
k∈S?
∣∣∣(Hc,k−Hc,S? θˆ (k)n )T ε(n)c ∣∣∣6 κλn, (41)
then the minimizer βˆ lasson ( f ) in (5) is unique, with support
supp(βˆ lasson ( f ))⊂ S?, and it satisfies
max
k∈S?
∣∣∣βˆ lasson,k ( f )−β ?k ( f )∣∣∣6
max
k∈S?
∣∣∣βˆ ?n,k−β ?k ( f )∣∣∣+nλ ∥∥∥(HTc,S?Hc,S?)−1∥∥∥∞ . (42)
Proof The proof of the previous result is actually contained
in [27]. The uniqueness of the LASSO solution and the prop-
erty that it does not select inactive covariates follows directly
from the proof of their Theorem 11.3. The only difference is
that, in our case, the inequality (41) is an assumption whereas
in [27] it is a property of the Gaussian fixed design model.
The approach in [27] is based upon checking the strict dual
feasibility condition. The bound (42) is Eq. (11.37) in [27].
18
We slightly modify Lemma 6 to make the conditions (40)
and (41) easier to check and to make the bound (42) easier
to use.
Lemma 7 If there exists ν > 0 such that
∀u ∈ R`? , ‖Hc,S?u‖22 > nν ‖u‖22 , (43)
and if there exists κ ∈ (0,1] such that
`?
νn
max
k∈S?
max
j∈S?
∣∣∣HTc, jHc,k∣∣∣6 1−κ, (44)
max
k=1,...,m
∣∣∣HTc,kε(n)c ∣∣∣6 12κλn, (45)
then the minimizer βˆ lasson ( f ) in (5) is unique, with support
satisfying supp(βˆ lasson ( f ))⊂ S?, and it holds that
max
k∈S?
∣∣∣βˆ lasson,k ( f )−β ?k ( f )∣∣∣6 (1+κ/2)√`?λ/ν . (46)
Proof By (43), the smallest eigenvalue of the `?× `? matrix
HTc,S?Hc,S? is positive, so that it is invertible and Hc,S? has
rank `?.
We show that (44) implies (40). For each k ∈ S?, the
vector θˆ (k)n has length `?, so that∥∥∥θˆ (k)n ∥∥∥
1
6
√
`?
∥∥∥θˆ (k)n ∥∥∥
2
.
Because θˆ (k)n is an OLS estimate, using that the largest
eigenvalue of (HTc,S?Hc,S?)
−1 being bounded from above by
(nν)−1, we obtain∥∥∥θˆ (k)n ∥∥∥
2
=
∥∥∥(HTc,S?Hc,S?)−1HTc,S?Hc,k∥∥∥2 6 1nν ∥∥∥HTc,S?Hc,k∥∥∥2
Since ‖x‖2 6
√
m ‖x‖∞ for x ∈ Rm, we can conclude that∥∥∥θˆ (k)n ∥∥∥
2
6
√
`?
νn
max
j∈S?
∣∣∣HTc, jHc,k∣∣∣ .
Combining the two bounds, we find that (44) indeed implies
(40).
Next we show that (45) implies (41). For k ∈ S?, we have∣∣∣(Hc,k−Hc,S? θˆ (k)n )T ε(c)n ∣∣∣
6
∣∣∣HTc,kε(c)n ∣∣∣+ ∣∣∣(θˆ (k)n )T HTc,S?ε(c)n ∣∣∣
6
∣∣∣HTc,kε(c)n ∣∣∣+∥∥∥θˆ (k)n ∥∥∥1 maxj∈S? ∣∣∣HTc, jε(c)n ∣∣∣ .
Using (40) and (45) we deduce (41).
The conditions of Lemma 6 have been verified, and so
its conclusion holds. We simplify the two terms in the upper
bound (42). First, we use that∥∥∥βˆ ?n −β ?( f )∥∥∥2 = ∥∥∥(HTc,S?Hc,S?)−1HTc,S?ε(n)c ∥∥∥2
6
√
`?
νn
∥∥∥HTc ε(n)c ∥∥∥∞ .
Second, for any matrix A ∈Rp×p, we have ‖A‖∞ 6
√
p‖A‖2
(e.g., [11, page 365]), and this we apply to (HTc,S?Hc,S?)
−1. In
this way, the upper bound in (42) is dominated by∥∥∥βˆ ?n −β ?( f )∥∥∥2+nλ ·√`?∥∥∥(HTc,S?Hc,S?)−1∥∥∥2
6
√
`?
nν
max
k∈S?
∣∣∣HTc,kε(n)c ∣∣∣+nλ ·√`? · 1nν ,
since the largest eigenvalue of (HTc,S?Hc,S?)
−1 is at most
(nν)−1. Use (45) to further simplify the right-hand side,
yielding (46).
Step 2. — Let δ ∈ (0,1) and n = 1,2, . . .. In a similar
way as in the proof of Theorem 1, we construct an event of
probability at least 1−δ . This time, we need five inequalities
to hold simultaneously.
– Because ε ∈ G (τ2), with probability at least 1−δ/5,∣∣∣∣∣ n∑i=1ε(Xi)
∣∣∣∣∣6
√
2nτ2 log(10/δ ). (47)
– In view of [4, Lemma 2.2] and Assumption 2, we have
hk ∈ G (U2h ) for all k = 1, . . . ,m. Hence we can apply
Lemma 1 with p = m to get that, with probability at least
1−δ/5,
max
k=1,...,m
∣∣∣∣∣ n∑i=1 hk(Xi)
∣∣∣∣∣6√2nU2h log(10m/δ ). (48)
– By virtue of Assumptions 1 and 2, we have hkε ∈G (CU2h τ2),
where C = 8. Hence we can apply Lemma 1 to get that,
with probability at least 1−δ/5,
max
k=1,...,m
∣∣∣∣∣ n∑i=1 hk(Xi)ε(Xi)
∣∣∣∣∣6√2Cnτ2U2h log(10m/δ )).
(49)
– Recall that B? = supx∈X hTS?(x)G
−1
S? hS?(x) with
B? 6 λmax(G−1S? ) sup
x∈X
hTS?(x)hS?(x)6 `?U2h /γ??, (50)
The assumption on n easily implies that n> 8B? log(5`?/δ ).
Applying Lemma 2 with p = `?, g = hS? , and δ replaced
by δ/5, we find that, with probability at least 1−δ/5,
‖HS?u‖22 > nγ?? ‖u‖22 /2, ∀u ∈ R`
∗
. (51)
– Finally, because
∣∣h j(x)∣∣ 6 Uh for all x ∈ X and j ∈
{1, . . . ,m} and because P(hkh j) = 0 for all (k, j) ∈ S?×
S?, we have hkh j ∈ G (U4h ) for such k and j, and thus, with
probability at least 1−δ/5,
max
k∈S?
max
j∈S?
∣∣∣∣∣ n∑i=1 hk(Xi)h j(Xi)
∣∣∣∣∣6√2nU4h log(10`?m/δ ).
(52)
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By the union bound, the event, say E, on which (47),
(48), (49), (51) and (52) are satisfied simultaneously has
probability at least 1−δ . We work on the event E for the rest
of the proof.
Step 3. — On the event E, we have
∀u ∈ R`? , ‖Hc,S?u‖22 > nαγ?? ‖u‖22 , (53)
where α ∈ (0,1/2) is an absolute constant whose value will
be fixed in Step 6(ii). We have
HTc,S?Hc,S? = H
T
S?HS? −nPn(hS?)Pn(hS?)T
and thus, by the Cauchy–Schwarz inequality and by (51),
‖Hc,S?u‖22 > ‖HS?u‖22−n‖Pn(hS?)‖22 ‖u‖22
> n
(
γ??/2−‖Pn(hS?)‖22
)
‖u‖22 .
In view of (48), we have
‖Pn(hS?)‖226
`?
n2
2nU2h log(10`
?/δ )= 2`? log(10`?/δ )U2h /n.
We thus get
‖Hc,S?u‖22 > nγ??
[
1
2
− 2`
? log(10`?/δ )U2h /γ
??
n
]
‖u‖22
A sufficient condition for (53) is thus that the term in square
brackets is at least α , i.e.,
n> 2
1/2−α `
? log(10`?/δ )U2h /γ
??
Since `? > 1 and U2h > γ??, a condition of the form
n> ρ log(10`?m/δ )[`?(U2h /γ??)]2 (54)
is thus sufficient, with much to spare, provided ρ > 2/(1/2−
α). In Step 6(ii), we will choose α in such a way that the
constant ρ = 70 appearing in the statement of the theorem is
sufficient.
Step 4. — On the event E, we have
max
k∈S?
max
j∈S?
|HTc, jHc,k|
6
√
2nU4h log(10`
?m/δ )+2U2h log(10m/δ ). (55)
Indeed, denote A = S?× S?, in virtue of (48) and (52), the
left-hand side is bounded by
max
(k, j)∈A
∣∣∣∣∣
(
n
∑
i=1
hk(Xi)h j(Xi)
)
−nPn(hk)Pn(h j)
∣∣∣∣∣
6 max
(k, j)∈A
∣∣∣∣∣ n∑i=1 hk(Xi)h j(Xi)
∣∣∣∣∣+ 1n maxk∈S?
∣∣∣∣∣ n∑i=1 hk(Xi)
∣∣∣∣∣maxj∈S?
∣∣∣∣∣ n∑i=1 h j(Xi)
∣∣∣∣∣
6 max
(k, j)∈A
∣∣∣∣∣ n∑i=1 hk(Xi)h j(Xi)
∣∣∣∣∣+ 1n maxk=1,...m
∣∣∣∣∣ n∑i=1 hk(Xi)
∣∣∣∣∣
2
6
√
2nU4h log(10`
?m/δ )+
1
n
2nU2h log(10m/δ ),
which is (55).
Step 5. — On the event E, we have∥∥∥HTc ε(n)c ∥∥∥∞ 6√
2nCτ2U2h log(10m/δ )
(
1+
√
2log(10/δ )/(Cn)
)
. (56)
The proof is the same as the first part of the one (36).
Step 6. — We will verify that on the event E, the three
assumptions of Lemma 7 are satisfied with κ = 1/2 and
ν = αγ??, with α as in Step 3.
(i) Eq. (43) with ν = αγ?? is just (53).
(ii) Eq. (44) with ν = αγ?? and κ = 1/2 follows from (55)
provided we have
`?
αγ??n
(√
2nU4h log(10`
?m/δ )+2U2h log(10m/δ )
)
6 1− 1
2
.
To check whether this is satisfied, we will make use of
the elementary inequality1
∀(a,b,c)∈ (0,∞)3, ∀x>
√
b2+4ac/a, ax2 > bx+c.
with x =
√
n and
a = αγ??/(2`?),
b =
√
2U4h log(10`
?m/δ ),
c = 2U2h log(10m/δ ).
Sufficient is that n = x2 is bounded from below by (b2+
4ac)/a2 = (b/a)2+4c/a, which is
2U4h log(10`
?m/δ )
(αγ??/(2`?))2
+4
2U2h log(10m/δ )
αγ??/(2`?)
=
8
α2
log(10`?m/δ )
(
`?U2h
γ??
)2
+
16
α
log(10m/δ )
(
`?U2h
γ??
)
.
But `? > 1 and γ?? 6 (1/`?)∑ j∈S? P(h2j)6U2h , so that a
sufficient condition is that
n>
(
8
α2
+
16
α
)
log(10`?m/δ )[`?(U2h /γ
??)]2.
The constant ρ in (54) must thus be such that
ρ >max
(
2
1/2−α ,
8
α2
+
16
α
)
.
The minimum of the right-hand side as a function of α ∈
(0,1/2) occurs at α =
√
2/3 and is equal to 2/(1/2−√
2/3)≈ 69.9. Taking ρ = 70 as in the assumption on n
is thus sufficient.
1 The convex parabola x 7→ ax2− bx− c has zeroes at x± = (b±√
b2 +4ac)/(2a), and x− < 0< x+ <
√
b2 +4ac/a.
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(iii) Eq. (45) with κ = 1/2 follows from (56), since√
2nCτ2U2h log(10m/δ )
(
1+
√
2log(10/δ )/(Cn)
)
6 λn/4
by the assumed lower bound on λ . Indeed, since `? >
1 and U2h > γ??, the assumed lower bounds on n im-
ply that n > 70log(10/δ ), so that
√
2log(10/δ )/(Cn)
is bounded by 1/
√
280; recall C = 8. Since 16 · (1+
1/
√
280) ≈ 16.9, the assumed lower bound for λ suf-
fices.
Step 7. — By the previous step, the conclusions of Lemma 7
with κ = 1/2 and ν = αγ?? hold on the event E, where
α =
√
2/3 was specified in Step 6(ii). The minimizer βˆ lasson
in (5) is thus unique and we have supp(βˆ lasson ( f ))⊂ S?.
To show the reverse inclusion, we need to verify that∣∣∣βˆ lasson,k ( f )∣∣∣> 0 for all k ∈ S?. To this end, we apply (46) with
κ = 1/2 and ν = αγ??, which becomes
max
k∈S?
∣∣∣βˆ lasson,k ( f )−β ?k ( f )∣∣∣6 (5/4)√`?λ/(αγ??).
For any k ∈ S?, we thus have∣∣∣βˆ lasson,k ( f )∣∣∣>minj∈S? ∣∣∣β ?j ( f )∣∣∣− (5/(4α))√`?λ/γ??.
But for α =
√
2/3, we have approximately 5/(4α)≈ 2.65.
Since min j∈S?
∣∣∣β ?j ( f )∣∣∣> 3√`?λ/γ?? by the assumed upper
bound for λ , we find
∣∣∣βˆ lasson,k ( f )∣∣∣> 0, as required. uunionsq
9 Proof of Theorem 4
Recall that the LSLASSO estimator is defined as an OLS
estimate computed on the active variables selected by the
LASSO based on a subsample of size N ∈ {1, . . . ,n}. Let
βˆ lassoN ( f ) denote the LASSO coefficient vector in (5) based
on the subsample X1, . . . ,XN and let
SˆN = supp(βˆ lassoN ( f )) = {k ∈ {1, . . . ,m} : βˆ lassoN,k ( f )> 0}
denote the estimated active set of ˆ`= |SˆN | control variates.
The LSLASSO estimate αˆ lslasson ( f ) based on the full sample
X1, . . . ,Xn is defined as the OLS estimator based on the con-
trol variates hk for k ∈ SˆN : writing HSˆN for the n× ˆ` matrix
with columns (hk(Xi))ni=1 with k ∈ SˆN , we have(
αˆ lslasson ( f ), βˆ
lslasso
n ( f )
)∈ argmin
(α,β )∈R×R ˆ`
∥∥∥ f (n)−α1n−HSˆNβ∥∥∥22 ,
Therefore, we can derive a concentration inequality by com-
bining the support recovery property (Theorem 3) along with
the concentration inequality for the OLS estimate (Theorem
1) using only the active control variates.
Let δ > 0 and n> 1. We construct an event with proba-
bility at least 1−δ on which the support recovery property
and the concentration inequality for the OLS estimate hold
simultaneously. Recall that S? = supp(β ?( f )) is the true set
of `? = |S?| active control variables.
– Thanks to Theorem 3, with probability at least 1−δ/2,
SˆN = S?. (57)
Indeed, the conditions on N and λ in Theorem 4 are such
that we can apply Theorem 3 with n and δ replaced by N
and δ/2, respectively.
– Thanks to Theorem 1, with probability at least 1−δ/2,
∣∣αˆolsn ( f ,hS?)−P( f )∣∣6√2log(16/δ ) τ√n
+45
√
B?`? log(16`?/δ ) log(8/δ )
τ
n
. (58)
where for any S ⊂ {1, . . . ,m}, αˆolsn ( f ,hS) is the OLS es-
timate of P( f ) based on the control variates hS. Indeed,
we apply Theorem 1 with h and δ replaced by hS? and
δ/2, respectively. The required lower bound on n is now
n > max(18B? log(8`?/δ ),75`? log(8/δ )). By assump-
tion we have N > 75[`?(U2h /γ??)]2 log(20`?/δ ). The re-
quired lower bound is already satisfied for N, and thus
certainly by n.
By the union bound, the event on which (57) and (58)
are satisfied simultaneously has probability at least 1−δ . On
this event, we can, by definition of αˆ lslasson ( f ) and by (57),
write the integration error as∣∣αˆ lslasson ( f )−P( f )∣∣= ∣∣∣αˆolsn ( f ,hSˆN )−P( f )∣∣∣
=
∣∣αˆolsn ( f ,hS?)−P( f )∣∣ .
But the right-hand side is bounded by (58), yielding (13), as
required.
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