Asymptotic formulas for the generalized Stirling numbers of the second kind with integer and real parameters are obtained and ranges of validity of the formulas are established. The generalizations of Stirling numbers considered here are generalizations along the line of Hsu and Shuie's unified generalization.
Introduction
Asymptotic formulas of the classical Stirling numbers have been done by many authors like Temme [1] , Moser, and Wyman [2, 3] due to the importance of the formulas in computing values of the numbers under consideration when parameters become large. The Stirling numbers and their generalization, on the other hand, are important due to their applications in statistics, life science, and physics.
The ( , )-Stirling numbers [4] , the -Whitney numbers of the second kind [5] , and the numbers considered by Ruciński and Voigt [6] are exactly the same numbers which can be classified as generalization of the classical Stirling numbers of the second kind. This generalization is in line with the generalization of Hsu and Shuie [7] . For brevity, we can use , ( , ) to denote these numbers. These numbers satisfy the following exponential generating function:
where and are positive integers. When = 1, (1) reduces to a generating function of -Stirling numbers [8] of the second kind and further reduces to a generating function of the classical Stirling numbers of the second when = 0. Combinatorial interpretation and probability distribution involving , ( , ) are discussed in [9] .
The behavior of the numbers , ( , ) was shown to be asymptotically normal in [4, 6] . That means that the distribution of these numbers when the parameters and are large will follow a bell-shaped distribution. The unimodality of this distribution was also discussed in [4] . Moreover, the bound for the index in which the maximum value of these numbers occurs has been established in [10] . With these properties of the numbers , ( , ), it is necessary to consider the asymptotic formula for the numbers , ( , ) to be able to compute large values of the numbers.
Applying Cauchy Integral Formula to (1), the following integral representation is obtained:
where is a circle about the origin. The primary purpose of the present paper is to investigate if the analysis in [3] can be extended to the generalized Stirling numbers of the second kind. The authors are motivated by the work of Chelluri et al. [11] which proved the asymptotic equivalence of the formulas obtained by Temme [1] and those obtained by Moser and Wyman in [2, 3] . Moreover, it was also shown in [11] that the formulas obtained apply not only for integral values of the parameters and , but for real values as well. To be able to do a similar investigation with that in [11] for the generalized Stirling numbers of the first and second kinds, it is necessary to come up with asymptotic formulas for each kind generalized Stirling numbers which may have used a method similar to that in [2, 3] . The necessary asymptotic formulas for the generalized Stirling numbers of the first kind can be found in [12, 13] . In this paper, an asymptotic formula for the generalized Stirling numbers of the second kind , ( , ) with integral values of and are obtained using a similar analysis as that in [3] . The formula is proved to be valid when > (1/4) and lim → ∞ ( − ) = ∞, where = / . Moreover, other asymptotic formulas are obtained for , ( , ), where and are real numbers under the conditions − ≥ and − ≥ 1/3 .
Preliminary Results
The integral representation in (2) can be written in the form
where = / , = .
Using the representation = , for the circle , where − ≤ ≤ and is a positive real number, (3) becomes
Multiplying and dividing the right-hand side of (4) by the correction constant
it reduces to
where
and ℎ( , ) is the function,
Observe that ℎ( , ) can be written in the form
where ( , ) is the same function ( , ) which appeared in [14] , except for the value of . The Maclaurin expansion of ℎ( , ) is
where Δ is the operator ( / ).
Lemma 1.
There is a unique 0 < < / such that
Proof. Equation (14) can be written in the form
Let 1 ( ) = (1 − − ) −1 and 2 ( ) = / − ( / ) . Note that 1 ( ) is a continuous function on (0, ∞) and lim → ∞ 1 ( ) = ∞ while lim → 0 1 ( ) = 1. On the other hand, 2 ( ) is a line with intercept at = / and intercept at 2 (0) = / and is decreasing when and are positive real numbers. Thus, 1 and 2 , as functions of , surely intersect at some point. The value of at the intersection point is the desired solution. Moreover, it can be seen graphically that < / .
Lemma 2.
defined in (12) obeys the inequalities
Proof. This lemma follows from Lemma 2.2 in [3] .
Lemma 3.
There exists a constant independent of and such that
Proof.
( ) defined in (13) can be written as
where ( ) is the same as that defined in (16) in [3] . Dividing both sides of the preceding equation by and taking the absolute value, we have
With a fixed parameter and → ∞ as → ∞ and using Lemma 3.2 in [3] , the desired result is obtained. Define = ( ) −3/8 and consider the integral defined by = ∫ exp ℎ ( , ) .
(20)
Proof. We claim that
Using the definition of ℎ( , ) given by (9), we have
Because
The claim now follows from the fact that −1 ≤ cos ≤ 1 and ≥ 0.
Thus,
The result now follows from the previous claim and the fact that ( , ) is the same function ( , ) that appeared in [3] except for the value of .
Observe that when → ∞ as → ∞, Lemma 4 will imply that → 0 as → ∞. Indeed, → ∞ as → ∞ under some conditions, as shown in the following lemma.
Lemma 5.
→
Proof. Write (14) in the form
Now the application of the mean value theorem to the function ( ) = 1 − − over the interval (0, ) will yield
where is a number within the interval (0, ). Then,
Consequently,
The last inequality will yield
provided − > 0. The previous inequality can be written in the form
when ≥ (1/4) . The second inequality previous follows if < / . Indeed, < / when ≥ (1/4) and > 4 because 1 ( / ) > 2 ( / ), where 1 and 2 are the functions in the proof of Lemma 1. Hence, which is the -coordinate of the point of intersection of the two functions must be less than / . The last inequality shows that → ∞ as − → ∞ under the given restriction of .
Returning to the condition that − > 0, note that < / . Thus,
under the restriction that ≥ (1/4) . So that − > 0 whenever > 4.
For example, when = 100 and = 4/7, in Lemma 5 must satisfy ≥ (1/4)100(4/7) = 14.2857. Thus, ≥ 15.
Asymptotic Formula with Integral Parameters
In the discussion that follows, denotes the unique positive solution to (14) . It will be seen later that our final asymptotic formula is expressed in terms of powers of 1/ . Anticipating this result and in view of Lemma 4, we write
Substituting (10) for ℎ( , ) and noting that ( ) = 0, (33) becomes
The change of variable = ( ) 1/2 will yield = ( )
Now, (34) becomes
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The equation in (37) can be written in the from
Note here that = ( ) −1/2 is within the radius of convergence of the series in (38). On the other hand, the Maclaurin series of exp ( , , ) is
where 2 is a polynomial in containing only even powers of , and 2 +1 is a polynomial in containing only odd powers of . Now, (36) can be written in the form
where = / √ and = ( ) −1/2 . We write (41) as
In view of Lemma 2, ≥ 1/4; hence,
Since is a polynomial in , we can replace with ∞ in (41). Following the discussion in [3] , it can be shown that = ( ); hence, we have the asymptotic formula
Note that
This is why no odd subscript of appears in (45). An approximation is obtained by taking the first two terms of the sum in (45). Thus,
It can be computed that
Thus, 2 can be written as follows: 
Finally, we obtain the approximation formula
In view of Lemmas 4 and 5 and (33), the previous asymptotic approximation is valid for ≥ (1/4) . The formula obtained in the previous discussion is formally stated in the following theorem. Values on the table affirm that the asymptotic formula in Theorem 6 gives a good approximation for 7,4 (100, ) when ≥ 15.
Asymptotic Formula with Real Parameters
Recently, the ( , )-Stirling numbers for complex arguments were defined in [15] parallel to the definition of Flajolet and Prodinger as
where ! := Γ( + 1) and H is a Hankel contour that starts from −∞ below the negative axis surrounds the origin counterclockwise and returns to −∞ in the half plane I > 0. Note that by change of variable, say = , we can express , ( , ) as follows:
The numbers { + + } are certain generalization ofStirling numbers of the second kind [8] in which the parameters involved are complex numbers. These numbers satisfy the following properties. 
Furthermore, when = , a complex number
The Bernoulli polynomial can be expressed using the explicit formula in [16] and the first formula in Theorem 8, with = and = , as 
Moreover, it is known that, for = 1, 2, . . ., the Hurwitz zeta function (1 − , ) = − ( )/ . Note that, as → 0, ( − 1)! ∼ 1/ . By Cauchy's integral formula
and is the unique positive solution to the equation
as a function of .
As noted in (58), the ( , )-Stirling numbers can be obtained using the -Stirling numbers of the second kind for complex arguments , , , and . This implies, using Theorems 9 and 10, the following asymptotic formulas which agree with the formula in (55) for the integral values of and . 
