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Abstract
Land Surface Temperature (ST) represents the radiative temperature of the Earth’s surface
and is used as an input for hydrological, agricultural, and meteorological science applica-
tions. Due to the synoptic nature of satellite imaging systems, ST products derived from
spaceborne platforms are invaluable for estimating ST at the local, regional, and global
scale. Over the past two decades, an emphasis has been placed on the need to develop al-
gorithms necessary to deliver accurate ST products to support the needs of science users.
However, corresponding efforts to validate these products are hindered by the availabil-
ity of quality ground based reference measurements. NOAA’s Surface Radiation Budget
Network (SURFRAD) is commonly used to support ST-validation efforts, but SURFAD’s
instrumentation is broadband (4-50 micrometer) and several of their sites lack spatial
uniformity, which can lead to large ST calculation errors. To address the apparent defi-
ciencies within existing validation networks, this work discusses a prototype instrument
developed to provide ST estimates to support validation efforts for spaceborne thermal
sensor products. Specifically, a prototype radiometer was designed, built, calibrated, and
utilized to acquire ground reference data to validate ST product(s) derived from Land-
sat 8 imagery. Field based efforts indicate these radiometers demonstrate agreement to
Landsat-derived ST products to within 1.37 K over grass targets. This is an improvement
of over 2 K when comparing to the SURFRAD validation network.
Additionally, the radiometers proposed in this research were designed to calculate
the largest unknown variable used to create Landsat 8 derived ST products: the target
emissivity. Algorithms have been developed with the purpose of using Landsat 8’s two
thermal bands to calculate the ST of a given scene. One popular method is the split win-
dow algorithm, which uses at sensor apparent temperatures collected by band 10 and 11
iv
v
of Landsat, along with atmospheric data to calculate the surface leaving temperatures. A
key input into the split window algorithm is the emissivity of the target, which is currently
calculated using data from another spaceborne sensor; the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) data from EOS-1 (Terra). This emissivity
calculation is not ideal because, like the ST calculation, the emissivity is also propagated
through the atmosphere before being calculated. An ideal approach is to measure and cal-
culate the emissivity close to the surface, thus eliminating any atmospheric compensation
errors. To eliminate the reliance on ASTER data and calculate the emissivity of the target
before atmospheric effects, four additional response bands in the 8 – 9 micrometer range
are added to the radiometer resulting in a six band instrument capable of calculating the
ST and emissivity of a ground target. Through a validation effort using a commercial
Fourier Transform Infrared Spectrometer (FTIR) the six-band radiometer’s ability to cal-
culate the emissivity of a target is in agreement to the FTIR derived emissivity values
to within 0.025 for Landsat-like band 10 and 0.022 for Landsat-like band 11 over grass
targets. More accurate target emissivity values can decrease the error in the split window
ST calculation by as much as 2.4 K over grass targets.
The proposed instruments in this research can provide a more accurate validation of
the Landsat 8 ST product when comparing to current validation networks, and therefore
more accurate target emissivity values. Combining the two capabilities of this proposed
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Chapter 1
Introduction
Measurement of surface temperature (ST) is critical for a variety of applications in the
Earth sciences, e.g., monitoring potential climate change [6–8], detecting areas of drought [9–
11], predicting areas of vector-borne diseases [12], and measuring evapotranspiration [13–
15]. Several algorithms necessary to deliver accurate ST products have been developed
for existing imaging systems (e.g. MODIS, AVHRR, ABI, VIIRS and most recently,
TIRS [16–19]).
As technology advances and sensor systems are designed with increased sensitivity,
there is a fundamental desire amongst the scientific community to drive down errors in
satellite-derived ST measurements. Some ST users desire that spaceborne temperature
products be retrieved to within an accuracy of 1 K or better [20]. With an increased de-
mand of ST product accuracy comes the apparent need for validation of these products. In
the early 2000’s, a comprehensive validation of MODIS ST products was conducted using
a worldwide ground-based instrumentation network. The measurements acquired during
this campaign were compared to MODIS-derived ST measurements to characterize the
fidelity of the product [21]. The expense involved in conducting a worldwide campaign
is not easily repeatable pointing to the increased need of a simple validation tool.
In January 2018, the Committee on Earth Observation Satellites (CEOS) Working
Group on Calibration and Validation (Land Product Validation Subgroup) identified six
existing ground-based networks that could potentially be used to assess the fidelity of ST
products [22]. The outcome documented by this working group of thermal experts led
to three findings. First, that the identified networks are too sparse (in a spatial sense)
to validate a global product. Second, that the instrumentation used are not ideal for ST
validation as these sites were not developed specifically for this application. Third, ex-
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panding the number and quality of ground-based reference data is imperative to ensuring
high-quality, well-characterized surface temperature products [22]. Based on the CEOS
working groups results, a large network of dedicated ST instruments is needed to prop-
erly assess the validity of spaceborne ST products. This research was intended to build,
test, and deploy a candidate instrument designed to fulfill the ground based reference data
needed to validate ST products, specifically the ST product created by Landsat 8.
1.1 Landsat 8
Landsat 8, the latest satellite in the program, was launched from Vandenberg AFB on
February 11th 2013 carrying two sensors onboard: The Operational Land Imager (OLI)
and the Thermal Infrared Sensor (TIRS). As seen in Figure 1.1, the OLI contains nine
spectral bands in the visible, Near Infrared (NIR), and Short Wave Infrared (SWIR), with
the TIRS sensor containing two narrow thermal bands instead of a single thermal band like
on previous Landsat satellites 4-7 [23]. Landsat was chosen as the sensor for this research
project due to Rochester Institute of Technology’s long history of Landsat calibration
efforts, with access to a large archive of data.
Figure 1.1: Landsat 8 introduced 3 additional bands including splitting the one thermal
band from Landsat 4-7 into two narrow bands [1].
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1.2 ST Calculation
The calculation of the ST product primarily depends on the number of thermal bands. For
the earlier Landsat satellites (Landsat 4 - 7), a single channel method is used to calcu-
late the ST product. This approach requires the use of a radiative transfer model which
requires the characterization of the atmosphere. The atmospheric characterization is tra-
ditionally done using radiosonde and meteorological data collected at the same time as
the Landsat collect. Depending on the collection site, radiosonde data may not be readily
available and some sites use data as far as 50 miles from the collection site [24]. With
the addition of a second thermal band, a technique called the split window approach has
been developed and tested. The split window algorithm uses the two bands contained in
the TIRS sensor on Landsat 8, and is able to remove the atmospheric effects by compar-
ing the two adjacent thermal bands. The algorithm performs a comparison of the Top of
Atmosphere (TOA) temperatures, or apparent temperature, from each band and creates a
ST estimation [25]. Using the split window algorithm instead of the single channel elimi-
nates the need to characterize the atmosphere during collect, accomplished by training the
algorithm with a variety of atmospheric profiles. For Landsat 8 the ST can be calculated
using the split window equation seen in Equation 1.1:






















+ b7 (Ti − Tj)2 [K] (1.1)
where b0 – b7 are derived from simulated data sets, ε is the average emissivity of the
two channels, ∆ε is the emissivity difference between the channels, and the apparent
temperatures of the channels are expressed as Ti and Tj . As one can see by this equation,
the emissivity of the target is an important input to create accurate ST estimates. The
emissivity values for Landsat 8’s band 10 and band 11 are currently estimated using Ad-
vanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) emissivity
data extrapolated to the response of the Landsat TIRS bands [25].
Validating the accuracy of the ST product is crucial before releasing it to users. Cur-
rently there are two methods used to validate the ST estimate: the first method is to com-
pare the Landsat product to ST products derived from another satellite data set, or a second
method is to compare the Landsat ST estimate to one of the ground surface measurements
networks identified by the CEOS working group. Ground surface measurements are pre-
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ferred as comparing airborne or spaceborne sensors data (ASTER, MODIS, etc.)is not
accurate if both ST products happen to be wrong [22].
1.3 SURFRAD
Several efforts in recent years have taken advantage of the National Oceanic and Atmo-
spheric Administration (NOAA) Surface Radiation budget network (SURFRAD) for ST
product validation [16–19]. SURFRAD is a network of seven sites in different climate
regions of the United States that were surveyed for spectral uniformity over a 10 km
radius [26].
Figure 1.2: SURFRAD contains a network of seven sites in different climate zones across
the US. [16]
SURFRAD measures the range of the electro-magnetic spectrum that affects the earth
and atmospheric system, by using a suite of instruments: pyrheliometer, pyranometer, and
pyrgeometer. A pyrheliometer measures the direct solar irradiance, while the pyranome-
ters measure the solar radiation flux in a hemisphere above the instrument [2].
In this study, we are interested in the upwelled infrared radiation measured by the pyr-
geometer instrument. The surface temperature at each site is calculated from data mea-
sured by two Epply pyrgeometers. One pyrgeometer faces toward the Earth and a second
points up toward the sky where the two instruments record the surface upwelled and sky
downwelled thermal irradiance, respectively. The pyrgeometers consist of a temperature
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controlled thermopile sensor that records over a broad range of the electromagnetic spec-
trum (4 − 50 µm). The sampling rate is once per second but the data is smoothed over a
three minute window to dampen high frequency fluctuations in target temperature [26]. A
silicon dome is attached to the outside of the pyrgeometer to protect the thermopile from
wind, which may significantly impact measured temperature [26].
The pyrgeometer is mounted to a tower 8 m above the surface, with the field of view
of the sensor being 180 deg. The usable signal from the 180 degree field of view (sig-
nal steeply drops to zero past 45 deg) produces an 8 m diameter circle spot size on the
ground [26].
The pyrgeometer data is used to estimate the surface temperature by calculating the












with Uemf being the pyrgeometer raw data, TB the absolute temperature of the pyr-
geometer body, TD the absolute temperature of the pyrgeometer dome, σ the Stefan-
Boltzmann constant (5.67x10−8Wm−2K−4), C and K the pyrgeometer calibration coef-
ficients found in the lab, and k2 is a field calibration coefficient [27]. Using the upwelled
and downwelled irradiance values the ST can be estimated using:
Ts =
[





where Eu is the upwelled irradiance, Ed is the downwelled irradiance, εb is the broad-
band emissivity and σ is the Stefan-Boltzmann’s constant.
The upwelled irradiance and downwelled irradiance are recorded by the two pyrge-
ometers and the broadband emissivity (εb) used in Equation 1.3 is estimated from the
Moderate Resolution Imaging Spectroradiometer (MODIS) narrowband emissivity sen-
sor on-board NASA’s TERRA satellite using Equation 1.4:
εb = 0.2122 ∗ ε29 + 0.3859 ∗ ε31 + 0.4029 ∗ ε32 (1.4)
where ε29, ε31, and ε32 are MODIS bands 29, 31, and 32 narrow band emissivities
[28]. These three bands were used to calculate the broadband emissivity response for
three reasons: first the maximum value of longwave radiation for natural objects occurs
in the 8− 14µm range, secondly the accuracy of MODIS in the mid-wave is not as good
as in the long wave, and lastly previous studies show that including mid wave bands when
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calculating a broadband emissivity value do not reduce the error. [29]. For these three
reasons only the MODIS bands in the thermal infrared region (spanning 8.4− 12.27µm)
are used in Equation 1.4 [29]. An example of SURFRAD predicted ST over a 24 hour
period can be seen in Figure 1.3.
Figure 1.3: SURFRAD predicted ST over a 24 hour period from the Sioux Falls, SD site.
Due to the broadband spectral nature of the pyrgeometer, two potential issues may
arise. Firstly, solar reflected radiance in the mid-wave infrared may affect the surface tem-
perature estimation. Secondly, the emissivity is not completely defined from 4 − 50 µm
for most materials, so the impact of emissivity uncertainty on the final recorded tempera-
ture is not apparent. Biases and residual errors reported in recent validation efforts may be
attributed to these instrument limitations in conjunction with the spatial non-uniformity
of several SURFRAD sites as observed by the spaceborne sensor. An inconsistent ST
bias ranging between 0.5−2 K and a consistent standard deviation of over 2 K are widely
reported in the literature [16–19].
Figure 1.4 depicts the instrument layout of each of the seven SURFRAD sites located
across the US, where the two pyrgeometers are labeled as Upwelled Infrared and Diffuse
Infrared.
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Figure 1.4: SURFRAD suite of instruments [2].
Although Landsat 8 currently uses the SURFRAD sites as a validation tool for the
ST product, the SURFRAD site and particularly the pyrgeometers were not designed or
intended for Landsat validation. A dedicated instrument or network of sites designed for
Landsat ST validation would significantly benefit and is desired by the Landsat commu-
nity.
The derived ST using data from three of the SURFRAD sites (Goodwin MS, Ft. Peck,
MT. and Desert Rock, NV) was compared to the the Landsat 8 derived ST measurement to
determine the accuracy of using SURFRAD as a verification tool. The Landsat 8 ST mea-
surement was derived using the split window equation (Equation 1.1) and the SURFRAD
ST was calculated using Equations 1.2 - 1.4. The absolute value difference between the
two calculated ST’s is shown in Figure 1.5. The mean difference between the two mea-
surements is 3.37 K with a standard deviation of 6.72 K. This data served as the baseline
of the current verification method error, and a threshold value to use as a requirement
when designing a narrow band radiometer to replace the SURFRAD equipment.
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Figure 1.5: Difference between SURFRAD derived and Landsat 8 derived ST measure-





The current method for validating the Landsat 8 ST product is using the SURFRAD net-
work. SURFRAD, as described in Section 1.3, is a field deployed radiometer that records
surface irradiance information from a large spectral range of 4−50 µm [2], which then can
be converted to a ST. SURFRAD is a broadband sensor that is not specifically designed
to operate in the Landsat TIRS region (10 − 12 µm), and uses a single emissivity value
(derived from MODIS data) to convert the irradiance data into a temperature throughout
the large spectral range. The emissivity value can change by more than 0.34 as shown by
emissivity data collected over the range of 8 − 14 µm [30]. Due to the broad band na-
ture of the SURFRAD instrument, specifically not being highly sensitive in the Landsat
TIRS region, SURFRAD temperature calculations can vary from Landsat’s ST product
by more than 3 K. This research is intended to create a narrow band instrument to validate
the accuracy of Landsat 8’s ST product.
2.2 Research Objectives
The desire of this research is to complete two objectives: first to design, build, and test
a low-cost field deployable radiometer, specifically more sensitive in the Landsat TIRS
spectral range, that can remotely sense and record radiance information of a ground target,
which can then be converted into a ST. This low-cost radiometer is to have a smaller
spectral band than SURFRAD, potentially increasing the accuracy of the ST estimation.
9
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Providing an accurate ground truth measurement to validate the Landsat ST product is a
large focus of this research.
The second objective in this study is for that same field instrument to have the ability
to calculate and record the emissivity of the ground target. Current ST products are cal-
culated using a broadband (SURFRAD) or a satellite derived emissivity value (ASTER).
Calculating the actual emissivity of the target allows for a more accurate ground truth
temperature value retrieved by the field radiometer used to validate the Landsat 8 ST
product. A more accurate emissivity value, calculated from the field unit as compared to
using a broadband sensor or a satellite derived value, has the potential to improve the split
window surface temperature calculation used by Landsat 8.
2.3 Instrument Requirements
The overall goal of this project is to validate the Landsat 8 ST product using land based
reference data. To accurately validate the ST product over multiple terrains/climates, the
ground truth data will have to be created using a network of small radiometers in various
locations across the United States. Because of the need for multiple instruments, each
device must be as low cost as possible, eliminating many cooled or un-cooled thermal
camera options.
The desire is for the network of instruments to cover as many bio diverse regions
as possible, including putting instruments in remote locations. Because access to these
instruments may be limited, and many of the sites will not have commercial power avail-
able, the overall power consumption of the electronics must be low. This will allow the
device to run for an extended period of time off an internal battery or solar energy source,
without needing constant maintenance. The threshold requirement is for the instrument to
run for one week without changing the battery, but a longer duration is desired. This low
power requirement allows the instrument to be field deployable in almost any location,
and simplifies the logistics of powering the unit without any additional resources.
One of the concerns with validating the Landsat 8 ST product using the current SURFRAD
network is the fact that the pyrgeometer is sensative from 4−50 µm. The instrument used
to validate the Landsat product should be more sensitive in the Landsat TIRS spectral
region, containing as similar to Landsat’s TIRS bands as possible. Recall from Section
1.1 that the TIRS bands only span the spectral range from 10.6− 12.5 µm, therefore the
instrument will be required to have two narrow bands (preferably less than one µm wide
each) in the 10−12 µm range. Measuring the spectrum in this reduced range will provide
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a better direct comparison to Landsat than the current SURFRAD network provides.
To satisfy the second objective of this research, calculating the emissivity of the tar-
get, a Temperature Emissivity Separation (TES) algorithm will be utilized. According to
Gillespie et al., the minimum number of bands required to retrieve accurate emissivity
results (within ± 0.015) is three to four [31]. For this radiometer design in addition to the
two Landsat TIRS like bands used to validate the ST product, the instrument will have
four additional bands to satisfy the TES algorithm requirements. Four additional bands
were chosen for this research based on the maximum number of bands that can fit in a
single sensor (Described later in Section 2.5). Future designs could contain more bands
as desired.
Similar to the Landsat TIRS like bands, these additional bands are desired to have a
bandwidth of one µm or less and preferably located in a region of the spectrum where a
range of variability in emissivity exists. Based on emissivity measurement data the desired
variable emissivity region is between 8− 9.3, as can be seen in Figure 2.1 µm [30].
Figure 2.1: Emissivity spectrum of 113 materials from the 8 − 14µm range of the spec-
trum. Notice the variability of emissivity values in the 8 − 9.3µm range and the lack of
variability after approximately 11 µm.
The last requirement of the instrument is the overall accuracy. With SURFRAD being
the state of the art network currently validating the Landsat 8 ST product, the new instru-
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ment must be at least as accurate as SURFRAD in calculating surface temperature (less
than 4 K). The goal of this research is to refine the validation accuracy of the Landsat
ST product, so an accuracy requirement better than SURFRAD is desired. The current
accuracy of the split window algorithm used to create the Landsat ST product is 2 K [3],
so a ground measurement accuracy of less than 2 K is desired.
This study has been conducted in two phases. In the first phase of this study a two
channel radiometer containing the two Landsat 8 TIRS bands was created as a proof of
concept. Based on the promising results of the two band pathfinder, phase two imple-
mented a six band version of the radiometer to calculate the temperature and emissivity
of the target.
Threshold Objective
Low Cost Less than $5000 per unit Less than $1000 per unit
Low Power - time
between maintenance One Week One Month
Landsat like bands
2 bands in the
10-12 [µm] range




4 bands in the
8-9 [µm] range
More than 4 bands
in 8-9 [µm] range
Temperature Prediction
Accuracy 4 [K] (SURFRAD accuracy) 2 [K] (Split Window Accuracy [3])
Table 2.1: Requirement Thresholds and Objectives for new field instrument.
2.4 Radiometer Design
Land surface targets are required to validate the Landsat 8-derived ST product. A small
unit that can be deployed to various surface targets is desired to create multiple validation
points. The RIT-Field Units would have to be compact size, low power (eliminating the
need for commercial power), and have the ability to record data for multiple days/multiple
Landsat passes. To accomplish this, the Field Units were designed in two parts: an analog
board and a digital board controller. Both boards are powered by a dual power supply
system that provides +2.5 V and -2.5 V for the analog components and +3.3 V for the
digital components. All power is derived from a single 3.7 V 2000 mAh Lithium Polymer
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battery with initial calculations indicating the system is capable of running in excess of
three weeks on a single battery charge.
A list of key features were designed into the radiometer to provide flexibility when
satisfying the core requirements. One design feature is the two plug and play sockets
to easily change out sensors that are responsive in different regions of the electromag-
netic spectrum. This allows the user to swap out sensors (bands) without any wiring or
soldering work.
An environmental sensor was incorporated into the radiometer package to collect tem-
perature, humidity, and atmospheric pressure data. These data are useful for atmospheric
characterization and for redundancy, i.e., the temperature measured by the environmental
sensor can be used to verify the thermopile’s internal temperature. An off-the-shelf Bosch
BME 280 sensor was selected as the environmental sensor due to its low cost and ease of
integration [32].
As for data management, the Field Unit has an on-board Micro-SD card. The data
files stored contain the voltage measurements for each channel, the temperature of the
thermopile, and the environmental data from the BME (temperature, humidity, and at-
mospheric pressure). Each file is in comma seperated value (csv) format and a single
Micro-SD card can store multiple weeks of data.
Figure 2.2: Radiometer Instrumentation Test – Field Unit.
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2.5 Sensor Design
As with the pyrgeometers used in the SURFRAD network, the prototype radiometers de-
veloped here take advantage of thermopile technology. A thermopile is an electric device
that records voltage as a function of the temperature difference between two thermocou-
ples [33]. One thermocouple remains at a known temperature while the other is sensitive
to, and changes temperature with, incoming thermal radiation [33].
2.5.1 Two Band Radiometer
For the Radiometer Field Unit, ST-60 thermopiles were obtained from Dexter Research
Center with spectral band-limiting filters to resemble the Landsat TIRS sensor bands
shown in Figure 2.3. One band (Channel A) is centered at 10.6 µm and the other (Channel
B) is centered at 12.3 µm, both having a 52-degree field-of-view. Thermopiles were cho-
sen primarily due to their flexibility, i.e., they are customizable to the spectral windows of
interest so that band specific emissivities can be utilized in the measurement process. The
specifications of both the SURFRAD pyrgeometer and the prototype Radiometer Field
Unit can be seen in Table 2.2. The major difference between the two instruments is the
spectral range over which the instruments are sensitive (the Radiometer Field Unit is win-
dowed to be more like Landsat).
Specifications SURFRAD Radiometer Field Unit
Spectral Range 4 to 50 [µm] 10.6 [µm] (Ch.A), 12.3 [µm] (Ch.B)
Field of View 180 [deg] 52 [deg]
Temperature Range 243 to 323 [K] 250 to 348 [K]
Table 2.2: Comparison of the SURFRAD pyrgeometers and the Radiometer Field Unit
specifications.
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Figure 2.3: Radiometer Field Unit’s spectral response for Channel A and B (blue lines),
and for Landsat 8 band 10 and 11 (red lines). The Radiometer Field Units were designed
as closely to the TIRS response as possible, using off the shelf thermopiles from Dexter
Research Center.
2.5.2 Six Band Radiometer
The flexibility of the two plug and play sockets designed into the radiometer board allow
the integration of sensors other than Landsat versions. In the 8 − 9 µm range of the
spectrum there is significant amount of variability in the emissivity of materials. As shown
in 2.1, depending on the material the emissivity value can range from 0.655 to 1.0 in the
8−9.3 µm range. At longer wavelengths, approximately 10.5 µm, the range of emissivity
values is narrowed to between 0.9 and 1.0, for the materials shown here.
A second radiometer sensor was designed and constructed to incorporate response
bands in the 8−9 µm range in order to get better emissivity predictions. Spectral response
in a region of variability is needed for accurate predictions of target emissivity. Populating
the two sockets of the radiometer with a four band thermopile (Dexter Research Center
can build a maximum of four channels per single thermopile), and a two channel Landsat
like thermopile, results in a six band radiometer with the ability to collect data in the
spectrum where emissivity variation is large.
The thermopile design for the six channel radiometer was based off of ASTER’s Ther-
mal Infrared design. The ASTER payload (as seen in Table 2.3) has five bands in the 8−14
µm, with the intention to cover as much of the spectral range as possible.
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Band Spectral Range [µm]
10 8.125 - 8.475
11 8.475 - 8.825
12 8.925 - 9.275
13 10.25 - 10.95
14 10.95 - 11.65
Table 2.3: ASTER Thermal Infrared Bands.
Notice in Table 2.3 there is a gap between ASTER bands 12 and 13 to avoid the ozone
absorption band at 9.6 µm. The six band radiometer design allowed the placement of three
bands in the 8−9 µm range, two bands in the Landsat TIRS response range (10−12.5 µm),
and a final band at the edge of Landsat’s response(centered at 10.09µm). Figure 2.4
displays the emissivity curve from Figure 2.1 along with the six channel radiometer’s
band locations. Similar to the ASTER sensor, the ozone absorption band at 9.6 µm was
avoided in the six channel radiometer design. The decision to avoid the ozone band was
to mimic the ASTER design as much as possible as the same algorithm that ASTER
uses to derive ST will be implemented using the six band radiometer. Future designs and
modifications could address the idea of not avoiding the ozone band, maybe placing a
response band at 9.6 µm, seeing that the radiometer is designed to be much closer to the
ground target than the ASTER sensor (much less atmosphere to look through).
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Figure 2.4: Emissivity over the 8-14 [µm] range of the spectrum of 113 natural materials,
with the six channel radiometer responses.
2.5.3 Summary
This chapter introduced the objectives and requirements of this study, which center around
replacing the current instrument used to validate the Landsat 8 ST product. This study
introduces a new radiometer that is optimized for Landsat 8, but can be modified for other
sensors. In order to accomplish this objective a two band radiometer containing TIRS like
bands is to be constructed and tested in the field as a proof of concept. This will involve
designing, fabricating, calibrating, gathering field test data, and validating the accuracy of
the radiometer.
With success of the two band proof of concept radiometer, a six band version will
be built, calibrated, field tested, and its accuracy validated. The TES algorithm will be
implemented on the six band radiometer data, resulting in a final target temperature and
emissivity value. These results can then be compared to SURFRAD to determine if the




A blackbody is an ideal surface or cavity where all electromagnetic energy is perfectly
absorbed and then completely re-radiated, resulting in the object having an absorptivity
of one and a reflectivity of zero. Using the idea of a blackbody radiator, Planck derived












where T is the temperature in Kelvin, h is the Planck constant 6.6260755e-34 J/s, c
is the speed of light 2.998e8 m/s, k is Boltzmann’s gas constant 1.3806e-23 J/K, and λ is
wavelength. Planck’s equation shows that the exitance of radiance from a body of interest
is dependent on the temperature of the body and the wavelength of interest [35].
Ideal blackbodies can only be approximated by perfect absorbers. In order to describe
less than perfect absorbers or emiters we use a term called emissivity. Emissivity (ελ)
is defined as the ratio of spectral radiance (LT ) from an object at temperature T, with a





Emissivity describes how well an object radiates energy compared to a blackbody
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radiator and has a value that ranges from 0 to 1, with 1 being a perfect blackbody radia-
tor [35].
3.2 Transmission, Reflection, Absorption
Along with emissivity there are other fundamental properties of matter to introduce.
These properties come in the form of transmission, reflection, and absorption. Transmis-
sion (τ ) is the ability of a material to allow the flux to propagate through it. Transmission
can be represented as a ratio between the exitance from the back of the sample (Mτ ) to





Reflectivity (r) is the ability of the material to turn incident flux back into the hemi-
sphere above the material. Reflectivity can be expressed as the ratio between the exitance





Absorptivity (α) is the ability of the material to remove electromagnetic flux from a
system by converting it to another form of energy. It can also be represented by the ratio
of flux per unit area incident on the surface that is converted into another from of energy





Because of conservation of energy, all energy must be absorbed, transmitted or re-
flected resulting in:
α + τ + r = 1 (3.6)
or in the case where we have an opaque material:
α + r = 1 (3.7)
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According to Wallace and Hobbs [36], Kirchoff’s law states that materials that are
strong absorbers at a specific wavelength are also strong emitters at that wavelength giving
the relationship of:
αλ = ελ (3.8)
Using Kirchoff’s law the conservation of energy for an opaque material can be substi-
tuted and re-written as:
r = 1− ε (3.9)
3.3 Governing Radiometry
The radiance recorded by a sensor viewing the Earth contains contributions from both the
target and the atmosphere. Mathematically the sensor-reaching radiance can be expressed
by the governing equation (Equation 3.10), although when a sensor is in close proximity to
the target (3 m in this study), the upwelled atmospheric radiance (Lu(λ)) is approximately
zero and the atmospheric transmission (τ ) is approximately equal to one.
Lλ =
[








Therefore, emissivity (ε) and downwelled atmospheric radiance (Ld(λ)) must be known
or estimated to derive the blackbody temperature of the target. Additionally, the sensor
must be calibrated to relate the raw detector output into an at-aperture spectral radiance.
For this research the Bidirectional Reflectance Distribution Function (BRDF) of the target
is ignored, as the target is assumed to be lambertian, in other words scatters energy in a
uniform fashion.
3.4 Effective Radiance
The radiance equation (Equation 3.10) sums up the multiple types of radiation that are
reaching the sensor, but what is the sensor actually seeing? To understand what the sensor
is registering the idea of responsivity is introduced. Responsivity at each wavelength is
defined as the signal out (S) per unit flux incident (φ) on the detector at the wavelength of
interest [35]. This gives us the spectral response, which can be expressed as:
















where R(λ)max is the maximum value of the R(λ) function (Eq. 3.11). The peak
normalized effective value over the bandpass of interest is obtained by weighting the












The effective radiance (Lλeff ) is the derived radiance within the bandpass of interest.
3.5 Ideal Target
To successfully validate the ST product from Landsat 8, it is imperative to select targets
that will give us the most accurate results. A non-ideal target would be an object that
has a large amount of spatial variability in either temperature or emissivity such as mixed
landmass and urban areas.
Recall from Section 1.1 the two bands used for calculating the ST have a resolution of
100 m, which means a relatively homogenous target that is larger than 100 m by 100 m is
desired. The ideal target would encompass multiple pixels in the thermal image, increas-
ing the target size to 500 m by 500 m. Examples of an ideal target include: dry lake beds,
farmers fields, or a large asphalt or concrete parking lots.
A second consideration to an ideal target is the atmospheric conditions during the col-
lection of the data. Dry atmospheric conditions are preferred (cloud free scenes) because
the radiative transfer computation is directly related to the total column water vapor above
the collection site [37]. Less water vapor over the target area results in less variability in
the atmosphere, which in turn will lead to a more accurate radiative transfer function.
In order to fulfill the prescribed criteria of an ideal target, a study was conducted to
determine if a large area target was indeed homogeneous. The target selected was a grass
field on the south end of the Rochester Institute of Technology campus. The field is easily
large enough to measure off multiple Landsat pixels which makes it an ideal size (field
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size is approximately 330m x 330m). In order to understand the uniformity of the field,
measurements were taken at eleven locations around an approximate 100 m by 100 m
grid. Figure 3.1 shows the approximate size of the grid and the eleven locations that data
was collected.
Figure 3.1: RIT field with 11 emissivity measurement locations over a 100 [m] by 100
[m] grid.
Using a Fourier Transform Infrared Spectrometer (FTIR) manufactured by Designs
and Prototypes (D&P), eleven separate temperature and emissivity measurements were
taken over the grid. The temperature was calculated by using a best fit Plank function in
the D&P software and the emissivity was calculated over the range of 8 − 14 µm using
a Temperature Emissivity Separation (TES) algorithm [38]. The final emissivity of the
point was calculated by using the relative spectral response (RSR) of the Radiometer
Field Unit to calculate the band effective emissivity (Equation 3.13), then repeated for
all eleven points. Unfortunately four of the eleven points were over saturated due to the
bounding temperature of the D&P calibration and were removed from the data set. The
average emissivity over the 100 m by 100 m grid, from the remaining 7 points, was 0.983
for Band A and 0.982 for Band B with a standard deviation of 0.007 for Band A and
0.006 for Band B. Over the 100 m by 100 m field the maximum variation in emissivity
was 0.018.
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The temperature calculation from the D&P measurements were compared to field
measurements made with an Exergen thermometer. On average the difference between
the field collected temperature and the D&P derived temperature was 0.92 K with a stan-
dard deviation of 1.51 K.
Although the grid does have some variability, the temperature prediction error is less
than the error reported by the current ground surface measurement systems, and the max-
imum variation of emissivity is in line with the accuracy of the TES algorithm (max of
0.018 vs. TES accuracy of 0.015). This validates using the field as a ground surface
measurement target during Landsat 8 overpasses.
3.6 RIT Field Emissivity Calculation
The emissivity of the target material (grass) was calculated using the Advanced Space-
borne Thermal Emission and Reflection Radiometer (ASTER) data from EOS-1 (Terra),
specifically the ASTER global emissivity dataset (ASTER-GED). The ASTER-GED con-
sists of emissivity maps at 100 m spatial resolution from data acquired between 2000 and
2008.
In order to establish the Radiometer Field Unit equivalent emissivities, ASTER emis-
sivity maps of the intended field target were spectrally adjusted based on the Radiometer
Field Unit’s relative spectral response (RSR). This spectral adjustment is accomplished
by establishing an empirical relationship between the effective emissivity for each band
of the Radiometer Field Unit and ASTER(s) Band 13 (10.25–10.95 µm) and Band 14
(10.95–11.65 µm), using the natural material emissivity data provided by the ICESS
group at the University of California Santa Barbara [3, 30, 39]. This process was used
to derive the coefficients used in Equations 3.14 and 3.15 to solve for the emissivity of the
field in each of the radiometers bands.
εA = c0 + c1 ∗ ε13 + c2 ∗ ε14 (3.14)
εB = c0 + c1 ∗ ε13 + c2 ∗ ε14 (3.15)
where
(c0, c1, c2) = (1.2262,−0.2363, 0.0091) for Channel A,
(c0, c1, c2) = (0.6730,−0.0311, 0.3391) for Channel B
Chapter 4
Background
The current instrument used to validate the Landsat 8 ST product is the SURFRAD pyrge-
ometer. Recall that this instrument is a broad band sensor, and when using two pyrgeome-
ters (one facing nadir and the other zenith) both the downwelled and upwelled irradiance
information is collected, which is used to calculate the ST using Equation 1.3. This study
is intended to design a more accurate ST validation instrument, but before a design could
be finalized three main design criteria were investigated. The areas of study were: nar-
rowing the spectral band pass to increase accuracy, omission of or deriving downwelled
radiance values rather than collecting the downwelled radiance, and determining the num-
ber of bands needed for accurate results. Chapter 4 explores these investigations and the
results that ultimately drove the final design of the Radiometer Field Unit.
4.1 Single Band Study
The concept behind this research is based off the assumption that the current land sur-
face validation network (SURFRAD) could contain large inherent errors in temperature
prediction due to the sensors wide band response. Recall that the SURFRAD pyrgeome-
ter is sensitive from 4 − 50 µm while the Landsat TIRS sensor is only sensitive from
10 − 12 µm. Hypothesizing that a narrow band sensor has less errors in temperature
prediction than using a broad band sensor, a single band study was created using MOD-
erate Resolution Atmospheric TRANsmission (MODTRAN) code to simulate a perfectly
characterized atmosphere. Both the spectral response curves for the SURFRAD pyrge-
ometer and the Radiometer Field Unit were tested to determine the error in temperature
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prediction due to just the response of the system. With a perfectly modeled atmosphere
and a known range of target temperatures, any ST prediction error can be attributed to the
bandwidth of the sensor.
Recall from Section 3.3 that the sensor reaching radiance can be calculated using:
Lλ =
[








Where ε is the emissivity of the target, LBB is the radiance of a blackbody, Ld(λ) is
the downwelled radiance, τ is the atmospheric transmission, and Lu(λ) is the upwelled
radiance. This equation is for the spectral sensor reaching radiance, meaning that the
radiance calculated will be for each wavelength over the entire spectral response of the
sensor.
To understand how the variables in Equation 4.1 affect the overall temperature predic-
tion error three single band studies were conducted: first with the broadband SURFRAD
instrument (3 -1 4 µm), second with the SURFRAD instrument in only the long wave
region (8 - 14 µm), and a third with the narrow band RIT instrument.
4.1.1 SURFRAD and Radiometer Field Unit Single Band
Using two SURFRAD pyrgeometers, both the downwelled and upwelled irradiance can
be collected, which according to Equation 4.1 only leaves two variables in question: τ
and ε. Due to the SURFRAD sensors close proximity to the target (approximately 10
m), the transmission term is assumed to be near one, because of the small amount of
atmosphere between the target and the sensor. Therefore the emissivity of the target is the
remaining unknown in the SURFRAD ST estimation process. The spectral library from
the Institute for Computational Earth System Science (ICESS) group at the University
of California Santa Barbara was used to evaluate the temperature prediction error of the
pyrgeometer over a variety of materials and emissivity values. In order to understand the
sensor’s response the spectral response curve from 3 − 22µm (Figure 4.1) was provided
by the pyrgeometer manufacture Epply. At wavelengths higher than 22 µm the response
from the pyrgeometer is approximately constant at 30% transmission.
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Figure 4.1: SURFRAD spectral response curve with the silica glass cover.
The spectral library from ICESS contains 113 materials that are classified into three
categories: Snow/Ice/Water, Vegetation, and Soils. As seen in Figure 4.1 the response of
the pyrgeomter goes from approximately 4 µm out to at least 22 µm. Each spectral mea-
surement from ICESS ranges from 3 µm to 14 µm, therefore for this study the SURFRAD
instrument was limited to the response in the 3 − 14µm range. Figure 4.2 displays the
library of 113 materials (black) and the spectral response of the SURFRAD pyrgeometer
(blue).
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Figure 4.2: SURFRAD spectral response plotted with the 113 emissivity materials from
3− 14µm.
Atmospheric Setup
MODTRAN was used to create a model of the atmosphere, which includes the upwelled
radiance, downwelled radiance, and transmission contributions. Within the MODTRAN
software five of the preset atmospheres (Tropical, Mid-Latitude Summer, Mid-Latitude
Winter, Sub-Arctic Summer and Sub-Arctic Winter) were selected to represent different
climate conditions. For this scenario the sensor height was fixed at three meters, albedo
set to one, and the target temperature was varied from 250 − 330 K in 10 K increments.
The wavelength range in MODTRAN was varied from 3− 14µm with samples occurring
at evenly spaced wavelengths. The albedo term was set to one, reflecting all the energy
that hits the target back upward into the atmosphere.
Temperature Prediction
With the atmospheric model established through MODTRAN the sensor reaching radi-
ance of the target was calculated using Equation 4.1 at spacing’s of 0.05 µm of the spec-
trum (3 − 14µm), resulting in a radiance value for each material at each temperature.
This setup consisted of 24,069 radiance values for each target temperature (113 material
emissivities and 213 wavelengths) then repeated for each target temperature step (9 steps
total).
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Next, as all the spectral data interacts with the sensor, only the information within the
response of the sensor is preserved which is referred to as band-effective sensor reaching
radiance. The band-effective step is completed by using the spectral response curve of
SURFRAD (Figure 4.1) to compute the band effective radiance value for each wavelength
using Equation 3.13.
As mentioned in Section 4.1.1 the only unknown variable in the SURFRAD temper-
ature prediction process is the emissivity of the target. With the atmospheric parameters
from MODTRAN, and the sensor reaching radiance value calculated using the governing
equation, the surface temperature was predicted for each of the materials in the ICESS
library through the use of Equation 4.2.
LBB(λ) =







Where LBB(λ) is the predicted sensor reaching radiance, L is the band effective radi-
ance for each target temperature (250− 330 K in 10 K steps, spectrally sampled based off
the sensor’s spectral response), Lu, Ld, and τ are band effective upwelled, downwelled,
and transmission outputs from MODTRAN, and ε is the band effective emissivity value
for each material.
The predicted sensor reaching radiance (LBB(λ)) is then converted into a temperature












This results in 113 predicted target temperature values (one for each emissivity value
based on the target material) for each target temperature (250 − 330K in 10 K steps).
These predicted values are then subtracted from the known target temperature. This re-
sults in 113 delta temperature values for each known target temperature step. The tem-
perature prediction process is then repeated at each temperature step to evaluate the sensi-
tivity of the sensors response over a range of emissivity values and over a range of target
temperatures.
To determine the dependence on MODTRAN’s atmospheric profile, the tempera-
ture prediction process was repeated over each of the five MODTRAN atmospheric pro-
files (Mid-Latitude Summer, Mid-Latitude Winter, Tropic, Sub-Arctic Summer, and Sub-
Arctic Winter).
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Notional SURFRAD Broadband Temperature Prediction (3− 14µm)
Figure 4.3 represents the temperature prediction difference from known target temper-
ature due to the broad response of the SURFRAD pyrgeometer from 3 − 14µm over a
temperature range of 250− 330 K using the Mid-Latitude Summer MODTRAN profile.
Figure 4.3: Error in temperature prediction using a broad band sensor response from
3 − 14µm. A priori emissivity value is known (emissivity value for each of the 113
materials), therefore the temperature prediction error is based solely on the broad response
of the sensor.
As seen in Figure 4.3, if prior knowledge of the target emissivity is known, a tem-
perature prediction error of 0.2 − 0.5 K is still present due to the broadband response of
SURFRAD. Higher emissivity targets (above 0.98 such as water), results in the lowest
temperature prediction error especially for targets less than 300 K. This indicates that the
broadband sensor used in SURFRAD sites would perform better over water or ice targets
than the current grass or sand targets. Since the emissivity of the target is rarely known
(estimated from lab testing or interpolated from other data sets) when creating the ST
product, what happens when that emissivity prediction is over or under estimated?
For this study an emissivity estimation error of ±1.5 percent [40] was used to re-
calcualte the predicted surface temperature. The band-effective emissivity value was in-
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creased by± 1.5 % for all 113 samples to simulate an over prediction and under prediction
of target emissivity. When the emissivity is under predicted by an error of -1.5 percent,
the target temperature is predicted as cooler than the actual temperature. As expected,
when the emissivity is over predicted by +1.5 percent the predicted target temperature is
warmer than the actual temperature.
These results indicate that using the wide band SURFRAD response (3 − 14µm) the
temperature prediction error due to the sensor cannot be avoided and can be as high as
1.5 K as shown in Figures 4.4 and 4.5. Recall SURFRAD is sensitive from 4 − 50µm
but this study only included the 3 − 14µm range. This notional SURFRAD response is
used for to two reasons: first the 113 samples from UCSB are evaluated on the range of
3−14µm, and secondly the relative spectral response curve of the SURFRAD instrument
provided by Epply covered the 3 − 22µm range. Replacing the wide band sensor with
a more narrow band response could reduce the temperature prediction error, which was
looked at next.
Figure 4.4: Error in temperature prediction using a broad band sensor response from
3− 14µm with a negative 1.5 percent error in emissivity estimation.
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Figure 4.5: Error in temperature prediction using a broad band sensor response from
3− 14µm with a positive 1.5 percent error in emissivity estimation.
Long Wave Temperature Prediction (8− 14µm)
When calculating the error in temperature prediction using the entire spectrum available
from the ICESS emissivity library, the mid-wave infrared wavelengths are included. A
second scenario using the SURFRAD pyrgeometer response was conducted using only
the long wave infrared wavelengths. During this study all the parameters from the pre-
vious setup were the same except the MODTRAN simulation was run from 8 − 14µm
vs. 3 − 14µm and the SURFRAD spectral response was limited to a range of 8 − 14µm
wavelengths. The 8− 14µ m range was chosen as several commercial un-cooled thermal
cameras have a response over the range of 8 − 14µ m. To compare results from the Ra-
diometer Field Unit to a commercial un-cooled thermal camera the inherit error using the
full 8− 14µm range was evaluated.
As was conducted in the previous scenario, the exact emissivity value was used for all
113 materials along with a± 1.5 percent error in emissivity estimation. Figure 4.6 is with
prior knowledge of the target emissivity, Figure 4.7 is with a negative 1.5 percent error
of target emissivity estimation and Figure 4.8 is with a positive 1.5 percent error of target
emissivity estimation.
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Figure 4.6: Error in temperature prediction using a broad band sensor response from
8− 14µm. A priori emissivity value is known, therefore the temperature prediction error
is based solely on the broad response of the sensor.
Limiting the sensor response to only include the long wave infrared wavelengths,
effectively narrowing the sensor response, reduced the error in temperature prediction.
Figure 4.6 shows that the error due to the sensor response drops to a max of 0.30 K,
which is 0.2 K better than the more broad response shown in Figure 4.3. Including the
±1.5 percent error in emissivity estimation, the more narrow response of the sensor results
in a maximum error of 1.2 K, an improvement of 0.3 K over the more broadband response
shown in Section 4.1.1). Figures 4.7 and 4.8 display the results from the long wave study
with an emissivity estimation error of ± 1.5 percent.
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Figure 4.7: Error in temperature prediction using a broad band sensor response from
8− 14µm with a negative 1.5 percent error in emissivity estimation.
Figure 4.8: Error in temperature prediction using a broad band sensor response from
8− 14µm with a positive 1.5 percent error in emissivity estimation.
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Based on the results of limiting the SURFRAD pyrgeometer to include only the long
wave infrared wavelengths (8− 14 µm), the temperature prediction error due to the band-
width of the sensor improved by 0.26 K (0.56 K for broadband vs. 0.30 K for long wave
only) when the emissivity of the target is known. When including a ± 1.5 percent error,
limiting the SURFRAD bandwidth creates a 0.3 K temperature prediction improvement
(max error of 1.5 K for broad band vs. 1.2 K for long wave only). These results indicate
that the temperature prediction error based on the bandwidth of the sensor decreases as the
sensor’s bandwidth decreases. This will be studied further as we test the sensor response
of the narrow band Radiometer Field Unit in the next section.
Radiometer Field Unit Single Band
Similar to the SURFRAD single band study from Section 4.1.1, a single band sensitivity
study was conducted on the radiometer field unit. The study on the radiometer field unit
also utilized MODTRAN to model the atmosphere as described in Section 4.1.1 and the
same spectral emissivity library from ICESS database.
Band Selection
The spectral response from both bands in the Radiometer Field Unit were investigated, but
based on the overlay of the 113 materials and the spectral response of the two channels,
Channel A (centered at 10.6µm) was chosen as the preferred channel. This selection
was based on the reduced amount of emissivity variation in the spectral response region.
Figures 4.9, 4.10, and 4.11 display the overlay of the emissivity curves by material type
and the spectral response of both Radiometer Field Unit channels.
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Figure 4.9: Radiometer Field Unit response for the snow/water/ice materials from the 113
material database.
Figure 4.10: Radiometer Field Unit response for the vegetation materials from the 113
material database.
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Figure 4.11: Radiometer Field Unit response for the soil materials from the 113 material
database.
Narrow Band Temperature Prediction (10.3− 10.7µm)
The Radiometer Field Unit single band study was then conducted on the response of a
single channel in the radiometer field unit. All the paramters of the study were the same
as used in Section 4.1.1 performed on the wide band response of the SURFRAD pyrge-
ometer, the only difference was the bandwidth of the radiometer field unit is much more
narrow than the SURFRAD response. Figure 4.12 represents the error in temperature
prediction for Channel A of the Radiometer Field Unit.
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Figure 4.12: Error in temperature prediction using the narrow band response of the Ra-
diometer Field Unit. The emessivity value is known, therefore the temperature prediction
error is based solely on the narrow band response
As shown in Figure 4.12 the max error in temperature prediction is 0.06 K, which is an
improvement of 0.5 K over the SURFRAD response from 3− 14µm and an improvement
of 0.24 K over the 8−14µm SURFRAD response. Figures 4.13 and 4.14 include the±1.5
percent error in emissivity prediction which equates to a temperature prediction error of
1.0 K and 1.1 K respectively. This indicates that the narrow band response is slightly less
sensitive to emissivity error when compared to the SURFRAD pyrgeometer. This result
is expected as the narrow band response has less variation in target emissivity as shown
in Figures 4.9 - 4.11 than SURFRAD (Figure 4.2).
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Figure 4.13: Error in temperature prediction using a narrow band sensor response with a
negative 1.5 percent error in emissivity estimation.
Figure 4.14: Error in temperature prediction using a narrow band sensor response with a
positive 1.5 percent error in emissivity estimation.
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4.1.2 Single Band Study Conclusion
One of the cornerstones of this research was to investigate the effects that a broad band
sensor has on the prediction of surface temperature, and if a narrow band sensor provides
more accurate results. This was accomplished through a single band study using an atmo-
spheric model (MODTRAN) and a library of material emissivity spectrum over a range
of 3− 14µm.
The SURFRAD pyrgeometer was first tested with it’s largest broad band response
spanning the full 3− 14µm then narrowed to a 8− 14µm response. The final comparison
of the single band study was to compare the broad band response of SURFRAD to the
narrow band response of the Radiometer Field Unit.
Table 4.1 displays the three bandwidths tested and shows the temperature prediction
improvement a narrow band sensor can offer, as long as the emissivity of the target and
the atmosphere can be properly characterized. The mean values in Table 4.1 are based
off knowing the emissivity of the target. Without knowing the emissivity of the target,
assuming an emissivity estimation error of± 1.5 percent, introduces an error of 1K. This
error can be seen in the spread of the data points in Figures 4.15, 4.16, and 4.17.
Sensor Max Min Mean σ
SURFRAD (3-14 µm) 0.579 K 0.197 K 0.336 K 0.058 K
SURFRAD (8-14 µm) 0.299 K 0.086 K 0.182 K 0.052K
RIT (10.3-10.7 µm) 0.065 K 0.014 K 0.033 K 0.007 K
Table 4.1: Temperature prediction errors based off spectral response bandwidth, and per-
fect knowledge of the target spectral emissivity.
As shown in Figures 4.15, 4.16, 4.17, and Table 4.1 the average error in temperature
prediction is lower as the response band becomes more narrow. The overall spread of
the temperature predictions also become more compact as the response band is narrowed.
This confirms the concept that a narrow band response has less inherent errors, or in other
words, is less sensitive to incorrectly predicted target emissivity values, when predicting
the surface temperature. Therefore creating a narrow band system to validate the Landsat
ST product would provide an improvement over the current method using the broad band
SURFRAD system.
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Figure 4.15: Error in temperature prediction using the SURFRAD broad band sensor
(3 − 14µm) response with an exact emissivity estimation and a ± 1.5 percent error in
emissivity estimation.
Figure 4.16: Error in temperature prediction using the SURFRAD broad band sensor
(8 − 14µm) response with an exact emissivity estimation and a ± 1.5 percent error in
emissivity estimation.
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Figure 4.17: Error in temperature prediction using the Radiometer Field Unit narrow band
sensor (10.3− 10.7µm) response with an exact emissivity estimation and a ± 1.5 percent
error in emissivity estimation.
4.2 Downwelled Radiance Study
The narrow band study did highlight the notion that a narrow band sensor contains less in-
herent ST prediction errors than a broad band sensor, but focused on the target emissivity
estimation while ignoring other sources of temperature prediction error. A second term in
the governing equation that can lead to temperature prediction errors is the downwelled
radiance, which was investigated next to determine the amount of error in ST prediction
when the downwelled radiance contribution is unknown.
The SURFRAD network has a dedicated instrument (a second zenith facing pyrge-
ometer) to record the downwelled contribution of the overall radiance, minimizing the
error in ST prediction. In order to cut the cost of fielding a new instrument (lowering
the power budget and reducing the total number of instruments required) only a single
Radiometer Field Unit will be deployed in each location. This means that there will not
be a second sensor dedicated to collecting the downwelled radiance information. In or-
der to predict the surface temperature the Radiometer Field Unit will either have to: use
another data source to model the downwelled radiance contribution, determine a method
for obtaining downwelled radiance from on-board available data, or ignore downwelled
radiance completely.
To investigate the effect of downwelled radiance on overall ST prediction three sce-
narios were explored using MODTRAN. The first case ignored the downwelled radiance
completely. A second case used the two channel radiometer, but only analysed the down-
welled radiance component in a single channel. The channel selected (Channel A) was
based off the single band emissivity study conducted in Section 4.1 (Channel A has the
least amount of emissivity variability), and a single default downwelled radiance value
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from a standard MODTRAN atmospheric profile (Mid-Latitude Summer) was used to
calculate ST. Four other MODTRAN atmospheres were investigated but inital analysis of
the different atmospheres determined that variation between the atmospheric profiles was
negligible (See Appendix A). The final case included using a look up table of downwelled
radiance values, created using the standard Mid-Latitude Summer MODTRAN profile.
The downwelled radiance values in the LUT were calculated based off the amount of
column water vapor in the atmosphere during time of collection.
4.2.1 MODTRAN Downwelled Radiance Simulation
To calculate the sensor reaching radiance from Equation 3.10, the downwelled atmo-
spheric radiance (Ld) must be understood. To determine how the downwelled radiance
component contributes the overall ST prediction, an extensive atmospheric modeling
study was conducted using MODTRAN. 2700 atmospheric profiles were created by vary-
ing three independent variables in MODTRAN: the default atmospheric profiles, the col-
umn water vapor (CWV) value, and the distance from target to sensor. Three of the atmo-
spheric profiles in MODTRAN were analyzed: mid-latitude summer (MLS), mid-latitude
winter (MLW), and Tropical. To understand how the CWV affected the downwelled radi-
ance component, the amount of CWV over the target was varied in 0.1 g/cm2 steps from
0 g/cm2 up to 9 g/cm2. Finally, the amount of downwelled radiance based off the sensor
distance to target was investigated by varying the altitude from 1.21 − 121 m by 12 m
increments. This altered the amount of atmosphere the sensor would be looking through
to see the target. The maximum altitude was selected based on Federal Aviation Admin-
istration (FAA) drone regulations, in the event the radiometer was flown on a drone to
increase the ground spot size to be more representative of a Landsat pixel.
The sensor reaching radiance of the target was calculated to solve Equation 3.10 with
the following inputs: the atmospheric terms from MODTRAN (downwelled radiance,
upwelled radiance, and transmission), a range of target temperatures from 250− 320 K in
10 K steps, and four specific target emissivity values based off the lowest expected value,
highest expected value, average of the 113 natural materials from the ICESS database, and
the ASTER derived value of the grass field target located at RIT as outlined in Section 3.6.
The sensor reaching radiance is then spectrally sampled using the Radiometer Field
Unit’s RSR curve for Channel A, resulting in a band effective sensor reaching radiance.
The band effective sensor reaching radiance is used to derive the surface temperature
through the governing equation (Equation 3.10), but this time the downwelled radiance
value is not used from MODTRAN, but replaced depending on each test case outlined
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above. In the first case, the downwelled radiance is set to zero to simulate ignoring the
downwelled component completely. The second case replaces the MODTRAN derived
downwelled component with a single downwelled value from the Mid-Latitude Summer
profile for all atmospheric conditions. The third case replaces the MODTRAN derived
downwelled value with the downwelled value from the look up table based off the atmo-
spheric CWV. The predicted ST (ST calculated when the replacing the downwelled value)
is then compared to the input ST value (250K to 330K) and any difference represents the
error due to the uncertainty in estimating the downwelled contribution.
The temperature range for all three downwelled radiance scenarios was selected due to
possible target temperatures in the field (spanning from snow covered targets to desert tar-
gets), and the emissivity range was determined by 113 natural material emissivity curves
provided by the ICESS group from the University of California Santa Barbara [30], spec-
trally sampled using the Radiometer Field Unit Channel A RSR curve.
Placing the sensor at its intended height (3 m), the MODTRAN simulation confirmed
that the upwelled radiance was near-zero (Lu = 0.001 Wm2srµm ) and transmission values
were approximately 1 (τ = 0.999).
4.2.2 Omitting The Downwelled Radiance Term
The first case to explore when determining the ST prediction error due to downwelled
radiance was omitting the downwelled radiance term completely.
From the initial MODTRAN downwelled study (see Appendix A) there was little
difference between the downwelled contributions when comparing the different MOD-
TRAN pre-existing atmospheric profiles or the sensor height. The CWV had the largest
impact on the downwelled radiance contribution, therefore only the CWV was varied for
the remainder of the downwelled radiance study.
Temperature Prediction Error
To estimate the error in ST prediction when omitting the downwelling radiance, the sur-
face temperature in Equation 3.10 was calculated twice then compared to each other:
once from the total sensor reaching radiance including the downwelled term from MOD-
TRAN, and a second time after removing the downwelled contribution. Removing the
downwelled radiance term from the governing equation effectively sets the downwelled
radiance value to zero.
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Recall from Section 4.2.1 the downwelled study was run at four different target emis-
sivity values. In other words the scenario was forward modeled using the 4 emissivity
values, then the ST was predicted again using the same four target emissivity values to
isolate the downwelled term as the only changing variable. The ST prediction error can
be seen in Figures 4.18 - 4.21.
Figure 4.18: Error in ST prediciton when the downwelled radiance term is omitted (set to
zero) and the emissivity of the target is the lowest expected value of 0.90.
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Figure 4.19: Error in ST prediciton when the downwelled radiance term is omitted (set to
zero) and the emissivity of the target is the highest expected value of 0.98.
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Figure 4.20: Error in ST prediciton when the downwelled radiance term is omitted (set to
zero) and the emissivity of the target is the average of all the 113 natural materials.
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Figure 4.21: Error in ST prediciton when the downwelled radiance term is omitted (set to
zero) and the emissivity of the target is the ASTER derived value of the grass field target
at RIT.
Results from omitting the downwelled radiance study indicate that the errors in ST
prediction over a low emissivity target (0.90 which is in line with sand targets) are very
high. As the emissivity of the target is more in the range of the expected grass targets
(0.95 to 0.98), the errors are driven below 2 K. This omission of the downwelled radiance
component removes the need for a dedicated downwelled sensor or for characterizing the
atmosphere between the target and the sensor, but introduces significant error in temper-
ature estimation for some materials.
4.2.3 Default Downwelled Radiance Term
The second variation to the downwelled study replaced the downwelled radiance term
obtained from MODTRAN with a single donwelled value used for all atmospheric con-
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ditions. The single value was obtained from the MODTRAN simulation using the Mid-
Latitude Summer profile and the default CWV value of 1.77 g/cm2.
Temperature Prediction Error
Figures 4.22 - 4.25 display the ST errors when using a single downwelled radiance value
for all atmospheric conditions (all CWV values from 0 to 9 g/cm2).
Figure 4.22: Error in ST prediciton when a single value for the downwelled radiance
term is used for all atmospheric conditions and the emissivity of the target is the lowest
expected value of 0.90.
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Figure 4.23: Error in ST prediciton when a single value for the downwelled radiance
term is used for all atmospheric conditions and the emissivity of the target is the highest
expected value of 0.98.
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Figure 4.24: Error in ST prediciton when a single value for the downwelled radiance term
is used for all atmospheric conditions and the emissivity of the target is the average of all
the 113 natural materials.
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Figure 4.25: Error in ST prediciton when a single value for the downwelled radiance
term is used for all atmospheric conditions and the emissivity of the target is the ASTER
derived value of the grass field target at RIT.
Setting the downwelled radiance value to a single default value from the Mid-Latitude
summer profile resulted in a large improvement over omitting the downwelled term com-
pletely, however can still introduce significant temperature estimation errors for some
materials. With these errors in mind, a more accurate representation of the downwelled
radiance value at the time of collect is desired. The Radiometer Field Unit includes a
temperature and humidity sensor that can feed data into a method to calculate the CWV,
which is then used to predict the downwelled radiance contribution at time of collect.
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4.2.4 Estimating the Downwelled Radiance Using A Column Water
Vapor Look Up Table
Column Water Vapor (CWV) has a large effect on the overall sensor reaching radiance
in the long wave infrared region of the spectrum. As shown in the atmospheric study in
Section 4.2 the CWV can affect the downwelled component of the total sensor reaching
radiance by as much as 8%, depending on the emissivity of the target. In an effort to
reduce the temperature prediction error, the downwelled radiance contribution should be
predicted, rather than omitted or substituted using a single MODTRAN derived value for
all atmospheric conditions.
To calculate the downwelled radiance value for a given collect, a look up table (LUT)
was created relating the CWV to the band effective downwelled radiance based off the
Radiometer Field Unit’s spectral response. The LUT was constructed using the down-
welled radiance term from a Mid-Latitude Summer MODTRAN atmospheric profile with
a range of CWV values from 0.0 − 9.0 g
cm2
. Recall results from Appendix A show that
the difference in downelled radiance values between the different default MODTRAN at-
mospheres is negligible. These downwelled radiance values were then spectrally sampled
using the RSR curve for each of the Radiometer Field Units channel(s), resulting in a
band effective downwelled radiance value for each channel for each CWV value from 0 -
9 g/cm2 in 0.1 g/cm2 steps.
To utilize the LUT, the CWV value during the time of collect is estimated using the
environmental sensor in the radiometer. The integrated environmental sensor (BME 280)
records the air temperature and relative humidity at two second intervals, which is then
used to calculate the CWV through Equation 4.4 [41]:
CWV = 0.0981 ∗
{









where To is the near surface temperature in K and RH is the relative humidity in per-
cent (both obtained by the BME sensor) [42]. This equation is based off the Ideal Gas Law
and was linearized using weather data from 26 observation stations around Hong Kong.
The equation was then validated using concurrent satellite derived CWV values [42].
The calculated CWV value is then used in the LUT to determine the correspond-
ing downwelled radiance value for each Channel, created from theMid-Latitude Summer
MODTRAN atmospheric profile. An example of the LUT values based off the CWV can
be seen in Table 4.2.
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CWV value Ch A Downwelled Ch B Downwelled Ch 1 Downwelled Ch 2 Downwelled Ch 3 Downwelled Ch 4 Downwelled
1.0 1.420 2.343 2.551 1.715 1.639 1.339
2.0 2.943 3.988 3.690 2.717 2.689 2.685
3.0 4.666 5.577 5.033 3.983 3.988 4.222
4.0 6.059 6.717 6.131 5.098 5.132 5.557
Table 4.2: Four rows of the column water vapor look up table. CWV values are in g/cm2
and the downwelled radiance value for each channel is in W/m2srµm
.
4.2.5 Temperature Prediction Error
The third MODTRAN simulation replaced the MODTRAN derived downwelled radiance
term, with the band-effective downwelled value from the LUT for each CWV value. Fig-
ures 4.26 - 4.29 display the results from using the LUT downwelled radiance value.
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Figure 4.26: Error in ST prediciton when the downwelled radiance term is from MOD-
TRAN is replaced with the band effective radiance value from the LUT and the emissivity
of the target is the lowest expected value of 0.90.
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Figure 4.27: Error in ST prediciton when the downwelled radiance term is from MOD-
TRAN is replaced with the band effective radiance value from the LUT and the emissivity
of the target is the highest expected value of 0.98.
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Figure 4.28: Error in ST prediciton when the downwelled radiance term is from MOD-
TRAN is replaced with the band effective radiance value from the LUT and the emissivity
of the target is the average of all the 113 natural materials.
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Figure 4.29: Error in ST prediciton when the downwelled radiance term from MOD-
TRAN is replaced with the band effective radiance value from the LUT and the emissivity
of the target is the ASTER derived value of the grass field target at RIT.
Creating the LUT of downwelled radiance values reduces the errors in half (for the
ASTER derived target emissivity value) when comparing to a single downwelled value
(Figures 4.25 and 4.29), or from omitting the downwelled component completely (Fig-
ures 4.21 and 4.29). This method shows the least amount of possible error and is the
preferred method throughout this research.
Column Water Vapor LUT Validation
Calculating the CWV using only instruments within the Radiometer Field Unit creates
an independent system for validating the Landsat ST product. This is preferred as the
ST validation process does not require any additional data, which may or may not be
available at the ground target location during a specific Landsat collect.
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Currently there are three techniques used to estimate the downwelled radiance. The
first method, similar to that used by SURFRAD, requires a dedicated sensor to collect the
downwelled radiance. This option could be costly due to the need for a second instrument.
A second technique uses radiosonde data to characterize the atmosphere, and modelling
software to estimate the downwelled radiance. This technique has been successful in
the past, particularly for water targets, but radiosonde data is only collected at certain
locations across the United States. When the ground target is not in close proximity
to a radiosonde launch site, the atmospheric profile above the ground target could be
much different than the profile from the nearest radiosonde, i.e using a radiosonde driven
atmospheric profile could introduce significant errors. A third technique for estimating
the downwelled radiance is using reanalysis data from a GEOS-5 atmospheric profile
(available anywhere in the US not just at specific sites like the radiosonde data). The
GEOS-5 profile is then modeled using MODTRAN to estimate the downwelled radiance.
To validate that the CWV calculation using Equation 4.4 is an acceptable approach
for estimating the downwelled radiance, reanalysis data were used to compare the CWV
calculated from the near-surface air temperature and humidity data to the CWV calcu-
lated using GEOS-5 reanalysis data. The GEOS-5 data is interpolated over a 27.7 km
by 34.6 km grid based off the latitude and longitude of the ground target. This makes
the reanalysis data more appropriate over any location, unlike the radiosonde data which
is only valid close to a radiosonde launch site. The reanalysis data profile is converted
into a tape 5 file with 72 atmospheric layers which is then used by MODTRAN to cre-
ate an atmospheric profile [43] for each data point for each day. The atmospheric profile
contains the CWV value along with the downwelled radiance over a range of user input
wavelengths, which for this study was 10− 12µm.
Validating the CWV calculation was completed over two data sets. The first data set
utilized data from previous Radiometer Field Unit collects. The temperature and humidity
data from the on-board BME sensor during the field collect was used to calculate the CVW
using Equation 4.4. The Radiometer Field Unit calculated CWV was then compared to
the CWV calculated using the reanalysis data from the same date and location.
This CWV comparison used 14 data points from concurrent Radiometer Field Unit
and Landsat overpasses. Based on the 14 points, the average difference between the
CWV value calculated using the BME sensor data and the reanalysis calculated CWV
was 0.81 g/cm2. The maximum difference in CWV values was 2.18 g/cm2 and occurred
on a warm August day. Comparing the BME temperature to a local temperature reading
that day, the BME temperature was noticeably higher (4 C) than the air temperature.
This increased temperature measurement could be attributed to the location of the sensor,
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inside the insulation wrapped Radiometer Field Unit. Placing the BME sensor outside of
the radiometer case, eliminating any insulation effects, could result in a lower maximum
difference between the Radiometer Field Unit derived CWV values and reanalysis data
derived CWV values. Figure 4.30 displays the difference in CWV values derived using
the BME sensor data and the CWV values derived using reanalysis profile.
Figure 4.30: Delta CWV value using the near surface temperature and humidity values
from the Radiometer Field Unit vs. Reanalysis derived CWV value. This comparison was
completed for each 2 Channel collect concurrent with a Landsat overpass from May 2019
through March 2020.
The second data set used to validate the CWV calculation was comprised of an entire
year of data points and used meteorological data from the Rochester International Airport
for the near surface temperature and humidity measurements. The Rochester International
Airport data was selected because it was available for each day of the year (the Radiometer
Field Unit does not have data from each day of the year), and the historical weather data
is archived hour by hour allowing the typical Landsat overpass time to be used. The
historical data included the temperature, humidity, and general weather conditions which
are labeled as fair, cloudy, rain, or snow.
The year long data set was evaluated for two separate weather conditions: all weather
conditions and only clear days. The first evaluation was completed for everyday of the
year and wasn’t dependent on the weather condition. For this case the average difference
between the near surface temperature and humidity calculated CWV and the reanalysis
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calculated CWV was 0.33 g/cm2, with the maximum difference in CWV calculation
being 2.47 g/cm2. Recall that in order to validate the Landsat ST product the target must
be in a cloud free scene, which inherently has a low CWV value. The maximum CWV
error of 2.47 g/cm2 was calculated when the weather conditions were rainy, therefore the
Landsat ST product would not have been assessed in these conditions.
Figure 4.31: Delta CWV value using the near surface temperature and humidity values
from the Rochester International Airport vs. Reanalysis derived CWV value. This one
year long data set was used to validate that the near surface temperature and humidity
method for calculating CWV is acceptable.
To gain insight on the average and maximum differences in derived CWV during
acceptable weather conditions for creating a Landsat ST product, the year long data set
was condensed to only include days with fair weather conditions ( 104 of the 365 total
data points were fair weather days). The average difference between the near surface
temperature and humidity method to calculating the CWV and the reanalysis method
was 0.29 g/cm2, with the maximum difference in CWV being 1.18 g/cm2, as seen in
Figure 4.32.
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Figure 4.32: Delta CWV value using the near surface temperature and humidity values
from the Rochester International Airport vs. Reanalysis derived CWV value. This data
set represented only the fair weather days in Rochester NY which is more representative
of the actual Landsat ST collections.
Delta CWV to Temperature Conversion
The CWV validation study in Section 4.2.5 displayed the difference in CWV values be-
tween the reanalysis data and the near surface temperature and humidity process using
Equation 4.4. Through the two data sets (one using the Radiometer Field Unit tempera-
ture and humidity sensor for inputs and the second using Rochester International Airport
data) the average and max difference between CWV was determined. The temperature
prediction error associated with the difference in CWV values is the desired outcome for
this study.
The temperature prediction difference was calculated twice using the governing equa-
tion. The truth temperature prediction value used the downwelled radiance term (Ld)
from the GEOS-5 tape 6 data, and the test temperature prediction used the downwelled
radiance term from the LUT based on the calculated CWV created from the MODTRAN
Mid-Latitude Summer atmospheric profile. The difference between the two calculated
temperatures (∆T) represents the error of using the CWV LUT. Results from the CWV to
temperature study can be seen in Figures 4.33, 4.34, and 4.35 for each target emissivity.
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Figure 4.33: Delta temperature prediction values comparing the downwelled radiance
component obtained from the GEOS-5 reanalysis data vs. the CWV LUT using a target
emissivity value of 0.90. The dark blue bands are cases where the temperature was under
predicted rather than over predicted.
CHAPTER 4. BACKGROUND 63
Figure 4.34: Delta temperature prediction values comparing the downwelled radiance
component obtained from the GEOS-5 reanalysis data vs. the CWV LUT using a target
emissivity value of 0.98. The dark blue bands are cases where the temperature was under
predicted rather than over predicted.
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Figure 4.35: Delta temperature prediction values comparing the downwelled radiance
component obtained from the GEOS-5 reanalysis data vs. the CWV LUT using a target
emissivity value of 0.95. The dark blue bands are cases where the temperature was under
predicted rather than over predicted.
In Figures 4.33, 4.34, and 4.35 using the CWV LUT injects a small amount of error
into the ST prediction. As the emissivity of the target is decreased the error in ST predic-
tion does get larger as expected. For all three cases the highest amount of ST prediction
error occurs at low target temperatures where the ∆ CWV between the GEOS-5 CWV
value and the Radiometer Field Unit derived CWV is the largest. A final case was studied
setting the emissivity value to the emissivity of the RIT field target used in this study (de-
rived to be 0.97953 for channel A of the radiometer) and shown in Figure 4.36. Table 4.3
summarizes the results of all four cases.
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Figure 4.36: Delta temperature prediction values comparing the downwelled radiance
component obtained from the GEOS-5 reanalysis data vs. the CWV LUT using a target
emissivity value of 0.9705. The dark blue bands are cases where the temperature was
under predicted rather than over predicted.
Target Emissivity Average ∆T Standard Deviation ∆T Max ∆T
0.90 0.20 K 0.22 K 1.53 K
0.95 0.09 K 0.10 K 0.75 K
0.98 0.03 K 0.04 K 0.30 K
0.9705 0.05 K 0.06 K 0.44 K
Table 4.3: Average, standard deviation, and max temperature prediction error when using
the MODTRAN mid-latitude summer profile. The emissivity of the target was varied
from 0.90 to 0.98 based on the intended targets for the Radiometer Field Unit. The final
row is the error based on the derived emissivity of the field target at RIT as outlined in
Section 3.6.
Based on the CWV calculation study, the near surface temperature and humidity
method for calculating the CWV and associated downwelled radiance introduces a small
amount of error to the overall surface temperature prediction. Recall from Section 4.2.5
CHAPTER 4. BACKGROUND 66
the 14 data point case average CWV delta between the GEOS-5 reanalysis data and the
CWV LUT was 0.81 g/cm2 which worst case (lowest emissivity target) converts to ap-
proximately 1 K error. When looking at the year long data, the average CWV delta was
0.33 g/cm2 which equates to a worst case temperature prediction error of approximately
0.5 K. Finally when looking only at the fair weather data points over an entire year, the
average delta CWV was 0.29 g/cm2 again converting to an approximate temperature pre-
diction error of 0.5 K for a target with an emissivity value of 0.90, but when using the RIT
grass field target (emissivity value of 0.97) the temperature prediction error is reduced to
0.44 K.
4.2.6 Downwelled Radiance Study Summary
The cost saving initiative of the Radiometer Field Unit introduces error in the ST calcu-
lation process due to the lack of downwelled radiance knowledge. Three scenarios were
created using a perfectly modeled atmosphere to understand those errors. The first sce-
nario omitted the downwelled radiance completely, the second used a single downwelled
radiance value derived from a single MODTRAN standard atmospheric profile, and a
third scenario used a single MODTRAN atmospheric profile to create a Radiometer Field
Unit spectrally sampled LUT of downwelled radiance values based off the atmospheric
CWV value.
As expected the most accurate scenario, the one that contained the least amount of ST
prediction error, was scenario three (the LUT constructed from the Mid-Latitude Summer
MODTRAN profile). Therefore in order to introduce the least amount of error into the
ST prediction, a dedicated sensor to collect the downwelled information is recommended,
but the LUT method is an acceptable alternative for most applications. Tables 4.4 - 4.7
summarize the results of all three downwelled radiance estimation scenarios for each of
the target emissivity test cases.
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Method Max ∆ T Avg ∆ T standard deviation
No downwelled contribution
(omitted) 11.39 K 4.01 K 2.69 K
Default MODTRAN CWV 8.35 K 2.20 K 2.45 K
CWV LUT 4.54 K 1.03 K 1.17 K
Table 4.4: Results from a single channel downwelled radiance study where the down-
welled radiance value was omitted (equal to zero), based off the default CWV of a stan-
dard MODTRAN atmoshperic profile (MLS), or based off of a LUT. This is for the case
when the target emissivity is at 0.90.
.
Method Max ∆ T Avg ∆ T standard deviation
No downwelled contribution
(omitted) 2.24 K 0.73 K 0.50 K
Default MODTRAN CWV 1.75 K 0.41 K 0.47 K
CWV LUT 0.34 K 0.03 K 0.08 K
Table 4.5: Results from a single channel downwelled radiance study where the down-
welled radiance value was omitted (equal to zero), based off the default CWV of a stan-
dard MODTRAN atmoshperic profile (MLS), or based off of a LUT. This is for the case
when the target emissivity is at 0.98.
.
Method Max ∆ T Avg ∆ T standard deviation
No downwelled contribution
(omitted) 5.34 K 1.88 K 1.25 K
Default MODTRAN CWV 4.02 K 1.04 K 1.16 K
CWV LUT 2.78 K 0.61 K 0.70 K
Table 4.6: Results from a single channel downwelled radiance study where the down-
welled radiance value was omitted (equal to zero), based off the default CWV of a stan-
dard MODTRAN atmoshperic profile (MLS), or based off of a LUT. This is for the case
when the target emissivity is at 0.95.
.
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Method Max ∆ T Avg ∆ T standard deviation
No downwelled contribution
(omitted) 3.18 K 1.08 K 0.73 K
Default MODTRAN CWV 2.44 K 0.60 K 0.08 K
CWV LUT 1.13 K 0.21 K 0.25 K
Table 4.7: Results from a single channel downwelled radiance study where the down-
welled radiance value was omitted (equal to zero), based off the default CWV of a stan-
dard MODTRAN atmoshperic profile (MLS), or based off of a LUT. This is for the case
when the target emissivity is at 0.97053.
.
4.2.7 Downwelled Radiance Future Work
The LUT used in Section 4.2.4 was created using a single pre-defined atmosphere in
MODTRAN. In an attempt to drive the ST prediction error lower, creating the LUT using
radiosonde data courtesy of the TIGR profiles was explored. The fair days data points
(104 in total) were used to verify the accuracy of the TIGR derived LUT in the same
manner as Section 4.2.5. Table 4.8 displays the results of using the TIGR atmospheric
profiles to create the LUT.
Target Emissivity Average ∆T Standard Deviation ∆T Max ∆T
0.90 0.14 K 1.03 K 3.84 K
0.95 0.07 K 0.50 K 1.89 K
0.98 0.02 K 0.20 K 0.75 K
0.9705 0.04 K 0.29 K 1.11 K
Table 4.8: Average, standard deviation, and max temperature prediction error when using
the TIGR atmospheric profiles to create the CWV LUT. The emissivity of the target was
varied from 0.90 to 0.98 based on the intended targets for the Radiometer Field Unit. The
final row is the error based on the derived emissivity of the field target at RIT
.
Comparing these results to the MODTRAN mid-latitude summer created LUT, the
MODTRAN derived LUT outperforms the TIGR profile derived table. Table 4.9 includes
the comparison when using the ASTER derived target emissivity of the RIT field.
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Method Max ∆ T Average ∆ T Standard Deviation
MODTRAN created LUT 0.44 K 0.06 K 0.057 K
TIGR profile created LUT 1.11 K 0.04 K 0.29 K
Table 4.9: Results from using a MODTRAN derived LUT vs. a TIGR profile derived
LUT. This is for the case when the target emissivity is at 0.97053.
.
4.3 Multiple Band Study
Earlier in this section it was demonstrated that narrowing the spectral band pass increases
accuracy of the field instrument. The ST prediction impacts of deriving, using a standard
value, or omitting the downwelled radiance, rather than having a dedicated instrument
to collect the radiance value were investigated. The final design feature to explore in
this work before the radiometer can be constructed is to determine how many bands the
radiometer should have, answering the question if more bands equates to more accurate
ST measurements. Recall according to Gillespie et al [31] at least four bands are required
to utilize the TES algorithm for calcualting the temperature and emissivity of a target.
The single band study outlined in Section 4.1 did show an improvement in ST prediction
error when using a single narrow band, and this section expands that single narrow band
sensor into two narrow band sensors.
4.3.1 Two Band Radiometer
The ST product from Landsat 8 is currently validated by an instrument with a single broad
band. The single band study outlined in Section 4.1 has shown that a narrower single band
has the potential to reduce the temperature prediction error when compared to a single
broad band sensor. This improvement is only possible with perfect characterization of the
atmosphere. One way to avoid relying on a perfectly characterized atmosphere is to use
algorithms designed to remove atmospheric effects by recording data from two adjacent
narrow bands rather than one.
The Landsat community decided to split the thermal band from one broad band into
two narrower bands between Landsat missions 7 and 8. The intent of this change was to
provide a more accurate temperature product taking advantage of multiple narrow bands,
enabling the use of split window algorithms.
For the Radiometer Field Unit, a study was conducted to investigate the idea that
data from two narrow bands (close to each other in the spectrum) could produce a more
accurate temperature estimation than a single narrow band. Similar to the change that
Landsat made, except from a sensor that is much closer to the target.
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A two band study was setup using the two narrow band channels from the Radiome-
ter Field Unit (one channel centered at 10.6 µm and 12.33 µm), MODTRAN atmo-
spheric simulations to account for the downwelled radiance contribution, and the emis-
sivity database from ICESS. For this study, two split window algorithms were applied to
the two channel radiometer data in order to determine the temperature prediction error.
Atmospheric Setup
Similar to the single band study outlined in Section 4.1.1 the MODTRAN modeling soft-
ware was utilized to create the atmospheric profiles for each test case. Three preset atmo-
spheres (Tropical, Mid-Latitude Summer, and Mid-Latitude Winter) were used to simu-
late the climates that the two band radiometer could be deployed in. The sensor height
was set to three meters, and the target temperature ranged from 250−330 K in 10 K incre-
ments. The wavelength range used in MODTRAN was limited to the long wave infrared
(8− 14µm).
Temperature Prediction
The target temperature was predicted using the two channel data from the radiometer in a
similar fashion to the process used in Section 4.1.1 for the single band study.
The top of atmosphere radiance values were calculated with Equation 3.10 using at-
mospheric data from MODTRAN simulations (upwelled radiance, downwelled radiance,
and transmission) and spectrally sampled using the RSR’s for each of the Radiometer
Field Unit’s two channels. These radiance values were calculated over the 250 − 330 K
temperature range and used the emissivities of the 113 natural materials in the ICESS
database. The calculated top of atmosphere radiance values were then converted to appar-
ent temperatures using the inverse Planck equation (Equation 4.3). The input temperature
of the target was considered the known target temperature value (truth).
The split window algorithm is then applied to the two apparent temperatures from the
Radiometer Field Unit, resulting in a single temperature prediction for the target. This
predicted temperature is then subtracted from the actual target temperature to produce a
∆T. Split window algorithms are attractive as they compensate for the atmosphere be-
tween the target and the sensor. In this study we know all the atmospheric parameters
(from MODTRAN) so any error in temperature prediction can be attributed to the split
window algorithm and the choice of the two narrow band sizes and locations in the spec-
trum, not the atmospheric compensation.
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4.3.2 Split Window Algorithms
Two split window algorithms were used to test the accuracy of the two channel Radiome-
ter Field Unit. The first algorithm, derived by Qin et al, is a technique designed for
NOAA’s Advanced Very High Resolution Radiometer Data (AVHRR) that requires the
apparent temperature from each channel, the atmospheric transmission information, and
the target emissivity [44]. The second split window algorithm tested was a technique
developed by Wan and Dosier [45], the generalized split window approach, which is the
current methodology proposed to produce the Landsat 8 ST product [3].
Qin Split Window Algorithm
The Qin split window algorithm was designed for use with AVHRR data using one ther-
mal band at 10.5−11.3µm and a second at 11.5−12.5µm, and a resolution of 1.1 km [44].
Through a lengthy derivation Qin et al. obtain a split window algorithm in the form of:
Ts = Ta + A(Ta − Tb) +B [K] (4.5)
Where Ts is the target temperature, Ta and Tb are the apparent temperatures for chan-
nel a and channel b, A is a constant based on the atmospheric transmission and the target
emissivity, and B is a constant based on the Linearization of Planck’s radiance function.
Linearalizing the Planck function directly relates the radiance to the temperatures in adja-
cent channels [44]. The relationship between radiance and temperature in channel A and
channel B’s wavelengths is near linear. Applying Taylors expansion and keeping the first
two terms, results in a highly accurate approximation of the Planck function. The A and
B coefficients are defined using Equations 4.6 - 4.14, where τ is transmission, ε is the
emissivity of the target for channel A and channel B, and both La and Lb are constants





B = E1La − E2Lb (4.7)
Da = [1− τ ] [1 + (1− εaτ)] (4.8)
Db = [1− τ ] [1 + (1− εbτ)] (4.9)
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Ca = εaτ (4.10)
Cb = εbτ (4.11)
E0 = DbCa −DaCb (4.12)
E1 =




Da (1− Cb −Db)
E0
(4.14)
In order to get to Equation 4.5 two main assumptions are made: first that the down-
welled radiance is a Planck curve and equal to the air temperature, and secondly that
the upwelled radiance is zero. This allows the A and B coefficients to be dependent on
the transmission of the atmosphere (close to one for the Radiometer Field Unit based on
distance to the target) and the emissivity of the target.
To test the accuracy of the Qin split window algorithm, the truth temperature was
derived using MODTRAN simulated atmospheric parameters (upwelled radiance, down-
welled radiance, and transmission) in the governing equation (Equation 4.1) to calculate
the total radiance for each channels, then converted to apparent temperatures. The two
channels of the Radiometer Field Unit are centered at 10.6 µm for Channel A and 12.3
µm for Channel B, the target temperature varied from 250 − 330K, and the height of the
sensor was 3 meters. The derived ST value was calculated by using the two apparent
temperature values as inputs into Equation 4.5. The target temperature calculated using
the Qin split window equation was then subtracted from the known target temperature
arriving at a ∆T.
Qin Split Window Results
Applying the Qin split window algorithm to the MODTRAN simulated data results in
temperature prediction errors ranging from +3 K to as much as -4.5 K. This is assum-
ing that the emissivity of the target is known, and accounts for the downwelled radiance
assumption.
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Figure 4.37: Qin split window technique using the RIT radiometer 2 bands to predict the
target temperature. The target emissivity is assumed to be known.
Without having prior knowledge of the target emissivity the overall temperature pre-
diction error increases. The standard ±1.5% was then applied to the data and is shown
in Figures 4.38 and 4.39. An overview of the results from using the Qin split window
algorithm on the two channel Radiometer Field Unit can be seen in Table 4.10.
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Figure 4.38: Qin split window technique using the RIT radiometer 2 bands to predict the
target temperature. The target emissivity error is +1.5%.
Figure 4.39: Qin split window technique using the RIT radiometer 2 bands to predict the
target temperature. The target emissivity error is -1.5%.
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ε Min Error Max Error
Exact -4.5 K 3 K
+ 1.5 % -4.7 K 4.4 K
- 1.5 % -4.6 K 3.7 K
Table 4.10: Error in predicted target temperature using the Qin split window algorithm
based on prior knowledge of the target emissivity.
The overall errors using the Qin split window were larger than using a single band, but
notice the large errors are primarily when lower emissivity targets are used (0.91-0.92).
The intended targets for the Radiometer Field Unit is grass with an emissivity range of
0.95 - 0.98.
One issue found with the Qin algorithm is the case where the band effective emissivity
of the two channels is close to or equal to each other. As shown in Equations 4.6 -
4.14 if the emissivity value in both channels are the same, you end up dividing by zero
(Equation 4.6). Also if the two emissivities are close to equal (ex. εa=0.98 and εb=0.979)
the A coefficient comes out to a very large number (510 in this example), which will
make the source temperature extremely high. With a 0.1 separation in emissivities the A
coefficient drops by a magnitude of 10 (51 for this example), resulting in a more believable
source temperature.
This study used the 113 natural materials from the database, therefore some materials
had band-effective emissivity values in the two channels that were close or equal. In
the cases where the emissivity values are eqaul or close, the temperature prediction error
(∆T) escalates to values greater than 100 K. These points were removed, resulting in the
white gaps in Figures 4.37 thru 4.39.
A second possible issue with using the Qin split window method with the Radiometer
Field Unit, is that the Qin algorithm was developed for a spaceborne sensor far above
the ground target. Using the same method with an instrument much closer to the target
could introduce error into the ST prediction. This error is caused by the transmission of
the atmosphere being near one for the Radiometer Field Unit due to its short atmospheric
distance to the target, where the transmission value would be less than one for a longer
atmospheric transmission path to a spaceborne sensor. Split window algorithms rely on
the differential atmospheric absorption in the two long wave bands. The algorithm may
break down when the sensor is close to the ground target. This study was intended to
explore the possibility of using the Qin split window algorithm as is with no modifications
for the shorter atmosphere length. Future studies designed to optimize the algorithm to
account for a transmission value of approximately one may improve the overall results,
decreasing the overall error.
Overall, in the range of vegetation emissivities (expected target for the Radiometer
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Field Unit) the temperature prediction error is reduced to less than 2 K. This includes
cases where the target emissivity estimation is off by as much as ±1.5%.
Generalized Split Window Algorithm
To continue investigating the feasibility that two channels are enough to produce an ac-
curate ST prediction, a second split window algorithm was tested using the two channel
Radiometer Field Unit. The generalized split window technique has been in use for over
thirty years, but recent work by Gerace et al, 2020 have optimized the general split win-
dow algorithm for use with the Landsat 8 TIRS sensor [3]. Recall the purpose of this
research is to validate the ST product from Landsat 8, therefore it only makes sense to use
the algorithm that produces the Landsat ST product to create the Radiometer Field Unit
ST prediction.
The general form of the split window algorithm was established by Becker and Li [46],
and later refined by Wan and Dozier [45] and Wan [47] for the MODIS sensors, results in
Equation 4.15.
























• ST = surface target temperature,
• b0 − b6 = sensor specific coefficients (no quadratic term),
• Ti and Tj = apparent temperature from each channel,
• ∆ε = difference in band effective emissivities of each channel,
• ε = average of the band effective emissivities of each channel,
The split window algorithm calculates the surface temperature of a target using the
apparent temperatures from each of the two bands, as long as the emissivity of the target
can be estimated. The sensor specific coefficients (b0 − b6) have been derived through
training data.
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Derivation of the Sensor Specific Coefficients
The sensor specific coefficients (b0 − b6) for the two channel Radiometer Field Unit were
derived using the same technique as Gerace [3]. This training set includes atmospheric
profiles from the Thermodynamic Initial Guess Retrieval (TIGR) database [48], use of the
MODTRAN radiative transfer model, surface temperatures bracketing the temperature of
the lowest layer of each atmospheric profile, the emissivity database of 113 natural mate-
rials from ICESS, and the spectral response of the Radiometer Field Unit. The flowchart
in Figure 4.40 displays the training process for the coefficient derivation [3].
Figure 4.40: Flowchart of training process for deriving the sensor specific coefficients
used in the general split window algorithm [3].
.
The TIGR database is a collection of 2311 atmospheric profiles created by statistical
methods using 80,000 radiosonde inputs [48]. Each profile includes temperature, water
vapor, and ozone concentrations from the surface to the top of atmosphere [48]. Very
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high humidity days were removed from the TIGR database, when the humidity level was
greater than or equal to 90 percent, which reduced the atmospheric profiles from the
original 2311 down to 1386.
Target emissivities were calculated using the emissivity database of 113 natural ma-
terials from ICESS. This is the same data set used in the single channel study outlined in
Section 4.1. No man made materials were used in this study as the intended targets for
the Radiometer Field Unit are grass or sand.
Seven temperatures bracketing the the lowest atmospheric temperature were used to
satisfy the assumption that split window is only valid when the surface temperature is
close to the air temperature [45, 46]. For this application the temperature range was
−10° < t0 < +20°, where t0 is the lowest atmospheric layer temperature, at 5° in-
crements.
Next the TIGR atmospheric profiles are used to calculate the upwelled radiance,
downwelled radiance, and transmission terms using the MODTRAN radiative transfer
model. Sensor height for the MODTRAN setup was at 3 meters to simulate the Radiome-
ter Field Unit. The at-sensor spectral radiance is calculated using: the atmospheric terms
from MODTRAN, the database of emissivities, and the surface temperature. The spectral
radiance is then sampled using the spectral response of the Radiometer Field Unit, re-
sulting in an at-sensor band-effective radiance value. Finally, the apparent temperature is
calculated using a look up table relating the band effective radiance to blackbody temper-
ature for Channel A and Channel B of the Radiometer Field Unit. In a similar fashion the
band effective emissivites are calculated sampling the 113 natural material spectra with
the Radiometer Field Unit(s) spectral response curves.
To determine the coefficients, the input surface temperature is then regressed against
the independent variables to determine the least squares best fit. The sensor specific coef-
ficients for the Radiometer Field Unit can be found in Table 4.11.
b0 b1 b2 b3 b4 b5 b6
Radiometer Field Unit 24.8098 0.8999 0.2193 -0.2610 4.5490 -6.3609 5.3659
Table 4.11: Radiometer Field Unit sensor specific derived coefficients for use in the split
window algorithm.
Generalized Split Window Results
The generalized split window algorithm was then applied to the MODTRAN atmosphere
described in Section 4.3.1, and the surface temperature was predicted using the method in
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Section 4.3.1. With the assumption that the target emissivity is known, the max tempera-
ture prediction error using the Landsat 8 split window technique was 4.8 K.
With a high emissivity target, one would expect that the temperature prediction error
would be lower, but the high emissvity targets used in this study are snow/ice/water. As
shown in Figure 4.41 the error of the high emissvitiy targets starts at 0 K for the lower
temperature targets and go as high as 1.8 K when the temperature of the target is 300 K.
This larger error is unrealistic based on the fact that you cannot have a 330 K (134 F)
snow/ice/water target. Therefore the temperature prediction error in this range of the
study is not feasible under natural conditions.
Figure 4.41: General split window technique using the Radiometer Field unit(s) 2 bands
to predict the target temperature. The target emissivity is assumed to be known.
Without having prior knowledge of the target emissivity the overall temperature pre-
diction error increases. Figures 4.42 and 4.43 display the results of applying the standard
±1.5% error to emissivity prediction which is a reasonable estimate of emissivity uncer-
tainty [49]. An overview of the results from using the general split window algorithm on
the two channel Radiometer Field Unit is shown in Table 4.12.
CHAPTER 4. BACKGROUND 80
Figure 4.42: General split window technique using the Radiometer Field Unit(s) 2 bands
to predict the target temperature. The target emissivity error is +1.5%.
Figure 4.43: General split window technique using the Radiometer Field Unit(s) 2 bands
to predict the target temperature. The target emissivity error is -1.5%.
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ε Min Error Max Error
Exact -4.8 K 2 K
+ 1.5 % -8.0 K 8.5 K
- 1.5 % -6.0 K 6.5 K
Table 4.12: Error in predicted target temperature using the general split window algorithm
based on prior knowledge of the target emissivity and with a ± 1.5% target emissivity
error.
The overall errors using the Generalized split window algorithm were better than using
a single band only when the emissivity of the target was known. Without prior knowledge
of the target emissivity the errors using the general split window algorithm can be as
high as 8.5 K. Fortunately in the range of vegetation emissivities (expected target for the
Radiometer Field Unit) the temperature prediction error is reduced to less than 1.6 K
when the target emissivity is known. When the target emissivity estimation is off by as
much as ±1.5%, the max error in the vegetation emissivity range can be as high as 4 K.
Similar to the Qin split window algorithm, the generalized split window algorithm was
designed for a spaceborne sensor. For this study the sensor was placed 3 meters above the
target for the MODTRAN simulations. This height was chosen to investigate the accu-
racy of using the generalized split window algorithm as is, with no modifications. Using
a sensor with a much smaller atmospheric path could account for the larger errors seen
in the generalized split window ST prediction, therefore future investigations into modi-
fying the generalized split window equation to account for sensor height could improve
performance.
4.3.3 Two Band Study Conclusion
After testing two split window algorithms, Qin and Landsat 8 generalized split window,
the overall temperature prediction error is lower than using a single channel, if the target
is vegetation and the emissivity of the target is known. When deploying the Radiometer
Field Unit over a vegetation target the overall goal of a temperature prediction error less
than 2 K can be achieved using a split window algorithm. If the emissivity of the target is
not known, the temperature prediction error becomes greater than 2 K, which is larger than
the goal of this research, but still an improvement over the current SURFRAD system.
Therefore prior knowledge of the target emissivity is crucial for the two channel split
window method to be acceptable.
If the target emissivity is known, and the surface temperature is the only desired pa-
rameter, the two channel split window technique is sufficient. If the target emissivity
is not known, the two channel split window technique cannot determine the emissvity
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and the target temperature prediction could be off by more than the current SURFRAD
instrument provides.
4.3.4 Emissivity Calculation (TES)
Throughout the design studies so far, the largest source of error is the estimated value of
the target emissivity. Expanding the radiometer to more than two bands allows the use
of the Temperature Emissivity Separation (TES) algorithm used by the ASTER sensor to
calculate not only the ST but also the emissivity of the target. This section will introduce
the TES algorithm using a data point collected in March of 2020 as an example to step
through the algorithm, which will ultimately result in the ST and emissivity of the target.
Temperature Emissivity Separation
A key component in calculating the ST using the split window approach (Equation 1.1)
is knowing the emissivity of the target. Recall from Section 3.1 that emissivity is defined
as the ratio of spectral radiance from an object at temperature T, with a blackbody at that
same temperature. Solving for emissivity is challenging as it is an N+1 problem, i.e.,
there are two unknown variables (temperature and emissivity) in the Planck equation. In
order to solve for temperature and emissivity, one must assume a value for temperature or
emissivity and solve for the other [31].
For a ST product, the temperature is the sought-after variable. Therefore the emissiv-
ity value is normally estimated. The emissivity value is estimated by selecting a similar
material from a database of material emissivities, or using other satellite data to com-
pute an approximate emissivity. For the Landsat split window algorithm, the emissivity is
calculated using the ASTER derived emissivity values and applying the spectral response
functions of Landsat to calculate the band effective emissivity for TIRS Band 10 and Band
11 [25].
A popular technique used to calculate both the temperature and emissivity of a land
target is the Temperature Emissivity Separation (TES) algorithm. The TES algorithm is
based on the relationship between spectral contrast and emissivity to equalize the number
of unknowns so that the inverse Planck equation can be used to find the temperature [31].
In order for the TES algorithm to properly work, multiple bands of radiance data (Mini-
mum of 3− 4 bands) must be collected [31]. Due to this requirement a two band system
does not suffice and will need to be expanded to more bands for accurate TES results.
In this study a six band radiometer was designed with four bands located in the
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8 − 9 µm range and two Landsat like bands in the long wave thermal region of 10.3 −
12.6/mum. The TES algorithm is then applied to the data resulting in a single surface
temperature and six emissivity values. The two emissivity values from the Landsat like
channels can then be used in the Landsat ST calculation (Equation 1.1) to replace the
ASTER derived emissivity values possibly producing a more accurate ST product.
Land Leaving Radiance
The TES algorithm starts by calculating the sensor reaching radiance for each band. After
the data has been downloaded from the radiometer via micro SD card, the temperature of
the target in each of the six channels is predicted using Equation 5.2 (explained further in
Section 5) with the emissivity value set to one. This temperature value is then converted
into sensor reaching radiance using the Planck equation (Equation 3.1). This step provides
six sensor reaching radiance values, one for each channel of the radiometer.
Figure 4.44: Converting the measurement from the raw Field Unit value to sensor reach-
ing radiance. Step one uses Equation 5.2, and step two uses Equation 3.1.
The land leaving radiance (Lb) is normally different that the sensor reaching radiance









But with our sensor in close proximity to the ground target (small atmospheric path)
the upwelled radiance (Lu) is assumed equal to zero and the transmission (τ ) assumed
to equal one (confirmed through MODTRAN simulations). This makes the land leaving
radiance equal to the sensor reaching radiance recorded by the radiometer. Table 4.13
is an example of how the land leaving radiance is calculated using the Radiometer Field
Unit raw data. This data is from a collect conducted on 21 Mar 2020.
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Channel Raw Data [µV] Target Temperature [K] Land Leaving Radiance [W/m2 sr µm]
1 -1.787 284.2 6.71619
2 6.150 286.8 7.37509
3 -41.40 283.08 7.17505
4 -25.18 274.8 6.39283
5 -0.575 283.8 7.51517
6 -0.042 284.5 7.03196
Table 4.13: Land leaving radiance based on the 6 channel Radiometer Field Unit response.
This value is used in the first step of the TES algorithm, the NEM module.
Normalized Emissivity Module
The Normalized Emissivity Module (NEM) is used for three purposes. First it estimates
the emissivity of the target material, second it iterativly removes the downwelled radiance
from the surface emitted radiance (Rb), and third estimates the target temperature by
assuming a maximum emissivity value [50]. The NEM is calculated using Equation 4.17:






where Rb is the radiance per channel, Lb is the land leaving radiance from Sec-
tion 4.3.4, and Ld is the downwelled radiance value from the look up table created in
Section 4.2.4. For our example from 21 Mar 2020, the near surface temperature was
283.45 K and the relative humidity was 61.2 percent. Using Equation 4.4 the calculated
CWV for this collect was 0.921 g/cm2. The corresponding downwelled radiance is dis-
played in Table 4.14.







Table 4.14: Downwelled Radiance value calcualted using the CWV LUT. The creation of
the LUT was outlined in Section 4.2.4.
For the initial step of calculating the NEM, the emissivity value (εmax) of each channel
is set to 0.99 [31]. The six radiance values, calculated using Equation 4.17, are then
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Once the temperatures are calculated, the brightest (highest) apparent temperature
(Tmax) is assumed to be the NEM temperature and is used to calculate the emissivities for





whereRb is the radiance of channel b (b=1-6) found using Equation 4.17, LBB(Tmax) is
the radiance of a blackbody at Tmax (the NEM temperature), and εb is the NEM emissivity
for channel b. The NEM emissivities for each channel (εb) replace εmax in Equations 4.17
and 4.18, and the surface leaving radiance recalculated for each channel. This process
is repeated until the surface leaving radiance value converges (changes less than 0.01
[W/m2srµm]), or the number of iterations is greater than N=12. If Rb does not converge
within 12 iterations, the data point is not used. Tables 4.15 and 4.16 are an example of the
first iteration through the NEM module for the 21 March 2020 data point.







Table 4.15: NEM calculated temperature per channel. Equation 4.17 is used to find the
land leaving radiance and Equation 4.18is used to find the apparent temperature. The
highest temperature is assumed to be the NEM temperature and is the bold value in the
table.








Table 4.16: NEM emissivity per channel. Equation 4.19 is used to find the emissivity per
channel, then used in Equation 4.17 to re-calculate the NEM temperature. This process is
repeated until Rb converges, or a total of 12 iterations whichever happens first.
Ratio Module
The next step in the TES algorithm is to find the relative emissivities (β) of the six chan-
nels. This is accomplished by ratioing the NEM emissivities to their average. This step












Table 4.17: Ratio Module output for the 21 March 2020 data point.
MMD Module
The β values must be scaled to absolute emissivity values and the target temperature re-
calculated from those values. This is accomplished by first finding the Max-Min Relative
Emissivity value (MMD) using Equation 4.21.
MMD = max(βb)−min(βb) (4.21)
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After the MMD is calculated the minimum emissivity value (εmin)is found using an
empirical relationship between the minimum emissivity and the MMD. This relation-
ship was derived for the Radiometer Field Unit using the 113 materials from the ICESS
database, and applying an empirical relationship as seen in Figure 4.45.
εmin = 0.9958− 0.964 ∗MMD0.959 (4.22)
The constants for this empirical relationship were derived from the minimum emis-
sivity values of each of the 113 natural materials provided by the ICESS group of UCSB
[30]. For each material, the band effective emissivity is calculated and used to create the
εmin curve (Equation 4.22). This curve, as shown in Figure 4.45, is only calculated once
and used for each of the six channels of data.
Figure 4.45: εmin vs. MMD created using the 113 material emissivity files provided by
the ICESS group of UCSB.
Final Emissivity
The εmin values are then then used to find the final emissivity value for each of the six
channels using Equation 4.23. Table 4.18 displays the final emissivity results from the
21 Mar 2020 collect. An MMD value of 0.2529 and a minimum emissivity value of
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0.7378 were used to calculate the final emissivity values for each channel. The minimum
emissivity value was lower that expected for a grass target, which was derived from a low














Table 4.18: Final emissivity values calculated using an MMD of 0.2529, a minimum
emissivity of 0.7378, and Equation 4.23.
At this point in the algorithm the NEM temperature and the emissivity values for
each of the six channels have been calculated. The NEM temperature may be inaccurate
due to the initial approximation of emissivity used, therefore the final step of TES is
to calculate the surface temperature by inverting the Planck equation (4.18). For this
calculation: εmax is the highest emissivity value of the six channels, λ is the wavelength
of the highest emissivity channel, and Rb (Equation 4.17) is the Radiance of the highest
emissivity channel.
The result of the TES algorithm provides a single value for the target ST and the target
emissivity value for each channel.
4.4 Background Summary
The key to validating the Landsat 8 ST product is finding the proper instrument, then ap-
plying the best technique to process the data. Throughout this section the significance of
the bandwidth of the sensor, the impact of not collecting the downwelled radiance data,
and the required number of bands was discussed and tested using simulated atmospheric
data through the MODTRAN radiative transfer model. Also in this section multiple algo-
rithms used to calculate ST were explained and tested in a simulated environment.
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Each algorithm had advantages and disadvantages, based off of the known information
of the target emissivity value and the downwelled radiance component. This Section
introduced algorithms that do and do not require knowledge of the downwelled radiance.
For most of the algorithms studied here the target emissivity value is assumed, resulting
in a temperature prediction error based on that assumption.
Table 4.19 sums up the various algorithms that were introduced in this Section along
with the pros and cons for each. The average ∆T values displayed in the table were
calculated from simulated data for the single band and split window algorithms. The
error term associated with each algorithm was calculated using simulated data that was
detailed earlier in this Chapter. All error values (Worst Case Error column) were based
off the worst case estimation of emissivity.
For all scenarios the atmosphere was perfectly modeled, therefore all errors were asso-
ciated with only the emissivity estimation of the target. This allows the direct comparison
of each method, based on the emissivity estimation. These results highlight the depen-
dence of knowing the target emissivity value which in turn drives the need for a multi
band system (more than two channels) and use of the Temperature Emissivity Separation
(TES) algorithm introduced in Section 4.3.4 to derive the surface target emissivity.
As shown in Table 4.19 the highest error was associated with the generalized split
window algorithm, which is intended for a sensor that is at the top of atmosphere not for
a sensor placed three meters above the surface. This suggests that the generalized split
window algorithm may be sensitive to sensor height but will be explored later using actual
field data in the Summary and Conclusion section (Chapter 7).
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equal to air temp
No training data needed.






If emissivity of both
channels is equal or near
equal, algorithm fails.
Designed for top of
atmosphere sensor.
















Designed for top of
atmosphere sensor.
1.53 K 8.5 K
Table 4.19: Comparison of the algorithms used for calculating the ST from the Radiome-
ter Field Unit data. Error measurements are for the worst case emissivity estimation for
the 2-channel Radiometer Field Unit, Qin split window, and General Split Window al-
gorithms. All Average ∆T values also include the worst case scenario error, resulting in
higher average ∆T values.
Chapter 5
Methodology
Performing the validation of the ST product from Landsat 8 introduced earlier in this
research is a multi-step process. The first step of the process involves collecting a Landsat
8 image over a specified location, as shown in Figure 5.1, while the Radiometer Field
Unit is deployed in the scene. Once the Landsat image is collected, the split window
algorithm is performed on the Landsat band 10 and 11 apparent temperature images using
Equation 1.1. The emissivity value used in the split window algorithm is derived from
ASTER data as outlined in Section 3.6. The result of the split window algorithm is the
ST image and the ST value of that specific pixel where the Radiometer Field Unit can be
located.
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Figure 5.1: Landsat 8 ST product using the split window algorithm. The full image (upper
left) is then enlarged to show the pixel of interest (location of Field Unit). ST is displayed
in the value box labeled as ”Data”.
The second step of the validation process consists of obtaining the ST using the Ra-
diometer Field Unit. This part of the process involves calculating the temperature of the
surface target in all the radiometer bands (two channel or six channel version) based on
the response of the radiometer’s thermopile.
Recall that the two channel radiometer (proof of concept version) the emissivity value
used is derived from ASTER data, but for the six channel radiometer the surface tem-
peratures are first calculated in each channel using a target emissivity value of one. This
apparent surface temperature is then input into the TES algorithm outlined in Section 4.3.4
to calculate a single surface temperature and a per-band emissivity value.
The final part of the validation process compares the Radiometer Field Unit derived
ST to the Landsat image derived ST. This comparison of ST values determines if the split
window algorithm is working correctly on Landsat 8 TIRS data, ultimately producing a
validated and viable ST product ready for release to the scientific community.
5.1 RIT Radiometer Lab Characterization
The single band study provided confidence that the narrow band approach will introduce
less error in the temperature prediction than a single wide band sensor, and the two band
split window algorithms could produce even less error with prior target emissivity knowl-
edge. Therefore the Radiometer Field Unit shall be build with at least two bands, being
as narrow spectral response as possible.
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Before the radiometer can be deployed to the field, lab characterization is critical
to understand the instruments response. Outputs from the radiometer include: voltage
measurements for each channel, temperature of the detector (Td), and the BME data (air
temperature and humidity). For the Radiometer Field Unit to validate the Landsat 8-
derived ST product, the output channel voltage must first be related to target temperature.
The output voltage to temperature relation is characterized in the lab environment by using
a known temperature and emissivity source.
A Santa Barbara Infrared (SBIR) Infinity differential blackbody was used in the lab
effort to characterize the prototype sensor. The blackbody head has an 8.05 inch square
aperture surface, a spectral emissivity of greater than 0.995 from 8 − 14 µm, and is con-
trollable over a temperature range of 248− 348 K [51].
Once the radiometer voltage-to-temperature relationship is determined, it is used for
all further measurements to convert output signal into target temperature. Additionally,
the instrument performance was characterized in the lab to determine sensitivity to en-
vironmental conditions and noise. Further characterization was then performed in real-
world conditions in the field.
5.1.1 Instrument Calibration
Each Radiometer Field Unit must be characterized and calibrated before it can be imple-
mented in the field. An empirical relationship, derived by Dexter Research, is used to
relate output voltage measurements to target temperature, as shown in Equation 5.1 [52].
Vout = F
(
εT ns + F1T
n




• Vout = output voltage from the radiometer (Ch. A or Ch. B)
• ε = 0.999 (SBIR blackbody)
• Ts = Temperature of the source (SBIR blackbody)
• Topt = Temperature of the optics (Assumed to be equal to Td)
• Td = Temperature of the detector measured by a thermocouple (same as optics)
• n, F, F1 = constants (n is the power law, and F/F1 are dependent on geometry)
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Calibration coefficients for Equation 5.1 (n, F, and F1) are derived by conducting
temperature sweeps of the blackbody from 273 − 318 K at 1 K increments in which
radiometer data was acquired at each increment. Since Td is measured by an internal
thermocouple, and the emissivity and temperature of the lab blackbody are known, the
three coefficients are solved by using a least squares regression. Once the coefficients
are derived, they remain fixed and the temperature of an object can be determined using












Figure 5.2 shows the measured (using the radiometer data and Equation 5.2) vs. actual
(BB) temperatures for the sweep data collected for Channel A and Channel B. The RMSE
of the predicted temperature vs. actual temperature for both channels are within 0.5 K
across the entire range of the sweep.
Figure 5.2: Illustration of temperature sweeps used to derive constants (F, F1, and n) in
Equation 5.1 for Channel A (Figure 5.2A) and Channel B ((Figure 5.2B)
.
Sweep tests were originally completed from 273 − 333 K, but errors above 318 K
were observed. As the temperature was increased over 318 K the linear response of the
thermopile started to break down. This breakdown is likely due to the proximity of the
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radiometer to the blackbody. As seen in Figure 5.3, the radiometer is placed approxi-
mately 4 inches from the blackbody to ensure that the blackbody fills the field of view
of the thermopile. At this distance the heat from the blackbody warms the cover glass of
the thermopile, resulting in a temperature differential shift. The beginning of this break-
down can actually be seen above 313 K (reference Figure 5.2), but was within tolerance
up to 318 K. It is not anticipated for repeated use of the instrument in environments with
temperatures above 318 K, therefore limiting the characterization to 273 − 318 K is ap-
propriate.
The derived coefficients required to computed the temperature of an object using
Equation 5.1 are summarized in Table 5.1 for all of the Radiometer Field Units. Each
unit’s coefficients vary due to the internal temperature sensor and slight response dif-
ferences due to the electronic board construction. Because no two thermopiles respond
exactly the same, the sweep test is completed on each unit/thermopile to determine the
coefficients needed for the most accurate temperature prediction.
Field Unit F(A) F1(A) n(A) F(B) F1(B) n(B)
1 2.2478735 -0.0802187 1.02602764 2.60305638 -0.0842718 1.02051259
2 0.7077303 -0.1382709 1.246025 1.0112956 -0.1587161 1.2155475
3 0.769632 -0.105530 1.229261 1.050930 -0.12878 1.180747
4 0.6422738 -0.2779454 1.2613209 1.0957378 -0.1965089 1.18861660
5 1.6504237 -0.032619 1.2780862 2.1624389 -0.032047 1.2671580
6 1.559352005 -0.0034855 1.09498196 1.646266215 -0.0038044 1.06266215
7 2.21399734 -0.04197538 1.0249305 2.9280842 -0.0079019 0.9870181
8 1.616675 0.0068637 1.0271296 1.60671085 0.01044503 1.01724170
Quad (A&B) 2.0194663 -0.0010824 1.06875801 2.5133265 -0.005011 1.1056365
Quad (C&D) 2.00577968 -0.0789064 1.00521819 1.67321481 -0.0396474 1.22127606
Table 5.1: F, F1, and n coefficents dereived for all nine Radiometer Field Units. The Quad
sensor was split up into two rows on the table with channel A and B being the first row
and channels C and D the second row.
CHAPTER 5. METHODOLOGY 96
Figure 5.3: Blackbody set up with radiometer for sweep and dwell tests.
A dwell test was performed to estimate the prototype radiometer’s NE∆T at three
blackbody temperatures (283, 293, 303 K). A final measurement at 283 K was repeated
at the end of the test to characterize potential drift in the system. Referring to Figure
5.4, measurements were obtained for each temperature for approximately one hour and
the NE∆T was calculated as the standard deviation of the collected data at each tempera-
ture. Table 5.2 shows the average difference between the predicted vs. actual blackbody
temperatures (in column 2) and the corresponding NE∆T values (in column 3) for the Ra-
diometer Field Unit. Table 5.2 illustrates that, in this lab test, the Radiometer Field Units
are able to measure the blackbody temperature to within 1.28 K of the actual tempera-
ture and exhibit an NE∆T of approximately 0.20 K across a range of temperatures (283,
293, 303 K). Figure 5.4 also shows that the system is stable, based on the repeatability of
predicting the 283 K temperature at the end of the test.
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Figure 5.4: Measured temperatures from the prototype for the dwell test observing the lab
blackbody that was performed to characterize the NE∆T of the radiometers.
BB Temperature Predicted Difference from Actual Temperature NE∆T
283 [K] Ch. A: 1.03 [K] Ch. A: 0.14 [K]
Ch. B: 1.01 [K] Ch. B: 0.16 [K]
293 [K] Ch. A: 1.28 [K] Ch. A: 0.14 [K]
Ch. B: 1.08 [K] Ch. B: 0.14 [K]
303 [K] Ch. A: 0.55 [K] Ch. A: 0.20 [K]
Ch. B: 0.34 [K] Ch. B: 0.20 [K]
283 [K] Ch. A: 1.06 [K] Ch. A: 0.12 [K]
Ch. B: 1.04 [K] Ch. B: 0.14 [K]
Table 5.2: Measured temperatures from the radiometer for the dwell test performed to
characterize the NE∆T and drift of the prototype radiometer.
5.1.2 Thermal Testing
Section 5.1.1 introduced the method for computing the target temperature from the ra-
diometer’s raw data. The coefficients used to make the transition from raw data to tem-
perature were established using a blackbody and preforming a sweep test over a range of
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temperatures in an environmentally controlled lab. Based on Equation 5.2 the tempera-
ture of the detector is required, and during the lab sweep tests the detector was at room
temperature.
A study was set up using a thermal chamber to investigate how the instrument re-
sponds when the detector is not at room temperature. If the instrument is warmer or colder
than room temperature do new coefficients need to be derived based on the temperature
of the environment, or will one set of coefficients work for all environments? To simu-
late a non-room-temperature environment, the radiometer was tested inside a Thermotron
Environmental Chamber similar to Figure 5.5.
Figure 5.5: Thermotron Environmental Chamber used to create a hot and cold test envi-
ronment.
The blackbody head was placed inside the chamber along with Radiometer Field Unit
number three and two sweep tests were conducted. The chamber temperature was set to
273 K for one of the sweep tests, simulating a cold environment, and a second sweep test
in a 303 K hot environment. The same method used in Section 5.1.1 was then applied to
both the cold and hot data, deriving the the F, F1, and n coefficients as shown in Table 5.3.
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Note that the coefficients from the thermal test are different for Radiometer Field Unit
three than reported in Table 5.1. This difference is due to using the older blackbody unit
in the thermal chamber, as the new blackbody unit’s head was too large to fit into the
Thermotron chamber.
Fa F1a na Fb F1b nb
Cold 0.90 0.13 1.13 0.56 -0.38 1.19
Room Temp 0.84 -0.11 1.16 0.54 -0.20 1.21
Hot 1.04 -0.42 1.10 0.75 -0.44 1.12
Table 5.3: F, F1, and n coefficients for sweep tests with the Radiometer Field Unit placed
in different thermal environments.
The difference in coefficient values were small between the cold, room temperature,
and hot sweeps but how does this compare to temperature calculation? The intent of this
thermal test was to determine if one set of calibration coefficients can accurately calculate
the target temperature, or if the use of multiple coefficient sets are required. To test this
theory the room temperature derived coefficients were applied to the cold and hot sweep
data sets, and the temperatures were then calculated.
Note that during the cold temperature test, the Radiometer Field Unit was around 276
K to begin the test, and by the time the blackbody was warmed up to 318 K the radiometer
temperature rose approximately 7.5 K. Due to the heat produced by the electronics in the
radiometer box, the temperature of the radiometer did not approach ambient (or 273 K).
Using the room temperature derived coefficients, the calculated temperature of the cold
sweep data was on average within 0.38 K of the known temperature, with a maximum
error of 1.06 K. The radiometer temperature profile can be seen in Figure 5.6 and the
summary of temperature prediction results in Table 5.4.
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Figure 5.6: Radiometer thermopile temperature profile during the cold sweep test. The
environmental chamber was set to 273 K during this test.






Table 5.4: Blackbody temperature and radiometer derived temperatures during the cold
sweep test. The room temperature derived coefficients were used to predict the blackbody
temperature when the radiometer was cooled to near 273 K.
During the hot environment test the Radiometer Field Unit was around 301.5 K to be-
gin the test, and by the end of the test the Radiometer temperature rose to approximately
302.5 C. Using the room temperature derived coefficients, the calculated temperature of
the hot sweep data was on average within 0.75 K of the known temperature, with a max-
imum error of 1.16 K. The radiometer temperature profile can be seen in Figure 5.7 and
the summary of temperature prediction results in Table 5.5.
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Figure 5.7: Radiometer thermopile temperature profile during the hot sweep test. The
environmental chamber was set to 303 K during this test.






Table 5.5: Blackbody temperature and radiometer derived temperatures during the hot
sweep test. The room temperature derived coefficients were used to predict the blackbody
temperature when the radiometer was warmed to near 303 K.
These findings indicate that the cold and hot sweep temperature predictions using the
room temperature derived coefficients are in line with previous temperature prediction
results from a room temperature dwell test reported in Table 5.2. According to these
results, creating a table of coefficients based off the thermopile temperature sensor is
not required. As long as the temperature sensor data is recorded, a single set of room
temperature derived coefficients are sufficient for accurate target temperature predictions.
5.1.3 Environmental Effects
Initial field experiments were conducted with the lab characterized Radiometer Field
Units in the Spring of 2019. As seen in Figure 5.8a, a large variation in measured tem-
perature was recorded while viewing the grass field target. This phenomenon was not
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observed in the lab, indicating that environmental parameters were potentially impacting
the measured temperatures.
Since the lab is a controlled environment, factors such as wind, solar loading effects,
and vibrations are not understood. It was hypothesized that these three factors could alter
the output of the thermopile due to it’s: lack of protection from the environment (no cover
glass similar to SURFRAD), no regulation of the internal temperature (the dependence
on the thermopiles internal temperature on the surface temperature calculation as seen
in Equation 5.1), and the cantilever design of the mounting bracket used to suspend the
radiometer three meters above the surface target. To understand and potentially mitigate
these effects, a series of lab tests were conducted where the radiometer was subjected to
wind (using a fan), heat (introducing a heat source), and vibration (shaking the unit while
recording) while the radiometer was staring at a 303 K blackbody.
Figure 5.8: (a) Field collected data during a Landsat pass without wind protection or
insulation for solar loading. (b) Field collected data with wind protection and insulation
integrated into the prototype radiometer design.
A lab test was created by placing the radiometer in front of the blackbody radiator set
to a temperature of 303 K. Wind was introduced to the radiometer by using a fan to blow
air directly over the front of the sensor while the radiometer stared at the blackbody. The
fan was turned on and off intermittently in five minute intervals to simulate a wind and
no wind condition. Wind across the sensor introduced a significant drop in the estimated
temperatures (approximately a 5 K difference), yet at each 5 minute interval the tempera-
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ture prediction was steady as shown in Figure 5.9. This figure indicates that as long as the
wind is a sustained breeze, or no breeze is present, the radiometer can make consistent
readings. Real world wind conditions vary every few seconds, which accounts for the
erratic temperature predictions shown in Figure 5.8a. Based on these findings blocking
the sensor from the wind with either a shield or solid window is necessary for accurate
temperature measurements.
Figure 5.9: A fan was used to simulate the effect of wind blowing across the sensor. The
radiometer was starring at a 303 K blackbody while the fan was turned on and off in five
minute intervals. The temperature prediction of the radiometer dropped by 5 K while the
fan was on.
The noise in Figure 5.8a also indicated that solar loading was a potential contributor
to temperature measurement uncertainty. To simulate solar loading in the lab setting, an
external heat source was introduced in close proximity to the front of the radiometer at
five minute intervals. The addition of heat to the front of the sensor changed the response
initially but quickly settled out. Therefore, as long as the radiometer does not experience
rapid changes in heat, the instrument can make consistent temperature readings.
Blowing the heat in front of the sensor combined the effect of heat and wind on the
sensors response. Figure 5.10 represents one of the five minute intervals when heat was
blown across the sensor. An overall rise in temperature prediction was noted (recall the
blackbody is set to 303 K and the temperature prediction is in the 321 K to 325 K range),
but the heat also introduced a variation of temperature prediction of up to 4 K.
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Figure 5.11 is an example of one five minute interval with no heat added to the sensor
(just wind), and the temperature prediction variation is approximately 1 K. Based on these
findings, it was determined that holding the internal thermal temperature closer to ambient
produces more accurate temperature predictions with less variation between samples. In-
sulating the radiometer, or adding an active heater/cooler to regulate the internal thermal
sensor is key to producing accurate results.
Figure 5.10: An external heat source was placed near the front of the radiometer in five
minute intervals while the radiometer was staring at a 303 K blackbody. This is an exam-
ple of one five minute interval. The temperature prediction of the radiometer increased,
and with the heat being blown over the sensor the temperature varied by as much as 4 K
while the fan was on.
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Figure 5.11: While the radiometer was staring at a 303 K blackbody the fan was turned
on and off in 5 minute intervals. This is an example of one five minute interval. The
temperature prediction of the radiometer dropped by 5 K, but unlike the addition of heat
the predicted temperature varied by less than 1 K.
During the fan and heat test the internal thermistor temperature was recorded and can
be seen in Figure 5.12. Recall that the internal thermistor is used in the target temperature
calculation through Equation 5.2. Note that when the fan and heat source were introduced
the internal thermistor changed, resulting in a change in predicted temperature. Based
on these findings, stabilizing the internal thermistor temperature produces more accurate
target temperature predictions with less variation between samples. Protecting the sensor
from the wind combined with insulating the radiometer, or adding an active heater/cooler
to regulate the internal thermal sensor, produces the most accurate results. Adding an
active heater/cooler produces too much of a power draw for this low voltage system,
therefore insulating the radiometer is the recommended solution to the solar loading issue.
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Figure 5.12: Plot of the internal thermistor and the BME temperature sensor during the
fan and heat test. Notice when the fan is on the internal thermistor temperature drops and
when heat is applied the internal thermisor climbs. These variations in internal thermisor
temperature relate directly to the target temperature prediction. Keeping the internal tem-
perature as constant as possible is required for accurate target temperature prediction.
The final test on the radiometer was a vibration test. While staring at a water target of
constant temperature, the radiometer was introduced to a series of vibrations of varying
intensity and duration. No correlation was established between the vibration and variation
in temperature calculation. As seen in Figure 5.13 the temperature prediction changed less
than 1 K during the vibration test, which started around sample number 800 and continued
through sample number 1400. This is very minor compared to the wind variations of 20
K as seen in Figure 5.8a. A sturdy mounting setup was created to minimize the amount
of vibrations inflicted on the radiometer in the field.
CHAPTER 5. METHODOLOGY 107
Figure 5.13: Vibrations were introduced to the radiometer while staring at a constant
temperature water target (known emissivity). The radiometer settled out at Sample 800
and was vibrated through sample 1400. The temperature predicted by the radiometer
changed less than 0.5 K due to the vibrations.
The SURFRAD pyrgeometers design includes two features to combat the wind and
solar effect. First the pyrgeometer has active heating or cooling to keep the thermopile at
a near constant temperature, eliminating the solar loading effect [26]. To reduce the solar
loading effect, the Radiometer Field Unit was wrapped in insulation to help stabilize
its internal temperature. Active heating and cooling of the unit requires extra power,
which in turn requires a larger battery or constant power source, both not desired for the
initial version of this remotely deployed unit. Secondly, on the exterior of the SURFRAD
pyrgeometer, the sensor is covered with a clear silicon dome to protect the sensor from
wind effects [26]. The Radiometer Field Unit was fitted with a plastic cone around the
sensor to help block the wind. Different sizes of cones were tested and the final design
included a cone around the entire unit, rather than just the thermopile sensor.
As seen in Figure 5.8a, without wind protection and solar loading reduction, the tem-
perature prediction varied by as much as 20 K from sample to sample. After the modifi-
cations for wind protection and temperature stabilization were included (Figure 5.8b), the
temperature variation between samples was reduced to approximately 5 K. This 5 K fluc-
tuation is acceptable as the sample temperature itself is also affected by wind and solar
loading.
A final step implemented to reduce the variation of the data was using a smoothing
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filter. SURFRAD samples data once every second, but uses an averaging filter to average
the data in three minute intervals [28]. For the Radiometer Field Unit a low pass Savitzky-
Golay filter with an averaging step of 60 samples is used to reduce the data noise. This
low pass filter is based on a local least squares polynomial approximation over the 60
samples (one minute of data), and is popular in electronics applications as it reduces the
noise of the data while maintaining the data shape [53].
5.1.4 Validation of Temperature Prediction
Once the radiometer was calibrated and characterized, its performance was compared
to a commercially available FLIR infrared camera. The FLIR camera (model A6751sc
SLS) is documented to be accurate to within 2 K [54]. The blackbody was set to 303 K
and both instruments recorded data for six minutes side-by-side. The FLIR predicted the
temperature as 303.54 K while the prototype radiometer predicted the temperature to be
302.50 K. Comparing the prototype radiometer to the cooled FLIR camera validated that
the prototype radiometer has an accuracy in-line with commercially available instruments,
and the process to derive the coefficients in Equation 5.1 was sufficient for determining
target temperature.
5.2 Target Emissivity
To accurately predict the temperature of the surface using Equations 3.10 and 5.2, the
emissivity of the target is required. The initial target material for this study is a farmers
field with a mixture of native grasses, whose emissivity was calculated in Section 3.6.
The emissivity of the geographic location of the deployed radiometer is then used in
Equation 3.10, to obtain the ST of the target.
For the six channel version of the Radiometer Field Unit, an emissivity value of one
is used in Equation 5.2 when calculating the temperature of the target. This target tem-
perature is used in the Temperature Emissivity Separation (TES) algorithm described in
Section 4.3.4.
5.3 Two Channel Field-Based Experiments
Once the radiometer was characterized in the lab, field experiments were conducted con-
current with Landsat 8 overpasses. An open farmers field consisting of mixed grass types
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at the southern end of the RIT campus in Rochester, NY (See Section 3.5) was selected
due to its similarity to the grass SURFRAD site in Goodwin Creek, MS. The field is
assumed to be approximately uniform over a 1000 m area as shown in Section 3.5.
Due to orbital dynamics, Landsat 8 will pass over the same point on the Earth every
16 days. However the RIT site is located in an overlap region of two adjacent Landsat
paths (Path 17/Row 30 and Path 16/Row 30) enabling twice the measurements within a
16 day period (See Figure 5.14). Before each Landsat pass, the instrument is placed in the
field looking nadir at the surface of the Earth. The instrument is mounted on a cross bar
between two tripods to ensure that the field-of-view is not obstructed and that no shadows
are cast onto the target area. The height of the instrument can vary, but preliminary testing
showed no significant difference in temperature prediction by differing the height range
from 0.3− 3 m. The current setup has a height of 3 m and a second portable field unit is
also available with a height of 1 m. Figure 5.14 shows the setup of the RIT test rig and
the portable test rig, with a radiometer attached to each. Notice the plastic shield around
the radiometer which provides additional protection against the wind blowing across the
sensor, the largest known contributing factor to temperature prediction error.
Figure 5.14: The field location at RIT is located in an overlap of two Landsat passes,
allowing for twice the collects during a 16 day period.
5.3.1 Two Channel Radiometer End-to-End Process
The raw data from the radiometer is collected during the Landsat pass and stored on the
Micro-SD card for future downloading. Once the data is downloaded from the radiometer,
the surface temperature for each channel is calculated using Equation 5.2. The emissiv-
ity used to calculate the surface temperature is derived from ASTER emissivity data as
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outlined in Section 3.6. The derived coefficients from the lab characterization of the unit
(n, F, and F1) along with the output voltages from each thermopile are the last variables
needed to calculate the ST. This ST value is then converted to a radiance value using the
Planck Equation (Equation 3.1), then input into Equation 4.2 to find the final ST value
(in radiance). In Equation 4.2, τ is equal to one, the upwelled radiance (Lu)is zero, and
the downwell radiance (Ld) is from the LUT defined in Section 4.2.4. The ST radiance
value is then converted back into a temperature using the inverse Planck Equation (Equa-
tion 4.18).
For the initial study of the radiometer, the final target temperature is taken as an av-
erage of the measured temperatures from the two bands. Recall from Equation 5.2 the
downwelled radiance component is missing, therefore an estimation of the downwelled
radiance component is used which results in the largest source of error for the two channel
system.
5.4 Six Channel Field-Based Experiments
With the promising results of the two channel version of the Radiometer Field Unit (de-
tailed in Chapter 6), and the advantage of adding additional bands to apply the TES algo-
rithm the six channel radiometer was constructed.
5.4.1 Six-Channel Radiometer End-to-End Process
The second objective of this study is for the RIT radiometer to calculate both the surface
temperature and emissivity of a land based target. Similar to the two channel instrument,
the six channel version will be placed over the target looking nadir and collect data at
the same time that Landsat is passing over. The raw data is collected on the Micro-
SD card and downloaded after the Landsat pass. The ST will then be calculated in the
same manner as Section 5.3.1 except this time the target is assumed to be a blackbody
with an emissivity of one. The six ST values are then used as inputs to the TES algorithm
described in Section 4.3.4 to calculate the final single ST value and emissivity value of the
target. The initial assumption that the target is a blackbody to calculate the six ST values,
is made as an initialization step to TES. Recall in Section 4.3.4 during the Normalized
Emissivity Module the initial guess for the emissivity of the target is 0.99.
Due to a lack of cloud free Landsat data points, in order to ensure the TES algorithm
is working, and to establish the accuracy of the six channel radiometer, an outdoor test
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was conducted using a sand target with a known emissivity spectrum (Figure 5.15). This
target (Quickrete Play Sand No. 1113) has been used by the Digital Imaging and Re-
mote Sensing Lab at Rochester Institute of Technology to calibrate their D&P instrument
on multiple occasions. This well known target establishes a baseline emissivity profile
for comparison, and temperature readings with a contact thermistor placed in the sand
provided a ground truth temperature.
Figure 5.15: Emissivity profile from 8 − 14µm of Quickrete Play Sand as collected by
the D&P FTIR.
The six channel radiometer was set up approximately one meter above the target on a
semi-cloudy afternoon. The temperature of the sand, during a time in the day with mini-
mal cloud cover, was 284.15 K. The setup and sky conditions can be seen in Figures 5.16
and 5.17.
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Figure 5.16: Six band radiometer setup for the outdoor six channel test. Both sensors are
toward the center of the cross beam and the field of view only contained the sand target.
Figure 5.17: Scattered cloud conditions during temperature reading of the sand target
during the six channel test.
The TES algorithm was applied to the radiometer data following the steps in Sec-
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tion 4.3.4. Throughout the algorithm a total number of 12 iterations were used when
finding the NEM emissivity values (εb from Section 4.3.4), as the channel radiance values
(Rb) converged to within 0.1 Wm2srµm .
Figure 5.18: Sand spectra from a D&P measurement (black line) with the six channel
radiometer emissivity predictions (blue markers).
Recall the temperature and humidity data from the BME sensor was used to estimate
the downwelled radiance (See Section 4.2.4). For this collect the CWV was calculated to
be 0.839 g/cm2. The location of the environmental sensor, inside rather than outside the
radiometer, has small effects of the CWV calculation unless the outdoor temperature is
high (summer months), as seen in Section 4.2.4. During the field collect, temperature and
humidity readings from the Rochester International Airport were also used to calculate
the CWV. The difference between the two calculated values was 0.05 g/cm2 which is
approximately a 3 percent difference in radiance values.
The downwelled radiance values were used from the corresponding LUT and the sky
temperatures were calculated using the inverse Planck equation for reference as shown in
Table 5.6.
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Table 5.6: Downwelled radiance values from LUT in W/m2srµm and the associated sky
temperature in K.
Table 5.7 compares the predicted emissivity value from the TES algorithm to the emis-
sivity value from the Quickrete sand spectra. The predicted emissivity on average is
within 0.105 of the actual emissivity, with the largest variation being 0.22. The predicted
temperature of the 284.15 K target was 284.0 K, a difference of 0.15 K.







Table 5.7: Sand spectra emissivity value compared to the predicted emissivity value.
Overall the six-channel radiometer did a good job estimating the temperature of the
target, but not so well at estimating the emissivity of the target (Table 5.7).The sand emis-
sivity spectrum from the D&P instrument is from a previous collect, not collected con-
currently with the six channel data. This could explain the large difference in emissivity
values from the D&P measurement and the TES algorithm output (especially for the bands
in the 8 − 9µm range). This highlights the importance of deriving the target emissivity
value at time of collect, rather than using emissivity values from previous lab or field
experiments.
5.4.2 Multiple Target Field Test
To fully test the accuracy of the TES algorithm using the six band radiometer data, a field
test using multiple targets with ranges of known emissivity values was conducted. The
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goal of this test was to show that the six channel radiometer using TES can produce ac-
ceptable predictions for temperature and emissivity over a variety of targets, and highlight
the desired target type for the Radiometer Field Unit.
During a one day collect, the six channel system was set up looking nadir over sur-
face targets that were grass and water. Based on the ICESS database from UCSB the
acceptable range of emissivity values for grass is 0.93−0.98 and for water is 0.97−0.99.
This test was conducted over a period of three hours where the sky conditions (cloud
cover) did not change, but the sun elevation angle moved. An un-cooled FLIR mi-
crobolometer camera (Lepton 3.5) was used to validate the surface temperature of the
target, although it has a wider response band than the Radiometer Field Unit, spanning
the entire long wave IR range of 8 − 12µm. A second instrument calculating the emis-
sivity of the target was not available, therefore emissivity calculations will be compared
to the ICESS 113 material emissivity database. Figure 5.19 shows the field setup of the
radiometer over the grass and water targets.
Figure 5.19: Field setup for testing the six channel radiometer over a variety of targets. A
grass target (Figure a) and water target (Figure b) were used due to their known value or
range of values of emissivity.
Results from this test show that the Radiometer Field Unit was successful at predicting
the emissivity of the grass target and water target in both of the Landsat like channels
(values within the range of the ICESS database). The intention of the instrument is to
collect over ground targets, therefore the grass target prediction satisfied the intent of this
test as it was able to predict the emissivity within the acceptable range. The water target
prediction was a secondary objective during this test, as the emissivity of water is well
known (close to one). Both channels predicted the target to have an emissivity above
0.98, a value within approximately 0.1 of the water target. Closely predicting the water
target emissivity adds additional confidence that the TES algorithm is working correctly.
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The difference in ST between the radiometer and the ground truth FLIR camera was
approximately 2 K. This discrepancy is most likely attributed to the bandwidth of the
FLIR camera (8 − 12µm), where a single emissivity value over the enitre band is used
to calculate the target temperature. This calculation is completed using FLIR’s software
package in which we have no knowledge of the assumed emissivity value used. It is safe
to assume that similar to the SURFRAD network, the emissivity value used in FLIR’s
software is a broad band value for all target types over the entire 8−12µm range. Table 5.8
summarizes the test results from the multiple target field test.
Water Target Grass Target
RIT FU Internal Temp 25.5 C 21.9 C
RH 45.39% 45.08%
CWV 1.61 g/cm2 1.32 g/cm2
Ch A Emissivity 0.983 0.94
Ch B Emissivity 0.985 0.97
Target Temp (RIT FU) 293.4 K 303.2 K
Target Temp (FLIR) 291.31 K 301.2 K
Delta 2.09 K 2.0 K
Table 5.8: Results from six channel test on multiple target types. This test was designed
to validate that the TES algorithm was working on the six channel radiometer.
5.4.3 Field Test Validation
With the six band radiometer successfully collecting data in the field, it is natural to
question the validity of the temperature and emissivity results. A study was designed
to test the six band side by side with the D&P FTIR instrument which is designed to
determine the temperature and emissivity of any material. This experiment would involve
taking concurrent Radiometer Field Unit measurements of multiple targets along side of
the D&P instrument and compare the results from both systems.
D&P Setup and Collection
The Designs and Prototype (D&P) portable FTIR Model 102 was used to collect data from
multiple targets including grass and three different types of sand. The D&P instrument
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is a liquid nitrogen cooled detector with a spectral response over the range of 2 − 16µm,
collecting samples over evenly spaced frequency intervals [4].
Before the instrument is ready to collect the spectra of the sample material, the instru-
ment needs to be calibrated and a downwelled spectra collected. An internal blackbody is
used to calibrate the instrument by creating two spectra at temperatures above and below
the intended target temperature (one hot and one cold), enveloping the actual temperature
of the material. Next the downwelled spectra is collected by using a gold plate target
with a known emissivity value of 0.05. The temperature of the plate is a required input
for the D&P to create the downwelled spectrum, which was acquired using an Exergen
IR thermometer (Model DX501-RS). After the downwelled sample is collected, the IR
thermometer is then used to acquire the temperature of the sample material. This mea-
surement is again an input for the D&P to create the sample spectra. Figure 5.20 is the
D&P instrument with the supporting equipment needed to make a collect, and Figure 5.21
is a sample collection where the hot, cold, downwelled radiance, and sample radiance can
be seen plotted together.
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Figure 5.20: Designs and Prototype (D&P) Fourier Transform Infrared Spectrometer
Model 102 and supporting items needed for a sample collect [4].
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Figure 5.21: Overlay of the warm bb (red line), cold bb (blue line), downwelled (yellow
line), and sample spectra (black line) collected by the D&P instrument.
D&P Temperature and Emissivity Calculation
Upon a successful collect, where the sample spectra is enveloped by the cold and warm
blackbody, the next step is to process the data to determine the temperature and emissivity
of the sample. Recall that the temperature and emissivity of the gold plate is known,
therefore the downwelled radiance is calculated using Equation 5.3 [55]:
Ld(λ) =
LG(λ)− εG(λ)LBB (TG, λ)
1− εG(λ)
(5.3)
where LG(λ) is the measured spectral radiance from the gold plate, εG(λ) is the emis-
sivity of the plate (0.005), and TG is the temperature of the plate. With knowledge of the
downwelled radiance, the spectral emissivity of the sample can now be calculated using
Equation 5.4 and solving for εT .
Lmeas(λ) = B (TT , λ) εT (λ) + (1− εT (λ))Ld (λ) (5.4)
This equation is a simplified version of Equation 4.1 with the transmission term set to
one and the upwelled radiance term set to zero. These assumptions are valid due to the
D&P instrument’s close proximity to the target. An example of a silica sand target spectral
emissivity curve calculated using Equation 5.4 is shown in Figure 5.22. The emissivity
plot is overlaid with the location of the six-band radiometer spectral bands for reference.
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Figure 5.22: Spectral emissivity of a Silica sand sample from 8 − 14µm. The spectral
response bands from the six channel radiometer are displayed to show the regions of the
spectrum that are sensitive to the radiometer. The red bands are the Landsat TIRS like
bands.
As shown in previous studies [4,49,55], the spectral smoothness technique for finding
the sample surface temperature produces the most accurate results. This technique uses
Equation 5.3 where the plate emissivity (εG(λ)) and temperature (TG) values are constant
to find the downwelled contribution, while the sample target temperature in Equation 5.4
is varied by 0.5 C. The total radiance value for each target temperature step is then con-
verted to an at sensor temperature curve over the spectral range of 8.12−8.6µm(s) [4,49].
The 8.12 − 8.6µm(s) window is an inherently smooth region with strong atmospheric
emission lines, which produces more accurate results than using the full 8 − 12µm win-
dow. The second derivative of each temperature curve (in 0.5 C intervals) is calculated
and the target temperature is determined to be the location where the minimum change in
slope occurs [55].
An example of the second derivative smoothing for the grass spectrum seen in Fig-
ure 5.21 is shown in Figure 5.23 where the y-axis metric is the change in slope of the
temperature curve and the x-axis is sample target temperature. The temperature of the
grass target, location where the minimum change in slope occurs, would be 307.9 K.
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Figure 5.23: Slope (metric = slope value) of the second derivative of the spectral emissiv-
ity curve. The smallest change in slope corresponds to the sample temperature, which in
this case occurs at 307.9 K
Once the temperature of the target is calculated, the spectral emissivty of the sample is
recalculated using Equation 5.4 with a blackbody curve at the derived target temperature.
The largest source of error through the spectral smoothing process is the target tem-
perature that is input into the D&P instrument at time of collection [55]. For this study
the Exergen IR thermometer was used to take the sample temperature measurement. Er-
rors due to using the Exergen thermometer, either wrong orientation to the surface of the
target or target temperature change during collection, are documented to be as high as 5
K [4].
Field Test Validation Results
During an afternoon collect 10 grass samples and 30 sand samples were taken with the
D&P instrument. While the D&P was collecting data, the Radiometer Field Unit was
situated beside the D&P looking at the same samples. This simultaneous collect allowed
the temperature and emissivity predictions from the Radiometer Field Unit to be com-
pared to theD&P calculated temperature and emissivity. The data was collected between
1230 and 1600 with an air temperature above 80 F and humidity in the 50 − 60% range.
The skies were mostly clear, with some sporadic cloud cover.
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The first sample taken was the grass target. The Radiometer Field Unit temperature
predictions differed from the D&P temperature calculation on average by 1.18 K. The
maximum difference between the temperature calculations was 3.1 K and the minimum
was 0.3 K. The results for all the grass sample points can be seen in Table 5.9 while
the spectrum and emissivity curve is shown in Figure 5.24. The predicted band effective
emissivity value for each channel of the Radiometer Field Unit is plotted as a blue dot on
the emissivity curve.
Data Point FU [K] D&P [K] ∆ T [K]
1 305.58 304.80 0.78
2 304.47 305.20 -0.73
3 303.31 304.2 -0.89
4 307.40 307.00 0.4
5 307.09 306.20 0.89
6 304.30 303.90 0.4
7 303.20 302.90 0.3
8 303.59 301.60 1.99
9 303.26 300.90 2.36
10 303.50 300.40 3.1
Table 5.9: Results from concurrent six channel Radiometer Field Unit and D&P instru-
ment. The average difference between the temperature predictions was 1.18 K with a max
difference of 3.1 K.
Figure 5.24: Spectral sample (left) and emissivity curve (right) of a grass sample.
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To compare the Radiometer Field Unit emissivity prediction to the D&P emissivity
calculation, the emissivity spectrum created by the D&P was spectrally sampled using
the Radiometer Field Unit RSR(s). This results in a band effective emissivity value for
Channel A and Channel B from the D&P data, which provided a fair comparison be-
tween the collection devices. The difference between the D&P calculated emissivity and
Radiometer Field Unit was on average 0.025 for Channel A, and 0.022 for Channel B.
The max difference was 0.05 for Channel A and 0.06 for Channel B. Table 5.10 displays
the average emissivity value for Channel A and B over the ten grass samples along with
the largest difference between the two measurements. The additional four channels of
data were also included in Table 5.10 for comparison.
For reference in Tables 5.10 - 5.16, the center frequency for channel one is 8.2 µm,
channel two is 8.6 µm, channel three is 9.0 µm, and channel four is 10.09 µm.
Channel FU derived ε D&P derived ε Largest ∆ε
A 0.985 0.962 0.05
B 0.954 0.958 0.06
1 0.973 0.970 0.04
2 0.962 0.987 0.08
3 0.969 0.993 0.13
4 0.986 0.994 0.04
Table 5.10: Average emissivity value over ten grass samples for Channel A and Channel
B calculated by the Radiometer Field Unit and the D&P FTIR. The four additional chan-
nels added in order to apply TES are shown for comparison. The largest differences in
calculated emissvity is shown in column 3.
In addition to the grass target, the D&P and Radiometer Field Unit collected temper-
ature and emissivity information over three types of sand: Calcium Carbonate, Silica, and
Olivine. This test was conducted to investigate using the Radiometer Field Unit over a
variety of sand targets.
The first type of sand tested was calcium carbonate. With ten good samples the av-
erage difference between the Radiometer Field Unit derived temperature and the D&P
derived temperature was 1.12 K with a maximum error of 1.83 K. The emissivity esti-
mation difference was 0.013 for Channel A and 0.017 for Channel B. Figure 5.25 shows
the D&P measured emissivity spectra and the radiometer-derived per-band emissivity es-
timate for calcium carbonate. The results of the temperature comparison is summarized
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in Table 5.11, and the emissivity results are in Table 5.12.
Figure 5.25: Spectral sample (left) and emissivity curve (right) of a Calcium Carbonate
sample.
Data Point FU [K] D&P [K] ∆ T [K]
1 305.73 303.90 1.83
2 304.23 304.50 -0.27
3 306.50 304.90 1.6
4 306.60 305.20 1.4
5 306.66 305.40 1.26
6 304.42 305.30 -0.88
7 305.56 305.40 0.16
8 306.27 305.60 0.67
9 307.30 305.60 1.7
10 307.20 305.70 1.5
Table 5.11: Results from concurrent six channel Radiometer Field Unit and D&P instru-
ment for a Calcium Carbonate sand sample. The average difference between the temper-
ature predictions was 1.12 K with a max difference of 1.83 K.
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Channel FU derived ε D&P derived ε Largest ∆ε
A 0.966 0.969 0.04
B 0.954 0.943 0.06
1 0.942 0.963 0.06
2 0.969 0.972 0.03
3 0.953 0.970 0.05
4 0.961 0.974 0.02
Table 5.12: Average emissivity value over ten samples of calcium carbonate sand for
Channel A and Channel B calculated by the Radiometer Field Unit and the D&P FTIR.
The four additional channels added in order to apply TES are shown for comparison. The
largest differences in calculated emissvity is shown in column 3.
The second sand sample tested was Silica. For the silica sample nine out of the ten
samples were acceptable. The difference in derived temperature between the Radiome-
ter Field Unit and the D&P instrument were on average 1.16 K with a maximum error
of -3.16 K. The difference in emissivity calculations were 0.01 in both Channel A and
Channel B. Figure 5.26 shows the D&P measured emissivity spectra and the radiometer-
derived per-band emissivity estimate for silica. The results of the temperature comparison
is summarized in Table 5.13 and the emissivity calculation results are in Table 5.14.
Figure 5.26: Spectral sample (left) and emissivity curve (right) of a Silica sample.
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Data Point FU [K] D&P [K] ∆ T [K]
1 310.40 311.60 -1.2
2 310.82 313.00 -2.18
3 310.09 311.20 -1.11
4 309.83 310.00 -0.17
5 311.76 310.70 1.06
6 311.72 310.30 1.42
7
8 308.14 311.30 -3.16
9 310.16 311.50 -1.34
10 309.60 309.60 0
Table 5.13: Results from concurrent six channel Radiometer Field Unit and D&P instru-
ment for a Silica sand sample. The average difference between the temperature predic-
tions was 1.16 K with a max difference of -3.16 K.
Channel FU derived ε D&P derived ε Largest ∆ε
A 0.96 0.953 0.07
B 0.917 0.906 0.04
1 0.809 0.761 0.09
2 0.821 0.795 0.05
3 0.805 0.747 0.11
4 0.926 0.940 0.04
Table 5.14: Average emissivity value over nine samples of Silica sand for Channel A
and Channel B calculated by the Radiometer Field Unit and the D&P FTIR. The four
additional channels added in order to apply TES are shown for comparison. The largest
differences in calculated emissvity is shown in column 3.
The final sand sample tested was Olivine. All ten olivine samples were acceptable,
with the average difference between the D&P derived temperature and the Radiometer
Field Unit derived temperature was 1.28 K with a maximum of 2.8 K. The difference in
emissivity calculations were 0.017 for Channel A and 0.012 for Channel B. Figure 5.27
shows the D&P measured emissivity spectra and the radiometer-derived per-band emis-
sivity estimate for Olivine. The results of the temperature comparison is summarized in
Table 5.15 and the emissivity calculation results are in Table 5.16.
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Figure 5.27: Spectral sample (left) and emissivity curve (right) of an Olivine sample.
Data Point FU [K] D&P [K] ∆ T [K]
1 309.30 306.50 2.8
2 307.90 307.50 0.4
3 313.10 310.80 2.3
4 312.56 311.50 1.06
5 312.47 311.80 0.67
6 312.60 313.30 -0.7
7 315.97 314.50 1.47
8 315.94 314.60 1.34
9 316.32 316.70 -0.38
10 317.21 315.50 1.71
Table 5.15: Results from concurrent six channel Radiometer Field Unit and D&P in-
strument for an Olivine sand sample. The average difference between the temperature
predictions was 1.28 K with a max difference of 2.8 K.
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Channel FU derived ε D&P derived ε Largest ∆ε
A 0.955 0.938 0.04
B 0.958 0.962 0.03
1 0.979 0.973 0.02
2 0.973 0.970 0.02
3 0.981 0.960 0.06
4 0.952 0.958 0.03
Table 5.16: Average emissivity value over ten samples of Olivine sand for Channel A
and Channel B calculated by the Radiometer Field Unit and the D&P FTIR. The four
additional channels added in order to apply TES are shown for comparison. The largest
differences in calculated emissvity is shown in column 3.
Comparing the temperature and emissivity predictions of the Radiometer Field Unit
to the D&P derived temperature and emissivity values provided information on which
types of targets are best suited for the Radiometer Field Unit. This study suggests that
the Radiometer Field Unit can accurately predict the temperature and emissivity of high
emissivity targets. The target types selected in this study are representative of expected
deployed field conditions. Most SURFRAD locations are over grass targets, with the
exception of Desert Rock, NV. Because of the Nevada SURFRAD site, sand materials
were included in this test in the event a Radiometer Field Unit is also placed in Nevada.
5.5 Methodology Summary
Throughout this section the Radiometer Field Units were calibrated in the lab environ-
ment, tested over the intended field target to determine environmental effects, and finally
tested side by side over various ground targets with a proven system (D&P) to determine
the accuracy of the radiometer.
In the lab the Radiometer Field Unit was 99.5% accurate when predicting the target
temperature (average difference of 1.28 K), with an NE∆T of 0.20 K. This was validated
through concurrent collects with a commercial cooled thermal camera, where the differ-
ence between the radiometer calculated target temperature and cooled camera calculated
target temperature was 0.4%.
Additionally in an ambient temperature lab environment, a set of coefficients were
determined that are crucial when calculating the target temperature in Equation 5.2. Test-
ing the radiometer in hotter than or cooler than ambient conditions (by use of a thermal
chamber), showed that the ambient derived coefficients can produce a target tempera-
ture estimate that was on average within 0.56 K of the truth blackbody temperature even
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in hot/cold environments. These results indicate that a single set of coefficients can be
applied to the radiometer data rather than a temperature dependent set of coefficients.
Initial field testing of the instrument found large variations in the data that was later at-
tributed, through extensive lab testing, to wind and solar loading of the Radiometer Field
Unit. Similar to environmental protection devices used on the SURFRAD pyrgeome-
ter, wind protection and insulation solutions were implemented into the final Radiometer
Field Unit design.
Finally the radiometer’s ability to calculate the ST and emissvity of a target were tested
simultaneously using a field proven instrument (D&P). When using the Radiometer Field
Unit over a grass target the temperature prediction of the radiometer was 99.6% accurate
when comparing the derived target temperature of the radiometer to the D&P derived
target temperature. As for the emissivity of the target, the radiometer calculated target
emissivity was within 5.9% of the D&P derived target emissivity for all six channels.
Isolating the two Landsat like channels, the radiometer calculated target emissivity was
within 2.6% of the D&P derived target emissivity for Channel A and 2.4% for Channel B.
The findings in this Chapter drove the final design of the Radiometer Field Unit and
provided confidence that the unit was ready to be tested concurrently with Landsat over-
passes. Research outlined in this Chapter also concluded that the Radiometer Field Unit
is accurate enough to validate the Landsat 8 ST product.
Chapter 6
Results
6.1 Two-Channel Radiometer Results
To date, twenty eight measurements concurrent with Landsat 8 overpasses have been
collected with the two band Radiometer Field Unit. Figure 6.1 shows the radiometer-
measured vs. Landsat-derived surface temperature displayed by triangles. The average
difference between measured temperature and Landsat 8-derived ST is 1.37 K with a
standard deviation of 1.34 K. For reference, the SURFRAD-measured temperatures at
the Goodwin Creek, MS (site data overlaid in Figure 6.1 as blue dots) had an average
difference of 3.52 K with a standard deviation of 2.16 K as compared to the Landsat-
derived ST. Note that both data sets include a variety of cloud conditions with the pixel of
interest being unobstructed by clouds.
Two outlying points from the prototype radiometer are highlighted in Figure 6.1 with
an ”x”. Both points resulted in a temperature prediction error over 4 K when compared to
the Landsat 8-derived ST. On these collects, the winds were particularly high, confirming
that wind will affect the accuracy of the radiometer. The magnitude of the error from the
high wind collects suggest the need for a warning system for ST product users when high
wind is present during collection. More advanced wind protection solutions on future
radiometers is required to help combat the wind effects on the radiometer data. The
two outlying points are included in the overall average difference between measured and
predicted temperature. If the outlying points are not included, the average difference
between measured temperature and Landsat 8-derived ST for the prototype radiometer is
0.99 K with a standard deviation of 0.87 K.
The point where the Landsat 8-derived surface temperature is 322.7 K, shown as a
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solid triangle in Figure 6.1, was collected by the radiometer during the daytime in the
Mojave desert California rather than the RIT site. The sand and sparse vegetation of the
Mojave desert landscape is much different than the field at RIT (grass) so new emissiv-
ity coefficients were derived using an ASTER-GED map of the Mojave location and the
technique outlined in Section 3.6. Testing against a different target than the RIT field
and calculating a temperature error of 1.49 K, illustrates the feasibility of using the ra-
diometer in multiple environments over different types of surface targets. The surface
temperature of the Mojave site (323 K) was outside the range of the radiometer lab cali-
bration (273− 318 K), demonstrating that the radiometer my be potentially accurate over
a larger temperature range.
Figure 6.1: Difference between radiometer-measured and Landsat-derived surface tem-
peratures for preliminary field collects that were conducted from June 2019 through July
2020, along with the difference between SURFRAD-measured and Landsat-derived sur-
face temperatures for reference.
The Radiometer Field Unit measurements can be used to adjust the split window al-
gorithm used by Landsat 8 to create the ST product. Figure 6.2 shows the radiometer-
measured temperature versus the Landsat 8-derived ST with a one-to-one line drawn for
reference. As typically done for Landsat vicarious calibration [5], a best-fit line through
these data points provides a gain and bias value that could be incorporated into the Landsat
product, if the Landsat calibration team desires.
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Another aspect of the radiometer data from Figure 6.2 is the wide temperature range
(273 − 323 K) of the ground targets. The low cost of the Radiometer Field Unit allows
for units to be fielded in multiple climate zones around the United States, which requires
that the radiometer accurately predict the ST over a large range of temperature values.
Because the Radiometer Field Unit(s) predictions are closely related to the one-to-one
line, there is confidence in the radiometer’s ability to perform over a wider temperature
range than initially tested.
Figure 6.2: RIT Measured vs. Landsat-derived surface temperatures for preliminary field
collects. The solid line compares the data to a one-to-one perfect match, a metric similar
to the Landsat TIRS calibration validation team [5].
This initial data set demonstrates that the Radiometer Field Unit is significantly out-
performing the pyrgeometers at the Goodwin Creek SURFRAD site as compared to Land-
sat 8-derived ST. The studies referenced in Section 4.1.2, in conjunction with these results,
indicate that incorporating narrow band spectral windows enable better estimates of emis-
sivity, which reduces variation in ST measurements.
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Lastly, based on the two outliers from the field collected data, further research of
lowering wind interference across the sensor is required. The current wind protection
device offers marginal improvement, where as a sealed design similar to SURFRAD with
high thermal transmittance should be investigated.
6.1.1 Two-Channel Error Analysis
Three areas that can cause errors in the overall surface temperature calculation of the Ra-
diometer Field Unit are the emissivity value of the target(Sε), the estimate of the down-
welled radiance component (SLd), and the inherent error based on the bandwidth of the
sensor (SL).
The ground target used at RIT’s campus is a grass field on the south end of campus
as explained in Section 3.5, and is assumed to be close to uniform from an emissivity
standpoint. The exact emissivity value of the field is not known as it does not com-
prise of a homogeneous material, but has been estimated two different ways. The first
emissivity estimation was completed using the D&P FTIR spectrometer as described in
Section 3.5. This experiment provided an emissivity estimation of the field at 0.98 for
the 8− 14µm region. The second method for estimating the emissivity of the target used
the 113 emissivity spectra of natural materials from ICESS. Each spectra was evaluated
using the response of the two channels, resulting in a band effective emissivity for each
material. Channel A of the Radiometer Field Unit (center wavelength of 10.6 µm) had
ranges of emissivity values between 0.90 and 0.98. For channel B (center wavelength of
12.33 µm) the range of emissivity was 0.93 to 0.98. For each range of emissivity values
the temperature of the target was calculated using Equation 5.2.
For channel A with an overall emissivity range of 0.08, the resulting temperature dif-
ference was 1.7 K and with channel B (an overall emissivity range of 0.05) the difference
was 1 K. This bounding case tells us that as long as we use an emissivity within those
ranges, the maximum error will be less than 1.7 K for Channel A and 1 K for Channel B.
A second source of error in the two channel radiometer surface temperature calcu-
lation is the downwelled component of overall sensor reaching radiance. As shown in
Equation 5.2 the surface temperature calculation omits the downwelled radiance contribu-
tion, which the error estimation was conducted using the MODTRAN study as described
in Section 4.2. For channel A the worst case difference in surface temperature when ex-
cluding the downwelled radiance (using the highest CWV value and lowest estimate of
emissivity) can be as high as 11 K. The paramaters that cause the 11 K error are not real-
istic for the use of the instrument: emissivity of the target is 0.90, temp of the target is 320
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K, and the CWV is 9.0g/cm2. To reduce this error, the LUT method is used to estimate
the downwelled radiance contribution and the ST is calculated using Equation 4.2. When
using the emissivity estimation from the D&P, and a CWV value consistant with a cloud
free scene (less than 3.0 g/cm2 validated through the 365 days of GEOS-5 data) the error
for channel A is reduced to 1.59 K and 1.36 K for channel B.
The final source of error in temperature prediction is the inherent error due to the band-
width of the channel. As shown in Section 4.1.2 a narrow band sensor with an emissivity
prediction error of ±1.5% has a max temperature prediction error of 1.12 K.
To refine this total error an estimate of the downwelled radiance would need to be
calculated using atmospheric data from the day of collection using radiosonde data similar
to that used in the buoy calibration process [24], or by installing a second sensor to capture
the downwelled radiance data. Another way to reduce the total error would be having prior
knowledge of the target emissivity.
Knowing the three independent errors in the two channel radiometer, the total error




















where Equations 6.2 - 6.4 are the partial derivatives of the Equation used to calculate



















A radiance term is still present in Equation 6.4, creating a unit miss match as all the
error values (SLd ,SL, and Sε) are in K. In order to have all the terms in the same units,
the error values were all converted to radiance values. To complete this conversion a
target temperature of 298 K (average of the 28 field collects) was used as the baseline
radiance value, and the error was added or subtracted from that 298 K value. Once the
error was added/subtracted, the new temperature value was converted to radiance and the
error value (in radiance) is the difference between the two. For example the 298 K target
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is converted to radiance units using Channel A’s center frequency of 10.6 µm. For the
emissivity error value, 1.7 K is added to 298 K resulting in a temperature of 299.7 K. The
temperature value with the error included (299.7 K for this example) is next converted to
radiance units using Channel A’s center frequency of 10.6 µm. The difference in radiance
values between the 298 K target and the 299.7 K target with error, is the error value in
radiance terms. This was completed for each error value for both Channel A and Channel
B. Table 6.1 summarizes the error values for each channel in radiance. These error values,
in term of radiance, are then used in Equation 6.1 to find the total error (SLBB ).
Channel SLd SL Sε
A 0.022 0.016 0.025
B 0.018 0.013 0.020
Table 6.1: Sources of error values converted from K to radiance values in units of W
mssrµm
and used in Equation 6.1 to find the total error in radiance.
The total error (in radiance) is then added to the Radiometer Field Unit calculated
ST (in radiance) and finally converted back to a temperature (K). The delta between the
temperature with the total error included and the ST recorded by the radiometer provides
the total error in K for each data point (Equation 6.5).
Error(K) = Twithtotalerror − Trecorded (6.5)
The maximum error found over the 28 data sets was 2.51 K. The error bars in Fig-
ure 6.3 are based off the highest total error (Channel A vs. Channel B) for each of the 28
data points, and is shown as a metric similar to one used by the Landsat TIRS calibration
validation team [5].
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Figure 6.3: RIT Measured vs. Landsat-derived surface temperatures for preliminary field
collects, with error bars for each data point calculated using Equation 6.1. The solid line
compares the data to a one-to-one perfect match, a metric similar to the Landsat TIRS
calibration validation team [5].
6.2 Six-Channel Radiometer Results
The six channel radiometer was fully built, tested, and ready to be fielded in early January
2020. Due to weather conditions at the RIT field site, no concurrent Landsat passes
occurred with a cloud free image until 21 March 2020.
To date, eight Landsat collects have satisfied the cloud free scene requirement when
using the six channel radiometer. Throughout the eight concurrent field collects with
acceptable weather conditions the average ST prediction error between the Radiometer
Field Unit and the Landsat 8 ST product is 1.372 K with a standard deviation of 0.663 K.
This is slightly higher than the average temperature difference between the two channel
Radiometer Field Unit which is 1.37 K. The six channel Radiometer Field Unit is per-
forming on average 2.16 K better than the Goodwin Creek, Ft. Peck, and Desert Rock
SURFRAD sites. These results also show that the Radiometer Field Units are performing
better than the generalized split window uncertainty of 2 K. The results from the six band
radiometer are overlaid on the reults from the Goodwin Creek, MS SURFRAD site for
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reference in Figure 6.4.
Figure 6.4: Difference between radiometer-measured and Landsat-derived ST for six
channel Radiometer Field Unit. The difference between SURFRAD-measured and
Landsat-derived surface temperatures is added for reference.
The calculated emissivity values using the six band radiometer were all collected over
the same grass target. The average emissivity value for channel A is 0.961 and for channel
B is 0.956, which are both in the range of expected values of a grass target (expected range
is 0.93− 0.98 derived from the ICESS database).
Based off the limited number of concurrent Radiometer Field Unit and Landsat 8
ST collects, the six band radiometer is performing better than the current Landsat ST
validation instrument (SURFRAD). A summary of the six-channel radiometer results are
displayed in Table 6.2.
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Date LST FU ST Ch A ε Ch B ε ∆ T
21 Mar 20 283.4 K 285.9 K 0.93 0.94 2.5 K
6 Apr 20 291.6 K 292.9 K 0.969 0.982 1.3 K
15 Apr 20 274.92 K 276.16 K 0.92 0.91 1.24 K
22 Apr 20 286.23 K 287.18 K 0.984 0.962 0.95 K
17 May 20 303.44 K 302.71 K 0.981 0.965 -0.73 K
24 May 20 304.92 K 304.15 K 0.97 0.95 -0.77 K
9 Jun 20 307.12 K 305.9 K 0.982 0.974 -1.22 K
4 Jul 20 304.23 K 306.5 K 0.96 0.97 2.27 K
Table 6.2: Six channel Radiomter Field Unit results with concurrent Landsat 8 overpasses.
On average the six channel radiometer and Landsat 8 LST measurements are different by
1.372 K. This is lower than the errors found in the Landsat 8 split window algorithm used
to create the LST product, and 2.16 K better than the SURFRAD network temperature
comparison.
Figure 6.5 shows the radiometer-measured temperature versus the Landsat 8-derived
ST with a one-to-one line drawn for reference. As typically done for Landsat vicarious
calibration [5], a best-fit line through these data points will provide a gain and bias value
that could be incorporated into the creation of the Landsat ST product if desired by the
Landsat calibration team.
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Figure 6.5: RIT Measured vs. Landsat-derived surface temperatures for the six band Ra-
diometer Field Unit calculated using the TES algorithm. The solid line compares the data
to a one-to-one perfect match, a metric similar to the Landsat TIRS calibration validation
team [5].
6.2.1 Six-Channel Error Analysis
Three areas in the six channel radiometer process can cause errors in the overall surface
temperature calculation of the Radiometer Field Unit. These areas include: the down-
welled radiance component of the total radiance, the CWV calculation error, and the
bandwidth of sensor.
The first source of error in the six band Radiometer Field Unit is the downwelled
component of overall sensor reaching radiance. One of the inputs into the TES algorithm
is the downwelled radiance value for each of the six channels. The ST error from the
downwelled radiance estimation was conducted using a MODTRAN study described in
Section 4.2. The worst case difference in surface temperature when estimating the down-
welled radiance (using the highest CWV value and lowest estimate of emissivity) was
1.53 K. Assuming that the target is vegetation and the CWV falls within the fair sky range
of 0.2− 3.73g/cm2 the error is reduced to a max of 0.44 K.
The second source of error included in the temperature prediction is calculating the
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amount of CWV in the atmosphere during the collection. The CWV is calculated using
Equation 4.4 and an error analysis was outlined in Section 4.2.5. Using reanalysis data
over a one year period as the truth CWV, the maximum error in the CWV calculation,
using the near surface temperature and humidity, was 0.20 W
m2srµm
which equates to 0.50
K on fair day collections.
The final error in temperature prediction is the inherent error due to the bandwidth of
the channel. As shown in Section 4.1.2 a narrow band sensor with an emissivity prediction
error of ±1.5% has a max temperature prediction error of 1.12 K.
To refine this error an estimate of the downwelled radiance would need to be calculated
using atmospheric data from the day of collection using radiosonde data similar to that
used in the buoy calibration process [24], or by installing a second sensor to capture the
downwelled radiance data.
To understand how the three sources of error affect the ST prediction, the ST for
each of the eight data points was calculated multiple times with different sets of TES
inputs. The TES algorithm has twelve inputs, six temperature values (calculated from
the radiometer data) and six downwelled radiance values (derived from the atmospheric
CWV through the LUT). By altering the inputs based on the error sources outlined above,
the overall ST prediction from TES changes. This ST change from the recorded data ST
is the total process error.
In total 72 combinations of the temperature and downwelled radiance inputs were
tested for each of the eight field collects. This sufficiently tested what the assumed worst
case error scenarios would be: when all six temperatures and all six downwelled radi-
ance values are incorrect or a combination of incorrect temperatures and or downwelled
radiance values. These combinations include both positive and negative errors on the
temeprature and donwwelled radiance inputs.
The error used for altering the temperature inputs was ± 1.12 K (bandwidth error
which is the largest error in K), and the error used for altering the downwelled input was
±0.20 W
m2srµm
(CWV calculation error in radiance from Section 4.2). For each combina-
tion the TES inputs were altered and the new ST based on those input combinations was
calculated. This value was then compared to the original ST value from the radiometer
data. Any difference between the two ST’s would represent the error in the TES process,
based on the error in inputs. The max error over all 72 cases was used as the total error
for that data point, and the max error for all eight data points was found to be 1.45 K.
According to Gillespie et al, the TES algorithm should be accurate to within± 1.5 K, and
the six channel radiometer complies with that metric [31].
Adding in the error bars to Figure 6.6 results in the final metric similar to one used by
CHAPTER 6. RESULTS 141
the Landsat TIRS calibration validation team [5].
Figure 6.6: RIT Measured vs. Landsat-derived surface temperatures for the six band
Radiometer Field Unit, with corresponding error bars for each data collect. The max error
seen over the eight collects is 1.45 K. The solid line compares the data to a one-to-one
perfect match, a metric similar to the Landsat TIRS calibration validation team [5].
Chapter 7
Summary and Conclusions
This dissertation was developed to create a dedicated instrument, and determine the best
algorithm to apply to the instruments data for determining the ST of a ground target. This
ST measurement is intended to validate the accuracy of the Landsat 8 ST product, and
ready the ST product for distribution to the scientific community.
7.1 Single Band
The current verification instrument (SURFRAD) was evaluated, specifically the broad-
band nature of the pyrgeometers used to calculate the ST. Through extensive modeling
the notion of using a narrow band sensor rather than the broadband did result in less
inherent ST prediction error. The results displayed throughout this research confirm that
less inherent error, resulting in less overall error in ST prediction can be achieved by using
a narrow band rather than broad band sensor.
7.2 Two Band
With the results of the single band study in Section 4.1.2 expanding the radiometer to
two narrow bands was explored. For this part of the experiment two separate split win-
dow techniques were tested for ST prediction accuracy: Qin et al split window and the
generalized split window algorithm.
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7.2.1 Qin Split Window
The Qin split window technique was introduced in Section 4.3.2, and requires no atmo-
spheric information at time of collection. Recall for this algorithm to work the target
emissivity and the atmospheric transmission are estimated. For this case the transmission
is equal to approximately one, due to the radiometer’s close proximity to the target, and
the target emissivity value is derived from ASTER data as outlined in Section 3.6.
The ST was predicted using the Qin split window algorithm for all the data points
collected concurrently with Landsat overpasses. The ST predicted by the algorithm was
then compared to the ST product produced by Landsat 8 and the ST difference was taken.
For the 28 points over the span of this research the average ∆T was 1.88 K, with a standard
deviation of 1.16 K. Figure 7.1 summarizes the results of the ∆T between Landsat 8
derived ST and Qin split window derived ST using the Radiometer Field Unit data. The
SURFRAD derived ST vs. Landsat 8 derived ST is plotted in blue as a reference.
Figure 7.1: Difference between Landsat 8 derived ST and the Qin split window algo-
rithm derived ST. The Qin split window algorithm was applied to the two channel RIT
Radiometer data during concurrent Landsat 8 and Radiometer Field Unit collects.
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7.2.2 Generalized Split Window
The second split window technique that was tested using concurrent Radiometer Field
Unit and Landsat 8 data was the generalized split window algorithm detailed in Sec-
tion 4.3.2. Again for this split window technique no atmospheric data is needed and the
emissivity of the target is assumed, once again using ASTER derived emissivity values as
outlined in Section 3.6.
Similar to Section 7.2.1 the generalized split window algorithm was used on the Ra-
diometer Field Unit data to predict the ST. This ST value was then compared to the ST
product produced by Landsat 8. The average delta ST was 1.49 K with a standard devia-
tion of 1.27 K. Figure 7.2 summarizes the results from comparing Landsat 8 derived ST
to general split window derived ST using the Radiometer Field Unit data during concur-
rent Landsat 8 and Radiometer Field Unit collects. SURFRAD derived ST vs. Landsat 8
derived ST values are also displayed in blue for reference only.
Figure 7.2: Difference between Landsat 8 derived ST and the general split window algo-
rithm derived ST. The general split window algorithm was applied to the two channel RIT
Radiometer data during concurrent Landsat 8 and RIT Radiometer collects.
When comparing the split window results to the single channel results, the ST estima-
tion error was reduced suggesting that a more accurate option for ST retrieval is achieved
by using information by more than one band.
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7.3 Multiple Bands
Results showing that using information from multiple bands in the 8 − 14µm region of
the spectrum can predict ST with less error (Section 4.3.1), multi-spectral radiometers
were then explored for their ST prediction accuracy. In this study the maximum number
of bands tested was six, based off of the initial Radiometer Field Unit design and the
capabilities of the thermopile manufacture, Dexter Research Center.
7.3.1 TES
The Temperature Emissivity Seperation (TES) algorithm was chosen to process the data
from the multi-spectral six band radiometer. This particular algorithm has proven success
in multiple applications and has been cited previously in numerous work [3, 31, 50]. The
TES algorithm was a good fit to satisfy the intent of this research; calculate the tempera-
ture and emissivity of a target. Based on the results reported in Section 6.2 this research
has shown that the six channel radiometer and the TES algorithm have the ability to ac-
curately predict a targets emissivity and ST.
7.4 Summary
Land surface temperature is important data for a number of scientific applications, and is
collected through multiple spaceborne and airborne platforms. The ability to validate the
ST product before releasing it to users is critical to the scientific community. Landsat 8
understands the need for validation and currently relies on a ground truth system that can
be improved.
The effort in this dissertation outlined the need for a new validation instrument and
suggested two radiometers (a two channel version and a six channel version) that could
answer that call. By systematically stepping through the validation problem, this research
has shown that data collected from a single broad band sensor will have more error in
the ST calculation than a narrow multi-band sensor. This was accomplished by first in-
vestigating the advantage of using a single narrow band rather than broad band sensor.
Next the use of two adjacent narrow bands to predict the ST was explored, and found to
have less errors than a single band. Finally the research was expanded to multiple narrow
bands where the TES algorithm could be applied to the data to find not only the ST but
also the emissivity of the target.
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Throughout the research presented here, every step has provided a more accurate pre-
diction of ST. After careful consideration of instrument design and use, the six band Ra-
diometer Field Unit is suggested for the future use of validating Landsat 8’s ST product.
At a production and deployment cost that is a fraction of the current SURFRAD system,
the Radiometer Field Unit has the potential to be field deployed in multiple locations
across the United States. This future network of ST validation sites has the potential to
quickly and accurately validate the Landsat 8 ST product, providing the most accurate
data possible to the scientific community and ST users.
A summary of all the processing techniques explored in this study as applied to the
Radiometer Field Unit data collects can be seen in Table 7.1. The average ∆T is the
difference between the radiometer calculated ST and the Landsat 8 calculated ST. For
reference the current validation method (SURFRAD) is also included in the table. All
the methods described in this research produced better results than SURFRAD, providing
confidence that the Radiometer Field Unit is a viable instrument for validating the Landsat
8 ST product.
Method Average ∆ T Std Dev
Current Method
(SURFRAD 3.52 K 2.16 K
2 Channel Radiometer
(Average of 2 channels) 1.37 K 1.34 K
Split Window
(Qin) 1.88 K 1.16 K
Split Window
(Generalized) 1.49 K 1.27 K
6 Channel Radiometer
(TES) 1.37 K 0.66 K
Table 7.1: Average difference between Landsat 8 calculated ST and the Radiometer Field
Unit calculated ST. This is a summary of all the techniques using the Radiometer Field
Unit data. SURFRAD results are show as reference, and each technique produced less
differences than the current SURFRAD instruments.
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7.5 Operating Conditions
Throughout this research the Radiometer Field Unit was modeled and tested over mul-
tiple environments and conditions. Based on the analysis and field experiments a list of
operating conditions were derived. This list includes the target type, target temperature,
atmospheric conditions, and instrument limitations.
After analysing targets with a range of emissvity values, a high emissivity target (i.e.
grass) has less error in temperature prediction. Although the instrument is intended to use
over multiple target types, a grass target will results in the lowest temperature prediction
error when comparing to a lower emissivity target i.e. sand.
The radiometer was able to accurately predict the target temperature over a range of
targets from 270 - 330 K. Outside of this temperature range the prediction errors can be
significantly high based on two factors. First, analysis of the downwelled contribution
and error in emissivity estimation show high temperature prediction errors as seen in
Chapter 4 (Section 4.2). Secondly the radiometers response was not linear at Blackbody
temperatures above 318.5 K. The coefficients used to calculate the target temperature were
created using sweep data from 273 - 318.5 K, therefore predicting target temperatures
well above and below that range could introduce large errors due to a non-linear sensor
response (see Section 5.1.1).
Atmospheric conditions played a large part in the variability of temperature predic-
tion. Recall in Section 5.1.3 that without solar loading and wind protection, the data
varied by as much as 20 K from sample to sample. Even with the protection measures in
place, windy conditions can still create a large temperature prediction error (Figure 6.1).
Similar to Landsat 8’s requirement for a cloud free scene, an atmosphere with low CWV
produces the most accurate temperature prediction (Section 4.2.4. Operating the radiome-
ter during days with little to no wind present, and a low CWV will result in the most
accurate temperature prediction results.
Finally as seen in multiple Figures throughout this research, the radiometer needs time
to thermally settle before collecting data. Throughout lab and field testing it was deter-
mined that a settling time of at least 45 minutes is needed before collecting temperature
prediction data. This 45 minutes allows the electronics to reach thermal equillibrium in-
cluding the temperature of the thermopile itself. This is important as the temperature
prediction relies on the knowledge of the thermopile temperature (Equation 5.2) and a
changing thermopile temperature will result in a changing target temperature prediction.
Is it suggested that the instrument is powered on and in place at least 45 minutes prior to
the Landsat overpass in order to record accurate temeprature prediction data. Table 7.2
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summarizes the optimal operating conditions for both the two-channel and six-channel
Radiometer Field Units.
Parameter Optimal Condition/Range
Target Type Grass (higher emissivity)
Target Temp 270 - 320 K
Atmospheric Conditions Light wind, low CWV
Instrument Limitation Settling time of at least 45 min
Table 7.2: Operational conditions for using the two-channel and six-channel radiometer.
These conditions were derived from lab testing and field testing over a two year time
period.
7.6 Future Designs
With the success of both the two channel radiometer and the six channel radiometer, RIT
plans to build more units and create a network of sites with partnering universities. More
complex designs are being created that include the use of more than six narrow bands,
include built in communication features, contain the ability to power on and off before
Landsat passes, and can survive a longer field duration.
As theorized in the multiple band section, more than six narrow bands could produce
more accurate ST and emissivity predictions of the surface target. To test this theory, the
next radiometer design is being manufactured to incorporate up to eight narrow bands.
Based on available filters coupled with the plug and play sockets, band numbers and
locations can be tested to establish the optimal configuration for highly accurate ST and
emissivity calculations.
One main drawback of the Radiometer Field Unit is that the data is physically stored
on the device. The only way to access the stored data is to pull the SD card and download
it. The field unit would ideally have the ability to transmit the stored data from the unit,
so periodic SD card changes would not be necessary. Future radiometer designs will
incorporate a communication device to download the data at least once per day over WiFi
or a GSU cell phone network. This will allow RIT researchers to download the data on
a daily basis and not have to physically pull the data off the unit periodically. This also
allows the radiometer to stay in the field longer, and be placed in remote locations where
access to the instrument is limited.
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A second drawback of the Radiometer Field Unit used in this research is the limited
battery life. Using an internal power source the battery is designed small enough to fit in-
side the unit, which lowers the capacity and time between charges. For a more permanent
setup the use of solar energy to charge the battery will be a big improvement. Renewable
energy would enable the device to collect field data for a longer period of time, and allow
the radiometer to be deployed in more remote locations.
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From the initial MODTRAN run (using multiple pre-set MODTRAN atmospheres, vary-
ing the CWV amount, and varying the sensor height) the overall percentage of the down-
welled contribution was calculated to determine which variable has the largest impact. It
was apparent that the pre-defined atmospheric profiles and height of the sensor had lit-
tle impact on the overall percent of downwelled radiance contribution (max difference of
approximately 1%). This impact is shown in Figures A.1 and A.2, where the separate
staircases from left to right are the three pre-defined MODTRAN atmospheric profiles
(Tropic, Mid-latitude summer, and Mid-latitude winter), the actual steps are the CWV
values, and the line across the step is the distance from sensor to target. Comparing the
three pre-defined atmospheric profiles in the 250 K case, the maximum percentage of
downwelled radiance for two of the atmospheric profiles are approximately 6.9 percent
and the third profile (Mid-latitude winter) is slightly lower at 5.9 percent. With a 320
K target these percentages drop to approximately 1.8 percent for tropic and mid-latitude
summer and slightly lower for mid-latitude winter at 1.5 percent. This small change in
percentage shows that changing the pre-defined atmosphere does not significantly affect
the amount of downwelled radiance present in the overall sensor reaching radiance.
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Figure A.1: Downwelled radiance percentage of total radiance with a target temperature
of 250 K and a target emissivity of (a) 0.9051 and (b) 0.9851. The three pre-defined
MODTRAN atmospheric profiles are visualized as the three staircases in the figures (left
to right Tropic, MLS, MLW). The CWV values (lower to the left and higher to the right)
are depicted as the steps, and the sensor to target altitude is represented by the top of each
step (low altitude on the left to higher altitude on the right).
Figure A.2: Downwelled radiance percentage of total radiance with a target temperature
of 320 K and a target emissivity of (a) 0.9051 and (b) 0.9851. The three pre-defined
MODTRAN atmospheric profiles are visualized as the three staircases in the figures (left
to right Tropic, MLS, MLW). The CWV values (lower to the left and higher to the right)
are depicted as the steps, and the sensor to target altitude is represented by the top of each
step (low altitude on the left to higher altitude on the right).
To explore what effect a one percent change in downwelled radiance has on tem-
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perature prediction, a study was setup comparing the Mid-Latitude Summer (MLS) and
Mid-Latitude Winter (MLW) downwell radiance values. In this setup two apparent tem-
peratures were compared to each other (one using the MLS downwell radiance value and
the other from the MLW downwelled radiance) where the target temperature and emissiv-
ity were known (250− 320 K and ε = 0.97). As seen in Table A the apparent temperature














Table A.1: Apparent temperature difference between using the Mid-Latitude Summer
and Mid-Latitude downwelled radiance values from Section 4.2.1 to predict the apparent
temperature.
Based on these findings, only the results for the mid-latitude summer atmosphere
(most closely represents the RIT field collection site mentioned in Section 3.5) and a
sensor height of 3 m are displayed in the remainder of the downwelled radiance study.
The largest contributing factor to the amount of downwelled radiance in a specific scene
was found to be the amount of CWV in the atmospheric profile (refer to the steps in
Figures A.1 and A.2).
Appendix B
Landsat Images During Six-Channel
RIT FU Collects
To date, eight Landsat collects have satisfied the cloud free scene requirement when using
the six channel radiometer. The first collect on 21 Mar 2020 (Figure B.1) resulted in a
temperature difference between the Landsat derived ST and the radiometer derived ST of
1.2 K. The emissivity value for the grass target was calculated to be 0.93 for channel A
and 0.94 for channel B. These emissivity values are low compared to the ASTER derived
emissivity values of 0.97 for channel A and 0.96 for channel B.
Figure B.1: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 21
Mar 2020. Weather conditions were scattered clouds, but the target area was cloud free
for the collect.
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The second collect occurred on 6 Apr 2020 (Figure B.2) and resulted in a temperature
difference of 1.3 K. For this collect the emissivity value of the grass target for channel A
was 0.969 and for channel B was 0.982. During this collect ground truth data of the target
was acquired using a FLIR Lepton 3.5 uncooled microbolometer camera, with a spectral
response from 8 − 12µm. The temperature difference between Landsat derived ST and
the Lepton camera was 2.26 K. The difference between the radiometer derived ST and
the Lepton camera was 0.96 K. Using the derived emissivity values from the six channel
radiometer, the Landsat 8 ST was re-calculated to be 2.15 K higher creating a temperature
difference from the Lepton camera to be 1.1 K.
Figure B.2: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 6 Apr
2020. Weather conditions were clear skies, which is not normal for Rochester NY.
The third collect occurred on 15 April 2020, but the scene contained multiple scat-
tered clouds (Figure B.3). The location of the Radiometer Field Unit was unobstructed by
clouds during the collect, but the distance from the target to the nearest cloud was closer
than desired. This collect resulted in a temperature difference between the Radiometer
Field Unit and the Landsat 8 ST product of 1.24 K and the grass target emissivity value
for channel A was 0.92 and channel B was 0.91. The high amount of CWV in this scene
(2.83 g/cm2), and the corresponding downwelled radiance component is the most proba-
ble cause in the low emissivity values that were calculated for the grass target.
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Figure B.3: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 15
Apr 2020. Weather conditions were mostly cloudy skies. Although the target area was
clear, the areas around the target were cloudy which affected the CWV value and in turn
the downwelled radiance component.
A fourth collect was conducted on 22 April 2020 (Figure B.4) and resulted in a tem-
perature difference between the Radiometer Field Unit and the Landsat 8 ST product of
0.95 K. The emissivity values for the grass target for Channel A was 0.984 and for Chan-
nel B was 0.962.
Figure B.4: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 22
Apr 2020. Weather conditions were partly cloudy skies, with the skies being clear over
the target area.
The fifth collect occurred on 17 May 2020 (Figure B.5) with a temperature prediction
difference of 0.73 K and the target emissivity for Channel A was 0.981 and 0.965 for
Channel B.
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Figure B.5: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 17
May 2020. Weather conditions were partly cloudy skies, with the skies being clear over
the target area.
The sixth collect occurred on 24 May 2020 (Figure B.6) with a temperature predic-
tion difference of -0.77 K and the target emissivity for Channel A was 0.97 and 0.95 for
Channel B.
Figure B.6: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 24
May 2020. Weather conditions were partly cloudy skies, with the skies being clear over
the target area.
The seventh collect occurred on 9 Jun 2020 (Figure B.7) with a temperature prediction
difference of -1.22 K and the target emissivity for Channel A was 0.982 and 0.974 for
Channel B.
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Figure B.7: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 9 Jun
2020. Weather conditions were partly cloudy skies, with the skies being clear over the
target area.
The eighth collect occurred on 4 Jul 2020 (Figure B.8) with a temperature predic-
tion difference of 2.27 K and the target emissivity for Channel A was 0.96 and 0.97 for
Channel B.
Figure B.8: Landsat 8 visible image (a) and thermal image (b) of Rochester NY on 4 July
2020. Weather conditions were clear skies and the RIT north field target was used.
