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Preface to ”Assessment and Nonlinear Modeling
of Wave, Tidal and Wind Energy Converters 
and    Turbines”
Offshore renewable energy (ORE) sources, such as offshore wind turbines, wave energy 
converters, and tidal and current turbines, have experienced rapid growth in the past decade. 
The combination of wave, wind, and current energy devices in hybrid marine platforms that use 
synergies through proper combinations has been a recent scientific focus. The new concepts and 
structures being investigated require developing new design and analysis approaches that implement 
novel numerical modeling tools and simulation methods, thus advancing science, technology, and 
engineering. ORE structures may be subject to complex loads and load effects, which demand 
comprehensive and accurate numerical modeling representations of the physics underpinning the 
problem. Important factors that affect design, functionality, structural integrity, and performance of 
offshore structures include (but are not limited to): fluid–structure interactions, controller actions, 
intense dynamic effects, nonlinear loadings, extreme and harsh weather conditions, and impact 
pressure loads. Furthermore, these factors cannot be considered in isolation, since each factor is 
potentially coupled with another, requiring fully coupled models. To enable further growth in reliable 
ORE technologies, more advanced numerical tools and nonlinear modeling are needed.
Madjid Karimirad, Maurizio Collu
Editors
ix
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Abstract: This paper reports a novel frandsen generalized wake model and its variation
model-frandsen generalized normal distribution wake model for off-shore wind farms. Two different
new wake models in off-shore wind farms have been studied comparatively. Their characteristics
have been analyzed through mathematical modeling and derivation. Meanwhile, simulation
experiments show that the proposed two new wake models have different properties. Furthermore,
the distributions of wind speed and wind direction are modeled by the statistical methods and
Extreme Learning Machine through the off-shore wind farms of Yangshan Deepwater Harbor in the
Port of Shanghai, China. In addition, the data of wind energy are provided to verify and test the
correctness and effectiveness of the proposed two models. Wind power has been demonstrated by
wind rose and wind resources with real-time data. These techniques contribute to enhance planning,
utilization and exploitation for wind power of off-shore wind farms.
Keywords: off-shore wind farms (OSWFs); wake model; wind turbine (WT); Extreme Learning
Machine (ELM); wind power (WP); large-eddy simulation (LES)
1. Introduction
The global warming and the climate changes lead to a gradual shift from conventional to
renewable energy sources which are more reliable clean resources. The main reason is the growing
trend of global energy demands accompanied with the detrimental effects of overuse conventional
fossil fuel sources namely [1–3].
Wind is one of the fastest growing energy sources, and it is also pollution-free, renewable and
abundant. At present, some researchers have done a lot of research work on wind energy [4,5].
For example, based on short term wind speed forecasting of variable weight, Li et al. provided
the research and application of a combined model [6]. Romanic et al. studied wind and tornado
climatologies and wind resource modelling for a modern development situated in ‘Tornado Alley’ [7].
Ahmed Shata Ahmed investigated wind energy characteristics and wind park installation in Shark
El-Ouinat, Egypt [8]. Using standard exergy and Extended Exergy Accounting (EEA) approaches,
Aghbashlo et al. studied performance assessment of a wind power plant [9].
Wind energy has a low carbon footprint, which is a type of renewable energy. Some researchers
and experts believe that local power generation sources like micro-grids on wind farm or micro power
sources are better, in view of transmission efficiency and grid laying cost [10]. Some of the methods by
which sustainable energy can be harvested are solar, wind, vibration, tidal, etc. Ideally, a power source
should be sustainable, reliable, economical and eco-friendly [11,12].
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Among renewable energy sources, Wind Power (WP) is considered to be one of the most
prospective renewable energy technologies, and its usage has been increased immensely over recent
decades. Usually, Horizontal Axis Wind Turbines (HAWTs) as types of wind energy converters are
a kind of medium to large scale rotating machinery and their technologies have been developed
substantially during the last decades, resulting in significant performance improvement. Despite the
considerable achievements in the aerodynamic improvement of the HAWTs, wind energy still has
certain drawbacks that make the popularity of the wind turbine technology difficult.
Due to the location optimization caused by operation in the unsteady flow condition and dynamic
loading exerted on the Wind Turbine (WT), one of its main problems is how to increase performance
of the control system as decision-making, which makes the most effective use of the WT controller.
The WT location optimization is an interesting topic, which provides a predominant approach to
increase the total WP of the Wind Farm (WF) and decreases the wake effect of WTs [13–15]. In recent
years, the size of WTs has been more extensive from a few kilowatts to several megawatts. Lots
of experiences have shown that the larger the WTs, the lower the cost per kilowatt installed [16].
Furthermore, their total costs of production, installation and maintenance are less than the total of
smaller WTs achieving the same WP [17]. In 2013, Chen et al. investigated tower height matching
optimization for WT positioning in the wind farm [18]. One scheme for properly handling these
aerodynamic interactions is to use and promote wake models in the optimization and distributed
algorithms control. An alternative approach is to present an online control method where each WT
adjusts its own sense model coefficients, which is in line with the communication of local Wind Farms
(WFs) [19–21]. For example, V. Seshadri Sravan Kumar and D.Thukaram presented accurate modeling
of doubly fed induction generator [22] based WFs in load flow analysis. Farajzadeh et al. proposed
statistical modeling of the power grid from a wind farm standpoint [23]. Tian et al. developed and
verified a new WT wake model with two dimensions in 2015 [24–27].
It is worth mentioning that Wind Energy (WE) has developed rapidly in China in recent years.
For example, Figures 1 and 2 show off-shore wind farms (OSWFs) of Yangshan Deepwater Harbor in
the Port of Shanghai, China, which is one of the largest wide range or scope WFs in China [28,29].
From the control point of view, the research of WFs has attracted a great deal of interest from
researchers. Recently, Ebrahimi et al. proposed a new optimizing power control scheme based on a
centralizing WF control system [30]. Song et al. presented the decision model of WF layout design
with three dimensions [31]. Sadegh Ghani Varzaneh et al. have studied a novel simplified model
for assessment of power alteration of Doubly-fed Induction Generator (DFIG) [32] based wind farm
participating in frequency control system. Hossain has presented a nonlinear controller for transient
stability enhancement of DFIG based new bridge type fault current limiter [33] for WFs. Yao et al.
studied coordinated control of hybrid WFs [34] in a Permanent Magnet Synchronous Generator
(PMSG) based and fixed-speed induction generator (FSIG) for WTs during an asymmetrical grid fault.
Li et al. also proposed adaptive fault lenient control of WTs with safeguard transient performance
considering active power control of WFs [35]. From met-mast and remote sensing techniques,
Chaurasiya et al. proposed comparative analysis of Weibull parameters with wind data measured [36].
Hamid Atighechi et al. presented an effective load shedding remedial action strategy [37] for WF
generation. Suganthi et al. proposed an Improved Differential Evolution algorithm [38] based on
congestion management in the presence of wind turbine generators.
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Figure 1. China’s first off-shore wind farm in Yangshan Port.
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Figure 2. Off-shore wind farm of Yangshan Deepwater Harbor in the Port of Shanghai, China.
Recently, there are some machine learning techniques used in such prediction of wind direction
and wind speed for OSWFs. For example, Wan et al. proposed an Extreme Learning Machine (ELM)
based method of probabilistic forecasting for wind power generation [39]. Vlastimir Nikolic´ et al.
presented a novel wake model based upon ELM for sensor-less computation of wind speed based on
WT parameters in WFs [40]. Lazarevska presented an alternative approach to forecasting the wind
speed based on Extreme Learning Machine [41]. Wu et al. presented a real-time precise wind speed
estimation approach and sensor-less control for variable pitch and variable speed Wind Turbine Power
Generation System (WTPGS) [42].
Based on the above discussion, in general, the main contributions of this paper are as follows.
Firstly, a Frandsen Generalized Wake Model (FGWM) and its variation model-Frandsen Generalized
Normal Distribution Wake Model (FGNDWM) for WFs have been analyzed and presented with
mathematical derivation forms. Then, comparisons of these two different wake models of OSWFs
have been presented. Furthermore, comparative experiments of both Wake Models have been studied.
Finally, focused on the OSWFs of Yangshan Deepwater Harbor in the Port of Shanghai, China, wind
rose, wind Weibull probability density distribution and ELM prediction are elaborated and discussed
through the OSWFs of Yangshan Harbor. Simulation figures are also provided to show the effectiveness
of the proposed approach.
The structure of the paper is as follows: FGWM and FGNDWM are derived and studied in
Sections 2 and 3. Meanwhile, in Sections 4 and 5, comparative analysis and experiments for the
proposed two novel different wake models are studied. Furthermore, in Section 6, the wind rose, wind
Weibull probability density distribution and ELM prediction are proposed for OSWFs of Yangshan
Deepwater Harbor in the Port of Shanghai, China. Finally, in Section 7, the conclusions are summarized.
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2. A Frandsen Generalized Wake Model (FGWM) for OSWFs
Frandsen Generalized Wake Model (FGWM) in the ideal state is shown in Figure 3, where the far
wake area is described by the sideways trapezoidal region. The near field is denoted WT1ij (radius
is r1ij) and can be seen as a turbulent wake. In the down-wind distance xij, the wind speed denoted
P1ij and P2ij are assumed to be equal v0ij, and the wind speed on Sxij is given by vxij. The circular
cross-section radius is rxij, where i and j are row vector and column vector for Wind Turbine in
large-scale Wind Farms, respectively.
Figure 3. The portrait of Frandsen Generalized Wake Model (FGWM) with stream tube [43].
In an ideal state, the model assumes that the far wake region spreads with a linear approach, and
the distribution of wind speed is homogeneous on every cross-section. In FGWM, the tube includes
the near wake area, which is described in the green rectangular region in Figure 3. The fluid inlet mass
flow rate in the tube is equal to ∑ni=1∑
m
j=1 ρπr
2
xijv0ij and it goes through the WT. The fluid outlet mass
flow rate is equal to ∑ni=1∑
m
j=1 ρπr
2
xijvxij. The FGWM assumes
n
∑
i=1
m
∑
j=1
M˙ij =
n
∑
i=1
m
∑
j=1
∂Mij
∂tij
=
n
∑
i=1
m
∑
j=1
ρπr2xijvxij, (1)
for n = 1, 2, · · · , N; m = 1, 2, · · · , N.
By conservation of momentum, we obtain
n
∑
i=1
m
∑
j=1
Tij =
n
∑
i=1
m
∑
j=1
(
M˙ijv0i − M˙ijvxij
)
=
n
∑
i=1
m
∑
j=1
(
∂Mij
∂tij
v0ij −
∂Mij
∂tij
vxij
)
,
(2)
for n = 1, 2, · · · , N; m = 1, 2, · · · , N.
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We assume that the radius of the row vector ith and column vector jth actuator disk is rrij, then the
area of ith × jth actuator disk is given as Arij = πr2rij. According to the definition of thrust coefficient
CTij, one can have
n
∑
i=1
m
∑
j=1
CTij =
n
∑
i=1
m
∑
j=1
TThrustForceij
TDynamicForceij
=
n
∑
i=1
m
∑
j=1
Tij
Tijmax
=
n
∑
i=1
m
∑
j=1
[ 1
2ρ(v
2
0ij − v2xij)Arij
1
2ρv
2
0ijArij
]
=
n
∑
i=1
m
∑
j=1
[
2ρv20ijArijaij(1− aij)
1
2ρv
2
0ijArij
]
,
(3)
which is equivalent to
n
∑
i=1
m
∑
j=1
Tij =
n
∑
i=1
m
∑
j=1
CTijTijmax. (4)
Substituting Equations (1), (3) and (4) into Equation (2), we obtain the following equation:
n
∑
i=1
m
∑
j=1
[
v2xij − v0ivxij +
1
2
CTij(
rrij
rxij
)2v0ij
]
= 0. (5)
Solving Equation (5), one can have the following equation:
n
∑
i=1
m
∑
j=1
vxij =
n
∑
i=1
m
∑
j=1
v0ij ±
√
v20ij − 2CTij(
rrij
rxij
)2v20ij
2
=
n
∑
i=1
m
∑
j=1
[
1
2
± 1
2
√
1− 2CTij
(rxij/rri)2
]
v0ij
=
n
∑
i=1
m
∑
j=1
{
1− 1
2
[
1±
√
1− 2CTij
(rxij/rrij)2
]}
v0ij.
(6)
Using the physical solution of Equation (6), then we obtain
n
∑
i=1
m
∑
j=1
vxij =
n
∑
i=1
m
∑
j=1
{
1− 1
2
[
1−
√
1− 2CTij
(rxij/rrij)2
]}
v0ij. (7)
The above equation gives the main variables and results of the FGWM.
3. A Frandsen Generalized Normal Distribution Wake Model (FGNDWM) for OSWFs
The Frandsen Generalized Normal Distribution Wake Model (FGNDWM) called Frandsen
Generalized Gaussian Distribution Wake Model (FGGDWM) for OSWFs is illustrated in Figure 4 where
the two dotted lines Aij and Cij are selected to be the boundaries of the FGNDWM tube. The far wake
region is confined to the dotted line tube region while the farthest boundary is extended to infinity.
The wind speed on P1ij and P2ij are recognized as v0ij and the wind speed on Sxij is vxij. Here, i and j
are row vector and column vector for Wind Turbine in large-scale offshore Wind Farms, respectively.
6
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Figure 4. The portrait of Frandsen Generalized Normal Distribution Wake Model (FGNDWM)
with stream.
The conservation of mass does not hold comparing to the FGWM. The following equation is
considered as the outlet mass flow rate
n
∑
i=1
m
∑
j=1
M˙ij =
∂Mij
∂t
=
n
∑
i=1
m
∑
j=1
∫ +∞
0
2πrxijρvxij ,rxij drxij,
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(8)
The FGNDWM satisfies the following equation:
n
∑
i=1
m
∑
j=1
vxij ,rxij =
n
∑
i=1
m
∑
j=1
[
1−Ψ(xij) exp
(
−
r2ij
2σ2ij
)]
v0ij, (9)
where σij is the standard deviation, which is also called the characteristic width of FGNDWM and
Ψ(xij) is a coefficient related to xij.
According to the momentum conservation law, one can obtain the following result
n
∑
i=1
m
∑
j=1
∫ +∞
0
2πrxijρvxij ,rxij
(
v0i − vxij,rxij
)
drxij =
n
∑
i=1
m
∑
j=1
Tij, (10)
which is equivalent to
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2πrxijρvxij ,rxij
(
v0ij − vxij,rxij
)
drxij
=
n
∑
i=1
m
∑
j=1
Tij.
(11)
7
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From the definition of the thrust coefficient, one can have the following equation:
n
∑
i=1
m
∑
j=1
Tij = CTijTijmax =
1
2
n
∑
i=1
m
∑
j=1
ρArijv20iCTij
=
1
2
n
∑
i=1
m
∑
j=1
ρπr2rijv
2
0ijCTij.
(12)
Substituting Equations (9) and (12) into Equation (11), we obtain
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2πrxijρvxij ,rxij(v0i − vxij,rxij)drxij
=
n
∑
i=1
m
∑
j=1
CTijTijmax .
(13)
From this equation, we obtain:
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2πrxijρv20ij
[
1−Ψ(xij) exp
(
−
r2ij
2σ2ij
)]
drij
−
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2πrxijρv20ij
[
1−Ψ(xij) exp
(
−
r2ij
2σ2ij
)]2
drij
=
n
∑
i=1
m
∑
j=1
1
2
ρπr2rijv
2
0ijCTij, n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(14)
which is also equivalent to
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2rxij
[
1−Ψ(xij) exp
(
−
r2ij
2σ2ij
)]
drij
−
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2rxij
[
1−Ψ(xij) exp
(
−
r2ij
2σ2ij
)]2
drij
=
n
∑
i=1
m
∑
j=1
1
2
r2rijCTij, n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(15)
8
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Computing this equation, then we have
n
∑
i=1
m
∑
j=1
lim
b→+∞
rxij
2
∣∣∣b
0
−
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
Ψ(xij) exp
(
−
r2ij
2σ2ij
)
rijdrij
−
n
∑
i=1
m
∑
j=1
lim
b→+∞
rxij
2
∣∣∣b
0
+ 2
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
Ψ(xij) exp
(
−
r2ij
2σ2ij
)
rijdrij
−
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
Ψ2(xij) exp
(
−
2r2ij
2σ2ij
)
rijdrij
=
n
∑
i=1
m
∑
j=1
1
4
r2rijCTij, n = 1, 2, · · · , N; m = 1, 2, · · · , N
(16)
or also
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
Ψ(xij) exp
(
−
r2ij
2σ2i
)
rijdrij
−
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
Ψ2(xij) exp
(
−
r2ij
σ2i
)
rijdrij
=
n
∑
i=1
m
∑
j=1
1
4
r2rijCTij, n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(17)
which can be also written as
−
n
∑
i=1
m
∑
j=1
lim
b→+∞
Ψ(xij)σ2ij exp
(
−
r2xij
2σ2ij
) ∣∣∣b
0
+
n
∑
i=1
m
∑
j=1
lim
b→+∞
Ψ2(xij)
σ2ij
2
exp
(
−
r2ij
σ2ij
) ∣∣∣b
0
=
n
∑
i=1
m
∑
j=1
1
4
r2rijCTij, n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(18)
Then, we obtain
n
∑
i=1
m
∑
j=1
[
Ψ(xij)σ2ij −Ψ2(xij)
σ2ij
2
]
=
n
∑
i=1
m
∑
j=1
(
1
4
CTijr2rij
)
,
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(19)
which is
n
∑
i=1
m
∑
j=1
⎡
⎣Ψ2(xij)− 2Ψ(xij) + 12CTij
(
rrij
σij
)2⎤⎦ = 0,
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(20)
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or equivalently
n
∑
i=1
m
∑
j=1
⎡
⎢⎣Ψ2(xij)− 2Ψ(xij) + CTij
2
(
σij
rrij
)2
⎤
⎥⎦ = 0,
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(21)
By solving Equation (21), we obtain
n
∑
i=1
m
∑
j=1
Ψ(xij) =
n
∑
i=1
m
∑
j=1
2±
√
4− 2 CTij
(σij/rrij)2
2
=
n
∑
i=1
m
∑
j=1
[
1±
√
1− CTij
2(σij/rrij)2
]
=
n
∑
i=1
m
∑
j=1
⎡
⎢⎣1±
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ ,
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(22)
From Equation (22), the physical solution is
n
∑
i=1
m
∑
j=1
Ψ(xij) =
n
∑
i=1
m
∑
j=1
⎡
⎢⎣1−
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ ,
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(23)
By substituting this solution into Equation (9), we obtain
n
∑
i=1
m
∑
j=1
vxij ,rxij
=
n
∑
i=1
m
∑
j=1
{1−
⎡
⎢⎣1−
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ exp
(
−
r2ij
2σ2ij
)⎫⎪⎬
⎪⎭ v0ij,
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(24)
Here, σij is recognized as a linear function of xij in FGNDWM. In FGWM and FGNDWM, owing
to every plane is perpendicular to the axis, the rates of mass flow are equal to each other in both FGWM
and FGNDWM. According to the law of mass conservation, we can calculate and get:
n
∑
i=1
m
∑
j=1
∫ +∞
0
2πrijρijvxij ,rxij drij
=
n
∑
i=1
m
∑
j=1
∫ rxij
0
2πrijρijvxijdrij +
n
∑
i=1
m
∑
j=1
∫ +∞
rxij
2πrijρiv0ijdrij,
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(25)
10
Energies 2019, 12, 863
which is
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2πrijρijvxij ,rxij drij
=
n
∑
i=1
m
∑
j=1
∫ rxij
0
2πrijρijvxijdrij
+
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
rxij
2πrijρijv0ijdrij,
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(26)
Substituting Equations (7) and (24) into Equation (26), we obtain
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
2πrijρij {1
−
⎡
⎢⎣1−
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ exp
(
−
r2ij
2σ2ij
)⎫⎪⎬
⎪⎭ v0ijdrij
=
n
∑
i=1
m
∑
j=1
∫ rxij
0
2πrijρij {1
−1
2
[
1−
√
1− 2CTij
(rxij/rrij)2
]}
v0ijdrij
+
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
rxij
2πrijρijv0ijdrij,
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(27)
or equivalently
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
rij {1
−
⎡
⎢⎣1−
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ exp
(
−
r2ij
2σ2ij
)⎫⎪⎬
⎪⎭ drij
=
n
∑
i=1
m
∑
j=1
∫ rxij
0
rij
{
1− 1
2
[
1−
√
1− 2CTij
(rxij/rrij)2
]}
drij
+
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
rxij
rijdrij,
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(28)
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which can be also written as
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
0
rijdrij −
n
∑
i=1
m
∑
j=1
[1−
√
1− CTij
2
( rrij
σi
)2⎤⎦ lim
b→+∞
∫ b
0
rij exp
(
−
r2ij
2σ2ij
)
drij
=
n
∑
i=1
m
∑
j=1
∫ rxij
0
rij
[
1
2
+
1
2
√
1− 2CTij
(rxij/rrij)2
]
drij
+
n
∑
i=1
m
∑
j=1
lim
b→+∞
∫ b
rxij
rijdrij
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(29)
or equivalently
n
∑
i=1
m
∑
j=1
lim
b→+∞
r2ij
2
∣∣∣b
0
−
n
∑
i=1
[1−
√
1− CTij
2
( rrij
σi
)2⎤⎦ lim
b→+∞
∫ b
0
rij exp
(
−
r2ij
2σ2ij
)
drij
=
n
∑
i=1
m
∑
j=1
1
2
r2i
2
∣∣∣rxij
0
+
n
∑
i=1
m
∑
j=1
1
2
√
1− 2CTij
(rxij/rrij)2
r2ij
2
∣∣∣rxij
0
+
n
∑
i=1
m
∑
j=1
lim
b→+∞
r2ij
2
∣∣∣b
rrij
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(30)
From Equation (30), we have
−
n
∑
i=1
m
∑
j=1
[1−
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ lim
b→+∞
∫ b
0
rij exp
(
−
r2ij
2σ2ij
)
drij
=
n
∑
i=1
m
∑
j=1
1
2
r2xij
2
+
n
∑
i=1
m
∑
j=1
1
2
√
1− 2CTij
(rxij/rrij)2
r2xij
2
−
n
∑
i=1
m
∑
j=1
r2xij
2
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(31)
which can be expressed by the following simple equation:
−
n
∑
i=1
m
∑
j=1
⎡
⎢⎣1−
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ σ2i
= −
n
∑
i=1
m
∑
j=1
r2xij
4
+
n
∑
i=1
m
∑
j=1
r2xij
4
√
1− 2CTij
(rxij/rrij)2
n = 1, 2, · · · , N; m = 1, 2, · · · , N
(32)
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or also
n
∑
i=1
m
∑
j=1
⎡
⎢⎣1−
√√√√1− CTij
2
(
rrij
σij
)2⎤⎥⎦ σ2ij
=
n
∑
i=1
m
∑
j=1
r2xij
4
−
n
∑
i=1
m
∑
j=1
r2xij
4
√
1− 2CTij
(rxij/rrij)2
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(33)
Now, we can deduce the following results from Equation (33):
n
∑
i=1
m
∑
j=1
⎡
⎣σ2ij − σij
√
σ2ij −
CTijr2rij
2
⎤
⎦
=
n
∑
i=1
m
∑
j=1
r2xij
4
−
n
∑
i=1
m
∑
j=1
r2xij
4
√
1− 2CTij
(rxij/rrij)2
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(34)
which leads to
n
∑
i=1
m
∑
j=1
[
σ2ij −
r2xij
4
(
1−
√
1− 2CTij
(rxij/rrij)2
)]
=
n
∑
i=1
m
∑
j=1
σij
√
σ2ij −
CTijr2rij
2
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(35)
Now, by squaring the two sides of Equation (35), we obtain:
n
∑
i=1
m
∑
j=1
[
σ4ij −
r2xij
2
σ2ij
(
1−
√
1− 2CTij
(rxij/rrij)2
)
+
r4xij
16
(
1−
√
1− 2CTij
(rxij/rrij)2
)2⎤⎦
=
n
∑
i=1
m
∑
j=1
σ2ij
(
σ2ij −
CTijr2rij
2
)
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(36)
By arranging the different terms, we obtain:
n
∑
i=1
m
∑
j=1
[
−
r2xij
2
(
1−
√
1− 2CTij
(rxij/rrij)2
)
σ2ij +
CTijr2rij
2
σ2ij
]
=
n
∑
i=1
m
∑
j=1
⎡
⎣− r4xij
16
(
1−
√
1− 2CTij
(rxij/rrij)2
)2⎤⎦
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(37)
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which gives the following equality:
n
∑
i=1
m
∑
j=1
σ2ij =
n
∑
i=1
m
∑
j=1
⎡
⎢⎢⎢⎣
− r
4
xij
16
(
1−
√
1− 2CTij
(rxij/rrij)2
)2
− r
2
xij
2
(
1−
√
1− 2CTij
(rxij/rrij)2
)
+
CTijr2rij
2
⎤
⎥⎥⎥⎦
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(38)
which can be rewritten as:
n
∑
i=1
m
∑
j=1
σ2ij
=
n
∑
i=1
m
∑
j=1
⎡
⎢⎢⎣
− r
2
xij
4 ×
r2xij
4
(
1− 2
√
1− 2CTij
(rxij/rrij)2
+ 1− 2CTij
(rxij/rrij)2
)
− r
2
xij
2 +
r2xij
2
√
1− 2CTij
(rxij/rrij)2
+
CTijr2rij
2
⎤
⎥⎥⎦
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(39)
which is equivalent to:
n
∑
i=1
m
∑
j=1
σ2ij
=
n
∑
i=1
m
∑
j=1
⎡
⎢⎢⎣
r2xij
4
(
− r
2
xij
2 +
r2xij
2
√
1− 2CTij
(rxij/rrij)2
+
CTijr2rij
2
)
− r
2
xij
2 +
r2xij
2
√
1− 2CTij
(rxij/rrij)2
+
CTijr2rij
2
⎤
⎥⎥⎦
n = 1, 2, · · · , N; m = 1, 2, · · · , N.
(40)
Then, we deduce
n
∑
i=1
m
∑
j=1
σ2ij =
n
∑
i=1
m
∑
j=1
r2xij
4
, n = 1, 2, · · · , N; m = 1, 2, · · · , N, (41)
which gives, for the real σi, the following value
n
∑
i=1
m
∑
j=1
σij =
n
∑
i=1
m
∑
j=1
rxij
2
=
n
∑
i=1
m
∑
j=1
r0ij + αijxij
2
=
n
∑
i=1
m
∑
j=1
r0ij
2
+
αij
2
xij,
n = 1, 2, · · · , N; m = 1, 2, · · · , N,
(42)
where rxij = r0ij + αijxij, αij and r0ij can be given and estimated empirically from
n
∑
i=1
m
∑
j=1
αij =
n
∑
i=1
m
∑
j=1
0.5
ln(zhij/z0ij)
, n = 1, 2, · · · , N; m = 1, 2, · · · , N (43)
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and
n
∑
i=1
m
∑
j=1
r0ij =
n
∑
i=1
m
∑
j=1
4
5
r2ij, n = 1, 2, · · · , N; m = 1, 2, · · · , N (44)
in [44], respectively. Finally, Equations (9), (23), (24) and (42) constitute the FGNDWM.
4. Comparisons and Analysis of Two Different Wake Models for OSWFs
In this section, we will give the definition of Wind Speed Deficit (WSD) and further discuss the
relationship between FGWM and FGNDWM. Usually, comparing WSD is a very important approach
in different Wake Models. The WSD of OSWFs is expressed as by the following equation:
Δvij
v0ij
=
v0ij − vxij
v0ij
, i = 1, 2, · · · , N; j = 1, 2, · · · , N. (45)
Firstly, the WSD of FGWM is derived by Equations (7) and (45):
ΔvFGWMij =
v0ij − vxij
v0ij
=
v0ij −
{
1− 12
[
1−
√
1− 2CTij
(rxij/rrij)2
]}
v0ij
v0ij
=
1
2
[
1−
√
1− 2CTij
(rxij/rrij)2
]
,
i = 1, 2, · · · , N; j = 1, 2, · · · , N.
(46)
Meanwhile, we obtain the WSD of FGNDWM. With the condition: rij = 0, the WSD of FGNDWM
on the axis is interpreted based on Equations (24) and (45):
ΔvFGNDWMij =
v0ij − vxij ,rij
v0ij
=
v0ij −
{
1−
[
1−
√
1− CTij2
( rrij
σij
)2]
exp
(
− r
2
ij
2σ2ij
)}
v0ij
v0ij
= 1−
√√√√1− CTij
2
(
rrij
σij
)2
= 1−
√√√√√1− CTij
2
(
σij
rrij
)2 , i = 1, 2, · · · , N; j = 1, 2, · · · , N.
(47)
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Substituting σij =
rxij
2 into Equation (47), we obtain
ΔvFGNDWMij =
v0ij − vxij ,rij
v0ij
= 1−
√√√√1− CTij
2
(
rrij
rxij
2
)2
= 1−
√
1− 2CTij
(rxij/rrij)2
,
i = 1, 2, · · · , N; j = 1, 2, · · · , N.
(48)
The ratio of the WSD from FGWM to FGNDWM is calculated by Equations (46) and (48):
ΔvFGWMij
ΔvFGNDWMij
=
1
2
[
1−
√
1− 2CTij
(rxij/rrij)2
]
1−
√
1− 2CTij
(rxij/rrij)2
=
1
2
, i = 1, 2, · · · , N; j = 1, 2, · · · , N.
(49)
We can find out the WSD of FGWM is half as small as that of FGNDWM on the axis.
5. Experimental Comparisons and Analysis of Two Different Wake Models for OSWFs
In this section, we collect and use data of five cases to confirm the different characteristics between
FGWM and FGNDWM. Usually, using miniature WT with the Large-Eddy Simulation (LES) data was
known as the standard case in the literature.
The main data and parameters of the five cases (OSWFs in Yangshan port, Shanghai) are shown
in the following Table 1, in which zhij is the height of the Hub, and z0ij is the rate of surface sea or
roughness. These roughness lengths shown for Cases(b− e) in Table 1 are representative of different
sea surface types, including very rough terrain, for instance, islands with different sizes (z0ij = 0.1 m),
sea surface with reefs, rocks and shoal rocks (z0ij = 0.01 m), sea surface with medium waves and large
waves (z0ij = 0.001 m), and sea surface with small waves (z0ij = 0.00001 m). drij is the diameter of the
rotor, αij is the axial induction factor, r0ij is the downstream rotor radius, CTij is the thrust coefficient,
and v0ij is cut-in wind speed. Here, i and j are row vector and column vector for Wind Turbine in
large-scale offshore Wind Farms, respectively.
LES are applied in many fields of flow simulations. The initial conditions have a very significant
influence on the LES results. xij/drij = 3 and Δvij/v0ijmax = 0.5 were chosen as the initial conditions
used for LES simulation conducted in this study.
Table 1. Different experiments and Large-Eddy Simulation (LES) case to validate the Generalized
model of OSWFs in Yangshan port, Shanghai.
Cases drij (m) zhij (m) v0ij (m/s) CTij z0ij (m) αij r0ij (m)
Casea 0.15 0.125 2.2 0.4194 0.00003 0.119 0.066
Caseb 66 65 6 0.3916 0.1 0.11 38.08
Casec 66 98 6 0.2944 0.01 0.08 40.48
Cased 82 75 6 0.2256 0.001 0.06 43.52
Casee 70 65 6 0.2256 0.00001 0.062 41.12
Note: Casea represents the Large-Eddy Simulation (LES) data; Caseb represents OSWF-b in Yangshan port,
Shanghai; Casec represents OSWF-c in Yangshan port, Shanghai; Cased represents OSWF-d in Yangshan port,
Shanghai; Casee represents OSWF-e in Yangshan port, Shanghai.
16
Energies 2019, 12, 863
Using some given data in Table 1, we conduct the simulation experiments with FGWM and
FGNDWM. By analyzing Figures 5–9, from simulations and experiments, we can find the WSD of
FGWM are half times smaller then that of FGNDWM on the axis. These simulations validate the results
obtained in the last sections.
If the length of the near wake region x1i is taken into consideration and the parameters are selected
according to Table 1, the result is shown in Figure 5. The FGNDWM appeared superior to FGWM.
The problem was that FGWM did not take x1i into consideration, whereas the FGNDWM took it into
consideration. In addition, the characteristic width of the FGNDWM was obtained by fitting the LES
data in the experiment of this study.
It can be seen from Figure 8 that the accuracy of the FGNDWM and the FGWM is better than that
in Figures 7 and 9. The maximum Wind Speed Deficit (WSD) of this FGNDWM can be proved to be
twice as large as that of the FGWM; if αij and r0ij are estimated by (43) and (44), respectively, the result
is shown in Figure 9. As previously stated, (43) is not applicable to case a and case e. As a result, the
accuracy of the FGNDWM and FGWM in Figure 6 is worse than that in Figures 5 and 7–9.
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Figure 5. The portrait of the maximum Wind Speed Deficit (WSD) in Casea (fitted by LES data,
i = 1, 2, · · · , N; j = 1, 2, · · · , N).
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Figure 6. The portrait of the maximum Wind Speed Deficit (WSD) in Caseb (fitted by LES data,
i = 1, 2, · · · , N; j = 1, 2, · · · , N).
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Figure 7. The portrait of the maximum Wind Speed Deficit (WSD) in Casec (fitted by LES data,
i = 1, 2, · · · , N; j = 1, 2, · · · , N).
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Figure 8. The portrait of the maximum Wind Speed Deficit (WSD) in Cased (fitted by LES data,
i = 1, 2, · · · , N; j = 1, 2, · · · , N).
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Figure 9. The portrait of the maximum Wind Speed Deficit (WSD) in Casee (fitted by LES data,
i = 1, 2, · · · , N; j = 1, 2, · · · , N).
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6. Analysis and Enlightenment of Wind Rose, Wind Weibull Probability Density Distribution
and ELM Prediction
Based on the actual situation in OSWFs in Yangshan port, Shanghai, this section summarizes and
describes the analysis of wind rose, wind Weibull probability density distribution and ELM prediction.
We obtain the real-time and actual data from this website [45]. The WE cases are analyzed and studied
based on mathematical models, and WRs are abstracted through the variable wind directions and
wind speeds in OSWFs in Yangshan port, Shanghai. These data of WE resources are collected and
shown in the following figures.
From 22 August 2017 to 22 August 2018, the portraits of wind direction and wind speed (m/s) in
OSWFs of Yangshan port, Shanghai are shown with the wind rose in Figure 10. From the southwest
direction, most of the wind mean speeds in a whole year are greater than 6 m/s, whereas, from the
northwest direction, a small part of wind mean speeds are close to 6 m/s in a whole year.
From 22 August 2016 to 22 August 2017 with a whole year in OSWFs of Yangshan port, Shanghai,
we keep obtaining the real-time and actual data from this website [45]. The wind speeds are collected
and their Mean Wind Speed (MWS) is 3.4934 m/s. The details of them are shown in Figure 11.
From 22 August 2016 to 22 August 2017 with a whole year in OSWFs of Yangshan port, Shanghai,
the rose portraits of Wind Direction (WD) and Average Wind Direction (AWD) are shown in Figure 12.
Among them, the north direction is 0 degrees (North = 0 °C) . The probabilities of most of the parts of
WDs from the southwest direction are greater than 5% and are close to 6%. Meanwhile, a small part of
WD from the northeast direction is greater than 5% and close to 6%.
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Figure 10. Rose portrait of WD (North = 0) and speed (m/s) in off-shore wind farms (OSWFs) in
Yangshan port, Shanghai from 22 August 2017 to 22 August 2018.
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Figure 11. The portraits of wind speed time series and mean speed (v¯ = 3.4934 m/s) in OSWFs in
Yangshan port, Shanghai from 22 August 2017 to 22 August 2018.
Figure 12. Rose portrait of WD (North direction = 0◦) in OSWFs in Yangshan port, Shanghai from
22 August 2017 to 22 August 2018.
In Figure 13, the wind rose shows the portraits of wind mean speed (m/s) in OSWFs of Yangshan
port, Shanghai from 22 August 2017 to 22 August 2018 with a whole year. The majority of the wind
mean speeds from the southwest are greater than 5 m/s, whereas, a small amount of wind mean
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speed from the northwest is approximate to 5 m/s. Therefore, WTs should adjust the direction to the
southwest in OSWFs of Yangshan port, Shanghai throughout the summer, for even more periods.
Figure 13. Rose portrait of Wind Mean Speed (m/s) in OSWFs of Yangshan port, Shanghai from
22 August 2017 to 22 August 2018.
Figures 14–16 show all the wind situations, including the time series of air relative humidity,
wind direction and wind temperature in OSWFs in Yangshan port, Shanghai from 22 August 2017
to 22 August 2018, respectively. In this period, the mean air relative humidity is 82.0978%, the mean
wind direction is 169.4492◦(North direction = 0◦), and the mean wind temperature is 10.0367 °C.
ELM is a learning algorithm, initially introduced to train a Single Layer Feedforward Neural
network [46]. In ELM theory, the input weights are randomly generated according to any continuous
distribution function, while the output weights are analytically computed by the minimum norm
solution of a linear system.
Here, as shown in Figure 17, the proposed ELM can be seen as three hidden layer neural networks,
trained using the ELM algorithm. ELM is applied to wind direction and wind speed prediction in
OSWFs in Yangshan port, Shanghai from 22 August 2017 to 22 August 2018. The wind direction
and wind speed of OSWFs are relevant to local air relative humidity and local wind temperature.
Some simulation results show the corresponding rationality. Figures 18 and 19 show the portraits of
comparison of wind direction and wind speed forecasting results with ELM in OSWFs in Yangshan
port, Shanghai from 22 August 2017 to 22 August 2018, respectively. Here, the number of forecast data
pieces is 2248. Figures 20 and 21 show the portraits of comparison of wind direction and wind speed
forecasting results with ELM in OSWFs in Yangshan port, Shanghai from 22 August 2017 to 22 August
2018, respectively. At the same time, the number of forecast data pieces is 500.
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Figure 14. The portraits of air relative humidity in OSWFs in Yangshan port, Shanghai from 22 August
2017 to 22 August 2018.
Figure 15. The portraits of wind direction (north direction = 0◦) in OSWFs in Yangshan port, Shanghai
from 22 August 2017 to 22 August 2018.
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Figure 16. The portraits of wind temperature in OSWFs in Yangshan port, Shanghai from 22 August
2017 to 22 August 2018.
Figure 17. The proposed Extreme Learning Machine (ELM) can be seen as a three hidden layer neural
network trained using the ELM algorithm.
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Figure 18. The portraits of comparison of wind speed forecasting results (ELM) in OSWFs in Yangshan
port, Shanghai from 22 August 2017 to 22 August 2018 (number of predicted data pieces is 2248).
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Figure 19. The portraits of comparison of wind direction forecasting results (ELM) in OSWFs in
Yangshan port, Shanghai from 22 August 2017 to 22 August 2018 (number of predicted data pieces
is 2248).
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Figure 20. The portraits of comparison of wind speed forecasting results (ELM) in OSWFs in Yangshan
port, Shanghai from 22 August 2017 to 22 August 2018 (number of predicted data pieces is 500).
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Figure 21. The portraits of comparison of wind direction forecasting results (ELM) in OSWFs in
Yangshan port, Shanghai from 22 August 2017 to 22 August 2018 (number of predicted data pieces
is 500).
Through the study of the Weibull Probability Distribution of Wind Velocity Data in OSWFs in
Yangshan port, Shanghai, we obtain the following results. The cumulative distribution and linearized
curve are plotted and shown in Figure 22, Linearized curve and fitted line comparison are shown in
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Figure 23, Weibull probability density function and Cumulative Weibull probability density function
are shown in Figure 24. In light of wind tower, measuring data and plotted wind speed histograms, we
inferred and estimated two parameters of the Weibull distribution by maximum likelihood estimation
method, i.e., c = 3.7660, and k = 1.7153. The histogram of wind speed at hub height with the fitted
Weibull probability density distribution are plotted and shown in Figure 25. Wind speed at hub height
conforms to the Weibull distribution.
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Figure 22. The portraits of distribution and cumulative distribution extracted from the time series in
OSWFs in Yangshan port, Shanghai from 22 August 2017 to 22 August 2018.
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Figure 23. The portraits of linearized curve and fitted line comparison in OSWFs in Yangshan port,
Shanghai from 22 August 2017 to 22 August 2018.
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Figure 24. The portraits of Weibull and Cumulative Weibull probability density functions in OSWFs in
Yangshan port, Shanghai from 22 August 2017 to 22 August 2018.
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Figure 25. The portraits of wind speed histogram in hub height and the fitted Weibull probability
density distribution in OSWFs in Yangshan port, Shanghai from 22 August 2017 to 22 August 2018.
7. Conclusions
From this study, we found that the feature of FGWM is simple and intuitive, while the feature of
FGNDWM is complex and precise. The accuracy of the FGNDWM is inherently better than that of the
FGWM. When describing the relationship between FGNDWM and FGWM, Equation (42) can reflect
the essential characteristics of FGNDWM, whereas Equation (7) reflects the basic characteristics of
FGWM. Equation (42) is more accurate than (7) in expressing the characteristics of the large off-shore
wind farms. By taking x1i into consideration, the accuracy of the FGNDWM and the FGWM can be
improved. Their accuracy depends on the axial induction factor αij. The maximum Wind Speed Deficit
(WSD) of this FGNDWM can be proved to be twice as large as that of the FGWM if αij and r0ij are
estimated by (43) and (44), respectively.
Currently, the experiments show that the accuracy of ELM predictions needs to be improved
based on the actual situation in OSWFs in Yangshan port, Shanghai. In future research, we will work
on hybrid wake models for near wakes and far wakes and improve the ELM predictions accuracy of
large off-shore wind farms. The data assimilation and reduced order modelling will be provided in a
future paper concerning induced large off-shore wind farms dynamics.
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Abbreviations
The following abbreviations are used in this manuscript:
OSWFs Off-Shore Wind Farms
WT Wind Turbine
ELM Extreme Learning Machine
WP Wind Power
LES Large-Eddy Simulation
EEA Extended Exergy Accounting
WP Wind Power
HAWTs Horizontal Axis Wind Turbines
WF Wind Farm
WE Wind Energy
DFIG Doubly-fed Induction Generator
PMSG Permanent Magnet Synchronous Generator
FSIG Fixed-Speed Induction Generator
WTPGS Wind Turbine Power Generation System
FGWM Frandsen Generalized Wake Model
FGNDWM Frandsen Generalized Normal Distribution Wake Model
WSD Wind Speed Deficit
WD Wind Direction
AWD Average Wind Direction
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Abstract: To maximize the generated output power under random waves, the control strategy
of maximum power point tracking (MPPT) is incorporated in point-absorbing type wave energy
converter (WEC) system. However, due to the influence of mutative wave conditions, the curve of
the maximum average power appears in multiple peaks, adding complexity to the tracking process.
This paper proposes a new MPPT control technique for a wave power generation system, by using the
flower pollination algorithm (FPA) instead of the conventional hill-climbing method. Compared with
the hill-climbing method, this method has advantages of achieving a smaller peak-to-average ratio
and capturing the more average power under the same sea state. The verification has been carried
out through the simulations and the experimental results on a lab test bench.
Keywords: point-absorbing; wave energy converter (WEC); maximum power point tracking (MPPT);
flower pollination algorithm (FPA); power take-off (PTO); hill-climbing method
1. Introduction
In recent years, the exhaustion of fossil fuel resources, environmental problems, and growing
energy demands have prompted the active study of producing electricity from renewable energy
sources. Among renewable energies, ocean wave energy has attracted more attention, due to its high
availability and low environmental impact [1]. In addition, ocean wave energy has a quite higher
energy density than solar energy and is more stable than wind energy [2–4]. Up to date, several wave
energy converters (WEC) concepts have been studied, and the research focuses so far mainly on the
mechanical structure, the hydrodynamic aspect and the energy conversion rate of different WECs [5–7].
Compared with larger converter units, the point absorber is one of the most promising solutions
in all wave energy conversion technologies, due to its ease of both fabrication and installation [8,9].
Figure 1 shows a typical point absorber WEC, where the wave energy is captured by floating buoys
and converted into linear motions. At present, there are several point-absorbing type WECs available,
including Ocean Power Technology’s Powerbuoy [10] and Wavestar [11]. However, their frequency
response tends to be narrow-band, which means that they will perform poorly under the irregular
wave conditions. In order to improve the efficiency of point-absorbing type WEC, control strategies for
optimizingwave energy capturewere usually adopted [12,13], ensuring that thewave power generation
system can always capture the maximum power in the real sea state. In addition, the instantaneous
output power peak-to-average ratio should be limited in a reasonable range during extracting the
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maximum average power of wave energy, since it directly affects the cost of electromechanical
systems [14].
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Figure 1. Point-absorber type wave energy converter (WEC).
Currently, various control methods of point-absorber type WEC for optimizing wave energy
capture have been proposed, where the implementation complexity, the accuracy and the tracking
speed of these techniques are different. These control techniques can be classified into four categories:
(1) phase and amplitude control [15–18], (2) complex conjugate control [19–21], (3) model predictive
control (MPC) [22–24], and (4) extremum-seeking control [25].
The phase and amplitude control of heaving-buoy WEC constrained by amplitude are described
in [15–17], where the phase control is applied to keep the velocity of the buoy in phase with the
excitation force of waves, producing a result similar to locking. This method is effective for achieving
themaximumpower extraction of the point absorber. However, the phase control requires an additional
mechanism to be configured to hold and release the buoy. The results show that the phase control suffers
from considerable practical challenges, significantly increasing the return on investment periods [18].
For the complex conjugate control [19–21], to maximize the generated power in each sea state, the
damping coefficients and the stiffness coefficients of the power take-off (PTO) unit are controlled to be
equal to the complex conjugate of the inherent mechanical impedance. In terms of hydrodynamics, the
complex conjugate control can achieve the optimal energy extraction, as it aims to obtain resonance
between the wave power generation system and the incident waves. However, a substantial amount
of reactive power is required, when the resonance frequency drifts. Moreover, realizing the optimal
control can lead to excessive motions, and this control technique usually requires the position and
velocity of the buoys, which can easily introduce uncertain information. In addition, the application of
this method is difficult under random wave conditions.
Another solution is the MPC [22–24], where the model is used to predict the future response of
the system. This method can accurately estimate the parameters of the point-absorbing type WEC and
search the maximum power point without detecting the dominant frequency of the wave. However,
the future value of the wave excitation should be predicted, and the computation burden is increased.
Meanwhile, the control system becomes more complex.
The superiority of extreme-seeking based on metaheuristic process in solving nonlinear
optimization problems has been recognized. The extremum-seeking is a well-known control strategy
that has been used with great success in other forms of renewable energy, such as solar energy
and wind energy [26–28]. However, the extremum-seeking technology is rarely used in wave energy.
The hill-climbingmethod is used to implement theMPPT of point-absorber typeWEC [25]. Thismethod
does not need to predict the wave period of irregular waves, the added impedance, the added mass,
and the buoyancy term on the WEC. However, it is found that the curve of the average power has
multiple peaks, especially under irregular wave conditions. The hill-climbing method cannot search
the global maximum power point among multiple extreme points, due to its monotonous search
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characteristics. Moreover, the step of the hill-climbing method is fixed, which will greatly affect the
search time and search accuracy.
Recently, MPPT researchers witnessed the optimization of swarm optimization and meta-heuristic
methods [29]. Thesemethods had been successfully applied in the fields of solar andwind energy [30–32].
The main advantages associated with these methods are (1) starting with a random search, (2) avoiding
the convergence to a local minimum, and (3) easy to implement.
In this paper, a new point-absorbing type WEC control strategy based on the flower pollination
algorithm (FPA) is proposed for maximum wave power absorption, as also introduced in [33]. The FPA
is a new nature-inspired algorithm, based on the characteristics of flowering plants [34] and the FPA
had been successfully applied in the photovoltaic field [35,36]. From these literature, it is found that
this method has several significant advantages, such as (1) the ability to search global space, (2) being
easy to implement, (3) being easy to encode and compile, and (4) the fast convergence. When the
control strategy of MPPT based on the FPA is incorporated in a point-absorbing type wave power
generation system, it is not necessary to detect the wave frequency, the accurate information of the
incoming excitation force, and parameters of the point-absorbing type WEC. This method can obtain
the maximum power of the wave energy rapidly, the reduced power peak-to-average ratio, and less
overall system costs as well.
The rest of this paper is organized as follows: The analysis model of the point-absorbing type
WEC system and power spectrum are first derived in Section 2. Then, the proposed control strategy
and its implementation are presented in Section 3. Further, the proposed control strategy is evaluated
through simulation in Section 4 and by the experiment in Section 5, compared with the hill-climbing
method. Finally, conclusions are drawn in Section 6.
2. Analysis Model of the Point-Absorbing Type WEC and Power Spectrum
2.1. Modeling of Irregular Wave Energy and Heave-Buoy Mechanic Analysis
Oceanwaves are typically irregular and consist of multiple regular waveswith varying frequencies
and amplitudes. To describe a sea state mathematically, the energy spectrum characteristic of ocean
waves is constructed by the Bretschneider spectrum which is widely adopted based on representative
sea state parameters [37]. The spectrum depends on the significant wave height H1/3 and spectrum
peak period Tp, as,
S(ω) =
5
16
H21/3
16π4
T4pω5
e
− 54 ( 2πωTp )
4
(1)
The Bretschneider wave energy spectrum of the sea states 2–6 is depicted in Figure 2. The angular
frequency ω of the regular waves is mainly concentrated in the range of 0.5 rad/s to 1.2 rad/s.
The irregular time-domain excitation can be obtained from the energy spectrum as,
Ai(ωi) =
√
2S(ωi)Δω (2)
Fexc(t) =
N∑
i=1
Ai fexc(ωi) cos(ωit+ ϕi) (3)
where Ai(ωi) are the wave amplitudes, Δω represents the wave spectrum discretization step; fexc(ωi)
are the excitation force coefficients, calculated by the hydrodynamics software, such as WAMIT or
ANSYS AQWA in the frequency domain, and ϕi are the random phase angles from 0 rad to 2π rad.
Figure 2 shows the energy spectrum obtained by the selected wave period and a significant
wave height of the sea state. It can be seen that the available wave energy range is from 0.5 rad/s to
1.2 rad/s, while the wave energy density of other frequencies is quite small and can be ignored when
power control is carried out in the wave power generation system. The time-domain expression of the
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excitation force on the float can be found [38]. An example of an excitation force curve is shown in
Figure 3, with a significant wave height (H1/3 = 1.2 m) and spectrum peak period (Tp = 7.5 s).
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Figure 2. Wave energy spectrum according to Bretschneider model.
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Figure 3. Time-domain excitation force for irregular waves.
In order to analyze the motion and control of WECs in irregular waves, a time-domain model is
required [39]. According to the wave–buoy interaction, the analytical force equation is given as,
(M+m∞)
..
s(t) +
∫ t
0 Hrad(t− τ)
.
s(τ)dτ+ Ks(t) = FPTO(t) + Fexc(t)
Hrad(t) = 2π
∫ ∞
0 B(ω) cos(ωt)dω
(4)
m∞ = lim
ω→∞m(ω) (5)
where “.” is time derivation operation, M represents the mass of the WEC, the damping (Hrad(t)) and
added mass (m∞) time-domain components can be determined in (4) and (5) from its frequency-domain
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parameters (B(ω) and m(ω)) [39], s(t) is the displacement of the buoy, K is spring stiffness, and Fexc is
the excitation wave force.
2.2. Analysis of Power Curve of Wave Power Generation System Under Irregular Wave Condition
Based on the existing literature, in order to better understand the hydrodynamic model of wave
power generation system, according to Equations (4) and (5), the system can be equivalent to an RLC
circuit given in Figure 4.
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Figure 4. Equivalent electric model of the WEC.
Figure 4 shows the equivalent electric model of the WEC, where the wave excitation force Fexc
corresponds to the supply voltage e, the velocity of buoy
.
s represents the current i, the mass term
(M+m∞) stands for the inductance term (L) of the WEC impedance, the spring term (K) coefficient
stands for the capacitive (C), and the real component of the radiation damping(Hrad(ω)) represents
the resistive (R). The force applied by the PTO corresponds to the load voltage of UPTO.
Let
Z(ω) = R(ω) + jX(ω) = (Hrad(ω)) + j[ω(M+m∞) − Kω ] (6)
where Z(ω) represents the inherent mechanical impedance of the wave energy device, which is equal
to the ratio of force to velocity and only related to waves and buoys, and X(ω) represents the reactance
of the wave energy device. From (6), it can be seen that Z(ω) is frequency dependent, which means
that each frequency corresponds to a different optimal value of Z(ω). Thus, a question is raised on
how to specify PTO impedance for irregular oceans with mixed frequencies.
The mechanical properties of a permanent magnet synchronous machine can be expressed by
mechanical impedance,
ZPTO(ω) = RPTO(ω) + jXPTO(ω) (7)
where ZPTO(ω) is termed the equivalent mechanical impedance of the permanent magnet synchronous
motor, the resistive force RPTO(ω) provided by the permanent magnet synchronous motor is equal to
the radiation damping term, and the imaginary permanent magnet synchronous motor component
XPTO(ω) is responsible for ensuring the resonant operating conditions [40].
When the exciting force of the wave power generation system is under irregular wave conditions,
the voltage e can be expressed as follows by Equation (3),
e(t) =
N∑
n=1
En cos(ωnt+ αn) (8)
where ωn, αn are the wave frequency and impedance angle of the nth wave frequency of the irregular
wave, respectively. A phasor method is used on each frequency to derive the current and PTO load
voltage of the circuit model at each frequency.
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Based on Equations (7) and (8), the equivalent current and voltage in Figure 4 can be expressed as,
.
In =
En cos(ωnt+ αn)
(Rn + RPTO) + j[Xn(ωn) − 1ωnXPTO ]
(9)
.
UPTO−n =
.
En −
.
In ·Zn∠αn (10)
where Rn, Zn are the resistance and impedance of the nth wave frequency of the irregular
wave, respectively.
Based on (9) and (10), UPTO and i can be expressed as, PTO-n
UPTO(t) =
N∑
n=1
UPTO−n cos(ωnt+ ϕn) (11)
i(t) =
N∑
n=1
In cos(ωnt+ θn) (12)
where ϕn, θn are the phase shift angles at the nth wave frequency of irregular waves. The produced
average power can be written using (11) and (12) as,
PPTO =
1
T
∫ T
0
UPTO(t) · i(t)dt = 1T
∫ T
0
⎡⎢⎢⎢⎢⎢⎣ N∑
n=1
UPTO−n cos(ωnt+ ϕn)
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣ N∑
n=1
In cos(ωnt+ θn)
⎤⎥⎥⎥⎥⎥⎦dt (13)
In the circuit model, when the voltage and current of the PTO load are generated by the same
frequency wave, the average power obtained can be expressed as,
PPTO =
1
T
∫ T
0
N∑
n=1
UPTO−nIn cos(ωnt+ ϕn) cos(ωnt+ θn) =
1
2
N∑
n=1
UPTO−nIn cos(ϕn − θn) (14)
When the voltage and current of the PTO load are generated by different frequency waves,
the average power obtained can be expressed as,
PPTO =
1
T
∫ T
0
UiIj cos(ωit+ ϕi) cos(ωjt+ ϕj) = 0(i  j) (15)
According to Equations (13)–(15), superimposing the average power at each frequency is the
average power captured by the PTO load in the case of irregular waves. After simplification, the average
power captured in the frequency domain is as follows,
PPTO(ω) =
N∑
n=1
[En cos(ωnt+ αn)]
2
8Rn
⎡⎢⎢⎢⎢⎢⎣1− 1
∣∣∣∣∣∣Z∗(ω) −ZPTO(ω)Z(ω) + ZPTO(ω)
∣∣∣∣∣∣2
⎤⎥⎥⎥⎥⎥⎦ (16)
Figure 5 depicts the average power and power peak-to-average ratio curves of the system with
two control variables (i.e., the damping coefficient (RPTO) and the stiffness coefficient (XPTO)), which the
significant wave height (H1/3 = 1.2 m), the spectrum peak period (Tp = 7.5 s) and parameters of
wave power generation device from references [40]. Figure 5a shows that the curve of function
PPTO—(RPTO, XPTO) is a multi-extreme point function and the MPP is the extreme value within the
range of control variables. Figure 5b shows that the power peak-to-average ratio mapped with RPTO
and XPTO. Maximum average power is expected to be obtained with a small power peak-to-average
ratio. Therefore, searching for the maximum average power and simultaneously reducing the power
peak-to-average ratio becomes a new challenge.
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(a) (b) 
Figure 5. Average power and power peak-to-average ratio of the WEC under different damping and
stiffness coefficients, (a) average power (b) power peak-to-average ratio.
The relationship between the equivalent mechanical impedance of the permanent magnet
synchronous motor (i.e., RPTO and XPTO) and the extracted power of the system can be obtained.
In Equations (6) and (16), the parameters such as Z, ω, En and Rn are determined by wave period and
physical characteristics of the sea state. The maximum average power extracted from the ocean is
deduced as follows,
PPTOmax(ω) =
N∑
n=1
[En cos(ωnt+ αn)]
2
8Rn
(17)
where the following conditions must be met as,
ZPTO(ω) = Z∗(ω) (18)
The physical meaning of the Functions (17) and (18) is that when the equivalent mechanical
impedance of the permanent magnet synchronous motor matches the inherent mechanical impedance
of the point-absorbing type WEC, the oscillation of the buoy resonates with the wave motion, and the
power extracted by the system reaches a maximum from the wave. Therefore, the damping coefficient
(RPTO) and the stiffness coefficient (XPTO) of the permanent magnet synchronous motor need be
controlled. According to Equations (6), (7) and (18), the following conditions should be met as,
RPTO = (Hrad(ω))
XPTO = Kω −ω(M+m∞)
(19)
However, the added mass and the damping coefficient are nonlinear functions with respect to the
wave period [38]. According to the optimal control technique with two control variables, the equivalent
mechanical impedance of the permanent magnet synchronous motor must be changed to match the
wave frequency to extract the maximum average power. When the wave frequency changes, the control
side of the permanent magnet synchronous motor should select the corresponding impedance based
on the wave frequency to match the wave frequency. Furthermore, there is still a difference between
the hydrodynamic parameters obtained by simulation software, such as ANSYS-AQWA, and the actual
hydrodynamic parameters. The WEC control methods, which can adapt to changes in hydrodynamic
parameters and working conditions, and automatically to track the MPP, is the key to promoting wave
power technique applications.
In this paper, the parameters of the controller can be regulated by the FPA directly and change
with hydrodynamic parameters and working conditions automatically, which means that the wave
period of irregular waves or the accurate knowledge of the incoming wave excitation force need not be
identified anymore.
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3. FPA and Its Implementation
3.1. Flower Pollination Algorithm
The FPA developed by Yang [41] is a recent meta-heuristic optimization technique, which is
inspired by the nature of flower pollination processing. The pollination refers to a phenomenon of
transferring pollen from one species to another. This process helps the emergence of new species
of flowers. There are two methods of pollination, (1) cross-pollination, where the pollen transfer
occurs between two different species, and pollinators are bees, insects or birds, (2) self-pollination,
where pollens come from the same flower, and no pollinator is needed [41]. According to the algorithm
tests on the FPA, genetic algorithm and particle swarm optimization, the FPA has the best performance.
As introduced in [42], for the FPA, the pollinationmethod of pollen is determined by the probability
switch of P, and P = 0.8 works better for most applications. The flower constancy that can be considered
as the reproduction probability is proportional to the similarity of two flowers involved. To implement
FPA, the characteristics of the pollination process and pollinator behavior are summarized as the
following rules:
Rule 1: Cross-pollination is considered to be a global pollination process, where pollinators, such as
insects that carry pollen, perform L’evy flight. The first rule can be represented mathematically as,
xt+1i = x
t
i + L(gbest − xti) (20)
where xti is the pollen i or solution vector xi at iteration t, gbest is the current best solution found in the
current population, and L is the L’evy flying step size and is subject to uniform distribution as,
L =
λΓ(λ) sin(πλ/2)
π
1
S1+λ
(S >> S0 > 0) (21)
where Γ(λ) is the standard gamma function which is valid for large steps S > 0, and S is the L’evy
flying step. To ensure faster convergence, λ = 1.5 works better for most applications.
Rule 2: Self-pollination represents the local pollination process. The characteristic equation for
local pollination is obtained as follows,
xt+1i = x
t
i + ε(x
t
j − xtk) (22)
where xtj and x
t
k are pollens from different flowers of the same plant species, ε is characterized by the
local search in distribution, and ε ∈ [0, 1].
The FPA algorithm is well suited to solve nonlinear optimization problems [34]. In addition,
this approach works best for MPPT applications, because it is explored globally and exploits locally
in a single iteration. Unlike other bio-inspired algorithms, the best part of this algorithm is that the
FPA introduces randomness in each iteration by self-pollination. Thus, the FPA is best suitable for
maximum energy extraction of the point-absorbing type WEC. Moreover, this method does not rely on
the accuracy of the excitation force and the dominant frequency characteristics of the irregular waves.
3.2. FPA Implemented for MPPT
The complete flowchart for the proposed method is pictured in Figure 6. For FPA implemented in
MPPT control, it can be explained in four steps:
Step 1: Initialize parameters, including themaximumnumber of iterations (N), PTO load boundary
value (Rmin, Rmax, Xmin, Xmax), switching probability of pollination (P), standard gamma function
parameter λ, PTO load solution vector number (m), and the objective function as shown in (13),
where five different PTO loads are considered as the pollen or solution vector as following,
x5×2 = [R5×1,X5×1] (23)
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Step 2: Evaluate the fitness, where the pollen’s suitability is assessed by using the fitness function.
The pollen with high fitness is selected as gbest, and then a random number named rand is generated.
Step 3: Start the pollination process, where the condition of self-pollination (if rand > P) or
cross-pollination (if rand ≤ P) is determined. Note that all pollens in the population must undergo
cross-pollination or self-pollination.
Step 4: Confirm the termination conditions, and continuously continue Step 2 to Step 4 until
the maximum power point is captured or the maximum number of iterations appears. Note that the
maximum number of iterations is set as 50 in our case.
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Figure 6. Flow chart of maximum power point tracking (MPPT) control algorithm for point-absorbing
type WEC based on flower pollination algorithm (FPA).
4. Simulation Results
In order to validate the proposed MPPT control method based on FPA used in WEC system,
a complete model of the WEC system and the controller were constructed. Three cases were studied,
where the parameters, the related average power absorption and peak-to-average ratio are listed in
Table 1, by using the FPA and the hill-climbing method, respectively.
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Table 1. Comparison of average power absorption and peak-to-average ratio in simulation.
Case Number Tp H1/3 FPA
Hill-Climbing
Method
Case 1 7.5 s 1.2 m PPTO = 53.5 kWRatio = 11.6
PPTO = 51.4 kW
Ratio = 14.8
Case 2 8 s 1.6 m PPTO = 103.7 kWRatio = 12.1
PPTO = 98.3 kW
Ratio = 16.1
Case 3 6.5 s 0.8 m PPTO = 28.7 kWRatio = 11.3
PPTO = 27.1 kW
Ratio = 13.8
For irregularwaves, the previous analysiswas verified byMATLAB/Simulink simulation according
to the buoy parameters and sea conditions in Table 2 [40], and only considered the buoy oscillating
in heave.
Table 2. Data of the buoy and sea state.
Quantity Symbol Value Units
Wave period Tp 7.5 [s]
Significant wave height H1/3 1.2 [m]
Buoy mass M 267040 [Kg]
Added mass m∞ 156940 [Kg]
Spring stiffness K 785890 [N/m]
Total buoy damping Brad 91520 [Kg/s]
In order to detailly analyze the results obtained by the FPA and the hill-climbing method,
the average power, the damping coefficient and the stiffness coefficient of Case 1 are depicted in
Figures 7 and 8, respectively. It can be observed that the maximum average power is obtained at the
16th iteration and the values of the damping coefficient and the stiffness coefficient finally converges to
the best solution. However, the hill-climbing method requires approximately 250 steps to converge and
cannot converge to the MPP. Therefore, the damping coefficient and the stiffness coefficient obtained
by the hill-climbing method are suboptimum solutions.
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Figure 7. Simulated average power obtained by (a) FPA, (b) hill-climbing method.
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Figure 8. Simulateddampingcoefficient andstiffness coefficientobtainedby (a) FPA, (b) hill-climbingmethod.
In order to extract the maximum wave energy, in theory, the excitation force should be in phase
with the buoy velocity at any incident wave frequency, where the product of the excitation force and
the wave speed is exact extracted power. Thus, the WEC operates at resonant conditions, and the
wave power generation system extracts the instantaneous maximum power. This performance can
be evaluated from Figure 9, where the extreme-seeking control technique based on FPA has better
performance in most areas than the hill-climbing method. The reason that the performance of the
hill-climbing method is insufficient is mainly due to the slow convergence rate and easy trapping in a
local optimum.
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Figure 9. Simulated excitation force and the velocity of the buoy.
Figure 10 presents the simulated instantaneous power and average power absorption when the
wave power generation system operates at maximum energy extraction states. As seen from Figure 10,
when the wave power generation system works in the optimal state, in order to maximize the average
power, the permanent magnet synchronous motor provides energy at some time, and the energy is
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transferred from the motor side to the float side. In the rest time, the wave provides energy, which is
transferred from the buoy side to the motor side. Compared with the hill-climbing method, the MPPT
method based on the FPA can capture more average power and reduces power peak-to-average ratio.
The simulated results have proven the advantages of FPA in terms of convergence time, efficiency and
accuracy, compared with the hill-climbing method.
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(b) 
Figure 10. Simulated instantaneous and average power obtained by (a) FPA and (b) hill-climbing method.
Figure 11 shows the average power (active power) spectrum and the apparent power spectrum
captured by the wave power generation system, where the rest power at low frequency is ignored
due to the small values. The seventh frequency is the dominant wave frequency of input excitation
force wave. More apparent power is extracted in the range near the dominant wave frequency by the
hill-climbing method, which means that more reactive power is generated near the dominant wave
frequency, leading to a higher peak-to-average ratio. Although the proposed method cannot make the
wave power generation system resonate at the dominant wave frequency, the system can capture more
power at the other frequencies.
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(b) 
Figure 11. Simulated power spectrum of (a) average power, (b) apparent power.
Moreover, the robustness of the proposed technique is further validated, when the sea state
suddenly changes as shown in Figure 12. After captured by the wave power generation system
repeatedly, the average power can be re-converged to the optimal value. Figure 12 shows the optimal
average power search curve for the wave power generation system when Sea condition 1 is changed
to Sea condition 3 as listed in Table 1. Among them, the sudden change of the sea state occurs in the
24th iteration, and the system detects the change in the 25th iteration, and then re-searches the optimal
power point, indicating that the proposed control method has strong adaptability and immunity.
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Figure 12. Simulated power search in case of a sudden change in sea state.
5. Experimental Result
In order to study the practicability of the proposed control strategy, a test bench shown in
Figure 13 is constructed by using conventional dynamometer system together with two converters,
whose parameters are listed in Table 3.
Table 3. Permanent magnet synchronous motor parameters.
Symbol Parameter Value
np Pole number 8
Prat rated power 3000 [W]
Vrat rated voltage 220 [V]
Irat rated current 12 [A]
nrat rated speed 1500 r/min
Trat rated torque 19 [N ·m]
Tmax Maximum torque 47 [N ·m]
fPWM PWM frequency 5 kHz
In this system, there is a permanent magnet synchronous motor (PMSM) to provide the required
load torque for the generator shaft, and a permanent magnet synchronous generator (PMSG) to ensure
the required mechanical speed is achieved. The speed and torque controllers are incorporated in
the PMSM and PMSG drives, respectively. Due to the logistic limitations of constructing the real
point-absorbing WEC prototype, the buoy, the transmission device and the controller of the entire
wave power generation system are constructed in the dSPACE real-time system, according to the
previous simulation model. The buoy model is operated under the given sea conditions as listed
in Table 1. The wave power generation system controller calculates the torque required for power
capture, applies this torque to the transmission, and then monitors the buoy velocity. The generator
side converter tries to extract the maximum power from the wave. The irregular wave data from the
irregular excitation force lookup table are used for the wave mechanical character analysis. The position
and speed of the generator are measured by a position sensor. Note that due to the limitations of
experimental conditions and protecting the experimental device, the model data is scaled down within
a reasonable range.
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(b) 
Figure 13. Synchronous test bench, (a) overall control block diagram in the laboratory and (b)
experimental setup.
The point-absorbing WEC performance is analyzed to determine whether the system has met
the predefined setup specifications. Figure 14 shows the PMSG speed under Case 1 sea condition.
It can be seen that the speed controller has reached the expected performance, although there is a small
measurement error caused by the encoder accuracy and switching frequency.
Figure 15 shows the instantaneous mechanical power applied to the shaft of the synchronous
test bench by FPA and the Hill-climbing method, respectively. Compared with Figures 10 and 15,
it can be seen that the measured instantaneous power is very similar to the simulated result. It is only
numerically reduced, due to limitations of experimental conditions.
47
Energies 2019, 12, 1343
      











7LPH>V@
nref >530@
nm >530@
Figure 14. Measured speed vs. the reference speed of permanent magnet synchronous generator (PMSG).
>530@
>530@
    




3W
>
:
@
7LPH>V @




     




3W
>
:
@
7LPH>V @




(a) (b) 
Figure 15. Measured instantaneous mechanical power of the synchronous test bench. (a) FPA and (b)
hill-climbing method.
Figure 16 shows the measured WEC velocity and excitation force. It can be seen that the buoy
velocity applied by the FPA is mostly in phase with the excitation force, while there is some phase
shifting between the buoy velocity and the excitation force applied by the hill-climbing method. Table 4
lists the average power and the peak-to-average ratio, applied by the FPA and the hill climbing method
respectively, under three kinds of sea conditions. It can be seen that the FPA-MPPT is a more suitable
technology than the hill-climbing method for point-absorbing type WEC applications since the more
average power and the smaller peak-to-average ratio can be achieved.
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Figure 16. Measured excitation force and the velocity of buoy, (a) FPA and (b) hill-climbing method
Table 4. Comparison of average power absorption and peak-to-average ratio in experiments.
Case Number Tp H1/3 FPA
Hill-Climbing
Method
Case 1 7.5 s 1.2 m PPTO = 123.2WRatio = 12.4
PPTO = 117.8
WRatio = 15.4
Case 2 8 s 1.6 m PPTO = 243.6WRatio = 13.5
PPTO = 220.6
WRatio = 17.4
Case 3 6.5 s 0.8 m PPTO = 61.8WRatio = 11.8
PPTO = 56.4
WRatio = 14.5
6. Conclusions
In this paper, a new point absorption WEC control strategy is proposed, which is based on the
extremum-seeking controller with FPA. The proposed MPPT search algorithm has been compared
with the hill-climbing method. The following conclusions can be drawn:
1. Similar to the hill-climbing method, the proposed method is independent of the wave period
of irregular waves, the accurate knowledge of the incoming wave excitation force, and the
parameters of the point-absorbing type WEC.
2. When using the proposed MPPT control technique, a system starting from a non-optimal state
can operate stably at the MPP after several iterations. Moreover, the system can rapidly respond
to the MPP deviations caused by ocean wave changes and operate under the new MPP.
3. Compared with the hill-climbing method, the proposed FPA can track the global maximum power
under irregular wave conditions and produce faster convergence, better tracking, and higher
efficiency. Therefore, the FPA-MPPT is a more suitable technology than the hill-climbing method
for point-absorbing type WEC applications.
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Abstract: The supply of energy is sustainable only if it is predominantly based on renewable or
regenerative energies. For this reason, the use of micro-hydropower plants on rivers and streams
is considered recently. This is a particular challenge for the preservation of ecologically permeable
streams, so that no dams or similar structures can be considered. While the axial turbine design has
prevailed in wind power, there is still no consensus for the generation of energy in free water flow
conditions. In this work, an existing prototype of an unusual vertical axis Kirsten–Boeing turbine
was investigated. A multivariate optimization process was created, in which all important machine
parameters were checked and improved. By using neural networks as a metamodel coupled with flow
simulations in ANSYS CFX, a broadly applicable optimization strategy is presented that yielded a
blade design that is 36% more efficient than its predecessor in experiments. During the process, it was
shown how to set up a complex sliding mesh problem with ANSYS expressions while evaluating a
free surface problem.
Keywords: Kirsten–Boeing; vertical axis turbine; optimization; neural nets; Tensorflow; ANSYS
CFX; metamodeling
1. Introduction
The Kirsten–Boeing concept first appeared in the late 1920s as a proposed engine for airships [1].
Since then, parts of its functionality have found their way into modern marine propulsion with the
Voith–Schneider [2] propulsion. Apart from that, the use as an omnidirectional turbine for ocean
and river currents has not been investigated yet. Compared to other traditional vertical axis turbine
concepts, such as Savonius or Darrieus, it combines some advantages of a lift- and a drag-driven
rotor in one machine. In addition to being independent of the direction of flow, the turbine does not
need start-up aid, but at the same time achieves a higher efficiency than pure drag-driven rotors. It is
also conceivable that the turbine is used as a hybrid propulsion system for shipping. Port tugs could
navigate with it and charge the batteries when at a standstill. In addition, compared to a Darrieus
turbine, it may be more environmentally friendly and less destructive to the underwater world as the
Kirsten–Boeing turbine rotates relatively slowly. However, these two considerations are not part of
this study.
The basic functional principles and the best possible parameter combinations were determined
by Computational Fluid Dynamics (CFD). A particular challenge here was the highly asymmetric
character of the entire machine. In the numerical model, neither symmetries nor periodic properties of
Energies 2019, 12, 1777; doi:10.3390/en12091777 www.mdpi.com/journal/energies53
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the turbine can be exploited. In addition, stationary solutions have been found to be unreliable due to
the massive influence of transient effects and the extensive blade interaction during one revolution,
thus time-averaged results of transient CFD simulations have to be used. Finally, a fundamental
feature of the turbine makes it difficult to model—each blade has its own axis of rotation in addition to
the central machine axis (cycloidal propeller, see Figure 1), which requires the use of custom functions
for correct kinematics in ANSYS.
In the end, a final model was generated from the collected experience and parameter
combinations, which Was then subjected to a final optimization step. A response surface method
was used to determine the optimum blade-profile shape (design of experiments) for the five- and
four-bladed machines.
Figure 1. Sketch of the basic turbine components. The blades revolve around themselves while the
machine is turning as well. The central gear is fixed in place.
2. The Kirsten–Boeing Turbine
As a cycloidal turbine, the Kirsten–Boeing turbine has the peculiarity that, in addition to the
rotation of the machine, the blades also rotate about their own axis at half angular velocity [1]. In this
case, the movement is generated by a planetary gearset. Each blade requires two gears to operate
the additional rotation. The existing prototype has five blades. A sketch of how it works is shown
in Figure 2a. In dangerous situations, it is possible to change the blade pitch (phase angle) in such a
way that the turbine comes to a complete halt (indifferent blade position). This can also be used to
adjust the machine to any direction of incoming flow (Figure 2b). Due to the vertical construction,
most machine components can be installed above the water surface. Furthermore, no additional
infrastructure is required for operation, since the turbine operates in free flow conditions, such as in
rivers or ocean currents.
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(a) (b)
Figure 2. The turbine can be adjusted to the flow direction. (a) Kinematics of the planetary gearbox with
a static central gear. The transmission ratio is 2:1. (b) Phase angle affected by the central gear rotation.
An important measure for all turbines is the tip speed ratio λ, which defines the ratio of
circumferential speed u to flow velocity v∞.
λ =
u
v∞
(1)
Due to the fixed kinematics, however, the Kirsten–Boeing turbine is unable to rotate much faster
than the surrounding fluid flows. At the twelve o’clock position, the blade is always perpendicular
to the flow for a short time, no matter what relative speed between the blade and flow. This leads
to low possible tip speed ratios, which in turn requires large blade widths [3]. Those blades cause
considerable drag forces in the flow direction, very high material costs and momentum losses, which
occur because a particularly large counter-torque is exerted on the outflowing fluid. These losses
occur in low λ-machines because they achieve their power through high torque and low speed [4]
(Equation (15)). According to Gasch, this leads to a reduction in efficiency cp of almost 30% at λ = 1 to
cpmax = 0.42. Furthermore, it is to be presumed that, due to the high machine solidity, large separation
phenomena occur on the leeward side, which make the blade interaction very complex. Low tip speed
machines are thus generally considered economically uninteresting.
3. Validation of the Simulation Environment
Before detailed parameter studies can be carried out, it must be ensured that ANSYS CFX can
reliably reproduce the general machine behavior and power output. For this, the complete experimental
environment of the prototype is modeled virtually.
3.1. Experimental Environment and Measuring Equipment
The experiments were carried out in the laboratory of Research Institute for Water and
Environment at the University of Siegen (fwu). With a maximum possible volume flow of
Q = 150 L s−1, flow velocities of approximately v = 0.65m s−1 are achieved. The laboratory water
channel has twice the width of the turbine (0.5m) and a depth of 0.7m. The length is 25m, but was
replaced in the simulation by corresponding constraints (see Section 3.5). The task was to find the
absolute mechanical power output in relation to the tip speed ratio. To determine mechanical power
output Pmech, the braking torque of a generator was used, which kept the turbine at a constant speed.
Consequently, the rotational speed can be adjusted via a variable resistor. The generator itself is freely
rotatably mounted so that it translates the turbines torque into a force that lifts a weight on a scale via
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the rope force Frope (see Figures 3 and A1). From the measured force Frope and the known lever arm l,
the acting moment M can be concluded. The product of the turbine rotational speed and torque was
the sought after mechanical power.
Pmech = M ·ω = Frope · l ·ω (2)
The characteristic curve of the machine can be created along by adjusting the variable resistor.
The phase angle (angle of rotation of each blade about its own axis) remains constant. All measurements
were repeated around 300 times over a period of five seconds and averaged afterwards.
Figure 3. Functional sketch of the measuring setup: (1) duct wall; (2) generator with pinion; (3) turbine
with main gear; and (4) free-floating rod.
3.2. Structure of the Simulation
The simulation was modeled based on the experimental setup as closely as possible, therefore a
multi-phase simulation with air and water was generated. The data for the blade geometry came from
the original CAD files of the turbine. It is an axis-symmetric blade with straight flanks and rounded
tips (see Figure 4). The geometry creation was followed by the meshing process and the actual setup,
which are described below.
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Figure 4. Blade profile of the first prototype [5].
3.3. Mesh Independent Solution
The discretization of the fluid domain was carried out in the ANSYS Mesher and allowed a
consistent quality of meshing, also for variable geometries and main dimensions. The meshing
structure consisted essentially of quad-elements and a prism layer near the wall with a first element
offset of 2.5× 10−5 m, which was supposed to resolve the fluid-dynamic boundary layer. The mesh
consisted of up to 1,000,000 unstructured hexahedral elements. Since the gap between the blades and
the channel floor was neglected (approximately 2mm), the entire structure could be meshed using
a sweep algorithm. At critical points, such as the blade tips, or at domain transitions, the element
density was further increased by size functions. In an earlier mesh convergence study, this quality
of mesh resolution has proven to be sufficient to generate reliable results in an acceptable time (see
Figures 5 and 6).
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Figure 5. Mesh convergence study for the channel flow.
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Figure 6. Isometric view of the fluid domain with cross section through the meshing structure.
3.4. Setup–Mesh Movement
The movement of the airfoils was specified by a moving mesh approach a no time consuming
recreation of the meshing was not necessary in each time step. As the inner cylindrical domain rotates
at the angular velocity ω, the blades also move around their own axis at the velocity ω/2. This
behavior could be generated in ANSYS by a subdomain, which assigns a new position to every single
mesh node through an expression (function). ANSYS provides the variables X Coordinate, Y Coordinate
and Z Coordinate, which can now be moved relative to the node position in the last time step with Δt.
In the following, these variables are summarized in the mesh node vectorni. The central domain is
rotated by ϕ around the Z-axis with the rotation matrix Rz:
Rz =
⎛
⎜⎝ cos α − sin α 0sinα cosα 0
0 0 1
⎞
⎟⎠ (3)
ϕ = ω · Δt (4)
n t+1i = Rz(ϕ)n
t
i (5)
For the blade nodesni,s (s = 0...5) a transformation is needed in which the absolute position of
the individual blade rotation axis ps = (xs, ys, 0) for two time steps is calculated. For the calculation in
the ANSYS environment, the expression “atstep” (accumulated time step) is used. It outputs the current
number of the CFX iteration.
ϕt+1 = atstep ·ω · Δt (6)
ϕt = (atstep− 1) ·ω · Δt (7)
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The position of each blade axis must also be calculated via expressions. The known blade positions
before the simulation (t = 0) yields:
p t+1s = Rz(ϕ
t+1)p s,t=0 (8)
p ts = Rz(ϕ
t)p s,t=0 (9)
nt+1i,s = Rz
( ϕ
2
) (
nti,s − p ts
)
+ p t+1s (10)
In the event that the phase angle is = 0, the blade nodes must be initialized with an additional
rotation angle ϕphase. To ensure the stability of the simulation, the additional rotation should be
distributed over several time steps. ANSYS offers the use of an IF function depending on the global
time step atstep. With the simultaneous conversion to radians for ten iterations follows:
ϕphase =
{
0 , atstep > 10
2π
360 · phaseangle10 , atstep ≤ 10
(11)
The relative rotation angle ϕ can be calculated for a constant angular velocity with ϕ = ω · dt.
3.5. Setup—Domain Properties
From the material library in ANSYS CFX, Water and Air at 25 ◦C were selected at a reference
pressure of 101 kPa. Since gravity plays a role, the Buoyancy Model was activated and the gravitational
constant was set to −9.81m/s2. The reference density for air was 1.2 kg/m3, the Ref. Location in the
global coordinate system was zero. For multi-phase flow, the Homogeneous Model with the standard Free
Surface option was used, meaning the two different phases shared a single velocity field. Heat Transfer
was set to 10 ◦C for simplicity, since no significant temperature changes were expected. The surface
tension was taken into account by the Surface Tension Coefficient of 0.072Nm−1 in the Continuum Surface
Force model.
First, a 10-meter-long piece of flow channel was simulated, but, despite the rough side walls,
the velocity field was very homogeneous. Since this visually did not seem compatible with reality, and
the modeling of the complex inflow into the channel was also not expedient, the velocity field was
detected locally by direct measurements. For this purpose, a universal current meter of the type Ott c2
was used 2m in front of the turbine. From velocities recorded at a 5 × 5 grid, a function (expression)
was generated by using quadratic polynomial regression which, depending on the spatial position (y,
z), assigned different entry velocities to the inlet. The x-axis was pointed in the flow direction. The
fast core flow, which can be seen in Figure 7, led to a significant change in the turbine performance
compared to an erroneously assumed homogeneous velocity. For the entry velocity v1, the function is:
v1(y, z) = −3.84y2 + 0.63yz− 1.76z2 − 0.14y+ 1.2z+ 0.51 (12)
The determined velocity field was also used to initialize the fluid domain. The air/water state (1,
water; 0, air) was initialized with the measurement results for the mean water level height h1, h2 in
front of and behind the turbine, using the following expression:
VolFr =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
{
1, z < h1
0, z > h1
, x < 0{
1, z < h2
0, z > h2
, x ≥ 0
(13)
Since only a short area in front of and behind the turbine was simulated but the buoyancy-option
was active, the hydrostatic pressure at the boundary conditions had to be taken into account. The outlet
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had a linearly increasing pressure gradient with the depth z. The equation was also used to initialize
the whole domain:
PPro f ile(..) = VolFr ·
{
ρg(h1 − z) , x > 0
ρg(h2 − z) , x ≥ 0 (14)
As a solver, CFX was used with the classic URANS-based SST (Shear Stress Transport) turbulence
model [6], which is now the industrial standard and allows reliable results in models affected by
strong flow separation. The dimensionless wall distance Y+ was < 1, and the Wall Function option
was set Automatic by default. The blade surface was defined as hydraulically smooth, while, for the
channel walls, a Sand Grain Roughness of 0.005m was assumed. The resulting Reynolds number was
43,000 ± 1000, while the Froude number for the open channel flow was 0.28.
For transient time integration, an implicit second-order Euler method was used. Each time step
was considered converged if the RMS residuals (Root Mean Square) for momentum and continuity
were below 1× 10−4 Between 1 and 15 Coefficient Loops were required. The time step was chosen such
that the mesh elements between two domains (sliding interface) in a time step advanced a maximum
of half an element further. For Δt = 2π/ωN, besides the angular velocity ω, only the element
number N in the circumferential direction (blade domain) must be taken into account. On average,
the time step was 0.005 s while the total simulation time was about 5 s. Between the static and rotating
domains, a transient CFX rotor–stator interface (General Grid Interface) was created to pass over the
fluid properties correctly.
Figure 7. Measured velocity field in front of the wheel extrapolated from 5 × 5 support points.
3.6. Setup—Performance and Efficiency
The characteristic curve was evaluated at operating points of constant angular velocity. At these
operating points, the performance of the turbine was calculated using the following equation:
PT = ω · MT (15)
The final value of the power was averaged over the last revolution of the turbine. ANSYS has
the option to apply various operators to variables using Transient Statistics. With <variable>.Trnavg,
the arithmetic mean is calculated starting from a specified time step, which can be output directly
as a solution variable in the parameter manager. The efficiency of the turbine results from the
ratio of the shaft power to the kinetic energy present in the fluid PF and can be determined by the
following equation:
cp =
PT
PF
=
ω · MT
1
2ρAv
3
∞
(16)
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The area A is the “harvesting area” of the machine and v∞ is the mean velocity of the surrounding
fluid. The harvesting area was calculated by projecting all blades onto a surface in the flow direction
while turning the blades a full revolution. The result was a rectangle with the height of the individual
blade and a width that was the doubled distance from the outer most blade tip to the machine centre.
All simulations presented in this paper that were to be validated by a physical experiment only
outputted the absolute power of the machine. Since the efficiency in the channel flow depends strongly
on the ratio of wheel diameter to channel diameter, there would be no generally valid or meaningful
value for efficiency. The results of the optimization are given relative to a reference power instead.
3.7. Results of the Simulation
The simulation results are close to the averaged real measurement (see Figures 8 and 9) and
the machine behavior could be simulated properly. Due to the low absolute power, however, small
interfering factors gained in importance within the experiment. Friction in the bearings, flow around
the blade top and bottom (tip losses), blade surface roughness, etc. led to losses that were not shown
in the simulation. The deviation from the blue curve at high powers may possibly be explained by the
inefficiency of the RANS turbulence model used. At low Reynolds numbers, much of the boundary
layer can be laminar, which is not exactly reflected by the classic fully turbulent model. In the real
laminar boundary layer, disturbances often led to earlier flow separation compared to a turbulent
boundary layer, which increased blade performance and led to problems with the correct calculation
of the deep stall [7]. In general, the performance was overestimated, but, since the general machine
behavior was well represented, the simulation was still suitable for further optimization of the basic
design parameters.
Figure 8. Qualitative flow velocity visualization on free surface plot.
61
Energies 2019, 12, 1777
0.2 0.4 0.6 0.8 1 1.2
0
2
4
6
8
10
12
λ [-]
P
[W
]
Sim (ϕp = 10◦ )
Exp (ϕp = 10◦ )
Sim (ϕp = 5◦ )
Exp (ϕp = 5◦ )
Sim (ϕp = 0◦ )
Exp (ϕp = 0◦ )
Figure 9. Comparison of performance between simulation and experiment depending on the tip speed
ratio. The error bars represent the standard deviation.
4. Study of the Basic Design Parameters
Currently, there is little experience or conventions for the construction of a Kirsten–Boeing turbine.
This study evaluated some basic parameters in terms of their efficiency through 2D flow simulations.
• The optimum number of blades
• Improved blade geometry
• Influence of the blade width
In modern airfoil optimization techniques, correct parameterization is crucial. The method must
be able to describe a comprehensive selection of wings with minimal use of geometry parameters.
The use of Béziersplines [8] in combination with response surface methods [9] or a Design of Experiments
has proven to be particularly efficient. The direct optimization by Evolutionary Algorithms, which also
benefit from small parameter sets, is also conceivable .
4.1. Parametric Geometry Creation
A Bézierspline of degree n is defined by n + 1 support points (Pi with (i = 0...n). In this case,
the entire profile consists of two splines (n = 4) on the long flanks, which are connected by two splines
(n = 2) at the ends. The so-called Bernstein polynomial is [8]:(
x(t)
y(t)
)
=
n
∑
i=0
Bi,n(t) ·
(
Px,i
Py,i
)
(17)
where the polynomial Bi,n(t) is defined as:
Bi,n(t) =
(
n
i
)
ti(1− t)n−i (18)
Using the parameter t = 0. . . 1, any number of point coordinates can now be generated for
later use in CAD tools. Because of the symmetry, only two out of four curves need to be defined.
The fixed blade width b enforces the position of the outer control points. The number of degrees
of freedom continues to be reduced by continuity conditions at the transition between the curves.
Since c1-continuity is provided, this leads to the complete definition of the spline at the leading edge.
Its center control point (P21 ) lies at the intersection of the tangents with the first points of the two main
lines (→ c1). The control point coordinates are shown in Tables 1 and 2. b is a precalculated width
variable to make sure the whole blade has the same desired chord length of 0.09m every time. A total
of seven free parameters are available. An exemplary profile is shown in Figure 10.
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Table 1. Definition of the control points of the upper main spline n = 4.
i 0 1 2 3 4
Px,i −b/2 free 0 free b/2
Py,i free free free free free
Table 2. Definition of the control points of the left short spline n = 2.
i 0 1 2
P2x,i Px,0 × Px,0
P2y,i Py,0 × −Py,0
P0
P1
P2 P3
P4
chord length
b
Figure 10. Parameterized blade with Bézierspline control points.
The geometry was parameterized in MS Excel (see Figure 11) and constructed from Béziersplines;
the free parameters were initially intuitively assigned. The generated coordinate points can be passed
to ANSYS via scripting and converted to true CAD geometry by 3D-Curves in the Designmodeler
(by extrusion). In addition, conditions were created in order to be able to easily modify or replace the
blade shape on-the-fly. With a machine diameter of 0.5m, an outer fluid domain with an extent of 10m
was created in each direction, which was sufficient to dissipate any transient effects within the domain.
Figure 11. MS Excel geometry representation with interface walls.
4.2. Setup—Parameter Study
The setup in CFX was the same as the validation calculation, except that the free surface was
neglected and the channel wall was removed. After all, the final product should be optimized for free
flow. The model was subsequently calculated with only one element over the height. As a result of the
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significant reduction in the number of elements and complexity, a large part of the calculation time
could be saved while increasing the element quality in the plane as well. However, it should be noted
that the losses due to the free surface were now neglected and the quasi-2D model generally highly
overestimated the actual performance. Nonetheless, the quasi-2D simulation provided meaningful,
relative views of different blade configurations, movements and shapes.
To match the flow speeds of real operational locations, the design flow rate v∞ was increased to
1ms−1. The default blade profile used a scaled-up version of the first prototype. The performance
increased accordingly.
4.3. Optimal Number of Blades
The number of blades significantly determines the material requirements and the complexity of
the machine. Each additional blade requires two additional gears in the transmission, which in turn
can lead to increased losses due to friction. A high number of blades provides more blade area, but
at the same time the influence on each other is stronger. The most efficient option was then found.
To ensure a fair comparison, the blade profiles were scaled so that the outer diameter of the turbine
remained constant (see Figure 12).
Figure 13 shows the comparison between three, four and five blades with different tip speed
ratios λ. It is striking that the number of blades had a negligible impact on the performance achieved.
The high coefficient of performance was due to the nature of the 2D simulations and was not to be
considered realistic. For comparison, three additional points in the known 3D configuration were
simulated. These showed a drastic reduction in overall efficiency. Real life performance was estimated
to be even lower, since in this case the turbine was only simulated in a very wide open channel and
the flow could not pass underneath it. Consequently, tip losses were still neglected. It can be noted,
however, that fewer blades resulted in larger amplitudes in the torque created (see Figure 14), which
may increase the load on the bearings. For example, the maximum fluctuation of the torque on the
machine axis with five blades was observed to be 11–18% and for four blades 15–25%. However,
the range also depended strongly on the blade shape. The fundamental frequency in the torque curve
fM resulting from rotational speed and number of blades n was:
fM =
ω
2π
· n[Hz] (19)
In reality, the effect on the structure was attenuated due to the inertia of the blades and the
surrounding fluid. The consequence is that, for the later prototypes, four blades were considered,
since they represent a good compromise among achieved power, machine complexity and torque
fluctuations. First, however, the existing five-bladed prototype was further developed, as its blades
could be easily swapped.
Figure 12. Different number of blades with the same outer diameter.
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Figure 13. Three, four and five blades compared at different phase angles. Additionally, the simulation
was carried out once again in the 3D configuration at ϕp = 10◦.
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Figure 14. Exemplary torque curve for five blades Mi = 1.5 at λ = 0.75 and ϕp = 10◦.
4.4. Optimization of the Blade Profile
Since the turbine is not a conventional purely lift-driven rotor and the blades have to work
from both sides, it is not possible to use conventional profile shapes (such as NACA, etc.). Rather,
the optimal profile must be found directly in interaction with all other blades. It is not possible to draw
any conclusions on the mutual influence of the blades in the back flow region when considering just
a single blade (for example, using classic blade element momentum (BEM) theory). Consequently,
different blade profiles were simulated and compared as a whole system of five blades. Due to the
characteristics of the machine, only axis- or point-symmetrical profiles could be considered. It was
likely that thick profiles with a high tolerance to flow separation at high angles of attack would prevail.
While the blades rotate in the fluid, they repeatedly increase the angle of attack until the blade is
perpendicular to the fluid flow. Thus, the most efficient blade is probably the one that can produce lift
forces the longest.
All blade shapes were first used at the optimum operating point of the reference blade.
This reference operating point was set at a phase angle of 10◦ and a tip speed ratio of λ = 0.9.
Five blades were used. Since factors such as the free water surface, blade tip losses and losses due to
friction were not taken into account, the blade interaction could be seen undisturbed. The result is
given in ascending order of the achieved performance (see Table 3).
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Table 3. Performance comparison of different blade profiles.
No. Profile max. Power [W] Relative to Reference (4)
1 74.8 1.17
2 74.4 1.16
3 69.3 1.08
4 64.1 1.00
5 44.6 0.70
6 43.3 0.68
7 26.0 0.41
It can be seen that blades with a blunt blade tip tended to be ahead in the simulations. The areas
with strong surface curvature increase the flow velocity at this point significantly. According to
Bernoulli, a negative pressure is created here, which moves the blade. This flow deflection at the
blade tip ensured a favorable distribution of the pressure, such that the resulting force vector almost
never pointed to the central machine axis, but deviated from it as far as possible (in the circumferential
direction) and thus generated a large torque (see Figure 15). The considerations regarding the profile
curvature lad to a profile that had a pronounced rounding at the blade tip. Since only one side of the
blade tip is involved in torque generation, point-symmetric blade profiles were considered.
Figure 15. Force distribution on the standard blade (No. 4) (left) compared to the best variant
(No. 1) (right).
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4.5. Influence of the Blade Width
In addition to the profile shape, the absolute width also provides an important parameter. Based
on a fixed outer diameter of the machine, there is a maximum allowable blade width where no
overlapping occurs. A narrower blade can move further outwards—creating a larger available lever
arm. To validate this idea and preserve similitude in flow behavior, the blade profiles were scaled by a
simple factor (see Figure 16).
Figure 16. Blade width factors 1 (left), 0.85 (middle) and 0.7 (right).
However, as shown in Figure 17, the narrower blades did not reach the performance level of the
unscaled blades. Obviously, the effective surface area ess significantly involved in the generation of the
total torque. For low tip speed ratios (λ < 1), it is generally assumed that the necessary machine surface
area to capture all the flow energy is > 100% of the given flow area [3]. Consequently, the widest
possible blade shape was ahead.
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Figure 17. Characteristic curves for different blade widths.
5. Metamodel Based Optimization of The Blade Shape
The preliminary investigations showed that a point symmetrical blade shape could lead to higher
performances. However, as the optimal parameter configuration was not known for the time being,
an automatic optimization process was developed (see Figure 18). The reference profile was still the
one used in the validation calculation (see Section 3). The basis for this optimization process was a
Multilayer Perceptron (MLP) [10], which is part of the family of deep learning methods. A classic,
fully connected feed forward neural network with several layers between input and output was created
(see Figure 19). Feed forward here means that the flow of information takes place in one direction only.
The net was trained with the usual backpropagation algorithm [11]. As MLPs are increasingly used in
the fields of classification, image recognition and approximation, various programming interfaces
(APIs) exist that can speed up the training process using a GPU. In this case, TensorFlow [12] was used,
controlled by Python scripts.
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Figure 18. Optimization process.
Figure 19. Possible network topology of an MLP [10].
5.1. Geometry Creation
The structure of the geometry works in much the same way as described in Section 4.1, with the
difference that the lower spline is mirrored, creating a point symmetrical blade shape (see Figure 20).
To ensure that all possible blade shapes were feasible (no self-intersection), the parameter ranges were
manually adjusted and normalized between 0 and 1. There were still seven free parameters preserved.
For this investigation, the scale of the smaller prototype based on Section 3 was used again, as it
provided the opportunity to manufacture the optimal blade by 3D printing and to experimentally
validate it in the laboratory channel.
The network was trained with the data of the flow simulation. For this purpose, 90 different blade
configurations were generated and calculated. The resulting metamodel could make predictions in the
parameter space known to it. These predictions were used to find the desired maximum within the
parameter space, leading to the maximum power, by means of a suitable optimization algorithm.
68
Energies 2019, 12, 1777
P0
P1
P2
P3 P4
Figure 20. Point symmetrical blade.
Sampling used Latin Hypercube Sampling (LHS) because, unlike Monte Carlo sampling, it has
no local clusters (Sampling Artifacts) and generally results in better quality results [13]. The samples
were evenly distributed in parameter space (Uniform-LHS). Finally, all created designs were numbered
consecutively and saved as point coordinates. ANSYS could then script-import all designs serially and
convert them into 3D geometry.
5.2. Meshing and Solver
The next steps were the same as in the previous calculations and the simplified quasi-2D setup
for the free flow remained unchanged. The operating point to be calculated was still at a phase angle
of 10◦ and tip speed ratio λ = 0.9. After completion of all calculations, the results were split into a
training and validation set (80% training, 20% validation), as it must be checked whether the model
was sufficiently generalizing and not just memorizing the input data (by over-fitting the model).
5.3. Multilayer Perceptron with Tensorflow
The topology of the neural network was adjusted manually. The best results were provided
by a network with three hidden layers, which used rectified linear units (ReLU [14]) as an activation
function, each layer having 256 nodes. The default optimization algorithm was Stochastic gradient
descent (SGD [11]). As cost function L to be minimized, in contrast to the frequently used quadratic
deviation L(a) = a2, the “Huber loss” function has proven to be particularly effective [15]. Here, a is
the difference between prediction and the actual result.
Lδ =
{ 1
2 a
2 , |a| < δ
δ
(
|a| − 12δ
)
, |a| ≥ δ (20)
where δ was set to 0.3 in this case. δ defines the transition at which the piecewise defined cost
function changes from the square error to the absolute error. The adjusted loss function reacted less
strongly to outliers in the data and led to a better approximation in the validation set. After about
25,000 iterations, there was no further improvement in the loss function of the training or validation
set and the calculation was aborted. To measure the quality of the metamodel, a similar method as
proposed by OptiSlang [16] was used. Instead of cross-validating and recalculating the metamodel at
each input value, however, the formula was applied to the validation set only. The OptiSlang-defined
Coefficient of Prognosis (CoP) helped to interpret the values of the cost function.
CoP = 1− SS
pred
E
SST
(21)
where SSpredE is the sum of the squares from the error of the prediction, which is divided by the total
least squares of the actual solutions to the mean SST . The result is a percentage that describes the
predictive quality of the model. In this case, the model reached a quality of about 75%. This method is
generally applicable to all regression methods and makes it easy to compare different metamodels.
In contrast to the coefficient of determination r2, not all interpolation points that contributed to
the construction of the metamodel were taken into account, so that the validity of the prediction
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quality was much more reliable. Figure 21 shows an example of the resulting response surface of the
metamodel for parameter p2 and p5, while all other parameters were set to 0.5. The area showed a
recognizable optimum for this pairwise parameter combination. To find the actual optimum for all
seven parameters simultaneously, a suitable optimization algorithm must be used.
Figure 21. Representation of parameters p2 and p5 with response surface.
5.4. Particle Swarm Optimization
Since the MLP is a “black box”, it is not easy to know after training where the maximum can be
found in the parameter space. Therefore, a simple Particle Swarm Algorithm(PSA) was programmed to
do the search. The algorithm is based on the flock behavior of animals in nature and has three main
parameters [17]. In addition to the global best position of all particles, each individual knows his own
best position. In addition, there is a factor for inertia. After a random initialization in parameter space,
each particle moves randomly into each of the n-dimensions (n = 7). In each time step, the speed is
manipulated so that each particle moves in the direction of the currently known global or its local
maximum. In addition, the weighting between the two attractions is randomly varied during runtime.
The inertia factor and the random weighting should ensure that the particles can also get out of
local minima. If a particle exceeds the limits of the parameter space, the value of that dimension is
randomly reinitialized.
xik+1 = x
i
k + v
i
k+1 (22)
vik+1 = ωkv
i
k + c1r1
(
pik − xik
)
+ c2r2
(
pgk − xik
)
(23)
xik = particle position
vik = particle velocity
pik = best individual position
pgk = best swarm position
ωk = factor of intertia
c1, c2 = weighting
r1, r2 = random behavioral change
After fine-tuning the c1, c2 and ωk parameters, a good convergence is achieved after 400 iterations
with 100 starting particles. A scatter plot of the individual particle solutions is shown for each iteration
in Figure 22.
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Figure 22. Solutions of individual particles per time step.
Once an ideal solution was found, the coordinates are passed to ANSYS and the performance was
validated. The process was repeated iteratively and the new values were added to the old training set.
After 10–15 iterations, there was no further improvement in the design and the final blade was found.
In the simulated 2D free flow, the machine experienced a massive increase of performance of roughly
50% (see Table 4). Because it was not possible in this study to validate the simulation results of the free
flow, the optimized airfoils were simulated again as in Section 3 inside the laboratory channel. The
channel flow resulted in a simulative performance increase of 32.9%, as shown in Table 5. Thanks to
the aerodynamically optimized airfoil shape, the turbine could draw additional power from the much
better used lift forces.
Table 4. Airfoils in comparison from the 2D simulation: Original (1); best sampling (2); and final
optimization (3).
No. Profile max Power [W] Relative to Reference
1 8.13 1.00
2 12.01 1.48
3 12.25 1.51
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Table 5. Airfoils in comparison in the simulated laboratory channel with free water surface: Original (1);
and final optimization (2).
No. Profile max Power [W] Relative to Reference
1 10.22 1.00
2 13.59 1.33
For validation of the simulation results, the original blades on the prototype (see Section 3) were
replaced by additively manufactured, optimized blades (see Figure 23). The predicted maximum
power increase was also observed experimentally in the confined flow of the channel. A maximum
performance improvement of 36.5% for the five bladed prototype was achieved (see Figure 24). While
the absolute performance values in the simulation were once again overestimated, the relative increase
in performance fit very well with the predictions.
Figure 23. 3D printed blades installed on the prototype.
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Figure 24. Characteristic curve determined experimentally in the channel at the optimum phase angle
of 10◦.
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6. Design of the Four Bladed Prototype
Based on the new design rules and determined blade profiles, the optimization process of the final
prototype was started. The requirements were a turbine with outer diameter of 1.2m with a vertical
length of at least 1.5m. Based on the previous findings, the turbines blade number was set to four,
while each blade had the maximum possible width. The blades were completely submerged, and, at
the optimum operating point, they moved approximately with the flow rate of the water at λ = 0.9.
The whole optimization process proceeded again as described in Section 5. Only minor changes were
made to cope with the changed machine dimensions.
6.1. Sampling
Since the optimization of the blade shape had previously only been done for a small five-blade
machine, it was required to repeat the same steps for the large four-blade variant. The default profile
for the new optimization was the previously determined best variant, because it could be assumed
that the new optimum was close to the old one in parameter space. The individual parameter ranges
were normalized again between 0 and 1 and the actual values were adjusted so that only functioning
blade designs were created (for example, no overlapping of the splines; see Figure 25). When sampling
the new parameter variations, the old, upscaled design was placed exactly in the middle of the
new parameter space so that the average value (0.5) for all free variables resulted in the original
design. In total, 102 unique blade designs were generated using the known uniform Latin Hypercube
Sampling (uLHS).
Figure 25. Visualization of the first eight samples.
6.2. Meshing and Solver
The quasi-2D model now consisted of approximately 500,000 unstructured tetrahedral elements
(see Figure 26). To approximate the actual environmental conditions at the site of future measurements
and experiments, the flow velocity v∞ at the inlet was increased to 1.4m s−1. The total torque was
determined for a virtual blade length of 1.5m.
Figure 26. Global domain (left), mesh refinement on the interfaces (middle) and inflation layer on a
blade tip (right).
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6.3. Results of the Optimization
After calculating all 102 samples, the averaged torque of each was passed to the MLP. The topology
remained unchanged. Finally, when the evaluation of the loss function showed no further improvement,
the training of the neural network was stopped. The quality of the metamodel was again described
by the CoP value (see Section 5.3) and was now 79.1%. Next, the Particle Swarm Algorithm generated
different suggestions for new parameter configurations that were validated in CFX (Figure 27).
Figure 28 shows the initialization and movement of particles in parameter space in two dimensions.
Since the search in the background actually worked in seven dimensions, the particles were apparently
able to leave the response surface and find an optimum near 1800W. In contrast to the algorithm
described in Section 5.4, the particles were not randomly reinitialized when the permissible range
was exceeded, but they bounced in the opposite direction at twice the speed. However, this change
had mainly advantages in the visualization and did not add any significant advantage in the speed of
convergence. The last result of each search was computed in CFX, added to the set of training data,
and the neural network was trained again on several hundred iterations. After the last five variations
were very close to each other, the optimization process was stopped (see Figure 28).
0 20 40 60 80 100 120
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Figure 27. Scatter plot of the power achieved for all samples and the designs generated by the PSA.
Figure 28. PSA finds a maximum on the response surface visualized in two dimensions.
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The final blade design achieved a performance of 1772.5W, which was 6.8% more efficient than
the optimum of the design actually developed for the five-blade prototype (1659.7W). Notable was
the increased curvature of the profile top, as shown in Figure 29. Highly curved profiles are used in
aircraft designs for slow-moving aircraft, which require a high lift coefficient. The increased lift could
probably also be converted into additional energy in the turbine. The large leading edge radius on
the front also provided an improved flow separation behavior [18], thus the blade had more time to
generate lift during its continuous turning.
Figure 29. Final blade design compared to the old optimum (dashed).
Figure 30 shows that only the front of the turbine that is facing the flow was involved in the
actual power generation. On the back side of the machine, the blade pitch in combination with the
passage through the detached flow led to a significantly negative torque contribution. This undesired
effect is a fundamental issue. A low tip speed ratio in vertical axis machines led to a large blade width
that blocked the flow through the machine itself and created larger areas of detached flow. The effect
worsened for the Kirsten–Boeing turbine design when the angle of attack was tweaked by the ϕphase
parameter. Because of the global nature of that specific mechanism, all blades were turned either clock-
or anticlockwise at once, which resulted in an increased angle of attack on one side of the machine,
while the angle on the other side decreased. The negative angle of attack yielded a negative torque
contribution. However, since less energy was converted on the leeward side due to the large area of
detached flow, there was nevertheless a net advantage for the adjustment of the blade angle.
Figure 30. Qualitative torque distribution around the circumference. The optimized blade profile leads
to an increased torque generation windward while keeping the losses leeward roughly the same.
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7. Conclusions
To solve a variety of optimization problems related to the Kirsten–Boeing turbine, comprehensive
3D flow simulations were made in ANSYS CFX. The tests included a general study of all parameters
of the turbine, such as the number of blades, blade width and the optimization of the blade profiles
themselves. It was found that the number of blades only plays a subordinate role in terms of
performance. However, due to the low tip speed ratio, the blade width should be designed as
large as possible. Through this realization, the structure of the turbine has changed fundamentally,
since now four instead of five blades can be used. In addition to a slightly higher power output, this
design also results in significantly reduced material consumption since fewer blades also mean fewer
gears and bearings in the gearbox.
After calculating some intuitively hand-made blade designs, it was found that blade tip curvature
has a significant impact on the more efficient use of lift forces. As part of these considerations, a point
symmetric blade design was set up parametrically to serve as a blueprint for a large number of
similar blades. The possibility to freely modify the blade shape allowed identifying and optimizing
relevant parameters by means of statistical experimental design. From several hundred randomly
generated blade designs calculated in CFX, neural networkswere used to generate ametamodel. Within
the higher-dimensional response surface given by the model, it was possible to find an optimum
with a simple Particle Swarm Algorithm, which is superior to all previous blade designs. Overall,
a substantial and validated performance increase of nearly 36% was achieved in the laboratory
channel. The optimization process shown here can also easily be applied to similar problems, be it the
optimization of individual profiles or entire machines.
The machine efficiency could not be validated in free flow conditions. However, the performed
3D simulations and the experiments in the laboratory channel hinted at an efficiency of 25–30%
(see Section 4.3). This means that the Kirsten–Boeing turbine is positioned between the two other
vertical axis turbines, Savonius (cp,max = 0.15) and Darrieus (cp,max = 0.4 [19]), in terms of efficiency.
In terms of complexity, it is above the alternatives, which in addition to the high production costs also
means difficulties in scaling to large diameters. When the overall machine diameter is increased,
the blade weight increases significantly faster than with a comparable Darrieus turbine. It has
been shown nevertheless that CFD is a suitable tool for simulating and optimizing even complex
turbomachines where transient effects are decisive. However, due to the fundamentally limited
efficiency of the design itself, the economical use of a Kirsten–Boeing turbine remains unlikely.
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Appendix A
1
2
3
4
5
6
7
8
Figure A1. Presentation of the measuring equipment with placeholder blades: (1) duct wall;
(2) generator with pinion; (3) turbine with connected main gear; (4) free-floating rod connected
to the generator; (5) ultrasonic sensor for the water level; (6) scale with weight; (7) rigid rope which
is guided over a pulley; and (8) linear motor for the phase adjustment. It should be noted that the
generator only serves as a brake to make the mechanical power output calculable.
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Abstract: The semi-submersible floating offshore wind turbine has been studied in detail due to its
good stability. However, the occurrence of typhoons are very frequent in China’s offshore area, putting
forward a higher requirement for the stability of the floating wind turbine system. By changing the
connection mode of the mooring line as well as the structural form of the platform based on the
original OC4 model, two groups of models were examined by an in-house developed code named
as the Analysis Tool of Floating Wind Turbine (AFWT). The influence of the arrangement of the
mooring lines and the inclination angle of the upper columns on the motion response were clarified.
It was found that the surge motion of the platform would be obviously decreased by decreasing the
length of the upper segments of the mooring lines, while the heave motion of the platform would
be significantly decreased as increasing the inclined angle of the columns. Therefore, a new model
integrating the optimized multi-segmented mooring lines and the optimized inclined columns was
proposed. The examinations showed that compared with the response motions of the original OC4
semi-submersible model, the proposed model could reduce both the surge and heave motions of the
platform effectively.
Keywords: FOWT; multi-segmented mooring line; inclined columns; semi-submersible; AFWT
1. Introduction
Wind energy continues to receive more and more attention due to its renewable and non-polluting
advantages. From the beginning of the 21st-Century, wind power has been continuously developed
around the world, making crucial contributions to dealing with global warming [1–3]. The on-shore
wind energy has developed rapidly in the recent decades. However, on-shore wind power accounts
for a large amount of land resources, and in some countries, such as China, the on-shore wind energy
is always far away from the cities with high demand for electricity. Furthermore, studies about wind
turbine noise (WTN) found that WTN has the indirect health effects, such as sleep disturbance and
annoyance [4–8], which can be overcome by offshore wind turbines to some extent. In addition,
considering the advantages that the offshore wind energy is close to the developed cities and the
offshore wind speed is relatively high in Chinese seas, developing offshore wind energy has become
an inevitable trend. Moreover, with the increase of water depth in the construction area of offshore
wind farms, in order to ensure the operation of the wind turbine and reduce the construction cost, the
foundation of the offshore wind turbine develops from the traditional fixed type to the floating type.
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Several offshore wind turbine concepts have been studied to explore the feasibility using offshore
wind energy. In shallow to medium water depths below 60 m, conventional bottom support monopiles,
tripods, and jacket structures can be utilized. However, in deeper waters, floating platforms may
be more feasible and economical as support structures [9]. Additionally, there are several widely
used floating platforms, including spar type [10–20], tension leg platform (TLP) type [21–23], and
semi-submersible type [24–28]. Among these platforms, the semi-submersible foundation tends to rely
mainly on the balance of its own gravity and buoyancy to maintain vertical stability and the mooring
system to ensure the stability of the system in the other directions. Therefore, the semi-submersible
wind turbines have become a popular floating platform type [29].
Many studies have aimed at reducing the motions of the semi-submersible platform. It has
not only been studied numerically [30–33], but also through experiments [34–37]. For instance,
Zambrano et al. [38] proposed a MiniFloat concept for a semi-submersible platform, capable of
supporting three wind turbines. Meanwhile, a coupled motion model, including the floating body
and the anchor chain, was established. However, the cost was found to be too high to be adopted in
the actual application. Shimada et al. [39] put forward a semi-submersible structure with three wind
turbines. They carried out a 1:150 model test and the experimental results indicated that the dynamic
response of the platform could be reduced effectively. However, the whole system was extremely
large, increasing the difficulties for construction. Robertson et al. [40] proposed the well-known OC4
semi-submersible floating system which was extensively examined [41–43]. This concept has several
advantages. Firstly, its static and dynamic stability provides sufficiently lowpitch performance enabling
the use of commercial offshore wind turbines; second, its design and fabrication methodology allow for
onshore assembly of the complete system including the wind turbine. Then, several floating platform
concepts similar to the OC4 semi-submersible floating system were proposed, such as WindFloat by
Roddier et al. [44], Tri-Floater by Huijs et al. [45], and the fish-farming cage type by Zheng et al. [46].
In the design phase, numerical simulation is an important way examining the system behavior.
Jonkman et al. [47] developed a numerical code to calculate the dynamic performances of the
floating platforms based on both the potential flow theory and the Morison equations, by which
Ormberg et al. [48] examined several floating wind turbine concepts. Then, Karimirad et al. [49]
further developed a code and carried out a comprehensive numerical study for the spar floating
wind turbines with catenary and tension mooring systems, considering the effects of aerodynamic
and hydrodynamic damping under extreme environmental conditions. The National Renewable
Energy Laboratory (NREL) developed a code named as FAST (Fatigue, Aerodynamics, Structures,
and Turbulence), which was adopted in many researches [50,51]. At the same time, Borg et al. [26]
developed a code especially for floating vertical axis wind turbines (VAWTs) and used it for calculating
a series of complex simulation load cases.
However, the occurrence of typhoons is very frequent in the China offshore area, putting forward
a higher requirement for the stability of the floating wind turbine system. Therefore, based on the
original OC4 semi-submersible model, a new semi-submersible floating wind turbine platform is
proposed to improve the stability of the system in the present study. The mooring system adopts
multi-segmented mooring lines, while the platform model consists of three vertically inclined columns.
The motion responses of the platform under different load conditions are calculated by AFWT. The basic
calculation theories are introduced in Section 2. Section 3 introduces the main parameters of each
part of the original model firstly, and then it will demonstrate the specific parameters of the modified
models. In Section 4, AFWT will be validated by comparing with the experiments. After that, the
platform motion responses of each model under regular wave and irregular wave conditions will be
studied and compared with the original OC4 model.
2. Numerical Calculation Theory
Compared to traditional onshore wind turbines, the floating wind turbines are subject to more
complex environmental loads, including aerodynamic loads on the turbine rotor, hydrodynamic loads,
80
Energies 2019, 12, 1809
and mooring forces on the floating platform. The aerodynamic force is transmitted to the floating
platform through the tower, and the mooring system provides restoring force to the platform, which
affects the movement of the platform. The calculation theory of the aerodynamics, mooring system,
and platform will be briefly introduced below.
2.1. Dynamic Coupling Process
AFWT employed in this paper consists of the models of aerodynamics, hydrodynamics, and
structural dynamics. Additionally, the inflow wind, waves, and currents are considered in this paper
as the external conditions, where the blade element moment (BEM) theory is used to calculate the
aerodynamic loads on the blade, and the hydrodynamic loads are calculated by the potential theory.
Figure 1 shows the main modules and their coupling relationship in AFWT. In AFWT, the wind turbine
tower and platform are considered as a rigid body, which is calculated by multi-body dynamics method.
In the calculation process, the low-frequency response of six degrees of freedom (DOF) is analyzed,
and the second-order effects of the platform as well as the wind turbine are ignored. The mooring
system uses quasi-static multi-segment catenary theory to calculate the line shape and the forces on
the mooring lines.
 
Figure 1. Sketch of the models in AFWT.
2.2. BEM Theory
The blades and towers of the wind turbine are subject to aerodynamic loads, and the BEM theory
is used to calculate the aerodynamic loads of the blades. During the calculation process, the upper
structure of the wind turbine has been modelled as a rigid body, and the calculated aerodynamic loads
are transmitted to the whole structure, which can be calculated by BEM [52,53]. The normal force and
the torque on the control volume of the thickness dr are expressed as follows:
dT =
1
2
ρBCnV21(1− a)2c
dr
sin2ϕ
(1)
dM =
1
2
ρBCtV1(1− a)ωr(1+ a′)c rdrsinϕcosϕ (2)
where ρ represents the air density, B is the number of the blades, V1 is the wind speed, c is the blade
chord length, ϕ represents the relation flow angle, equaling to the blades pitch angle adding the angle of
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attack, and Cn and Ct are the coefficients for the normal force and thrust force, which can be calculated
by the lift coefficient Cl and drag coefficient Cd, respectively:
Cn = Clcosϕ+ Cdsinϕ (3)
Cn = Clcosϕ+ Cdsinϕ (4)
a and a′ are the axial and tangential induction factor, respectively. They can be calculated using
the expression below:
a =
1
4sin2ϕ
σCn + 1
, a′ = 1
4sinϕcosϕ
σCt − 1
(5)
where σ is the fraction of the annular area in a control volume.
2.3. Mooring System Theory
Quasi-static theory [49] is applied to calculate the line shape as well as the tension of the mooring
lines. The analytical equation for a single mooring line between two fixed points is expressed in
Equations (6) and (7) and the key parameters are shown in Figure 2.
[
] L,w,EA
$QFKRU
)DLUOHDG
HF
VF
xF
zF
LB
Figure 2. Local coordinate system of the mooring lines.
When a portion of the line lays on the seabed [54,55]:
xF(HF,VF) = LB +
HF
w
ln
⎡⎢⎢⎢⎢⎢⎢⎢⎣VFHF +
√
1+
(
VF
HF
)2⎤⎥⎥⎥⎥⎥⎥⎥⎦+ HFLEA + CBw2EA
[
−L2B +
(
LB − HFCBw
)
MAX
(
LB − HFCBw , 0
)]
(6)
zF(HF,VF) =
HF
w
⎡⎢⎢⎢⎢⎢⎢⎣
√
1+
(VF
HF
)2
−
√
1+
(VF −wL
HF
)2⎤⎥⎥⎥⎥⎥⎥⎦+ 1EA
(
VFL− wL
2
2
)
(7)
where xF and zF are, respectively, the horizontal and vertical coordinates of the fairlead position relative
to the anchor. HF and VF are, respectively, the horizontal and vertical components of the effective
tension in the mooring line at the fairlead, w represents the mass of the mooring line per unit length, L
is the total unstretched mooring line length, and EA represents the sectional stiffness of the mooring
line, CB is the coefficient of static friction between the seabed and the mooring line, LB = L− VFw is the
length of catenary relaxation on the seabed. Equations (6) and (7) are solved iteratively in the local
coordinate system using methods such as the Newton–Raphson method.
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Subsequently, the line shape and tension of the catenary can be calculated using Equations (8)–(11),
when a portion of cable is relaxing on the seabed:
x(s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
s for 0 ≤ s ≤
(
LB − HFCBw
)
s+
CBw
2EA
[
s2 − 2s
(
LB − HFCBw
)
+
(
LB − HFCBw
)
λ
]
for
(
LB − HFCBw
)
< s ≤ LB
LB +
HF
w
ln
⎡⎢⎢⎢⎢⎢⎢⎣w(s− LB)HF +
√
1+
(
w(s− LB)
HF
)2⎤⎥⎥⎥⎥⎥⎥⎦+ HFsEA + CBw2EA
[
λ
(
LB − HFCBw
)
− L2B
]
for LB < s ≤ L
(8)
z(s) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 for 0 ≤ s ≤ LB
HF
w
⎡⎢⎢⎢⎢⎢⎢⎣
√
1+
(
w(s− LB)
HF
)2
− 1
⎤⎥⎥⎥⎥⎥⎥⎦+ w(s− LB)22EA for LB < s ≤ L (9)
Te(s) =
⎧⎪⎪⎨⎪⎪⎩ MAX[HF + CBw(s− LB), 0] for 0 ≤ s ≤ LB√H2F + [w((s− LB))]2 for LB < s ≤ L (10)
λ =
⎧⎪⎪⎨⎪⎪⎩ LB − HFCBw if
(
LB − HFCBw
)
> 0
0 otherwise
(11)
where s is the length from the catenary point to the anchor, x and z are the lengths in the horizontal and
vertical directions, respectively, and Te is the line tension. Similarly, HA and VA are the horizontal and
vertical components of the effective tension in the mooring line at the anchor, respectively. They can be
calculated as HA =MAX [HF + CBwLB, 0] and VA = 0.
The mooring system of the modified models is specially connected by multi-segment catenaries.
Thus, to obtain the analytical solution of the multi-segment catenary equations, the coordinate
transformation is carried out. Additionally, the analytical model is converted from the local xz
coordinate system to the global XYZ coordinate system. In addition, the unknowns for each line are
solved in the local xz frame, and the static equilibrium is ascertained by solving for line properties,
resulting in zero sum forces on the nodes in the XYZ frame.
In the multi-segmented mooring lines in Figure 3, the coordinates of nodes 1, 3, and 4 are
determined. In order to find the coordinates of the connecting node 2 and the force at each point, the
force on the node 2 must satisfy the following force balance equation:
{H1u}X + {H2l}X + {H3l}X = 0 (12)
{H1u}Y + {H2l}Y + {H3l}Y = 0 (13)
V1u +V2l +V3l = Fext (14)
where Hiu, Viu, Hil, and Vil are the magnitudes of horizontal (“H”) and vertical (“V”) forces at the
upper node (“u”) and lower node “l” of line i, respectively. Fext is the external force at the connection
node 2, such as the buoyancy module or the node weight. In this particular application, Fext = 0. Then
we can determine the line shapes and tensions of each catenary according to Equations (8)–(11). More
detailed introduction can be found in the study by Masciola et al. [55].
The force of the sub-mooring line is calculated by the above-mentioned single-line catenary theory
under local coordinate system. The numerical value of force in the global coordinate system can be
obtained by the coordinate conversion matrix.
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Figure 3. Connection form of the multi-segment mooring lines.
2.4. Hydrodynamic Theory
The research by Jonkman [47,56] suggested two theories for calculating the hydrodynamic loads.
One is the Morison’s equation and the other is the potential flow theory. Morison’s equation is
applicable for calculating the hydrodynamic loads on slender cylindrical structures when the effects of
diffraction and radiation damping are negligible. In order to model the interaction between the waves
and the structures in a more accurate way, the potential flow theory was adopted, which is capable
of considering the forces induced by both the diffraction and the radiation. Therefore, in the present
study the potential flow theory is applied. By defining a potential function φ(x, y), the governing
equation for φ is:
∇2φ = 0 (15)
where ∂φ/∂x = u, ∂φ/∂y = v, and ∂φ/∂z = w. u, v, and w are the velocity components of the flow
fields in the Cartesian coordinates. After determining the boundary conditions at the free surface,
the surface of the structures, and the sea bed, the potential function can be solved and the velocity
distribution can be obtained.
2.5. Platform Motion Equation
To study the dynamic responses of a FOWT in the time domain, the platform was considered as a
rigid body, with its motion from the equation given as [57]:
(M+A)
..
X(t) + C
.
X(t) + KX(t) = Fwaves(t) + Fwind(t) + Fmooring(t) + Fvis(t) (16)
where X(t) is the generalized displacement of the platform in the time domain;
.
X(t) and
..
X(t) represent
the generalized velocity and acceleration, respectively; M is the mass matrix; A and C are the added
mass matrix and damping coefficient matrix, respectively, which are caused by the wave radiation; K
represents the hydrostatic restoring force matrix. Fwaves(t) is the incident-wave induced force; Fwind(t)
is the wind loads acting on the blades and tower, Fmooring(t) represents the mooring tension, and Fvis(t)
is the drag force caused by fluid viscosity.
The wave induced force, Fwaves, is calculated by:
Fwaves =
∫ +∞
−∞
1
2π
W(ω)
√
2πB(ω)Xj(ω, β)e−iωtdω (17)
where ω is the frequency of the incident wave; W(ω) is Fourier transform of a white noise time
series with unit variance, B(ω) is the wave spectrum (P-M spectrum in this paper), Xj(ω, β) is the
wave-induced force, and β is the incident wave direction angle.
84
Energies 2019, 12, 1809
The flow separation behind the structures will induce the viscous drag force, Fvisi , which is
calculated by:
Fvisi =
∫ h
0
1
2
ρCdwD(vw,i − vs,i)
∣∣∣vw,i − vs,i∣∣∣dz (18)
where Cdw is the drag coefficient of water, vw,i is the velocity of water and vs,i is the velocity of structure,
and h is the height of the structure.
The added mass matrix, Aij, and damping coefficient matrix, Cij, is calculated as:
Aij = ρwRe
{
∂φi
∂n
φ jdS
}
(19)
Cij = ρwlm
{
∂φi
∂n
φ jdS
}
(20)
where φ is the potential function, S is the mean body wetted surface, and ρw is the seawater density.
The hydrostatic restoring force matrix Kij, affected by the wetted surface and the hydrostatic
pressure, is defined as:
K33 = ρwg

n3dS (21)
K34 = ρwg

n3ybdS (22)
K35 = −ρwg

n3xbdS (23)
K44 = ρwg

n3y2bdS+ ρwg∀zb −mgzg (24)
K45 = −ρwg

n3xbybdS (25)
K46 = −ρwg∀xb +mgxg (26)
K55 = ρwg

n3x2bdS+ ρwg∀zb −mgzg (27)
K56 = −ρwg∀yb +mgyg (28)
where all other values of Kij = 0, g is the gravity acceleration equaling to 9.8 m s−2. ∀ is the average of
the submerged volume, defined as:
∀ = −

n1xdS = −

n2ydS = −

n3zdS (29)
and xg, yg, and zg are the coordinates of the center of gravity of the structure, and xb, yb, and zb are the
coordinates of the center of buoyancy of the structure.
3. Models of the Semi-Submersible FOWT
The configuration of the original OC4 semi-submersible model along with the modified models
will be introduced, and the load cases will be also summarized in this section.
3.1. Wind Turbine
The NREL offshore 5 MW baseline wind turbine [58] is a conventional three-blade upwind turbine,
which is mounted on the top of semi-submersible floating platform. The tower base is located at 10 m
high from the still water level (SWL). Table 1 summarizes the key properties for the wind speed and
the mass distribution of the wind turbine.
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Table 1. Selected properties of the NREL 5MW baseline wind turbine.
Turbine Properties Value
Rotor configuration Upwind, 3 Blades
Rotor diameter 126 m
Hub height above SWL 90 m
Cut-in wind speed 3 m/s
Rated wind speed 11.4 m/s
Cut-out wind speed 25 m/s
Rotor mass 110,000 kg
Nacelle mass 240,000 kg
Tower mass 347,460 kg
3.2. Floating Platform of Original OC4
The semi-submersible floating platform in OC4 consists of three main offset columns along with a
central column used to support the wind turbine, and a series of diagonally intersecting and horizontal
bracing components. The base columns are connected to the bottom of the upper columns to prevent
the platform from generating excessive heave motions. The center column of the platform has a
diameter of 6.5 m and a length of 30 m. The upper columns of the three main offset columns have
a diameter of 12 m and a length of 26 m. Similarly, the base columns have a diameter of 24 m and
a length of 6 m, which are connected by 1.6 m diameter cross-bracings [59–61]. Table 2 summarizes
the main configurations of the platform. Meanwhile, Figure 4 illustrates the structure of the original
OC4 model.
Figure 4. Sketch of the original OC4 model.
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Table 2. Platform properties in OC4.
Items Value
Depth to platform base below SWL (total draft) 20.0 m
Elevation to platform top (tower base) above SWL 10.0 m
Platform mass, including ballast 13,473,000 kg
Displaced volume 13,986.8 m3
Center of mass (CM) location below SWL 14.4 m
Platform roll inertia about CM 8.011 × 109 kg m2
Platform pitch inertia about CM 8.011 × 109 kg m2
Platform yaw inertia about platform centerline 1.391 × 1010 kg m2
3.3. Mooring System of Original OC4
The platform is moored by three mooring lines which are 120 degrees apart from each other.
In the mooring system, the fairleads of the mooring lines are situated at the top of the base columns,
14.0 m deep below the SWL, and 40.87 m from the centerline of the platform. Table 3 shows the main
characteristics of the mooring line.
Table 3. Key properties of mooring lines in OC4.
Mooring System Properties Value
Depth to anchors below SWL (water depth) 200 m
Depth to fairleads below SWL 14 m
Radius to anchors from platform centerline 837.6 m
Radius to fairleads from platform centerline 40.87 m
Unstretched mooring line length 835.5 m
Mooring line diameter 0.0766 m
Equivalent mooring line mass density 113.35 kg/m
Equivalent mooring line mass in water 108.63 kg/m
Equivalent mooring line extensional stiffness 753.6 × 106 N
Seabed drag coefficient 1.0
3.4. Modifications of the Original OC4 Model
Two groups of modified models based on the original OC4 model will be examined. The first
group applies multi-segmented mooring lines and the second group applies inclined columns. Figure 3
shows the mooring system adopted in the first group. Here, the mooring line is divided into three
segments. Lines 2 and 3 are the upper lines from the connection node to the fairlead node, while line 1
is the lower line from the anchor to the connection node. Models 2, 3, and 4, as listed in Table 4, are
generated by changing the length of the upper mooring line L1. Furthermore, to ensure that the total
weight of the mooring lines is a constant, the density of the upper line is changed to be 55.05 kg/m.
The second group (Model 5 and Model 6), as listed in Table 4, is generated by changing the vertical
upper columns in OC4 to be inclined upper columns. The tilt angles, θ, of the upper columns of
Model 5 and Model 6 are 15◦ and 30◦, respectively. The tilt angle is applied with respect to the base
columns, and is positive for clockwise rotation with respect to the main column. Finally, Model 7, as
an integration of Model 4 and Model 6, is proposed. Table 4 summarizes the sketch of the models and
the key geometrical parameters of each model. It should be pointed out that Model 5 and Model 6 only
change the tilt angle of the upper columns. The length, as well as the diameter, of the upper columns is
unchanged. The length of the upper braces becomes longer but the weight of the upper braces is set to
be a constant.
87
Energies 2019, 12, 1809
Table 4. Models examined in the present study.
Name Sketch of the Models L1 (m) θ (◦)
Model 1
(original OC4
model)
0 0
Model 2 90 0
Model 3 70 0
Model 4 50 0
Model 5 0 15
Model 6 0 30
Model 7 50 30
Mooring line pretensions for the different models are listed in Table 5. It can be seen from Table 5
that the pretension of Line 1 in the original Model 1 is 1.11 × 106 N. From Models 1–4, the pretension of
Line 1 is gradually increased. The pretensions of Lines 2 and 3 are found to be very sensitive to the
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change of the length of the upper segment lines. The pretensions of Lines 2 and 3 in Model 4 are about
twice as large as those in Model 1. Figure 5 shows the restoring force as a function of the displacement
in each direction to calculate the mooring stiffness, which is listed in Table 6. The increase of the
mooring stiffness in the surge direction from Model 1 to Model 4 is clear; however, there is almost no
change for the stiffness in heave and pitch directions. The natural periods of each model determined
by free decay tests are listed in Table 7, from which we can find that the natural period of the surge
direction is decreased as the model changes from Model 1 to Model 4, due to the increase of the surge
stiffness of the system. On the other hand, for the natural period in the heave direction, a clear increase
can be found as change the model from Model 1 to Model 5 and Model 6, due to the fact that the more
inclined columns increase the waterplane area which, in turn, increases the added mass of the system.
Table 5. Mooring line pretension of the different models.
Line 1 (N) Line 2 (N) Line 3 (N)
Model 1 1.11 × 106 / /
Model 2 1.19 × 106 6.68 × 105 6.68 × 105
Model 3 1.24 × 106 7.94 × 105 7.94 × 105
Model 4 1.32 × 106 1.25 × 106 1.25 × 106
Model 5 1.11 × 106 / /
Model 6 1.11 × 106 / /
Model 7 1.32 × 106 1.25 × 106 1.25 × 106
 

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Figure 5. Restoring forces as a function of the displacement for determining the stiffness of the system
in (a) surge direction; (b) heave direction; and (c) pitch direction.
Table 6. Mooring stiffness of each model.
Surge (N/m) Heave (N/m) Pitch (Nm/deg)
Model 1 73,047 17,534 1.213 × 106
Model 2 73,676 17,681 1.219 × 106
Model 3 77,551 17,776 1.228 × 106
Model 4 87,832 17,912 1.239 × 106
Model 5 73,302 17,641 1.217 × 106
Model 6 72,986 17,682 1.223 × 106
Model 7 89,901 18,025 1.245 × 106
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Table 7. Natural period of each model.
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7
Surge(s) 109.4 108.9 106.2 98.7 109.2 109.4 97.6
Heave(s) 17.4 17.4 17.4 17.4 18.4 19.5 19.4
Pitch(s) 26.0 26.0 26.0 25.9 26.0 26.0 26.1
3.5. Load Cases
To study the performance of the models, the dynamic motions of these 7 models at different wave
conditions are calculated. Table 8 lists the main parameters of load cases, where H is the wave height
and T is the period for regular waves. Additionally, Hs is the significant wave height and Tp is the
peak spectral period for irregular waves. More specifically, wind and waves are in the surge direction.
Linear Airy wave theory is used in the generation of regular waves, and irregular waves are described
by the Pierson Moskowitz spectrum.
Table 8. Load case definitions.
Load Case Wave Condition H or Hs (m) T or Tp (s) Wind Condition
LC1 Regular wave 2.44 6.2 Steady, uniform, Vhub = 8 m/s
LC2 Regular wave 5.32 8.4 Steady, uniform, Vhub = 8 m/s
LC3 Regular wave 7.56 10.6 Steady, uniform, Vhub = 8 m/s
LC4 Irregular wave 3.5 7.2 Steady, uniform, Vhub = 8 m/s
LC5 Irregular wave 5.5 9.4 Steady, uniform, Vhub = 8 m/s
LC6 Irregular wave 7.5 11.6 Steady, uniform, Vhub = 8 m/s
4. Results
In this section, the motion responses of the models under different load conditions are calculated
by AFWT. The rigid body platform consists of six DOFs, including surge, sway, heave, roll, pitch, and
yaw. In general, the surge, heave, and pitch responses of the platform are relatively apparent motions
of the whole system. As such, only the surge, heave, and pitch motions of the platform will be studied.
Firstly, AFWT is validated. After that, the code is used in calculating the motion of the models in
different load conditions.
4.1. Validation of the Code
Before calculating the response of the platform, AFWT is first verified numerically. A free-decay
test is carried out on the floating platform without wind or waves. Although there is no wind and
the water is still, the radiated waves produced by the initial motion of the platform will still generate
hydrodynamic loads on the platform and the mooring system. The details of the settings of the
verification case can be found in the study of Liu et al. [62]. The motions in surge, heave and pitch
directions in the time domain obtained by FAST and those by AFWT are shown in Figure 6, where
satisfactory agreement is achieved. The platform’s surge natural period is 109.4 s, the heave natural
period is 17.4 s, and the pitch natural period is 26.0 s as determined by Fast Fourier Transformation (FFT).
Further verification of the code is compared with the available OC4 FOWT experimental data [63],
as shown in Figure 7. The experimental scale model is carried out under the regular wave conditions
with a wave height of 0.14 m and a wave period of 1.33 s. The code calculation results are in good
agreement with the experimental data.
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Figure 6. Dynamic response of the original Model 1 under the free decay condition calculated by FAST
and AFWT: (a) surge decay; (b) heave decay; and (c) pitch decay.
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
Figure 7. Comparison of the surge and pitch responses between the experiment and AFWT under a
regular wave: (a) surge response; and (b) pitch response.
4.2. Multi-Segmented Mooring Line Models
4.2.1. Regular Waves
Figures 8–10 illustrate the signals of platform motions of the multi-segmented mooring line
models (Model 2~4) under regular waves in time domain. As found in Figure 8, the surge motion of
the models reaches the stable stage at about 400 s for all of the load conditions. In LC1, the peak value
of the surge motion of the Model 1 is estimated to be 9.2 m before the stable stage and about 5.3 m after
the stable stage. While, the peak value of the surge motion of the Model 4 is about 6 m before the stable
stage and about 3 m after the stable stage. Not only for LC1, but also for LC2 and LC3, the reduction of
the surge motion is obvious from Model 1 to Model 4. This demonstrates that the shorter the upper
segment lines are, the greater there will be a reduction to the surge of the platform in the regular waves.
Similar with the surge motion, the heave motion of the platform is also reduced from Model 1 to Model
4, as shown in Figure 9. However, the magnitude of the reduction is small, indicating that changing
the length of the upper segment lines has little effects on the platform heave motion. For the pitch
motions illustrated in Figure 10, there is no obvious changes from Model 1 to Model 4.
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Figure 8. Time domain curves of the surge motion of Models 1~4: (a) LC1; (b) LC2; and (c) LC3.
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Figure 9. Time domain curves of the heave motion of Models 1~4: (a) LC1; (b) LC2; and (c) LC3.
Due to the computational start-up fluctuation, the representative statistics are calculated based
on the 400–600 s signals and the results are listed in Table 9. Most obviously, the mean surge offset
decreases from 6.12 m (Model 1) to 3.86 m (Model 4) in LC2, while the mean heave motions just
decrease from 1.10 m (Model 1) to 0.96 m (Model 4), and the mean pitch of platform even increases from
1.85◦ (Model 1) to 2.05◦ (Model 4). Similarly, the maximum surge motion is also reduced enormously
from Model 1 to Model 4, while the maximum heave and pitch motions are found to show a very small
change. The stationary motion amplitudes of Models 1–4 are listed in Table 10. It can be seen that
the surge amplitude gradually decreases from Model 1 to Model 4. However, the heave and pitch
amplitudes are insensitive to the change of the length of the upper segment lines. Therefore, it can be
concluded that the multi-segmented mooring line models are feasible to increase the stability of the
platform under regular waves, especially for the surge motion. The increase of the stiffness in surge
direction of the mooring system due to the reduction of the length of the upper segment lines should
be the major reason. In addition, the introduction of multi-segmented lines also has a significant effect
on the yaw stiffness of the structure, which can partially explain the reduction of surge motions due to
the reduction of surge-yaw coupling.
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Figure 10. Time domain curves of the pitch motion of Model 1–4: (a) LC1; (b) LC2; and (c) LC3.
Table 9. Statistics of the stationary motion of the multi-segmented mooring line models.
DOF Load
Case
Model 1 Model 2 Model 3 Model 4
Max. Min. Mean Max. Min. Mean Max. Min. Mean Max. Min. Mean
Surge
(m)
LC1 6.03 4.97 5.47 6.04 5.08 5.57 5.28 4.41 4.84 3.76 3.01 3.38
LC2 7.20 5.05 6.12 7.56 5.52 6.51 6.54 4.61 5.58 4.74 3.03 3.86
LC3 6.67 2.63 4.66 6.91 3.09 4.89 6.06 2.35 4.09 4.97 1.44 3.11
Heave
(m)
LC1 1.16 0.93 1.04 1.13 0.91 1.02 1.10 0.88 0.98 1.01 0.79 0.90
LC2 1.41 0.79 1.10 1.39 0.77 1.08 1.35 0.74 1.05 1.27 0.65 0.96
LC3 2.07 0.14 1.10 2.04 0.12 1.08 2.01 0.08 1.05 1.92 0.01 0.96
Pitch
(◦)
LC1 1.87 1.60 1.74 2.01 1.76 1.88 2.02 1.77 1.89 2.03 1.77 1.90
LC2 2.69 1.01 1.85 2.88 1.21 2.04 2.89 1.22 2.05 2.90 1.22 2.05
LC3 3.16 0.40 1.76 3.31 0.51 1.88 3.31 0.52 1.89 3.31 0.53 1.90
Table 10. Amplitudes of the stationary motion of the multi-segmented mooring line models.
DOF Load Case Model 1 Model 2 Model 3 Model 4
Surge (m)
LC1 1.06 0.96 0.87 0.75
LC2 2.15 2.04 1.93 1.71
LC3 4.04 3.82 3.71 3.53
Heave (m)
LC1 0.23 0.22 0.22 0.22
LC2 0.62 0.62 0.61 0.62
LC3 1.93 1.92 1.93 1.91
Pitch (◦)
LC1 0.27 0.25 0.25 0.26
LC2 1.68 1.67 1.67 1.68
LC3 2.76 2.80 2.79 2.78
4.2.2. Irregular Wave
The motion response of the multi-segmented mooring line models is further studied under
irregular wave conditions. Since the time domain curves of the motion responses under irregular
waves are random, it is difficult to present the result clearly using the time domain signals. As such,
the results are discussed in the frequency-domain obtained by transforming the time-domain signal to
the frequency-domain signal through FFT [64]. The total time of the simulations is 1400 s and the time
step is 0.1 s. The motion data in the first 400 s is deleted to remove the transient response, then the
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mean value of the motions in the remaining 1000 s was obtained. Lastly, removing the mean value and
FFT was carried out to obtain the spectra of motions in the frequency domain.
As shown in Figure 11, the first peak of the platform surge motion appears at about 0.01 Hz, close
to the natural frequency of the platform. And it can be seen in Figure 11 that the surge spectral peak
frequency has a slight shift from Model 1 to Model 4, due to the increased surge stiffness. As the wave
frequency decreases, two peaks in surge power spectral density (PSD) occur, with one corresponding to
the structure frequency and the other corresponding to the wave frequency. In addition, it is interesting
that with changing the wave frequency close to the natural frequency of the system, the additional
motions with the frequency close to the wave frequency will be enhanced. Also, in the frequency
range 0~0.03 Hz, the surge PSD curves of Model 4 are found to be the lowest under LCs 4, 5, and 6,
consistent with the result of regular wave in the previous section. However, similar to the findings in
the regular wave examinations, there is no obvious effect on the heave and pitch motions with changes
in the length of the upper segment lines. Furthermore, there is a trend that, as the wave frequency
close to the natural frequency of the system changes, the additional motions with the frequency close
to the wave frequency is also obviously found in both heave and pitch motions (Figures 12 and 13).
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Figure 11. Frequency domain curves of the surge PSD of the multi-segmented mooring line models:
(a) LC4; (b) LC5; and (c) LC6.
Table 11 summarizes the first peaks of the surge, heave, and pitch PSD of the multi-segmented
mooring line models in the frequency domain along with their corresponding frequencies. The peak
frequencies of the platform response are basically the same from Model 1 to Model 4 and exhibit a small
difference from LC4 to LC6. The most obvious reduction of the surge motion is found in LC4, where the
peak value of the surge PSD is reduced from 3.516 m2/Hz (Model 1) to 0.520 m2/Hz (Model 4). For the
other load conditions, the surge PSDs also show apparent reductions. However, the reduction of the
peak heave and surge PSDs are very limited. The motion standard deviations of the multi-segmented
mooring line models under irregular waves are listed in Table 12, where the standard deviation of the
surge motion is found to be decreased as decreasing the length of the upper segment lines and the
effects seem to be more obvious as increasing the wave frequency.
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Figure 12. Frequency domain curves of the heave PSD of the multi-segmented mooring line models:
(a) LC4; (b) LC5; and (c) LC6.
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Figure 13. Frequency domain curves of the pitch PSD of the multi-segmented mooring line models:
(a) LC4; (b) LC5; and (c) LC6.
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Table 11. Surge, heave, and pitch PSDs of the multi-segmented mooring line models in the frequency domain.
DOF Load
Case
Model 1 Model 2 Model 3 Model 4
Frequency
(Hz) Peak
Frequency
(Hz) Peak
Frequency
(Hz) Peak
Frequency
(Hz) Peak
Surge
(m2/Hz)
LC4 0.010 3.516 0.010 2.696 0.011 2.985 0.013 0.520
LC5 0.008 1.325 0.008 2.531 0.010 1.165 0.012 0.223
LC6 0.010 1.872 0.008 2.295 0.010 1.59 0.012 0.329
Heave
(m2/Hz)
LC4 0.058 0.022 0.058 0.022 0.058 0.021 0.058 0.019
LC5 0.058 0.014 0.058 0.014 0.058 0.013 0.058 0.012
LC6 0.085 0.096 0.085 0.095 0.085 0.095 0.085 0.094
Pitch
(deg2/Hz)
LC4 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043
LC5 0.043 0.104 0.043 0.104 0.043 0.104 0.043 0.104
LC6 0.082 0.125 0.082 0.123 0.082 0.122 0.082 0.122
Table 12. Motion standarddeviation of themulti-segmentedmooring linemodels under irregularwaves.
Load Case DOF Model 1 Model 2 Model 3 Model 4
LC4
Surge (m) 1.276 1.258 1.211 0.707
Heave (m) 0.086 0.086 0.086 0.086
Pitch (◦) 0.276 0.273 0.272 0.273
LC5
Surge (m) 1.051 1.191 1.015 0.701
Heave (m) 0.256 0.256 0.256 0.256
Pitch (◦) 0.588 0.590 0.590 0.591
LC6
Surge (m) 1.401 1.529 1.373 1.041
Heave (m) 0.516 0.516 0.516 0.516
Pitch (◦) 0.744 0.753 0.752 0.753
4.3. Inclined Upper Column Models
4.3.1. Regular Waves
The dynamic responses of the inclined upper column models (Models 5 and 6) under regular
waves are shown in Figures 14–16. As illustrated in Figures 14 and 16, the surge and the pitch motion
of the inclined upper column models are not much different from the original Model 1 under LC1,
LC2, and LC3. However, as indicated in Figure 15, the heave motions of the inclined upper column
models are much lower than that of the original Model 1. Model 6, whose upper columns are tilted
30 degrees, shows the largest reduction of the heave motions. The mean heave response of Model 6
is even close to 0 m. This means that the heave motion of the platform will decrease as increasing
the inclined angle of the upper columns. The increases in added mass in the heave direction and the
increase of the waterplane area due to the inclination of the columns should be the reason inducing the
decrease of the heave displacement and the overall stability of the concept.
From the statistic point of view, the mean surge and pitch motions of the inclined upper column
models are found to be almost the same with the original Model 1, as listed in Table 13. At the same
time, the statistics of the surge and pitch motions are also nearly consistent no matter how inclined
the upper columns are. It is notable that increasing the inclined angle of the upper columns is very
effective to decrease not only the mean heave motions but also the maximum ones. From LC1, LC2,
and LC3, it is evident that the maximum of the heave and pitch responses gradually increase. However,
the minimum of the heave and pitch responses gradually decrease. It explains that the larger the wave
height is, the larger the range of motion responses will be. For Model 1, 5, and 6, as increasing the
inclined angle of the upper columns, an obvious reduction of the heave motion amplitudes can only
be found for the wave with a high frequency; see Table 14. Slight decreases of the surge and pitch
amplitudes can be identified for the wave with low frequency.
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Figure 14. Time domain curves of the surge motion of the inclined upper column models: (a) LC1;
(b) LC2; and (c) LC3.
 
D E
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
Figure 15. Time domain curves of the heave motion of the inclined upper column models: (a) LC1;
(b) LC2; and (c) LC3.
4.3.2. Irregular Waves
To illustrate the effect of the inclined upper column models on the platform motion responses
under irregular wave conditions, the models under the irregular waves are further examined, as shown
in Figures 17–19. Comparing Model 1, Model 5, and Model 6, it is apparent that only the platform heave
PSD is significantly reduced. The surge PSD shows slight reduction, while the pitch PSD increases
slightly. This finding is consistent with the results of the regular wave in the previous section. It is also
observable that the heave PSD of Model 6 is the smallest, which indicates that the platform whose
upper columns are tilted 30◦ has the best performance for the heave motion under the irregular wave
among Models 1, 5, and 6. The most obvious reduction in the heave direction is found to be in LC4. It
is evident from Table 15 that the peak heave PSD in Model 6 is about only one tenth that of Model 1. In
addition, there is a clear shift of the peak frequency for the heave motion, which is 0.058 Hz in Model 1,
0.55 Hz in Model 5, and 0.52 Hz in Model 6, due to the fact that the effects providing added mass area
97
Energies 2019, 12, 1809
should dominate the additional stiffness from the increased waterplane area. The motion standard
deviations of the inclined upper column models under irregular waves are listed in Table 16, where the
decrease of the heave motion as changing the model from Model 1 to Model 5 and Model 6 is obvious
when the wave frequency is high; however, this reduction reduces with increasing wave frequency.
 
D E
F
Figure 16. Time domain curves of the pitch motion of the inclined upper column models: (a) LC1;
(b) LC2; and (c) LC3.
Table 13. Statistics of the stationary motion of the inclined upper column models.
DOF Load
Case
Model 1 Model 5 Model 6
Max. Min. Mean Max. Min. Mean Max. Min. Mean
Surge
(m)
LC1 6.03 4.97 5.47 6.01 4.99 5.48 6.07 5.01 5.54
LC2 7.20 5.05 6.12 7.18 5.09 6.13 7.23 5.16 6.19
LC3 6.67 2.63 4.66 6.64 2.62 4.68 6.69 2.71 4.72
Heave
(m)
LC1 1.16 0.93 1.04 0.91 0.71 0.80 0.09 −0.08 0.01
LC2 1.41 0.79 1.10 1.18 0.55 0.86 0.36 −0.27 0.05
LC3 2.07 0.14 1.10 1.83 −0.10 0.86 1.01 −0.91 0.05
Pitch
(◦)
LC1 1.87 1.60 1.74 1.87 1.60 1.74 1.88 1.60 1.74
LC2 2.69 1.01 1.85 2.67 1.03 1.85 2.66 1.04 1.85
LC3 3.16 0.40 1.76 3.14 0.42 1.76 3.11 0.45 1.76
Table 14. Amplitudes of the stationary motion of the inclined upper column models.
DOF Load Case Model 1 Model 5 Model 6
Surge (m)
LC1 1.06 1.02 1.06
LC2 2.15 2.09 2.07
LC3 4.04 4.02 3.98
Heave (m)
LC1 0.23 0.2 0.17
LC2 0.62 0.63 0.63
LC3 1.93 1.93 1.92
Pitch (◦)
LC1 0.27 0.27 0.28
LC2 1.68 1.64 1.62
LC3 2.76 2.72 2.66
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Figure 17. Frequency domain curves of the surge PSD of the inclined upper column models: (a) LC4;
(b) LC5; and (c) LC6.
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Figure 18. Frequency domain curves of the heave PSD of the inclined upper column models: (a) LC4;
(b) LC5; and (c) LC6.
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Figure 19. Frequency domain curves of the pitch PSD of the inclined upper column models: (a) LC4;
(b) LC5; and (c) LC6.
Table 15. Surge, heave, and pitch PSD statistics of the inclined upper column models in the frequency domain.
DOF Load Case
Model 1 Model 5 Model 6
Frequency
(Hz) Peak
Frequency
(Hz) Peak
Frequency
(Hz) Peak
Surge
(m2/Hz)
LC4 0.010 3.516 0.010 3.329 0.010 3.329
LC5 0.008 1.325 0.008 1.307 0.008 1.413
LC6 0.012 1.872 0.012 1.641 0.012 1.574
Heave
(m2/Hz)
LC4 0.058 0.022 0.055 0.015 0.052 0.002
LC5 0.058 0.014 0.058 0.010 0.112 0.015
LC6 0.085 0.097 0.085 0.097 0.085 0.092
Pitch
(deg2/Hz)
LC4 0.043 0.043 0.043 0.043 0.043 0.043
LC5 0.043 0.104 0.043 0.097 0.043 0.092
LC6 0.082 0.060 0.082 0.057 0.082 0.051
Table 16. Motion standard deviation of the inclined upper column models under irregular waves.
Load Case DOF Model 1 Model 5 Model 6
LC4
Surge (m) 1.276 1.244 1.264
Heave (m) 0.086 0.075 0.042
Pitch (◦) 0.276 0.273 0.269
LC5
Surge (m) 1.051 1.030 1.040
Heave (m) 0.256 0.257 0.232
Pitch (◦) 0.588 0.578 0.565
LC6
Surge (m) 1.401 1.377 1.381
Heave (m) 0.516 0.519 0.514
Pitch (◦) 0.744 0.734 0.720
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It is interesting that there is no clear frequency shift for the pitch motion, and we think it is
probably due to the fact that the added mass in the pitch direction from the increased waterplane area
should be very limited compared with the wind turbine blades and the hub, together with the fact
that the stiffness in pitch direction is not sensitive to the inclination of the columns, as can be found
from Table 15. The natural pitch frequency can be abruptly determined as ω =
√
kθ/I, where kθ is the
stiffness in pitch direction, I is the moment of inertia determined as I =
∫
(m+ma)r2dr, m is the mass
and ma is the added mass. Considering that the distance of the added mass to the center of the floater
is much less than that of the wind turbine and the hub, and also I is proportional to the square of r, the
natural frequency shift due to the added mass should not be as obvious as that in the heave direction.
4.4. Combination of Models 4 and 6
The multi-segmented mooring line models or the inclined upper column models examined
previously have conspicuous impacts on the platform motion response in only one direction, i.e., Model
4 can only greatly reduce the platform surge response, while Model 6 can only greatly reduce the
platform heave response. In this section, Model 7, as a combination of Model 4 and Model 6, is
proposed, in which the mooring system of Model 7 is arranged in the same way as Model 4, and the
upper columns same as those of the platform of Model 6 tilted 30◦.
4.4.1. Regular Waves
As illustrated in Figure 20, different from Model 1, the surge motions of Model 4 and Model 7 are
the most reduced. Meanwhile, the surge motion of Model 4 and Model 7 are nearly coincident. At the
same time, Figure 21 shows that the platform heave motions are gradually reduced, while the heave
motions of Model 6 and Model 7 are around the same. Compared to Model 1, the pitch motions of
Models 4, 6, and 7 do not change much, see Figure 22. Overall, Model 7 depicts the smallest motions in
both the surge and heave directions as compared with the other models under the regular waves.
 
F
D E
Figure 20. Comparison of the surge motion of Model 1, 4, 6, and 7 in the time domain: (a) LC1; (b) LC2;
and (c) LC3.
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Figure 21. Comparison of the heave motion of Model 1, 4, 6, and 7 in the time domain: (a) LC1; (b) LC2;
and (c) LC3.
 
D
F
E
Figure 22. Comparison of the pitch motion of Model 1, 4, 6, and 7 in the time domain: (a) LC1; (b) LC2;
and (c) LC3.
Figure 23 shows the maximum, minimum, mean values, and the amplitude of the response
motions from 400–600 s. The averaged value of the surge motion of Model 7 is about 0.7 as large as
that in Model 1 under different load conditions. Meanwhile, the mean value of heave motion of Model
7 is close to 0, indicating that Model 7 can greatly decline the platform heave motion. As clarified in
Figure 23c, there are no significant changes to the average values of pitch motion from the original
Model 1 to the modified models. As for the amplitudes of the motion, Model 7 also provides the best
performance in both surge and heave directions.
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Figure 23. Comparison of the statistics of the stationary motion of Model 1, 4, 6, and 7 from 400–600 s:
(a) surge; (b) heave; and (c) pitch.
4.4.2. Irregular Waves
The frequency domain curves of the platform motion PSD of Model 7 in surge, heave, and pitch
directions under different irregular waves are plotted in Figures 24–26, respectively. From the figures,
it is evident that the peak values of the surge and heave PSD of Model 7 are much smaller than those of
the other models. However, the pitch PSD peak values of the models are not much different. Table 17
lists the motion standard deviations of Models 1, 4, 6, and 7 under irregular waves, from which it is
clear that the motion standard deviations in both surge and heave directions of Model 7 are minimal
compared with the other models. Overall, we can say that Model 7 has a much better performance in
comparison with the original OC4 model.
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Figure 24. Comparison of the surge motion of Model 1, 4, 6, and 7 in the frequency domain: (a) LC4;
(b) LC5; and (c) LC6.
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Figure 25. Comparison of the heave motion of Model 1, 4, 6, and 7 in the frequency domain: (a) LC4;
(b) LC5; and (c) LC6.
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Figure 26. Comparison of the pitch motion of Model 1, 4, 6, and 7 in the frequency domain: (a) LC4;
(b) LC5; and (c) LC6.
Table 17. Motion standard deviation of Models 1, 4, 6, and 7 under irregular waves.
Load Case DOF Model 1 Model 4 Model 6 Model 7
LC4
Surge (m) 1.276 0.707 1.264 0.706
Heave (m) 0.086 0.086 0.042 0.042
Pitch (◦) 0.276 0.273 0.269 0.272
LC5
Surge (m) 1.051 0.701 1.040 0.702
Heave (m) 0.256 0.256 0.232 0.231
Pitch (◦) 0.588 0.591 0.565 0.578
LC6
Surge (m) 1.401 1.041 1.381 1.039
Heave (m) 0.516 0.516 0.514 0.513
Pitch (◦) 0.744 0.753 0.720 0.744
5. Conclusions
In this study, by changing the connection mode of the mooring line as well as the structural form
of the platform based on the original OC4 model, two groups of models were examined by AFWT.
The influence of the arrangement of the mooring lines and the inclination angle of the upper columns
on the motion response were clarified. Based on the findings in both of the two groups of the models,
a new model is proposed. From the study, some important conclusions are drawn, which can be
summarized into the following aspects:
1. The numerical results calculated by AFWT are basically consistent with FAST and those in
experiment, which verifies the accuracy of AFWT used in this paper.
2. Changing the arrangement of the mooring system can greatly reduce the surge response of the
platform, although it will have little effect on the response of heave and pitch. Among Models 2,
3, and 4, the mooring system layout in Model 4 has the most remarkable effect on reducing the
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platform surge response by about 30% compared with the original Model 1, indicating that the
shorter the upper lines are, the greater the reduction to the surge of the platform will be.
3. Tilting the upper columns of the floating platform can greatly reduce the platform heave response.
It is found that the heave motion of the platform will decrease as the inclined angle of the upper
column increases. However, it has little effect on the responses in surge and pitch directions.
4. A new model integrating the optimized multi-segmented mooring lines and the optimized
inclined columns is proposed. The surge and heave motion responses of this new model are
greatly declined. It should be able to increase the stability of the floating platform during operation
and improve the working efficiency of the floating wind turbines.
6. Discussion
The proposed structural modifications will also increase the internal tensions in mooring lines
and structural elements. This will lead to an increase in the requirement of the structural strength,
which may increase the costs of installation, manufacturing, and maintenance of the FOWT. Therefore,
additional research considering the economic issues and the service life of the mooring lines as well as
the structural elements due to the increases of internal tensions should be carried out. The method of
adding dampers to reduce the wind turbine motions is also an important direction.
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Nomenclature
a Axial induction factor
a′ Tangential induction factor
B Number of the blades
B(ω) Wave spectrum (P-M spectrum)
c Leaf chord length (m)
CB Seabed friction coefficient
Cn Coefficients for the normal force
Ct Coefficients for the thrust force
EA Sectional stiffness of the mooring line (kN)
φ(x, y) Potential function
Fwaves(t) Incident-wave induced force (kN)
tFwind(t) Wind loads acting on the blades and tower (kN)
Fmooring(t) Mooring tension (kN)
Fvis(t) Drag force caused by fluid viscosity (kN)
Fext External force at the connection node (kN)
HA Horizontal component of the effective tension at the anchor (kN)
HF Horizontal component of the effective tension at the fairlead (kN)
L Total unstretched mooring line length (m)
LB Unstretched length of cable lying on the seabed (m)
s Length from the catenary point to the anchor (m)
Te Mooring line tension (kN)
V1 Wind speed (m/s)
Vhub Wind speed at the hub (m/s)
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VA Vertical component of the effective tension at the anchor (kN)
VF Vertical component of the effective tension at the fairlead (kN)
ϕ Relation flow angle (◦)
ω Frequency(Hz)
w Mass of the mooring line per unit length (kN/m)
W(ω) Fourier transform of a white noise time series with unit variance
Xj(ω, β) Wave-induced force array normalized per unit wave amplitude (kN/m)
xF Horizontal coordinate of the fairlead position relative to the anchor (m)
zF Vertical coordinate of the fairlead position relative to the anchor (m)
AFWT Analysis tool of floating wind turbine
BEM Blade element momentum
CM Center of mass
DOF Degree of freedom
FAST Fatigue, Aerodynamics, Structures, and Turbulence
FFT Fast Fourier Transform
FOWT Floating offshore wind turbine
HAWT Horizontal axis wind turbine
LC Load case
MSQS Multi-Segmented, Quasi-Static
NREL National Renewable Energy Laboratory
OC3 Offshore Code Comparison Collaboration
OC4 Offshore Code Comparison Collaboration Continuation
P-M Pierson Moskowitz
PSD Power spectral density
RAO Response amplitude operator
SWL Still water level
TLP Tension Leg Platform
WAMIT Wave Analysis Massachusetts Institute of Technology
WTN Wind turbine noise
VAWT Vertical axis wind turbine
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Abstract: The necessity of producing more electricity from renewable sources has been driven
predominantly by the need to prevent irreversible climate chance. Currently, industry is looking
towards floating offshore wind turbine solutions to form part of their future renewable portfolio.
However, wind turbine loads are often increased when mounted on a floating rather than fixed
platform. Negative damping must also be avoided to prevent tower oscillations. By presenting a
turbine actively pitching-to-stall, the impact on the tower fore–aft bending moment of a blade with
back twist towards feather as it approaches the tip was explored, utilizing the time domain FAST
v8 simulation tool. The turbine was coupled to a floating semisubmersible platform, as this type of
floater suffers from increased fore–aft oscillations of the tower, and therefore could benefit from this
alternative control approach. Correlation between the responses of the blade’s flapwise bending
moment and the tower base’s fore–aft moment was observed with this back-twisted pitch-to-stall
blade. Negative damping was also avoided by utilizing a pitch-to-stall control strategy. At 13 and
18 m/s mean turbulent winds, a 20% and 5.8% increase in the tower axial fatigue life was achieved,
respectively. Overall, it was shown that the proposed approach seems to be effective in diminishing
detrimental oscillations of the power output and in enhancing the tower axial fatigue life.
Keywords: floating offshore wind turbine (FOWT); pitch-to-stall; blade back twist; tower fore–aft
moments; negative damping; blade flapwise moment; tower axial fatigue life
1. Introduction
Worldwide, climate policies have encouraged the development of energy from renewable resources,
such that, within Europe, 11.6% of energy demand was provided solely from wind energy in 2018 [1].
The installed capacity of offshore wind turbines has increased globally by 87%, between 2016 and 2017,
rising to a total of nearly 19 GW [2], of which floating turbines currently play only a small part. Indeed,
the world’s first floating farm, with a capacity of 30 MW only came online in 2017. However, due to the
limited availability of offshore sites with shallow beds and low seabed slope, the industry is looking
towards floating solutions in the future, with predictions of 5 GW of installed energy from floating
wind by 2030. This would amount to 5% of the offshore wind market [2].
Generally, for floating platforms, the horizontal axis wind turbine (HAWT) specifics used for
prototypes, model experimentation, and simulation purposes are largely those that have been originally
designed for onshore locations. Although they are further modified for the offshore environment,
the turbines, including most components and the controllers, have generally been optimized for a
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foundation fixed into the seabed. This has implications for the applicability of these simulations to
floating platforms. Turbine loads, for example, are often increased when the HAWT is mounted on
a floating platform, although the exact load, magnitude, and origin will vary, depending upon the
platform design and environmental factors. Prominent load increases are usually the induced tower
base bending moments, with extreme loads increasing by a factor as high as 1.6 times that seen in a
fixed, land-based turbine [3]. Thus, the increased tower base axial fatigue could cause a large reduction
in the expected life of the turbine, and therefore, there is a need to have more costly tower and platform
structures in order to align with the standard 25–30 yr design life of modern offshore wind farms.
Currently, all large (3 MW+), variable speed, variable pitch, employ HAWTs pitch-to-feather to
control the power output above rated wind speeds. Whether these turbines are fixed on dry land,
the seabed, or floating offshore, they can experience a phenomenon when wind speeds exceed the
rated wind speed, which is generally referred to as “negative damping”. This is due to a decrease
in rotor thrust at constant rotor speed as the wind speed increases. This can then lead directly to
tower fore–aft oscillation, hence, decreased tower axial fatigue life if not controlled, as illustrated in
Figure 1 [4]. Fixed turbines can avoid the negative damping effect without a loss in performance as the
natural frequency of the blade pitch control system is lower than the first resonance modes of the tower.
However, for floating offshore wind turbines (FOWTs), the frequency of the motions (surge, sway, roll,
and pitch) are one or more orders of magnitudes lower than for a fixed-base turbine, and therefore,
the pitch controller frequency must be lower to avoid negative damping. This causes a reduction in
the performance of the rotor speed when operating at above rated wind speeds, such that the ideal
constant rotor speed fluctuates around the desired output, leading to more undesirable fluctuations in
the generated power output [5].
Horizontal axis wind turbines with variable speed and variable pitch are now considered the
industrial standard for large turbines. However, utilising active pitch-to-stall rather thanpitch-to-feather
control, where the blade is rotated so that the induced aerodynamic stall slows down the rotor to
produce constant rotor speed, has largely been ignored. This omission is because the pitch-to-stall
configuration can lead to increased blade deflections in larger, softer blades and reduced predictability
in terms of induced lift and drag at a specific angle of attack. The issues related to the negative
damping phenomenon can, however, be avoided by design when in pitch-to-stall operation, as the
rotor thrust at constant rotor speed does not decrease as the wind speed increases. This increasing
thrust allows the control frequency to be higher than typically expected on an FOWT, resulting in
a much improved rotor speed performance and high-quality, regulated power. As such, utilising
pitch-to-stall configurations could thus offer a solution to the performance reduction seen by current,
industry-standard pitch-to-feather floating turbines.
Figure 1. Tower oscillation propagation in a pitch-to-feather horizontal axis wind turbine (HAWT) due
to the negative damping cycle. Adapted from Reference [4] Reprinted with permission [van der Veen];
2012, American Control Conference.
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Only two studies, by Larsen and Hanson [5] and Jonkman [6], have been conducted on large,
variable speed, floating HAWTs that consider actively pitching the whole blade towards stall as a
means to provide a near constant rotor speed at above rated wind speeds. This is partly due to
the ambiguity that remains on the aerodynamic behavior of stalled blades [7]. Increased loads and
deflection on stalling blades can also dictate that the blades are heavier [8], which would have a
negative impact upon the rotor and turbine. The peak loads that can occur on a passive stall blade
when power is not shed fast enough would, however, be more controlled when the stall blade is being
actively pitched as the power control is more regulated at higher wind speed than in a pitch-to-feather
control system. Therefore, although the thrust loads acting on a turbine are increased as the angle
of attack increases, it also varies less with pitch angle changes, such that the thrust and the torque
have increased stability when operating with pitch-to-stall blades [7]. This reduced variance in the
thrust and torque responses will tend to have an overall benefit in terms of tower axial fatigue life.
One of the studies simulated turbine, platform, and mooring responses of the Hywind spar concept
for a 12 m/s mean turbulent stochastic wind, using a non-linear time domain simulation tool based
on SIMO/RIFLEX, developed by Marintex, Trondheim, Norway and HAWC2, developed by DTU
(Technical University of Denmark), Risø Campus, Denmark [5]. The simulation results for active
pitch-to-stall control indicated not only improved regulation of rotor speed and power generation, but
also saw more tower stability. These results were obtained even though the simulations used a blade
designed for pitch-to-feather control. In fact, the authors, by accidentally making a pitch angle sign
error in the pitch-to-feather control strategy, were using a pitch-to-feather wind turbine system in a
pitch-to-stall mode. Hence, the design of the blades, controller, controller gains, and all components
were from that original pitch-to-feather system. In the second study, Jonkman [6] looked at simulated
responses for a floating barge in 18 m/s mean turbulent stochastic winds when actively pitching-to-stall
as well as when actively pitching-to-feather. The results were generated with the aero-servo-elastic
simulation package, FAST 7. In the simulations, rotor speed and power regulation again increased
with stall control, as compared to feather control. However, this was at the expense of an increase
in the tower motion. This difference in the impact of pitch-to-stall on tower stability between the
two studies, such that for a spar response changes were beneficial, yet they were detrimental to the
barge, indicates that the responses were very platform-type specific. The question of whether tower
stability would be improved for a semi-submersible platform operating with a pitch-to-stall rotor has
not been addressed to date. The impact of the platform-type is supported by the fact that the barge
design also led to instability of the tower in pitch-to-feather control [6]. Although the blade used was
also of a pitch-to-feather design (comparable to that used in the Larsen and Hanson [5] study), it had
altered aerofoil lift coefficients, leading to a smoother change in lift coefficient being experienced over
the range of angle-of-attack experienced along the blade length, during pitch-to-stall control. It was
suggested by Jonkman [6] that a higher level of damping in pitch-to-stall could possibly be achieved if
the aerofoil coefficients and rotor design were altered such that the rotor thrust continually increased
from cut-in to cut-out wind speeds.
The optimisation of blade twist and its resultant effects have been extensively studied for
pitch-to-feather and fixed-pitch stall configurations using a number of methods [9–11]. In such
instances, the design criteria commonly focuses on maximising the power coefficient and reducing
blade vibrations and fatigue. Stäblein et al. [10] achieved increased platform damping, and hence,
reductions in tower fore–aft moment from blade twist modifications. For fixed-stall blades, a back
twist was employed (the blade twists back towards feather at the tip for a proportion of the blade’s
length) which resulted in the air flow remaining attached at the blade tip for higher wind speeds,
thus increasing the power production capabilities of these sections of the blade [9]. By contrast, the
benefits of actively pitching blades are often obtained at the expense of an increased blade pitching
rate, and hence, actuator action which can impact on component life and operational costs. However,
damage to the pitch bearing was not found to be adversely proportional to pitch rate increase when
the blade flapwise loading was also reduced [12]. Merz [9] performed in-depth research on fixed-pitch
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stall blades and designed a family of optimised blades to minimize the cost of a unit of energy using
simulations in the linear frequency domain. Investigation of the effects of including a back twist of a
few degrees, originating at different points along the blade’s length were performed (starting from 5
to 22% of the blade length as measured from the tip). This resulted in a high level of aerodynamic
damping at all operational wind speeds. Stäblein et al. [10] analyzed the effect of additional blade
twist from simulations produced utilizing the non-linear time domain aero-servo-elastic simulation
tool HAWCStab2, developed by DTU, Risø Campus, Denmark, specifically for wind turbines designed
by DTU. This applied a twist to the blades of a land-based 10 MW DTU turbine under pitch-to-feather
control. Models investigated changing the blade twist towards both feather and stall from as high
up the blade as 70% of the blade radius from the tip. Reductions in both the blade root’s flapwise
moment and the tower base’s fore–aft moment were seen, however, this study was not carried out for
a floating turbine. Floating platforms need platform pitch frequencies to be below 0.05 Hz to avoid the
wave excitation frequencies, thus the rotor speed would need to be actively controlled to dampen the
platform’s pitch motion [9].
The question of whether a variable pitch-to-stall, variable speed FOWT could reduce the tower
base’s fore–aft moment through blade design manipulation has not as yet been studied. Reductions
in the blade root flapwise moments could decrease the tower base fore–aft moments, and therefore
increase tower fatigue life. Improved rotor speed performance, and therefore higher quality energy
regulation would also be anticipated due to the higher control frequency available to a variable
pitch-to-stall controller. It is also worth noting that, whilst a dominant wind turbine floating platform
type has not yet materialised on the market, it is desirable for research to have the potential to benefit
more than one platform type.
To investigate the potential of active pitch-to-stall on a semi-submersible floating platform, this
study investigates its possible benefits in terms of rotor speed performance, power generation, and
tower base fore–aft moment-induced fatigue reduction. This study was conducted for a 5-MW floating
turbine with a stall blade incorporating back twist (towards feather) nearer the tip. This research
did not concern itself with the optimization of an actively pitching-to-stall blade or other systems
loads, but rather focused on the effects of increasing back twist on tower fore–aft fatigue life, which
can in turn be used to optimise the back twist for turbine life extension. This twist optimization was
carried out for three specific wind and wave conditions. This is a method proposed by Stäblein et
al. [13], as designing around an optimum tip speed ratio is not possible for a back-twisting blade.
The 5 MW turbine was coupled to a floating semisubmersible platform, as this type of floater has not
been previously investigated with an active pitch-to-stall control strategy and suffers from increased
fore–aft oscillations of the tower, and therefore could benefit from this alternative control approach.
Furthermore, the Carbon Trust’s report for the Scottish government also found that semisubmersibles
had a better levelized cost of energy (LCoE) overall, compared to other platform types [14]. Thus, in
combination with other benefits (e.g., that a semisubmersible could possibly be towed back to shore
for maintenance, repair, and commissioning), this floating platform type is an attractive option [15].
2. Methods
The properties of a semi-submersible floating platform coupled to a 5 MW HAWT are investigated
by running simulations utilizing the non-linear time domain FAST v8 simulation tool. The FAST v8
allows aero-hydro-servo-elastic analysis of land, offshore fixed, and offshore floating HAWTs and was
developed by NREL (National Renewable Energy Laboratory), Golden, CO, USA [16]. The FAST v8
solves equations of motion by numerical integration utilizing the rigid bodies of the system and from
these, expressions for velocity and acceleration are derived. The aerodynamic models within FAST v8
require the user to specify a particular wind data profile, which FAST v8 uses to solve the aerodynamic
loads on the blades, including dynamic stall and rotor and wake effects. For the analysis of offshore
floating turbine analysis, the aerodynamic models not only generate the previously mentioned outputs,
but are also linked to hydrodynamic models of the floating structure as well as dynamic structural
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and control models. This allows fully-coupled non-linear aero-hydro-servo-elastic simulations to be
performed within the time domain.
2.1. Model Parameters
For the purposes of this study, the semi-submersible floating platform was modelled with a
three line catenary mooring system. This was based on a 1/50th scale experimental model tested in
the MARIN (Maritime Research Institute Netherlands) wave basin, as part of the US DeepCWind
project [17]. As a result of this, the platformmodelwas used for the offshore simulation code comparison
in the international OC4 Phase II study [18,19].
The wind turbine coupled to the semisubmersible was based on the NREL 5MW three-bladed
HAWT [20], but with tower mode shapes that depict the expected flexibility of the tower when coupled
to the semisubmersible floating platform [18]. The turbine had a hub height above sea water level (SWL)
of 90 m, a rotor diameter of 126 m, and was rated at a wind speed of 11.4 m/s, which corresponded to a
rated rotor speed of 12.1 rpm. It was designed to cut-in at 3 m/s (rotor speed of 6.9 rpm) and cut-out at
25 m/s. More details on the parameters of both models can be found in Reference [18]. The tower to
platform coupling was represented in the turbine model as a cantilevered connection to capture the
motions where the tower base joins to the platform. The environmental conditions were based on a site
in the North Sea 100 miles northeast of Aberdeen with estimated water depths of 200 m. Such depths
were, therefore, unsuitable for fixed base turbines [21]. Three main floating offshore wind turbine
models were compared in this study:
1. A conventional “Feather BaseModel”with a pitch-to-feather gain scheduling blade pitch controller.
This model was used in the OC4 Phase II code comparison investigation [18]. The other models
developed were compared to this baseline data.
2. A “Pitch-to-Stall Model” where the blade aerofoil lift coefficients were manipulated for stall
operation in line with the blades used by Jonkman [6], such that a smoother change in lift
coefficient occurred over the range of angle-of-attack experienced during pitch-to-stall control.
3. Three “Back Twist Pitch-to-StallModels” further build on the blade properties of the “Pitch-to-Stall
Model” by additionally imposing a back twist towards feather on the blade (of 3, 6, and 9◦). This
third model type operated below rated at a set pitch angle of −4◦, as changing the setting of
the constant pitch angle below rated wind speed had also been employed to reduce fatigue and
optimize the energy output on passive stall turbines [22].
The collective blade pitch-to-stall control system that was designed for both the
“Pitch-to-Stall Model” and the “Back Twist Pitch-to-Stall Model”, was a relatively simple feedback
proportional-integral (PI) controller with constant gains derived at 18 m/s steady wind conditions,
as shown in Figure 2. Utilizing a gain scheduler that relies upon the pitch angle at any moment in
time to predict the gain change required would be much more complex with an active pitch-to-stall
control. This is due to the double-valued nature of the pitch angle within region 3, as highlighted
within Section 3.1. This controller pitches the blades to achieve a constant rotor speed when winds
are above 11.4 m/s and incorporates a pitch-rate limiter set to +/−8◦. This pitch-to-stall controller was
implemented in Simulink, which was coupled directly with the FAST v8 simulation code. It expanded
upon a simple “constant gains feedback” PI pitch controller designed for pitch-to-feather control by
Wright and Fingersh [22].
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Figure 2. Pitch-to-Stall proportional-integral (PI) controller for the “Pitch-to-Stall Model” and all “Back
Twist Pitch-to-Stall Models”.
To derive the pitch-to-stall controller gains that will ensure that the performance of the turbine
results in a higher quality regulated power output over the full range of operational wind speeds
from rated to cut-out, a single degree of freedom (DOF) system (the angular shaft rotation speed) was
considered as presented by Larsen and Hanson [5] and Jonkman [6]. From this, Equations (1)–(2) can
be derived when the derivative gain, KD, neglected for simplicity, as proposed by Hanen et al. [23].
KP = (2·IDRIVETRAIN·Ω·ξφ·wφn)/NGEAR·(−(ܪ P/ܪ Ø)) (1)
KI = (IDRIVETRAIN·Ω·wφn2)/NGEAR·(−(ܪ P/ܪ Ø)) (2)
where IDRIVETRAIN is the driveshaft inertia (kg/m2) found from Equation (3); Ω is the rotational speed
(rad/s); ξφ is the damping ratio related to the rotor speed error control system; wφn is the natural
frequency of the control system (rad/s); NGEAR is the gearbox ratio, and ܪ P/ܪ Ø is the sensitivity of the
aerodynamic power to the blade pitch angle (W/rad).
IDRIVETRAIN = IROTOR + (NGEAR2·IGEN) (3)
where IROTOR is the rotor inertia (kg/m2) and IGEN is the generator inertia (kg/m2).
The sensitivity of the aerodynamic power to the blade pitch angle for each model was derived in
FAST v8.16.00 a-bjj through linearization of the turbine simulation model utilizing the pitch angles
and rotor speed of each wind speed, as predicted in the periodic steady-state simulations detailed
in Section 3.1. This followed the procedure presented for aerodynamic derivatives by Jonkman and
Jonkman [24] such that all the structural DOF were disabled to eliminate convergence issues and frozen
wake was applied. Values of 0.6 rad/s were used for the natural frequency of the control system and
0.7 for the damping ratio related to the rotor speed error control system as suggested in Hanen et
al. [23]. This system frequency of the pitch-to-stall controller (0.6 rad/s) is much higher than the 0.2
rad/s used by the “Feather Base Model” pitch-to-feather controller, as negative damping is avoided
with the pitch-to-stall control regime.
2.2. Blade Back Twist Configuration
The back twists employed in this study were chosen after investigative research of the altered
dynamic coupling effects on the tower, due to the changes in the blade geometry, specifically in terms
of tower base fore–aft moment. The initial selection process looked at back twist applied at initiation
points from 5% to 35% in 10% intervals along the blade length (measured from the tip), with a “best
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guess” back twist angle of 3◦, based on previous research involving back twist on passive stall blades [9]
and blades that pitch-to-feather [10]. Responses during mean turbulent winds of 18 m/s for short 600 s
simulations were examined. The effects on tower fore–aft bending moment were then analyzed when
both increasing and decreasing the back-twist angle, which indicated a reduction in tower fore–aft
moment range could be achieved with a higher back twist angle of 9◦. The initiation point of the back
twist was chosen to be at 25% along the blade length, from the tip. Figure 3 gives a visual reference to
the three back twist angles applied to the “Back Twist Pitch-to-Stall Model”, alongside the original
twisted NREL 5 MW blade which is used for both the “Feather Base Model” and the “Pitch-to-Stall
Model”.
Figure 3. Twist profiles for pitch-to-stall blades in the tower axial fatigue life study.
A constant −4◦ pitch angle was also applied at all winds below rated to the three “Back Twist
Pitch-to-Stall Models”. This was introduced as both fatigue life and energy generation, which were
increased when it was incorporated into the back-twist designs, as compared to a constant pitch angle
of 0◦ or −2.5◦. Model specifications and controller gains for each stall model are shown in Table 1.
Table 1. Model parameters in terms of back twist, pitch below rated setting, and blade pitch
controller gains.
Model ID Feather BaseModel
Pitch-to-Stall
(P-S) Model
3◦ Back Twist
P-S Model
6◦ Back Twist
P-S Model
9◦ Back Twist
P-S Model
Constant pitch angle below
rated (◦) 0 0 −4
◦ −4◦ −4◦
Twist starting distance from
blade root (%) N/A N/A 75 75 75
Back twist angle increase
towards feather at the tip (◦) 0 0 3 6 9
Proportional gain at 18mps,
Kp (s)
Inbuilt gain
scheduler * −0.865 −0.917 −1.105 −1.414
Integral gain at 18mps, Ki −0.371 −0.391 −0.474 −0.606
* As applicable to the OC4 (Offshore Code Comparison Collaboration Continuation) Phase II simulation model.
3. Results
3.1. Periodic Steady Wind Characteristics of a Blade Pitching-to-Stall
To compare the FOWT characteristics of the “Feather Base Model”, represented by the blue
dashed lines in Figure 4, with the “Pitch-to-Stall Model”, represented by the solid red lines, periodic
steady-state curves were derived from simulations. The periodic nature of the steady state was created
as the variables did not have a constant value but a range of values that repeat over a given period.
For all of the FOWT models presented here, the periodic influence was due to the tilt applied to the
rotor shaft and the variables were repeated after each full rotation of the rotor. These simulations were
run with steady uniform wind speeds from cut-in to cut-out, in 1 m/s increments, with all the platform
DOF disabled (i.e., like a fixed land-based wind turbine) as suggested by Jonkman [6] to ensure that
the semi-submersible floating platform is not excited by the applied wind and waves.
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Figure 4. Simulated FOWT characteristics from periodic steady winds for two different blade models:
(blue) pitch-to-feather and (red) pitch-to-stall. (a) pitch angle (◦); (b) rotor thrust (kN); (c) generator
power (kW); (d) tower fore-aft deflection (m); (e) rotor speed (rpm); (f) generator speed (rpm); (g) tower
side-side deflection (m); (h) rotor torque (kNm); (i) generator torque (kNm).
Figure 4a highlights the difference in the pitch angles required for both controlmethods. For feather
control, a continuous, smooth rise in the blade pitch angle required was seen from 0◦ at the rated
wind speed of 11.4 m/s, to just exceeding 23◦ at the cut-out wind speed of 25 m/s. For stall control, the
negative pitch angle requirement rose steeply at wind speeds just above rated, the area of operation
often referred to as Region 2.5, and amaximumnegative pitch angle (approaching−8◦) was experienced
at wind speeds as low as 15 m/s. The pitch angle then slowly decreased in magnitude again as wind
speeds increase to over 20 m/s, after which the required blade pitch angle was maintained at a fairly
constant level of approximately −3.5◦ before the FOWT cut-out at 25 m/s.
From the simulated rotor thrusts in Figure 4b, it can be seen that, at wind speeds above rated, the
rotor thrust curves were the inverse of the required pitch angle curves for both the pitch-to-feather and
pitch-to-stall control methods. The tower fore–aft deflections curves, shown in Figure 4d, followed the
same pattern as the rotor thrusts experienced by the relative control method. The outputs of all other
parameters observed in Figure 4 were identical and are presented to show the specific responses for
both control methods.
3.2. Integrator Saturation Issue
Initial investigation into the response and load analysis of the “Pitch-to-Stall Model” in turbulent
winds, when the floating wind turbine was operating near to the rated wind speed, highlighted a
problem with the rotor speed increasing with simulation time to velocities beyond the design limit, as
seen in Figure 5a. As rotor speed directly influences the generated power, this was also negatively
affected, as seen in Figure 5b. This rotor speed increase occurred during sudden changes from wind
speeds below rated to wind speeds above rated and was due to the pitch controller actuator reaching
its upper limit. When this occurred, it caused the feedback loop to become an open loop, thus the
saturated actuator remained at its upper limit even when the output changed. This error then continued
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to be integrated by the PI controller, which caused the integrator to be “wound up”, as observed by
Wright and Fingersh [22].
Figure 5. Simulated responses of the “Pitch-to-Stall Model” with and without anti-windup at 13 m/s
mean turbulent winds. (a) rotor speed (rpm); (b) generator power (kW); (c) platform pitch (◦); (d) tower
base fore-aft bending moment (TwrBsMyt) (MNm); (e) blade pitch angle (◦); (f) blade pitch angle (◦).
As well as a large overshoot in the blade pitch angle, such that the angle increases from around
−8◦ to nearly −12◦ (Figure 5e), oscillations were also seen as the system returned to a stable state.
This can clearly be seen by the response shown in red in Figure 5c,d for the platform pitch motion
and the tower fore–aft bending moment, respectively. These oscillations lasted for up to 100 s after
each rotor over-speed occurrence. These undesirable responses, along with rotor speeds far exceeding
the design limit, cannot be tolerated by the turbine, hence, an anti-windup filter was incorporated to
feed back into the pitch-to-stall controller design (Figure 2). The anti-windup filter changes the gain
value of the integral during saturation and prevents the rotor speed from erroneously over-shooting.
The anti-windup filter is inactive except when the floating wind turbine is operating near to the rated
wind speed, as the pitch angle is the same at the input and output of the pitch-limit control box under
these conditions (Figure 2).
3.3. Normalized Outputs in Turbulent Wind Conditions
A selection of the most relevant load analysis results are presented as ratios against the “Feather
Base Model”, in Figure 6, obtained with all the DOF enabled except for the rotor-teeter DOF, which is
not applicable to a three-bladed turbine. Each output was calculated from 3 × 3 hr simulations each
generated with three different random wind and wave seeds, compiled from periodic winds files, such
that the wind distribution was repeated every 10 min throughout the full simulation time. The 3 hr
simulation length was chosen to improve the fatigue analysis, as the responses of FOWTs vary more
with time than fixed turbines. The tower axial fatigue life was derived using a Rainflow cycle counting
algorithm and Miner’s Rule within MATLAB, developed by The MathWorks, Natick, Massachusetts,
USA [25]. The stochastic turbulent mean winds were generated using the Kaimal wind spectrum.
Results presented as a range represent the full range of motion experienced from the maximum to the
minimum values for the combined simulations. Simulations are presented under mean winds of 8, 13,
and 18 m/s, each with an IEC (International Electrotechnical Commission) turbulent intensity model B
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(0.14) [26], a power law exponent of 0.14, and a surface roughness length of 0.03 m. All environmental
conditions are the same for each model at each mean wind speed. The first 300 s of each simulation
was discarded to avoid transient responses.
Figure 6. Simulation outputs for pitch-to-stall blade models with and without back twist. Outputs
were normalized against the “Feather Base Model” and given for 8 (left), 13 (center), and 18 m/s (right)
mean turbulent winds. (a) tower base axial fatigue life ratios (TBAFLR)(8mps); (b) (TBAFLR) (13mps);
(c) (TBAFLR) (18mps); (d) average generator power ratios (AGPR) (8mps); (e) AGPR (13mps); (f)
AGPR (18mps); (g) average rotor thrust ratios (ARTR) (8mps); (h) ARTR (13mps); (i) ARTR (18mps);
(j) platform pitch range ratios (PPRR) (8mps); (k) PPRR (13mps); (l) PPRR (18mps); (m) tower base
fore-aft moment range ratios (TBFARR) (8mps); (n) TBFARR (13mps); (o) TBFARR (18mps); (p) blade
flapwise bending moment range ratios (BFBMRR) (8mps); (q) BFBMRR (13mps); (r) BFBMRR (18mps).
120
Energies 2019, 12, 1897
At 8 m/s mean wind speed, the tower base axial fatigue life of the untwisted Pitch-to-Stall Model,
was seen to be identical to the “Feather Base Model” and higher than all “Back Twist Pitch-to-Stall
Models” (Figure 6a). For mean winds of 13 m/s, seen in Figure 6b, the tower axial fatigue life increased
for all stall scenarios, with a maximum extension in life of over 20% when the back twist was 3◦.
However, at the 18 m/s mean wind speed, shown in Figure 6c, it was only with the more extreme
back twist of 9◦ that the tower life expectancy exceeded that achieved with pitch-to-feather control.
The increase in tower axial fatigue life for this high back twist was 5.8%; however, the average generated
power had a slight decrease for the back twisted pitch-to-stall models at the below rated wind speed
(Figure 6d).
The rotor thrust was higher for all the blade models with a back twist for mean winds of 8 m/s
(Figure 6g); however, the thrust decreased as the twist angle increased. The variation in rotor thrust
was higher when moving from pitch-to-feather to pitch-to-stall at both mean wind speeds above rated;
an increase of around 1.7×. at mean winds of 13 m/s (Figure 6h), rising to 2.7× at 18 m/s (Figure 6i).
The variation between pitch-to-stall models, however, was negligible. The platform pitch response
at mean wind speeds of both 8 and 13 m/s, as seen in Figure 6j,k, was in accordance with the tower
base fore–aft moment range (Figure 6m,n), and hence corresponded inversely to the tower base axial
fatigue life (Figure 6a,b).
At the higher mean wind speed of 18 m/s, the platform pitch range, shown in Figure 6l, was much
lower for all stall blades than for the “Feather Base Model” at a ratio of approximately 0.67 with only
a 1.2% variation between stall blades’ responses. Reductions in tower base fore–aft moment range
were seen with back twist angle increases (Figure 6o). The blade flapwise bending moment was much
reduced by the introduction of back twist when simulated in 18 m/s mean turbulent winds (Figure 6r)
by over 20% for the most extreme back twist angle of 9◦, when compared to the “Feather Base Model”.
3.4. Performance Characteristics in Turbulent Winds
Relevant turbine responses for the “Feather Base Model” are shown alongside the original
“Pitch-to-Stall Model” and the 9◦ “Back Twist Pitch-to-Stall Model” in Figure 7. These were derived
with all DOF enabled (excluding rotor-teeter). The presented data are for one randomly selected wind
and wave seed combination and highlight the performance of the relevant responses arising from
mean wind speed, model, and controller variations. However, all numerical comparisons are the
averages from the 3 × 3hr simulations, as detailed in Section 3.3. It should be noted that the results
between the two stall models are within 1% of each other for the variables presented in Figure 7g–l,
making no apparent distinction visible.
In Figure 7e, at mean turbulent winds of 13 m/s, the blade pitch angle range was reduced by
over 2◦ with the 9◦ “Back Twist Pitch-to-Stall Model” compared to the “Pitch-to-Stall Model”. At
13 m/s, the variation in the rotor speed response seen in Figure 7h was 4.7 rpm for the “Feather Base
Model” and 1.4 rpm for all pitch-to-stall models. The rotor speed range at 18 m/s was approximately
0.2 rpm for the pitch-to stall models, whereas the “Feather Base Model” range was 4.8 rpm (Figure 7i).
The generated power also had a smoother response with pitch-to-stall control in above rated winds,
with an average variance for all pitch-to-stall controlled models of 1980 kW compared to 3718 kW
for pitch-to-feather control at 13 m/s (Figure 7k). The variation in generated power at 18 m/s was
approximately 101 kW for all pitch-to-stall models, compared to 1997 KW with pitch-to-feather control
(Figure 7l). The rotor thrust response range shown in Figure 7n at 13 m/s was not lower overall for the
pitch-to-stall models; however, the variation was reduced with the implementation of the 9◦ “Back
Twist Pitch-to-Stall Model”, which smoothed the response by 10% compared to the “Pitch-to-Stall
Model”. At 18 m/s mean winds shown in Figure 7o, the rotor thrust was more constant overall with
pitch-to-stall control, with the 9◦ “Back Twist Pitch-to-Stall Model” again have a further 10% thrust
reduction compared to the “Pitch-to-Stall Model” response.
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Figure 7. Simulation outputs for pitch-to-feather and pitch-to-stall blade models without and with 9◦
back twist at 8 (left), 13 (center), and 18m/s (right) mean turbulent winds. (a) wind speed, m/s (8mps);
(b) wind speed, m/s (13mps); (c) wind speed, m/s (18mps); (d) blade pitch, ◦ (8mps); (e) blade pitch, ◦
(13mps); (f) blade pitch, ◦ (18mps); (g) rotor speed, rpm (8mps); (h) rotor speed, rpm (13mps); (i) rotor
speed, rpm (18mps); (j) generator power, kW (8mps); (k) generator power, kW (13mps); (l) generator
power, kW (18mps); (m) rotor thrust, kN (8mps); (n) rotor thrust, kN (13mps); (o) rotor thrust, kN
(18mps).
4. Discussion
For stall operation, a big reduction in the blade pitch actuation range (defined as the pitch angle)
was seen (Figure 4a), a requirement of approximately 8◦ compared to a 23◦ for feather pitch control.
This does not, however, correlate into a reduction in blade pitch actuation rate, as this tends to increase
whenever control frequencies are higher, as allowed in pitch-to-stall control.
For the “Feather Base Model”, the continuous reduction in rotor thrust for above rated wind
speeds (Figure 4b) would contribute to negative damping, and hence turbine tower instabilities
and oscillations, if negative damping was not avoided by reducing the natural frequency of the
pitch-to-feather control system. The “Pitch-to-Stall Model” also experiences a dip in the rotor thrust
seen at around 17 to 18 m/s wind speeds. This negative derivative of the thrust versus the wind speed
could introduce negative damping of the platform pitch mode, as the thrust does not increase within
this section because excess power is discarded to keep the rotor speed constant. Ideally a pitch-to-stall
model could be designed to produce a continuous rise in rotor thrust.
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All turbine responses at 8 m/s mean turbulent winds, shown in the left hand column of Figure 6,
are not influenced by the blade pitch control method as the pitch angle is constant below 11.4 m/s.
Therefore, the increase in the simulated platform pitch response in Figure 6j and decrease in blade
flapwise bending moment range in Figure 6p experienced by the “Pitch-to-Stall Model” compared to
the “Feather Base Model”, must be solely due to the changes in blade aerofoil lift coefficients. The “Back
Twist Pitch-to-Stall Models” are further influenced at 8 m/s mean wind speeds by the −4◦ constant
blade pitch angle and the specific back twist angle for each model.
When operating in mean winds of 13 m/s, all the pitch-to-stall models experienced a beneficial
increase in the tower axial fatigue life, shown in Figure 6b, when compared to the “Feather Base
Model”. This was further increased by the introduction of a back twist that extended the tower axial
fatigue life by over 20% when the back twist was 3◦. At this mean wind speed, a correlation between
tower fore–aft moment’s range reduction (Figure 6n) and platform pitch (Figure 6k) and blade flapwise
bending moment (Figure 6q) reductions can be made.
At 18 m/s mean turbulent winds, the tower axial fatigue life of the “Pitch-to-Stall Model” was very
low and the influence of applying and then increasing the back twist are very apparent. However, it is
only with the more extreme 9◦ “Back Twist Pitch-to-Stall Model” that the tower axial life expectancy
was exceeded, achieved by the “Feather Base Model” (Figure 6c). The increase in tower axial fatigue
life is a very desirable 5.8%. A strong correlation between the tower fore–aft base moment (Figure 6o)
and the blade flapwise bending moment (Figure 6r) was apparent at 18 m/s mean winds, such that as
the flapwise bending range reduces so does the tower base fore–aft moment, and hence the fatigue
life increases. However, this does not hold true when compared against the “Feather Base Model”, as
there are scenarios where the blade flapwise bending moment range is higher than that seen for feather
control, but the fatigue life is still improved for the stall cases and vice versa. This could be due to the
different profile shapes of the blade relative to the axial bending direction, when pitching-to-feather
versus pitching-to stall. Further investigation would be necessary to explore this theory. The platform
pitch range seen in Figure 6l does not influence the tower fore–aft moment, and hence the tower fatigue
life at this mean wind speed.
An account of the site wind speed probability density function for the three wind profiles was
taken, such that the tower axial fatigue life was weighted depending upon its frequency of occurrence
for the three mean wind speeds examined. A larger increase in tower base axial fatigue life was
achieved with this weighting; with the higher 9◦ “Back Twist Pitch-to-Stall Model”, a 2.8% increase
was achieved compared to the “Feather Base Model”. This came at the expense of a decrease in the
power generation of 1%.
Pitch-to-stall control of the HAWT coupled the semi-submersible floating platform provided a
more regulated energy output than was achieved with the “Feather Base Model”. The average variance
for both pitch-to-stall models was 1980 kW compared to 3718 kW for the “Feather Base Model” at
13 m/s (Figure 7k), and 101 kW compared to 1997 KW at 18 m/s (Figure 7l). This is due to the higher
pitch-to-stall control system frequency setting allowed, as negative damping is avoided by design.
5. Conclusions
In the present day, the requirement to increase the renewable portion of our energy supply
worldwide is becoming more imperative each day. The offshore wind capacity has been increasing
rapidly, by 87% between 2016 and 2017, in order to meet these needs [2] and due to the limited shallow
bed and low seabed slope, the industry is looking more towards floating offshore wind solutions in the
future. However, turbine tower loads are often increased when a turbine is mounted on a floating
platform and unless these undesirable motions can be significantly reduced, then the strength of the
tower must be increased.
This research is therefore concerned with reducing excessive motions and loads associated with
FOWTs and their effects on the turbine tower, while improving energy generation by pitching the
turbine to stall, instead of feather, to control rotor speed which avoids the negative damping issues
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by design, resulting in an improvement in the regulation of the power generated. The example
FOWT presented is a semi-submersible floating platform, coupled to a 5 MW HAWT, investigated
through simulation.
Overall, it has been shown that the proposed approach seems to be effective in diminishing
detrimental oscillations of the power output and in enhancing the tower axial fatigue life. This is
achieved by variable speed, variable pitch-to-stall control, reducing the negative damping phenomenon
(more regular power output), and through manipulating the blade design by the introduction of a
back twist towards feather (reductions in the blade root flapwise moment leading to reductions in the
tower bending moments, and hence increasing the tower axial fatigue life). This research, therefore,
highlights that active variable speed and variable pitch-to-stall control has potential benefits specific
to FOWTs.
More specifically, tower base axial fatigue life was increased for all pitch-to-stall scenarios, when
operating in 13 m/s mean turbulent winds. The introduction of a back twist added an additional
desirable increase of over 20% when the back twist was 3◦. This correlated with a corresponding
decrease in both platform pitch and blade flapwise bending moment ranges of motion.
At 18 m/s mean winds, the more extreme 9◦ “Back Twist Pitch-to-Stall Model” provided a tower
base life expectancy that exceeded that achieved by the “Feather Base Model” by 5.8%. No correlation
between the platform pitch response and tower base fore–aft moment was apparent at this mean wind
speed. However, a strong correlation between the ranges of motion from the blade flapwise bending
and the tower base moment was seen, which strongly indicates that decreasing the blade flapwise
bending range decreases the tower fore–aft moment range.
Overall, the 9◦ “Back Twist Pitch-to-StallModel” achieved the best tower base axial fatigue life with
a 2.8% increase on the “Feather Base Model” when accounting for the relevant frequencies of occurrence
of the three mean turbulent wind speed profiles, for the specific site, at the expense of a decrease in the
power generation of 1%. At wind speeds above rated, the performance of pitch-to-stall in terms of
rotor speed regulation and generated power output far exceeds that achieved with pitch-to-feather.
Further investigation with more variations in terms of twist initiation point, back twist angle,
and constant pitch below rated angles would be recommended. Additional research on a complete
back-twisted stall blade design would also be required to enable an in-depth analysis of all the blade
loads as well as loads on the nacelle, gearbox, drive train, and other system components. Hence,
enabling an overall assessment of the pros and cons of a back twist blade for a FOWT with active
pitch-to-stall control. A study on the benefits of this blade and pitch control system on other FOWT
types would also be beneficial.
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Abstract: Tupperwave is a wave energy device based on the Oscillating-Water-Column (OWC)
concept. Unlike a conventional OWC, which creates a bidirectional air flow across the self-rectifying
turbine, the Tupperwave device uses rectifying valves to create a smooth unidirectional air flow,
which is harnessed by a unidirectional turbine. This paper deals with the development and validation
of time-domain numerical models from wave to pneumatic power for the Tupperwave device and
the conventional OWC device using the same floating spar buoy structure. The numerical models
are built using coupled hydrodynamic and thermodynamic equations. The isentropic assumption is
used to describe the thermodynamic processes. A tank testing campaign of the two devices at 1/24th
scale is described, and the results are used to validate the numerical models. The capacity of the
innovative Tupperwave OWC concept to convert wave energy into useful pneumatic energy to the
turbine is assessed and compared to the corresponding conventional OWC.
Keywords: wave energy; oscillating water column; tank testing; valves; air compressibility
1. Introduction
Waves are an ocean energy resource, which has the potential to contribute in the offshore
renewable energy mix. A multitude of different devices have been invented to convert the wave power
into electrical power, but the challenges involved in the development of an economically-sustainable
solution are huge. No device for large-scale energy production from the waves has yet reached the
stage of commercialisation. The barriers include high maintenance costs and survivability in extreme
sea states amongst others. Oscillating-Water-Columns (OWCs) are among the most promising wave
energy devices because of their relative simplicity. The only moving part being the turbine connected in
direct drive to the generator, low levels of maintenance are expected. Moreover, the air contained in the
OWC chamber flows across the turbine at high speed, transforming the slow motion and high forces
from the waves into a fast rotational speed and low torque at the turbine. This primary conversion
of the wave power into pneumatic power acts as a non-mechanical gear-box and constitutes a huge
advantage in terms of maintenance and survivability. This feature is not exclusive to OWC device and
is found in other wave energy converters that use air as a conversion fluid and flexible membranes
such as the sea clam [1] and the Bombora device [2], amongst others. OWC devices are among the
most studied type of wave energy technologies, and their principle is used in various forms.
For the most common form of OWC devices, the air flow across the turbine is bidirectional, and
the turbine is self-rectifying. Such a turbine can harness both flow directions, but is not as efficient
as a unidirectional turbine. State-of-the-art self-rectifying air turbines reach a maximum efficiency
in the order of 70–75% in constant flow conditions during scaled tests [3]. In real-sea conditions,
the air flow across the turbine is highly fluctuating since it stops and changes direction every 3–5 s.
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In such conditions, the average efficiency of self-rectifying turbines is 5–10% lower than their maximum
efficiency [3]. Other forms of OWCs use non-return valves to rectify the flow in a single direction across
a unidirectional turbine. Single-stage unidirectional turbines reach 85–90% efficiency in constant flow
conditions [4,5]. The use of rectifying valves was successful for Masuda’s commercial navigation buoy
(1965) powered by wave energy [6], but the experience of the Kaimei device [7] in 1986 revealed that
there were challenges associated with the use of valves in larger scale devices for power production
where air flow rates are in the order of 100m3 · s−1. Such flow rates necessitate large valve dimensions,
which are unsuited for the fast opening and closing response time required for the valves. The moderate
success of the Kaimei was also due to the limited theoretical knowledge of wave energy absorption
available at the time [8].
The idea of using a high-efficiency unidirectional turbine in an OWC device is however still
appealing since it could potentially increase the device efficiency. The Tupperwave principle suggests
another approach on the use of non-return valves for the generation of a closed-circuit air flow.
The Tupperwave concept for OWCs consists of self-rectifying valves, two large air chambers that act
as accumulators, and a unidirectional turbine. The Tupperwave principle is described in Figure 1 and
can be applied to fixed or floating devices.
Figure 1. Schematic diagram of the conventional Oscillating-Water-Column (OWC) and Tupperwave
device concepts.
Floating devices are however more suitable because of the available buoyancy volume, which can
be divided in two parts and used as the High-Pressure (HP) chamber and Low-Pressure (LP) chambers.
In this article, the Tupperwave principle is applied to a floating axisymmetric structure in the form of
a spar buoy. In addition to a potential yield increase due to the high efficiency of the unidirectional
turbine, this principle also aims at smoothing the flow across the turbine and hence maximising
its efficiency and the power quality delivered by the device. An optimization study showed that
the volume of these chambers should be maximized [9]. Thus, the whole buoyancy volume of the
chosen spar buoy was used, and each chamber was 950m3. Figure 2 displays the schematic for the
Tupperwave device at full scale, as well as the corresponding conventional OWC using the same spar
buoy geometry.
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Figure 2. 2D schematic of the full-scale conventional OWC and Tupperwave devices. HP, High-Pressure;
LP, Low-Pressure.
The power conversion chain of wave energy converters is achieved in various stages. In the
case of OWC devices, the incoming wave power reaching the device is partly absorbed by the device.
This absorbed power is then converted into useful pneumatic power available across the turbine.
Finally, the power available to the turbine is converted into electrical power by the turbine and
generator system. The development and validation of a model encompassing all power conversion
stages is challenging due to complex interdependent physical phenomena happening at each stage
and the cost of building a physical model with all the components [10]. Therefore, developers usually
decide to study parts of the power conversion chain separately, as in [11–13].
In this paper, the first two conversion stages are considered: the Tupperwave device and the
corresponding conventional OWC (Figure 2) are numerically modelled from wave to pneumatic power,
and the results are validated against tank testing experiments. The objective is to assess, numerically
and physically, the capacity of the Tupperwave device to convert wave power into smooth pneumatic
power available to the turbine and compare it to the performance of the conventional OWC.
The hydrodynamic and thermodynamic equations forming the devices’ numerical models from
wave to pneumatic power are presented in Section 2. Section 3 describes the tank testing experiments
carried out. Section 4 compares the physical model performances and the numerical and experimental
results of both devices for the validation of the numerical models. Finally, the conclusions of the work
are given in Section 5.
2. Numerical Models From Wave to Pneumatic Power
The time-domain numerical models from wave to pneumatic power for the two devices studied
in this research consist of a number of coupled differential equations obtained via hydrodynamic and
thermodynamic considerations.
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2.1. Hydrodynamics
Both the Tupperwave device and the conventional OWC use the same spar buoy geometry.
The hydrodynamic model is therefore the same for the two devices. The model is based on linear
wave theory, using the assumptions that wave steepness and bodies motions are sufficiently small.
To solve the linear hydrodynamic problems in the OWC device, several approaches have been
developed. The two most popular approaches are the uniform surface pressure model [14] and
the rigid piston model [15]. The former approach is exact because it makes no assumption on the
generally warped Internal Water Surface (IWS) and assumes spatially-uniform pressure on the IWS.
The latter approach approximates the IWS to be a thin rigid piston moving along the column of
the device. This approximation is reasonable when the radius of the IWS is small compared to the
wavelength. With this approach, the problem becomes a two-rigid-body problem (device floating
structure-rigid piston) that can be solved using the Boundary Element Method (BEM) developed in
the 1970s for the study of interaction between waves and floating bodies (ships) [16]. This approach is
used in this research.
Spar buoys move essentially in heave due to the relatively large length of the submerged tail
tube, and the heave motion is the main contribution for the power conversion of the axisymmetric
device. Hence, to simplify the problem, only the heave motions of the two bodies are considered.
This assumption is reasonable and commonly adopted in the literature [17–19]. The vertical
displacement of the device structure and rigid piston are respectively denoted as (x1, x2), and the
vertical axis is upward. The constant horizontal section of the IWS is denoted as S2. The volume of the
OWC chamber, denoted as V, varies with the relative vertical displacement of the bodies. A dot over a
variable indicates the variable’s derivative taken with respect to time. When the device is floating at
rest on calm water (x1 = x2 = 0), the OWC chamber has a volume of V0. We therefore have:{
V = V0 + S2(x1 − x2)
V˙ = S2(x˙1 − x˙2)
(1)
In order to establish a time-domain model of the system’s dynamic response, the hybrid
frequency-time domain method described in [20] is used. Each body is subjected to the Cummins
equation [21]. The reciprocating pressure force fp due to the pressure building in the OWC chamber
is added, along with the viscous drag force fd. The coupled heave motions of the two-bodies can be
written in time-domain as [17]:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
[m1 + A11(∞)]x¨1(t) +
∫ t
0 K11(t− τ)x˙1(t)dτ + A12(∞)x¨2(t)
+
∫ t
0 K12(t− τ)x˙2(t)dτ + c1x1(t) = f1(t) + fp(t) + fd1(t) + fm1(t) (a)
A21(∞)x¨1(t) +
∫ t
0 K21(t− τ)x˙1(t)dτ + [m2 + A22(∞)]x¨2(t)
+
∫ t
0 K22(t− τ)x˙2(t)dτ + c2x2(t) = f2(t)− fp(t) + fd2(t) (b)
(2)
where mi are the bodies masses; Aij(∞) are the bodies heaving added masses at infinite frequency
(including the proper and crossed modes); ci are the hydrostatic stiffness terms and are calculated as
c1 = ρwgS1 and c2 = ρwgS2, where ρw is the water density, g is the acceleration of gravity, S1 is the
constant horizontal cross-sectional area of the device structure at the undisturbed sea surface; Kij are
the impulse response functions for heave motions; fi are the wave excitation forces; fm1 is the force
applied by the mooring system on the device structure.
The impulse response functions can be obtained by the following formula:
Kij(t) =
2
π
∫ ∞
0
Bij(ω)cos(ωt)dω (3)
where Bij is the radiation damping coefficient in the frequency domain.
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The excitation forces are calculated as:
fi(t) =
∫ t
0
Kex,i(t− τ)η(t)dt (4)
where η is the external wave elevation and Kex,i is the excitation force impulse response function
calculated as:
Kex,i(t) =
1
π
∫ ∞
0
Re{F˜ex,i(ω)e−iωt}dω (5)
where F˜ex,i(ω) is the excitation force coefficient from the waves on body i. The frequency
domain coefficients Aij(∞), Bij(ω), ci, and F˜ex,i(ω) are calculated using the commercial BEM solver
WAMIT [22].
The reciprocating pressure force is calculated as fp = S2powc(t), and powc is the excess pressure
relative to atmospheric pressure built in the OWC chamber. Because of the particular mooring system
used in the experiments (see Section 3.2), the vertical component of the mooring force was neglected in
the numerical model.
The viscous drag forces have an important role in wave energy converter dynamics as their
misestimation would lead to numerical prediction of an unrealistic amplitude of motions, and
thereby also energy absorption. The identification of drag coefficients for wave energy applications
is particularly challenging because other sources of non-linearities may interfere with the isolation
of the viscous drag force, causing uncertainties and inconsistency in the literature. Following the
method suggested in [23], the drag force was calculated as fdi = −Cdi|x˙i(t)|x˙i(t) (based on Morison’s
equation [24]) where Cdi is the equivalent drag coefficient and is estimated as the one that minimizes
the error between the physical measurements and the numerical model. As a result, this equivalent
drag coefficient incorporates the viscous drag effects, as well as all other non-linear effects such as the
changes of the wetted surface subject to viscous effects, splashes, mooring line drag, etc. The values
Cd1 = 150N · s2 ·m−2 and Cd2 = 40N · s2 ·m−2 were found to obtain the best fit between the vertical
displacement of the bodies predicted numerically and the ones obtained physically.
According to Equation (2a,b), the hydrodynamic system can be described by the three main
variables {x1,x2,powc}. A third differential equation verified by powc is necessary to solve the problem.
This equation is established in the next section using thermodynamic equations.
2.2. Thermodynamics
In this section, the general thermodynamic equations ruling an open air chamber are first
described. They are then applied to the modelling of the conventional OWC and Tupperwave device.
2.2.1. General Equations
We consider the following open thermodynamic system: an air chamber of variable volume V
containing a mass m of air at the density ρ, at the temperature T and at pressure patm + p. The air mass
flow rates win and wout are the flows respectively in and out of the chamber and are functions of the
air excess pressure p.
The mass balance equation in the system is:
m˙ = ρV˙ + ρ˙V = win − wout (6)
If the system is considered adiabatic and the transformations slow enough to be reversible,
the isentropic density-pressure relation is applicable:
ρ = ρatm
(
1+
p
patm
) 1
γ
(7)
where ρatm is the density of the air at atmospheric conditions and γ is the isentropic expansion factor.
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Moreover, in the case where the excess pressure remains small compared to the atmospheric
pressure, it is possible to linearise the isentropic relationship between density and pressure.
Once linearised, Equation (7) leads to:
ρ = ρatm
(
1+
p
γpatm
)
(8)
The derivation of Equation (8) with respect to time gives:
ρ˙ =
ρatm
γpatm
p˙ (9)
Finally, the combination of Equations (6) and (9) leads to the differential Equation (10) governing
the evolution of the pressure in an open air chamber during isentropic transformations:
p˙ =
γpatm
ρatmV
(win − wout − ρV˙) (10)
2.2.2. Conventional OWC Thermodynamics
The air chamber in a conventional OWC device is commonly modelled in the literature using
the linearized isentropic assumption. The main justification is that the temperature oscillations
in the air chamber are relatively small and their time scales (a few seconds) are too short for
significant heat exchanges to occur across the chamber walls and across the air-water interface [6].
It was proven in [25] that the linearised isentropic assumption provides a satisfactory results for the
modelling of conventional OWCs except possibly under very rough sea conditions. In this paper,
the numerical model will be compared to model-scale experimental results where pressure and
temperature oscillations are even smaller. The use of the linearised isentropic assumption is hence
justified. Figure 3 displays a schematic of the OWC thermodynamic system.
Figure 3. Conventional OWC schematic with thermodynamic variables.
At model scale, the turbine (of impulse type) connecting the inside of the chamber to the
atmosphere is modelled using an orifice plate. In the conventional OWC, the flow is bidirectional
through the orifice. Hence, the density of the air entering the turbine is either ρatm during the inhalation
process (powc < 0) or ρowc during the exhalation process (powc > 0). Under the testing conditions,
the maximum excess pressures observed in the OWC chamber were ±1250 Pa, for which, according to
Equation (8), ρowc reaches the maximum values of ρatm ± 0.8%. Hence, the air in the OWC chamber
can be considered as quasi-incompressible, and the air flow rates are described using the volumetric
flow rates ([26,27]):
Δp = ktq2t with kt =
ρatm
2(αAt)2
(11)
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where qt is the volumetric flow rate across the orifice/turbine, kt is the turbine damping coefficient,
and αAt is the effective area of the orifice representing the turbine.
Finally, according to Equations (10) and (11), the relationship between the hydrodynamic body
motions (see Equation (1)) and the excess pressure in the OWC chamber is:
p˙owc =
⎧⎪⎪⎨
⎪⎪⎩
γpatm
ρatmVowc
(
− ρowc
√
powc
kt
− ρowcV˙owc
)
for powc > 0
γpatm
ρatmVowc
(
+ ρatm
√
powc
kt
− ρowcV˙owc
)
for powc < 0
(12)
2.2.3. Tupperwave Device Thermodynamics
In the Tupperwave device, air is exchanged between three different air chambers. Unlike for the
conventional OWC where the OWC chamber is open to the atmosphere, the air in the Tupperwave
device is flowing in a closed-circuit. This raises the issue of a possible air temperature increase in the
device due to heat created by viscous effects, mainly happening in the turbine. It was shown in [28]
that the heat created is dissipated through the device walls, and only a slight temperature increase
(<1 ◦C) is observed in moderate sea states.
At model scale, the temperature increase is expected to be negligible. Moreover, the pressures
reached in the device are expected to be in the same order as in the conventional OWC. Hence, the
linearized isentropic assumption is assumed to be valid. Figure 4 displays a schematic of the three
chambers, which constitute three interconnected thermodynamic systems.
Figure 4. Tupperwave device schematic with thermodynamic variables.
Equation (10c) can be directly applied to the three chambers:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
p˙owc =
γpatm
ρatmVowc
(wvl − wvh − ρowcV˙owc) (a)
p˙hp =
γpatm
ρatmVhp
(wvh − wt) (b)
p˙lp =
γpatm
ρatmVlp
(wt − wvl) (c)
(13)
where wt, wvh, and wvl are the mass air flow rates across the turbine, the HP valve, and the LP valve.
The sign convention for the volumetric flow rates is given by the arrow directions in Figure 4.
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As for the conventional OWC, the excess pressures reached in the different chambers at model
scale do not exceed 1250Pa. The variation of air density is therefore small, and the flow across the
orifice is considered as incompressible:
wt = ρhp
√
php − plp
kt
(14)
The valves are non-return valves that close under a certain opening pressure po. When opened,
their model is similar to orifice plates of effective opening area αAv and damping coefficient
kv =
ρatm
2(αAv)2
:
wvh =
⎧⎪⎨
⎪⎩
0 if powc − php < po
ρowc
√
powc − php − po
kv
if powc − php > po
(15)
wvl =
⎧⎪⎨
⎪⎩
0 if plp − powc < po
ρlp
√
plp − powc − po
kv
if plp − powc > po
(16)
The system of Equation (13a,b,c) is coupled with the hydrodynamic system of Equation (2a,b)
and completes the model for the Tupperwave device.
2.3. Numerical Solution
The conventional OWC is governed by the coupled Equations (2a,b) and (12), while the
Tupperwave device is governed by Equations (2a,b) and (13a,b,c).
The four convolution integrals Iij(t) =
∫ t
0 Kij(t− τ)x˙j(τ)dτ present in Equation (2a,b) are called
memory effect integrals. Their values depend on the history of the system, which implies their
recalculation at each time step and is not practical for the system resolution. By using the conventional
Prony methods [29], it is possible to calculate each of these functions as the sum of Np additional
unknowns {Iij,k, k = 1 : Np}, which are the solutions of Np additional first order equations that will be
solved along with the system of Equation (2a,b). Details on the conventional Prony method are given
in Appendix A. Following the recommendations made in [30], Np = 4 was taken for the approximation
of the impulse function of heave motion, which adds 16 first order equations to the system.
The solution of these equations was obtained numerically using the ordinary differential equation
solver ode45 from the mathematical software MATLAB [31].
3. Physical Modelling in the Wave Tank
3.1. Physical Models Design and Fabrication
3.1.1. Scaling
The devices displayed in Figure 2 were built at model scale. For dynamic similarity in the water,
all underwater dimensions were multiplied by the scaling factor  = 0.0415  1/24 according to the
Froude similarity law. However, if the volumes of the high- and low-pressure chambers were also
scaled using Froude scaling (i.e., multiplied by 3), air compressibility effects occurring at full scale
would not be reproduced at model scale [32]. Since the Tupperwave device working principle fully
relies on air compressibility in the high- and low-pressure chambers, these effects had to be reproduced,
and a different scaling method was implemented for the volumes of the chambers.
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As shown in Equation (13b), the variation of mass in the HP chamber of volume Vhp is only due
to air compressibility and directly related to the change in pressure:
p˙hp =
γpatm
ρatmVhp
m˙hp (17)
Equation (17) is valid both at full scale (F) and model scale (M). Hence:
p˙hp,M
p˙hp,F
=
patm,M m˙hp,M ρatm,F Vhp,F
patm,F m˙hp,F ρatm,M Vhp,M
(18)
For similitude to be achieved between full scale and model scale, Froude scaling laws need to be
respected. This implies: ⎧⎪⎪⎨
⎪⎪⎩
p˙hp,M
p˙hp,F
= 1/2
m˙hp,M
m˙hp,F
= 5/2
(19)
Unless very specific infrastructures are used, the atmospheric conditions are the same at model
scale as at full scale, hence: {
patm,M = patm,F
ρatm,M = ρatm,F
(20)
Combining Equation (18) with Equations (19) and (20) leads to the necessary condition on
the chamber volume to satisfy similarity regarding compressibility effects between full scale and
model scale:
Vhp,M
Vhp,F
= 2 (21)
The same condition needs to be satisfied for the LP chamber. At full scale, the HP and LP chamber
are 950m3. At model scale, the volumes of the chambers therefore are 1.64m3. Unlike full scale, it is
impossible to fit both chambers on the device as their volume largely exceeds the overall volume of
the device. The alternative at small scale is to locate the main volume of the HP and LP chambers
outside of the device and connect them to two smaller chambers on the device with flexible pipes.
Large reservoirs were used for the HP and LP chambers and located on the pedestrian bridge above
the tank, see Figure 5. The flexible pipes were chosen as lightweight and flexible as possible to reduce
their influence on the floating device motion. Part of the pipes’ weight was supported by bungee ropes.
A similar experimental setup was implemented in [33] to test a floating air bag wave energy converter
at model scale.
This scaling method was suggested and applied in [32] to represent the spring-like effect of
the air in the OWC chamber of a conventional OWC device properly. To implement this method,
an additional flexible pipe connecting the OWC chamber to another reservoir outside of the device is
required. It is however rarely implemented at model scale by conventional OWC developers since
the air compressibility in the OWC chamber is not essential for the devices working principle, and it
increases even more the testing difficulty, especially for a floating device. Therefore, in the present
experiments, the volume of the OWC chamber was simply scaled down by the factor 3 using direct
Froude scaling, and the spring-like effect of the air in the OWC chamber was not physically modelled
in both devices. The air in the OWC chamber is therefore quasi-incompressible in the conditions of
the tests, and it is acknowledged that the perfect similitude with the full-scale devices is not achieved.
The power conversion performances of the full scale devices can therefore not be directly obtained
from the results of the model tests, as this may result in unrealistic overestimations [34]. The present
experiments are however still valuable to validate the Tupperwave concept and compare it to the
conventional OWC.
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Figure 5. Physical model of the Tupperwave device.
Since both devices use the same Spar structure, a single spar was built and used for both device.
The schematics of the physical models are shown in Figure 6. The positions of the centre of gravity and
centre of buoyancy, as well as the moments of inertia were assessed using the computer-aided design
software Solidworks [35]. The position of the centre of gravity was also assessed experimentally by
hanging the device on a vertical rope and finding the balance point. The values obtained experimentally
after five repeated tests verified the centre of gravity to be within ±1mm from the position indicated
by Solidworks. The moment of inertia around the horizontal axis Y parallel to the wave front was also
verified using the bifilar pendulum method, and the values obtained were within ±0.1 kg ·m2 from
the value indicated by Solidworks. The conventional OWC being initially lighter than the Tupperwave
device, it was ballasted such that both devices had the exact same mass properties. The mass properties
of the device are given in Table 1.
Figure 6. Schematic of the model scale conventional OWC and Tupperwave devices.
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Table 1. Devices mass properties.
Model Scale Full Scale
Total mass (kg) 58.4 817× 103
Distance device bottom, COG(m) 0.892 21.49
Distance device bottom, COB(m) 0.961 23.16
Ixx (kg ·m2) 23 1.87× 108
Iyy (kg ·m2) 23.5 1.91× 108
Izz (kg ·m2) 2 1.62× 107
3.1.2. Turbines
As mentioned in Section 2.2.2, the turbines were physically modelled using orifice plates.
Preliminary numerical modelling showed that the optimal damping coefficients at full scale to
maximise the pneumatic power output were close to 38 Pa · s2 ·m−6 for the conventional OWC and
450 Pa · s2 ·m−6 for the Tupperwave device [9]. Three orifice plates per device were built around those
values scaled down using Froude scaling. Their exact damping coefficients and effective areas were
then experimentally assessed prior to testing by forcing a known flow across the orifice and measuring
the pressure drop [36]. Table 2 displays the orifice characteristics for the conventional OWC and
the Tupperwave model scale devices. The damping coefficients were used during the tank testing
to calculate the instantaneous volumetric flow across the orifice based on the measurement of the
pressure drop according to Equation (14).
Table 2. Orifice characteristics for the conventional OWC and Tupperwave device.
Model Scale Full Scale
Orifice Diameter (mm) kt (Pa · s2 ·m−6) αA (m2) kt (Pa · s2 ·m−6) αA (m2)
OWC1 22.6 7.10× 106 2.94× 10−4 21.1 1.71× 10−1
OWC2 20.6 10.4× 106 2.42× 10−4 30.9 1.41× 10−1
OWC3 17.5 19.6× 106 1.77× 10−4 58.3 1.03× 10−1
T1 11.5 0.70× 108 9.33× 10−5 209 5.42× 10−2
T2 9.2 1.86× 108 5.74× 10−5 552 3.33× 10−2
T3 7 4.85× 108 3.55× 10−5 1439 2.06× 10−2
3.1.3. Valves
The Tupperwave working principle relies on the use of non-return valves. The valves are key
components because they are likely to cause pneumatic power losses. They can either be passive or
active. Passive valves mechanically open when a certain pressure difference is reached across the
valves, while active valves are electrically activated. For the physical model, passive valves were
chosen for their simplicity. The most appropriate valves found on the market were the Capricorn
MiniHab HypAirBalance, see Figure 7.
They were passive normally closed air admittance valves from the plumbing market. A rubber
membrane contained in the valve obstructs the opening of the valve due to gravity. When sufficient
pressure is applied, the rubber membrane is lifted up, and the valve opens. Their opening pressure is
70 Pa (equivalent to 1686 Pa at full scale), and their light weight allowed their use in the small-scale
Tupperwave physical model.
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(a) Full device (b) Section
Figure 7. MiniHab HypAirBalance from Capricorn used in the Tupperwave small-scale model [37].
According to Equations (15) and (16), lower values of the valve damping coefficient kv reduce
the pressure drop across the valves and hence reduce the pneumatic power losses. The value of kv is
therefore fundamental for the device efficiency. Unlike for the orifices, the damping coefficient of the
valves were experimentally assessed during each test by using Equations (15) and (16) and monitoring
the pressure drop and air flow across the valves. The air flow rate across the valves was calculated from
the measurement of the IWS elevation achieved with wave probes located inside the water column.
Different valve damping values were obtained depending on the tests undertaken. Figure 8 displays
the values of kv for the HP valve obtained in regular waves.
Figure 8. HP valve damping coefficient in regular waves (full-scale equivalent).
Wave height, wave period, and valve damping coefficients are given at full-scale equivalent.
Variations of kv with the wave height and wave period were observed. It was shown in [38] that
the damping coefficient of those valves is highly dependant on the device excitation. Indeed, when
the device is well excited (for 6.5 s < T < 8.5 s), large pressure drops and flows across the valves
are created. The valves therefore open fully, and their damping coefficient is small (large effective
area). The lowest damping values reached by the valves were around kv = 7.5 Pa · s2 ·m−6 at full-scale
equivalent, which corresponds to an effective valve opening area of 0.286m2. This maximum opening
area achieved was very small compared to the available 10.6m2 between the OWC chamber and the
HP chamber. When the device is poorly excited (for T < 6.5 s and T > 8.5 s), the valves do not open
fully and create large damping (i.e., large losses). For H = 4m, the valves open fully on a larger range
of wave periods than for H = 2m since the device is more excited in bigger waves. The values of the
valves’ damping coefficient assessed for each regular wave physical test were fed into the numerical
model for the corresponding numerical test.
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In irregular waves, the excitation of the device varies with the incoming wave groups. Hence,
the instantaneous damping of the valves fluctuates along the simulation. The kv values in-putted in
the numerical model for each irregular wave simulations were the average damping values obtained
physically over the whole duration of the simulations.
3.2. Experimental Setup and Test Plan
The experiments took place in the Lir-National Ocean Test Facility (Lir-NOTF) of the MaREIcentre
in Cork, Ireland. The devices were tested under regular and irregular sea states in the Deep Ocean
Basin, which is 35m long, 12m wide, and has a movable floor with up to 3m of depth. For the regular
sea states and at full-scale equivalent, 2 wave heights (2 m and 4 m) were tested with periods ranging
from 5–14 s. A set of 8 irregular sea states of various significant wave heights (2–5 m) and peak periods
(5–14 s) was also tested. These sea states were chosen to represent a large variety of typical conditions
in the Atlantic Ocean. The depth was set to 2.07m, equivalent to 50m at full scale.
The devices were moored using a 3-point mooring arrangement of the catenary type with
120 degrees between any two mooring lines. There were two bow mooring lines and one stern
line. Each line was divided into two parts: a steel chain connects the anchor to a surface buoy that can
support the chain weight. A neutrally-buoyant line then connects the surface buoy to the device at the
mean water level. Figure 9 shows a schematic of one mooring line. With such a mooring configuration,
the mooring forces applied on the device were principally horizontal, preventing the device from
drifting in the waves, with a minimum impact on the heave motion from which the wave energy
was absorbed. Therefore, the vertical component of the mooring force applied on the device was
neglected in the numerical model presented in Section 2. The drag forces caused by the vertical motion
of the neutrally buoyant lines with the device were taken into account in the numerical model by the
equivalent drag coefficient Cd.
Figure 9. Schematic of a mooring line. The device was moored by 3 mooring lines with 120 degrees
between any two mooring lines.
The devices were fully monitored using 3D cameras, pressure sensors, and wave probes, allowing
the measurement of the devices’ motions, IWS elevation, pressure drops, and volumetric flow rates
across orifices and valves. Wave probes located outside of the device measured the incoming wave
elevation. A wave probe located inside the column of the device measured the relative elevation of the
water column relative to the buoy. Figure 10 displays a picture of the device, from above, equipped
with pressure sensors and reflective markers for the 3D cameras.
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The power absorbed from the waves by the devices is the power applied by internal water surface
(IWS) on the air contained in the OWC chamber and was calculated, from those measurements, as:
Pabs = powc.V˙ = powcS2
dxIWS
dt
(22)
where xIWS = x2 − x1 is the position of the IWS relative to the buoy. In testing conditions, the flows
across the orifice or valves were incompressible. The pneumatic power available to the turbine Pt or to
a valve Pv was therefore calculated as the product of the volumetric flow and the pressure drop:
P = Δp q (23)
The regular wave tests were 125 s long, which is equivalent to 10 min at full scale. The irregular
wave tests were 7 min long, which is equivalent to 35 min at full scale. This allows a full representation
of the Bretschneider sea state.
For the analysis of regular wave tests, averaging of the key variables was made over several
waves once a steady state was reached, practically between 90 and 115 s at model scale. The average
values in irregular sea states were calculated over the full time of the simulation.
Figure 10. Top view of the Tupperwave device.
4. Results and Numerical Model Validation
Physical and numerical tests were carried out for the small-scale devices, but all results were
given in full-scale equivalence to give the reader perspective.
4.1. Correction in the Tupperwave Numerical Model
During the tests, it was observed that the reservoirs used for the HP and LP chambers of the
Tupperwave physical model did not have perfectly rigid walls and that the walls moved very slightly
due to the pressure building inside the chambers. The HP chamber was observed to inflate with the
build-up of a positive excess pressure inside, and the LP chamber was observed to deflate due to the
negative excess pressure inside. Unfortunately, within the time frame and budget of the project, it
was not possible to replace the chamber walls with stiffer material. As a result, the air compressibility
in the HP and LP chambers was physically not modelled correctly, and the varying volumes of the
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chambers caused a dampening of the pressure variations. This required a correction in the initial
numerical model described in Section 2.2.3 to take into account the slight volumetric changes of the
HP and LP chambers.
A simple linear model of the chamber volumetric deformation as a function of the excess pressure
was chosen: {
Vhp = V0 + Cphp
Vlp = V0 + Cplp
(24)
where C is the elastic stiffness of the chambers and V0 = 1.64m3 is their initial volume.
The same stiffness value was applied to the two chambers, and its value was calibrated using
the experimental results. The value C = 8.3× 10−5 m3 · Pa−1 was obtained by an iterative process to
minimise the error with the experimental results in the different irregular sea states. Therefore, for an
excess pressure of pre f = ±1000 Pa (close to maximum pressure observed in the chambers), the volume
variations of the chamber were dVre f= ± 0.083m3 << V0, which is equivalent to a ±2 cm deformation
of the edge lengths of the cubic chambers and corresponds to the approximate visual observations.
The system of Equation (13) describing the pressure evolution in the Tupperwave chambers was
modified to take into account the HP and LP chambers deformations:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
p˙owc =
γpatm
ρatmVowc
(wvl − wvh − ρowcV˙owc) (a)
p˙hp =
γpatm
ρatmVhp
(wvh − wt − ρhpV˙hp) (b)
p˙lp =
γpatm
ρatmVlp
(wt − wvl − ρlpV˙lp) (c)
(25)
Figure 11 compares the time series of the pressure drop ΔPt = php − plp across the orifice of
the Tupperwave device in regular waves of a 9-s period and heights of 2m and 4m obtained by the
physical model, the initial numerical model, and the corrected model. In regular waves, the wave
excitation on the device is steady, and the excess pressures in the HP and LP chambers increased until
they stabilized to certain values and reached a steady state. In the initial numerical model where the
HP and LP chambers were perfectly rigid, the pressure drop between the chambers built up quickly
to reach the steady state. Small pressure drop oscillations with a period of half a wave period were
also visible and were due to the oscillatory motion of the water column. In the physical model, the
chambers deformed gradually by a corresponding small volume ±ΔV, much less than the initial
volume V0, and consequently delayed the pressure evolution. Hence, the slight deformation of the
chambers did not influence the end results in regular waves, but simply delayed the system from
reaching steady state. The smaller oscillations were also attenuated.
In irregular waves, however, the slight volumetric deformations of the chambers caused more
visible effects. During a simulation, the pressures in the HP and LP chambers varied significantly
when the device was excited by high or low energy wave groups. The chamber volumes were therefore
changing between wave groups and dampened fast pressure variations. Figure 12 compares the time
series ΔPt in the irregular sea state {Hs = 3 m; Tp = 8.5 s} obtained physically against the time series
obtained with the initial and corrected numerical model. The pressures in the rigid-wall chambers
from the initial numerical model varied more rapidly with the wave groups than in the chambers used
in the physical tests. As a result of the chambers’ deformation, an extra and unrealistic smoothing effect
of the pressure variations between the wave groups was observed in irregular waves. Accounting for
the small volume variations of the HP and LP chambers in the numerical model very clearly enhanced
the fidelity of the physical model.
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Figure 11. Pressure drop time series across Orifice 3 of the Tupperwave device obtained by the physical
model, the initial numerical model, and the corrected model in the regular waves of a 9-s period and
heights of 2m and 4m.
Figure 12. Pressure drop time series across Orifice 3 of the Tupperwave device obtained by the physical
model, the initial numerical model, and the corrected model in the irregular sea state {Hs = 3 m;
Tp = 8.5 s}.
Figure 13 displays the numerical results obtained with the following chamber stiffness values:
[4.2; 8.3; 12]× 10−5 m3 · Pa−1, corresponding respectively to±[1; 2; 3] cm deformation of the chambers’
edge length for an excess pressure of pre f = ±1000 Pa. This figure shows the sensitivity of the results on
the chambers’ stiffness value. With stiffer chambers (C = 4.2× 10−5 m3 · Pa−1), the pressure variation
was larger due to the smaller deformation of the walls. The pressure variations were more dampened
with more flexible chambers (C = 1.2× 10−4 m3 · Pa−1). Although the results were not extremely
sensitive on the stiffness value, C = 8.3× 10−5 m3 · Pa−1 obtained the closest results to the physical
model for all sea states tested. Table 3 displays the Pearson correlation coefficients between the time
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series obtained physically and the time series obtained with the initial and corrected numerical models.
Values closer to one indicate a better correlation between physical and numerical results.
Table 3. Pearson correlation coefficient between ΔPt time series obtained physically and
numerically for the various irregular sea states.
Sea State Pearson Correlation Coefficient (-)
Hs (m) Tp (s) Initial Model
Corrected Model
C = 8.3× 10−5 m3 · Pa−1
2 5.7 0.72 0.85
3 7.1 0.68 0.93
3 8.5 0.69 0.93
5 8.5 0.65 0.94
3 10.6 0.70 0.94
5 10.6 0.65 0.93
5 12.7 0.62 0.93
3 14.1 0.70 0.86
Figure 13. Pressure drop time series across Orifice 3 of the Tupperwave device obtained by the physical
model and the corrected model in the irregular sea state {Hs = 3 m; Tp = 8.5 s} with different chamber
stiffness values.
From an energy point of view, the pneumatic energy stored in the HP and LP chamber was not
only stored in the form of pressure, but also under the form of strain energy. This explains the lower
pressure variations between wave groups, and the average value of the pressure drop across the
orifice was not impacted; see Figure 12. In the next section, only the corrected numerical model of the
model-scale device accounting for the chambers’ deformation was used.
We note that the idea of storing pneumatic energy under the form of strain energy could be
combined with the Tupperwave concept at full scale, by adding a spring and piston to the HP and
LP chambers for example. This would enable further improving the pneumatic power smoothing
capacity of the device or reducing the volumes of the reservoirs. Moreover, this would possibly
introduce further control possibilities: changing the stiffness of the spring could enable the device to
be tuned to the sea state to improve energy extraction (or de-tuned if desired). The concept variation
of the Tupperwave device using variable volume HP and LP chambers will be investigated in further
work and is not in the scope of this paper. With fixed volume chambers, the Tupperwave device
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was structurally and mechanically simple. History has shown that mechanical simplicity represents
an advantage in the development of wave energy devices, particularly regarding the device cost,
maintainability, and reliability. Developers commonly claim the simplicity of their wave energy device
as an advantage [39–41].
4.2. Numerical Model Validation
For the validation process, the spar buoy and water column relative motions were first compared
in regular waves. Figure 14 displays the Response Amplitude Operator (RAO) of the bodies’ relative
sinusoidal heave oscillations and their phase difference for the two devices. The numerical models
agree generally well with the results obtained by the physical tests, and the influence of the different
orifice damping tested is well predicted. The phase difference between the bodies in the Tupperwave
device for short wave period was less accurately predicted by the numerical model than for the
conventional OWC. It is interesting to note that, for the two devices, smaller orifices restricted both the
relative motion amplitude and the phase difference between the bodies. In the conventional OWC,
the larger damping of small orifices directly caused more resistance against the bodies’ relative motions.
In the Tupperwave device, the larger damping of small orifices created larger excess pressures in the
HP and LP chamber, which increased the necessary OWC chamber pressure to open the valves and
thus caused more resistance against the bodies’ relative motions.
Furthermore, in comparison to the conventional OWC, the response of relative motion amplitude
in the Tupperwave device was narrower, and the phase difference between the bodies was lower. This
shows that the coupling between the structure and the water column was stiffer, and the bodies were
more constrained to oscillate together in the Tupperwave device.
Figure 14. Response Amplitude Operator (RAO) of the buoy and water column relative motion and
their phase difference for the conventional OWC and Tupperwave device in regular waves (H = 2 m).
The average pressure drop and volumetric flow across the orifices in regular waves are compared
in Figure 15. Good agreement was obtained between numerical and physical results. In both devices,
the pressure drop decreased with increasing orifice diameter, and the flow across the orifice increased.
The Tupperwave device produced larger pressure drops and lower flow rates across the turbine than
the conventional OWC.
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Figure 15. Average pressure drop and volumetric flow rate across the orifice for the conventional OWC
and the Tupperwave device in two-meter high regular waves.
Figure 16 displays the average pneumatic power normalized by the significant wave height
squared obtained numerically and physically by the two devices in the eight irregular sea states
tested. Figure 17 displays the time series of the pneumatic power for the irregular sea state {Hs = 3 m;
Tp = 7.1 s}. The two devices were equipped with their most efficient orifices (OWC2 and T2).
Figure 16. Average pneumatic power normalized by the significant wave height squared for the
conventional OWC and the Tupperwave device in irregular sea states.
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Figure 17. Pneumatic power time series for the conventional OWC and the Tupperwave device in the
irregular sea state {Hs = 3 m; Tp = 7.1 s}.
Good overall agreement was obtained between physical and numerical results. The errors of the
numerical models on average power prediction in irregular wave tests in Figure 16 were 10.1% for the
conventional OWC and 16.5% for the Tupperwave device. The passive valves in the Tupperwave model
are an additional component to model, and their fluctuating behaviour with the device excitation in
irregular waves (see Section 3.1.3) is hence an additional source of error in numerical model fidelity.
Although moderate pitch and roll motions of the spar buoy were observed during the experiments,
the satisfactory results of the numerical model prove, a posteriori, that considering heave only in the
numerical model is a reasonable approach to assess the devices’ power conversion.
4.3. Power Performance Comparison
Figure 18 displays the average power absorbed by the device from the waves Pabs and the average
pneumatic power Pavail available to the turbine in both devices in 2 and 4 m-high regular waves. In the
case of the conventional OWC, the absorbed power is, on average, entirely made available to the
turbine Pabs = Pavail [34]. The Tupperwave device absorbed 4–20% less power from the waves than the
conventional OWC for wave periods between 6 and 9.5 s. This is probably due to the stiffer coupling
between the structure and the water column in the Tupperwave device, which prevented optimal
absorption. Moreover, unlike in the conventional OWC, only about 60% of the absorbed wave power
was made available to the turbine, and the rest was dissipated in the valves [38]. This reveals the poor
efficiency of the valves used during the tests. In the end, the Tupperwave device produced on average
only about 40% of the available pneumatic power produced by the conventional OWC device for wave
periods between 6 and 9.5 s. This went down to 33% on average in irregular waves; see Figure 16.
The efficiency of the Tupperwave device to convert the absorbed wave power into available power to
the turbine was studied in greater detail in [42].
The poor performance of the Tupperwave physical model relative to the conventional OWC was
largely due to the pneumatic power losses occurring in the valves used in these tests. The valves,
described in Section 3.1.3, were bought off-the-shelf from the plumbing market, and their poor
performance was not representative of what could be obtained at full scale with purposely-designed
valves. It is likely that purposely-designed valves would reach better performances. However,
the available literature provides very little information on non-return valves for large OWC devices
and no information on their achievable performances. This shortcoming of the available literature on
OWC devices hinders definitive conclusions on the performance of flow-rectifying OWC devices like
the Tupperwave device.
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Figure 18. Average power absorbed from the waves Pabs and pneumatic power available to the turbine
Pavail by the conventional OWC and the Tupperwave device in 2 and 4 m-high regular waves.
The valves used in these tests operated however sufficiently well to prove the capacity of the
Tupperwave device to smoothen significantly the air flow across the turbine in comparison with the
conventional OWC see Figure 17. In the latter, the air flow across the orifice stopped every half wave
period to change direction, and the pneumatic power dropped to zero. Between two flow directional
change, the pneumatic power reached a peak of 500 kW in about 3–4 s in a relative low-energetic
sea state. At full scale, the efficiency of an air turbine to convert pneumatic power into mechanical
power was largely dependant on the pneumatic power fluctuations. Large fluctuations of pneumatic
power prevented the turbine from working at maximum efficiency, and the average efficiency of a
self-rectifying turbine was lower in the real flow condition than in the constant flow condition, as shown
in [3]. It is however to be kept in mind that the inertia of the turbines acted as short-term energy storage.
Hence, the final electrical power output of the conventional OWC and of the Tupperwave device
would be smoother than the pneumatic power flowing across their turbines presented in Figure 17.
The results show that the smoothing of the pneumatic power achieved by the Tupperwave device
was significant, but made at the expense of important pneumatic power losses in the valves, resulting
in lower power performance of the Tupperwave device. The smoothing of the pneumatic power would
however play a role in the rest of the power conversion chain, as it will simplify the pneumatic to
mechanical power conversion by the turbine and may pay back in terms of overall electrical power
performance and power quality.
5. Conclusions
In this work, time-domain numerical models of a conventional OWC and of the Tupperwave
device were developed. The models considered the conversion of wave power to pneumatic power
and were built using hydrodynamic and thermodynamic equations. A tank testing campaign was
carried out for the two devices at 1/24th scale to prove the Tupperwave working principle and provide
data for the numerical models’ validation.
Air compressibility is essential in the Tupperwave device working principle, and it was attempted
to model it physically by scaling down the HP and LP chambers by 2. This was however not done
correctly since the walls of the additional chambers used in the Tupperwave device were not perfectly
rigid, which invalidated the exact reproduction of the air compressibility in the HP and LP chambers.
The chambers being very slightly deformable, it added a phenomenon of pneumatic power storing
in the chambers under the form of strain energy and caused an additional unrealistic smoothing of
pressure variations in the chambers. Nevertheless, the working principle of the Tupperwave device
was validated, and the device operated reasonably well. The numerical model of the Tupperwave
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device was corrected to take into account the chamber deformation by adding a linear model of the
chamber volumetric deformation as a function of the excess pressure.
With this correction, the numerical models predicted correctly the influence of the orifice damping,
wave period, and wave height on the body motions, pressure, and pneumatic power. In irregular
waves, average pneumatic power productions were predicted by the numerical models with 10.1%
and 16.5% error relative to the physical results for the conventional OWC and the Tupperwave
device, respectively. The numerical model of the Tupperwave device showed less accuracy due to
the fluctuating behaviour of the passive valves, which was revealed to be highly dependant on the
device excitation.
Since the two devices were using the same Spar buoy, direct comparison in terms of pneumatic
power performance was also possible. The physical model of the Tupperwave device produced on
average only about one-third of the available pneumatic power produced by the conventional OWC
device in irregular waves. The main reason for that is the large pneumatic power losses caused by
the rectifying valves used in the tests, which were revealed to be of poor efficiency, as only about 40%
of the absorbed wave power was effectively made available to the turbine. The poor performance of
those valves is not representative of what could be achieved with purposely-designed valves at full
scale, but reveals the importance of the valve design in the Tupperwave device performance. However,
the pneumatic power available to the turbine of the Tupperwave device is much smoother than in the
conventional OWC. The pneumatic power smoothing of the Tupperwave device demonstrated in this
paper is likely to have a positive influence on the turbine efficiency and on the overall electrical power
production and quality.
The benefits of the pneumatic power smoothing on the Tupperwave device operation will be
studied and quantified in future works, where a turbine and a generator will be added to the numerical
model to build a complete wave-to-wire model.
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Appendix A. Prony’s Method
Prony’s method allows the estimation of the impulse response function K as the sum of Np
damped complex exponentials:
K(t) 
Np
∑
k=1
αkeβkt (A1)
where αk and βk are complex coefficients and Np is the order of the Prony function.
The memory effect integral I can then therefore be calculated as the sum of Np functions Ik:
I(t) =
∫ t
0
K(t− τ)x˙(τ)dτ 
Np
∑
k=1
Ik(t) (A2)
where:
Ik(t) = αkeβkt
∫ t
0
e−βkτ x˙(τ)dτ (A3)
Differentiating Equation (A3) leads to the differential equation:
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I˙k(t) = βk Ik(t) + αk x˙(t) (A4)
The memory effect integral is therefore calculated as the sum of the Np additional function,
{Ik, k = 1 : Np}, which are the solutions of the Np additional first order equations.
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Abstract: The Tupperwave device is a closed-circuit oscillating water column (OWC) wave energy
converter that uses non-return valves and two large fixed-volume accumulator chambers to create
a smooth unidirectional air flow, harnessed by a unidirectional turbine. In this paper, the relevance
of the Tupperwave concept against the conventional OWC concept, that uses a self-rectifying
turbine, is investigated. For this purpose, wave-to-wire numerical models of the Tupperwave device
and a corresponding conventional OWC device are developed and validated against experimental
tests. Both devices have the same floating spar buoy structure and a similar turbine technology.
The models include wave-structure hydrodynamic interaction, air turbines and generators, along with
their control laws in order to encompass all power conversion stages from wave to electrical
power. Hardware-in-the-loop is used to physically emulate the last power conversion stage from
mechanic to electrical power and hence validate the control law and the generator numerical
model. The dimensioning methodology for turbines and generators for power optimisation is
explained. Eventually, the validated wave-to-wire numerical models of the conventional OWC
and the Tupperwave device are used to assess and compare the performances of these two OWC
type wave energy device concepts in the same wave climate. The benefits of pneumatic power
smoothing by the Tupperwave device are discussed and the required efficiency of the non-return
valves is investigated.
Keywords: wave energy; oscillating water column; air turbine; valves; wave-to-wire model
1. Introduction
Harnessing wave energy to produce electrical energy in an economically sustainable way requires
the development of efficient and reliable wave energy converters. Despite significant research
and development, the concepts for converting wave energy into electricity still have not converged
to any favoured solution [1]. The oscillating water column (OWC) concept is among the most
promising types of devices due to its simplicity and robustness and is therefore the most extensively
studied [2]. An OWC consists of a partially submerged fixed or floating hollow structure, open to
the sea below the water surface, that traps air between the inner free-surface and the top of the structure;
under the wave excitation, the internal water column oscillates in the structure and alternately
compresses and decompresses the trapped air which is forced in and out of the structure through
a turbine coupled to a generator.
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In the most common form of OWC, the compression and decompression of the air in the chamber
directly creates a bidirectional flow across a self-rectifying turbine opened to the atmosphere. Such a
turbine can harness both in-coming and out-coming flows. Their rotational direction remains
unchanged regardless of the direction of the air flow. Several types of such special turbines have
been developed: Wells and impulse turbines are the two main types of self-rectifying turbines [2].
Their maximum total-to-static efficiency in constant flow condition varies between 30% and 72%
depending on their level of complexity and cost [3]. To date, the biradial and twin-rotor turbines are
the best performing self-rectifying turbines and reach, respectively, about 79% and 74% efficiency in
steady flow conditions [4,5]. In real ocean conditions, the flow across the turbine is, however, highly
fluctuant and stops at every half-wave period to change direction. In these conditions, the average
efficiency of self-rectifying turbines drops by 5 to 10% [3].
Other forms of OWC devices use non-return valves to rectify the flow across a unidirectional
turbine. The incentive is that unidirectional turbines are more efficient than self-rectifying turbines
with efficiencies higher than 85% [6,7]. Various OWC devices using a unidirectional turbine have
been studied and different methods for rectifying the air flow have been considered: The Masuda’s
navigation buoy [2], the Kaimei [8], the Leancon [9] and the vented OWC from wave swell energy [10]
all use a different air flow rectification method. Rectifying valves, however, induce pneumatic power
losses [11] and can also be unpractical at full scale [8].
The Tupperwave concept, described in [12], is equipped with two non-return valves, two large air
chambers that act as accumulators and a unidirectional turbine. The vertical motion of the internal
water surface (IWS) alternatively compresses the air into the high-pressure chamber (HP chamber)
and decompresses the air in the low-pressure chamber (LP chamber). This creates a differential of
pressure between the HP and LP chambers which are connected via the unidirectional turbine. The air
flows in a closed-circuit in the device.
In order to study the relevance of the Tupperwave principle against the conventional OWC
principle, two devices using each principle and the same floating spar buoy structure are compared
in this article. The chosen floating structure is an axisymmetric spar buoy which suits both
working principles. The volume of the Tupperwave HP and LP chambers is maximized according to
an optimization study [13] and hence the whole buoyancy volume is used. Each chamber is 950 m3.
The electrical power performance of each device in terms of electrical energy production and power
quality are to be assessed and compared. For this purpose, complete wave-to-wire numerical models
of the two devices presented in Figure 1 are required.
The power conversion chain of an OWC type device is split in four main stages. Part of the wave
power Pw reaching the device is absorbed by the floating device. The absorbed power Pabs is the power
applied by IWS on the air contained in the OWC chamber. It is then converted into pneumatic power
Pavail available across the turbine. The pneumatic power is converted into mechanical power Pm by
the turbine and further converted into electrical power Pe by the generator. Accurate wave-to-wire
modelling requires the modelling of each power conversion stage and a validation against physical
results. Such modelling and validation has already been achieved for OWC devices. This was done,
for example, in [14], where the model is verified using experimental data from open sea device
deployment. The model can then be used to test control strategies in specific conditions. However, if
the device is at an earlier development stage, as is the case in this paper, no large scale prototype data
are yet available. The wave-to-wire model validation therefore has to be done step-by-step across
the power conversion stages using scaled lab tests. The power performances of the device can then be
predicted using the validated model before the building and deployment of a large scale prototype.
In [15], numerical models from wave power to pneumatic power of the Tupperwave device
and corresponding conventional OWC were developed and the results were validated against physical
tank testing at 1/24th scale. The results also demonstrated the capacity of the Tupperwave concept to
produce a smoother pneumatic power made available to the turbine. In this paper, the models from [15]
are extended to build complete wave-to-wire models which are validated step-by-step as illustrated
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in Figure 2. The models are then used to compare the power performance of both devices and conclude
on the relevance of the innovative Tupperwave concept.
Figure 1. Two-dimensional schematic of the full scale conventional oscillating water column (OWC)
and Tupperwave devices.
Figure 2. Schematic of power conversion chain of OWC device from wave to wire and step-by-step
validation methods achieved in [6,15] and the present paper.
In Section 2 of this paper, the rest of the power conversion chain is considered and added
to the existing models by the addition of a turbine and generator model to obtain the complete
wave-to-wire models of the two devices. Section 3 explains the dimensioning methodology used on
the turbine-generator systems for the devices’ power performance optimisation in the wave climate
of the EMEC test site located in Orkney, Scotland. Hardware-in-the-loop experiments were carried
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out to provide physical validation for the last power conversion stage and are described in Section 4.
Eventually, the complete wave-to-wire models are used in Section 5 to assess and compare the power
performances of the Tupperwave device and conventional OWC equipped with state of the art turbines
in the EMEC wave climate. The impacts of the pneumatic power smoothing capacity of the Tupperwave
working principle are identified.
2. Wave-to-Wire Models
The wave-to-wire models are based on several considerations. Hydrodynamic and thermodynamic
equations were used in [15] for the development of wave-to-pneumatic power models and are first
summarized for the two full scale devices. The rest of the power conversion chain is then described.
State-of-the-art turbines are chosen and modelled using physical testing results from the literature.
Finally the generator model and its control are presented.
2.1. Hydrodynamics
The Tupperwave device and the conventional OWC use the same floating spar structure.
Therefore, the hydrodynamic wave-structure interactions for both devices can be described by the same
set of equations within the linear wave theory. The structure and the water column are considered
as two rigid bodies moving in heave only in the waves relatively to each other. The coupled heave
motions of the two bodies (noted with indices 1 and 2) can be written in time-domain as [15,16]:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
[m1 + A11(∞)]x¨1(t) +
∫ t
0 K11(t− τ)x˙1(t)dτ + A12(∞)x¨2(t)
+
∫ t
0 K12(t− τ)x˙2(t)dτ + c1x1(t) = f1(t) + fp(t) + fd1(t) (a)
A21(∞)x¨1(t) +
∫ t
0 K21(t− τ)x˙1(t)dτ + [m2 + A22(∞)]x¨2(t)
+
∫ t
0 K22(t− τ)x˙2(t)dτ + c2x2(t) = f2(t)− fp(t) + fd2(t) (b)
(1)
where mi are the bodies’ masses; Aij(∞) are the bodies’ heave motion added masses at infinite
frequency; ci are the restoring force coefficients; Kij are the impulse response functions for heave
motions and their interactions; fi are the wave excitation forces. fp is the reciprocating pressure
force acting on both bodies and is calculated as: fp = Spowc(t) where S is the internal water free
surface in the water column and powc is the excess pressure relatively to atmospheric pressure built
in the OWC chamber. The viscous drag forces fd1 and fd2 are calculated as fdi = −Cdi|x˙i(t)|x˙i(t)
where Cdi is the equivalent drag coefficient. This force includes the viscous drag effects and all
non-linear viscous effects [17]. The equivalent drag coefficients at full scale are unknown. The values
of Cd1 = 150 N·s2·m−2 and Cd2 = 40 N·s2·m−2 were established using the experimental results from
the tank testing at 1/24th scale [15]. It is, however, to be noted that possible differences on these
coefficients between model scale and full scale may arise from different flow characteristics between
the two scales. The scaled-up coefficients provide reference values that were used for the numerical
models at full scale.
2.2. Thermodynamics
The general thermodynamic differential equation relating the excess pressure p and volume V of
air considered as a perfect gas in a chamber during isentropic transformations was derived in [15]:
p˙ =
γpatm
ρatmV
(win − wout − ρV˙) (2)
where patm and ρatm are the pressure and air density in atmospheric conditions; win and wout are
the mass flow rates of air flowing, respectively, in and out of the system.
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If the system is considered adiabatic and the transformations slow enough to be reversible,
the isentropic density-pressure relation is applicable:
ρ = ρatm
(
1+
p
patm
) 1
γ
(3)
where γ is the isentropic expansion factor.
If the excess pressure p remains small compared to the atmospheric pressure patm, Equation (3)
can be linearised:
ρ = ρatm
(
1+
p
γpatm
)
(4)
In [18], the linearised isentropic assumption was shown to provide a satisfactory results
for the modelling of conventional OWCs except possibly under very rough sea conditions.
Hence, the transformations happening in a conventional OWC are commonly modelled in the literature
using Equation (4). In the present work, the maximum pressures reached in the extreme sea states
tested were in the order of 3 × 104 Pa. In those conditions, the error introduced by the linearisation of
the isentropic relationship between density and pressure does not exceed 0.7%. Thus, for simplicity,
Equation (4) is also used in this work.
At full scale, the turbine and the generator need to be protected from possible overloading
happening in high energy sea-states. Bypass valves are commonly used as security system in OWC
devices for this purpose [18]. The valve is normally closed and located in parallel to the turbine.
When it opens, the flow splits between the turbine and the bypass valve, reducing the flow through
the turbine and alleviate the load on this latter. The control of the bypass valve is described in
Section 2.5.
Figure 3 displays a schematic of the OWC thermodynamic system. The value of mass flow rate
wt and wbypass crossing the turbine and the bypass valves are considered positive whatever the flow
direction. Equation (2) applied on the OWC chamber becomes:
p˙owc =
⎧⎪⎨
⎪⎩
γpatm
ρatmVowc
(
− (wt + wbypass)− ρowcV˙owc
)
for powc > 0
γpatm
ρatmVowc
(
+ (wt + wbypass)− ρowcV˙owc
)
for powc < 0
(5)
Figure 3. Conventional OWC schematic with thermodynamic variables.
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Figure 4 displays a schematic of the three chambers of the Tupperwave device which constitute
three interconnected thermodynamic systems. Unlike in the conventional OWC, in which the air is
partly renovated during the inhalation part of the cycle, the air in the Tupperwave device is exchanged
between the chambers in closed-circuit with no exchange with the atmosphere. This brings into
question the possible air temperature increase in the device due to energy dissipation by viscous effects
across the turbine and the valves. The study of such irreversible processes is not in the scope of this
research and it is assumed that the heat transfer through the device walls into the environment is
sufficient to prevent the temperature in the device to rise significantly above atmospheric conditions.
Moreover, the pressure conditions in the Tupperwave device being of similar order to the ones in
the conventional OWC, the linearised isentropic assumption is also adopted for the Tupperwave device
and Equation (2) is directly applied to the three chambers:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
p˙owc =
γpatm
ρatmVowc
(
wvl − wvh − ρowcV˙owc
)
(a)
p˙hp =
γpatm
ρatmVhp
(
wvh − (wt + wbypass)
)
(b)
p˙lp =
γpatm
ρatmVlp
(
(wt + wbypass)− wvl
)
(c)
(6)
where wt, wbypass, wvh and wvl are the air mass flow rates across the turbine, the HP valve
and the LP valve. The expression of these flows as functions of the pressure are established using
the turbine and valve models.
Figure 4. Tupperwave device schematic with thermodynamic variables.
2.3. Tupperwave Non-Return Valves
The valves are a key components in the Tupperwave device efficiency because they cause
pneumatic power losses. The effective area of the valves and the opening pressure are the key
parameters for the device efficiency [11]. Passive valves do not require to be electrically activated
and are therefore very easy to implement. The use of passive valves in the full-scale Tupperwave
device is justified to reduce the device mechanical and electrical complexity and hence to reduce its
price. In this paper, the same passive valve model as in [15] is used. The valves only allow air flow in
one direction when the pressure head Δpv = pin − pout is larger than their opening pressure po. In high
energy sea states, the Mach number of the flow across the valves rises above 0.3. Hence, the flow
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is considered as compressible and a steady-state subsonic compressible flow model is adopted to
calculate the air mass flow rates across the valves [19]:
wv,in→out =
⎧⎪⎨
⎪⎩
0 if pin − pout < p0
αAv
√
2γ
γ− 1ρin(pin − p0)
(
r
2
γ − r γ+1γ
)
if pin − pout > p0
(7)
where r =
pout
pin − p0 is the pressure ratio over the valve when open; αAv is the effective opening area of
the valves when fully opened [18]. To maximise the efficiency of the valves, the effective area should be
maximised while the opening pressure should be minimised. No valves were designed and studied for
the full scale device. Moreover, hardly any information on non-return valves for large OWC devices is
available in the literature. Therefore, it is hard to know what effective area and opening pressure are
practically achievable at full scale. During physical model testing carried out at model scale in [11,15],
the valves caused very important pneumatic power losses, dissipating up to 60% of the absorbed wave
power. They operated at best with a effective area of 0.286m2 at full scale equivalent. The area available
for the valve connecting the OWC chamber to the HP chamber (resp. LP chamber) is about 10m2.
With such a large available area, it is very likely that properly designed full scale valves could reach
larger effective opening area than 0.286m2 = 53× 53 cm. Nevertheless, this value will be used in
the wave-to-wire model as a reference value. Regarding the opening pressure, a pressure differential
of 150 Pa between both sides of the valve is equivalent to a force of 43N = 4.4 kgf acting on the valve.
Considering the small dimensions of the valve, such force should be sufficient to open it. The value of
p0 = 150 Pa was therefore chosen as a reasonable pressure value to activate the opening of the valves.
The influence of the values of αAv and p0 are investigated in Section 5.
2.4. Turbine Model
The conventional OWC and the Tupperwave device are equipped with two different turbines,
which will be described in Section 3.1. However, the numerical modelling remains the same for both
turbines. The mechanical power Pmech extracted by a turbine from an air flow is a function of its
diameter D, its rotational speed Ω, its pressure head Δpt = pin − pout between inlet and outlet, and of
the volumetric air flow rate qt flowing across a turbine. These relationships are usually presented in
dimensionless form, assuming incompressible flow and using the dimensionless flow coefficient Φ,
dimensionless pressure head Ψ and dimensionless turbine power output Π which are defined as [2]:
Φ =
qt
ΩD3
; Ψ =
Δpt
ρinΩ2D2
; Π =
Pmech
ρinΩ3D5
(8)
The dimensionless coefficients can be related by the polynomial functions fΨ and fΠ, established at
model scale during laboratory tests:
Ψ = fΨ(Φ) ; Π = fΠ(Φ) (9)
Neglecting the influence of the Reynolds and Mach numbers, the dimensionless turbine
representation enables to describe any geometrically similar scaled-up version of the turbine.
From Equations (8) and (9), the mass flow rate crossing the turbine can be expressed as a function
of pressure head and its expression can be used in Equations (5) and (6):
wt = ρinqt = ρinΩD3 f−1Ψ
(
pin − pout
ρinΩ2D2
)
(10)
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The total-to-static turbine efficiency ηt is obtained by the ratio of the mechanical power of
the turbine Pm and the pneumatic power available to the turbine Pavail :
ηt =
Pm
Pavail
=
Pm
qt × Δpt =
Π
Φ×Ψ = fη(Φ) (11)
The turbine reaches a maximum of efficiency for an optimal dimensionless flow coefficient Φopt.
2.5. Generator Model, Bypass Valve and Control Law
The mechanical power from the turbine is finally converted into electrical power by the generator.
Newton’s law applied on the generator rotor gives:
IΩ˙ = Tturb − Tgen − Twind (12)
where I is the inertia of the turbine-generator system; Tgen is the electromagnetic braking torque applied
by the generator; Twind is the aerodynamic friction torque due to windage losses of the twin-rotor
turbine (only relevant for the conventional OWC, see Section 3.1); Tturb is the mechanical torque
applied by the turbine obtained from Equations (8) and (9) by:
Tturb =
Pmech
Ω
= ρhpΩ
2D5 fΠ(Φ) (13)
The control of the turbine-generator system is achieved via the generator torque. In this paper,
the control strategy implemented is a maximum power point tracking (MPPT) based on optimal torque
control. It is sought to optimise the instantaneous turbine efficiency by matching the generator braking
torque to the torque expected to be produced by the turbine at maximum efficiency. According to
Equation (8), the value of Tgen is obtained by:
Tgen = Tturb(Φopt) =
Pm(Φopt)
Ω
= ρinΩ2D5 fΠ(Φopt) (14)
We note that with this control law, the generator torque only depends on the rotational speed
such that Tgen = aΩ2 with a = ρinD5 fΠ(Φopt). It is a fast, robust, simple and well-established control
law to implement since it does not require any additional sensor [20]. Moreover, no power is required
from the grid and energy only flows in one direction. For example, a nearly identical strategy to
the MPPT control was used as a base case control strategy for comparing more complex control
algorithms during sea trials of a OWC device in [21].
Care must, however, be taken so that the generator rotational speed remains within its operational
range [Ωmin;Ωmax]. In low energy sea states, the generator braking torque is dropped to zero for
Ω < Ωmin and no electrical power is produced. In high energy sea states, the generator is at risk to be
over spun. The generator and the power electronics are limited by their rating power, the maximum
braking torque Tgen,max = Prated/Ωmax is reached when Ω > Ωmax. The normally closed bypass
valve, located in parallel to the turbine, is electrically activated and opens fully when the generator
is overloaded to reduce the flow across the turbine until the condition Ω < Ωmax is satisfied again.
This security system dissipates the excess energy and prevents the over spinning of the generator.
The same valve model as in Equation (7) is used to calculate the mass flow rate wv,bypass across
the bypass valve. For quick relief of the turbine pressure head, the opening area of the bypass valve
αAv,bypass was chosen of 0.15m2.
Then, the electromagnetic power Pem = ΩTgen is converted into electricity by the generator with
the efficiency ηgen. The efficiency of a generator is largely dependant on its load Λ =
Pem
Prated
where
Prated is the generator rated power. The efficiency drops very sharply for partial loads. ηgen was taken
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from [22] and is displayed in Figure 5 as a function of the load. The dimensioning of the generator is
discussed in Section 3.
Finally, the electrical power produced by the generator is conditioned by power electronics before
being delivered to the grid. The influence of the conditioning stage on the device efficiency is neglected
here. As shown in [23], this assumption is reasonable in applications such as control parameters
optimisation and power production assessment. The electrical power produced by the generator is
therefore simply calculated as:
Pelec = ηgenPem (15)
Figure 5. Generator efficiency curve as a function of the load based on [22].
2.6. Numerical Integration
Equations (1), (6) and (12) form the system of differential equations governing the behaviour of
the Tupperwave device. The conventional OWC is governed by Equations (1), (5) and (12). Each of
the four convolution integrals in Equation (1) are approximated using the Prony’s decomposition
method at order four. Details of the method can be found in [24,25]. The numerical integration of these
equations is achieved using the ordinary differential equation solver ode45 from the mathematical
software MATLAB [26].
3. Turbine-Generator Systems Dimensioning
3.1. Turbines
The objective of the paper being to assess and compare the power performances of the Tupperwave
device against a conventional OWC, both devices are equipped with the state-of-the-art turbines.
The twin-rotor turbine, displayed in Figure 6a, is among the most efficient self-rectifying
turbines [3]. It uses the idea that a bidirectional flow can be harnessed by two conventional air turbines
in parallel: It consists on a pair of conventional radial-inflow rotors mounted on the same shaft in
opposite direction, complemented by the corresponding guide vane rows and by a two-position
cylindrical valve which, according to the flow direction, orientates the flow through one rotor or
the other [27]. At all times, one rotor is driven by the air flow, while the other spins in no flow.
The latter creates windage losses due to aerodynamic drag. Due to its symmetry, half of the turbine was
built at model scale in [5] in order to assess its performance experimentally (Figure 6b). The resulting
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unidirectional single-rotor radial inflow unidirectional turbine was tested and the polynomial functions
fΨ and fΠ relating the dimensionless coefficients were established. The experimental assessment of
the windage losses allowed the establishment of the twin-rotor turbine dimensionless coefficients.
In this paper, the conventional OWC and the Tupperwave device are, respectively, equipped
with the twin-rotor turbine and the corresponding single-rotor unidirectional turbine. Both turbines
are therefore very similar and based on the same aerodynamic design. The unidirectional turbine
is, however, less mechanically complex with no need for the fast-acting and electrically activated
two-position valve. Moreover, due to the windage losses, the twin-rotor turbine is less efficient
than the unidirectional turbine: It reaches 72.7% while the unidirectional turbine reaches 83.9%.
Their total-to-static efficiencies in constant flow condition are compared in Figure 7.
(a) (b)
Figure 6. Schematics of the radial-inflow twin-rotor turbine modelled in the conventional OWC
device and corresponding unidirectional radial-inflow turbine modelled in the Tupperwave device [5].
(a) Twin-rotor turbine. (b) Single rotor turbine.
In [15], the devices absorbed most power out of the waves for wave periods from 6 to 9 s. They are
therefore well adapted for the EMEC wave energy test site located off the coast of Scotland where such
wave periods prevail. The scatter diagram of the EMEC wave climate is given in Figure 8.
For a fair comparison between the two devices, the turbines were optimised using the same
methodology described below. The method described has no pretension of the being the best
optimisation method. The turbine parameters to optimise are the diameter and the rotational speed.
Their optimisation aims at maximising the device power output in the wave climate in which they
are tested.
The optimisation of the turbines to maximise electrical power production in the EMEC wave
climate was made in four steps:
1. Identification of the sea states for which the devices are the most productive over the year.
2. Assessment of optimal damping coefficients for the most productive sea states.
3. Assessment of turbine diameter and rotational speed to achieve optimal damping.
4. Verification that the damping achieved by the chosen turbine is close to optimal.
Basic turbine models were first used. A quadratic relationship was assumed between flow rate
and pressure drop across the turbine such that:
ΔPt = ktq2t (16)
where kt is the damping coefficient of the turbine. The damping of the turbine is fundamental
for the efficiency an OWC device in absorbing the wave energy. As a starting point, the turbine
damping coefficients obtained by parametric optimisation in [13] carried out in regular waves were
first tried over the whole EMEC wave climate and showed that the sea states of significant wave height
Hs = 2–3m and peak period Tp = 8–9 s are the most productive sea states over the year. Due to
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the large discrepancy of the sea states energy density, the most productive sea states are not the one
that occur most often.
The turbine characteristics were then optimised for the most productive sea states. The damping
coefficients maximising the devices’ available power in the turbine Pavail for those sea states were
investigated in detail. Figures 9 and 10 show the evolution of the average pneumatic power flowing
across the turbine Pavail over the turbine damping coefficient in sea state {Hs = 2m; Tp = 8 s}
and (Hs = 3m; Tp = 9 s) for the two devices, respectively.
Figure 7. Total-to-static efficiencies for the twin-rotor and unidirectional turbines as functions of
the flow coefficient.
It is observed that the ranges of damping coefficients maximising the power absorption from
the waves are kt = 35–75 Pa · s2 ·m−6 for the conventional OWC and kt = 1000–2500 Pa · s2 ·m−6 for
the Tupperwave device. The average flow rates achieved across the turbines in those conditions are
denoted as qt.
It is fundamental that the turbines work close to their design flow coefficients Φopt (highlighted in
Figure 7) which maximise their efficiencies. Therefore, for each turbine, a design rotational speed Ωd is
first chosen arbitrarily and its diameter is calculated from Equation (8) by:
D = 3
√
qt
ΩdΦopt
(17)
The obtained turbine characteristics are given in Table 1.
Table 1. Chosen turbine characteristics.
Unidirectional Twin-Rotor
Φopt 0.053 0.07
Ωd (rpm) 4000 1000
qt (m3 · s−1) 2.8 9.8
D (m) 0.5 1.10
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It is then necessary to verify if the diameter and rotational speed selected induce a damping close
to optimal for different turbine speeds. Figures 11 and 12 display the relationships between flow rates
and pressure drops of the turbine models with the chosen parameters for different rotational speeds
at which the turbines are likely to spin. They are compared with the simplified laws of optimised
constant damping kt. The damping achieved by the turbines for the different rotational speeds falls
right in the range of optimum damping maximising wave absorption for sea states between {Hs = 2m;
Tp = 8 s} and (Hs = 3m; Tp = 9 s). This confirms that the diameters and rotational speeds of
the turbine are well established. If it was not the case, the rotational speed of the turbines should be
reconsidered until good agreement is obtained.
Figure 8. Scatter diagram of wave data statistic for the EMEC wave energy test site.
Figure 9. Evolution of pneumatic power available to the turbine with turbine damping coefficient for
the conventional OWC.
It is observed in Figures 11 and 12 that the damping of the turbines increases slightly with
the rotational speed. It is, however, interesting to note that, according to Figures 9 and 10, the optimal
turbine damping becomes smaller for larger sea states where the turbine is likely to be spun faster.
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This shows that speed control of the turbines depending on the wave condition would theoretically
enable the turbine damping to be matched with the optimal damping and hence maximise the absorbed
power and the real delivered power production. In the case of the conventional OWC, the flow across
the turbine very quickly varies and stops every 3–5 s to change direction. In this flow condition,
a fixed-speed generator would experience severe shock loads on the generator shaft, whereas if
the speed were allowed to increase, the inertia of the system would absorb some of the extra power
input. This consideration led to the adoption of the more simple variable speed control law described
in Section 2.5. With such a control law, the turbines gain to be designed so that their damping stays
relatively constant with various rotational speeds.
Figure 10. Evolution of pneumatic power available to the turbine with turbine damping coefficient for
the Tupperwave device.
Figure 11. Relationship between pressure head ΔPt and volumetric flow rate qt for the twin-rotor
turbine at various rotational speeds Ω compared to the optimal fixed damping relationships.
The adaptation of the unidirectional turbine tested in [6] for the pneumatic damping needs of
the Tupperwave turbine and the conventional OWC led to very different results on what concerns
the size (diameter D) and the rotational speed. This is due to the different working conditions of
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the turbines in the two devices. The turbine in the Tupperwave device has a small diameter of 0.5m
but a very high design rotational speed of 4000 rpm. In addition of being less mechanically complex
because of the absence of valve and of a single rotor, the chosen Tupperwave turbine is half the size of
the conventional OWC turbine, it is therefore likely to be much cheaper. Unfortunately, a gearbox is
necessary to bring down its high design speed to a commonly used generator design speed (1000 rpm)
and the investment cost and maintenance issues associated with a gearbox are undesirable.
The Cordier diagram, see [28], is an empirical diagram commonly used as a tool by turbine
designers. It indicates that if the optimum operating conditions are kept constant and if the design
speed of the turbine is lowered, then the diameter of the turbine increases. This shows that the use of
a gearbox could be avoided if a different turbine design with larger diameter was adopted. The Cordier
diagram does not, however, provide any information on the blade shape (i.e., angles and blade width)
and such designing exercise is out of the scope of the present research.
Figure 12. Relationship between pressure head ΔPt and volumetric flow rate qt for the unidirectional
turbine at various rotational speeds Ω compared to the optimal fixed damping relationships.
3.2. Generator
As described in Section 2.5, the efficiency of conventional electrical generators decays markedly for
loads less than one-third of the rated power. During operation the electrical equipment, especially the power
electronics, cannot be subjected to overloads. It is the purpose of the bypass valve to protect the electrical
equipment from overloads. This security system should be used the least possible to reduce the risk of
failure and increase the reliability of the device. For these reasons, the generator rated power needs to
be carefully chosen. Similarly to the turbine, the generator should be sized according to the sea states of
the site’s wave climate for which the device extract the most wave power over the year. In those sea states,
the generator should work at maximum efficiency but its rated power should be such that it is able to
withstand the power peaks when high energy is available.
The most productive sea states of the EMEC wave climate for the devices studied in this paper are
sea states of significant wave height Hs = 2–3m and peak period Tp = 8–9 s. According to Figure 5,
the generator works at maximum efficiency for loads from Λ = 0.35 onwards. The rated power of
the generator is therefore chosen so that the average load of the generator in these sea states is close
to 0.35. It will be seen in Section 5 that the conventional OWC and the Tupperwave device produce
similar amount of electrical power and a generator of 100 kW rated power was chosen for both devices.
Its inertia was estimated from an exiting generator of similar rated power.
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Table 2 displays the optimised turbine and generator characteristics for the two devices studied.
The turbines were assumed to be built in aluminium and their inertia were approximated based on
their diameter.
Table 2. Turbine and generator parameters used in the wave-to-wire models.
Tupperwave Conventional OWC
Turbine Type Unidirectional radial inflow turbine Self-rectifying radial inflow twin-rotor turbine
Diameter (m) 0.50 1.10
Inertia (kg·m2) 1.7 38
Max. efficiency (%) 86.6 73.9
Gearbox Gearing Ratio 4 1
Generator Rated power (kW) 100
Inertia (kg ·m2) 3.6
Design speed (rpm) 1000
Max. speed (rpm) 2000
Min. speed (rpm) 400
4. Numerical Model Validation
The wave-to-wire models are validated in different power conversion steps. In [15], the models
from wave to useful pneumatic power available to the turbine were validated. The turbine models
added in this paper were established by the experimental tests carried out in [6] providing accurate
modelling of the pneumatic to mechanical power conversion. The last power conversion step from
mechanical to electrical power achieved by the generator is validated experimentally in this paper.
4.1. Objective and Method
The objective is to emulate the mechanical to electrical power conversion happening at full scale
in the two devices studied and compare the results with the numerical models. This is achieved
using Hardware-in-the-Loop (HIL) to simulate physically and in real time the turbine action on a real
generator. The hardware is the rotary test rig of the Lir National Ocean Test Facilities (Lir-NOTF),
MaREI Center, Ireland. The rig is basically composed of two 22 kW coupled electrical machines. One is
used as a motor and acts as the prime mover (turbine). The other acts as the electrical generator and is
connected to the local electrical grid using an off-the-shelf back-to-back converter. A picture of the rig
is shown in Figure 13. Detailed descriptions of the rig, its capabilities and its limitations are described
in [29,30]. The generator of the rotary test rig in the Lir NOTF includes several different configurations.
For the HIL tests performed for validation, the selected generator configuration was the squirrel cage
induction generator (SCIG) as suggested in [31].
The generator control law presented in Section 2.5 is directly applied on the real generator.
This type of simulation is generally undertaken in the development of full scale devices. The controlled
environment enables to simulate the equipment and control system in offshore-like conditions
at a significantly lower cost prior to offshore tests.
The HIL system includes a Matlab–Simulink numerical model of the wave energy device from
wave to mechanical power. The torque Tturb created by the turbine on the shaft is solved based on
the measured rotational speed of the rig. This torque is then applied in real time by the motor on
the shaft. The connected generator converts the mechanical power into electrical power which is sent
onto the grid. Since the numerical model depends on the turbine state, the measured rotational speed
of the system is fed back into the numerical model at each time step.
The numerical model from wave to mechanical power is run at full scale while the hardware is run
at model scale. The model scaling is determined by the hardware installation limits in power and speed.
The scaling is executed through a two-step process. Since surface waves are gravity driven, the Froude
similarity law of coefficient λ is first used to scale down the turbine output power to fit on the rig
installationwhich is limited to 22 kW. For that, the Froude similarity law is applied on the turbine output
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torque Tturb and on the turbine speed Ω. As a result, the torque is reduced, but the speed is increased.
To adapt the rotational speed of the model in line with the limitations of the rig (2200 rpm), the second
step of the scaling process is the implementation of a virtual gearbox to the system with a virtual
gearbox coefficient G, where a decrease in speed is exchanged for an increase in torque. The flow chart
presenting the HIL system and the scaling method is displayed in Figure 14. As explained in Section 1,
all parts of the device model (hydrodynamic, thermodynamic, turbine, generator) are strongly coupled
and this is represented by the bidirectional arrows.
Figure 13. Rotary test rig of the Lir National Ocean Test Facilities (Lir-NOTF), used to emulate
the turbine-generator systems of the devices.
Figure 14. Hardware-in-the-Loop flow chart with scaling laws applied to the turbine speed Ω
and output torque Tturb.
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4.2. Hardware-in-the-Loop Results
HIL tests were carried out for three common sea states of the EMEC wave climate and compared to
the fully numerical results. The Pearson correlation coefficient for the electrical power Pe and generator
rotational speed Ωgen were calculated and are displayed in Table 3. The coefficients are close to 1
and indicate good agreement between the fully numerical model and the tests with HIL.
Table 3. Pearson correlation coefficients between Hardware-in-the-Loop (HIL) and fully numerical
results for the time series of electrical power Pe and generator rotational speed Ωgen in three common
sea states of the EMEC wave climate.
Tupperwave Conventional OWC
Pe Ωgen Pe Ωgen
Hs = 1.5 m; Tp = 7.5 s 0.954 0.956 0.953 0.990
Hs = 2 m; Tp = 8 s 0.978 0.958 0.959 0.990
Hs = 3 m; Tp = 9 s 0.974 0.961 0.944 0.985
For a more illustrative comparison, time series are displayed in Figures 15 and 16. The results
in Table 3 and very good visual agreement are obtained; Figures 15 and 16 validated the last power
conversion step of the fully numerical wave-to-wire models. It is noticeable for the conventional
OWC that the high power peaks are reduced by the HIL due to limitations in the power output of
the prime-mover motor of the rotary rig and the low power are increased by the HIL due to a baseline
power output that the Regen drive needs for output to the grid. These effects are caused by intrinsic
limitations of the rotary rig and are more noticeable for the conventional OWC than for the Tupperwave
device because of the larger power fluctuations.
For the two devices, the generator control law gives satisfactory results since it allows the generator
to spin close its design speed of 1000 rpm.
This validates the last power conversion stage and concludes the validation by experimental
testing of the entire power conversion chain, as illustrated in Figure 2.
Figure 15. Time series of electrical power Pe and generator rotational speed Ωgen obtained for
the Tupperwave device with HIL and fully numerical model in sea state {Hs = 2m; Tp = 8 s}.
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Figure 16. Time series of electrical power Pe and generator rotational speed Ωgen obtained for
the conventional OWC with HIL and fully numerical model in sea state {Hs = 2m; Tp = 8 s}.
5. Wave-to-Wire Models Results
Once, the Tupperwave and conventional OWC wave-to-wire models were validated against
physical testing for all power conversion stages, their results are used to compare the device
performances. The different power conversion processes are first compared for a single sea state.
The devices’ yearly performance in the EMEC test site are then compared both in terms of average
electrical power output and power quality. Since both devices have the same floating structure,
the same turbine aerodynamic geometry, the same generator and the same control law, this comparison
aims at comparing the two devices’ working principles.
The performances of the Tupperwave device are largely dependant on the non-return valves
characteristics. Since the available literature provides no information on the achievable performances
of non-return valves, three cases of valve characteristics were considered and detailed in Table 4.
Table 4. Non-return valve characteristics considered in the Tupperwave device.
Tupperwave Valves p0 (Pa) αAv (m2)
Case 1 1700 0.286
Case 2 150 0.286
Case 3 150 1.3
The experience on non-return valves gained from the tank testing campaign of the Tupperwave
device carried out in [15] is valuable. Even though their performances were poor, the characteristics
of the valves used in [15] can be used as a starting point. In case 1, the valves opening pressure p0
and effective opening area αAv corresponds to the ones obtained, at best, during the tank testing
campaign. The values obtained at model scale were simply scaled up with Froude similarity law.
In case 2, the opening area is kept unchanged and the opening pressure is set to 150 Pa. This pressure
applied on the area of the valve correspond to an opening force of 5 kgf which seems reasonable for
such a small valve. This case was used for the turbine-generator dimensioning described in Section 3.
In the third case, the effective opening area of the valves is increased to 1.3m2. We recall that the wall
surface available between the OWC chamber and the HP (resp. LP) chamber is 10.6m2. An effective
opening area of 1.3m2 therefore seems easily achievable.
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5.1. Along the Power Conversion Chain
It will be seen in Section 5.2 that both devices produce annually the most in the sea state
{Hs = 3m; Tp = 9 s}. This sea state is considered in this section and the powers along the conversion
chain are observed.
The amount of incident wave power reaching the devices is the same and only about 11%
is effectively absorbed from the motion of the IWS in the devices. This absorbed power Pabs is
the product of the volumetric flow rate qIWS displaced by the motion of the IWS (counted positive for
upward motion) by the pressure in the OWC chamber and is the rate of work applied by the IWS on
the air in the OWC chamber:
Pabs = powcqIWS = −powcV˙owc (18)
Figure 17 displays the absorbed power by the two devices. The power mainly flows from the IWS
to the air in the chamber but it is alternatively positive and negative, meaning that energy is exchanged
back and forth between the IWS and the air in the OWC chamber. At each stroke of IWS, a slight part
of the power is stored by the air under the form internal energy. This power is then released back in
the IWS at the next stroke in the opposite direction. This is caused by the spring-like air compressibility
effect in the OWC chamber. This phenomenon is clearly described in [32]. Larger compressibility
effect is observed in the OWC chamber of the Tupperwave device. The average power absorbed by
the Tupperwave device is 5% lower than the power absorbed by the conventional OWC.
Figure 17. Power applied by the internal water surface (IWS) on the air in the OWC chamber
(or absorbed wave power) in a conventional OWC and Tupperwave device (case 2) in sea state
(Hs = 3m; Tp = 9 s). Solid lines: Time series; dash lines: Average values.
The absorbed power is then converted into useful pneumatic power or power available
at the turbine Pavail which, in compressible flow, is the rate of enthalpy drop of the air across the turbine:
Pavail = wt(hin − hout,s) (19)
where hin is the specific enthalpy of the air at the entrance of the turbine, and hout,s is the specific
enthalpy at the exit of the turbine for an isentropic expansion. Since the process is assumed adiabatic
and isentropic without any dissipative losses, the absorbed power is, on average, entirely converted into
power available at the turbine in the case of the conventional OWC: Pavail = Pabs. For the Tupperwave
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device, the air flow is rectified by the non-return valves to build a pressure differential between
two accumulator chambers. This provides a smoothing of the pneumatic power across the turbine
at the expense of pneumatic power losses across the valves. We define the valves efficiency as:
ηv =
Pavail
Pabs
(20)
In the case presented in Figure 17, for the Tupperwave device, 80.5% of the absorbed power
is actually converted into power available at the turbine and the rest is dissipated in the valves.
The valves are thus 80.5% efficient. Figure 18 displays the resulting pneumatic powers available to
the turbines in the Tupperwave device (case 2) and in the conventional OWC in sea state Hs = 3 m
and Tp = 9 s.
The power available at the turbines is then converted into mechanical power by the turbine.
The smooth pneumatic power available at the turbine of the Tupperwave device is easier to harness
and the turbine works very close to maximum efficiency while the turbine of the conventional
OWC works on average 10% away from its maximum efficiency. Figure 19 illustrates this fact by
showing the density of the working points along the turbines efficiency curves during the sea state.
The unidirectional turbine of the Tupperwave device works 84% of the time within 1% of its maximum
efficiency while the twin-rotor turbine only works in this state for 17% of the time.
Figure 18. Pneumatic power available to the turbines in a conventional OWC and Tupperwave device
(case 2) in sea state (Hs = 3m; Tp = 9 s). Solid lines: Time series; dash lines: Average values.
Finally the smoothed mechanical power available to the generator is converted into electrical
power with an efficiency close to 94% for both devices. The time-series of the devices’ electrical power
production are displayed in Figure 20.
The significant electrical power fluctuations, delivered by wave energy converters in general,
may have a negative impact on the power quality of the local grid to which the wave farms is
connected [33]. They are an issue of concern for grid operators as they can introduce undesirable
effects on the grid such as voltage and frequency variations and flickers [34]. Regarding Figure 20,
the power fluctuations can be split in two groups: The wave-by-wave fluctuations or the wave-group
by wave-group. Wave-by-wave power fluctuations cause the small peaks at every half wave-period
visible for the conventional OWC and are due the high pneumatic power fluctuation between waves.
These peaks are smoothed for the Tupperwave device. The Tupperwave accumulator system also
smoothen the power between wave groups: Part of the energy of a wave group is stored under
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the form of pressure differential between the accumulators and is slowly released through the turbine
until the next wave group. This also introduces a phase shift between the two curves. As a result
the electrical power delivered by the Tupperwave device is smoother than for the conventional OWC.
For the smoothing of the power, the conventional OWC relies only on the inertia of its turbine.
The larger inertia of the twin-rotor turbine due to its larger diameter is an asset and the turbine is able
to absorb temporarily the pneumatic power under the form of kinetic energy and alleviate the load
variations on the generator. The inertia of the unidirectional turbine being smaller, the Tupperwave
device relies almost only on the pneumatic power storing capacity to smoothen the turbine mechanical
output power. The pneumatic power smoothing achieved by the Tupperwave device leads to
smoother electrical power than the mechanical power smoothing achieved by the conventional OWC’s
turbine inertia.
Figure 19. Percentage of occurrence of turbine working points in sea state (Hs = 3m; Tp = 9 s).
Figure 20. Electrical power produced by the conventional OWC and Tupperwave device (case 2) in sea
state (Hs = 3m; Tp = 9 s). Solid lines: Time series; dash lines: Average values.
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By adding a flywheel of inertia 150N ·m2 to the twin-rotor turbine, it is possible to obtain the same
level of smoothness with the conventional OWC. Such inertia can be obtained with a 1.2m diameter
and 0.1m thick iron wheel which weighs approximately 820 kg. This naturally adds to the initial cost
of the turbine and the added mass could lead to additional maintenance costs due to larger stresses on
the bearings. It also causes a 3% reduction in power production.
A smaller flywheel of inertia 36.3 N·m2 can be added to the Tupperwave power-take off (PTO)
system so that the resulting PTO inertia is the same as in the conventional OWC (see Table 2).
This represents a 0.85m diameter and 0.1m thick iron wheel of about 400 kg. The time-series of
the devices’ electrical power production are displayed in Figure 21. The pneumatic power smoothing
of the accumulator chambers is combined with the mechanical power smoothing of the inertial PTO
and the resulting electrical power is remarkably smooth. The addition of the flywheel only causes
a 0.3% reduction in average electrical power production for this sea state.
Figure 21. Electrical power produced by the conventional OWC and Tupperwave device (case 2) in sea
state (Hs = 3m; Tp = 9 s). A flywheel of inertia 36.3 N·m2 was added to the Tupperwave power-take off
(PTO) so that the resulting PTO inertia is the same as in the conventional OWC. Solid lines: Time series;
dash lines: Average values.
Finally, Figure 22 displays the average power available at the different stages of the power conversion
chain and for the three Tupperwave valves cases displayed in Table 4. It is clear that the efficiency of
the Tupperwave device depends on the efficiency of its non-return valves in the conversion from absorbed
power to available power at the turbine. The valve efficiencies are of 63.7%, 77.9% and 96.9% for cases 1–3,
respectively. The Tupperwave device outperforms the conventional OWC in terms of electrical power
production only if the non-return valves efficiency is greater than 80%. Case 3 corresponds to the best
possible case tested with valve efficiencies close to 100%. In that case, the Tupperwave device produces
18% more electrical power than the conventional OWC.
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Figure 22. Average power along the power conversion chain of the conventional OWC and Tupperwave
device in sea state (Hs = 3m; Tp = 9 s).
5.2. Yearly Power Performance Comparison
A large number of simulations were run to assess and compare the device power performances
on the EMEC wave energy test site in a one year time period. The comparison is based on several
criteria listed below:
• Annual electrical power production.
• Electrical power fluctuation.
• Use of the security system (bypass valve).
The level of electrical power fluctuation f around its average value is calculated as the standard
deviation normalised by the average value:
f =
1
P
√
1
t f
∫ t f
0
(
P(t)− P)2 dt (21)
Table 5 compares the devices’ performances over a year in the EMEC test site. The performances of
the Tupperwave device were assessed with the three different valve characteristics (see Table 4) and also
when equipped with a flywheel providing the Tupperwave PTO the same inertia as the conventional
OWC PTO.
Table 5. Devices performances over a year in the EMEC test site.
Tupperwave Conventional OWC
Valve characteristics case 1 case 2 case 3 case 2 -
Flywheel inertia (N·m2) - - - 36.3 -
Annual electrical production (MWh) 70.6 97.6 119.5 99.3 99.9
Average power fluctuation (%) 64.9 55.0 55.1 23.2 70.2
Annual pneumatic energy dissipated in bypass valves (MWh) 0.009 0.051 0.619 0.012 0.582
Bypass valve opening per year 44 287 3209 65 8537
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The results show that the Tupperwave device in case 2 produces very similar electrical power
on all sea states to the conventional OWC. Figure 23 displays the amount of electrical energy
produced by the Tupperwave device (case 2) in each sea state over a year. The results obtained for
the conventional OWCbeing very similar, it is not represented here. Asmentioned for the dimensioning
of turbine-generator system in Section 3, the most producting sea states over the year are Hs = 2–3m
and Tp = 8–9 s.
The values of average power fluctuations displayed in Table 5 are obtained for the most productive
sea states. As illustrated in Figure 20, the result indicates that the electrical power delivered by
the Tupperwave device is smoother than the conventional OWC in all cases. In addition to enabling
the turbine to work close to maximum efficiency, the short term pneumatic power storage mechanism
using air compressibility in the HP and LP chambers of the Tupperwave device contributes to
the enhancement of power quality by mitigating the power fluctuations.
As a result of the smoother electrical power output, the Tupperwave device requires less use
of the security system to protect its generator. At equal power production, the bypass valve opens
30 times less often over a year in in the Tupperwave device (case 2) than in the conventional OWC.
This naturally leads to greater generator and power electronics longevity and reduces the risks of
failure of the security system. Smoother operation of the turbine and generator also result in less
fatigue and hence higher reliability of the system. Figure 24 shows on which sea states the use of
the bypass valve is required by displaying the amount of pneumatic power dissipated in the bypass
valve per year in each sea state for Tupperwave (case 2) and the conventional OWC. To reduce the use
of the bypass valve by the conventional OWC, the generator rated power can be increased but this
would reduce its efficiency in most sea states, see Figure 5. The total amount of pneumatic power
dissipated through the bypass valve is, however, small compared to the yearly production.
Figure 23. Electrical energy production on all sea states of the EMEC wave energy test site over a year
by the Tupperwave (case 2). Quasi-identical figure is obtained for the conventional OWC device.
The addition of a flywheel to the Tupperwave PTO so that its inertia equals the inertia of
the conventional OWC PTO (case 2 with flywheel) is very profitable in terms of electrical power quality:
The average electrical power fluctuations are considerably reduced and thus, the use of the bypass
valve is also reduced. A slight increase in annual electrical production is also observed. This increase
is due to the larger production in low energy sea states (Hs = 1–2m) where the device benefits from
having a more inertial PTO.
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(a) Tupperwave: Case 2 (b) Conventional OWC
Figure 24. Pneumatic power dissipated in the bypass valve in each sea state per year.
The results show that the Tupperwave device can compete with the conventional OWC provided
that the non-return valves are correctly designed to be sufficiently efficient. Low opening pressure
and large effective opening area are required. The physical feasibility and practicability of such
non-return valves with adequate efficiency, however, remains to be proven.
6. Conclusions
In this research, the time-domain wave-to-wire models of the innovative Tupperwave device
and corresponding conventional OWC were built. The two devices use the same floating spar buoy
structure. The hydrodynamic equations are based on the linear wave theory and the thermodynamic
processes are assumed isentropic. The two devices are equipped with the same floating structure
geometry, turbine rotor geometry, generator and control law.
In a previous publication [15], the numerical models from wave to pneumatic power had been
validated against tank testing experiments. In this paper, the conversion from pneumatic to electrical
power was studied and validated against Hardware-in-the-Loop experiments, completing the validation
of the entire power conversion chain. Their power performances in the EMEC wave energy test site were
assessed using the validated wave-to-wire models after optimisation of their turbine-generator systems.
The methodology for dimensioning the turbine-generator systems to the wave climate of the test
site was detailed and can be applied to similar design problems. The turbine used in the Tupperwave
device is half the size of the turbine used in the conventional OWC and is also less mechanically
complex. It is therefore likely to be cheaper. However, its high rotational speed requires the use of
a mechanical gearbox which is associated with undesirable reliability and maintenance issues. The use
of the gearbox could be avoided with a different turbine design.
The comparison of the device power performances allowed the assessment of the Tupperwave
device concept against the conventional OWC. Due to its working principle, the Tupperwave
device produces smooth pneumatic power across its turbine, allowing this latter to work close to
maximum efficiency at all times. In the end, and despite its small PTO inertia, the Tupperwave
device produces a smoother electrical power than the conventional OWC, enhancing power quality.
This reduces the peak-to-average power ratio and hence requires less use of the security system
that protects the generator from power peaks. The smoother operation is likely to have a positive
impact on the system reliability. The power quality enhancement becomes particularly remarkable
if the Tupperwave PTO inertia is increased to the same level as the conventional OWC PTO inertia.
In terms of power production, if the non-return valves dissipate less than 20% of the absorbed wave
power, the Tupperwave device can outperform the conventional OWC by up to 20%. Such performance
is achievable with sufficiently low opening pressure and a sufficiently large effective opening area
of the valves. Further research on the Tupperwave concept should focus on the physical feasibility
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and reliability of such non-return valves in order to enable definitive conclusions on the relevance of
the concept.
The use of the isentropic relationship between air density and pressure for the modelling of
the Tupperwave device, in spite of the irreversible thermodynamic processes, represents a limit to
the present study. A non-isentropic study of the Tupperwave device will be undertaken in future
works to accurately model these processes.
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Abstract: Vortex-induced oscillations offer a potential means to harness hydrokinetic energy even at
low current speeds. In this study, we consider a novel converter where a cylinder undergoes angular
oscillations with respect to a pivot point, in contrast to most previous configurations, where the
cylinder undergoes flow-induced oscillations transversely to the incident free stream. We formulate
a theoretical model to deal with the coupling of the hydrodynamics and the structural dynamics,
and we numerically solve the resulting nonlinear equation of cylinder motion in order to assess the
performance of the energy converter. The hydrodynamical model utilizes a novel approach where
the fluid forces acting on the oscillating cylinder are split into components acting along and normal to
the instantaneous relative velocity between the moving cylinder and the free stream. Contour plots
illustrate the effects of the main design parameters (in dimensionless form) on the angular response
of the cylinder and the energy efficiency of the converter. Peak efficiencies of approximately 20% can
be attained by optimal selection of the main design parameters. Guidelines on the sizing of actual
converters are discussed.
Keywords: energy harnessing; energy converter; flow-induced oscillations; vortex-induced vibration;
flow–structure interaction; hydrodynamics; vortex shedding; cylinder wake
1. Introduction
Driven by the need to increase the percentage of renewable sources in the energy-production
mix during the last decade, much research has focused on the development and advancement in
science, technology, and engineering of wave, wind, and current energy converters, primarily in
offshore installations [1–4]. Conventional devices harnessing the kinetic energy of water currents are
usually based on propeller-like turbines, which require relatively high current speeds of above 1 m/s.
Unlike conventional turbines that operate with a single degree of freedom to rotate around a horizontal
or vertical axis, a novel concept is to develop hydrokinetic energy converters based on flow-induced
oscillatory motions of their power-generating elements. These oscillatory motions have two degrees
of freedom, which allows for a more versatile operation; such converters can be designed to exploit
high-amplitude and/or high-frequency oscillations to generate significant power, even at currents
speeds as low as 0.1 m/s, with minimal disruption of the environment. Thus, novel energy converters
based on oscillating structures may, at least in principle, avoid some of the limitations of conventional
technologies and expand the availability of resource fields.
The concept of exploiting flow-induced oscillatory motions of bluff bodies for energy harnessing
has received considerable attention in recent years. Various aspects and pertinent phenomena have
been investigated in several studies with a view to assess the performance and optimize the design of
hydrokinetic energy converters [5–21]. Probably, the best-known concept is the VIVACE converter,
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which was developed by the Marine Renewable Energy Laboratory (MRELab) in the University of
Michigan [5,6]. Its operation relies on the fundamental phenomenon of vortex-induced vibration;
when an elastically-mounted cylinder is placed normal to a cross-flow, it can respond to periodic
fluid forcing induced by vortices regularly shed in its after-body wake if the excitation frequency is
close to the natural vibration frequency of the structure [22–24]. Vortex-induced vibration has been
known for a long time and is mostly unwanted, as it compromises the integrity of equipment, such
as the heat-exchanger tubes, oil risers, offshore platforms, transmission cables, cable-stayed bridges,
tall chimneys, etc. due to fatigue of the structural components. On the other hand, vortex-induced
vibration may be purposefully enhanced in hydrokinetic energy converters where electricity can be
produced, e.g., by electromagnetic induction through the oscillating components.
More recently, a hydrokinetic energy converter has been proposed which is essentially
a modification of the original configuration of the VIVACE converter; in the new design, the cylinder
is attached to a supporting arm so that it can undergo vortex-induced angular oscillations with
respect to a pivot point [25]. In this new configuration, the length of the cylinder-supporting arm
offers an additional design parameter to control the system’s response and, thereby, the efficiency
of hydrokinetic energy conversion. This device has been shown to have potential benefits [25].
However, its performance depends on several design parameters, including the dimensions of the
oscillating cylinder and its mass moment of inertia, arm length, damping, stiffness, and current speed,
whose influences have not been studied in detail and are thus unknown. The objective of the present
study is to make a preliminary assessment of the effects of these design parameters on the performance
of the hydrokinetic energy converter through the development of a time-domain model to cope with
the flow–structure interaction. Based on this preliminary study, a suitable prototype of the converter
can be designed and put to test.
2. Physical and Mathematical Models
2.1. Physical System
Figure 1 depicts a three-dimensional schematic of the hydrokinetic energy converter considered
in the present study. The system consists of a cylindrical rod, or simply the ‘cylinder’, which is attached
from its top to a supporting arm. The supporting arm can rotate about a fixed pivot bar (pivot point) so
that the main cylinder can perform one-degree-of-freedom rotational oscillations about the pivot bar
while the supporting arm maintains the cylinder in an upright position. The cylindrical rod is placed
perpendicular to a fluid stream with a uniform velocity profile, i.e., the cylinder is considered to be
sufficiently far from obstructing solid boundaries. Elastic springs are attached to the supporting arm
on one end and to a fixed frame on the other end. The springs provide restoring forces that keep the
cylinder at a neutral position with the supporting arm parallel to the incident fluid stream. There are
two possible configurations where the pivot point can be positioned either downstream or upstream
of the main cylinder. For economy of presentation, we consider in this study only the case where
the pivot point is located downstream, since this configuration yields higher efficiencies, as shown
in previous experiments [25]. Unsteady hydrodynamic forces due to periodic vortex shedding can
induce rotational oscillations of the main cylinder about the pivot point. For a long cylinder with no
free-end effects, we assume that the flow and the fluid forces are homogeneous along the cylinder axis,
so that it suffices to consider a two-dimensional segment for the analysis of the cylinder motion. In the
following, pertinent structural dynamics and hydrodynamics models are developed in order to study
the hydrokinetic to mechanical energy conversion.
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Figure 1. Schematic of the hydrokinetic energy converter under study.
2.2. Kinematics
We start with some equations describing the kinematics of the problem, which are essential
in order to formulate the hydrodynamical model, which is based on the relative velocity between
the cylinder and the free stream. Figure 2 presents the two-dimensional geometrical model of the
problem under consideration. In this configuration, the pivot point is located downstream of the
cylinder. The supporting arm has length r and the main cylinder has diameter D. At a random
time, the supporting arm forms an angle θ with respect to the free stream of speed U∞ while
the main cylinder moves with linear velocity Uc, arbitrarily taken towards the top. The angle
is considered positive in the clockwise direction. The linear velocity of the cylinder is Uc = rθ˙,
where θ˙ is the angular velocity (the overdot denotes a derivative with respect to time). The relative
velocity between the moving cylinder and the free stream is the vector difference Urel = Uc − U∞,
where the angle between U∞ and Uc is α+ β = π/2+ θ. Thus, the magnitude of the relative velocity
is Urel =
√
U2∞ +U2c + 2U∞Uc cos(α+ β). Substituting Uc = rθ˙ and cos(α+ β) = − sin θ results in
Urel = U∞
√
1+
(
rθ˙
U∞
)2
− 2 rθ˙
U∞
sin θ. (1)
U∞
r
θ
Uc
−U∞
Urel
α
β
Figure 2. Two-dimensional representation of the cylinder kinematics under study.
The angle β between Urel and Uc will be needed in order to project the resolved hydrodynamic
forces acting along and normal to the relative velocity vector into the direction of cylinder motion.
Using the definitions of internal and external products between vectors, we can express the cosine and
sine of β as
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cos β =
Urel · Uc
‖Uc‖‖Urel‖
=
Uc +U∞ sin θ
Urel
, (2a)
sin β =
Urel × Uc
‖Uc‖‖Urel‖ez
=
U∞ cos θ
Urel
. (2b)
Above,ez is the unit vector along the the axis of the cylinder. Finally, we can express the above
equations as functions of the angular displacement θ and the angular velocity θ˙ as
cos β =
rθ˙ +U∞ sin θ√
U2∞ + 2rθ˙U∞ sin θ +
(
rθ˙
)2 , (3a)
sin β =
U∞ cos θ√
U2∞ + 2rθ˙U∞ sin θ +
(
rθ˙
)2 . (3b)
2.3. Structural Dynamics
The main cylinder is assumed to undergo angular oscillations, θ(t), due to the action of periodic
hydrodynamic forcing. The two-dimensional motion of the cylinder is governed by the balance of
angular momentum about the pivot point,
Ir θ¨ + c θ˙ + k θ = rFθ , (4)
where Ir is the mass moment of inertia about the pivot point, c is the equivalent structural damping
factor, k is the stiffness of the torsional spring, r is the length of the supporting arm, and Fθ(t) is the
projection of the total hydrodynamic force in the direction of the instantaneous linear velocity of
the cylinder. Note that the linear springs have been replaced by an equivalent torsional spring that
provides a restoring force, as shown in Figure 2. It is assumed here that the mechanical restoring
force from the springs varies linearly with angular displacement of the supporting arm, and that the
structural damping is proportional to the velocity of the arm. By introducing the natural undamped
frequency of the system, fN = (1/2π)
√
k/Ir, and the ratio of structural damping to the critical
damping, ζ = c/2
√
kIr, we can rewrite the equation of cylinder motion as
Ir θ¨ + 4π Irζ fN θ˙ + 4π2 Ir f 2Nθ = rFθ . (5)
The mass moment of inertia of a cylinder rotating about a pivot point can be calculated using
the parallel axis theorem, Ir = Ic + mr2, where Ic is the mass moment of inertia of the same
body rotating about a parallel axis passing through the center of mass and m is the body mass.
For a long homogeneous cylinder, Ic = 18mD
2 and, therefore, Ir = m
(
r2 + 18D
2
)
. The left-hand side
of Equation (5) is an ordinary (linear) differential equation of second order. The non-linearity of the
problem rests on the right-hand side of Equation (5), which represents the hydrodynamic forcing.
2.4. Hydrodynamics
The hydrodynamic force per unit spanwise length, F, exerted on the cylinder is decomposed into
components, denoted FR and FL, respectively along and normal to the instantaneous relative velocity
between the oscillating cylinder and the free stream, as shown in Figure 3. It should be noted that at an
arbitrary instant, F generally forms an angle with respect to the free stream. According to this model,
the longitudinal component FR always resists the cylindermotion, whereas the normal component FL acts as
an excitation source due to lift in vortex-induced vibration. This hydrodynamical model has been previously
tested for the simpler case of rectilinear oscillations of an elastically-mounted circular cylinder transverse to
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a free stream, i.e., the classical problem of vortex-induced vibration [26,27]. It has also been experimentally
verified that FR always does negative work on the cylinder, whereas FL primarily does positive work [28].
U∞
θ
Uc
−U∞
Urel
α
β
FR
FL
F
FRθ
FLθ
Figure 3. Vector diagram of the hydrodynamic forces acting on a cylinder that performs angular
oscillations about the pivot point.
The reaction force incorporates fluid damping due to drag and fluid inertia due to added mass,
which can be modeled by the well-known Morison’s equation [29], i.e.,
FR(t) = 14ρπD
2CAU˙rel + 12ρDCDU
2
rel, (6)
where ρ is the density of the fluid, and CA and CD are the added mass (inertia) and drag coefficients,
respectively. The novelty here is that Morison’s equation is used to model the reaction force acting in
the direction of the instantaneous relative velocity between the vibrating cylinder and the free stream.
A velocity-squared-dependent quasi-steady drag force is applicable for separated flows dominated by
the convection of vorticity in the wake [30]. The above reaction force introduces strongly non-linear
terms in the total force, as will be seen further below. It should also be noted that FR depends on the
motion of the cylinder; thus, it is time-dependent.
The excitation force is modeled as a periodic function of time
FL(t) =
1
2
ρU2∞DCL sin (2π fvst), (7)
where CL is the lift coefficient and fvs is the vortex shedding frequency. That is, vortices that regularly
shed in the wake at the shedding frequency induce a periodic force on the cylinder. A major
complication in vortex-induced vibration is that the actual vortex shedding frequency depends not only
on the Reynolds number as for a fixed cylinder, but also on the frequency of cylinder motion. A large
number of studies have been devoted to examining vortex synchronization for cylinders undergoing
both forced and free oscillation; e.g., see the review in [23]. Many studies have shown that the frequency
of vortex shedding varies between 12 fv0 < fvs < fv0, where fv0 is the vortex shedding frequency from
a fixed cylinder at the same Reynolds number, often referred to as the Strouhal frequency. In the
following, we will assume that the vortex shedding frequency remains within the above range.
2.5. Flow–Structure Interaction
The next step is to introduce the resolved hydrodynamic forces from Equations (6) and (7) into the
equation of cylinder motion (5). Note thatFR is collinear with Urel whileFL is normal to Urel. Thus, we project
FR andFL into the direction of Uc to obtainFRθ andFLθ, respectively. From Figure 3, we see that
Fθ = FLθ − FRθ = FL sin β− FR cos β, (8)
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where β is the angle between Urel and Uc. Substitution of the cosine and sine of β from (3a) and (3b),
respectively, and of FR and FL from (6) and (7), respectively, into Fθ and of the result into the equation
of cylinder motion (5), after some lengthy manipulations, leads to
[
Ir +
1
4
ρπD2r2CA
U2∞
U2rel
(
rθ˙
U∞
− sin θ
)2]
θ¨+
[
c+
1
4
ρπD2r2CA
U2∞
U2rel
(
θ˙ sin θ − rθ˙
2
U∞
)
cos θ +
1
2
ρDr2CDUrel
]
θ˙+
kθ − 1
2
ρDrCDUrelU∞ sin θ =
1
2
ρU2∞Dr
U∞
Urel
cos θCL sin (2π fvst) .
(9)
With the aid of the above equation, we can examine the actions of the different terms. The terms
inside the square bracket on the first line represent the total inertia of the system. Similarly, the terms
on the second line represent the total damping of the system, and the terms on the third line represent
the total stiffness of the system. The term on the fourth line, i.e., on the right-hand side of the equation,
represents the excitation function. It can be seen that the hydrodynamics modify the properties of the
structural system. Terms involving CA contribute to both the inertia and damping of the system. In fact,
fluid inertia introduces strong non-linearity in the equation of motion, as the corresponding terms
involve the squared angular velocity. Terms involving CD contribute to the damping and stiffness
of the system. It is interesting to note that the CA term on the second line of Equation (9) introduces
small negative damping on the average (instantaneously takes both positive and negative values).
However, the CD term on the second line of Equation (9) is solely positive and dominates the fluid
damping. It should also be noted that for small angles, sin θ ≈ θ and the term on the third line of
Equation (9) can be expressed as
(
k− 12ρDLCDUrelU∞
)
θ; thus, fluid damping due to drag lowers the
total stiffness of the system.
The equation of cylinder motion (9) can be cast in the following non-dimensional form
[
m∗
(
1+
1
8L∗2
)
+
(
L∗ θ˙∗
U∗ − sin θ
∗
)2
U∗−2rel CA
]
θ¨∗+
[
4πm∗ζ
(
1+
1
8L∗2
)
+
(
θ˙∗ sin θ∗ − L
∗ θ˙∗2
U∗
)
cos θ∗U∗−2rel CA +
2
π
U∗U∗relCD
]
θ˙∗+
4π2m∗
(
1+
1
8L∗2
)
θ∗ − 2
π
U∗2
L∗ U
∗
relCD sin θ
∗ = 2
π
U∗2
L∗
cos θ∗
U∗rel
CL sin
(
2πSfU∗τ
)
,
(10)
where time is normalized with the undamped natural oscillation period of the system, i.e., τ = t/TN =
fNt, i.e., the dependent variables become θ∗ = θ/(1 radian), θ˙∗ = θ˙/ fN , and θ¨∗ = θ¨/ f 2N .
The relative velocity is normalized with the free-stream velocity, U∗rel = Urel/U∞. The resulting
equation of motion (10) includes the following dimensionless parameters:
non-dimensional arm length, L∗ = r
D
,
mass ratio, m∗ = m1
4πρD
2
,
damping ratio, ζ =
c
2
√
kIr
,
reduced velocity, U∗ = U∞
fND
.
Equation (10) is highly non-linear. Thus, for the purposes of the present study, we numerically
solved the equation of cylinder motion using the MATLAB ODE Suite, which provides a powerful
yet easy to implement tool for numerical solution of ordinary differential equation initial value
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problems [31]. The solution of Equation (10) requires as input the hydrodynamic parameters, CA, CD,
CL, and Sf , where Sf = fvsD/U∞, which is the actual Strouhal frequency of vortex shedding driving
the motion of the cylinder.
2.6. Power Extraction Efficiency
The instantaneous power P(t) delivered to the energy converter can be calculated from the product
of the driving force times the velocity of the cylinder, P(t) = Fθ(t)Uc(t) = Fθ(t) rθ˙(t). The term Fθr
can be obtained from the left-hand side of the equation of motion (5) so that
P(t) =
(
θ¨ + 4πζ fN θ˙ + 4π2 f 2Nθ
)
Ir θ˙. (11)
The average power over many cycles of motion is a practical metric to quantify the performance of
the energy converter. Assuming that the motion of the cylinder is periodic with period T, the average
power can be calculated from the following integral
〈P〉 = 1
T
∫
T
P(t)dt =
1
T
∫
T
(
θ¨(t) + 4πζ fN θ˙(t) + 4π2 f 2Nθ(t)
)
Ir θ˙(t)dt. (12)
The first and third term in the integral make a zero net contribution, so that only the second
term contributes to the net power. Typically, the average power delivered to the energy converter is
normalized by the power of the fluid stream within the frontal area of the cylinder [7], which yields
the following efficiency metric:
η =
〈P〉
1
2ρDU
3
∞
=
2π2m∗ζ
U∗3
(
L∗2 + 1
8
)
1
T∗
∫
T∗
θ˙∗2(τ)dτ. (13)
In order to compute the efficiency of the hydrokinetic energy converter, the time series θ˙∗(τ)
appearing in the integral can be obtained from the numerical solution of Equation (10).
3. Results
In this section, we present results from simulations with the non-linear model developed in the
previous section (Equation 10) in order to assess the effect of the basic mechanical parameters of the
hydrokinetic energy converter on its efficiency (Equation 13). In particular, we consider variations of the
dimensionless arm length L∗, mass ratio m∗, damping ratio ζ, and reduced velocity U∗. A normalized
time step of δτ = 5× 10−4/U∗St was employed for the integration of Equation (10) for more than
200 cycles of oscillation, for which the resulting motion typically (but not always) settled to a steady
periodic oscillation about the neutral position at zero angle.
The values of the hydrodynamic parameters employed in the present study, which are required as
input parameters for the solution of the equation of cylinder motion, Equation (10), are listed in Table 1.
These values were selected on the basis of the following considerations. The added mass coefficient takes
the theoretical value for inviscid potential flow about a circular cylinder, as discussed in [32]. The drag and
lift coefficients are higher than their corresponding values for a non-oscillation cylinder in the same range of
Reynolds numbers due to vortex synchronization in the wake of oscillating cylinders [22,23]. The Strouhal
number is assumed to have a constant value lower than the corresponding value for a non-oscillation
cylinder, as discussed earlier; the selected value is typical around peak amplitude for cylinders undergoing
vortex-induced vibration transversely to a free stream [23]. The above choices of the hydrodynamical
parameters should be considered appropriate for smooth cylinders placed in uniform free streams at
Reynolds numbers for which the boundary layer on the cylinder is laminar and transition to turbulence
occurs in the shear layers after flow separation, that is, Re ≈ 103 − 5× 105.
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Table 1. Hydrodynamic parameters employed in the present study.
CA CD CL Sf
1.00 1.35 1.50 0.155
Sets of simulations were carried out where the reduced velocity U∗ is varied at set values of
L∗, m∗, and ζ. Due to the large size of the test matrix, initially, we present results in the form of
contours in the 2D parameter space of U∗ and each one of {L∗,m∗, ζ} for some representative values
of the other two parameters from the set. The cylinder response is characterized by the amplitude
of angular deflection, denoted θo, and the amplitude of displacement transversely to the free stream,
A∗ = L∗θo. It should be noted that θ0 is dimensionless, since the equation of motion has been solved
for the dimensionless angular displacement θ∗, which corresponds to angles in radians normalized
with 1 radian. The efficiency of hydrokinetic energy conversion is characterized by the efficiency η.
3.1. Effect of Arm Length
Figure 4 shows contours of θo, A∗, and η as functions U∗ and L∗ at fixed values of m∗ = 5 and
ζ = 0.01. It can be observed that θo strongly depends on both U∗ and L∗. At a fixed L∗ value, θo
attains a peak level that corresponds to U∗ ≈ St−1 with the precise value being slightly dependent on
L∗, i.e., U∗ at peak shifts to slightly higher values with L∗. This may be attributable to the decrease
in the total stiffness of the system due to the drag term
(
k− 12ρDLCDUrelU∞
)
θ, which increases in
proportion to L. The peak level of θo gradually decreases with increasing L∗, while a global maximum
of 1.26 is attained at the lowest L∗ value. The variation of the transverse amplitude A∗ as a function
of only U∗ also displays a peak at the same location as θo does, but, conversely to the variation of θo,
peak levels of A∗ increase with L∗, particularly in the range of low L∗ values; in the range of high L∗
values, A∗ is almost independent of L∗. The power efficiency η attains a global maximum value of
7.5% at (L∗,U∗) = (0.5, 5.6), where θo also displays a global maximum. However, it should be noted
that global maxima in θo and η do not coincide in general.
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Figure 4. Contours of θo and η as functions of L∗ and U∗ for m∗ = 5 and ζ = 0.01.
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In Figure 5, we present contours of θo, A∗, and η as functions U∗ and L∗ at fixed values of
m∗ = 50 and ζ = 0.01. Both θo and A∗ display similar variations to those in the previous case
with (m∗, ζ) = (5, 0.01), but their peak levels decreased by approximately half (cf. Figure 4).
Yet, the conversion efficiency η approximately doubled for (m∗, ζ) = (50, 0.01), reaching a global
maximum of 18.1% at (L∗,U∗) = (0.5, 6.4). In addition, the peak level of η as a function of U∗ at fixed
L∗ does not depend strongly on L∗ any more, unlike at m∗ = 5. However, the range of appreciable
response and high efficiency shrunk by approximately half, now limited in the range 5.5 < U∗ < 7.5 at
m∗ = 50 compared to 4 < U∗ < 10 at m∗ = 5.
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Figure 5. Contours of θo and η as functions of L∗ and U∗ for m∗ = 50 and ζ = 0.01.
Figure 6 shows contours of θo, A∗, and η as functions U∗ and L∗ at fixed values of m∗ = 5 and
ζ = 0.1, i.e., damping has now been increased. The contours are quite similar to those for ζ = 0.01,
but now, peak levels θo and A∗ have decreased, whereas peak levels of η have increased, reaching
a global maximum of 22.1% at (L∗,U∗) = (0.5, 5.6). , Finally, we can see in Figure 7 that using
high values of both mass and damping ratios of (m∗, ζ) = (50, 0.1) results in a reduction in both the
cylinder response and the efficiency of the converter comparatively to all previous cases with lower
m∗ or ζ values.
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Figure 6. Contours of θo and η as functions of L∗ and U∗ for m∗ = 5 and ζ = 0.1.
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Figure 7. Contours of θo and η as functions of L∗ and U∗ for m∗ = 50 and ζ = 0.1.
3.2. Effect of Mass Ratio
The results presented in the previous section show that the mass ratio m∗ has a marked effect
on the response and efficiency of the energy converter. In order to get a more detailed picture of the
influence of variations in m∗, we carried out series of simulations with varying m∗ at a constant value
of ζ and L∗. A value of L∗ = 0.8 was employed, as the above simulations have shown that the best
efficiencies are obtained at the lowest L∗ values. Figure 8 shows contours of θo and η as functions U∗
and m∗ at fixed values of L∗ = 0.8 and ζ = 0.01. It can be seen that θo strongly depends on both U∗
and L∗. At a fixed m∗ value, θo peaks at a specific U∗ value that depends on m∗. In the lower m∗ range,
the location of peak θo quickly shifts to higher U∗ values. Moreover, the U∗ range of significant θo
response is wide but shrinks with increasing m∗. We have observed that irregular oscillations about a
non-zero mean deflection angle appear in the higher U∗ range; for instance, at m∗ = 1.644, oscillations
about a mean deflection angle appear for U∗ > 7.2, which might be related to the shift in the location of
peak θo at low m∗ values. The efficiency attains a sharp peak as a function of U∗ and a global maximum
η of 18.8% is obtained at (m∗,U∗) = (74, 6.4). In addition, a local maximum η of 14.4% is obtained at
(m∗,U∗) = (19.7, 6.2). Note that axes in the η contours have been modified to better depict results in
the neighborhood of interest. Figure 9 shows corresponding results for L∗ = 0.8 and ζ = 0.1. It can be
observed that a maximum η of 19.5% is now obtained at (m∗,U∗) = (5.24, 5.8), i.e., the optimum m∗ in
terms of efficiency decreases as ζ increases while keeping L∗ and ζ fixed. This can be attributable to
competing indirect and direct effects; a nonlinear decrease in angular response θo and a linear increase
in power efficiency with m∗.
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Figure 8. Contours of θo and η as functions of U∗ and m∗ for L∗ = 0.8 and ζ = 0.01.
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Figure 9. Contours of θo and η as functions of U∗ and m∗ for L∗ = 0.8 and ζ = 0.1.
3.3. Effect of Damping Ratio
In this section, we focus on the effect of the damping ratio ζ on the cylinder response and energy
conversion efficiency guided by the results of the foregoing sections. For the first series of simulations, we
employ a value of m∗ = 75, which corresponds to the optimum m∗ in terms of efficiency at a low value of
the damping ratio of ζ = 0.01 (see Figure 8). Figure 10 shows contours of θo and η as functions of U∗ and ζ
for (L∗,m∗) = (0.8, 75). It can be seen that θo decreases with increasing damping ratio as might be expected.
However, η attains a global maximum of 19.0% at (U∗, ζ) = (6.4, 0.0083), which does not correspond to
the lowest value of the damping ratio. Nevertheless, the maximum efficiency is attained at a relatively low
value of the damping ratio, which is not practical for energy converters where high damping is required
in the electromechanical converter (conversion from mechanical to electrical energy). On the other hand,
employing a comparatively low value of m∗ = 5 yields appreciable response along with high efficiencies
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over a wide range of reduced velocities, as can be seen in Figure 11. A global maximum of η of 19.4% is
obtained at (ζ,U∗) = (0.10, 5.8) for (L∗,m∗) = (0.8, 5).
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Figure 10. Contours of θo and η as functions of U∗ and ζ for L∗ = 0.8 and m∗ = 75.
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Figure 11. Contours of θo and η as functions of U∗ and ζ for L∗ = 0.8 and m∗ = 5.
4. Discussion
In this section, the results from simulations regarding the performance of the kinetic-energy
harvester based on vortex-induced angular oscillations of a circular cylinder are discussed in a broader
context. It should be pointed out that the objective of this preliminary work is to assess the effect of the
main design parameters related to the conversion of the kinetic energy of a free stream to mechanical
energy of the oscillating cylinder (aerodynamic efficiency). The contours of the efficiency η as a
function of pairs of the parameters {L∗,m∗, ζ,U∗} show that high aerodynamic efficiencies up to 22.1%
can be achieved via appropriate selection of the main design parameters. The estimated aerodynamic
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efficiency is comparable to that of the original VIVACE based on purely transverse vortex-induced
oscillations of the cylinder, which can reach 33.2%. However, we expect that the actual efficiency of the
new converter will be higher than estimated here, as we have employed a conservative value for the
excitation lift coefficient CL. Previous experimental assessment of the novel energy harvester yielded a
maximum aerodynamic efficiency η of 31.4% [25]. It should be noted that η was not directly measured,
but estimated from motion results using a theoretical formula for a micro-electric generator. In that
experiment, a rigid cylinder made of polypropylene was tested in a water channel, which is estimated
to have a mass ratio of the order of 10. However, the actual values of mass and damping ratios were
not reported in [25]. Taking into account the working hypotheses and assumptions employed here,
our theoretical study yields comparable results and complements the previous experimental work on
the effects of mass and damping ratios, thereby providing useful guidance on the best design of the
hydrokinetic energy harvester.
Themodel results clearly indicate that the highest efficiencies are obtained at the smallest L∗ values.
Therefore, the swept frontal area of the proposed converter will be smaller by at least 10% (estimated
from A∗ contours in Figure 6) and the power density of the proposed converter will be increased
comparatively to the original VIVACE. The actual performance of the energy harvester might be
somewhat different because, for small arm lengths, the motion of the cylinder differs more from a
rectilinear oscillation than for large arm lengths. It is known that the frequency of vortex shedding is
related to the wake width behind the cylinder, which inevitably depends on the amplitude of transverse
oscillation of the cylinder [33]. Although the present hydrodynamic model takes into account only
the relative velocity between the moving cylinder and the free stream, it is implicitly assumed—in
the selection of the Strouhal number value—that vortex synchronization in the cylinder wake will be
similar to that in the case of oscillations of the cylinder purely transverse to the free stream. To our
knowledge, this has yet to be studied in the published literature. Nonetheless, we have found that the
trends in the contours of the aerodynamic efficiency remain similar for different values of the Strouhal
number and, hence, our findings might be expected to hold true in general.
At a given value of the mass ratio m∗, there is an optimal value of the damping ratio ζ.
Conversely, at a given ζ value, there corresponds an optimal m∗ value. This might suggest that
there exists an optimal value of the combined mass–damping parameter m∗ζ for which the efficiency is
maximized. For purely transverse vortex-induced vibrations, the best efficiencies have been obtained at
approximately constant m∗ζ values of 0.2 at Re = 3800 and 0.35 at Re = 104, according to a parametric
study in [19]. For our results presented in Figures 8–11, m∗ζ spans a range between a minimum value
of 0.005 to a maximum value of 18.75. Over this very wide range, the efficiency attains peak values
of approximately 19% at four points listed in Table 2. All four points fall within a comparatively
narrow range of m∗ζ values with an average value of 0.6. This strongly supports the suggestion of an
optimal m∗ζ value. The optimal value of combined mass–damping and the attained best efficiency in
the present study are both higher than in reference [19], which might be attributable to the different
configurations considered, i.e., angular vs. purely transverse oscillations.
Table 2. Best efficiency points of the novel hydro-kinetic energy converter for L∗ = 0.8.
m∗ ζ m∗ζ η
74 0.01 0.74 0.188
5.24 0.1 0.524 0.195
75 0.0083 0.6225 0.190
5 0.1 0.5 0.194
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In practice, the mechanical energy captured by the harvester will typically be converted into
electrical energy by a generator. For a first approximation, this conversion process can be modeled as
added damping in the system [6]. Thus, the total system damping is composed of
ζ = ζstruct + ζloss + ζgen, (14)
where ζstruct is the structural damping of the energy converter (kinetic-to-mechanical energy
conversion), ζloss is the damping associated with power losses in the bearings, belts, etc.
of the converter (transmission system), and ζgen is the damping associated with the electrical loads
(mechanical-to-electrical energy conversion). Only the ζgen part of the damping provides harnessed
energy. Therefore, a practical system requires relatively high values of ζgen combined with minimal
values of ζstruct and ζloss. It should be noted that the efficiencies reported here are based on the
total damping, i.e., in the efficiency computation using Equation (13) ζ should be replaced by ζgen.
Therefore, actual efficiencies will be slightly lower than reported. However, this is partly compensated
by the underestimation of efficiency due to the use of a conservative excitation coefficient.
Given the considerations regarding damping given in the foregoing paragraph, the total damping
of the system—including the electrical generator—has to be high, which necessitates the use of
relatively low m∗ values. As an example, taking m∗ = 5, a nearly optimized design will have a total
damping of ζ = 0.10. Interestingly, the latter value is close to the optimal one (ζ = 0.12) of the VIVACE
converter at its best efficiency point [6]. At lower mass ratios, e.g., m∗ < 3, the operation of the system
might be compromised, as we have noted that small amplitude oscillations about a non-zero mean
angle can be induced.
In turn, the total damping ratio of the system should correspond to the optimal one for the given
mass ratio (ζ ≈ 0.1 for low m∗ values). Since the damping ratio depends on the system damping c
(including damping in mounting structure, losses, and electric loads) as well as on the stiffness k of
the supporting springs, the actual values of c and k have to be jointly determined, taking into account
the fact that peak efficiencies are achieved within a narrow band of reduced velocities (U∗ ≈ 5.8).
These requirements result in the following relationship:
U∗ζ = cπU∞
kD
⇒ k ≈ 5.4U∞
D
c. (15)
Pairs of (c, k) values can be selected on the basis of the above relationship, taking into account the
practical limits of these mechanical parameters for the intended size of the equipment. This allows for
a versatile mechanical design of the converter without directly affecting the aerodynamic efficiency.
At Reynolds numbers lower than assumed here, i.e., Re < 103, the aerodynamic efficiency might
be expected to be limited by viscous effects. As a consequence, the minimum diameter of the cylinder
is determined by the minimum required Reynolds number for a specific fluid (air or water) at a given
wind or current speed. In practice, this factor does not pose a substantial constraint even at low speeds.
For example, the minimum diameter for a wind speed of 0.5 m/s is 3 cm and that for a water current
speed of 0.1 m/s is 1 cm. The weight (mass) of the oscillating structure is determined by the mass
ratio requirement discussed in the previous paragraph (m∗ ≈ 5). The requirement for low mass
ratios results in very lightweight structures in air, which makes the use of the proposed kinetic-energy
converter impractical in this case. Therefore, the use of the converter mostly aims to harness the
hydro-kinetic energy of water currents. Based on the above considerations, Table 3 shows calculations
of the power generated (per unit length of the cylinder) by the novel hydro-kinetic energy converter at
representative current speeds and cylinder diameters.
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Table 3. Estimated power output per unit span of the cylinder generated by the novel hydro-kinetic
energy converter.
U∞ (m/s) D (cm) m (kg/m) P (mW/m)
0.1 1 0.39 1
0.1 5 9.82 5
0.1 25 245.4 25
0.5 1 0.39 125
0.5 5 9.82 625
0.5 25 245.4 3125
1.0 1 0.39 1000
1.0 5 9.82 5000
1.0 25 245.4 25,000
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Abstract: High levels of turbulence have been proven to substantially increase the blade loadings on
tidal turbines, outlining the need of properly characterizing turbulence parameters in tidal energy
sites. The presence of long surface gravity waves may cause a significant bias on the estimation
of these parameters, which requires wave-turbulence decomposition methods that are currently
missing from guidelines. Here, three techniques of decomposing wave and turbulence are tested:
the stopband filter (SB), moving average filter (MA), and synchrosqueezing wavelet transform (SWT).
The study site, Banks Strait, Tasmania, is a 16 km wide channel that presents high potential for tidal
energy generation. Wave peak periods at the study site were found to vary mostly between 7 and 12 s,
withmaximum exceeding 15 s. Turbulence intensities (TI), turbulent kinetic energy (TKE), and integral
scales are quantified. Our results indicate differences between the estimates obtained from each
method. The MA highly underestimates turbulence, resulting in TI values which were nearly 50%
lower than those obtained from other decomposition methods. While TI and TKE estimated from the
SB and the SWT techniques are quite similar, integral length scales are considerably underestimated
by the SB. These findings reveal that the SWT is a more reliable method because of the more accurate
estimates of turbulence parameters and indicate the need of establishing guidelines which address
wave-turbulence decomposition in tidal stream energy site assessments. Despite having shown to be
quite a versatile technique, further investigation of its applicability in data from other prospective
tidal energy sites is necessary to fully assess the generality of the SWT technique.
Keywords: tidal energy; site assessment; wave-current interaction; turbulence; integral length scales;
wave-turbulence decomposition
1. Introduction
The ocean stores a vast amount of energy that can be harvested, for instance, from tidal currents.
Prospective tidal energy sites are potentially highly energetic locations commonly characterized by
high levels of turbulence and large waves, which can considerably increase loads on structures [1,2].
Hence, the research effort has been directed toward advancing tidal stream technologies to ensure they
are reliable yet cost-effective. For instance, significant loads on a tidal turbine are caused by thrust
forces, which tend to cause flapwise bending moments, and inertial forces, which cause chordwise
bending moments. This implies that the rotor experiences extremely high dynamic forces because of the
passing waves, turbulence, vortex shedding, and velocity shear, resulting in high bending moments [3].
These forces can lead to fatigue of the blade and hence are an important aspect to be considered when
designing these devices. As highlighted by Ouro et al. [4] and Vazquez et al. [5], tidal energy LCOE
still represents a challenge for it to become a mature technology, being highly related to the turbine’s
manufacturing and maintenance costs. Nonetheless, turbine developers have been overly conservative
because of an uncertainty regarding extreme loads, which significantly increases the levelized cost
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of energy (LCOE) [6]. Despite having an effect on blade loadings, the presence of fine-scale velocity
fluctuations does not increase resource uncertainty substantially, reinforcing the predictability of this
source of energy [7].
Laboratory experiments conducted by Blackmore et al. [8] showed that variations in turbulence
intensity and length scales affect the turbine power and thrust coefficients by over 10%, highlighting the
significance of turbulence to turbine performance. The results obtained from the laboratory work
reported by Mycek et al. [9] revealed turbulence intensities did not affect the mean power and thrust
coefficients substantially but it increased the standard deviations, which may lead to device fatigue.
On a full-scale turbine, Harrold and Ouro [2] investigated the loadings on a 12 m diameter tidal turbine
deployed in Ramsey Sound, UK. Observation of low and high frequency variations at turbine loadings
indicated the presence of a variety of length scales and led to the conclusion that quantifying turbulence
parameters is important to guarantee the device’s long-term functionality. These results highlight the
need to obtain accurate site-specific estimates of turbulence characteristics to ensure the optimum
performance of tidal turbines and avoid unnecessary conservativeness and premature fatigue [10–14].
The presence of long surface gravity waves may result in orbital velocities reaching deeper
parts of the water column. As a consequence, velocity fluctuations are no longer governed strictly
by turbulence, but also by wave orbital motion, and turbulence parameters may be considerably
overestimated [15–18]. In order to ensure more accurate estimates of turbulence parameters, and thus
avoiding excessive levels of conservativeness, wave orbital motion and turbulent fluctuations must be
decomposed in the total velocity fluctuation. Although the literature presents a variety of methods
to perform wave-turbulence decomposition, little has been discussed regarding the practicality and
applicability of these methods for characterization of turbulence in a tidal energy site assessment.
For instance, the work by Parkinson and Collier [19] using the software Tidal Bladed (DNV GL, Bristol,
UK), well-known in the industry, validated the results using acoustic Doppler current profiler (ADCP)
data from the Fall of Warness. When addressing wave-turbulence interaction, the authors excluded
periods of high wave activity in the analysis. The lack of best practice is further emphasized by the
fact that the International Electrotechnical Commission (IEC) guidelines as well as, the European
Marine Energy Centre (EMEC) do not include recommendations regarding criteria for turbulence
measurements, wave-turbulence interaction, and wave-turbulence decomposition. To the authors’
knowledge, the present work is the first to test and compare the wave-turbulence decomposition
methods for a tidal energy site characterization and to report high frequency measurements taken over
such a long period.
Since turbulent and wave orbital motion are usually overlapped on the same frequency bands,
it can be argued that performing this task is not as trivial as band-pass filtering [20,21]. Nonetheless,
this approach has still been adopted by several researchers [15,18,22,23]. Alternatively, Soulsby and
Humphrey [24] have developed a technique based on separating wave induced motion and turbulent
fluctuations within the frequency domain. It is assumed that the area under the energy spectrum is
equal to the total velocity variance. By extrapolating the expected inertial subrange −5/3 slope [25],
orbital velocity variance can be subtracted from the total variance. This technique, however, relies on
the assumption that the energy peak caused by waves happens in the isotropic inertial subrange,
which is not always the case. Another method is based on the phase lag between horizontal and
vertical velocities at the wave frequencies [20]. However, since this method addresses directly the
horizontal and vertical velocities, rather than beam velocities, it is not the most appropriate choice
for data collected with ADCPs, as turbulence estimates from these instruments rely on the variance
method [26,27]. This decomposition has also been successfully performed with a moving average
filter, under the assumption that the filter result is the parcel of fluctuations attributed to waves [18,28].
Smyth et al. [15] have described and compared three methods of decomposing wave and turbulence.
The first one was the filter method—applying a band-pass filter to the signal. The second one was
based on the estimation of vertical wave velocity by assuming linear wave theory. Lastly, a technique
based on turbulence dissipation rate was applied. Resulting profiles of vertical root-mean-square
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velocities have shown to be very similar for the three methods and that the filter and the linear
wave theory methods produce reasonable estimates of the turbulence intensity profiles. Similarly,
Bian et al. [21] tested and compared three existing decomposition methods—the coherence, cospectra,
and ensemble empirical mode decomposition (EEMD)—as well as introduced the synchrosqueezing
wavelet transform (SWT), a signal processing technique based on wavelet transforms combined with
the reallocation method [29]. Tests were conducted with acoustic Doppler velocimeter (ADV) data for
estimation of Reynolds stresses. Even though all four methods slightly underestimated turbulence,
the SWT method performed best.
In this paper we compare three techniques to conduct wave-turbulence decomposition for
estimation of turbulence parameters at tidal energy sites: the stopband (SB) method, the moving
average (MA) method, and the SWT method. While the first two are well-known filtering techniques,
the latter is a novel signal processing method promising to provide accurate frequency estimates.
These methods were chosen for comparison based on their different levels of practicality, sophistication,
and computational time. The SB and MA are relatively simple, hence easily reproducible, and require
little computational resources. Moreover, the debate in the literature regarding the applicability of the
SB to wave-turbulence decomposition is still ongoing. Contrastingly, the SWT is a more complex and
computationally demanding technique, which has provided more accurate results when compared to
other methods [20]. The study site—Banks Strait, Tasmania—has been investigated for the Australian
Tidal Energy (AUSTEn) project [30–32]. Analyzed datawere collected by twoNortek SignatureAD2CPs,
deployed between March and July 2018, and a Nortek acoustic wave and current profiler (AWAC),
deployed between March and May 2018. Instruments were configured to measure wave parameters,
current velocities, and high-frequency velocity variations. A link to the dataset used for this work
is available in the Supplementary Materials section. A wave climate and current characterization is
conducted initially, followed by the application of the three decomposition methods and the estimation
of turbulence intensities, turbulent kinetic energy, and integral scales. Finally, estimates obtained from
each method are compared. The findings of this work provide important information to allow for
the elaboration of guidelines for wave-turbulence decomposition and turbulence characterization in
prospective tidal energy sites.
2. Materials and Methods
2.1. Study Site and Data Collection
Banks Strait is a promising site for tidal stream energy generation in Australia. It is a 15-km
wide tidal channel located in the Eastern part of Bass Strait, Northeast Tasmania, between Swan and
Clarke Islands. The depth in the area varies mostly between 25 and 60 m, with some deeper areas
reaching over 70 m, and it has been highlighted for being suitable for tidal energy converters [30]
(Figure 1). Even though this area does not exhibit large tidal ranges, strong tidal currents are
prevalent. Power density has been estimated to be higher in the middle to northern side of the channel,
reaching over 2000 W/m2 and presenting stronger currents during ebb tides [31,33]. The dominant tidal
harmonics constituents are M2 and N2, which are the principal and large elliptical lunar semidiurnal
constituents respectively. Maximum current speeds at the site were found to reach over 2 m/s,
with significant variation across the channel. Significant wave heights vary mostly between 1 and 2 m,
with maximum values reaching over 5 m. Wave periods in Banks Strait vary dominantly between 7
and 12 s. Because of its geomorphology and dominant wind and current directions, the area is subject
to strong wave-current interaction, requiring wave-turbulence decomposition prior to estimation of
turbulence parameters [32].
During the deployment period dominant wind direction was West-Northwest. Maximum wind
speeds have reached over 60 km/h, with approximately 80% of values below 35 km/h and mean speeds
of approximately 20 km/h [34].
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Figure 1. Indication of (a) Tasmania in Australia, (b) Banks Strait, Northeast Tasmania,
and (c) measurement sites, located between Clarke and Swan Islands. (Sources: Esri, Garmin,
GEBCO, NOAA NGDC and other contributors).
This work analyses data collected with two Nortek AD2CP Signature instruments (500 kHz and
1000 kHz) and a Nortek AWAC 1000 kHz. Investigated depths for turbulence estimation consider as
reference a hub-height of 15 m above seabed. Bottom tip and top tip are defined as 10 and 20 m above
seabed respectively. Figure 1 shows the deployment location for all three instruments. The signature
series is a new generation ADCP that includes a fifth vertical beam. The instrument has a high sampling
frequency (up to reach 16Hz depending of chosen configurations) as well as the ability to interleave
between two acoustic measurement configurations during a single deployment. Thus, the signature
instruments can obtain current velocity, turbulence, and wave data during the same deployment [35].
The Nortek Signature 1000 kHz (CTb3) was deployed in the southern side of the channel (40.5454◦
S, 148.078◦ E) at a depth of 33 m, between March and July 2018. In order to ensure data quality, samples
which presented low amplitude or high amplitude spikes were removed as well as the top 10% of the
water column, to avoid side lobe interference. As per manufacturer’s recommendations, samples with
beam correlation below 50% were also discarded.
The Nortek Signature 500 kHz (CWTb1) was deployed in the center of the channel (40.6772◦ S,
148.226◦ E), in approximately 60 m between March and July 2018. This instrument was set to interleave
two different configuration plans. In the first configuration plan, CWTb1 was set to measure the current
velocities and turbulence. In the second configuration plan, the instrument was set to measure the
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current velocities and waves. Configuration for current measurements was the same for the first and
second plan. For estimation of directional wave parameters, the instrument measures velocity with its
four slanted beams, while using its vertical beam for acoustic surface tracking (AST). Data processing
for quality control was done similarly to instrument CTb3.
ANortek AWAC 1000 kHz (CW4)was set tomeasure current velocities andwaves. The instrument
was placed close to CTb3 (40.6664◦ S, 148.092◦ E), at a depth of 30 m, and was measuring between
March and May 2018. Top of water column was removed in order to avoid side-lobe interference.
All instruments were mounted on gravity-based moorings 1 m above the seafloor. Data were corrected
for magnetic declination. Instruments configurations are summarized in Table 1.
Table 1. Summary of instruments configurations and deployment details.
Station CTb3 CWTb1 CW4
Instrument Signature 1000 kHz Signature 500 kHz AWAC 1000 kHz
Depth 33 m 60 m 30 m
Latitude 40.5454◦ S 40.6772◦ S 40.6664◦ S
Longitude 148.078◦ E 148.226◦ E 148.092◦ E
Currents
Sampling interval - 150 s 60 s
Averaging interval - 300 s 300 s
Number of samples - 210 180
Blanking distance - 0.5 m 0.4 m
Cell size - 1 m 1 m
Measurement length - 108 days 85 days
Standard deviation 1 - H: 1 cm/sB: 0.6 cm/s H: 2.2 cm/sV: 0.7 cm/s
Turbulence
Burst length 900 s 1200 s -
Measurement interval 1800 s 3600 s -
Sampling frequency 8 Hz 4 Hz -
Beams 4 slanted Vertical only -
Blanking distance 0.1 m 0.5 m -
Cell size 0.5 m 1 m -
Measurement length 108 days 108 days -
Standard deviation 1
H: 3.44 cm/s
B: 2.05 cm/s V: 4.6 cm/s -
Waves
Sampling interval - 2048 s 2048 s
Measurement interval - 3600 s 3600 s
Sampling frequency - 1 Hz 1 Hz
Number of samples - 2048 2048
Measurement length - 108 days 55 days
Standard deviation 1 -
H: 1.4 cm/s
B: 0.84 cm/s
H: 2.2 cm/s
V: 0.7 cm/s
1 Note: H: horizontal; V: vertical; B: beam. Values obtained from instruments’ manufacturer software.
2.2. Theory Background
A velocity signal can be decomposed in:
u = u+ ut′ (1)
where u represents the total velocity, u represents the mean velocity, usually averaged over 5 to
10 min, and ut′ represents the total instantaneous velocity fluctuation from the mean. However,
in the presence of waves, a component relative to the wave orbital motion must be added. Hence,
the decomposition becomes:
u = u+ u′ + u˜ (2)
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where u′ is the turbulent parcel of the velocity fluctuation and u˜ is the orbital velocity. For a proper
characterization of turbulence, the latter must be removed from the signal (2).
Estimation of turbulence parameters from data measured by an ADCP cannot be obtained directly
from horizontal and vertical velocities [26]. Because of the geometry of the instrument and the beam
spread, it is very likely that opposite beams will be sampling different turbulent eddies. However,
the variance technique only relies on statistic features from each beam rather than the instantaneous
values. This method requires two major assumptions: (a) spatial homogeneity between beams,
which means the velocity fields sampled by opposite beams have the same statistical characteristics
(mean velocity and velocity variance), and (b) turbulence is stationary over the averaging period [12,26].
The homogeneity assumption can be checked by estimating the velocity error E, defined as the
difference between the two independent vertical velocities, which can be calculated by the two pairs
of opposing beams. If the flow field is homogeneous, mean E is expected to be zero and this test is
done by comparing E mean to its standard deviation. In a horizontally homogeneous flow, the mean
should rarely exceed the standard deviation [12,36]. Therefore, wave-turbulence decomposition must
be performed to beam velocities, prior to turbulence parameters estimation, rather than to streamwise,
cross-stream, and vertical velocities directly.
TKE is a commonly used metric to characterize turbulence, which indicates the amount of energy
contained in turbulent fluctuations per unit mass. It is traditionally defined as:
q2 =
u′2 + v′2 +w′2
2
(3)
where u′, v′, and w′ indicate the turbulent velocity fluctuations in the streamwise, cross-stream,
and vertical directions of the flow. The methodology for estimation of TKE from a 4-beams ADCP is
fully described in the literature [12,26,27,37]. Because of the absence of true vertical measurements,
an assumption regarding turbulence anisotropy is also necessary. This is done by adopting a value
ξ = w′22
1
q2 . Togneri and Masters [12], who have performed a similar estimation in a tidal energy site,
followed the work of Nezu and Nakagawa [38], adopting ξ = 0.1684. Total TKE can, thus, be estimated
from a 4-beams ADCP from:
TKE =
∑
b′2i
4sin2θ(1− ξ(1− 2 cot2θ)) (4)
where b′2 is the beam variance over the averaging period and θ is the inclination angle of each beam
from the vertical axis. For the Nortek Signature, instruments used in this study, this is equal to 25◦.
Another important parameter for tidal turbine developers is TI, defined as:
TI =
√
u′2
u
(5)
representing the portion of total velocity which is attributed to turbulent fluctuations and often given
in percentages. Since TI results are influenced by the mean velocity, it is common practice to present
and analyze both parameters together. Moreover, elevated TI are expected to happen during low
mean current velocities, as in slack tide conditions, which could potentially lead to a misinterpretation
of results.
The integral length scale is the turbulence scale containing the most energetic eddies. It can
be estimated from the analysis of a temporal autocorrelation of velocity fluctuations which can be
described as:
ρ(τ) =
u′(t)u′(t+ τ)
u′2
(6)
where τ is a time increment given in seconds. The integral time scale can then be obtained by integrating
ρ(τ) until the first zero-crossing point. By assuming Taylor’s frozen field hypothesis, the integral
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length scale can be calculated by multiplying the integral time scale by the average velocity [11]. Here,
this analysis is performed over 5-min periods. It is important to highlight that it is necessary to assume
the flow is homogeneous over the plane at which the streamwise velocity is calculated to estimate
integral length scales from an ADCP in the streamwise direction. The distance from a velocity bin to
the vertical axis above the instrument is equal to d = 2zsin(θ), where z is the vertical distance above
the instrument [39,40]. Therefore, eddies smaller than d cannot be accurately resolved.
The significant wave height is defined as the height obtained from the wave energy spectrum as:
HS = 4
√
Mo (7)
where Mo is the variance of the water surface elevation, which is approximately equal to the sum of all
frequency components of the wave energy spectrum. Given the depth of the channel, it is reasonable,
as a first order approximation, to assume linear wave theory for wavelength estimation, defined as:
L =
gTp2
2π
(8)
where Tp is the peak wave period, corresponding to the peak frequency for the wave spectrum.
2.3. Wave-Turbulence Decomposition Methods
2.3.1. Method 1: SB
The method described here uses a SB filter to remove the frequency bands in which waves are
dominant in the velocity signal. To do so, an observation of the original energy spectrum is necessary
in order to properly select the correct frequencies to be filtered. Data collected in Banks Strait indicated
frequencies between 0.09 Hz and 0.16 Hz included orbital velocities. Hence these frequencies were
selected as minimum and maximum thresholds in the second-order Butterworth filter which was
applied to each beam velocity. This step was performed using the butter function in MATLAB (2018b,
MathWorks, Natick, MA, USA). Even though recent works have pointed out the limitations of applying
high-pass or bandpass filters in order to remove wave interference from the velocity signal, this method
has successfully been applied in many studies, providing good estimates of TI [15,17,22]. In addition,
this technique presents the benefit of requiring little computational resources.
2.3.2. Method 2: MA
The MA filter method is a technique that has been adopted by Williams et al. [28]. A simple
MA filter is applied to the velocity signal in order to remove high frequency fluctuations. Therefore,
the resulting signal is the portion of the signal composed strictly by low frequency fluctuations,
which are assumed to be the wave orbital velocities. To perform the decomposition, the orbital
velocities are subtracted from the original signal. The use of previous values in the moving average
filter induces a slight time shift between the original and filtered signal. Therefore, to ensure the
average is central to the data points, here the moving average filter is adapted to a two-sided moving
average, defined as:
Bt =
1
2N+ 1
N∑
i=−N
bt+i (9)
where Bt is the forecast value at instant t, N is the amount of values before and after the centre value to
be averaged over and bt is the value in the original signal at instant t. The filter is applied in order to
obtain averaged values over a time period. A sensitivity analysis using periods of 1, 2, and 3 s was
performed in order to identify the best time interval to be used. This indicated using 1 s provided the
best result, reinforcing the choice made by Williams et al. [28]. The resulting filtered signal is expected
to be approximate to the wave-induced motion and should then be subtracted from the original signal.
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2.3.3. Method 3: SWT
The SWT is a time-frequency signal analysis method that has proved to be useful in extracting
independent components from nonlinear and nonstationary signals. It uses a combination of a
wavelet analysis and the reallocation method, reducing the energy spread and resulting in a more
concentrated time-frequency analysis, which allows for the extraction of instantaneous frequencies [29].
This processing method has been applied for the first time with the purpose of decomposing wave
and turbulence and described in detail by Bian et al. [21]. Here we have used a Morlet wavelet as
performed by Daubechies et al. [29]. Daubechies et al. [29] and Thakur et al. [41] have shown the SWT
is highly invariant to the mother wavelet shape and more affected to its concentration in time and
frequency. Some other parameters that can be adjusted during the analysis are the number of voices
per octave (recommendation is 32 or 64) and the number of curves to be extracted from the original
signal. A more detailed description of the adjustable parameters can be found in Thakur et al. [41].
Initially, the original signal is decomposed in beam velocity mean and fluctuation. The SWT
of the velocity fluctuation is then calculated in order to obtain the instantaneous frequencies of the
signal. Wave dominant frequencies can then be identified as the most energetic frequencies and orbital
velocity can be estimated by reconstructing the velocity fluctuation signal and summing it at the
wave-dominant frequencies. To estimate turbulent fluctuations, the new reconstructed orbital velocity
time-series is subtracted from the total velocity fluctuations. The MATLAB functions used to perform
the described steps are part of the Synchrosqueezing Toolbox developed and made publicly available
by Thakur et al. [41].
3. Results
3.1. Wave Climate Characterization
Table 2 shows the statistical results obtained from the analysis of the significant wave height and
the period of the waves corresponding to the peak frequency for the wave spectrum. Analysis of
wave data from instruments CWTb1 and CW4 indicates a considerable variation in significant wave
height during the deployment period, with values ranging from approximately 0.5 m to over 5 m.
Mean significant wave height observed in measurement locations CWTb1 and CW4 are 1.75 m and
1.42 m respectively, with approximately 75% of results below 2 m. Measured peak periods reveal
dominance of long waves in Bank Straits, with maximum periods varying between 13 s and 15 s and
mean values 8.05 s and 8.76 s at CWTb1 and CW4 respectively.
Table 2. Summary of statistical results of significant wave height and peak wave period from
measurement locations CWTb1 and CW4. 1296 data points were included in the analysis for CWTb1
and 1342 data points for CW4.
Statistical Variable CWTb1 CW4
HMo (m)
Mean 1.75 1.42
Standard deviation 0.78 1.03
Maximum 5.17 5.26
Minimum 0.49 0.04
50th percentile 1.62 1.05
75th percentile 2.25 2.01
TP (s)
Mean 8.05 8.76
Standard deviation 1.75 2.49
Maximum 13.28 15.80
Minimum 2.63 5.20
50th percentile 7.97 7.79
75th percentile 9.20 10.52
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Figure 2 shows the significant wave height, peak wave period, and estimated wavelength
time-series for the full deployment period. Results for 50th and 75th percentiles are illustrated by red
and blue lines, with dashed lines corresponding to instrument CWTb1 and dotted lines to instrument
CW4. Time-series agree well for both locations during the deployment, which indicates that waves
exhibit similar characteristics across the entire channel in Banks Strait.
Figure 2. Time-series for (a) significantwave height, (b) peakwave period, and (c) estimatedwavelength.
Red and blue lines indicate 50th and 75th percentiles respectively. Black circles and dashed lines
correspond to instrument CWTb1 and grey stars and dotted lines, to instrument CW4.
In order to characterize for the dominant wave direction, sea surface variance directional
wave spectral densities obtained during the full deployment period were averaged (Figure 3).
Reported directions correspond to the direction waves are coming from and peak direction occurrence
is also presented in percentages in Table 3. The peak direction is related to the peak period obtained
from the spectra. At both locations, waves come predominantly from West-Northwest (270◦–315◦)
and East-Southeast (90◦–135◦) but at the measurement location CWTb1, waves exhibit a higher
directional change.
Figure 3. Averaged sea surface variance directional spectral density from instruments (a) CWTb1 and
(b) CW4.
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Table 3. Occurrence of peak wave direction from each station. Occurrence is presented in percentages
and directions represent the direction the waves are coming from.
Peak Direction CWTb1 CW4
0 < Dir ≤ 45◦ 1.00 2.83
45◦ < Dir ≤ 90◦ 10.65 6.33
90◦ < Dir ≤ 135◦ 22.92 33.08
135◦ < Dir ≤ 180◦ 16.28 0.60
180◦ < Dir ≤ 225◦ 3.63 0.07
225◦ < Dir ≤ 270◦ 8.80 0.22
270◦ < Dir ≤ 315◦ 35.65 52.16
315◦ < Dir ≤ 360◦ 1.08 4.69
3.2. Current Velocity Characterization
Table 4 summarizes the statistic results for current speeds measured with instruments CWTb1
and CW4. The 30% lowest values were removed from the data set so that slack tide would not be
included. Current speeds have reached a maximum of 1.86 m/s and 2.35 m/s during ebb tide at locations
CWTb1 and CW4 respectively. During flood tide, maximum currents reached 1.42 m/s and 2.23 m/s.
Mean velocities were 0.85 m/s and 1.21 m/s during ebb tides and 0.67 m/s and 1.21 m/s during flood,
indicating stronger currents during ebb tides at location CWTb1. Speed asymmetry here is defined
as |Ebbmean/Floodmean| to better understand the differences in current speeds during the two different
stages of the tidal cycle.
Table 4. Summary of statistic results of current speed measured with instruments CWTb1 and CW4.
Statistic Result
CWTb-1 CW-4
Ebb Flood Ebb Flood
Maximum speed
(m/s)
1.86 1.42 2.35 2.23
Mean speed 0.85 0.67 1.21 1.21
Standard deviation 0.28 0.17 0.31 0.30
Speed asymmetry - 1.26 1.00
Mean direction
(◦)
117.13 280.91 104.79 292.16
Directional asymmetry 16.22 7.37
Standard deviation 12.75 19.95 15.25 11.97
During ebb tides currents flowed dominantly to approximately 117.13◦ and 104.79◦ degrees
from North, while during floods, these values are 280.91◦ and 292.16◦, at locations CWTb1 and
CW4 respectively. Figure 4 presents the current speed and direction for both stations and shows
that current direction agrees well with the dominant wave direction. Asymmetry is defined as
|θebb − θ f lood − 180◦|. Higher directional asymmetry—approximately 16.22◦—is observed from data
measured with instrument CWTb1, which was located in the Eastern part of the channel. Location CW4
presents a directional asymmetry of 7.37◦.
Figure 4. Current speed and direction from instruments (a) CWTb1 and (b) CW4.
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3.3. Wave-Turbulence Decomposition Methods
3.3.1. Southern Part of the Channel
The original turbulent kinetic energy spectrum from a single 15-min burst measured with
instrument CTb3 is shown in Figure 5. The burst was measured during fully developed spring flood
tide, beginning at 6:30 PM on the 26th April 2018, when mean streamwise velocity was 1.26 m/s.
A clear peak occurs at approximately 0.13 Hz. This frequency is consistent with wave peak frequencies
measured at CW4. The peak is followed by the onset of the −5/3 slope, indicating that waves likely
occur on the same frequency as larger turbulent eddies.
Figure 5. Original turbulent kinetic energy spectrum from velocities measured with each beam of
instrument CTb3.
Results from wave-turbulence decomposition with the SB, MA, and SWT methods are shown
in Figure 6. The column on the left-hand side of the figure shows a velocity time-series from beam
2 of the first 40 s of the same burst shown in Figure 5. A short period of the burst was selected to
better visualize the low frequency orbital motion (Figure 6a,c,e). The right-hand side column shows
the resulting turbulent kinetic energy spectrum of the burst. The time-series show the original velocity
fluctuation, which is a sum of orbital velocities and turbulence, the estimated orbital velocity and the
turbulent fluctuations, obtained after the removal of orbital motion from the original signal.
Although an initial comparison of the original velocity fluctuation and the estimated orbital velocity
time-series shows good agreement, the spectra obtained from each method highlight the difference
between these techniques. The spectrum resulting from the SB filter method presents a pronounced
drop in energy over the frequencies in which wave interference was previously dominant, which yields
a consequent underestimation of turbulent energy (Figure 6b). Likewise, a considerable drop in energy
is observed from the MA filter method in the spectrum shown in Figure 6d, in which the −5/3 slope
has vanished. In addition, a peak at the wave dominant frequencies is still present, indicating that this
method was not sufficient in fully removing the orbital velocities from the analyzed signal. Looking at
the orbital velocity time-series originated from this method (Figure 6 c), high frequency fluctuations are
still visible, which justifies the significant decrease in turbulence. Finally, the application of the SWT
method resulted in a slight drop in energy at the wave dominant frequencies, which can be observed
in all beams but is more pronounced in beam 4 (Figure 6f). Generally, the resulting spectrum is in good
agreement with the theoretical −5/3 slope, indicating less accentuated underestimation of turbulence.
Moreover, orbital velocity time-series agrees well with the low frequency motion present in the original
signal, suggesting a satisfactory performance.
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Figure 6. Original and decomposed velocity fluctuations time series from beam 2 and turbulent
kinetic energy spectrum and after wave-turbulence decomposition performed in beam coordinates
with (a,b) the stopband (SB) method, (c,d) moving average (MA) method, and (e,f) synchrosqueezing
wavelet transform (SWT) method. Velocity time series obtained from beams 1, 3, and 4 presented
similar results as beam 2. Mean streamwise velocity during this burst measurement was 1.26 m/s.
The performance of the three methods is also compared in Table 5, which shows averaged
streamwise turbulence intensity and total TKE obtained from the same burst depicted in Figure 6.
As expected from the analysis of the energy spectra, both turbulence intensity and TKE values are
significantly underestimated by the MA method. While the SB and the SWT methods presented
average turbulence intensities of approximately 11.50%, the MA method resulted in 6.02%. Similarly,
average total TKE from this method is equal to nearly one-third of the result obtained from the other
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two methods. In contrast to the spectral densities, the SB and the SWT decomposition methods reveal
similar turbulence intensities (difference of 0.27%) and TKE (difference of 0.0001 m2/s2).
Table 5. Average turbulence intensity and total turbulent kinetic energy (TKE) from a 15-min long burst
collected on the 26th April 2018 resulting from different wave-turbulence decomposition methods.
Method Mean Streamwise TI (%) Mean TKE (m2/s2)
SB 11.62 0.0162
MA 6.02 0.0048
SWT 11.35 0.0161
A period of approximately 12 h during spring tide on the 26th April 2018 was selected for the
estimation of turbulence intensities and TKE in a complete tidal cycle using the three decomposition
methods. Figure 7 shows turbulence intensity and velocity for the three depths at measurement location
CTb3, estimated using each method. Results obtained from the SB filter and SWT methods do not
differ significantly. Nonetheless, the MA method presents results considerably lower, reaching nearly
half of TI and 1/4 of TKE obtained with the other methods. Generally, all methods reveal streamwise
turbulence intensities that do not vary considerably between bottom tip, hub, and top tip heights.
Figure 7. Streamwise turbulence intensities and mean velocity obtained with each method at (a) bottom
tip height (10 m above seabed), (b) hub-height (15 m above seabed), and (c) top tip (20 m above seabed)
from instrument CTb3.
The total TKE was also estimated at each depth using the three different decomposition methods.
The resulting time-series for the full 12-h period is shown in Figure 8. As previously, the time-series
obtained from the MA method significantly underestimates TKE, with values being approximately
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four times smaller than the results obtained with the other two methods. Differences between bottom
tip, hub height, and top tip are more prominent in the results from the SB method, with TKE slightly
higher nearer the surface (top tip, in Figure 6a). Results originated from the SWT method do not seem
to vary significantly between the three selected depths. Similarly to turbulence intensities estimates,
total TKE obtained with the SB and the SWT methods do not differ substantially. Linear regression fit
between TKE at hub-height from the two methods indicate highly similar results, with a regression
coefficient of over 0.92 and R2 of approximately 0.87 (Figure 9).
Figure 8. Total TKE estimated from (a) the SB, (b) MA, and (c) SWT decomposition methods at bottom
tip height (10 m above seabed), hub-height (15 m above seabed), and top tip (20 m above seabed).
Time-series show an approximately 12-h period, measured on the 26th April 2018 at measurement
location CTb3. Red area shows ebb tide and blue area shows flood tide.
Figure 9. Linear regression fit between total TKE estimates at hub-height from instrument CTb3
obtained with the SB filter and the SWT methods.
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3.3.2. Deep Pocket in the Center of the Channel
Because of the vertical beam measurements taken with the Signature 500 kHz (CWTb1),
vertical TKE based on true vertical velocities could be estimated. Time-series of nearly the same times
shown in Figure 8 are plotted in Figure 10. It is evident that values obtained after applying the SB and
the SWT methods agree well, while results from the MA seem to considerably underestimate the TKE
quantities. Linear regression fit for vertical TKE at hub-height demonstrates that the two methods
perform similarly well (Figure 11).
Figure 10. Vertical TKE estimated from vertical beam measurements using (a) the SB, (b) MA,
and (c) SWT decomposition methods at bottom tip height (10 m above seabed), hub-height (15 m above
seabed), and top tip (20 m above seabed). Time-series show an approximately 12-h period measured on
the 26th April 2018 at measurement location CWTb1.
Figure 11. Linear regression fit between vertical TKE estimates at hub-height from instrument CWTb1
obtained with the SB filter and the SWT methods.
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3.3.3. Integral Scales
Streamwise mean and maximum integral time and length scales from CTb3 for ebb and flood
tides were also estimated for the two most successful methods (SB and SWT) (Table 6). Unlike TI and
TKE estimates, results reveal a larger difference. For instance, for the top blade tip depth (20 m above
the seabed) during ebb tides, mean integral length scale after the application of the SB was 2.13 m,
while the value obtained from the SWT decomposed signal was 4.95 m. Generally, larger integral
length scales are observed during ebb tide.
Table 6. Integral time and length scales from CTb3 estimated for ebb and flood tides based on
streamwise velocity fluctuations obtained after the SB and the SWT methods.
Height Tide
Integral Time Scale (s) Integral Length Scale (m)
Mean Max Mean Max
Bottom tip
SB
Ebb 9.12 24.57 9.56 26.91
Flood 5.76 15.63 5.82 20.79
SWT
Ebb 8.96 22.23 9.30 25.49
Flood 4.89 14.35 4.97 19.07
Hub Height
SB
Ebb 5.67 20.41 6.56 25.93
Flood 4.50 10.81 4.73 12.33
SWT
Ebb 7.09 22.68 8.21 28.82
Flood 4.79 14.74 4.87 12.25
Top tip
SB
Ebb 1.77 11.22 2.13 13.25
Flood 2.75 9.21 3.09 9.78
SWT
Ebb 4.08 17.51 4.95 20.74
Flood 4.08 12.41 4.42 12.85
4. Discussion
Our data provide an overview of different techniques to decompose wave-current interaction
during turbulent flow conditions in Banks Strait which is a candidate site for commercial development.
Wave directions agree well with current direction, mostly at site CW4, as can be seen in Figures 3
and 4. Wave data collected with the Signature 500 kHz at CWTb1 indicate a higher directional
spread. However, turbulent energy spectra from both sites reveal a pronounced peak at frequencies
ranging from 0.1 Hz to 0.14 Hz, consistent with wave periods observed at both CWTb1 and CW4.
This supports our findings of strong wave-current interaction at the sites, which is further corroborated
by observations of low frequency fluctuations in the beam velocities.
Initial observation of the resulting turbulent energy spectra obtained after performance of
wave-turbulence decomposition with the three tested methods indicates that the SWT method was
the most successful. It induces a drop in energy at the wave-dominant frequencies, but this drop is
not as accentuated when compared to the spectrum obtained with the SB method and agrees well
with the expected −5/3 slope (Figure 6). Bian et al. [21] obtained similar results with an energy peak
occurring at approximately 0.1 Hz, which is comparable to the peak frequency observed in Banks Strait.
Variations in peak wave frequency could justify the poor performance of the MA method. This simple
decomposition method has been introduced by Williams et al. [28] and successfully reproduced by
Zhu et al. [18] but in both studies peaks occurred at higher frequencies in the spectrum (approximately
0.3 Hz). We hypothesize that this method reveals to be more suitable for higher frequency surface
waves, which restricts its application for tidal energy sites exhibiting longer wave periods such as
Banks Strait. The SWT was initially introduced by Daubechies et al. [29] and has been successfully
applied to various fields of research over different frequency ranges (e.g., [29,41]). Nonetheless,
this technique has never been tested in a tidal energy site and our findings show that this method
present satisfactory results when performed to decompose wave and turbulence. More importantly,
because of its proven versatility over a large wave frequency range it can be concluded that the SWT
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method is also applicable at other tidal energy sites, which might have different wave-dominant
frequencies compared to the data set presented here. Despite its robust and satisfactory performance,
the SWT is also computationally expensive and, hence, time consuming, especially for analysis of
large data sets from long deployments. For instance, the decomposition of a 12-h period of an AD2CP
dataset with a sampling rate of 8 Hz took over 16 times the time required by the SB and the MA in
the same computer. Therefore, applying this method to large data sets for long-term characterization
and evaluation of seasonality is not trivial. In contrast, the SB method is computationally simple
and easily replicable. The comparison between the SWT and SB methods has given satisfactory
results in TI and TKE estimates. Interestingly, the application of this method for wave-turbulence
decomposition has not considerably underestimated these turbulence parameters, when compared
to the results obtained from the SWT method. Despite the difference in R2 values obtained from
the linear regression fit of TKE shown in Figures 9 and 11 (0.871 and 0.926 respectively) both have
provided reasonable results. The slightly lower value obtained from total TKE from CTb3 is likely
attributed to the fact that estimation of total TKE required the decomposition of the four beam velocity
time-series, while vertical TKE estimation from CWTb1 only required the decomposition of a single
velocity time-series. Since each beam velocity is decomposed separately, it is expected that four beams
will yield a higher difference in TKE results versus a single beam. Both methods have provided
turbulence intensities that are expected at tidal sites (10–15%) [10,42]. However, to ensure minimal
turbulence underestimation when conducting the analysis to a long period, the SB method requires
good knowledge of the wave dominant frequencies.
Integral length scales have been used to discuss tidal turbine performance (e.g., [4,8]) and poor
estimation of this quantity represents a considerable disadvantage for tidal site assessments. Estimates
of streamwise integral time and length scales obtained from the SB and SWT methods seem to yield a
larger difference than that obtained for TI and TKE. With the exception of results produced during
flood tides at bottom blade tip depth, the SB method produced smaller values, which led to the
underestimation of turbulence. This difference becomes even more significant closer to the surface,
and is likely attributed to the increase in distance between the bins of opposing beams. Estimation
of integral length scales from ADCP measurements in the stream-wise direction can only be done
by assuming flow homogeneity. In addition, the presence of eddies, which are larger than the water
depth, demonstrates inherent anisotropy, since isotropic eddies are limited by the site depth [8].
Since the energy spectrum presents the peak right before the isotropic “−5/3” slope, waves are likely
on the same frequency as these identified anisotropic large eddies. Our results suggest that the
SB method should be used with caution while the SWT method is able to provide the tidal energy
community more accurate estimates of integral scales. These findings also reinforce the results of other
studies that the estimation of turbulence parameters can be biased by the presence of surface waves.
For instance, Thiébaut et al. [43] has estimated turbulence dissipation rates and integral scales using
ADCP data from Alderney Race, France. Their findings reveal estimated parameters were sensitive to
wave-induced motion.
It is significant to highlight that the comparison between the wave-turbulence decomposition
methods was performed in two measurement locations which present considerably different
characteristics. While CTb3 is located in a 30-m deep area and presents strong current speeds,
CWTb1 is located in a deep pocket in the center of the channel, being 60 m deep and presenting lower
current speeds. This reveals that the presented results are valid under varying conditions.
5. Conclusions
The main goal of the present work was to test the decomposition methods for wave-turbulence
interaction to provide turbine developers with information regarding blade loads for device design,
ensuring long-term turbine integrity and facilitating tidal stream energy generation. In utilizing data
collected from two Nortek Signature AD2CPs and a Nortek AWAC, wave and current characteristics
were described and three wave-turbulence decomposition methods—the SB, the MA, and the SWT
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methods—were compared. While the first two techniques are well-known and easily reproduceable,
the third is a more complex and detailed signal processing tool. Mean wave periods were found to be
nearly 8 s, but maximum wave periods exceeding 15 s extend the wave period spectrum significantly.
Wave direction has shown to agree well with the current direction, reinforcing the previous findings
of wave-current interaction at the site [32]. Findings reveal that poor choice of a wave-turbulence
decomposition method likely leads to underestimation of fatigue loads, considerably putting long-term
turbine integrity at risk.
Based on the estimated energy spectra, the MA method has highly underestimated the turbulence
when compared to the other two methods. Streamwise turbulence intensities, turbulent kinetic energy,
and streamwise integral time and length scales were estimated from the two most successful methods.
Comparison between TI and TKE obtained after conducting the SB method has shown good agreement
with those obtained with the SWT. A linear regression between total TKE at hub-height estimated from
instrument CTb3 from the two methods indicated similar results. The same analysis was done for
vertical TKE estimated from instrument CWTb1. Nonetheless, estimates of streamwise integral scales
from the SB and the SWT methods have resulted in a larger difference, especially for the top blade
tip depth. Since variations in turbulence length scales have been shown to affect the tidal turbines
performance, the consequent underestimation of this parameters from the SB filter method represents a
considerable disadvantagewhen performing a tidal energy site assessment. These diverging turbulence
estimates obtained from different methods highlight the need to implement assessment guidelines
which address the issue of wave-turbulence interaction at tidal energy sites.
The data collected in Banks Strait help advancing the knowledge about suitable decomposition
techniques, but further investigation is necessary to assess the performance of these decomposition
methods at sites that are home to different wave climates. Despite being computationally expensive and
highly time consuming the SWT has also shown to provide the most accurate estimates of turbulence
parameters, facilitating improved quantification of estimated fatigue loads and as such advancing the
design and longevity of tidal turbine devices.
Supplementary Materials: The datasets used in this research are publicly available at: https://doi.org/10.14264/
ab5f3c0.
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Abbreviations
ADCP Acoustic Doppler Current Profiler
AD2CP New generation 5-beam Nortek ADCP
ADV Acoustic Doppler Velocimeter
AUSTEn Australian Tidal Energy Project
AWAC Nortek Acoustic Wave and Current Profiler
LCOE Levelized Cost of Energy
MA Moving Average filter
SB Stopband filter
SWT Synchrosqueezing Wavelet Transform
TI Turbulence Intensity
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TKE Turbulence Kinetic Energy
u Total velocity
u Mean velocity
ut′ Total velocity fluctuation
u′ Turbulent fluctuation
u˜ Wave orbital velocity
q2 Turbulent kinetic energy
b′i ith beam velocity fluctuation
θ ADCP beam slanted angle
ξ Constant for anisotropy assumption
ρ Autocorrelation function
τ Time increment in the autocorrelation function
HS
Significant wave height estimated from wave
spectrum
Mo Variance in the water surface elevation
L Wavelength
Tp Peak wave period
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Abstract: This study focuses on the analysis of the parameters of an oscillating water column (OWC)
wave energy conversion system and wave conditions. Interactions between the dimensions of
the OWC chambers and wave conditions are all taken into account to design an alternative OWC
converter, called caisson-based OWC type wave energy converting system. A numerical method
using an unsteady Navier-Stokes equations theorem in conservation form is used to analyze the
proposed analytical model. The objective of this study is to try to apply an OWC wave energy
converter to a caisson breakwater, which has been constructed in a harbor. The structure proposed in
this study is a series of sets of independent systems, in which each set of converters is composed of
three chambers to capture the wave energy, while better ensuring the safety of the caisson breakwater.
Responses to be analyzed related to the conversion efficiency of the caisson-based OWC wave energy
converting system include the airflow velocity from the air-chamber, the pneumatic power and the
conversion efficiency in terms of a ratio between the pneumatic power and the energy of the incident
waves. Parameters examined in this study include the dimensions of the OWC chamber features such
as the orifice of the air-chamber allowing airflow in/output, the chamber length along the direction
of incident waves, the size of the opening gate for incident waves and the submersion depth of the
air-chamber. As found from the results, a best conversion efficiency from incident waves of 32% can
be obtained for the extreme case where the orifice is very small, but for most other cases in the study,
the best efficiency is about 15%.
Keywords: OWC; wave energy; wave power converting system; parametric study; caisson
breakwater application
1. Introduction
Due to the intensive development of new high technology products and expanding consumer
demand for products such as clothes, shoes and electronic devices industrial power supply demand is
greater than ever. Besides the industry requirements, the power supply required for society to sustain
a more comfortable lifestyle has also increased massively, particularly in newly developed countries.
Taiwan also faces these facts, as the growth in the extension and number of industrial parks producing
high technology products has forced the government to build more thermal power plants to fulfill
the resulting power demand. As a result, other serious issues arise like massive air pollution and the
need to treat combustion wastes. Those environmental problems not only bother the local people,
affecting their health, but moreover, can eventually cause dramatic climate changes, as evidenced by
many studies [1,2]. Therefore, alternative power sources that do not cause such a severe environmental
impact are much sought after, such as power from renewable natural resources like solar energy,
wind energy, ocean energy or other forms of non-fossil combustion energy.
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Ocean energy has been studied for a long time. Among all kinds of ocean energy, wave energy is
the most thoroughly studied form because it is widely distributed in oceans around the world and
it is an abundant type of exploitable energy. Diverse wave energy conversion systems have been
extensively studied, among which oscillating water column (OWC) wave energy conversion systems
are the ones with relatively higher efficiency. Studies on OWC wave energy conversion systems are still
very active. Some studies are on how to improve of the energy harvesting mechanism, for example by
changing the shape of the traditional OWC system into a U-OWC [3,4] or a so called BBDB-OWC using
a backward-bent duct buoy [5] or by applying a double-chamber to improve the energy harvesting
ability in deep waters [6] or by bending the front wall of the chamber to study its influence on the
energy conversion [7]. Research focused on the efficiency of turbine performance for outflow and
inflow motions is also performed [8], while a recently released similar study [9] also included a
turbine system, where an axial-flow impulse turbine was installed on an OWC model to replace the
traditional one and a model was built and placed in a wave flume for experimental tests under regular
wave conditions. Investigations, both experimental and numerical, on the wave-height and power
take-off damping effect have also been carried out [10]. Some are focused on the performance of
the air-chamber [11], where it was shown that the effect of neglecting the air compressibility in an
experimental test model scaled down to 1/50 may result in an overestimation by up to 15% for the
air pressure in the OWC chamber. This indicates that attention must be paid to any scaled-down
model tested in an experimental laboratory, while a full-scale model test will be more accountable.
A recent study goes even more deeply inside the wave theorem in considering the viscosity influence of
wave properties on the OWC device [12]. By introducing artificial viscous terms into the dynamic free
surface boundary conditions and the Bernoulli equation, the authors built a fully nonlinear numerical
model based on a higher-order boundary element method (HOBEM) to model the wave dynamics of
an OWC device. Application of an OWC wave energy conversion system to buoys for sensors has also
been studied [13].
The parameters of an OWC wave energy conversion system include many aspects, such as the
dimensional effects of the OWC structure, including both the size and shape of the structure, the
associated turbine system and the environmental conditions of the location of the OWC system that may
cover geology and wave conditions. As shown in a contemporary paper [14] describing a parametric
study of a wave energy converter designed for the Caspian Sea, where a numerical simulation using
the commercial software Flow-3D to model the motion of the energy converter for different wave
heights was applied for output flow rates in different seasons, extractable wave power and output
power, the parameters of an OWC conversion system are strongly related to location factors. Studies on
the interactions for different wave periods, wave heights and pneumatic damping factors of OWCs
were also performed lately [10,15]. An approach based on artificial neural networks (ANNs) was
utilized to develop a virtual laboratory to determine the pneumatic efficiency of an OWC under specific
conditions of wave height and period, tidal level and turbine damping [16] before a 1/25 scaled-down
physical model similar in the geometry of the prototype designed for an OWC plant to be constructed
at the port of A Guarda, Spain was tested in the laboratory. Some designs associated with a breakwater
structure were proposed, such as the one proposed by Boccotti [17,18], where a new kind of OWC
called U-OWC was considered. According to this report a U-OWC has some advantages for the waves
of long periods such as swells or storm waves compared to conventional OWCs.
There seems to be a trend where more and more countries have considered building OWC-like
wave energy conversions system on their shorelines, especially in local harbors, as mentioned
previously [14,16,19], but construction of an OWC wave energy conversion system usually costs a
tremendous amount of money. A thorough study to avoid any uncertainty and safety risks prior
to the construction is usually required besides any functioning considerations. In order to reduce
the construction cost for an OWC wave energy converting system, the combination of an OWC
wave energy converting structure with a breakwater is a cost-reduction idea. However, real in-field
experimental data for breakwater-combined OWC wave energy converting systems are still very
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rare. An OWC system combination with a breakwater was firstly studied in Japan [20,21]. In those
advanced studies, not only were experimental tests performed, but also an on-site full-scale structure
was built and tested. Many valuable data were acquired and some important conclusions were reached,
including that the power efficiency that can be obtained from the conversion system, the estimated
direct cost for a system of comparable size and scale, a range of dimensional ratios between the air
chamber and the wavelength and the most important one, that the combination of a breakwater with a
wave-power conversion system would not affect the function of the breakwater but rather reinforce it.
Unfortunately, even though the study of Goda et al. [20,21] is invaluable and pioneering, it is too hard
and too costly to be repeated for an on-field experiment even though a small field experiment was
performed later on [18]. It is also too confined by many local factors to apply it to caisson breakwaters
in other different locations.
The objective of this study is on the application of a conventional OWC wave energy conversion
system to a caisson breakwater while upgrading the safety and function of the caisson-based system.
However, any study trying to cover all of the parameters that may influence an OWC wave energy
converting system would be a big task, if not impossible. In this study, by following the findings
of Goda et al. and other contemporary studies, a series of studies were performed by adopting and
upgrading a similar system, and thus constituting a caisson-based OWC type wave energy converter
for green energy development. This study as a part of a series of studies that will focus on the energy
conversion performance and where parameters related to OWC device dimensions and parameters
for local wave conditions are both taken into consideration, while a previous study was focused on
the structural safety when combined with additional OWC devices. A numerical method using an
unsteady Navier-Stokes equations theorem in conservation form is used to analyze the proposed
structural model, which has been verified [22] with the on-field experimental data presented by
Goda [20,21].
The OWC wave energy converter proposed in this study is a series of sets of independent systems,
in which each set of converters is composed of three chambers to capture the wave energy. This is
because of the safety considerations for the caisson breakwater since a larger chamber will suffer a
larger impact from wave forces. The vertical walls installed between chambers may provide additional
support for the chamber and also protect the caisson-based structure. The analysis will focus on the
conversion efficiency of the caisson-based OWC wave energy conversion system that includes the
airflow velocity from the air-chamber, the pneumatic power and the conversion efficiency in terms of a
ratio between the pneumatic power and the energy of the incident waves. Parameters to be examined in
this study include the dimensions of the OWC chamber such as the orifice of the air-chamber allowing
airflow in/output, the chamber length along the direction of incident waves, the size of the opening gate
for incident waves and the submersion depth of the air-chamber. All of these parameters are presented
in dimensionless form, while a range of wave-height and wave period variations are considered.
2. Analytical Model and Theorem for the Study
2.1. Analytical Model
The typical OWC wave energy conversion system proposed for this study is presented in a
schematic drawing (Figure 1), where the air-chamber of the OWC is divided into three chambers by
two inner walls, and where the air is allowed to flow through channels connected to each other near the
top ceiling-slab while only one orifice is designed for the in/output air. This kind of design is deliberate
as the intention is to build the OWC conversion system as part of a caisson breakwater structure and
therefore the OWC chamber must be strong enough to sustain not only regular incident wave but
waves from extreme 50 year return period storms, otherwise it might jeopardize the function and
even the safety of the breakwater structure. The walls installed to separate the chambers will be also
act as reinforcements to support the ceiling slab member, which will suffer the air-pressure induced
from the heaving wave motion and also help to sustain the impact of surge motion from the incident
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waves against the front curtain wall above the open gate of the chamber. Therefore, the application of
OWC converting system to the traditional caisson breakwater structure will be in a series of sets of
three-chamber OWC converters connected to each other along a breakwater structure.
Figure 1. Schematic drawing for a caisson based OWC system.
The basic dimensions of the OWC system are also presented in Figure 1, where based on a local
environment such as a water depth of 15 m and wave conditions, a basic design is realized for the
dimensions of one set of 3-chamber OWCs as follows: 25 m high, 3 × 6 = 18 m wide and 25 m long.
2.2. Theorem of Fluid Mechanics Applied in the Study
The theorem applied in this study includes two parts. The first part is for the calculation of the
fluid and wave motions and their influence on the airflow in the OWC chamber such as the velocity of
the airflow through the opening orifice. The second part is about the estimation of the efficiency of
the wave-energy power conversion by the OWC system to pneumatic power that can drive a turbine
generator installed on the OWC system.
2.2.1. Basic Theorems for Fluid
In this study an unsteady Navier-Stokes equations [23,24] theorem in conservation form consisting
of continuity equations, momentum equations and turbulence dynamics equations for a fluid with
density ρ and velocity U are applied as follows:
Continuity equation:
∂ρ
∂t
+ ∇·(ρU) = 0 (1)
Equation of momentum:
∂ρU
∂t
+ ∇·(ρU ×U) −∇·
(
ue f f∇U
)
= ∇·p′ + ∇·
(
ue f f∇U
)T
+ B (2)
where B is the sum of body force, μeff is the effective viscosity, p′ is the revised pressure. The effective
viscosity and the revised pressure can be presented as:
μe f f = μt + μ (3)
p′ = p+ 2
3
ρk (4)
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It is also noticed that μt is the viscosity of the turbulence, which according to the assumption of
k-εmodel, is related to the dynamic energy and the dissipation of the dynamic energy as presented as:
μt = Cμρ
k2
ε
(5)
where k, are obtained directly from the equation of dynamic energy and equation of energy dissipation
presented as follows:
∂(ρk)
∂t
+ ∇·(ρUk) = ∇·[
(
μ+
μt
σk
)
∇k] + Pk − ρε (6)
∂(ρε)
∂t
+ ∇·(ρUε) = ∇·
[(
μ+
μt
σε
)
∇ε
]
+
ε
k
(Cε1Pk −Cε2ρε) (7)
where Cε1, Cε2, σk, σε are constant parameters while Pk is related to viscosity and floating force and
can be presented as:
Pk = μt∇U·
(
∇U+ ∇UT
)
− 2
3
∇·U(3μt∇·U+ ρk) + Pkb (8)
2.2.2. Conversion Efficiency Estimation
The estimation of conversion efficiency is based on the ratio of the power generated by the airflow
from the orifice of the OWC chamber and the power induced from the incident waves. The power of
the incident waves will include both the potential and the kinetic energy. The gradient of potential for a
differential wavelength dx can be presented as follows [25] and shown in Figure 2, where all coefficients
for a propagating wave are also presented such as wave-height H, elevation of water surface η, water
depth h and wavelength L:
dΦ = ρg
(h+ η)2
2
dx (9)
Then the potential of one wavelength for a unit area Aw of water surface can be obtained [26] as
Φ =
1
L
∫ x+L
x
dΦ =
ρg
2L
∫ x+L
x
(h+ η)2dx =
ρg
2
h2 +
ρg
16
H2 (10)
When the potential of waves up to still water level is reduced the potential for a unit wavelength
of wave propagating with H wave-height is
ΦH = Φ −ΦH = 0 = ρg16H
2 (11)
The kinetic work K from a unit horizontal area of propagating wave can be obtained from a wave
with velocity of horizontal component u and vertical component w as:
K =
∫ x+L
x
∫ η
−h
ρ
2
(
u2 +w2
)
dxdz =
ρg
16
H2 (12)
The total energy E from a unit horizontal area of an incident wave including both the potential
and kinetic work will be as:
E = K+Φ =
ρg
8
H2 (13)
The kinetic work from the airflow with density ρa and velocity va through a cross-section area Aa
with a wave-period T can be presented as:
Ea =
1
2
mva2 =
1
2
ρaAava3·T (14)
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Then the efficiency of the power converted from a wavelength of incident wave into power of an
OWC in a form of airflow velocity can be presented as:
Ea
E
=
1
2ρaAava
3·T
ρg
8 H
2Aw
(15)
Figure 2. Schematic drawing showing the coefficients of a wave.
3. Dimensional Parameters Applied to the Study and Response Analysis
The parameters chosen in the analysis basically are related to the dimensions of the air-chamber
for the OWC converter such as the area ratio between the opening of orifice (A) and the water surface
(Aw) in the chamber presented as RA = A/Aw, the ratio of length of air-chamber (B) in the direction of
incident waves to the wave-length (L) presented as RB = B/L, the ratio of the open-gate (O) in the front
side facing the incident wave to the water depth (h) presented as RO = O/h and the ratio of submerged
depth (Z) of the gate of OWC converter to the water depth (h) presented as RZ = Z/h under a condition
that during the operation the whole device is submerged in the water. Figure 3 shows a schematic
drawing of the side view of the caisson-based OWC converter. The dimensions of the device related to
the parameters to be examined are all marked in the figure and shown in variables as A, B, O and Z.
A listing of the variations of these parameters is presented in Table 1. It is noted that because too many
parameters are to be analyzed when one parameter is a variable the other parameters will be set as
constant. Such a referenced model is set as: RA = 0.02 (A = 2.16 m2), RO = 25%, RZ = 33% and RB = a
ratio of 6-m divided by wavelength applied for each case of analysis, which are highlighted in Table 1.
Table 1. Parameters utilized in the analysis.
Parameter Code Variables
Area-ratio of orifice RA
0.002, 0.004, 0.006, 0.008, 0.01, 0.02,
0.04, 0.06, 0.08, 0.10
Length-ratio of chamber RB
2m, 4m, 6m, 8m, 10m, 12m /
wavelength
Opening-ratio of gate RO 10%, 25%, 33%, 50%, 66%
Submerge-ratio of chamber RZ 0.20, 0.33, 0.47, 0.60, 0.73
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Figure 3. Parameters to be examined in the study.
Except for the variable dimensional parameters, some other variables are the inputwave conditions
including various wave heights and periods. The wave heights applied in this study are 1.0, 2.0
and 3.0 m while the wave periods are 6.0, 8.0 and 10.0 s. During the analysis, the responses of the
OWC system for the converting efficiency to be discussed include the velocity of the airflow through
the orifice, the power produced by the airflow and the conversion efficiency in terms of the ratio of
pneumatic power and power of incident waves. Comparisons of these responses corresponding to the
given wave conditions are presented and discussed in the following sections in terms of parameters
like the area-ratio of orifice opening RA, ratio of chamber-length to the wavelength RB, opening ratio of
OWC gate to the water depth Ro and submersion depth of the chamber gate to the water depth RZ.
3.1. Responses Corresponding to Area-Ratio RA of Orifice-Opening
The area-ratio of the orifice cross-section of OWC may have an influence on the performance of an
OWC conversion system. Therefore, taken into consideration in this section is a dimensionless ratio of
area of the OWC orifice cross-section to the area of water surface in the chamber as was indicated as
RA and listed in Table 1 for which the area of water surface is a constant while the orifice is variable
and the ratio RA is varied from 0.002 to 0.1.
• Velocity of airflow from the OWC
For the examination of the airflow velocity, three periods of the propagating wave corresponding
to various wave-heights were applied. Presented in Figure 4 is the average of the first 1/3 maximum
(or significant) airflow velocity for various area ratios of orifice-opening of the OWC converter to the
area of water surface in the chamber, where Figure 4a–c show the responses for various input waves
with periods of 6.0, 8.0 and 10.0 s, respectively. In each figure, three curves are shown representing the
responses corresponding to wave heights of 1.0, 2.0 and 3.0 m as indicated in the curve descriptions.
The velocity presented in the figures is the average of the first 1/3 maximum velocity of each
time-history analysis. It is observed that corresponding to the increase of the opening ratio RA, the
airflow velocity decreases nonlinearly. The airflow velocity drops very fast during the early stage
corresponding to the area-increment of orifice opening. Basically after the opening ratio increases to
0.02, the airflow velocity is reduced to 50 m/s for almost all cases and it becomes smaller and smaller
till the last case of RA = 0.1.
A trend that a larger wave-height induces a larger velocity is found and this trend is more
significant for an OWC converter with a smaller opening area-ratio. For 3 m wave height during the
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range where the opening area ratio is smaller than 0.01, the velocity is at a high level of more than
80 m/s and gets higher when the opening area ratio is smaller.
Generally, the OWC converter also has larger velocity when the period of the exerting wave
is larger, but the variation becomes less and less significant when the opening area ratio increases.
The average of the first 1/3 maximum velocity can reach as high as 143.0 m/s for the case with smallest
area ratio as shown in Figure 4b, where the area ratio of the cross-section for the opening is 0.002 when
subjected to a wave of 3.0 m wave height and 8.0 s period.
 
Figure 4. Airflow velocity corresponding to area ratio of orifice cross-section.
• Pneumatic Power from the OWC
For the examination of pneumatic power, three periods of the propagating wave corresponding
to various wave-heights were applied. Presented in Figure 5 is the average of 1/3 maximum (or
significant) pneumatic power for various OWC converter orifice area ratios, where Figure 5a–c show
the responses for various input waves with periods of 6.0, 8.0 and 10.0 s, respectively. Similarly, in each
figure, three curves are shown representing the response corresponding to wave heights of 1.0, 2.0 and
3.0 m as indicated in the curve descriptions.
It is observed that corresponding to the increase of ratio of the orifice opening the pneumatic
power will increase till it reaches a peak value and then drops rapidly. The peak value occurs at a ratio
of RA = 0.006 for the cross-sectional area of the orifice to the area of water surface in the OWC chamber.
Similar to the velocity response, the pneumatic power will decrease at a lower rate corresponding to the
area-increment of orifice opening when the opening-ratio is larger than 0.02. Moreover, the pneumatic
power is reduced to less than 200 kW for most cases subjected to waves of 3 m height and periods of
T = 8 and 10 s, as presented in Figure 5b,c.
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A trend whereby a larger wave-height induces a larger power is found and this trend is more
significant for OWC converters with smaller opening ratios. The variation of pneumatic power between
cases subjected to various wave heights is very significant, especially during the sensitive range of the
opening ratio of the cross sectional area, which is between a value of 0.002 and 0.01 when the wave
period is larger and the phenomenon is more significant for cases such as for T= 8.0 and T = 10 s as
shown in Figure 5b,c.
Generally, the OWC converter also produces larger pneumatic power when the period of the
waves is larger, such as for the case of 10.0 s of wave period, but the variation is not very significant
between the case of 8.0 s and 10.0 s of wave period while the difference is more significant between
6.0 s and 8.0 s of wave period.
The maximum average pneumatic power is 480.8 kW, which occurs at the case where the OWC is
subjected to an incident wave with 3 m wave-height and 10.0 s of wave period as shown in Figure 5c.
 
Figure 5. Pneumatic power corresponding to area ratio of orifice cross-section.
• Efficiency of power converted from the OWC
For the examination of efficiency of the power conversion from wave energy to pneumatic power
that can drive a turbine generator of an OWC system, an estimation for the ratio between the energy
induced by airflow and produced from incident waves is applied as shown in Equations (9)~(15). In this
sub-section, similarly three periods of the propagating wave corresponding to three wave heights were
applied. Presented in Figure 6 is the conversion efficiency based on the average of the 1/3 maximum
225
Energies 2020, 13, 1926
airflow velocity for various area ratios of area ratio of the OWC converter, where Figure 6a–c show the
responses for various incident waves with periods of 6.0, 8.0 and 10.0 s, respectively. In each figure,
three curves are shown, representing the response corresponding to wave heights of 1.0, 2.0 and 3.0 m
as indicated in the curve descriptions.
 
Figure 6. Efficiency corresponding to area ratio of the orifice cross-section.
It is observed that corresponding to the increase of the opening ratio, the conversion efficiency
of the OWC decreases. The conversion efficiency stays at a high level first and then drops fast at the
area ratio approaches 0.006. Basically, after the opening-ratio increases to 0.02, the airflow velocity
is reduced to 10% and the dropping rate becomes less dramatic till the last case of 0.1 opening ratio.
However, when the opening ratio is smaller than 0.01, the conversion efficiency is larger than 12% for
most cases. When the opening-ratio is larger than 0.04 the conversion efficiency will be less than 5%.
It is also interesting to find that the trend that larger wave-height induces larger velocity or
pneumatic power is not found in the conversion efficiency case. In the range of orifice area ratios of
less than 0.01, the OWC subjected to a smaller wave height has a larger conversion efficiency for the
power conversion. The power conversion efficiency is not positively related to the wave period either.
In some cases the conversion efficiency performance of the OWC system subjected to waves of
8.0 s, as shown in Figure 6b, performs better than the case subjected to 10.0 s of wave period, as shown
in Figure 6c. The conversion efficiency can reach as high as 32% for the extreme case with the smallest
area ratio, as shown in Figure 6b, where the cross section area ratio for the opening is 0.002 subjected to
a wave of 1.0 m wave height and 8.0 s period.
3.2. Responses Corresponding to the Ratio of Chamber-Length RB
During the response analysis of the parameter indicated by the ratio between the length of the
air-chamber and the wavelength, represented by RB, only the chamber-length is varied while the
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other dimensions of the air-chamber and the water depth (15 m) are set to be constant. Since the
periods and wave heights are various during each case of the analysis and the wavelength will vary
correspondingly, the chamber-length ratio will also change accordingly for each combination of wave
period and wave height.
• Velocity of airflow from the OWC
Presented in Figure 7 is the average of first 1/3 maximum (or significant) airflow velocity for
various ratios of the chamber length of the OWC converter to the wavelength, where Figure 7 shows
the responses for various incident waves with wave heights of 1.0, 2.0 and 3.0 m, respectively as
indicated in the curve descriptions, when waves with periods of 6.0, 8.0 and 10.0 s are applied. It is
observed that corresponding to the increase of the length ratio of the air chamber, the airflow velocity
decreases with a linear variation trend. The airflow velocity also has a positive relationship with the
wave height, when the applied wave height is larger the velocity of airflow also has a larger value.
Figure 7. Airflow velocity corresponding to chamber-length ratio of OWC.
A trend that a larger wave height induces s larger velocity is found and this trend is more
significant for the OWC converter with a smaller chamber-length ratio. Since the wave length of regular
waves is quite large, that a smaller ratio of the chamber-length can produce a larger velocity of the
airflow will imply that a small OWC converter may also display an effective performance. However,
the influence of the wave period on the velocity of the airflow is not significant for the analysis of the
length ratio of the air chamber.
The largest average velocity of the airflow from the OWC chamber in the study for the variation
of the chamber-length is 75 m/sec for the case where the chamber-length ratio is 0.02 subjected to a
wave of 3 m wave height and 10 s of wave period.
• Pneumatic power from the OWC
Presented in Figure 8 is the average power of airflow at 1/3 maximum velocity for various air
chamber length ratios of the OWC converter, where Figure 8a,b show the responses for various incident
waves with periods of 8.0 and 10.0 s, respectively. In each figure, similarly three curves are, representing
the responses corresponding to wave heights of 1.0, 2.0 and 3.0 m as indicated in the curve descriptions.
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Figure 8. Pneumatic power corresponding to chamber-length ratio of OWC.
It is observed that corresponding to the increase of length ratios of the air chamber the pneumatic
power will increase till it reaches a peak value and then it decreases again. The peak value occurs at a
length ratio of 0.1 for the OWC converter subjected to waves of 8.0 s of wave period while in the case
of 10.0 s of period, the peak occurs at a ratio of 0.075. In these two cases the applied wave height is 3 m
and the power values are similar to each other. The largest power obtained in this case is 294 kW that
occurs at a length ratio of 0.075 for the OWC converter subjected to a wave of 3 m height and 10.0 s
of period.
Therefore, in the analysis of the parameter effect of length ratio to the power produced by the
airflow of the OWC converter, the best length ratio will be located in a range of 0.05 to 0.1, where the
power can reach a value over 200 kW.
• Efficiency of power conversion by the OWC
Presented in Figure 9 is the efficiency of the pneumatic power conversion by the OWC for various
air chamber length ratios, where Figure 9a,b show the responses for incident waves with periods of 8.0
and 10.0 s, respectively. In each figure, similarly three curves are shown, representing the responses
corresponding to wave heights of 1.0, 2.0 and 3.0 m as indicated.
It is observed that corresponding to the increase of air chamber length ratio the efficiency of power
conversion will increase till it reaches a peak value and then it decreases again. The peak value occurs
at a length-ratio of 0.1 for the OWC converter subjected to waves of 8.0 s of wave period while in the
case of 10.0 s of period the peak occurs at a ratio of 0.075. For the case subjected to a wave of 10.0 s
period, OWC under both 2 m and 3 m wave height conditions has a similar power conversion efficiency
performance when the length ratio variation of the OWC converter RB is less than 0.1. The largest
power efficiency obtained in this case is 14.0%, which occurs at a length ratio of 0.1 for the OWC
converter subjected to a wave of 3 m height and 8 s of period.
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Figure 9. Efficiency corresponding to the chamber length ratio of the OWC.
3.3. Responses Corresponding to the Opening-Ratio of the OWC Gate RO
The opening of the OWC gate on the front wall where the incident wave approaches may influence
the conversion efficiency of the system. The opening of the OWC gate is set as a ratio of the gate
opening to the water depth and indicated as RO. The water depth is held at a constant value of 15 m
while the opening ratio of the gate is a variable ranging from 10% to 66%, as presented in Table 1.
• Velocity of airflow from the OWC
For the examination of airflow velocity, three periods of the propagating wave corresponding to
various wave heights were applied. Presented in Figure 10 is the average of the first 1/3 maximum
airflow velocity for various gate opening ratios of the OWC converter to the water depth, where each
curve in Figure 10 shows the responses for incident waves with wave heights of 1.0, 2.0 and 3.0 m,
respectively as indicated in the descriptions. It is observed that corresponding to the increase of the
opening ratio of the air chamber gate, the airflow velocity responds in various ways such as in the cases
of wave heights of 1 and 3m, where the airflow velocity seems to not be very influenced by the opening
ratio of the OWC gate, but for the case of 2 m wave height the velocity variation is more observable
corresponding to the opening ratio of the OWC gate. However, corresponding to the increase of the
wave height the power of the airflow velocity increases while the influence from the wave period is
not significant.
229
Energies 2020, 13, 1926
Figure 10. Airflow velocity corresponding to the opening ratio of the OWC gate.
• Power of airflow from the OWC
Presented in Figure 11 is the average power of the airflow at 1/3 maximum velocity for various
OWC gate opening ratios to the water depth, where Figure 11a,b show the responses for various
incident waves with periods of 8.0 s and 10.0 s, respectively. In each figure, three curves are shown,
representing the responses corresponding to wave heights of 1.0, 2.0 and 3.0 m, as indicated.
It is observed that corresponding to the variation of OWC gate opening ratios the pneumatic power
performance varies. When the wave height is small, like 1 m, it seems that there is no correspondence
between the airflow power and the gate opening ratio, but when the wave height is 3 m a variation of
velocity power occurs along with the variation of the opening ratio of the gate, but the variation is not
consistent, as shown in Figure 11a where in the case of 8.0 s of wave period the pneumatic power has a
linear increment corresponding to the opening ratio of the OWC gate while as shown in Figure 11b,
for the case of 10 s of wave period, the power shows only a slight increase at a value of 35% for the
opening ratio of the OWC gate and then decreases in a nonlinear way. For the case subjected to waves
of 2 m wave height, the variation of velocity power will increase nonlinearly corresponding to the
opening ratio of the OWC gate and then stay at a constant level or decrease slightly when the opening
ratio of the gate becomes larger.
The largest power obtained from this case is 252 kW that occurs at an opening ratio of 66% for the
OWC converter subjected to a wave of 3 m height and 8.0 s of period.
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Figure 11. Pneumatic power corresponding to opening ratio of OWC gate.
• Efficiency of the power conversion of the OWC
Presented in Figure 12 is the efficiency of power of airflow converted by the OWC for various
OWC gate opening ratios, where Figure 12a,b show the responses for various incident waves with
periods of 8.0 s and 10.0 s, respectively. In each figure, three curves are shown, representing the
responses corresponding to wave heights of 1.0, 2.0 and 3.0 m as indicated.
Figure 12. Efficiency corresponding to the opening ratio of the OWC gate.
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It seems that there is no obvious trend between the power conversion efficiency and the opening
ratio of the OWC gate. When the wave height is small, as in the case where the OWC is subjected to a
wave of 1 m wave-height, the conversion efficiency will be more or less than 5% even when the wave
has a large period like 10 s. For the cases subjected to waves of 2 m and 3 m wave height, the conversion
efficiency will be larger than 10% for most cases for an applied wave of 8.0 s or 10.0 s. In the case of 10.0
s of wave period, the OWC converter subjected to a wave of 2 m wave height has a better conversion
efficiency performance as shown in Figure 12b, where the largest efficiency obtained is 13%.
3.4. Responses Corresponding to the Submersion Depth Ratio of the Chamber Gate RZ
The submersion depth of the OWC gate may have an influence on the performance of an OWC
conversion system. Therefore, taken into consideration in this section is a dimensionless ratio of
submersion depth of the OWC converter to the water depth, indicated as RZ and listed in Table 1.
• Velocity of airflow from the OWC
Presented in Figure 13 is the average of the 1/3 maximum (or significant) velocity of airflow for
various ratios RZ of submersion depth of the OWC converter to the water depth, where Figure 13
shows the responses for various incident waves with wave heights of 1.0, 2.0 and 3.0 mm, respectively,
as indicated in the description. It is found that corresponding to the increase of the submersion depth of
the OWC converter, the airflow velocity generally increases or remains constant. It is clearly observed
that the increase of velocity of airflow also has a positive relationship with the increase of wave height.
However for the cases subjected to various wave periods the velocity of the airflow seems to not be
affected much, as shown in both Figure 13a,b, where the values of the velocity corresponding to same
wave height are almost same except that the curve displays some fluctuations. The maximum average
velocity of the airflow is 60 m/s, occurring in cases subjected to waves of 3 m height and periods of
8.0 s and 10.0 s.
 
Figure 13. Airflow velocity corresponding to submersion depth ratio RZ of the OWC gate.
• Power of airflow from the OWC
Presented in Figure 14 is the pneumatic power for various ratios of submersion depth of the
OWC gate to the water depth, where Figure 14a,b show the responses for various incident waves
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with periods of 8.0 s and 10.0 s, respectively. In each figure, three curves are shown, representing the
responses corresponding to wave heights of 1.0, 2.0 and 3.0 m, as indicated.
Figure 14. Pneumatic power corresponding to the submersion depth RZ of the OWC gate.
It is observed that corresponding to the increase of submersion depth ratios of the OWC gate
the pneumatic power presents a positive correspondence to the wave height. When the wave height
is small like 1 m or 2 m it seems that there is no correspondence between the airflow power and
the submersion depth ratio. However when the wave height is 3 m a variation of velocity power
occurs along with the variation of the submersion depth ratio of the gate, but the variation is not
consistent, as shown in Figure 14b in the case of 10.0 s of wave period where the pneumatic power has
a linear increment corresponding to the submersion depth ratio of the OWC gate while as shown in
Figure 14a. for the case of 8.0 s of wave period the increment is fluctuating more with the variation of
the submersion depth ratio. The maximum average power can reach 300 kW for the OWC subjected to
waves of 3 m wave height.
• Efficiency of the OWC power conversion
Presented in Figure 15 is the efficiency of the airflow power conversion by the OWC for various
ratios of submersion depth of the OWC gate to the water depth, where Figure 15a,b show the responses
for various incident waves with periods of 8.0 s and 10.0 s, respectively. In each figure, three curves are
shown, representing the responses corresponding to wave heights of 1.0, 2.0 and 3.0 m, as indicated.
It is found that when the wave period is 8.0 s and the applied wave height is 3 m, the efficiency of
the power conversion increases corresponding to the increase of the submersion ratio of the OWC gate.
When the wave heights are 2 m or 1 m, the submersion depth seems to not have any influence on the
conversion efficiency. However, when the period of the applied wave is 10.0 s, an obvious incremental
trend corresponding to the submersion depth ratio is found for all wave heights. The efficiency
performance for the 2 m wave height is similar to the performance for a 3 m wave height, where both
increase linearly, and when the wave height is 1 m the correspondence between the conversion and the
submersion depth seems to be stronger. The largest conversion efficiency is 15%, obtained in the case
of an OWC subjected to a wave of 3 m height and 8.0 s of period when the ratio of submersion depth
is 0.47.
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Figure 15. Efficiency corresponding to submersion depth of the OWC gate.
4. Discussion of the Analytical Results
During the parameter analysis based on the dimensional parameters and the corresponding
responses, phenomena are observed which are discussed in this section.
4.1. On the Effect of Parameters
During the analysis even though the airflow velocity has a positive relationship corresponding to
either the wave height or the wave period, the increment of opening ratio of the orifice will reduce
the velocity, but for the response of pneumatic power and the conversion efficiency, there does not
seem to be a definite positive relationship corresponding to either the wave height or the wave period.
There is a near normal distribution of the pneumatic power in the lower area ratio of orifice opening
range between 0.001 and 0.02. During the conversion efficiency analysis when the opening ratio RA is
less than 0.01, the analytical case with a small wave height of 1.0 m has a larger conversion efficiency.
This is due to the fact a relatively small wave power is obtained from waves with small wave heights
and this leads to a larger conversion efficiency.
For the study on the parameter of the ratio of chamber length RB, the role of the wave period is
not significant. This is also the reason why the responses for a period of 6 s are not shown here. As was
shown in the airflow velocity analysis, no matter what the wave period was a linear relationship
corresponding to the variation of the ratio of chamber length is presented. As for the pneumatic power
and the conversion efficiency a near normal distribution was found corresponding the variation of
the ratio of chamber length when the wave height is 3.0 m, but the distribution becomes insignificant
when the wave height is 1.0 m. It is also noticed that when the period or height of the wave is small the
chamber length ratio parameter does not play an important role in the wave energy conversion. It is
because the parameters applied are rather small, about 1/3 compared to the other study [7].
For the study of the opening ratio of the chamber gate, it is clearly shown that when the wave
height is small such as 1.0 m, the airflow velocity or pneumatic power or the conversion efficiency
are not influenced by the parameter RO. However, the performances of both the airflow velocity and
the pneumatic power are significantly influenced by the wave height while they are not significantly
affected by the wave period. The influence from the parameter RO on the conversion efficiency will
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happen at a certain wave height such as H = 2.0 m while at other wave heights the influence is
not significant.
The influence of the submersion depth of the chamber gate parameter seems to not be significant
for the airflow velocity but it shows a positive correspondence for the pneumatic power response
when the applied wave height is high, such as 3.0 m. For the power conversion efficiency, when the
wave period is large like 10.0 s a positive correspondence is also found for the responses in at all wave
heights. When the wave period is 8.0 s, the correspondence is variable for various wave heights and a
quadratic nonlinear variation is found for H=1.0 m and 3.0 m while it is almost a constant for a wave
height H = 2.0 m.
4.2. A Wave-Power-Based Recommendation for OWC Design
Shown in Figures 16–18 are the responses of air-flow velocity, pneumatic power and conversion
efficiency of the OWC wave energy conversion system with specific dimension such as the ones
listed in Table 1, referred to as the reference model corresponding to wave power. This is because
neither thw wave height nor the wave period may totally represent the nature of a wave and the main
objective of the conversion system is the energy that can be obtained. Therefore a design based on
wave energy instead of the wave height or wave period might be more suitable for the design of an
OWC wave energy conversion system. It is found that the air-flow velocity of the model shows a
nonlinear increment trend corresponding to the increase of the wave power as shown in Figure 16,
while the relationship between the generated pneumatic power and the wave power is linear as
shown in Figure 17. Presented in Figure 18 is a quadratic nonlinear trend for the conversion efficiency
corresponding to the wave power, where strong randomness also appears even though the trend of the
correspondence to each other is generally positive.
 
Figure 16. Airflow velocity corresponding to the energy of incident waves (single case).
 
Figure 17. Pneumatic power corresponding to the energy of incident waves (single case).
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Figure 18. Converting Efficiency corresponding to the energy of incident waves (single case).
This is only for a model case of which every dimension is set and subjected to a combination of
waves with three different wave heights and three different periods. It shows that a large amount
of transferred pneumatic power does not necessarily represent a good conversion efficiency for
the conversion system. Secondly, a strong randomness is still observed in the analysis for the
conversion efficiency even though the applied waves are regular and some care was taken with the
data such as the first 1/3 maximum responses were averaged as applied in conventional engineering
application. This means that a case by case variation exists and analysis will be needed for any design,
especially given the variety of available OWC wave energy conversion systems which have evolved
tremendously lately.
If a cross examination is to be performed in this study then more than 1500 cases will be analyzed
and compared (4500 figures similar to Figures 16 and 18 can be obtained). That will be a tremendous
amount of work while the parameters taken into account in this study are only ones based on the
local environmental conditions considered to be influential to the design of this specific OWC system.
Therefore, what people always want to have, a universal formula for every kind of OWC will be very
difficult if not impossible to obtain. Similar types of OWC wave energy conversion systems may have
some guidelines for design purposes based on their geometrical dimensions and local wave conditions
but some other uncertainties such as the sea bottom conditions, slopes in the way of incident waves
and other environmental variables must be also considered during the design process.
5. Conclusions
In this study, a series of investigations of the dimension-related parameters were executed to
examine the relationships between the investigated parameters and the wave energy conversion
efficiency for an OWC wave energy conversion system. The OWC wave energy converter proposed in
this study is a series of sets of independent systems, in which each set of converters is composed of
three chambers to capture the wave energy. According to the theoretical and numerical study results
some conclusions can be drawn based on the parameters related to the dimensions of each set of OWC
conversion systems and discussed as follows:
• For the airflow velocity obtained through the orifice of the chamber, a value of 143 m/s can be
found for the average of first 1/3 maximum velocities during the analysis of the orifice opening
ratio to the water surface area in the chamber, where the opening ratio is 0.002 and the actual
diameter of the orifice will be 26.22 cm, quite small and probably not practical to install an an
effective turbine system even though the velocity is pretty high. However, for most cases a velocity
of more or less than 50 m/s can be obtained, especially when the wave height applied to the
OWC is as large as 3 m. The influence of orifice opening ratio and the applied wave height to
the airflow velocity is significant. When the orifice opening ratio is larger than 0.02, increasing
the airflow velocity by varying other dimensions in the chamber is very difficult. Therefore, it is
recommended that for an optimum design of the OWC power conversion system the range of
opening area ratios must be located in a range smaller than 0.02.
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• For the pneumatic power study, the highest power that can be generated in this study was 480 kW,
also corresponding to an extreme case of a very small orifice while for most cases the pneumatic
power will be more or less than 100 kW. For a higher wave height, the pneumatic power will be
larger and can reach values as high as 200 kW. The influence of the dimensional parameters on the
pneumatic power are generally not significant when the wave height is smaller, but when the
applied wave height is larger, such as the case of a 3 m wave height, the increase of the dimensions
of the submersion depth of the gate opening has a positive influence on the pneumatic power.
• For the conversion efficiency, unlike the traditional concept that a larger airflow velocity may
have better conversion efficiency, in some cases the conversion efficiency is actually better for
the case in which the applied wave is smaller, especially for the case where the orifice is small
and the velocity is extreme high. The influence of the dimensional parameters on the efficiency
performance of the proposed OWC conversion system is also varied. A best efficiency of 32%
conversion power from incident waves can be found for the extreme case, where the orifice is very
small but for most cases in the study, where the ratio of the orifice to the water surface is set as
0.02, the best efficiency is about 15%. A value of more or less than 10% is obtained for most cases.
• Due to the random nature of waves even though a regular wave was applied in the study, the
responses for a specifically designed OWC wave energy conversion system still show irregular
uncertainties. It seems that to find a universal rule that can fit for every kind of OWC wave energy
conversion system is not possible. Therefore, the dimensions of the OWC chamber are critical
during the design stage because they are closely related to the environmental conditions such
as the wave height and period of the regular waves. The most critical dimension is the ratio of
the cross section of the orifice to the area of the water surface in the chamber. A smaller orifice
can produce a larger airflow velocity, however, considering the local environmental conditions,
especially the wave height and the cost, an OWC device designed for a smaller wave height but
with higher conversion efficiency is possible.
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Abstract: In this paper, an optimal semisubmersible platform is sought considering two key geometry
variables: the diameter of the outer cylinders and their radial distance from the platform centre.
The goal is to identify a platform configuration able to most efficiently contrast the combined wind-
wave action, keeping the platform dimensions as small as possible. The amplitude of the Response
Amplitude Operator (RAO) peaks and the integral area of the RAOs in a range of excited frequencies
for the selected degrees of freedom are chosen as targets to be minimised. Through an efficient
frequency domain simulation approach, we show that upscaling techniques proposed in the literature
may lead to overdesigned platforms and that smaller and more performing platforms can be identified.
In particular, the optimised platform shows a reduction of about 51% in parked and 54% in power
production of the heave RAO peak, and a reduction of about 37% in parked and 50% in power
production of the pitch RAO.
Keywords: floating offshore wind turbines; frequency domain model; semisubmersible platform;
10 MW wind turbines; large floating platform; platform optimization
1. Introduction
Floating offshore wind turbines (FOWTs) are large and complex structural systems exposed to
a variety of simultaneous environmental actions. A reliable prediction of the dynamic behaviour
of a FOWT, and the associated loads, requires a proper modelling of the multiple fluid–structure
interaction problems involved. Moreover, the design of very large wind turbines (WTs) (10 MW and
more), with significantly taller tower and slender rotor blades compared to the average sizes of the
currently installed machines, calls for new optimal design techniques of the supporting platforms.
Past studies addressing medium-size WT platforms (3–5 MW) focused on different platform stability
classes. In [1], Wayman and Sclavounos investigated the stability and the response of a barge-like
platform and a Tension Leg Platform (TLP). They provided useful information to assess static stability
and developed a simplified frequency domain (FD) model to evaluate the interaction between the
wind turbine and the floating system. Robertson and Jonkman [2] compared results from different
5 MW FOWT concepts with a land-based turbine in terms of both ultimate and fatigue loads. They
found that for barge-like platforms, the land-to-sea load amplification was unsustainable. Key aspects,
such as fatigue loads, ringing phenomena and wind-wave misalignment for different kind of FOWTs
have been investigated in [3–5], respectively. Nonlinear wave kinematics and higher-order effects have
been studied in [6–9]. Effects that the interaction between the platform oscillations and the turbulent
aerodynamic loads may have on the performance of a WT are analysed in [6,10] and [11].
Compared to on-land installations, the design of FOWTs involves a larger number of design
variables, which require design optimisation procedures capable of considering the coupled hydro-aero-
servo-elastic behaviour of the whole system. Sclavounos et al. [12] optimised different FOWT concepts
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by using a simplified FD model. Brommundt et al. [13] performed a design optimisation of mooring
lines for a 5 MW FOWT under two targeted environmental conditions. Karimi et al. [14] performed an
FD multi-objective design optimization of a 5 MW WT supported by a semisubmersible platform and
a TLP considering both cost and structural performance as objective functions.
With increasing rotordiameters, above200mand10MWratedpower, rationalupscaling techniques [15]
based on power ratios have been proposed to directly design platforms for large turbines. Liu et al. [16]
evaluated the short-term and long-term dynamic response of an upscaled 13.2 MW wind turbine platform
by means of time-domain stochastic simulations. New mooring lines configurations, suitable for such large
FOWTs, were investigated in [17], considering wind-wave misalignment. In [18], Hsu et al. incorporated
the effects of snap loads in the mooring lines dynamic tension probability distribution. They found
that neglecting snap effects could lead to an underestimation of the maximum tension. Additionally,
new typologies of platform shapes, such as the tri-spar floater, were studied [19]. Experimental studies
of different platforms were also conducted in [20,21] for medium-size wind turbines and in [22] for a
10 MW WT.
Although several critical aspects for very large FOWTs have been addressed to date, the design of
optimal platforms supporting 10 MW +WTs is still an open problem. The question we attempt to
answer in this work is whether, after a rational upscaling process (see e.g., [15,16]), there is still room
for improving the platform dimensions. To answer this question, in the present work, an optimal
semisubmersible platform is sought, considering two geometry variables, namely the diameter of
the outer cylinders and their radial distance from the platform centre. The goal is to identify a
platform configuration able to most efficiently contrast the combined wind-wave action, keeping the
platform dimensions as small as possible. Our assumption is that the upscaling techniques may lead
to overdesigned platforms, resulting in unnecessary material (and cost) for the supporting system.
Since the present paper is the first contribution to a wider project aimed at providing guidance for
the optimal design of large semisubmersible platforms involving many design variables, a trade-off
between accuracy and computational efficiency is a fundamental requirement. For this reason, we
perform simulations in the FD. We consider both radiation/diffraction forces as well as viscous forces
from the Morison equation [23]. Mooring lines and wind turbine contributions to the equation of
motion are computed as additional mass, damping and stiffness matrices resulting from a linearisation
analysis performed with FAST [24] around operational points.
To verify our computational model, first, the OC4 5 MW National Renewable Energy Laboratory
(NREL) semisubmersible floating wind turbine [25–27] is studied and the results are compared with
the results available in [26]. Then, a parametric study of a semisubmersible platform suitable for
a 10 MW wind turbine is performed. The amplitude of the RAOs peaks and the area of the RAOs
over the excited band of frequencies for the heave and pitch degrees of freedom (DoFs) are chosen as
targets to be minimised. The first gives information directly related to the eigenfrequencies, while the
latter provides information on the dynamic behaviour of the platform outside the natural frequencies.
The results are discussed and compared with an upscaled 10 MW wind turbine model [28].
2. Frequency Domain Model
In this study, coupled hydro-aero-servo-elastic simulations are performed with FAST [24], an open
source code developed at the National Renewable Energy Laboratory (NREL). FAST is capable of
performing time domain simulations of the dynamic response of a WT in a stochastic wind and wave
environment by coupling aerodynamic, hydrodynamic, control and structural models. In FAST, flexible
elements, such as rotor blades and towers, are modelled as Bernoulli–Euler beams; the aerodynamic
model is based on the Blade Element Momentum theory [29]; the hydrodynamic model permits
considering both first and second order hydrodynamic loads [30], evaluated by external codes (e.g.,
WAMIT or ANSYS AQWA), as well as Morison forces for slender elements.
FD models neglect or approximate non-linear effects and are restricted to steady load conditions.
Several important nonlinear and transient effects on fixed-bottom WTs have been observed in [28–34].
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For floating platforms, slow-drift and mean-drift force [7], third-order hydrodynamic contributions [8],
and fully nonlinear wave kinematics [9] have been recently investigated, and it was found that
nonlinearities significantly affect fatigue damage, as well as mooring line tension at high sea states.
Nonlinear effects are important for a safe platform design and must be considered in the actual
design process. Uzunoglu and Guedes Soares [35] compared the results obtained by OC5 Project
Phase II [27] and demonstrated that the difference in the hydrodynamic modelling has a significant
effect on the results. Nevertheless, FD-based approaches, thanks to their efficiency, may offer a
guidance in the pre-screening phase of an optimisation-based design. Most of the proposed FD
approaches superimpose the turbine contribution in terms of mass, damping and stiffness matrices to
the hydrodynamic contribution due to the floating platform. Philippe et al. [36] coupled an in-house
radiation/diffraction potential solver with FAST. Wang et al. [37] proposed an alternative FD model
which adopts ANSYSAQWA [38] to evaluate hydrodynamics contributions and simplified the formulas
to consider the rotor thrust forces and the gyroscopic effects.
The model used in this paper is similar to the one proposed in [36] coupled with ANSYS AQWA
as in [37], but incorporates approximated nonlinear effects due to quadratic drag and heave plate
damping [14]. The wind turbine and its aerodynamics, as well as the mooring lines, are modelled as
mass, damping and stiffness matrices. They are evaluated trough a linearisation analysis in FAST_v7
around the operating point. The dynamics of the system are linearised, neglecting phase shifting.
The periodic response amplitude at each wave frequency is calculated and then superimposed.
2.1. Hydrodynamic Model
For the sake of completeness, in this section, we briefly summarise the standard theories [39,40]
we used to model the fluid–structure interaction problem.
The platform hydrodynamic model requires a potential flow solver to calculate the frequency-
dependent added mass, radiation damping and diffraction forces; the first and the second do not
depend on the wave heading direction and amplitude, while the third does. Assuming an inviscid and
incompressible fluid, a velocity potential Φ(x, y, z, t) exists. Under the hypothesis of small displacements
and rotations, the body boundary condition and the free surface conditions can be linearised, isolating
the time dependency of the potential, as follows:
−ω2ϕ+ g∂ϕ
∂z
= 0, (1)
where ω is the circular frequency, g is the gravity acceleration, z is the vertical coordinates and
ϕ is the time-independent part of the velocity potential Φ(x, y, z, t). Considering a steady-state
condition, the velocity potential can be rewritten, isolating the time dependence and splitting into
three contributions:
Φ(x, y, z, t) = ϕ(x, y, z)e−iωt = (ϕD +ϕR)e−iωt, (2)
where ϕD is the diffraction potential, which collects the incident wave and scattering potential, and ϕR
is the radiation potential. The dynamic pressure p at the wetted body surface is then calculated by
means of the linearised Bernoulli equation:
p(x, y, z, t) = −ρ∂Φ(x, y, z, t)
∂t
, (3)
where ρ is the water density. Integrating the dynamic pressure on the wetted surface, the added mass
(Equation (4)), radiation damping (Equation (5)), and diffraction forces (Equation (6)) are evaluated,
respectively, as follows:
Ajk(ω) = Re
{
SB
pR · ndS
}
= −ρRe
{
SB
ϕjRnkdS
}
, (4)
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Bjk(ω) = Im
{
SB
pRndS
}
= −ρωIm
{
SB
ϕjRnkdS
}
, (5)
Xj(ω,β) =

SB
pDndS = −ρω

SB
ϕDnjdS. (6)
These three contributions are dominant on bluff bodies, such as barge-like elements or cylinders
where λ/D < 5, λ being the wavelength and D, the cylinder diameter. When dealing with slender
elements, such as cross braces of a semisubmersible platform, inertia and viscous drag forces due to
flow separation become dominant. On such elements, the wave-induced force per unit-length can be
expressed by Morison equation as
dFMorison =
π
4
ρCMD
2 .u− π
4
ρCAD
2 ..q+
1
2
ρCD
(
u− .q
)∣∣∣u− .q∣∣∣, (7)
where u is the wave velocity component normal to the member axis,
.
q,
..
q are the cylinder velocity and
acceleration, CM is the inertial coefficient, CA is the added-mass mass coefficient and CD is the viscous
drag coefficient. The last two terms of the right-hand side of Equation (7) are expressed as a function of
the six DoFs of the platform regarded as a rigid body. The viscous drag term being quadratic requires
a linearization. The Borgman linearisation [41] is herein adopted, namely, the nonlinear drag term is
approximated with an equivalent linear term written as
dFDrag =
1
2
ρCD
(
u− .q
)∣∣∣u− .q∣∣∣  1
2
ρCD
√
8
π
σu
(
u− .q
)
, (8)
where σu is the standard deviation of the relative velocity. As a first approximation, in this study, σu is
replaced by the standard deviation of the exciting wave. Denoting with η the vector of the six rigid
platform DoFs η =
[
η1 η2 η3 η4 η5 η6
]
—referring to surge, sway, heave, roll, pitch and yaw,
respectively—the linearised Morison force can be rewritten as a function of η as follows:
dFMorison = π4 ρCMD
2 .u− π4 ρCAD2
..
q+ 12ρCD
√
8
πσu
(
u− .q
)
=
= π4 ρCMD
2 .u− π4 ρCAD2T
..
η+ 12ρCD
√
8
πσuu− 12ρCD
√
8
πσuT
.
η,
(9)
where T is a transport matrix, which permits expressing the velocity of the members as a function of
the six platform DoFs.
The hydrodynamic loads on the heave plates are described with a modified Morison equation [25],
able to take into account inertial, viscous and dynamic effects:
dFMorisonz = ρCAzVRD
2
( .
w− ..qz
)
+
1
2
ρCDz
π
4
D2
(
w− .q3
)∣∣∣w− .q3∣∣∣+ π4D2hpb − π4 (D2h −D2c)pt, (10)
where CAz = 1 is the added mass coefficient in the heave direction; CDz is the drag coefficient in the
heave direction, equal to 4.8 according to [25]; w is the vertical component of the wave particle velocity;
.
q3 is the heave velocity of the heave plates; Dh is the diameter of the heave plates; Dc is the diameter of
the upper column; and pb and pt are respectively the dynamic pressures, projected in the direction
of the normal vectors, at the bottom and at the top of the heave plates. VR is the reference volume,
i.e., the volume of fluid that is displaced by the oscillations of the heave plates, calculated as
VR =
A33(0)
3ρ
, (11)
where A33(0) is the zero-frequency added mass coefficient in the heave direction. The viscous drag
term is linearised according to [42] as follows:
dFHeaveplatesDrag,z 
1
3
ρCDzD
2ωa
(
w− .q3
)
, (12)
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where ω is the wave frequency and a is the heave plate oscillation amplitude. By expressing the
velocity and the acceleration of the heave plates as a function of the six platform DoFs, the contributions
of the heave plates to the mass and damping matrices are calculated.
2.2. Equation of Motion
The equation of motion of the FOWT is
(A(ω) +MPlatform +MTurbine +AMorison(ω,β))
..
η(t) + (B(ω) + BTurbine+
BMorison(ω,β, a))
.
η(t) +
(
CHydrostatic +CMooring +CTurbine
)
η(t) =(
^
FD(ω,β) +
^
FMorison(ω,β)
)
eiωt,
(13)
η(t) =
^
η(ω,β)eiωt, (14)
where
^
η(ω,β) is the complex amplitude displacement vector of the platform. A(ω) is the added mass
matrix, B(ω) is the radiation damping matrix, CHydrostatic is the hydrostatic stiffness matrix, Cmooring
is the linearised mooring lines matrix, FD is the diffraction force acting on bluff cylinders and FMorison
is the Morison force acting on slender cylinders. Considering Equation (14), the equation of motion
can be rewritten as(
−ω2MTOT(ω,β) + i ·ω ·BTOT(ω,β, a) +CTOT
)^
η(ω,β) =
^
FD(ω,β) +
^
FMorison(ω,β). (15)
By solving the above linear system for
^
η(ω,β), the Response Amplitude Operator (RAO), i.e.,
the linear transfer function of the dynamic system, is evaluated as follows:
RAO(ω,β) =
(
−ω2MTOT(ω,β) + i ·ω ·BTOT(ω,β, a) +CTOT
)−1(^
FD(ω,β) +
^
FMorison(ω,β)
)
, (16)
2.3. Verification with the 5 MW DeepCwind Semisubmersible Platform
To verify our FDmodel, in this section, we compare our results with those available in the literature
referring to the 5MW OC4 DeepCwind [25] semisubmersible platform (see Table 1 and Figure 1).
Figure 1. ANSYSAQWAhydrodynamicmodel of the 5MWwind turbine (a); 5MWNRELsemisubmersible
platform [25] (b).
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Table 1. 5 MW National Renewable Energy Laboratory (NREL) DeepCwind semisubmersible platform
specifications, SWL indicates Sea Water Level and CM indicates Centre of Mass.
5MW NREL DeepCwind Platform
Depth of platform base below SWL 20 m
Elevation of main column above SWL 10 m
Elevation of offset columns above SWL 12 m
Length of upper columns 26 m
Length of heave plates 6 m
Depth to top base columns below SWL 14 m
Diameter of main columns 6.5 m
Diameter of offset columns 12 m
Diameter of heave plates 24 m
Diameter of pontoon and cross-braces 1.6 m
Platform CM location below SWL 13.46 m
Water depth 200 m
A mesh-independence study was carried out to evaluate mesh sensitivity. The wetted surface is
discretized with 2 m × 2 m panels (2173 elements). Morison forces acting on slender members and heave
plates, added mass and viscous drag matrices are computed with an in-house algorithm developed in
MATLAB based on the following procedure: each member is divided in 1 m-wide strips. A banded
white noise spectrum between 0.05 and 0.25 Hz is applied to the system in the surge direction, i.e., 0◦.
RAOs, and the power spectral densities (PSDs) in surge, heave and pitch are calculated and compared
with results presented in [26] (see Figures 2 and 3). Figure 2 shows a very good agreement of our FD
model with the majority of the results reported in the wide code-to-code comparison campaign available
in [26]. Given the large number of results available in [26], to facilitate the comparison, in Figure 2,
Figure 14 (top row) of [26] has been placed in the background with the colours slightly faded, whereas
our results are plotted in the foreground with a more vivid colour (blue solid line). Underneath the
figure, we report the original legend that associates each background line to a specific model/institution.
The goal of this graphical presentation is not to make clearly distinguishable each single background
line, which can be much better interpreted directly in [26], but rather to provide an at-a-glance overall
assessment of our formulation. It is pointed out that the reference results in [26] are obtained from time
domain simulations based on different coupled FOWT dynamic solvers employing different theories
and models, ranging from Morison and potential flow only to second-order formulations. For a detailed
description of each formulation, we refer to [26]. Eigenfrequencies of the system are well captured
in the PSDs shown in Figure 3, which are also in good agreement with the reference results of [26]
(not shown here). The surge eigenfrequency is 0.00856 Hz, the pitch eigenfrequency is 0.0408 Hz, and the
heave eigenfrequency is 0.056 Hz. The second peak of the PSD in surge is the pitch eigenfrequency,
and vice versa for the PSD in pitch. This is due to the coupling between these two DoFs. The PSD
results are influenced in terms of amplitude by the shape of the white noise spectrum as the PSD is
calculated as
Sη(ω) = Swave(ω)RAO(ω)
2, (17)
where Swave(ω) is the input wave spectrum. Thus, considering Figures 2b and 3b, we note that as
the heave RAO approaches 1 when the frequency tends to 0, the heave spectrum shape is completely
determined by the shape of the wave spectrum, namely by how the white noise spectrum goes to 0,
as outside the excited frequency range (below 0.05 Hz), its value must be close to 0. This is not true for
surge and pitch spectra as they are coupled. RAOs below 0.05 Hz do not approach 1 or a constant
value because of such coupling effects.
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Figure 2. Comparisons for the NREL 5 MW semisubmersible Response Amplitude Operators (RAOs):
surge (a), pitch (b) andheave (c). Thebackground figureswith theOffshoreCodeComparisonCollaboration
Continuation Within IEA Wind Task 30: Phase II results are from [23].
Figure 3. Comparisons for the NREL 5 MW semisubmersible RAOs: surge (a), pitch (b) and heave (c).
3. 10 MW DTU Upscaled Semisubmersible Platform
The 5MWNREL semisubmersible platform is upscaled to support the DTU 10MWwind turbine [28].
Following [15], the scaling factor is determined by the power rating between the two turbines, namely
sf =
√
10 MW
5 MW
=
√
2, (18)
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The main geometry dimensions of the new platform obtained by upscaling each length by sf are
reported in Table 2. The diameter of the central column was scaled with a different scaling factor to
match the turbine tower base diameter.
Table 2. 10 MW DTU upscaled semisubmersible specifications.
10 MW DTU Upscaled Platform
Depth of platform base below SWL (draft) 28.30 m
Elevation of main column above SWL 14.14 m
Elevation of offset columns above SWL 16.97 m
Length of upper columns 36.77 m
Length of heave plates 8.48 m
Depth to top base columns below SWL 19.80 m
Diameter of main columns 8.30 m
Diameter of offset columns 16.97 m
Diameter of heave plates 33.94 m
Diameter of pontoon and cross-braces 1.6 m
Platform CM location below SWL 21.27 m
Water depth 200 m
The ballast is recalculated in order to maintain the upscaled draft of 28.30 m. Moreover, due to the
higher loads, ballast is supposed to be made of concrete to increase the draft of the platform centre of
mass (COM).
3.1. Mooring Lines System
The mooring lines are kept as in the 10 MW DTU platform [43], specifically chosen to restrain a
semisubmersible platform for a 10 MW turbine. The anchor points are kept in the same position as
in the 5 MW NREL semisubmersible platform, but the fairlead points are adjusted in order to keep
the connection point at the top of each heave plate. Considering the change of the fairlead position,
the unstretched cable length is modified to avoid a reduction of the mooring system stiffness in the
surge direction. The mooring lines’ linearised stiffness is highly dependent on the catenary shape of the
cables—a small modification in the hanging points would lead to high variation of the overall mooring
lines stiffness. Therefore, to maintain almost constant their stiffness contribution, the unstretched length
of each cable is reduced in order to let the 10 MW cable catenary shape at the equilibrium point match
the 5 MW one. This is done by implementing a quasi-static cable model [44]. Once the non-linear
system of equations of the catenary is solved with a Newton–Raphson iterative procedure, the simplified
mooring system stiffness k is calculated as the first order series expansion of the horizontal tension at
the fairlead in the neighbourhood of the equilibrium [39]. Namely,
k = μ
⎡⎢⎢⎢⎢⎢⎣−2 (1+ 2HFμzF
)− 12
+ cosh−1
(
1+
μzF
HF
)⎤⎥⎥⎥⎥⎥⎦
−1∣∣∣∣∣∣∣∣
XF,EQ
(19)
where μ is the cable weight in water per unit length, HF is the horizontal tension at the fairlead and (xF,
zF) are the horizontal and vertical coordinates of the fairlead at the equilibrium in the cable refence
frame. The simplified restoring geometric stiffness of the mooring stiffness in the surge direction for
oscillations around the equilibrium point is then given by
K11 =
∑n
i=1
ki cos2(φi), (20)
3.2. Results
The parked state is analysed first. Linearisation is performed around the initial position to evaluate
the system mass, damping and stiffness contributions stemming from platform, turbine and mooring
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lines. The results are inserted into the equation of motion for the platform (Equation (13)), which is
solved for a 0◦ heading broad banded white noise sea of PSD 1 m2/Hz.
For power production case, a constant wind speed of 11 m/s is applied at the hub height. Such a
wind speed corresponds to the case of maximum thrust for the 10 MW DTU wind turbine. A time-
domain simulation in the power production condition is performed to identify the steady operating
point around which the linearisation is performed. The “Multi-blade Coordinate Transformation
Utility for 3-Bladed Wind Turbines” [45] is adopted to express rotor-rotating quantities in the fixed
refence system of the platform. The results are again adopted to solve the equation of motion for the
same input sea.
The results in terms of surge, pitch and heave RAOs are presented and compared in Figure 4,
where the blue and red lines refer to the parked and power production states, respectively. The three
eigenfrequency peaks are clearly visible, surge at 0.00488Hz, pitch at 0.0428Hz, and heave at 0.04883Hz.
In Figure 4b, it is possible to see the strong damping effect in the pitch motion of the wind turbine
in power production. On the contrary, in surge (Figure 4a) and heave (Figure 4c), the hydrodynamic
damping is dominant, and no significant difference is seen between parked and operating states.
Another noticeable dynamic effect of the rotor can be seen by comparing the stiffness matrix terms of
the system in parked and power production states. A stiffening of the system in yaw is the result of
the rotational effect of the rotor. This is expected since the rotor rotation around its axis results in an
increase in damping and stiffness around the orthogonal axis of yaw. The stiffness C and damping Bt
coefficients in yaw (6,6) and pitch (5,5) for the parked and operating states are reported in Table 3.
Figure 4. RAOs of the 10 MW DTU upscaled platform: (a) surge, (b) pitch and (c) heave degrees of
freedom (DoFs).
Table 3. Stiffness and turbine damping contribution in pitch and yaw motions.
Load Case C (5,5) [Nm/rad] C (6,6) [Nm/rad] Bt (5,5) [kgm2/s] Bt (6,6) [kgm2/s]
Parked 5.62·109 2.04·108 0 0
Power production 5.637·109 2.65·108 1.31·109 1.31·108
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4. Optimal Column Diameter and Platform Radius for the 10 MW Wind Turbine
In this section, we investigate the effects of two key design variables, namely the outer column
diameter d and platform radius r, on the dynamic response of a semisubmersible platform supporting
a 10 MW wind turbine. By the platform radius is meant the distance from the central column to the
outer columns. The ratio between the heave plates and the column diameter is set to 2, keeping the
same ratio of the platform for the 5 MW WT. The heave plate height is fixed to 6 m. The draft is kept
constant at 28 m for all the combinations analysed by modifying the concrete ballast.
Eight different column diameters and platform radii are chosen in order to create a grid of 32
combinations. The grid spacing for d and r are 1mand 5m, respectively. The results for all 32 combinations
are then interpolated using spline surfaces.
To assess the dynamic response of the system, heave and pitch response have been considered.
The surge RAO is not considered as a control quantity because the surge eigenfrequency is usually
very low (0.004 to 0.008 Hz). Both heave and pitch are indicators of turbine performance. From the
heave and pitch response, the difference between the platform draft windward and the local free
surface wave elevation can be evaluated according to [12]. This is a fundamental quantity that must be
considered to prevent bottom-slamming and, therefore, to reduce fatigue loads on mooring lines and
turbine tower. Pitch response is also related to another indicator of wind turbine performance, nacelle
acceleration. Nacelle acceleration has been widely used to estimate wind turbine performance in the
frequency domain from platform performance ([9,11]). It can be calculated as
RAO ..
δnac
(ω) = −ω2(RAO1(ω) + RAO5(ω)hnac), (21)
where ω is the circular frequency, RAO1(ω) is the surge RAO, RAO5(ω) is the pitch RAO and hnac is
the nacelle height with respect to the sea water level.
Two scalar quantities, one local and one global, are considered for the two DoFs of pitch and
heave. The first quantity is the peak of the RAO, and the second is the integral of the RAO in the range
of frequencies from 0 to 0.2 Hz excited by a constant 1 m2/Hz white noise.
First, for each combination pair (d, r), the mean pitch rotation angle and the mean surge displacement
are checked as to whether they are suitable for a power production state (see Figure 5). As it is possible to
observe fromFigure 5a, a rather high average operating pitch angle of 5◦ is reached for the semisubmersible
platform with column diameters of 13 m to 14 m and a radius equal to 30 m. This is mainly due to the
lightness of the platform and to its reduced hydrostatic stiffness in roll and pitch DoFs. Such angles
may not be compatible with the power production state; therefore, they are discarded in the following
analyses (note that 5◦ is chosen as themaximumallowable value of the average operating pitch angle [1]).
The surge operating displacement (Figure 5b) is almost constant for all the platforms considered. This
confirms that by varying the unstretched cable length it is possible to keep constant the translational
stiffness of the mooring lines.
In Figures 6 and 7, heave and pitch RAO peaks for the whole set of platforms are presented.
The heave peak does not vary significantly between parked (Figure 6) and power production (Figure 7).
Focusing on the parked condition, a region of minimum values for the heave peak of the RAO
(see Figure 6a) can be identified between 16 m and 17 m for the outer columns’ diameter, and for almost
all the platform radii analysed. An optimal candidate appears to be 16/17 m for the column diameter
and 35 m for the platform radius. Parked state pitch minimum RAO peaks (Figure 6b) compatible with
power production can be identified in four regions: between 13 m and 14 m for the column diameter
and a platform radius of 35 m, between 16 m and 17 m for the column diameter and a platform
radius of 35 m, between 18 m and 19 m for the column diameter and 40–45 m for the platform radius,
and between 19 m and 20 m for the column diameter and 33–40 m for the platform radius. The last two
minimum points are reached with heavier and larger solutions than the upscaled platform (marked as
a red dot in the figures), so they are discarded. Platforms with 16–17 m column diameters and 35 m
platform radii appear to be the best choice, which minimises both heave and pitch peaks; moreover,
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they offer a relatively lower mean pitch angle (around 3◦) than the 13–14 m column diameter and 35 m
radius solutions (around 4◦) (see Figure 5a). Heave peaks (Figure 7a) remain almost unchanged with
respect to the parked state condition, the minimum region appears to be again around 16–17 m for
the column diameter, and no significant influence of the platform radius can be noticed. Pitch peak,
instead (Figure 7b), is strongly influenced by the damping effect stemming from the rotor blades, which
is capable of drastically reducing the corresponding pitch peak in the parked state. We emphasise the
importance of examining not only the power production but also the parked or low rotational speed
conditions. During the shut-down or parked state with severe sea state conditions, the rotor drastically
reduces its rotation speed, and thus its damping effects on the platform are significantly reduced.
Figure 5. Power production operating point, pitch (deg) (a) and surge (m) (b). Red dots refer to the
upscaled configuration.
Figure 6. Parked condition; RAO peaks of heave (m/m) (a) and pitch (deg/m) (b). Red dots refer to the
upscaled configuration.
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Figure 7. Power production condition; 11 m/s wind speed, RAO peaks of heave (m/m) (a) and pitch
(deg/m) (b). Red dots refer to the upscaled configuration.
In Figures 8 and 9, RAO integrals of heave and pitch DOFs are presented. Figures 8a and 9a reveal
a lower minimum region between 16 m and 17 m for the outer column diameter. Local maxima in the
bottom and upper part of the domain are caused by an increasing of the eigenfrequency peak and
by heave–pitch coupling. Rotor damping contribution does not have an appreciable effect as heave
plate damping dominates. The pitch RAO integral is again influenced positively by the rotating blades
so that the parked RAO integral is almost always higher than the power production one (compare
Figures 8b and 9b and note that the two colour bars have different bounds). A smaller platform radius
appears to produce a negative effect, making the pitch RAO integrals increase both in parked and
operating conditions. This is related to both the increasing of the RAO pitch peaks and to the change of
the shape of the RAO immediately outside the pitch eigenfrequency. This can be observed in Figure 9a
where the RAO of the pitch DoF for combinations (d, r) (16, 30) and (16, 35) are compared. A small
increase in the heave RAO integral in power production for a 30 m radius platform is due to a stronger
coupling effect between heave and pitch degrees of freedom (Figure 10b).
Considering all the platforms analysed, the optimal solution that presents a low heave response
in the parked state and a low pitch peak in both parked and power production states (although not
the lowest values) lies between 16 m and 17 m for the column diameter and 35 m for the radius of
the platform. These two configurations are compared in Figure 11. We observe that in the parked
state for the combination (16 m, 35 m), the peak in pitch is reduced by about 25% with respect to the
configuration (17 m, 35 m) (see Figure 11a), whereas the heave peak is increased by 18% (Figure 11b).
In power production, the reduction of the pitch peak (see Figure 11c) is about 10%. The smaller
reduction compared to the parked case is associated with the reduced sensitivity to the platform
geometry caused by damping effects stemming from the rotor, which is now relevant. On the contrary,
the increase in the heave peak (see Figure 11d) remains almost constant at 18%.
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Figure 8. Parked condition; RAO integral of heave (a) and pitch (b). Red dots refer to the upscaled
configuration.
Figure 9. Power production condition; 11 m/s wind speed, RAO integral of heave (a) and pitch (b).
Red dots refer to the upscaled configuration.
Considering that the platform response in pitch would affect more the fatigue behaviour of both
turbine tower and mooring lines than the response in heave, the configuration with a 16 m column
diameter and 35 m platform radius is preferred to the other option (17 m, 35 m).
In Figures 12 and 13, the RAOs in the surge, pitch and heave of the configuration chosen as
optimal (16 m, 35 m) are compared with the RAOs of the upscaled platform (17 m, 40 m). In the figures,
also shown are the ranges of typical exciting frequencies of the sea states 1–6 and 7–9. Only very severe
sea states can excite the pitch and heave of both the upscaled and optimised platforms, but for the
optimised one, a higher damping is achieved, both in heave and pitch in the neighbourhood of the
natural frequency.
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Figure 10. Pitch parked (a) and heave power production (b) RAOs of platforms with 16 m column
diameter, 35 m radius (red line) and 30 m radius (blue line).
Figure 11. Pitch parked (a), heave parked (b), pitch power production (c) and heave power production
(d) RAOs with 16 m (red line) and 17 m (green line) column diameters and a 35 m radius.
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Figure 12. RAO comparison in the parked state between the upscaled and optimised platforms for
surge (a), pitch (b) and heave (c) DoFs.
䢳
Figure 13. RAO comparison in power production state between upscaled and optimised platforms for
surge (a), pitch (b) and heave (c) DoFs.
In order to assure a better performance of the wind turbine, the nacelle acceleration RAO has been
evaluated for the optimised platform and compared to the one obtained for the upscaled one.
The results are presented in Figure 14 for the case of power production. In the figure, also shown
are the ranges of the typical exciting frequencies of the sea states 1–4 and 5–9. As it is possible to
observe, in a wide band of realistic seas (Sea 5 to 9) compatible with power production wind speeds,
better turbine performance is achieved with the optimised platform. On the contrary, the upscaled
solution provides better turbine performance for mild sea states associated with low wind speeds
where the optimisation process is less relevant compared with sea states from 5 to 9.
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Figure 14. Nacelle acceleration RAO comparison in power production state between upscaled and
optimised platforms.
In Table 4, the numerical values of the RAO peaks of the upscaled and the optimised platform
are compared. As it is possible to observe, a low reduction is achieved in surge because the dynamic
behaviour is mainly dominated by mooring lines, which are not optimised in this study.
Table 4. Comparisons of RAO peak values between the upscaled and optimised platforms.
Surge Peak Heave Peak Pitch Peak
Parked Power Production Parked Power Production Parked Power Production
Upscaled 26.12 27.04 14.74 14.24 15.31 3.39
Optimised 24.08 22.51 7.27 6.59 9.62 1.51
Reduction [%] 7.78 16.75 50.69 53.69 37.12 55.51
Considering the main differences between the upscaled and the optimised platforms, heave plate
thickness appears not to produce a significant benefit in the heave and pitch responses (for the upscaled
platform, the heave plate thickness is equal to 8.48 m, while for the optimised ones, it is 6 m).
5. Conclusions
In the presentwork, a frequencydomain based-investigation aimed at finding the optimal configuration
of a semisubmersible platform for a 10 MW WT is presented. Firstly, a frequency domain model is
formulated and verified through comparisons with benchmark results available in the literature. Then,
the frequency domain model is applied to an upscaled platform designed to support the DTU 10 MW
wind turbine. Both parked and power production states are simulated. Two design variables are
considered, namely, the diameter of the outer columns and the platform radius. The quality of the
dynamic response is assessed through selected RAO peaks and RAO integral areas over a prescribed
frequency range. The results show that an optimal configuration is achieved for a diameter of the outer
columns d = 16 m and a platform radius r = 35 m. Such a configuration is lighter and smaller than the
upscaled one (d = 17 m and r = 40 m) and presents significantly better performances in surge, pitch
and heave. Moreover, it is found that for a certain combination of diameter and radius, a coupling
of heave and pitch motion arises; likewise, for spar-like platforms. The results also highlight how in
the operating state, aerodynamic damping can reduce the pitch excitation. On the other hand, in the
parked state, high sensitivity to pitch excitation is observed. The absence of rotor damping makes the
peak in pitch about five times higher than that in power production.
We remark that the present study is purely linear and cannot capture important nonlinear effects.
However, due to its efficiency, the approach proposed in this work can be of valuable support in the
pre-screening phase of the optimisation-based design of very large wind turbine platforms. Moreover,
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the present study is limited to two design variables. A forthcoming study will extend the optimisation
process to more design variables, such as platform draft and mooring line geometry.
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Abstract: In this paper, a procedure is proposed to determine the fatigue life of the electrical cable
connected to a 5 MW floating offshore wind turbine, supported by a spar-buoy at a water depth of 320
m, by using a numerical approach that takes into account site-specific wave and wind characteristics.
The effect of the intensity and the simultaneous actions of waves and wind are investigated and
the outcomes for specific cable configurations are shown. Finally, the fatigue life of the cable is
evaluated. All analyses have been carried out using the Ansys AQWA computational code, which
is a commercial code for the numerical investigation of the dynamic response of floating and fixed
marine structures under the combined action of wind, waves and current. Furthermore, this paper
applies the FAST NREL numerical code for comparison with the ANSYS AQWA results.
Keywords: wind energy; floating offshore wind turbine; dynamic analysis; fatigue life assessment;
flexible power cables
1. Introduction
Power cables are wideley used in power transmission lines and the electrification of floating oil
and gas production infrastructures, where they have to withstand considerable cyclic loads induced by
the combination of floating body dynamics with wind, waves and current effects [1,2].
One of the main design issues for power cables in marine applications is the fatigue strength;
fatigue assessment studies have demonstrated that accurate analysis of the complex dynamic behavior
induced by the offshore environment must be carried out for fatigue assessment purposes. Dai et al.
(2020) [3] presented experimental and numerical studies on dynamic stress and curvature in steel
tube umbilicals, and the results show that curvature, governs the fatigue problem, even when it is
small. Yang et al. (2018) [4] presented a parametric study of the dynamic motions and mechanical
characteristics of power cables for a wave energy conversion (WEC) system. The results show that the
large curvature responses of the cable typically occur at high wave heights and near the wave period
of resonance. Yang et al. (2017) [5], regarding the same WEC system, demonstrated that minor fouling
can increase the fatigue life of the power cable.
A relatively new application area for marine power cable elements is floating offshore wind
turbines (FOWTs) [6] and farms. In fact, wind energy has become one of the most important renewable
energy sources in recent decades. Its development requires an increasing electric transmission capacity
and better ways to preserve system reliability. Wind-generated power continues to grow rapidly
throughout the world, and offshore wind farms are expected to account for a large portion of the total
wind energy output and may even contribute significantly to the total electricity production in some
countries [7]. The cost-effective operation of marine energy conversion systems needs the reliable
design of marine power cables, which are currently the components for which design procedures
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mainly need further development, due to their limited fatigue strength. FOWTs in particular, together
with their mooring systems and connected power cables, must withstand various environmental
actions, such as correlated variability in the wind, current, and wave loads, which cause variable and
uninterrupted dynamic motion and stress in the power cables that connect the single FOWTs with each
other and/or with the land. The accumulation of variable stress results in cumulative damage to the
fatigue [8], which, for this kind of system, is a weak point in the design panorama.This is something
that, together with other design or operating issues, currently prevents the large-scale installation
and diffusion of floating offshore wind farms as reliable systems for energy generation and as an
evolution of the currently widely diffused fixed-foundation offshore wind farms. These weaknesses
are particularly relevant for the electrical cables which connect the single turbines to one another in the
farm [9], named “inter-array” or “umbilical” cables.
Therefore, the definition of advanced and reliable tools for the investigation of fatigue damage is
necessary, and this topic is highly recognized by the research community [9] and the industry [10,11].
Design approaches in this area intend to ensure the required fatigue life for the structure or key parts
of it [12], and they are devised toghether with appropriate inspection programs for monitoring fatigue
damage initiations or progress.
This paper proposes a procedure for the fatigue life evaluation of a power cable which is attached
to a single FOWT in a lazywave geometrical configuration by considering (i) the correlated intensities of
wind, ocean current and wave actions [13]; (ii) the different operating conditions of the turbine; (iii) the
complete non-linear dynamics of the turbine-cable coupled system [14]; and (iv) the difference between
fatigue actions in different locations along the cable. Several modeling issues are faced in order to
increase confidence in the results obtained by the multiphysics modeling of the system. The wind field
sampled by the rotor in operating conditions, the fluid-structure interaction between the wind and the
FOWT due to the platform’s large displacements, the joint bending and axial induced strain in the cable
and the non-linearity involved in the problem (due to both large displacements and the appearance
of plastic strains) are included in the analyses by making reliable assumptions and by calibrating
the procedures employing sensitivity analyses. The objective of this paper is to provide a reliable
procedure for assessing the fatigue failure of the power cables of FOWTs. The proposed procedure is
applied to the umbilical cable attached to the spar-buoy supported 5 MW NREL wind turbine [15] in a
water depth of 320 m, considering site-specific wind, waves and current for a short-term sea state of
the China Sea. The case study is modeled both in the FAST NREL code [15] and in the ANSYS AQWA
Commercial code [16]. The obtained results offer supporting data for the a-priori identification of
weaknesses and critical components for fatigue strength and for the evaluation of the desired level of
reliability before deployment.
2. Analysis Method for Fatigue Life Evaluation
As is well known, the simplified relationship between the stress of amplitude Si and the
associated number of cycles Ni that leads to the fatigue failures of mechanical components under
constant-amplitude oscillating loads can be represented for different intensities by the S-N (σ-N) fatigue
curve [17]. The S-N curve is a characteristic of the materials, of the shape of the component or of
the design configuration of the structure. Under the indications provided in the Det Norske Veritas
(DNV) design standards [18,19], the fatigue damage for different levels of stress oscillation magnitude
can be calculated for the pertinent components of FOWTs by the Palmgren–Miner assumption, using
Equation (1) [17]:
Dm = Σ
ni
Nicycles
(1)
where Dm is the accumulated fatigue damage due to all considered stress oscillation magnitudes, ni is
the number of the stress oscillations with magnitude Si and Nicycles is the number of cycles of stress
oscillation with magnitude Si which lead to fatigue failure.
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The electrical cables that connect the FOWTs in floating offshore wind farms are of the umbilical
typology, providing a service-support from the main station to the single FOWTs. Such umbilical cables
are of the optical powered submarine type and are provided to supply electrical power or to send
operating control inputs and data to underwater elements in offshore oil and gas infrastructures [20].
Umbilical cables are implemented in floating offshore wind farms and connected to each FOWT for the
same purpose; therefore, their integrity and service ability are crucial for the correct coordination and
operation of the FOWTs within the farm. The stress conditions in such non-homogeneous cross-sections
of the umbilical cables is quite complex, with non-linear local stress due to contact and friction between
the components of the tube, and the model and aleatory uncertainty due to this complexity is critical
for the reliability of any fatigue analysis. For the sake of simplicity, and in line with state of the
art literature on the topic [9], the cable will be modeled in this paper with a homogeneous-material
equivalent to the cross-section.
As an alternative to the σ-N plane, fatigue curves may also be represented by the total strain (ε)
versus the number of cycles (N), as detailed below. Equation (1) is useful for both the stress versus
number of cycles curve and the strain versus number of cycles curve (ε-N). The evaluation of the total
strain time history in a critical fatigue-prone location of the cable, and corresponding to a specific sea
state, is conducted by a non-linear numerical analysis of the coupled FOWT-electrical cable system,
and ε accounts for both elastic (εe) and plastic strain (εp). This may then be expressed as follows [21]:
ε(t) = εe(t) + εp(t) =
σel(t)
E
+ εp(t) (2)
where E is the Young’s elastic modulus assigned to the equivalent homogenous material modeling the
cable, and σel is the elastic tension stress of the electrical cable, evaluated step-by-step as the maximum
cross-section tensile stiffness in the homogeneous material cross-section by considering both the axial
and bending contributions:
σel(t) =
N(t)
A
+ χ(t)·E·D
2
(3)
in which, by referring to the circular cross-section of the cable, N is the axial force, A is the area, χ is the
bending curvature and D is the diameter.
The plastic strain contribution εp enters the game only when the total stress, as evaluated by
Equation (3), is larger than the yielding stress σy of the cable, which can be evaluated from the
strain–stress constitutive law assumed for the equivalent homogeneous material used for modeling
the cable (see Figure 1), as detailed in Equation (4)
εp(t) =
σy
E
+
σy − σel(t)
E′ (4)
where E′ is the material plastic modulus.
The non-linear stress–strain behavior and relaxation characteristics mean that the impact of plastic
strains plays a non-negligible role in the electrical cable’s fatigue analysis. Inside the umbilical cable,
the conductors, which are commonly made of pure electrolytic tough pitch (ETP) copper, are vulnerable
to fatigue accumulation and mechanical failure, as highlighted by Karlsen and co-authors (2009) [11],
who state that “the material has excellent conductivity but poor mechanical properties, which include
stress-relaxation (creeping) and non-linear stress-strain behaviour, and they suggests using ε-N curves
(referring to strain) instead of traditional σ-N curves”.
The Monograph 177 [22] from the National Institute of Standards and Technology (NIST)
summarizes the results of a total of 126 plastic strain-controlled tests and 150 stress-controlled tests
that were performed on a large set of coppers made by annealed material and cold-worked material.
The stress-controlled test data may be converted to elastic strain values according to Equation (2) with
εp = 0.
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Figure 1. Stress–strain constitutive relationship of the cable.
The ε-N fatigue curve considering the effect of both elastic and plastic strain can be expressed by
the Coffin–Manson relationship [21]:
ε
(
Ncycles
)
= εe
(
Ncycles
)
+ εp
(
Ncycles
)
== C1·N−β1cycles + C2·N
−β2
cycles (5)
where ε
(
Ncycles
)
are the strain amplitudes leading to failure at Ncycles number of cycles, and Ci and βi
(with i = 1 or 2) are appropriate material constants, provided by Thies et al. (2011) [23], for a typical
FOWT umbilical cable as C1 = 0.7692, β1 = 0.5879, C2 = 0.0219 and β2 = 0.1745. This curve is shown in
Figure 2, and it is the same that is used in the present paper for the fatigue analyses.
Figure 2. Strain cycle (ε-N) fatigue curve for electrolytic tough pitch (ETP) copper. Adapted from
Reference [11].
According to the above-mentioned calculations, the total strain time history in a critical
cross-section of the cable has to be evaluated and then processed by cycle counting, leading to
a set of amplitudes—number of cycle histograms which are compared with the fatigue curve of the
cable in order to assess the fatigue damage Dm associated with each single time history. One of the
most popular cycle counting methods is the rainflow method [24].
262
Energies 2020, 13, 3096
In the context of FOWTs, the fatigue damage was calculated for each considered sea state. Then,
from the climate statistics of the site where the floating offshore wind farm was located, the joint
probability distribution of the sea states in the reference period of the analysis Tr (e.g., 1 year) was
estimated, and then the occurrences in Tr of the damage associated to each sea state could be evaluated.
3. Case Study
The NREL 5-MW wind turbine on the OC3-Hywind spar-buoy FOWT was chosen as a case study
for the evaluation of the fatigue life of an inter-array turbine (umbilical) cable. This case study was
chosen for its simplicity in design, suitability for modeling and the existence of numerical results in the
literature [25,26]. As already stated, the case study was modeled in both FAST and ANSYS AQWA
software. The structural, hydrodynamic and mooring line properties of the model are reported in
Appendix A.
Figure 3 illustrates the model of the 5 MW NREL wind turbine on the OC3-Hywind spar-buoy in
FAST (right) and the model with the same properties in ANSYS AQWA (left). It is worth noting that
the electrical cable was modeled in ANSYS AQWA but it was not modeled in FAST; the motivations
for this are given in Section 4. The tables in the appendix show the structural and hydrodynamic
properties and the mooring properties of the model. The lazy wave configuration of the electrical cable
is taken from Rentschler et al. [9], in which a hydrostatic optimization of the layout of the cable is
carried out with a genetic algorithm, with the goal of minimizing the cable fatigue, and by chosing the
position of the buoyancy elements as design variables, this results in a lower waveform position as
the optimal solution, with an accumulative length of the buoyancy parts from 18% to 23% of the total
cable length.
 
Figure 3. Left: model in ANSYS AQWA, Right: model in NREL FAST [26].
For the simulations in this paper, a typical cross-section of the electrical cable was utilized, with a
single layer of galvanized steel armor wires and extruded cross-linked polyethylene (XLPE) isolators.
The mechanical characteristics of the cable were assumed from the literature [6,27]. The values for
the diameter, weight and strength are shown in Figure 4, with reference to Figure 1; the linear and
non-linear elastic modules E and E′ and the yielding stress σy were equal to 128 GPa, 6.4 GPa and
350 MPa, respectively.
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Figure 4. Cable specifications [27].
4. Modeling the Spar-Buoy Supported Platform and the Cable
Depending on the wind speed and the environmental conditions, the configuration of the rotor
changes: it is in the operational, rotating blade condition when the wind speed is between the cut-in
and the cut-out values, while the wind turbine is parked for wind speeds higher than the cut-out value,
with the blades parallel to the wind [28]. Time history analyses were conducted for 4000 s for different
environmental conditions, and the first 400 s were removed in order to eliminate the transitory effects
of the simulation and wait for to the model to reach the stationary operation state.
The version of the FAST Code (version 8) that was used did not allow the researchers to add
extra non-structural elements (like power cables, etc.), but there were some possibilities to add extra
elements in ANSYS AQWA. This was the motivation for conducting the electrical cable and the fatigue
analyses in ANSYS AQWA. On the other hand, one of the issues we faced with the version of ANSYS
AQWA (version 18.2) that was used was the difficulty of modeling the rotating blades in the operating
conditions; consequently, the rotor-nacelle assembly was modeled there as a concentrated mass at
the hub height. To mitigate this weakness, the total rotor aerodynamic load time history (force in the
x-direction), named the “RtAeroFxh” output [15], as extracted from a preliminary FAST simulation
(where the electrical cable was not modeled) in a certain sea state case, was successively applied to
the hub in the model in ANSYS AQWA (where the electrical cable was then modeled and meshed
by 100 finite elements). Since the hydrodynamic loads were evaluated in ANSYS AQWA based
on the implemented wave theory and by making use of Morrison’s equation, in order to avoid the
double-counting of the hydrodynamic effects during the simulation in ANSYS AQWA, the RtAeroFxh
aerodynamic force was evaluated by not taking into account the three following effects: (i) presence of
waves; (ii) action of sea current and; (iii) inertial effect of water volumes moving with the platform.
This was because all these effects were taken into account in the subsequent ANSYS AQWA simulation.
Oneof theprocedures that canbe implemented to avoiddouble-counting is running thepreliminary
FAST analysis by fully restraining the bottom Degrees Of Freedom (DOFs) of the platform and
maintaining the over-water dynamics (named the “fixed DOFs at spar” option). This procedure would
completely neglect the double-counting of all the three listed effects, but, on the other hand, this option
would also neglect some fluid-structure interaction (FSI) effects that have a non-negligible impact on
the RtAeroFxh (e.g., the wind’s incoming velocities and angles of attack are not combined with the
correct translational velocities and rotational displacements experimented by the rotor during the large
pitch, thrust and heave displacements of the floating platform when relative wind-rotor velocities and
rotational angles are obtained for aerodynamic load calculation purposes). The second strategy for
resolving the double-counting problem is to run the preliminary FAST analysis by assuming a “still
water” (no sea current and no waves) and by allowing the floating platform DOFs. By adopting this
strategy, the FSI effects are mostly taken into account (the relative velocities between the wind and
the rotor and tower will take into account the large displacements of the floating platform induced
by the wind itself); this is also important if the impact on the relative translational velocities of the
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hydrodynamic forces (less important than that of wind, which is due to both the translation and
rotation of the tower) is not considered and, at the end of the process, there will also be a (partial)
double-counting of the inertial effect of the water volumes moving with the platform. In this case,
a compromise should be put in place to run the analysis by the joint use of the two computational
codes. In order to show the differences found in the RtAeroFxh by running the preliminary analysis
with three different strategies, i.e., the above-mentioned “fixed DOFs at spar” and “still water” options,
and the analysis carried out by considering all the loads in FAST (“wave and current” mode, something
that would cause the above-mentioned double-counting effect if the extracted RtAeroFxh is successively
applied to ANSYS AQWA), the time histories of the RtAeroFxh values obtained for the three cases are
compared in Figure 5 for one of the sea states considered in the following fatigue analysis: sea state 15,
as identified in Table 2 by grey highlighting (wind velocity at the hub height equal to 21.7 m/s, current
velocity equal to 0.5 m/s, wave height equal to 4.5 m with period of 10 s).
(a) 
(b) 
Figure 5. Cont.
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(c) 
Figure 5. Rotor aerodynamic force RtAeroFx as extracted from FAST for sea state 15 and the three
strategies that would be adopted for neglecting the double-counting of the hydrodynamic effects. 0–100
sec scale (a); 400–1000 sec scale (b); 700–750 sec time interval (c).
From Figure 5b, it is clear that the “fixed DOFs at spar” option provides conservative results with
respect to the “still water” option, while it is also obvious that the inclusion of the waves and current
would produce an additional contribution (the one that, if included, would be double counted in
ANSYS AQWA) that is relevant for the examined load case. In Figure 5c, it is shown that the frequency
content slightly changed between the three options (with different frequency contents for the “wave
and current” case compared to the other two). Based on this analysis, the final choice was made
to opt for the “fixed DOFs at spar” strategy in the subsequent fatigue calculations as this is on the
conservative side with respect to the “still water” model.
In order to further discuss the adopted strategy in coupling the two codes, it is worthwhile to say
that a step-by-step “two-way” coupling, that is, the continuous data exchange between the two codes
in order to take into account the interactions of the sub-domains (e.g., aerodynamics–hydrodynamics)
which are evaluated in the two different numerical codes, would be able to solve the above-mentioned
problems regarding the double-counting or the neglect of some effects. When, as in this paper, some
“one-way” coupling is put in place, the two codes elaborate separately the sub-domains of the problem,
and for just one of them the elaboration takes into account the data coming from the other domain/code
(in this paper, for example, we lost the effect of the ANSYS AQWA results on the FAST evaluations).
Therefore, the use of the one-way coupling implies the acceptance of a compromise regarding the
effects we lost and the accuracy of the obtained results. The correct strategy to pursue the one-way
coupling is to adapt/calibrate the separate sub-domain models in a way that minimizes the aspects we
lost but, more importantly, keeps the design/analysis on the conservative side. In our case, we adapted
the FAST model, used for the aerodynamic sub-domain evaluation, with the main goal of being on the
conservative side but with the secondary goal of not being too conservative (and far from accuracy) by
trying to eliminate the double-counting of the displacements induced by the hydrodynamic forces.
Model Verification
Due to the above-mentioned joint use of the two codes, this procedure needs to be validated,
especially regarding the evaluation of the hydrodynamic loads which are obtained by the two codes:
having the same response of the model under hydrodynamic loads is a primary condition in order to
assume that the obtained results are reliable and that the above-mentioned procedure of extracting the
aerodynamic loads from FAST leads to a consistent dynamics of the system. With this purpose, a set of
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validation analyses (comparison of the platform dynamics obtained by FAST and ANSYS AQWA and
comparison with the results in the literature for the same problem under different load conditions) are
carried out, based on the published results of Phase IV of the NREL 5 MW FOWT [26]. Fully non-linear
analyses in ANSYS AQWA and FAST are performed with all wind turbine DOFs (surge, sway, heave,
pitch, roll, yaw). The environmental conditions for the validation simulation are shown in Table 1.
The hydrodynamic, structural and mooring line properties were considered the same as in [26], while
the electrical cable was not modeled in this validation phase.
Table 1. Environmental conditions used for model verification purposes [26].
Enabled DOFs Platform, Tower
Wind Condition None
Wave Condition Regular Airy: H = 6 m and T = 10 s
Analysis Type Time-series solution
Figure 6 shows the time histories of the platform surge, heave and pitch displacement considering
the load case which is shown in Table 1 as obtained in the present study by ANSYS AQWA and
FAST, compared with the results published in [26] as obtained with FAST (“OC3” in the figure) for
validation purposes. The simulation shows there is a good agreement between the results of FAST and
ANSYS AQWA.
   
(a) (b) (c) 
Figure 6. Comparison of the time histories of the platform main DOFs under the load case shown in
Table 1, as obtained by FAST and ANSYS AQWA models. Surge (a), heave (b), pitch (c).
In the fatigue analysis presented in the next section, the motion responses of the spar-buoy
platform were calculated in ANSYS AQWA under the combination of wind, current and wave loads.
Concerning the wind, in each analysis, in addition to the time history of the total force acting on the
rotor RtAeroFxh as extracted from FAST, the mean wind (Equation (6) below) is applied to the tower
above the sea. The Airy theory for regular waves [26] is applied for the waves’ dynamics computation,
while Morrison’s equations [26] are applied for the hydrodynamic forces evaluation. To model the
environmental condition, regular sea states are assumed.
5. Fatigue Analysis
The above-mentioned general procedure for fatigue life evaluation has been applied to the case
study by using the validated numerical models described above. The complete flowchart of the
fatigue analysis procedure adopted in this study is shown in Figure 7. The goal was to determine the
fatigue life in the cross-section of the cable that is located at a critical position, along with the cable
development for fatigue.
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
Figure 7. Fatigue analysis of dynamic electrical cable.
As already stated, for each considered loading condition (sea state “SS” in what follows), the
aerodynamic forces’ time histories are extracted from FAST (in “fixed DOFs at spar” conditions and
without modeling the electrical cable) and applied to the top of the tower in the ANSYS AQWA model.
Then, the structural response is evaluated in ANSYS AQWA by a fully non-linear time-domain analysis,
considering also the model provided by the electrical cable. The outputs that are relevant for fatigue
damage assessment in the electrical cable with the method described in the previous section (axial force
and bending curvature in the cross-section of the cable at the location which is relevant for fatigue)
are then extracted to feed an in-house developed MATLAB routine which implements the evaluation
of the total strain time history as described in Equations (2)–(4). The bending curvature of the cable
is obtained step-by-step as a spatial first derivative of the bending deflection, starting from the time
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histories of the displacements of the two nodes adjacent to the focused location. When the time history
of the total strain in the given location for a certain SS is obtained, a MATLAB routine for the rainflow
cycle counting method [24] is applied and the fatigue damage for the considered SS is evaluated at
the focused location by the comparison of the cycle-counting histogram with the ε-N fatigue curve
shown in Figure 2. The procedure is repeated for all the relevant SSs (for a total of 20 SSs reported in
Table 2). Finally, the damages obtained are multiplied by their pertinent annual occurrences, evaluated
by a fitted Weibull distribution indicating the climate of the FOWT location. The total annual fatigue
damage Dm_year is then evaluated as the sum of the annual fatigue damages induced by the single
SSs, and the fatigue life of the cable Lf is evaluated as the inverse of the annual fatigue damage, while
the design fatigue life Lf_d is obtained by considering a safety factor SF_DNV equal to 10 as indicated
in DNV standards [29].
Table 2. Short-term sea atates (in grey, we show the sea state used for comparison in Figure 5) [30].
SS U10 (m/s) U(H) (m/s) Hs (m) T (s) Cv (m/s) P (%)
1 5.6 7.279722555 0.675 4 0.168 2.24096
2 6 7.799702738 0.675 5 0.180 8.68372
3 7 9.099653194 1.050 4 0.210 1.96084
4 7.80 10.13961356 1.050 6 0.234 14.006
5 8.5 11.04957888 1.550 4 0.255 1.4006
6 9 11.69955411 1.550 5 0.270 10.36444
7 9.40 12.21953429 1.550 7 0.282 20.16864
8 10.8 14.03946493 2.175 5 0.324 5.32228
9 11.2 14.55944511 2.175 7 0.336 15.4066
10 12 15.59940548 2.875 6 0.360 8.96384
11 13.2 17.15934602 3.625 6 0.396 3.08132
12 14.5 18.84928162 4.000 6 0.432 0.56024
13 15.0 19.49925684 4.500 7 0.450 3.64156
14 16.1 20.92920235 5.000 7 0.483 0.84036
15 16.7 21.70917262 4.500 10 0.501 0.84036
16 17.2 22.35914785 4.500 11 0.516 0.28012
17 17.4 22.61913794 5.500 10 0.522 0.56024
18 18 23.39910821 5.500 11 0.540 0.56024
19 19.1 24.82905372 6.750 10 0.573 0.84020
20 20 25.99900913 3.625 12 0.600 0.280
Sum of Probability 100
Figure 8 shows the electrical cable configuration.As already stated, the electrical cable configuration
provided in [9] was used in the simulations. The cable hung from a fixed point on the spar-buoy
platform at the sea surface, and the electrical cable was modeled by 100 elements. The fatigue of the
cable was calculated at different locations along the cable to individuate the most critical cross-section
for fatigue. The fatigue damage was highly influenced by the position of the cross-section along the
cable. For demonstration purposes, in the following, the fatigue life was evaluated for locations A and
B along the cable, as shown in Figure 8.
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Figure 8. Electrical cable layout.
5.1. Environmental Conditions and Considered SSs
The SS conditions for fatigue life evaluations are selected from the South China Sea S4 area,
the angle of incidence of wind and waves is fixed to the direction coinciding with to the X-axis,
that is orthogonal to the cable longitudinal extension, since this is recognized to be the most critical
configuration for fatigue in umbilical cables. The chosen sea states are listed in Table 2 in accordance
with the wave scatter diagram of the South China Sea S4 [30] in a one year period. The wind speed
profile, representing the variation of the mean wind with the height above the still water level U(z), is
evaluated by the power-law model shown in Equation (6), where U10 is 10 min average wind speed at
a 10 m height above the sea still water level, and α is the power-law profile [29]:
U(z) = U10·
( z
10
)α
(6)
Additionally, in Table 2, Hs is the wave height and T is the wave period, Cv is the current velocity,
and P is the annual probability of each sea state as evaluated by a Weibull probability distribution
function, which is adopted in fitting with the number of occurrences of the sea states. Equation (7)
describes the Weibull probability density function, while Figure 9 shows the Weibull probability
distribution function.
PDFweibull =
β
V
(
U10
γ
)β
e−(
U10
γ )
β
(7)
where, in this paper, β = 2.49 and γ = 10.4 m/s are the values assumed for the shape parameter and
scale parameter [31] in order to fit the available SS data.
 
Figure 9. Weibull distribution adopted for U10.
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Wind turbines are typically designed for 20–25 years [32]. Under average wind conditions, an
onshore wind turbine can produce electricity for 4000–7000 h a year, corresponding to 70%–80% of the
total hours in the year [33]. On the above basis, an average number of 15 windy hours each day for a
total of 365 days during the year (5475 h per year) is considered in evaluating the occurrence of the SSs.
5.2. Fatigue Life Estimation
As already stated, in order to avoid the transitory effects of the simulation in the rainflow method
calculations, the first 400 s are removed from the ANSYS AWQWA analysis output before feeding them
into the cycle-counting MATLAB routine. As an example, Figure 10 shows the time histories of the
cable’s axial force as obtained at location A from the SS 10 simulation in Table 2. The results obtained
for the annual fatigue damage at location A for the 20 SSs are shown in Figure 11, while Figure 12
shows the percentage of the contribution of each SS to the annual fatigue damage. As stated above,
the annual fatigue damage due to a particular SS is evaluated by multiplying the fatigue damage
obtained by the non-linear time history analysis conducted in ANSYS AQWA by the number of annual
occurrences of that SS.
(a) 
(b) 
Figure 10. Example of axial stress time history in the cable at location A and for SS (sea state) 10. Whole
(a); focus (b).
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Figure 11. Annual fatigue damage induced at location A for all considered SSs.
Figure 12. Relative contribution at location A to the annual fatigue damage of all considered SSs.
Finally, Table 3 represents the evaluation of the annual fatigue damage Dm_year due to all 20 of
the SSs considered with their occurrences, obtained as the sum of the annual fatigue damages obtained
for all SSs. From these results, it is evident that location A is critical for fatigue and that it suffers
important damage which quantifies the fatigue life Lf of the umbilical cable to about 10 years, if scaled
by the safety factor SF_DNV which is reduced to 1 year. This result confirms the notion that fatigue in
electrical cables is a weak point for this kind of structure.
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Table 3. Annual fatigue damage and fatigue life estimation.
Sea State Annual Fatigue Damage.Location A
Annual Fatigue Damage.
Location B
1 3.442737 × 10−3 2.68358 × 10−4
2 1.3747238 × 10−2 9.76374 × 10−4
3 2.526371 × 10−3 2.0901 × 10−4
4 1.9108678 × 10−2 1.10222 × 10−3
5 1.923422 × 10−3 1.13001 × 10−4
6 1.37916 × 10−2 8.4595 × 10−4
7 2.380188 × 10−2 1.44312 × 10−3
8 3.962855 × 10−3 2.18672 × 10−4
9 9.60747 × 10−3 3.96218 × 10−4
10 4.204048 × 10−3 1.88023 × 10−4
11 9.2328 × 10−4 3.25774 × 10−5
12 1.00209 × 10−4 3.50426 × 10−6
13 5.72823 × 10−4 1.28245 × 10−5
14 8.0497 × 10−5 1.65752 × 10−6
15 6.27443 × 10−5 1.28641 × 10−6
16 1.97191 × 10−5 3.1258 × 10−7
17 3.50939 × 10−5 5.99213 × 10−7
18 2.66189 × 10−5 5.45779 × 10−7
19 2.54863 × 10−5 9.23608 × 10−7
20 5.53736 × 10−6 4.84702 × 10−7
Sum of the annual damage for all SSs 9.796831 × 10−2 5.81566 × 10−3
Fatigue life of the cable Lf (years) 10.2074 171.9495
Fatigue design life of the cable Lfd (with the
application of the SF_DNV safety factor (years) 1.02074 17.19495
From Table 3, it is also evident that the evaluated fatigue damage is strongly dependent on the
location along the cable: location B experiences much less damage (more than 10 times lower) than
location A.This difference in the fatigue damage is due to the fact that the experimented oscillations
and bending deformations of the cable decrease from A to B due to the presence of the buoy section of
the cable development, the cable being stabilized by the buoyancy (see Figure 3).
Fatigue life assessment is highly dependent on the cable diameter and the location of the calculation
point for the fatigue analysis. As already mentioned above, two different points are used in the fatigue
analysis in this research in order to calculate the strain amplitude of the points (Figure 8). The suggested
safety factor (SF) of 10, based on recommendations [29], is applied in the present study to assess the
fatigue life.
6. Conclusions
This paper has assessed the fatigue life expected for an umbilical cable that is subjected to the
loading regime of a typical marine environment, and under the non-linear dynamic conditions as they
can be expected in a spar-buoy floating offshore wind turbine.
The main novelty of the paper lies in bringing together the mostly available knowledge to
provide a comprehensive procedure/tool for the fatigue analysis of the vulnerable electrical cables of
FOWTs. Such a tool cannot avoid complex structural dynamics analyses by putting in place simplistic
assumptions about loads, their occurrences and numerical models. In fact, in this paper, the fatigue life
of the cable’s copper conductor was estimated for the FOWT site by setting out an ad-hoc complete
procedure that: (i) computes the total strain time histories in the cable cross-section by the avail of fully
non-linear time histories and numerical analyses of the whole turbine system including the electrical
cable; (ii) evaluates the fatigue damage induced by a number of different sea states and by covering the
wide range of climate and operating conditions of the turbine; (iii) defines annual occurrences of the
different considered sea states for annual damage evaluation purposes based on the sea state statistics.
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Numerical analyses have been conducted by the joint use of two well-established numerical codes for
offshore floating structures, which is important for allowing multi-physic and multi-scale analyses of
such a complex structural system: critical points arising from this coupling have been pointed out (e.g.,
correct consideration of the FSI and large displacements) and the associated analytical steps/choices for
ensuring that the design remains on the conservative side under the current integration level of the
two codes have been discussed, which is also a point of novelty for the paper.
Regarding the fatigue design of FOWT electrical cables, our general engineering findings are:
• floating offshore wind turbine power cables must withstand a dynamic loading regime when
they are attached to the support platform (e.g., spar-buoy) and are susceptible to fatigue failures.
The fatigue life of the examined case is 10 years if not scaled with the safety factor prescribed by
the DNV standards. When a value of 10 is applied as a safety factor, the design fatigue life reduces
to 1 year only;
• the correct evaluation of all the operating (parked versus rotating blades) and climate conditions
(different sea states with their occurrences) is fundamental to obtain reliable estimations of the
annual fatigue damage. This is evidenced by the large difference obtained by the damage evaluated
by different conditions;
• due to the concurrent contribution of both bending and axial strains, and both elastic and plastic
strains to the total strains used for damage evaluation, the fatigue damage evaluated for the cable
is strongly dependent on the location along the cable development where the analysis is focused,
which means that evaluating the fatigue damage in different locations along the cable is crucial
for the analysis.
All the above general considerations suggest that the development of reliable advanced tools for
fatigue damage calculation, like the one presented in this paper, which can include non-linearities
of the structural behaviours, statistics of the climatology at the site, complex dynamic behaviours
of rotating blades and aero-hydrodynamics under large displacements, is an important topic for the
reliable evaluation of the fatigue of electrical cables, something that is a design weakness in floating
offshore wind turbine systems.
Further developments for the research are under development and include:
• consideration of the effects of irregular sea states;
• refinement of the wind action and the fluid-structure interaction model by a two way-coupling
between the two codes used for the analysis, with the inclusion of aerodynamic damping;
• refinement of the electrical cable modeling (currently modeled as an equivalent homogeneous
element);
• exploration of more complex dynamic configuration of the electrical cable (modeling of more than
one turbine, different cable layouts).
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Appendix A
Table A1. Structural properties of the model [25].
Description Unit
Gravitational acceleration (m/s2) 9.80665
Hub mass (kg) 56780
Hub inertia about rotor axis [3 blades] or teeter axis [2 blades] (kg m2) 115926
Generator inertia about HSS (kg m2) 534.116
Nacelle mass (kg) 240000
Nacelle inertia about yaw axis (kg m2) 60789.2 × 106
Yaw bearing mass (kg) 0
Platform mass (kg) 7.46633 × 106
Platform inertia for roll tilt rotation about the platform CM (kg m2) 4.22923 × 109
Platform inertia for pitch tilt rotation about the platform CM (kg m2) 4.22923 × 109
Platform inertia for yaw rotation about the platform CM (kg m2) 1.6423 × 108
Table A2. Hydrodynamic properties of the model [25].
Description Unit
Water density (kg/m3) 1025
Water depth (meters) 320
Displaced volume of water when the platform is in its undisplaced position (m3) 8029.21
Incident wave kinematics model Regular
Analysis time for incident wave calculations (s) 3630
Time step for incident wave calculations 0.25
Significant wave height of incident waves (meters) 6
Peak-spectral period of incident waves 10
Range of wave directions(degrees) 90
Wave Type Stokes 2nd-order wave theory
Low frequency cutoff used in the summation frequencies (rad/s) 0.1
High frequency cutoff used in the summation frequencies (rad/s) 1.9132
Current profile model No Current
Analysis time for wave (s) 2000
Time step for wave (s) 0.0125
Additional linear damping in surge N/(m/s) 100,000
Additional linear damping in sway N/(m/s) 100,000
Additional linear damping in heave N/(m/s) 130,000
Additional linear damping in yaw Nm(rad/s) 13,000,000
Hydrostatic restoring in heave (N/m) 332,941
Hydrostatic restoring in roll (Nm/rad) −4,999,180,000
Hydrostatic restoring in pitch (Nm/rad) −4,999,180,000
Table A3. Mooring line properties of the model [25].
Description Unit
The mass per unit length of the line (kg/m) 77.7066
The line stiffness, product of elasticity modulus and cross-sectional area (N) 384.243 × 106
Diameter (m) 0.09
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