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Introduction 
Project Overview 
The purpose of this research was to determine the feasibility of using Lorentz 
mixing to enhance combustion in supersonic diffusion flames. Lorentz mixing is a 
technique in which an oscillating Lorentz force is applied to the reaction zone of a 
diffusion flame. The oscillating force increases turbulence within the flame, thereby 
increasing the mixing rate of fuel and air, which in turn increases the rate of combustion. 
Lorentz forces have been successfully applied previously to low speed diffusion 
flames (Pattee and Peterson, 1993). Extension of Lorentz mixing into high speed flows 
has not been previously investigated. 
In order to determine feasibility of extending Lorentz mixing to supersonic 
diffusion flames, numerical simulations have been performed using a computer code 
developed for this purpose. Lorentz forces have not previously been modeled for 
supersonic flows; consequently developing a numerical model was important as well as 
obtaining numerical results for the flows being considered. 
Motivation 
There is currently a considerable effort being put forth by researchers to develop 
ways to increase the combustion rate in supersonic reacting flows. This research has been 
motivated by renewed interest in creating hypersonic aircraft powered by SCRAMjet 
(Supersonic Combustion RAMjet) engines. 
The engine section of a SCRAMjet is a remarkably simple device. It is merely a 
nozzle into which air at hypersonic speeds (mach # >>1) is compressed and slowed to a 2 
mach number closer to but still greater than 1 (supersonic flow). Fuel is added to the 
compressed air and burned in the combustor. The heated air then expands and accelerates 
out of the exit nozzle, providing thrust for the aircraft. A schematic of a SCRAMjet 
engine is shown in Fig 1.1 (Drummond, 1991). 
Hydrogen Inlet 
Air Inlet  Exit Nozzle 
Combustor Section 
Fig 1.1 SCRAMjet Engine 
Like a RAMjet, there is no compressor required in a SCRAMjet engine, thus there 
is no turbine required. All the compression necessary is accomplished as the air is 
compressed by the inlet diffuser. 
One of the major problems involved in creating a working SCRAMjet engine is 
that the air is moving so rapidly through the combustor that the fuel does not have 
sufficient time to burn. Building an excessively long combustor allows more time for 
combustion, but is undesirable from an overall design standpoint. Therefore, ways to 
improve the burning rate within the combustor, without increasing its overall length, have 
been the subject of research in the last few years (Drummond, 1991; Eklund et al. 1990; 
Berman et al. 1983). 
Lorentz mixing, applied to supersonic flames, may have potential to increase the 
combustion rate within a SCRAMjet combustor. This was the motivation for the present 3 
study. A schematic for a possible combustor nozzle design which utilizes Lorentz mixing 
is shown in Fig. 1.2. 
Magnetic Field Lines 
Electrom agn et 
Current Path  Flame 
Hydrogen Injection 
Electrodes 
Figure 1.2. SCRAMjet Fuel Injector with Lorentz Mixing 
Before attempting to model an entire SCRAMjet combustor with Lorentz mixing, 
however, it must be determined whether Lorentz mixing is at all feasible for supersonic 
reacting flows. Determining this was the goal of this study. If Lorentz mixing is feasible 
for this application, future studies can be done to characterize its effect on actual 
SCRAMjet engines, possibly leading to combustor designs which utilize Lorentz mixing. 
Background 
Supersonic Combustion Modeling 
Supersonic reacting flows have come to the forefront of technical consideration 
because of their importance to the design of propulsion systems for supersonic transport 
vehicles (Drummond, 1991) such as SCRAMjet aircraft. 4 
Many researchers have done numerical studies using a variety of computational 
fluid dynamics (CFD) methods in order to model supersonic combustion (Drummond, 
1991; Eklund, 1990; Berman, 1983). The first major goal of much of this research has 
been simply to gain a better understanding of the supersonic combustion process and to 
come to an understanding of what factors limit the rate of combustion. Results of these 
studies show that a crucial issue in the design of combustion chambers of such aircraft is 
how to obtain a rapid mixing of air and fuel so as to allow sufficient combustion to take 
place in a finite length of combustion chamber without having to slow down the air stream 
excessively (Drummond, 1991). However, while the mixing rate is most important in the 
rate of combustion, finite rate kinetics are also critical and must be considered along with 
the effects of molecular and turbulent fuel-air mixing (Drummond, 1987). 
The second major goal of supersonic combustion research has been to develop 
ways to increase the rate of combustion. In order to do this, researchers have sought to 
increase turbulence within the combustor, which increases the global rate of diffusion of 
chemical species and thus increases the mixing rate of air and fuel. 
Ramakrishnan and Singh have investigated combustors where the fuel is injected 
crosswise instead of parallel to the air flow (Ramakrishnan et al. 1994). Drummond has 
compared mixing rates in combustors with parallel and crosswise fuel injection and found 
that crosswise injection increases turbulence while increasing flow losses in the air stream 
(Drummond, 1991). Drummond also investigated fuel injection schemes that combine 
parallel and crosswise fuel injection, and fuel injection schemes in which the fuel injection 
is done in two stages at different lengthwise distances along the flow stream (Drummond, 
1991). 
Other methods of increasing combustion in supersonic reacting flows that have 
been investigated include placing objects in the flow to create turbulence, inducing shock 
waves, and pulsing the fuel inlet jet (Guirguis, 1988; Kumar et al. 1987). 
Lorentz Mixing 
Pattee and Peterson have shown that by applying a Lorentz force to a low speed 
flame, the flame can be oscillated in a manner that appears to increase mixing (Pattee and 5 
Peterson, 1993). They have suggested that it may be feasible to apply this technique to 
supersonic flames in order to increase the mixing rate of air and fuel. 
It is possible to generate an electric current in a flame because a flame consists of 
ions of a variety of chemical species (Weinberg, 1986). These ions make the flame 
conductive to electricity. In addition, seeding the fuel with an alkali salt such as cesium 
chloride can increase the conductivity of the flame by two or three orders of magnitude 
(Angrist, 1982). 
Applying a current through a flame in the presence of a magnetic field which is not 
aligned parallel to the current produces a Lorentz force. By oscillating the electric 
current, an oscillating force is applied to the flame sheet. A sketch of the experimental 
setup used by Pattee and Peterson is shown in Fig. 1.3. 
Flame Sheet 
Electrodes 
Electromagnet 
Figure 1.3 Application of Lorentz Force to Diffusion Flame 
(Pattee and Peterson, 1993) 
The process described above is very similar to the process used to generate 
electricity in a magnetohydrodynamic (MHD) generator. An MHD generator produces 6 
power from a moving flame by extracting a current in the presence of a magnetic field, 
converting energy from the fluid motion of the flame into electrical energy. Lorentz 
mixing is simply the opposite of an MHD generator. Electric power is converted to 
kinetic energy in the flame. The difference between an MHD generator and Lorentz 
mixing is analogous to the difference between a turbine generator and an electric motor. 
Lorentz mixing has some possible advantages over other proposed methods of 
enhancing supersonic combustion. First, it would be less obtrusive to the flow since it 
generates turbulence without placing solid objects into the flow. Second, if the magnetic 
and electric fields are aligned properly, it produces no forces against the flow stream 
which would reduce the speed of the flow. Finally, unlike other methods, Lorentz mixing 
offers a great deal of control. The magnitude and frequency of the applied Lorentz force 
can be altered without changing any hardware; this would allow optimum mixing to occur 
over a wide range of combustor conditions. 
In order to determine the feasibility of using Lorentz mixing to enhance supersonic 
combustion, the amount by which combustion can be enhanced must be determined, as 
well as the electric power required to apply Lorentz mixing to a supersonic flow. Other 
factors such as weight of hardware, durability of components, etc. must also be 
investigated. The current study aims to estimate the potential for combustion 
enhancement and determine the electric power necessary to apply Lorentz mixing to 
supersonic combustion. 7 
Theory
 
Diffusion Flames 
There are two basic kinds of flames: premixed flames and diffusion flames. In 
premixed flames, the reactants are mixed prior to the start of the combustion process. A 
Bunsen burner flame is an example of a premixed flame. In a diffusion flame, the fuel and 
oxidizer are not mixed prior to combustion. The reaction in a diffusion flame takes place 
on the interface between fuel and oxidizer. A diffusion flame such as that being modeled 
in this research is shown in Fig. 2.1. 
Figure 2.1. Typical Diffusion Flame 
In a premixed flame, the rate of combustion is governed by chemical kinetics. In a 
diffusion flame, the rate of combustion is a combination of chemical kinetics and the rate 
at which fuel and oxidizer are able to diffuse into each other. In general, the rate of 
diffusion is what limits the rate of combustion. 
In SCRAMjet combustors the fuel is injected into a moving air stream, resulting in 
a diffusion flame. 8 
Lorentz Forces 
Lorentz forces arise from the interaction of electric and magnetic fields with 
charged particles (Hager et al. 1996). A fluid with an electric charge density pq containing 
current density J flowing through a region containing an electric field and a magnetic flux 
experiences a force of (Hager et al. 1996): 
f=p4E+JxB  (2.1) 
As long as the time dependent variations in the electric and magnetic fields are at 
frequencies below about 108 Hz, it is a reasonable approximation to use only the applied 
field in Equation 2.1 in order to determine the force (Hager et al. 1996). This eliminates 
the need for a solution of the complete Maxwell equations as part of a flow field 
simulation. 
In Lorentz mixing, fluid flow is parallel to a magnetic field, while an electric field 
roughly normal to the flow direction is created by using electrodes. Ions in the reaction 
zone act as charge carriers. This creates a force norma; to both the electric field and the 
direction of the magnetic field. This is shown in Fig. 2.2. 
Uniform Inlet * 
x Velocity 
B=B 0e x 
Figure 2.2. Location and Direction of Fluid Flow, Magnetic and Electric Fields, 
and Resultant Force 9 
Hager and Pattee have developed a simplified model in order to approximate the 
magnitude of the Lorentz force based on the properties of the fluid, the voltage applied 
across electrodes, and the magnetic field through which the fluid flows (Hager et al. 
1996). This model of the Lorentz force is described by the equation: 
o-AVB0z06(2z0  6)  sin(o)1 t)
f (x,y,t) =  (2.2) 
2(Zo  x-- +  + 6) 
In equation 2.2, o is the electrical conductivity of the fluid, which is a function of 
temperature and species concentration (Wakayama, 1993); p is the strength of the 
magnetic field; zo is the spacing between electrodes; and 6 is the approximate radius of the 
electrode tips. Since the electrode tips are not actually spherical, the appropriate values of 
8 to use for some example electrode shapes have been determined through the use of a 
finite element model (Hager et al. 1996). The radial frequency of the applied voltage is 
cof; x, y, and z are the distances in each of the coordinate directions as measured from the 
midpoint of the positive and negative electrode tips. 
In order to apply a Lorentz force, electric power must be supplied to drive a 
current across the electrodes as well as to supply current to an electromagnet. The power 
required to drive an electromagnet is assumed negligible as it is far less than that required 
to overcome electric resistance when driving a current across the fluid. The majority of 
the power required to drive an electrical current across the fluid goes into overcoming 
electrical resistance. The power required to apply a force to a fluid in motion is the 
product of force and fluid velocity. Thus, the total power required to apply a current with 
which a Lorentz force can be applied in the y-direction is: 
P = Vi + vf,  (2.3) 
For the flow being considered here, the power required to overcome electrical 
resistance is much greater than the power required to move the fluid. Therefore, most of 
the energy required to drive the Lorentz force goes into heating the fluid (resistive 10 
heating) rather than into increasing the kinetic energy of the fluid. Although resistive 
heating isn't the purpose of Lorentz mixing, it alone may have a positive effect on the rate 
of combustion and has been the subject of research (Karlovitz, 1962). 
Governing Equations for Fluid Flow 
The Navier-Stokes equations (continuity, conservation of momentum for each 
momentum vector, and conservation of energy) and continuity for each chemical species 
are used to model supersonic flow. In two dimensional vector form, these equations are 
(Anderson, 1995): 
dU	  dE aF ++=w  (2.4)
dt	  dx dy 
where 
PG, 
P H, 
P N2 
U=	 PH20  (2.5) 
pu 
pv 
E
 
For the U vector given by equation 2.5, p is the total density, or the sum of the density of 
each species present in the mixture (p02, PH2, pN2, and pH20); pu and pv are the x and y 
momentum, respectively; E is the total energy. The E, F, and W vectors are: 11 
d  0,
 
Po,u +Do
 
dp,
Pe,u + DN2 
dPN,
pN,u+DN, 
dpH20 
E=  P11,011+ DH, 
dx 
dp 0, dP IV,  aP 0,  dP1/20 puu + p r+ t  D,,  +  Li  dx- + DH,  dx- + DH,
 
dx
 
dp aP N,  aP  di) 
pvu  r +v(T :0N,  +  + DH2  dx- + DH
 
ax
 
u' +v2  dp ,T  dp 0,T  dp  dp H2oT 
pu(Cv  * T +  + puRT + q, + Cv DN  + Do  + Dll  + Dllf, 
2  dx  dx  dx = 
(2.6) 
aPo, p v+ Do, 
dY 
aPH, p v 
dY 
aPN2
 
PN,V +DN2
 
F=  p N2ov + D,,,o 
dp
 
puv-T +v DN, 
N, 
dPH2 + DH0  dP H2°)
 DH2 
ay 
()PH'  aPH  \  pvv + p- +v DN2  +Dno  10 
142  v2)  aPN T  aP T  dP  T  dPH 071 
C, * T +  + pvRT + q
1  C (I) + D +  + DH20 
2 
V  N2 
2  02  2 
2 
2  aY 
(2.7) 
and 12 
ft 
f2 
(2.8) W = f4 
0
 
pf,
 
Q
 
The first four elements of each vector represent the continuity equations for each 
of the four chemical species present. In the E and F vectors, the first term on each of 
these lines represents the mass of each species being convected in the x and y directions, 
respectively. The second term in each of these lines represents mass diffusing. The terms 
in the W matrix for the continuity equation represent changes in each species' density due 
to species being created or consumed in a chemical reaction. Details on the finite rate 
chemistry used will be discussed later in this chapter. Note, however, that the chemistry 
model will ensure that fi+f2+f3+f4 = 0, thus the total mass of the system is conserved. 
The fifth element of each vector represents the x-momentum equation. The 
quantity pu (from the U-vector) is the momentum in the x-direction, which is the quantity 
being conserved. The four terms in E represent momentum being fluxed in the x-
direction, pressure, shear stress in the x-direction, and momentum flux due to diffusion of 
mass. This last term is generally small but not negligible. It is critical to keep track of the 
momentum being carried along with a species as it diffuses. This becomes especially 
important when species of different molecular weights are diffusing into each other, or 
when diffusion occurs where high velocity gradients exist. The three terms in the F matrix 
represent x-momentum being fluxed in the y-direction, shear stress, and momentum 
transfer due to mass diffusing in the y-direction. 
The sixth element of each matrix represents conservation of momentum in the y-
direction. The meaning of each term is the same as described above for the x-momentum 
equation, except y-momentum is being conserved and each term was derived as such. The 13 
pfy term from the W matrix represents an external force in the y-direction. The only force 
present in this model is the Lorentz force. 
The last element in each matrix represents the conservation of energy equation. 
The quantity E (energy, from the U matrix) is the quantity being conserved. The first term 
of the sixth element of the E matrix represents the sum of internal and kinetic energy being 
fluxed in the x-direction. The next term represents a change in energy due to p-V work. 
The qx and qy terms represent heat conduction in the x and y directions, respectively. The 
last term represents an energy change due to the energy carried in by the mass fluxing into 
the differential volume element being considered. This term is analogous to the last terms 
in the momentum equation which represent momentum being carried in due to mass flux. 
The heat generation term, Q, from the W matrix represents the sum of generation of heat 
due to chemical reaction in the system and resistive heating. 
The shear stress terms are: 
2  (  du  _dv)  (2.9)
"  3  dx  dy ) 
2 ( dv  du 
T  = #  2  (2.10) 
3  \  dy  dx j
 
7 du  dv\
 
Z  (2.11) 
dx1 (9Y 
The heat conduction terms qx and qy are: 
aT  (2.12) qx = 
(2.13) qx  Kun 
037 
where ktot is the sum of the heat transfer coefficient, k, and the turbulent heat transfer 
coefficient, kt. 14 
Likewise, the viscosity in the above equations is actually the sum of the molecular 
and turbulent viscosities, and D in all of the above equations is the sum of the molecular 
and turbulent diffusion coefficients for each species. Details of the turbulence model used 
to find lc, Dt, and µt are discussed later in this chapter. 
Because the sum of turbulent and molecular transport properties is used, the 
equations shown above are called the Reynolds Averaged Navier-Stokes equations, which 
are simply the original Navier-Stokes equations with modified transport properties to 
approximate mass averaged transport properties (Bejan, 1995). It is necessary to use the 
Reynolds Averaged Navier-Stokes equations since the supersonic flows being modeled 
have high Reynolds numbers ( Re = 106) and are therefore very turbulent (Drummond, 
1991). 
Chemistry Model 
A single step chemical reaction model for hydrogen-air combustion is used. A 
highly accurate combustion chemistry model would include numerous intermediate steps 
and minor chemical species; however, a single step chemistry model was used for several 
reasons. First, the overall reaction rate of the system being modeled is much more 
dependent on the rate of diffusion of chemical species than the kinetic rate of reaction. 
The accuracy of the combustion rate is therefore highly dependent on the accuracy of 
diffusion terms, which are only as accurate as the turbulence model. Therefore it is 
unproductive to model chemistry with a complicated, multi-step model. Also, there is no 
interest in the current study in investigating intermediate species or their effects, so there is 
no need to model numerous chemical species. 
The single step reaction is as follows: 
H2+ 02 <=> H2O  (2.14) 
2 
The rate of change of the concentration of each species is a function of the rate 
constant for the forward reaction, K, and the rate constant for the reverse reaction, Krev. 15 
The forward rate constant is found by the Arrhenius equation (Gardiner, 1984): 
E
K = A exp(  )  (2.15) 
RT 
For the hydrogen-oxygen reaction, A = 0.551*1012  m  and E, the activation energy,
gmole s 
is 30,200 KJ/gmole (Gardiner, 1984). 
The reverse reaction rate is found after determining the equilibrium constant for 
the reaction, by the relation 
K 
K  (2.16) = , 
1. eq 
The equilibrium constant, Keg, is a decreasing function with increasing 
temperature, resulting in an increasing reverse reaction rate as temperature increases. The 
value of Keg is found from (Gardiner, 1984): 
AG" K = exp(  (2.17)
RT 
Gibb's free energy, AG°, is obtained from (Gardiner, 1984): 
AG" = MI"  TaS°  (2.18) 
The values of AH° and TAS° are obtained as polynomial functions of temperature 
from the NASA JANAF tables (Gardiner, 1984). 
The rate of change of each chemical species is governed by the following 
(Gardiner, 1984): 16 
d[H ,]  d[492] = K[H
1 
2] + K  2012  (2.19)
dT  2 aT 
d [1120] = K[H 2][0 2]  K [H,0]2  (2.20)
dT 
The brackets surrounding the chemical symbols indicate a molar concentration. 
The rate of change of each species is the sum of the rate of change due to the forward 
reaction and the reverse reaction. 
Note that nitrogen (N2) is not involved in the chemical reactions. Nitrogen is 
present in air and will affect the flow solution, but is considered chemically inert for this 
simulation. 
Equation of State 
The ideal gas law is used to determine the pressure of the fluid in terms of 
temperature, density, and the composition of the mixture. The ideal gas law is: 
P= pRT  (2.21) 
Where P is pressure, p is density, R is the gas constant of the mixture, and T is 
temperature. 
The density, p, is the sum of the density of each species within the mixture: 
(2.22) P = P  N,  + P o, + P  + 3 11,0 
The gas constant of the mixture, R, is a mass weighted average of the gas constant 
of each species within the mixture. For a single species, the gas constant is the universal 
gas constant, R*, divided by the molecular weight of the species, M. For a mixture 
containing multiple species, the gas constant is defined as: 17 
#species 
R=  R  (2.23) 
=1  M. 
Turbulence Model 
The supersonic reacting flow being considered in this study is a highly turbulent 
flow. Therefore, a turbulence model must be incorporated into the solution which 
accounts for the increase in the mass averaged transport properties of the flow. Although 
the techniques for defining the molecular diffusion of momentum, heat, and mass are 
reasonably well established in a supersonic reacting flow, the same is not true for the 
techniques used to describe the turbulent diffusion of these quantities (Drummond, 1995). 
Work to develop models for supersonic reacting flows is in its early stages. 
Turbulence models are used to find mass averaged transport properties for 
diffusion of mass (Di), momentum  and heat (10. In reality, the transport properties 
of a fluid do not change; the molecular diffusion properties still govern the diffusion of 
mass, momentum, and energy. However, in turbulent flows, pockets of fluid, called 
eddies, move back and forth rapidly through the flow field. The increased fluid motion 
creates large gradients within the flow which increases the diffusion rate of mass. 
momentum, and energy. Current numerical solutions of highly turbulent supersonic flows, 
however, fail to model the turbulent motion of the eddies. Instead, turbulence models are 
introduced which ignore the eddy motion and instead adjust the transport properties to 
account for the increase in diffusion of mass, momentum, and heat. The governing 
equations, when modified in this manner, are called the Reynolds Averaged Navier-Stokes 
equations (Bejan, 1995). 
Several turbulence models, such as the Cebeci-Smith model, the Baldwin-Lomax 
model, and the We model have been used to model turbulent supersonic flows, with 
varying degrees of success. All have a major disadvantage when applied to reacting flow 
fields in that they fail to account for the coupling between the fluid mechanics and the 
chemistry (Drummond, 1991). However, at this time no improved models are available. 
The Baldwin-Lomax turbulence model (Baldwin, 1978) was chosen for this 
research for two reasons. First, it has been widely used in previous studies (Berman, 18 
1983; Eklund, 1990) to model supersonic reacting flows. Second, the Reynolds averaged 
transport properties obtained from the model are based primarily on local vorticity of the 
flow rather than on boundary layer effects. In Lorentz mixing, the induced turbulence is 
not a result of a boundary layer effect but rather a body force applied to the fluid, which 
will cause an increase in local vorticity. A turbulence model searching for boundary layer 
effects will not catch effects caused by a Lorentz force, while a model based on local 
vorticity will take into account effects from a Lorentz force. 
Neither the Baldwin-Lomax model nor any other turbulence model has been 
previously examined in conjunction with a Lorentz force. Therefore, the empirically 
determined constants used in the models may not be appropriate for the flow being 
modeled here. However, the results sought by this study are approximate results with 
which to determine overall feasibility. The Baldwin-Lomax turbulence model is therefore 
appropriate for this level of study. 
The turbulent viscosity, p, for the Baldwin-Lomax turbulence model is defined as 
follows (Berman, 1983): 
= (11, ),,,  Y  )7 rescover  (2.24) 
= (.11, )outer  Yi ro,sover 
where y is the normal distance to a solid surface. The crossover point is the point at 
which (u,t,outer ic less than lu,Ginner.  For the inner region, the turbulent viscosity coefficient 
is given by: 
= p12-1(01  (2.25) 
This is the turbulent viscosity coefficient for the region near solid boundaries of the 
flow. 
The turbulent viscosity for the inner region is a function of density, a characteristic 
length, and local vorticity. The characteristic length used to find the local value of ut is: 19 
/ = ky[l  exp( AY+  )1  (2.26) 
where 
P-s1w  Y  (2.27) Y+ =
 
11
 
The subscript w refers to the value of the flow variables at the wall nearest the flow. 
The local vorticity, co, for a two-dimensional flow is: 
(  V2 
=  (2.28) 
a)1  dx, 
The outer region is the area near the center of the flow, away from the solid walls. 
The turbulent viscosity for the outer region is given by: 
(P  )outer  = KcpFwokeFkleb  (2.29) 
Fwake is the minimum of YmaxFmax and CwakeYmaxtir2thf max.  Ymax is the y-distance at which 
Fax occurs in a y-profile across the flow. F(y) is given by: 
F(y) = yla)I[1 exp( )7,7)1  (2.30) 
Udif is the difference between the maximum and minimum velocities in a given profile. 
Fkleb, the Klebanoff intermittency factor, is (Berman, 1983): 20 
Fkleb(Y) =[1 + 5-5(  kiebY )6 (2.31) 
Ym.  1. 
The constants used in this model are A+ = 26.0, C, ;p  1.6, Ckieb = 0.3, Cwake = 0.25, k=0.4, 
and K=0.0168. Although these constants were not found for supersonic combustor type 
geometries, they have been used successfully when examining such flow fields (Berman, 
1983). 
The turbulent heat transfer coefficient and species diffusion coefficient are found 
from the turbulent viscosity as follows (Berman, 1983): 
kt = Cp (2.32)
Pr 
D = 
k1 
(2.33)
pCpLe 
where Pr is the Prandtl number and Le is the Lewis number. The thermal and species 
diffusion coefficients both increase as the turbulent viscosity increases. The turbulence 
that leads to increased Reynolds averaged viscosity (momentum transport) also leads to an 
increase in the other Reynolds averaged transport properties. 21 
Model Development 
Flow Parameters 
The purpose of this research was to investigate the feasibility of using Lorentz 
mixing for supersonic flows, not to design an entire SCRAMjet combustor. Therefore, a 
simple, two-dimensional geometry was modeled, and the combustion occurring in this 
geometry without application of a Lorentz force was compared to that occurring with an 
applied Lorentz force. 
The flow conditions and geometry being modeled for this study are supersonic 
combusting flow occurring between two plates, as shown in Fig. 3.1. The electrode 
position is also shown in this figure. At the inlet, a hydrogen jet flows between two air 
jets. 
Air  Computational Boundary 
1.5 cm 
Electrodes 
Hydrogen-0...2 cm 
0.75 cm 
Air  4 .75 cm 
y 
2.5 cm 
x 
Figure 3.1. Geometry Being Modeled 22 
The two-dimensional plane being modeled is equidistant from the positive and 
negative electrode tips, such that z in equation 2.2 is 0 and the equation reduces to: 
crAVB0z06(2z0  5)  sin(cot)
f(x,y,t) =  (3.1)
2(z0 S)  x- + 
The x,y point of the electrodes are shown in the Fig 3.1. 
Table 3.1 lists the flow parameters held constant throughout this study. 
Plate Spacing  1.5 cm 
Channel Length  2.5 cm 
Width of H2 Inlet Jet  20 mm 
Inlet Air Velocity  2000 m/s 
Inlet H2 Velocity  2000 m/s 
Inlet Air Composition  79% N2, 21% fl2 
Inlet H2 Temperature  1500 K 
Inlet I-12 density  0.0162 kg/m3 
Inlet Air Temperature  1500 K 
Inlet Air density_  0.234 kg/m3 
Magnetic Field Strength  1.0 Tesla 
Table 3.1. Flow Parameters Held Constant 
The width of the channel is roughly the height of a backward facing step through 
which hydrogen is injected in a SCRAMjet, as shown in Fig 1.1. The inlet conditions of 
fuel and air are also of the same magnitude that are seen in a SCRAMjet combustor, and 
of the same magnitude as simulated in previous supersonic combustion studies 
(Drummond, 1991; Eklund et al. 1990). 
The strength of the magnetic field was taken to be 1.0 Tesla, which is roughly the 
largest magnetic force that could be applied to the type of system being modeled with a 
small, lightweight magnet. More powerful electromagnets require large wire coils. Since 23 
the ultimate application being considered for this study is for an aircraft, large but 
powerful magnets and resulting magnetic fields are not being considered an option. In 
addition, Lorentz mixing aims to reduce the overall size of combustors; adding excessively 
large electromagnets would defeat this purpose. Future advancements in high temperature 
superconductors may greatly reduce the size and greatly increase the strength of 
electromagnets. This may greatly increase the effectiveness of Lorentz mixing while 
reducing power requirements. 
Table 3.2 lists the parameters varied. These are parameters which affect either the 
strength or the oscillation frequency of the Lorentz force. Varying these should affect the 
combustion rate of the H2-Air system. 
Minimum  Maximum 
Applied Power, kW  0  18.8 kW 
Lorentz Force  125 kHz  500 kHz 
Frequency 
Table 3.2. Flow Field Parameters Varied 
In order to determine the effectiveness of Lorentz mixing, the rate of combustion 
must be evaluated. To do this, the amount of water mass formed in the computational 
space is determined in the numerical solution. Other output of interest includes field 
values for velocity, temperature, density, and species concentration. If it is found that the 
Lorentz force has a positive effect on the rate of combustion, then the input power 
required to drive the Lorentz force will also be of interest. 
Approximations and Simplifications 
Many approximations and simplifications have been made in order to arrive at a 
solution to the problem being considered in the current study. Some have been made 
where the simplifications appear to have little or no effect on the solution. Others have 24 
been made in order to simplify the problem enough to make a solution possible. Still 
others have been made where no good information or solution technique is currently 
available. When making approximations or simplifications of the latter two types, efforts 
were made to remain conservative in the estimates made. The approximations were made 
in such a manner that the approximation or simplification itself did not cause an increase in 
the rate of combustion in the system. Examples of this will be described below. 
Two-Dimensional Solution 
Obviously, turbulent combustion in any real combustion chamber presents a three-
dimensional problem. However, limitations of computer speed and the fact that this study 
is evaluating only feasibility and not a complete and accurate solution led to a two 
dimensional study. Currently flow solutions require roughly two days to run on a Hewlett 
Packard Model 712/80 workstation. A three dimensional model would increase the 
computation required by roughly two orders of magnitude, which would require the code 
to be re-written for a high speed computer or parallel computer. Future research in this 
area could utilize such tools for a three dimensional simulation. 
Because only two dimensions are being modeied, it is impossible to model the flow 
at or near the electrode tips. The flow conditions near the electrodes are important to 
consider when designing electrodes and when determining if a compiete current path exists 
from the negative to positive electrodes. Therefore, if a two dimensional model shows 
that Lorentz mixing is feasible from a fluids standpoint, a three-dimensional extension of 
the research may be necessary to assess various designs of electrode/combustor set-ups. 
Electrical Conductivity in reaction zone 
Another major simplification of this model is that electrical conductance in the 
reaction zone is assumed to be only a function of bulk temperature, when in reality it is a 
function of local temperature, chemical composition, and the amount of seed material 
(cesium chloride) present. In reality electrical conductivity is highly spatially dependent. 
Calculating local current densities in such a field would require further numerical solution 
techniques not performed for this study. However, this provides a conservative overall 25 
estimate of mixing.  In a flow field of non-uniform conductivity, current density would 
vary greatly through the field, and the resulting force would be more spatially variant than 
in the current model. A widely varying force in the flow would likely cause greater mixing 
than a relatively uniform force, due to the greater velocity gradients created. The force 
used for this simulation still varies with position according to equation 3.1; however, this 
spatial variation is smooth and continuous compared to the highly variable forces that 
could results in a flow in which conductivity is highly spatially dependent. 
Another approximation must be made regarding electrical conductance due to the 
fact that data do not exist for the conductivity of flames seeded with cesium chloride for 
temperatures greater than 2500 K. However, up to 2500 K the experimental data show an 
exponential increase in conductivity with temperature (Wakayama, 1993). Since data for 
temperatures greater than 2500 K were unavailable for this study, conductivity at 
temperatures greater than 2500 K was assumed to be equal to the conductivity at 2500 K. 
This is a highly conservative estimate, as conductivity will likely continue to increase as 
temperature increases. An increase in electrical conductivity increases the magnitude of 
the Lorentz force at a given power level, thus the overall mixing rate and resultant 
combustion rate should increase at higher temperatures for a given input power level. 
One Step, Reversible Chemical Reaction 
The chemical reaction of H2 and 02 to form H2O, in the presence of N2, involves a 
complicated reaction mechanism involving hundreds of reactions where perhaps 20 are 
significant (Kanury, 1975). However, for this study a simple one step, reversible chemical 
reaction is assumed. More complicated chemistry models are necessary when a detailed 
knowledge of chemical species appearing in small quantities is desired, or when an 
extremely accurate solution is required. However, for the flow being considered, only the 
global rate of reaction is needed for the solution. In addition, the reaction rate is primarily 
a function of species diffusion rather than chemical kinetics, so a detailed chemistry model 
would do little to affect the overall reaction rate. 26 
Simplified Molecular Diffusion 
In a mixture containing multiple chemical species, the diffusion coefficient depends 
on the species diffusing as well as the combination of species in which the diffusion is 
taking place. However, for this simulation a simplified diffusion model is used in which 
the molecular diffusion coefficient of each species is simply assumed to be the molecular 
diffusion coefficient that would be present if that species were present in a binary mixture 
with N2. This greatly simplifies finding the molecular diffusion coefficient since the 
diffusion coefficient in a binary mixture only varies with temperature. This is a valid 
assumption for two reasons. First, the flow system being considered is about 80% 
nitrogen, so the bulk of the diffusion taking place is very nearly binary. Second, the 
turbulent diffusion coefficient, as calculated by the Baldwin-Lomax turbulence model, is 
generally one or two orders of magnitude greater than the molecular diffusion coefficient 
(Drummond, 1995). Because of this, it is not necessary to develop a sophisticated 
molecular diffusion model which has very little effect on the numerical results. 
Boundary Conditions 
The velocity, density, mass fraction of each species, and temperature are specified 
at the flow inlet and held constant throughout the numerical solution. Values at the exit of 
the computational space are allowed to vary and are extrapolated from upstream values . 
This is shown by Fig. 3.2. 
No Slip Condition u=0, v=0) Constant Exit Conditions Inlet k  Extrapolated from 
Conditions  Nonporous, Insulated  Upstream Values 
Solid Boundaries 
Figure 3.2. Boundary Conditions For Supersonic Reacting Flow 27 
In subsonic flow modeling, either the pressure or velocity must be allowed to vary 
at the flow inlet, and the other allowed to vary at the outlet. This must be done in 
subsonic flow because of the elliptic property of the governing equations; information at 
any point in the flow affects the flow at every other point. However, in supersonic flow, 
the governing equations become hyperbolic in nature. The exit conditions have no effect 
on the inlet conditions since information is unable to propagate upstream. Therefore, the 
only way the inlet conditions can change is by a change in the conditions upstream from 
the inlet, which of course lies outside of the computational space. Therefore, the inlet 
conditions must be assumed and held constant for supersonic flow. In addition, the exit 
conditions have little effect on the rest of the flow, unless the flow has become subsonic 
within the computational space. 
The top and bottom of the computational space consist of solid walls. The no slip 
condition is present for the walls: 
(3.2) 17,.  = 0 
The wall is assumed to be thermally insulated, thus: 
dT 
= 0  (3.3) 
a1  wall 
No heat flux present at the wall requires that no temperature gradient be present normal to 
the wall as shown in equation 3.3. Similarly, there can be no diffusion of species through 
a wall, thus: 
dp, 
= 0  (3.4) 
dr,  wall 28 
where p, is the concentration of the ith species. 
The application of these boundary conditions in the numerical algorithm will be 
described in Chapter 4. 29 
Numerical Simulation
 
MacCormack Method 
The MacCormack method is an established numerical method which has been 
widely used to model supersonic flow systems (Drummond, 1987; Eklund, 1990). The 
MacCormack method is a second order accurate predictor-corrector method. 
A rectangular grid is used to define the flow field variables at discrete points. The 
grid spacings, Ax and Ay, do not need to be equal, although they should be close to each 
other in order to avoid inaccuracies caused by a high aspect ratio. For the simulations 
done in this study, Ax and Ay were set equal to each other in all cases. 
Field variables are defined at each point on the computational grid. Scalar and 
vector quantities are defined at the same locations on the grid. In addition, a row of ghost 
nodes is present around the entire grid with which to apply boundary conditions. Thus, 
the outside nodes are all ghost nodes. The nodes located one node in from the outer 
nodes lie on the actual edge of the flow field being modeled. These nodes are shown in 
Fig. 4.1. 
111--,  Interior Nodes
A./ 
Physical 
j=2  ---4110.-­ 4 Boundary 
4- Ghost Nodes j=1 
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Figure 4.1. Computational Grid 30 
Recall equation 2.3, which is the vector form of the Navier-Stokes equations: 
dU  dE aF =W  (2.3) 
at  + dx+ dy 
Applying the MacCormack method to solve this equation proceeds as follows: 
Predictor Step: 
AxAt 
(E  E, j) 
At 
(4.1) 
Corrector Step: 
1  At  , At ,  , 
(4.2) 
2  -'  Ay 
1/11+,1  is the matrix containing the predicted values of ti for time n+1. The En and 
Fn matrices are constructed from values of the flow field variables at time n only. Thus, 
the predictor step is fully explicit. 
In the corrector step, En +,1  and F";' are constructed from the predicted values of 
the flow field variables, which are obtained only after the predictor step is complete. 
Notice that equations 4.1 and 4.2 (the predictor and corrector steps) have been 
written so that the predictor step is constructed from forward finite difference 
approximations, and the corrector step is constructed by using backward finite difference 
approximations. In order to maintain second order accuracy, it is necessary that the 
predictor and corrector steps are differenced in opposite directions for each coordinate 
direction (Anderson, 1995). In addition, in order to avoid directional bias, it is necessary 
to alternate the direction in which differencing is done. There are four different possible 
ways to construct a one sided finite difference approximation such as equation 4.1 31 
(predictor step): forward in both x and y; forward in x, backward in y; backward in x, 
forward in y; and backward in both x and y. Table 4.1 shows all the ways in which the 
predictor step may be differenced, and the differencing scheme required for the corrector 
step in order to maintain second order accuracy. 
Step 
1 
2 
3 
4 
Predictor Ste 
x-derivatives  y-derivatives 
F  F 
F  B 
B  F 
B  B 
Corrector Ste 
x-derivatives  y-derivatives 
B  B 
B  F 
F  B 
F  F 
Table 4.1. Differencing Scheme for MacCormack Method 
(F = forward difference, B=backward difference) 
The first time step will use the first differencing scheme. The second will use the second, 
and so on. On the fifth time step, the first differencing scheme will be used again, and the 
process is repeated. 
Construction of E and F Matrices 
The matrices E and F are constructed prior to the predictor step of the 
MacCormack method using the flow field variables at time n. They are constructed again 
for the corrector step using the predicted values of the flow field variables, obtained from 
Eq. 4.1. 
For the most part, constructing E and F is uncomplicated as it merely involves 
assigning values into matrices. However, some difficulty arises when derivatives appear in 
E and F. Derivatives appear for the shear stress, heat conduction, and diffusion terms 
from the governing equations (wherever second derivatives are found in the governing 
equations). 32 
For the derivatives appearing in E and F, one sided differences are used to 
approximate the derivatives. The direction of this differencing must be opposite that of 
the predictor or corrector equation in which the value will later be used (Anderson, 1995). 
This ensures that three points will ultimately be used to approximate a second derivative; 
approximating a second derivative using only two spatial points always results in an 
approximation of zero. 
The requirement of using a one-sided finite difference approximation in the 
direction opposite that of the predictor or corrector equation for which it is used presents 
a problem when it requires that a node at the edge of the computational space use a non­
existent node for a finite difference approximation. This can occur when assigning the 
values of E and F at the ghost nodes (ghost nodes are used for boundary conditions to 
avoid writing separate predictor and corrector equations for the edge) as shown in Fig. 
4.1. 
In this case, there is no choice but to use a finite difference approximation in the 
same direction as the equation for which it will be later used. In order to avoid using only 
two points for the total second derivative approximation, a second order finite difference 
approximation must be made for the derivatives at the ghost nodes. For example, the 
derivative of temperature, T, at the ghost node is approximated using a second order one 
sided difference approximation as follows: 
d7' 
= 2 Ti3  37i,2  Ti,1  (4.3)
dy 
j=1 
This, when used in conjunction with the predictor or corrector step approximations, will 
result in an approximation of the second derivative of T that is of second order accuracy, 
as are the finite difference approximations at any other point in the flow field. 
Application of Boundary Conditions 
The boundary conditions discussed in Chapter 3 must be applied to the numerical 
solution. 33 
First, recall that the physical boundary is represented on the computational grid by 
the first interior nodes, while the outer most nodes are ghost nodes whose sole purpose is 
to be used in the application of boundary conditions. 
At the solid wall, the no slip boundary condition exists, meaning the velocity at the 
wall must be zero. In the numerical solution, these boundary conditions are specified as 
follows: 
= 0;i =1,nx  = 0;i = 1,nx  (4.4) 
vi 2 = 0; = 1, nx  = 0; i = 1, nx 
Thus both velocity components are set equal to zero at all solid walls. 
Shear stress at the wall must be the same whether it is evaluated using a one sided 
difference into the flow or into the ghost node. Because of this, the velocity values at the 
ghost nodes must be equal and opposite the values at the first interior nodes: 
14  = -14  i = 1 , nx  =1,nx  (4.5) 
vi., = vi 3 ;i =1,nx  vi  =v,,_  i =1,nx 
Application of these boundary conditions is demonstrated by Fig. 4.2. 
111,2 =0 
A 
U  = - U j.3 
Figure 4.2. Application of Velocity Boundary Condition at Wall 34 
Recall from equation 3.4 that for an insulated solid boundary the boundary 
conditions for temperature is: 
aT  = 0  (3.4) 
all wall 
Discretizing this using a central difference approximation, where the direction normal to 
the wall is the y-direction, yields the following: 
(4.6) Ti,j+1  Ti,i-1  = 0 
For the bottom wall located at j=2, and the top wall located at j=n-1, equation 4.6 can be 
simplified to: 
T,  i  ;i=1..nx  (4.7) 
T,.  =  = 1..nx 
This is shown by Fig 4.3. 
To 
/ 
T1, 
T.,  T = 
Figure 4.3. Application of Temperature Boundary Condition at Wall 35 
The temperatures To and T1, are located at the ghost nodes. Thus, by setting the 
values of temperature at the ghost nodes equal to the temperatures of the first interior 
nodes (but not the nodes on the wall) an insulated wall temperature boundary condition is 
specified. 
Similarly, no diffusion of mass occurs through a solid wall. The diffusion equation 
is of the same form as the temperature equation described above, so the boundary 
conditions for mass concentration of each species are applied in the same manner. 
;i =1..nx  (4.8) 
Pk_ = pk  ;i= 1..nx 
1,n  i.nv- 2 
where pk is the density of the kth species. 
The exit conditions are allowed to float by simply extrapolating the values of all 
field variables at the ghost nodes from the nearest upstream nodes. In reality, the flow is 
far from fully developed at the exit of the computational space, and it is difficult to justify 
any given set of boundary conditions. However, the flow at the exit has little effect on the 
upstream flow for a supersonic flow system. Thus, any boundary condition which 
preserves the supersonic nature of the flow at the exit is a relatively accurate exit 
condition. In this case, simply extrapolating the values at the exit keeps the flow the same 
at the exit as the nearest upstream node, thereby retaining the nature of the flow and not 
upsetting the upstream values. 
The inlet conditions are simply held fixed for all flow field parameters. Thus, the 
flow field variables at the inlet ghost nodes never change. 
Artificial Viscosity 
Finite difference equations are formed by approximating partial derivatives with 
truncated Taylor series. When approximating convective terms, the truncation error in 
the finite difference equation can lead to numerical diffusion or numerical dispersion. 
Numerical diffusion is the direct result of the truncation error when approximating the 36 
even-order derivatives, while numerical dispersion is the direct result of the truncation 
error when approximating the odd-order derivatives (Anderson, 1995).  Numerical 
diffusion and dispersion are especially important when a sharp discontinuity is being 
convected. Numerical diffusion tends to smooth out discontinuities with time, while 
numerical dispersion leads to oscillations. Fig. 4.4 shows: (a) a discontinuous quantity, 
Q, being fluxed in the x-direction; (b) the effect of numerical dispersion on the profile of 
Q; and (c) the effect of numerical diffusion on Q. Ideally, the discontinuity will be 
preserved, and the profile in (a) will be maintained. However, numerical diffusion and 
dispersion are often unavoidable sources of error. 
a 
Qt 
x 
(a)  (b)  (c) 
Figure 4.4. (a) Q being fluxed in x direction at time 0; (b) Effect of numerical 
dispersion on Q at t > 0; (c) Effect of numerical diffusion on Q at t > 0 
Numerical dispersion and diffusion both reduce the accuracy of the solution. 
However, numerical dispersion also decreases the stability of the solution, while numerical 
diffusion increases the stability of the solution. 
In supersonic flow, shock waves are often present. These are sharp discontinuities 
in the flow and can lead to dispersion problems in the solution. In order to deal with this 
problem, it is usually necessary to introduce some artificial viscosity into the solution 
(Anderson 1995). Recall the vector form of the governing equations: 37 
dU  dE  dF 
+  +  = W  (2.3)
 
at  ax  ay
 
U is the solution vector containing terms for each flow field variable. At each step of the 
time-marching solution, a small amount of artificial viscosity,  is added to each term in 
U according to (Anderson, 1995): 
1P,t.+1.;  213 ,1 + Pr -1.i
 
t+1,:j  2 (I  . + L11-4
 
+ 2p+,1 + PLi,j1 
(4.9) 
P:J+1  + P",;-11 
+
 
P:J÷, +213:j +
 
Equation 4.9 is a fourth-order numerical dissipation expression designed to adjust 
the calculations by an amount equivalent to the fourth order term in the truncation error. 
This forces the error terms to cause numerical diffusion (which increases the stability of 
the solution) rather than numerical dispersion. The effect of adding artificial viscosity to 
the solution is analogous to the effect increasing viscosity in an actual flow has on 
velocity. Sharp gradients and discontinuities are quickly smoothed. 
Typical values of the constants Cx and Cy are from 0.01 to 0.3 (Anderson, 1995). 
The values for C, and Cy used for this simulation are C, = Cy = 0.02. The values of C, and 
C,, were determined by performing a number of simulations in which only C, and Cy were 
varied. The smallest values of Cx and Cy that maintained solution stability were used. 
Thus, a minimal amount of error was introduced into the simulation. 
Stability Requirements 
A closed form expression for stability of the MacCormack method applied to the 
compressible Navier-Stokes equations is not possible to obtain. However, the following 
expression is generally adequate to determine a time step, At, that will provide stability 
(Anderson, 1995): 38 
/6 
At 5_ min  a  , a  (4.10) 
c + ['max  c+ vmax 
where o is a safety factor, generally of about 1/2. The above stability criterion is based on 
the Courant number, which is the ratio of the distance which information can propagate 
over one time step to the grid spacing. In order to assure stability, information must not 
he allowed to flow more than one node spacing over one time step. Because the finite 
difference equations are first order approximations, the numerical method is only able to 
transfer information from one cell to a nearest neighbor cell over one time step. If the 
time step is too large, information that would in reality pass entirely through one grid cell 
will instead be stored entirely in a given cell, causing an excess of some quantity to build 
up numerically, resulting in a numerical instability similar to that seen in Fig 4 4b. 
Convergence Criteria 
Because an oscillating force is being applied to the flow field, a steady state 
solution will not be obtained, but rather a quasi-steady state in which a flow pattern 
repeats itself. Therefore, convergence of the flow solution must be judged by comparing 
the flow field results at the same point in consecutive cycles of the Lorentz force. If the 
flow field is the same at the same point in consecutive cycles, then the solution has 
converged and the simulation is complete. 
Due to the hyperbolic nature of the governing equations, information cannot flow 
upstream in the flow. Because of this, the quasi-steady state described above is reached 
relatively quickly compared to subsonic flow systems, in which the governing equations 
are elliptical, meaning information can flow in any direction. 
Code Validation 
In order to check that the FORTRAN code was written correctly, and that the 
numerical solution actually models the Navier-Stokes equations correctly, a great deal of 39 
code validation was done. This was done continually as features were added to the model, 
as well as globally when the code was complete. 
Since no analytical solution exists for the complete Navier-Stokes equations, it is 
impossible to compare results obtained numerically to analytical results for the actual 
problem being solved. However, analytical solutions do exist for very simple flow 
systems, and numerical solutions can be compared to these. 
Poiseuille flow consists of laminar, incompressible flow between two plates. For 
this flow, the governing equations can be simplified such that an analytical solution exists 
for the fully developed flow region. Fig. 4.4 shows the numerical and analytical solutions 
for the flow profile across the width of the duct in the fully developed region. 
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Figure 4.5. Comparison of Analytical and Numerical Results for Poiseuille Flow 
As is seen in Fig. 4.5, agreement between the numerical and analytical results are 
quite good for this flow system. The numerical solution retained all the terms and 40 
equations of the complete Navier-Stokes equations. The Reynolds number for the flow 
system was 10. The velocity field obtained numerically is shown by Fig. 4.6. 
Figure 4.6. Numerical Solution of Velocity Field in Developing Flow Region of
 
Poiseuille Flow at Re = 10
 
The Poiseuille flow numerical solution shows that the governing equations for fluid 
flow are being solved correctly in the numerical solution. However, the solution for 
Poiseuille flow does not involve combustion, turbulence, or a Lorentz force, and the flow 
is subsonic. 
To test the flow model under supersonic flow conditions, the model was used to 
simulate supersonic flow coming into contact with a plate parallel to the flow. At the 
leading edge of the plate, a boundary layer will begin to develop. Development of the 
boundary layer has the same effect on the flow as the effect a slight increase in the plate 
height would have on an inviscid flow. The flow is be forced to change direction and an 
oblique shock wave results. The shock wave should curve while in the boundary layer 
region and be straight outside the boundary layer (Anderson, 1995). 
Fig. 4.7 shows the result of the numerical simulation for this flow. The arrows 
represent velocity vectors while the continuous lines are pressure contours. In a shock 
wave, a very large pressure gradient exists. Thus, the portion of Fig 4.7 where the 
contour lines are closely packed represents a shock wave. 41 
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Figure 4.7, Leading Edge Shock Wave for Viscous Supersonic Flow 
As expected, an oblique shock arises from the interaction of the supersonic flow 
and the flat plate. The shock is curved in the boundary layer region and straight outside of 
the boundary layer region. These results qualitatively match those found in other 
simulations (Anderson, 1995). 
It is also possible to compare the flame temperature and mole fraction of products 
for a full simulation to theoretical maximum values. The theoretical maximum values are 
those that would occur in a premixed, adiabatic flame. In a diffusion flame, the reaction 
only occurs at the interface between air and fuel; this reaction zone will be considerably 
hotter than the rest of the fluid, so heat will transfer away from the reaction zone. In a 
fully premixed, adiabatic flame, no temperature gradients will exist and therefore no heat 
will transfer away from the reaction. Therefore, the maximum flame temperature in a 
diffusion flame must be less than that of a stoichiometric premixed flame. Similarly, the 
combustion products in a diffusion flame will exist in a greater concentration in the 
reaction zone, and will therefore diffuse away from the reaction zone; again, this means 42 
that the maximum mole fraction of products in a diffusion flame must be less than in a 
stoichiometric premixed flame. Table 4.2 compares numerical results for the maximum 
flame temperature and water mole fraction obtained numerically with stoichiometric values 
obtained for premixed combustion (obtained using the STANJAN program). 
Diffusion Flame  Premixed Flame 
Maximum Flame Temp (K)  2183  2828 
Maximum Water Mole Fraction  0.308  0.347 
Table 4.2. Comparison of Values Obtained Numerically for a Hydrogen-Air 
Diffusion Flame with Values for a Stoichiometric Premixed Flame. 
As expected, the maximum values for both flame temperature and water mole 
fraction are below the theoretical maximum values obtained from a premixed, 
stoichiometric flame. 
Although the entire flow field solution is not known analytically, it is known from 
mass conservation that at steady state the flow must have an equal mass flow entering and 
leaving the computational space. Mass conservation was used for two purposes: to 
validate the overall results, and to determine how the results change with a decrease in 
node spacing. If the numerical code is written correctly, the error in mass conservation 
should tend toward zero as the node spacing is reduced. Testing this serves to validate the 
code and determine an appropriate node spacing. 
Fig. 4.9 shows the error in mass conservation versus the number of grid points 
used. The flow modeled for this test was supersonic, turbulent combustion of hydrogen in 
air with an applied Lorentz force. Thus, the entire model was used in the numerical 
solution. For this solution, 400 nodes corresponds to a node spacing of 0.25 mm. Thus, 
1600 nodes corresponds to a node spacing of 0.125 mm, 6400 nodes with a nodes spacing 
of 0.0625 mm, and so on. An equal node spacing was used in the x and y directions for 
this simulation. 43 
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Figure 4.9. Error is Mass Conservation Versus Number of Grid Points Used 
As expected, the overall error grows smaller as the number of nodes used is 
increased (and node spacing is reduced). 
In addition to comparing error in mass continuity with node spacing, the amount of 
water formed in the chemical reaction being modeled was compared to the number of grid 
points used in the simulation. The amount of water formed is what is to be used to 
evaluate the effectiveness of Lorentz mixing, so it is necessary to use a grid spacing small 
enough that the amount of water mass formed doesn't change with a reduction in grid 
spacing. This was done for two different values of the artificial viscosity coefficients, Cx 
and Cy in order to observe the effect artificial viscosity has on the results. Fig. 4.10 shows 
the results of these tests. 44 
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Figure 4.10. Water Mass at Exit of Simulation Vs Number of Grid Points Used 
As is shown above, the results fail to converge as the number of grid points used is 
increased when the artificial viscosity coefficients, C, and Cy, are 0.2. This seems to 
indicate that 0.2 is too high a value for Cx and Cy for this simulation, and that the diffusion 
occurring due to artificial viscosity is causing excessive error which does not reduce to 
zero as node spacing is reduced to zero. The artificial viscosity terms from equation 4.9 
do not contain Ax or Ay terms, so this is not unexpected. 
The results do converge when Cx and Cy, are 0.02. This indicates that 0.02 is an 
acceptable value for the artificial viscosity coefficients, and it allows a proper node spacing 
to be selected. 
Selection of node spacing is always a compromise between accuracy and required 
computational time, which both increase as node spacing is reduced. Cutting the node 
spacing in half quadruples the number of nodes required in the computational space, and 
cuts the time step required for stability in half (see equation 4.10). Therefore, cutting the 
node spacing in half increases the computational time by a factor of about eight. 45 
Using an artificial viscosity coefficient of 0.02, the node spacing was selected by 
examining Fig. 4.10. The results of that simulation changed only slightly using more than 
2500 nodes, so it was decided that 2500 nodes was sufficient for that simulation. 2500 
nodes corresponds to a node spacing of 0.1 mm, so based on this simulation, a node 
spacing of 0.1 mm was selected. This node spacing was also shown to be appropriate 
based on the mass error test from Fig. 4.9. Therefore, this node spacing was used for all 
further numerical simulations. 46 
Results 
The simulations discussed in Chapter 3 were successfully performed. These 
simulations include supersonic reacting flow with no applied Lorentz force as well as 
simulations performed at four different Lorentz force power levels, each at four different 
frequencies. 
Water mole fraction, temperature, and pressure flow field data are displayed below 
for three of the simulations performed. Table 5.1 lists the simulations and flow field 
output displayed in this chapter. The results without Lorentz mixing (power level of zero) 
are displayed for comparison with results obtained for simulations with Lorentz mixing. 
The 9.4 kW / 250 kHz and 18.8 kW / 250 kHz simulations were selected as representative 
examples of effective Lorentz mixing. 
Flow Field Results  Power Level / Frequency  Figure 
Water Vapor  0/0  5.1 
9.4 kW / 250 kHz  5.2 
18.8 kW / 250 kHz  5.3 
Temperature  0/0  5.4 
9.4 kW / 250 kHz  5.5 
18.8 kW / 250 kHz  5.6 
Pressure  0/0  5.7 
9.4 kW / 250 kHz  5.8 
18.8 kW / 250 kHz  5.9 
Table 5.1. Flow Field Output Displayed 
The simulations listed in Table 5.1 provide information and qualitative 
understanding of overall flow field behavior. Figures 5.10 and 5.11 will provide 
quantitative analysis of the amount of water produced in each of the simulations 47 
performed. These results show that Lorentz mixing does produce a substantial increase in 
the rate of combustion for the flow system simulated. Also shown by these results is that 
the effectiveness of Lorentz mixing increases with an increase in power supplied, and that 
an optimum frequency at which to apply a Lorentz force exists. 
Water Vapor 
Water vapor is formed in the combustion of air and hydrogen. Fig. 5.1 Shows the 
mole fraction of water vapor in the flow field for the steady state solution with no applied 
Lorentz Force. Water initially forms at the interface between the hydrogen and air, and 
the amount of water vapor formed increases as the hydrogen moves downstream (from 
left to right in Fig 5.1) where the hydrogen and air have had more time to diffuse into one 
another. 
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Figure 5.1. Mole Fraction of H2O in Supersonic Reacting Hydrogen Jet Without an
 
Applied Lorentz Force
 48 
Applying a Lorentz force to the reaction zone increases the mixing rate of air and 
fuel, and therefore increases the rate of combustion in the system. An increase in the rate 
of combustion results in an increase in the mass flow rate of water vapor across the exit 
plane of the system. 
Fig. 5.2 shows the mole fraction of water vapor in the flow field for the quasi-
steady state solution of a supersonic reacting hydrogen jet with an applied Lorentz force 
of 250 kHz and 9.4 kW input power. The flow is being oscillated by the force in a 
sinusoidal fashion. Motion induced by the Lorentz force increases the mixing rate of 
hydrogen and air and thus increases the rate of combustion. This will be shown 
quantitatively later in the chapter. 
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Figure 5.2. Mole Fraction of H2O in Supersonic Reacting Hydrogen Jet With an
 
Applied Lorentz Force of 250 kHz and 9.4 kW Input Power
 
Fig. 5.3. shows the mole fraction of water vapor in the flow field for the quasi-
steady state solution of a supersonic reacting hydrogen jet with an applied Lorentz force 
of 250 kHz and 18.8 kW input power. As expected, the magnitude of the oscillations has 
increased from those shown in Fig 5.2. 49 
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Figure 5.3. Mole Fraction of 1120 in Supersonic Reacting Hydrogen Jet With an
 
Applied Lorentz Force of 250 kHz and 18.8 kW Input Power
 
Temperature Field 
Figures 5.4 - 5.6 show the temperature fields for the three the simulations. The 
temperature field is affected by the heat released during combustion as well as shock 
waves and other compressible flow effects. 
The temperature field solution for the simulation without an applied Lorentz force 
is shown by Fig 5.4. Shock waves appear in supersonic flows wherever the flow is forced 
to change direction. They cause discontinuous jumps in density, pressure, temperature, 
and velocity, and can therefore be seen on plots of these fields. Oblique shocks originating 
from two locations are present in the flow shown by Fig 5.4. At the leading edges 
adjacent to the top and bottom walls, shock waves originate due to the velocity gradient 
present in the boundary layer. At the hydrogen-air interface at the inlet, the initial 
chemical reaction causes an expansion of gases in the reaction zone. This causes shock 
waves to form and extend into the air stream. 50 
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Figure 5.4. Temperature Field in Supersonic Reacting Hydrogen Jet Without an
 
Applied Lorentz Force
 
Fig. 5.5 shows the temperature field for the supersonic reacting hydrogen jet with 
an applied Lorentz force of 250 kHz and 9.4 kW input power. The shock waves at the 
inlet that are seen in Fig 5.5 can again be seen. Much more apparent in Fig 5.5 are the 
high and low temperature regions resulting from the oscillating Lorentz force. These high 
and low temperature spikes are a result of the compression and expansion zones in front 
of and behind the location of the Lorentz force, respectively. This compression or 
expansion greatly affects the local temperature. The high and low temperature zones are 
then convected downstream by the flow while gradually dissipating. The dissipation is 
seen in Fig 5.5 by the increase in area of the high and low pressure zones. The peak 
temperatures in the downstream high pressure zones are considerably lower than in the 
smaller, upstream high pressure zones (this is not readily apparent on Fig 5.5 since the 
peak temperature is greater than 3000 K; this scale was used for the figure to ensure 
shock waves and other temperature variations were clearly visible). 51 
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Figure 5.5. Temperature Field in Supersonic Reacting Hydrogen Jet With an
 
Applied Lorentz Force of 250 kHz and 9.4 kW Input Power
 
The temperature field for the flow with Lorentz mixing at the higher power level is 
shown by Fig. 5.6. The temperature scale for this plot is the same as for Fig 5.5, although 
the peak and minimum temperatures for this case are higher and lower, respectively, than 
those for the simulation shown in Fig. 5.5.  The areas of the high and low temperature 
zones in Fig 5.6 are also greater than those shown in Fig 5.5. The magnitude of the 
Lorentz force causing compression and expansion has increased, causing greater 
temperature fluctuations in the flow field. 52 
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Figure 5.6. Temperature Field in Supersonic Reacting Hydrogen Jet With an
 
Applied Lorentz Force of 250 kHz and 18.8 kW Input Power
 
Pressure Field 
Figures 5.7, 5.8, and 5.9 show the pressure fields for the same three simulations 
shown in the figures above: no Lorentz force (Fig 5.7), a Lorentz force of 250 kHz and 
9.4 kW input power (Fig 5.8), and a Lorentz force of 250 kHz and 19.8 kW input power 
(Fig 5.9). 
Fig 5.7 readily shows the oblique shock waves present in the supersonic reacting 
flow with no Lorentz force. The shock waves can be seen crossing each other as well as 
reflecting off the solid walls. Also apparent is the change in direction of the shock waves 
as they pass through the hydrogen jet. 
Also apparent on Fig 5.7 are a series of pressure fluctuations starting from the 
bottom of the computational domain and appearing in parallel lines angled upward and to 
the left. These are most likely the result ofnumerical dispersion errors. It was observed 
that these effects would disappear or be greatly reduced when the artificial viscosity 
coefficient was high; however, this reduced the accuracy of the solution, so a lower 53 
artificial viscosity was used with the knowledge that some numerical dispersion may 
appear in the solution. 
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Figure 5.7. Pressure Field in Supersonic Reacting Hydrogen Jet Without an
 
Applied Lorentz Force
 
Figures 5.8 and 5.9 show the pressure fields obtained from simulations using 
power levels of 9.4 kW and 18.8 kW, respectively. The high and low pressure regions 
above and below the point at which the Lorentz force is centered can be seen on these 
figures (refer to 3.1 for the location of the electrodes). High pressure exists directly in 
front of the Lorentz force and low pressure exists directly behind theforce. Outside and 
slightly downstream of the high pressure zone is a low pressure zone that resulted from 
the Lorentz force during the previous 1/2 cycle, when the direction of the force was in the 
opposite direction. These alternating high and low pressure zones are carried downstream 
by the flow as they spread out and combine into the jumbled mix seen downstream. 54 
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Figure 5.8. Pressure Field in Supersonic Reacting Hydrogen Jet With an Applied
 
Lorentz Force of 250 kHz and 9.4 kW Input Power
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Figure 5.9. Pressure Field in Supersonic Reacting Hydrogen Jet With an Applied
 
Lorentz Force of 250 kHz and 18.4 kW Input Power
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Feasibility of Lorentz Mixing 
Of greatest interest in the current study is the amount by which Lorentz mixing 
increases the rate of combustion. In order to measure this numerically, the mass flow rate 
of water for a profile across the computational domain was computed by numerically 
integrating the following: 
mac 
in, =  p,,, 0  ll dy  (5.1) 
Yintn 
where px20 and u are both functions of y for a given y-profile across the computational 
domain. These are flow field variables that have been solved at all grid points for each 
simulation. 
The integrated mass flow rate of water across a flow profile is constant for the 
steady state solution with no Lorentz force applied. However, with an applied Lorentz 
force, the mass flow rate of water varies sinusoidally with time at a given location, as does 
the Lorentz force. 
Fig. 5.10 shows the mass flow rate of water versus the x-distance along the 
computational domain for simulations done with no force, a Lorentz force at 4.7 kW and 
167 kHz, and a Lorentz force at 9.4 kW and 167 kHz. These plots represent water mass 
flow rates at an instant in time, rather than time averaged values. At the inlet, no 
combustion has taken place, so there is a water mass flow rate of zero. As the air and 
hydrogen mix, combustion begins and water begins to form. For the case with no Lorentz 
force, the mass flow rate of water increases with x-distance. The rate at which the mass 
flow rate of water increases gradually decreases. This is as expected since as the 
hydrogen-air diffusion proceeds, the density gradients of each species gradually decrease, 
and therefore the hydrogen-air mixing rate decreases, which in turn slows the rate of 
combustion. Also, as the combustion takes place, water vapor forming in the reaction 
zone forms a barrier between air and fuel which slows the rate of hydrogen-air mixing. 
Applying a Lorentz force greatly affects the mass flow rate of water vapor across 
the flow downstream from the area over which the force is applied. The mass flow rate 56 
oscillates with distance. The peaks occur where the combustion rate is at a maximum, 
presumably due to a higher mixing rate of air and fuel but also possibly due in part to 
greater local temperatures created by the Lorentz force, as seen in Fig 5.5 and Fig. 5.6. 
At some points, the mass flow rate of water vapor is actually less than present in the flow 
where no Lorentz force was applied. This may be due in part to areas of locally low 
density, where not as much hydrogen and air are present to react to form water, as well as 
local temperatures that are significantly lower when a Lorentz force is applied. The lower 
temperature may slow the kinetic rate of reaction as well as the rate of species diffusion. 
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Figure 5.10. Mass Flow Rate of Water Vapor Across Flow Profile With Lorentz
 
Force Applied at 167 kHz.
 
Fig. 5.10 represents a single instant in time. The water mass flow rate oscillates with 
distance at a given instant, but the water mass flow rate averaged over time always 
increases with distance. 
In order to determine the overall effectiveness of Lorentz mixing, the water mass 
flow rate at the exit of the computational space was computed. Since the mass flow rate 57 
varies with the Lorentz force, as shown in Fig 5.10, it was necessary to average the water 
mass flow rates over one complete cycle in order to make comparisons between 
simulations done at different frequencies or with no Lorentz force. 
Fig. 5.11 shows the average water mass flow rate at the exit as a function of input 
power; the results are shown for four different frequencies of the Lorentz force. The 
water mass flow rate has been shown as a percent of the total water mass flow rate that 
would exist if all of the hydrogen were reacted to form water. In other words, the water 
mass flow rate is shown as a percent of complete combustion. The input power (power 
required to create the electric field) has been scaled by the total fuel power available from 
the mass flow of hydrogen at the inlet (t12 Ohm. ). 
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Fig. 5.11 shows that the water mass flow rate at the exit of the computational 
domain increases with an increase in input power. This suggests that Lorentz mixing does 58 
cause an increase in the rate of combustion, and that increasing the power used to drive 
the Lorentz force increases the rate of combustion. 
Four different Lorentz force frequencies were simulated: 500 kHz, 250 kHz, 167 
kHz, and 125 kHz. Low frequency Lorentz forces tend to push the flow to one side for a 
relatively long period of time before the force changes direction and pushes the flow to the 
other side. These forces may produce relatively large displacements, but they won't 
produce a large amount of turbulence to increase mixing. Extremely high frequency 
Lorentz forces also fail to create much turbulence since at extremely high frequencies the 
total displacement of the reaction zone is very small. Thus, an optimum Lorentz force 
frequency exists. Fig 5.11 shows that the 167 kHz Lorentz force provided the greatest 
increase in combustion rate over all power levels. Thus, for the flow being modeled the 
optimum frequency is around 167 kHz. 
The mass flow rate of water at the exit of this simulation is roughly 25% greater 
than that obtained for the flow without Lorentz mixing. The power required for this 
increase was 18.8 kW, which is roughly 2.2 % of the combustion power available from the 
hydrogen, assuming eventual complete combustion. 
The results shown by Fig 5.11 provide the answers sought by this research. 
Lorentz mixing increases the overall rate of combustion for the supersonic reacting flow 
modeled, and the application of Lorentz mixing to SCRAMjet combustors looks 
promising enough be considered for further research. 59 
Summary and Conclusions 
Summary 
A numerical model has been created to simulate a supersonic hydrogen jet reacting 
in air, with and without the application of Lorentz mixing. The purpose of the model was 
to determine whether or not it is feasible to use Lorentz mixing in order to increase the 
rate of combustion in supersonic flows. 
The motivation for this research stems from interest in creating working 
SCRAMjet engines. A significant problem in current SCRAMjet designs is that the rate of 
combustion is too slow for complete combustion to take place. The combustion rate is 
primarily limited by the mixing rate of air and fuel. Lorentz mixing has potential to 
increase this mixing rate and thus increase the overall combustion rate in a SCRAMjet 
engine. 
The numerical model created for these simulations consists of the two-dimensional 
conservation of mass, x-momentum, y-momentum, and energy, and the ideal gas law. 
Terms were added to the governing equations to account for species diffusion, change in 
species concentration due to chemical reaction, heat released due to chemical reaction, 
and the electromagnetic forces applied in Lorentz mixing. In addition, the Baldwin-
Lomax turbulence model was used to account for mass averaged transport properties of 
turbulent flow. 
Several assumptions were made in order to create the model. Most notably, a 
two-dimensional simulation was done instead of a three-dimensional simulation of the 
governing equations. Other assumptions included constant electrical conductivity of the 
fluid, a simplified diffusion model, a simplified chemistry model, and a simplified model of 
the electromagnetic forces involved in Lorentz mixing. 
The governing equations were solved numerically using the MacCormack method, 
which has been widely used to model supersonic reacting flows. The MacCormack 
method is a second order accurate predictor-corrector computational fluid dynamics 
technique. In order to ensure stability of the solution, it was necessary to add a small 
amount of artificial viscosity. 60 
The model was validated in several ways. First, comparisons were made between 
simulations done for a simple flow and an analytical solution to assure the numerical 
results agreed with theory. Also, a shock wave emanating from a viscous boundary layer 
was modeled and compared qualitatively to results from other numerical simulations. 
Next, the global error in mass continuity was calculated. It was found that as the grid 
spacing was made smaller the error in continuity approached zero, as expected. Finally, 
tests were done to see how the water mass produced in a simulation changed with a 
change in grid spacing. These tests were used to determine the grid spacing necessary to 
accurately perform the simulations. 
Results were obtained for hydrogen air combustion with and without the 
application of Lorentz mixing. In the cases with Lorentz mixing, the simulations were 
performed at four different input power levels, each at four different frequencies. The 
results show that the combustion rate does increase when Lorentz mixing is applied, and 
the amount that combustion is enhanced increases with increasing power level. The 
frequency at which the Lorentz force is applied was also found to have an effect on the 
amount that combustion was enhanced. The mass flow rate of water vapor at the exit of 
the computational space was used to evaluate combustion. A 25% increase in water mass 
flow rate was obtained for the maximum power level and optimum frequency over the 
simulation run without Lorentz mixing. The power required for this mixing was roughly 
2% of the power available from the reaction of the hydrogen. 
Conclusions 
Because a significant increase in combustion was obtained with a relatively small 
amount of input power, Lorentz mixing may be feasible for enhancing combustion rates in 
supersonic reacting flows. Before it can be determined if it can used for a real application 
such as a SCRAMjet, other factors such as electrode design need to be considered, and 
assumptions made in the current model must be verified. For example, it must be 
determined if the current results obtained from a two-dimensional study are maintained in 
a more realistic three-dimensional simulation. 61 
Future refinements of the current study that could be considered include: 
extending the model to three dimensions; solving for the electrostatic forces over a flow 
field in which electrical conductivity varies as a function of species concentration and 
temperature; and modeling more complex geometries, including realistic SCRAMjet 
combustor sections. Each of these extensions involves a considerable step up in 
complexity from the current study. In addition, solving for electrostatic forces over a 
realistic flow field requires extensive knowledge of the electrical conductivity of fluids 
over a wide range of temperatures and species concentrations. A considerable amount of 
experimental work must be done before such data are available. 
The results of the current study show that Lorentz mixing looks promising for 
increasing combustion rates in supersonic reacting flows, and that future study is 
warranted. In particular, researchers attempting to improve combustion in SCRAMjet 
engines may want to consider Lorentz mixing as a way to improve combustion efficiency. 62 
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