Abstract. The problem of compression in standard information theory consists of assigning codes as short as possible to numbers. Here we consider the problem of optimal coding -under an arbitrary coding scheme -and show that it predicts Zipf's law of abbreviation, namely a tendency in natural languages for more frequent words to be shorter. We apply this result to investigate optimal coding also under so-called non-singular coding, a scheme where unique segmentation is not warranted but codes stand for a distinct number. Optimal non-singular coding predicts that the length of a word should grow approximately as the logarithm of its frequency rank, which is again consistent with Zipf's law of abbreviation. Optimal non-singular coding in combination with the maximum entropy principle also predicts Zipf's rank-frequency distribution. Furthermore, our findings on optimal non-singular coding challenge common beliefs about random typing. It turns out that random typing is in fact an optimal coding process, in stark contrast with the common assumption that it is detached from cost cutting considerations. Finally, we discuss the implications of optimal coding for the construction of a compact theory of Zipfian laws and other linguistic laws.
Introduction
Zipf's law of abbreviation states that more frequent words tend to be shorter [1] . Its widespread presence in human languages [2] , and the growing evidence in other species [3, 4, 5, 6, 7, 8, 9] calls for a theoretical explanation. The law of abbreviation has been interpreted as a manifestation of compression [7] , assigning strings as short as possible to represent information, a fundamental problem in information theory, and coding theory in particular [10] . Here we aim to investigate compression as a fundamental principle for the construction of a compact theory of linguistic patterns in natural communication systems. We explore the relationship between compression and Zipf's law of abbreviation, as well as other regularities such as Zipf's law for word frequencies. The latter states that p i , the probability of i-th most frequent word, follows [1] ,
where α is the exponent (a parameter of the distribution) that is assumed to be about 1 [11] . Zipf referred to equation 1 as the rank-frequency distribution [1] .
In standard information theory, codes are strings of symbols from a certain alphabet of size N which are used to represent discrete values from a set of V elements, e.g., natural numbers [12] . For example, if the alphabet is formed by letters a and b, the possible codes are a, b, aa, ab, ba, bb, aaa, aab, aba, abb, baa, ...
As a set of discrete values one may have natural numbers, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, ...
For simplicity, we assume that we wish to code for natural numbers from 1 to V . These numbers should be interpreted as what one wishes to code for or as indices or identifiers of what one actually wishes to code for. Therefore, if one wished to code for V different objects that are not numbers from 1 to V , one should label each object with a distinct number from 1 to V . In that framework, the problem of compression consists of assigning codes to natural numbers from 1 to V in a way to minimize the mean length of the codes, defined as [10] 
where p i is the probability of the i-th number and l i is the length of its code in symbols. The standard problem of compression consists of minimizing L with the p i 's as a given, and under some coding scheme [10] . Roughly speaking, a coding scheme is a constraint on how to translate a number into a code. In the examples of coding that will follow, we assume that one wishes to code numbers from 1 to 6 on strings from an alphabet of two letters a and b. Table 1 shows an example of so-called non-singular coding, meaning that a unique code is assigned to each number. If we assigned the string aa to more than one number, the coding would not be non-singular. In the standard problem of compression, the alphabet is also a given. Therefore, L is minimized with N constant. The problem of compression can be related to human languages in two ways: either we think of the numbers as representing word types (distinct words), or as representing meaning types (distinct meanings). In the former case, codes stand for distinct word types, in the latter case, they stand for distinct meanings. If numbers represent word types, then a typical application is to solve the problem of optimal recoding, namely reducing the length of words as much as possible without losing their distinctiveness. If we consider numbers to represent meaning types, then human languages do not perfectly fit the non-singular coding scheme due to polysemy (the same word types can have more than one meaning). However, non-singularity is convenient for language a priori because it reduces the cost of communication from the listeners perspective [1, 13] as well as the cost of vocabulary learning in children [14] . Optimization pressures in both ways -shortening of codes, on the one hand, and reducing polysemy (eventually leading to non-singular coding), on the other -are likely to coexist in real languages, as suggested by experiments [15] . See [16, Section 5.2] for a possible formalization based on a generalization of standard coding theory.
The information theory concepts introduced above have a direct correspondence with popular terms used in research on language optimization. In [15] , Zipf's law of abbreviation was explained as the result of combining two pressures: accuracy, i.e. avoiding ambiguity, and efficiency, i.e. using word forms as short as possible. Communicating with maximum accuracy (no ambiguity) is equivalent to the nonsingular scheme. Compression (the minimimization of L) is equivalent to efficiency.
A further coding scheme, which is central to information theory, is uniquely decodable coding, namely, non-singular coding with unique segmentation. That is, when codes are concatenated without a separator, e.g., space, there should be only one way of breaking the sequence into codes. Uniquely decodable codes are hence a subset of non-singular codes (Fig. 1) .
The coding in Table 1 is not uniquely decodable because the string baba can be interpreted as 4343, 55, etc. In contrast, Table 2 shows a coding that is uniquely decodable. The string baba can here only be interpreted as 12.
It is easy to see that written English, when written without spaces, is often not uniquely decodable. together can be read as both a single word and also to get her [18] . Godisnowhere illustrates the same problem: it can be read either as God is nowhere Table 2 . An example of non-singular coding of numbers from 1 to 6 on strings from an alphabet of two letters a and b using Elias gamma encoding (a coding procedure where the code itself tells its length, turning segmentation straightforward [17, 199] . Table 3 . Optimal non-singular coding of numbers from 1 to 6 on strings consisting of symbols a and b. Notice that codes are assigned to frequency ranks.
or as God is now here. Similar examples can be found in spoken English or other languages. However, unique decodability would be generally convenient for segmenting speech easily [19] .
Suppose that we assign a frequency rank to each number (the most frequent number has rank 1, the 2nd most frequent number has rank 2, and so on). In his pioneering research, Mandelbrot considered the problem of compression implicitly, by assuming that word types are the numbers to code, and wrote that given any prescribed multiset of word probabilities, the average number of letters per word (L in our notation above) is minimized if the list of words ranked by decreasing probability, coincides with the list of the V shortest letter sequences, ranked by increasing number of letters (as in equation 2 for the case of only two letters) [20, 365] . In the language of information theory, he addressed the problem of compression under the scheme of optimal non-singular coding. To our knowledge, a formal proof of the optimality of his coding procedure is still lacking. In fact, information-theoretic research has generally neglected the problem of optimal non-singular coding since then, and instead focused on uniquely decodable encoding. The reasons for this are three-fold:
• The primary target of standard information theory are artificial devices (not human brains or natural communication systems).
• The hard segmentation problem that non-singular coding implies if codes are concatenated without separators (word delimiters).
• The waste of time/space that is implied if separators are added to facilitate segmentation [10, p. 105 ].
These considerations may have prevented information theory from providing simple explanations to linguistic laws. The remainder of the article is organized as follows. Section 2 presents a generalization of the problem of compression that predicts the law of abbreviation under an arbitrary coding scheme. This type of compression problem is used to prove that non-singular coding consists of assigning a string as short as possible (preserving nonsingularity) to each number following frequency ranks in ascending order -as expected by Mandelbrot [20] . The coding in Table 3 satisfies this design, while that of Table 2 does not (in the latter, all codes are unnecessarily long except for rank 1). In case of optimal non-singular coding, Section 2 shows that l i is an increasing logarithmic function of i, the frequency rank when N > 1, and a linear function of i when N = 1, giving an exact formula in both cases. These predictions are particular cases of Zipf's law of abbreviation.
The logarithmic relation between length and frequency rank that results from optimal non-singular coding is crucial: it provides a justification for the logarithmic constraint that is needed by the most parsimonious derivation of Zipf's rank-frequency distribution based on the maximum entropy principle [21] . For this reason, Section 3 revisits Mandelbrot's derivation of Zipf's distribution combining optimal non-singular coding, and the maximum entropy (maxent) principle [20] . This adds missing perspectives to his original analysis, and illustrates the predictive capacity of optimal non-singular coding with regards to linguistic laws. Although the distribution of word frequencies is power-law like, an exponential distribution is found for other linguistic units, e.g. part-of-speech tags [22, [116] [117] [118] [119] [120] [121] [122] , colors [23] , kinship terms [23] and verbal alternation classes [23] . Beyond texts, exponential distributions are found in first names in the census or social security records [23] . Non-singular coding and maxent can shed light on the emergence of these two types of distributions. In particular, Section 3 shows how the combination of the maximum entropy principle and optimal non-singular coding predicts two different distributions of ranks depending on the value of N . When N > 1, it predicts equation 1. When N = 1, it predicts an geometric distribution of ranks, namely,
where q is a parameter between 0 and 1. Section 4 then challenges the long-standing believe that random typing constitutes evidence that Zipfian laws (Zipf's rank-frequency law and Zipf's law of abbreviation) can be derived without any optimization or cost-cutting consideration [24, 25, 15, 26] : random typing emerges as an optimal non-singular coding system in disguise. In addition, we investigate various properties of random typing, applying results on optimal coding from Section 2, and providing a simple analytical expression for the relationship between the probability of a word and its rank -a result that Mandelbrot believed to be impossible to obtain [20] .
Section 5 discusses the implications for empirical research on linguistic laws and how compression, optimal coding and maximum entropy can contribute to the construction of a general but compact theory of linguistic laws.
Optimal coding
Here we investigate a generalization of the problem of compression, where L (equation 3) is generalized as mean energetic cost, i.e.
and p i and λ i are, respectively, the probability and the energetic cost of the i-th type. Without any loss of generality, suppose that the types to be coded are sorted by decreasing probability, i.e.
We assume that λ i = g(l i ), where g is a strictly monotonically increasing function of its length l i , i.e. when g(l i ) = l i and l i is the length in symbols of the alphabet, Λ becomes L (Equation 3), the mean code length of standard information theory [10] . The generalization follows from other research on the optimization of communication where the energetic cost of the distance between syntactically related words is assumed to be a strictly monotonically increasing function of that distance [27] . The goal of g is abstracting away from the translation of some magnitude (word length or distance between words) into a real energetic cost. Here we investigate the minimization of Λ when the p i 's are constant (given) as in the standard problem of compression [10] . In the standard problem of compression, the probabilities are given while the magnitudes are lengths of strings following a certain scheme.
Unconstrained optimal coding
The solution to the minimization of Λ when no further constraint is imposed is that all types have minimum length, i.e.
l min is the minimum code length. Then Λ is minimized when l min = 0, the smallest possible length, i.e. all types are assigned the empty string. Then the coding is not non-singular (for V > 1). If empty strings are not allowed then l min = 1. In that case, optimal coding will produce codes that are not non-singular if N < V . One may get codes that are non-singular by increasing N . However, recall that N is constant in the standard problem of compression.
In the standard problem of compression, type probabilities are prescribed. First, we will investigate the problem of compression (minimization of Λ) when the lengths replaced by positive real numbers belong to a given multiset. Second, we will apply the results to the problem of compression in the non-singular scheme (and the magnitudes are the lengths of strings that are non-singular).
Optimal coding with given magnitudes
Suppose that we wish to minimize Λ where the l i 's are taken from a multiset L of real positive values with |L| ≥ V . For instance, the values could be the length in symbols of the alphabet or the duration of the type. An assignment of elements of L to the l i 's consists of sorting the elements of L forming a sequence and assigning to each l i the i-th element of the sequence. For an assignment, only the V first elements of the sequence matter. After an assignment, the l i 's define a subset of L, i.e.
Therefore, L is a given in addition to the p i 's. L allows one to capture arbitrary constraints on word length, beyond the traditional coding schemes (e.g., non-singular coding or uniquely decodable encoding). Perceptibility and distinguishability factors may be preventing the use of very short strings, even under a uniquely decodable scheme. Phonotactics (a branch of phonology) shows that not all possible combinations of phonemes are present in a language. Certain phonemes or combinations are harder (if not impossible) to articulate or perceive. See [28, chapters 3 and 4] for an overview of these concepts and constraints from linguistics.
This problem of compression is more general than the compression problem in standard information theory because:
• l i is generalized as a magnitude, namely a positive real number. The strings, even when the magnitude is a length, are irrelevant.
• In case the magnitudes are string lengths, the non-singular coding scheme is obtained defining L as the lengths of all the different strings that can be formed. Similarly, in case of uniquely decodable coding, the string lengths have to allow one to find strings that produce them while preserving the constraints of the scheme.
These two generalization allow us to shed light on the origins of Zipf's law of abbreviation in human languages, where words do not match perfectly the constraints of traditional schemes, as well as in other species, where the coding scheme is unknown and the magnitude is measured as a time duration, namely a positive real value (e.g., [29, 9] ). Moreover, it is conceivable that certain natural communication systems do not build signs by combining elementary units (such as phonemes or syllables as in human languages) -as assumed by standard information theory -but rather hollistically. Such cases could be implemented as strings of length 1 and their magnitude could be a real number indicating their expected duration. When |L| = V there are as many different assignments as different sequences that can be produced from L. When |L| ≥ V , the solution to the problem of compression consists of finding Λ min , the minimum value of Λ, and the assignments that achieve the minimum, over all the |L| |L| − V ! assignments of elements of L to the l i 's. We will show that Λ min is minimized exclusively by all the assignments from orderings of the elements of L such that the V first elements are the V smallest elements of L sorted in nondecreasing order. Roughly speaking, a nondecreasing order is the outcome of sorting in increasing order. We refer to it as nondecreasing instead of increasing because, strictly, an increasing order can only be obtained if all the values are distinct. There is only one assignment if the values in L are distinct and L = V .
Suppose that n c is the number of concordant pairs of an assignment. (p i , l i ) and (p j , l j ) with i = j are said to be concordant if
where sgn is the sign function, i.e. 2. The sequence l 1 ,...,l i ,...,l V is sorted in nondecreasing order, i.e. n c = 0 over
Proof We proceed proving each direction of the equivalence separately.
(i) Λ = Λ min implies conditions 1 and 2
We will prove the contrapositive, namely that the failure of condition 1 or 2 implies Λ > Λ min .
(a) Suppose that condition 1 fails. Then there is an element l in L\{l 1 , ..., l i , ..., l V } such that l < max(l 1 , ..., l i , ..., l V ), where \ is the multiset difference operator. Suppose that k is the index of a magnitude such that 1 ≤ k ≤ V and l k > l . Assigning l to l i , Λ will decrease strictly because l k > l . Thus, the original value of Λ satisfied Λ > Λ min . (b) Suppose that condition 2 fails. We adapt arguments in previous work [7] . Let the pair (p i , l i ) and (p j , l j ) be such that 1 ≤ i ≤ V and i = j are concordant. Without any loss of generality suppose that i < j. Then p i > p j by equation 6 (the case p i = p j is excluded as the pair is concordant) and l i > l j because the pair is concordant. If we swap l i and l j , then Λ will be become
and then the difference between the final and the initial value of Λ becomes
It is easy to see that Λ > Λ min as we wished because ∆ < 0. Recall that, in this context, p i > p j and l i > l j (as explained above) and that g is a strictly monotonically increasing function.
(ii) Conditions 1 and 2 imply Λ = Λ min We will show the contrapositive, namely that Λ > Λ min implies that condition 1 or 2 fails. Λ > Λ min can happen when condition 1 fails, as we have seen above. Suppose that condition 1 does not fail. Can we conclude that condition 2 fails? Let l for each j such that 1 ≤ j ≤ V and then Λ ≤ Λ min , contradicting Λ > Λ min . Crucially, such particular i prevents the l i s from having the non-decreasing order that is defined by the λ min i 's, leading to n c > 0 as we wished.
The Kendall τ correlation between the p i 's and the l i 's is [30] 
where n d is the number of discordant pairs. (p i , l i ) and (p j , l j ) with i = j are said to be discordant if
An implication of minimum Λ is that the τ (p i , l i ) cannot be positive, namely τ (p i , l i ) ≤ 0. In case of optimal coding, n c = 0 and then
Since n d ≥ 0 one has τ (p i , l i ) ≤ 0, with equality if and only if n d = 0.
Optimal non-singular coding
Under the scheme of uniquely decodable codes, standard information theory tells us that the minimization of L leads to [10] 
which is indeed a particular case of Zipf's law of abbreviation. This corresponds to the minimization of Λ with g as the identity function in our framework. Here we wish to minimize Λ with l i as the length of the i-th most frequent type when only the p i 's are prescribed under the non-singular coding scheme (Fig. 1) . Under non-singular coding, the set of available strings consists of all the different strings of symbols that can be built with an alphabet of size N . There are N l different strings of length l. Let S be the infinite sequence of these strings sorted by increasing length (the relative ordering of strings of the same length is arbitrary). If empty strings are not allowed, the strings in positions 1 to N have length 1, the strings in positions N + 1 to N + N 2 have length 2, and so on as in equation 2 for N = 2.
Corollary 2.2 Optimal non-singular coding consist of assigning the i-th string of S to the i-th most probable type for
Proof We define L as the multiset of the lengths of all the available strings for nonsingular coding (l appears N l times in L). As there is a one-to-one correspondence between an element of L and an available string, the application of theorem 2.1 with g as the identity function gives that
• The sequence l 1 , ..., l i , ..., l V contains the V smallest lengths, and then the codes are the shortest possible strings.
• l 1 , ..., l i , ..., l V is sorted in nondecreasing order, and then the i-th type is assigned the i-th shortest string.
Length as a function of frequency rank in optimal non-singular coding
We aim to derive the relationship between the rank of a type (defined according to its probability) and its length in case of optimal non-singular codes for N ≥ 1. Suppose that p i is the probability of the i-th most probable type and that l i is its length.
The derivation is based on a generalization where the rank i is assigned the shortest possible string that has length l min or greater. Then largest rank of types of length l is
When N > 1, we get
N − 1 and equivalently
Taking logs on both sides of the equality, one obtains
The result can be generalized to any rank of types of length l as
Changing the base of the logarithm to N , one obtains
Alternatively, equation 9 also yields
The case N = 1 is trivial, one has l = i + l min − 1. Therefore, the length of the i-th most probable type is
We conclude that optimal coding with non-singular codes yields that the length of the i-th most probable type follows equation 10 with l min = 1. When N > 1, one obtains
the same conclusion reached by [31] though lacking a detailed explanation.
The maximum entropy principle
Now we turn onto the question of making a safe prediction on the distribution of word ranks in case of optimal non-singular coding. The maximum entropy principle states that [32] Out of all probability distributions consistent with a given set of constraints, the distribution with maximum uncertainty should be chosen.
The distribution of word frequencies has been derived via maximum entropy many times with similar if not identical methods [20, 33, 34, 35, 36, 37, 21] . Depending on the study, the target was Zipf's rank-frequency distribution (equation 1) [20, 34, 36] or its sister law with frequency as the random variable [33, 35] , stating that the n f , the number of words of frequency f , satisfies approximately
with β ≈ 2 [1, 38] . In some cases, maximum entropy is used as an explanation for the ubiquity of power-law like distributions, with Zipf's law for word frequencies or its sister as a particular case [37, 21] . Here we revisit the conclusions of the arguments needed to apply our results on optimal non-singular coding. For simplicity, we focus on the distribution of ranks.
The maximum entropy principle allows one to obtain a distribution that maximizes the entropy of probability ranks, namely,
under certain constraint on cost over the i's and a couple of elementary constraints on the p i 's, i.e. p i ≥ 0 and
[ 39, 40] . For simplicity, we assume a single non-elementary constraint, namely
where c i is the cost of the i-th type. For instance, the cost can be measured in letters. For simplicity, we also assume that V is not finite. See [21] for an analysis of the case of more than one non-elementary constraint and a comparison of the finite versus infinite case. See [40] for some critical aspects of the traditional application of maximum entropy.
In our simple setup, the method leads to distributions of the form
where α is a Lagrange multiplier and
is the partition function. In case of optimal non-singular coding, we have two cases. If N > 1 then c i ≈ log N i for sufficiently large N (equation 10), which transforms equation 11 into a zeta distribution, i.e.
while the partition function becomes
namely the Riemann zeta function. The zeta distribution is an approximation to Zipf's law for word frequencies. When N = 1 then c i = i (equation 10 with l min = 1), which transforms equation 11 into an exponential distribution of word frequencies, i.e.
while
that matches the geometric distribution that is found for certain linguistic units [22, 23] . Although Equation 12 is for a discrete random variable, it has the form of the popular exponential distribution for continuous random variables. That equation actually matches the definition of the customary geometric distribution in equation 4. To see it, notice that Z is the summation of a geometric series where the first term a and the common factor r are the same, i.e. a = r = e −α . Therefore, assuming |r| < 1, i.e. α > 0,
1 − e −α . Then equation 12 can be rewritten equivalently as
The substitution q = 1 − e −α transforms equation 13 into the customary definition of a geometric distribution in equation 4 as we wished.
The optimality of random typing
The results on optimal coding above allow one to unveil the optimality of typing at random, assuming that the space bar is hit with a certain probability and that letters are equally likely [24] . It has been argued many times that random typing reproduces Zipf's rank-frequency distribution, e.g. [24, 41, 42, 43] . In particular, Miller concluded that the law "can be derived from simple assumptions that do not strain ones credulity (unless the random placement of spaces seems incredible), without appeal to least effort, least cost, maximal information, or any other branch of the calculus of variations. The rule is a simple consequence of those intermittent silences which we imagine to exist between successive words." [24] . Similarly, W. Li argued that "random typing shows that a random process can mimic a cost-cutting process, but not purposely." [25] . A similar view is found in reviews of Zipf's law for word frequencies, where optimization and random typing are considered to be different mechanisms [44, 45] . The view of random typing as detached from cost reduction is also found in research on the origins of Zipf's law of abbreviation [15, 26] . Leaving aside the problem of the poor fit of random typing to their original target, i.e. the distribution of word frequencies [46, 47] , these views are also problematic because random typing and least cost are not really independent issues. We will show it through the eye of the problem of compression.
The optimality of random typing can be seen in two ways. One through recoding, namely replacing each word it produces by a another string so as to minimize L under the non-singular coding scheme. The other -indeed equivalent -consists of supposing that random typing is used to code for numbers whose probability matches that of the words produced by random typing. In both cases, we will show that the value of L of a random typing process cannot be reduced and thus it is optimal. Put differently, we will show that there is no non-singular coding system that can do it more efficiently (with a smaller L) than random typing.
It is easy to see that the strings that random typing produces are optimal according to Corollary 2.2. Recall that the probability of a "word" w of length l in random typing is [46, p. 838] 
where l is the length of w, p s is the probability of producing the word delimiter (a whitespace), N is the size of the alphabet that the words consist of (N > 0) and l min is the minimum word length (l min ≥ 0). Hereafter we asussume for simplicity that 0 < p s < 1. If p s = 0, strings never end. If p s = 1, all the strings have length l min and then random typing has to be analyzed following the arguments for unconstrained optimal coding in Section 2.1. We will show that after sorting nondecreasingly all possible strings of length at least l min that can be formed with N letters, the i-th most likely type of random typing receives the i-shortest string. First, equation 14 indicates that all words of the same length are equally likely and p l+1 (w) ≥ p l (w) for l ≥ l min because p s , l min and N are Table 4 . The probability (p i ), the length (l i ) of the i-th most frequent string (code) or random typing with N = 2 and l min = 1. l i is calculated via equation 10 with N = 2 and l min = 1. p i is calculated applying l min = 1, N = 2 and l i to equation 16 .
constants. Therefore, the ranks of words of length l are always larger than those of words of length l + 1. Keeping this property in mind, words of the same length are assigned an arbitrary rank. Second, p l (w) > 0 for all the N l different words of length l that can be formed. Therefore, all available strings of a given length are used. The optimality of random typing for N = 2 and l min = 1 can be checked easily in Table 4 . The exact relationship between rank and length in random typing will be derived below.
Random typing satisfies a particular version of Zipf's law of abbreviation where the length of a word (l) is a linear function of its probability (p), i.e.
where a and b are constants (a < 0). Namely, the probability of a word is determined by its length (the characters constituting the words are irrelevant), equation 14 allows one to express l as a function of p(w). Rearranging the terms of equation 14, taking logarithms, and replacing p(w) by p, one recovers equation 15 with
Does random typing also satisfy Zipf's law for word frequencies (equation 1)? Mandelbrot was aware "that the relation between rank and probability is given by a step function" for the random typing model we have considered here, but he argued that "such a relation cannot be represented by any simple analytic expression" [20, 364] . Knowing that random typing is optimal from the standpoint of non-singular coding it is actually possible to obtain a simple analytic expression for p i , the probability that random typing produces a word of rank i. Replacing p l (w) by p i and l by l i , equation 14 becomes where l i the length of the word of rank i that is given by equation 10. To our knowledge, this is the first exact equation for p i . In previous research, only approximate expressions for p i have been given [24, 41, 20, 42] . Figure 2 shows p i versus i for N = 26 and p s = 0.18 (panel a). These are the parameters that Miller used in his classic article on random typing to mimic English [24] . The stepwise shape can be smoothed by introducing a bias towards certain letters (in the original setup, all letters are equally likely) [42, 47] or by reducing N as much as possible (reducing N is a particular case of bias that consists of turning 0 the probability of certain symbols). Figure 2 b) shows the smoothing effect of N = 2 (corresponding to the examples given in Table 4 ). Notice that N cannot be reduced further: we have shown above that N = 1 transforms the distribution of ranks of random typing into a geometric distribution.
Discussion
In his pioneering research, Zipf found a tendency of more frequent words to be shorter. He termed this observation the law of abbreviation. However, he never proposed a functional dependency or mathematical model for the relationship between frequency and length. Traditionally, quantitative linguistics research has been based on the fit of power-law like models [48, 49] . Surprisingly, the predictions of information theory have largely been neglected. Optimal uniquely decodable coding predicts the relationship l i ≈ − log p i [10] , but logarithmic models are rarely considered. The same problem concerns parallel quantitative linguistics research where frequency is replaced by the frequency rank (see [49, p. 274] and references therein): although optimal non-singular coding predicts that l i ≈ log i, as we have shown here, such a functional dependency has rarely been studied. A notable exception is the work by Hammerl [50] , where both the relationship l i ≈ log p i and l i ≈ log i are considered. He explains that Guiraud derived l i ≈ log i by "purely combinatorial considerations, where all possible combinations of letters in the respective languages were allowed" [50] . Unfortunately, we have not been able to find a proper reference to Guiraud's work. Therefore, we cannot tell if Guiraud was following some optimization hypothesis akin to optimal singular-coding or if he actually provided an exact formula like ours. Our findings have practical implications for empirical research on the law of abbreviation as an indication of optimal coding. First, it is usually assumed that a significant negative correlation between frequency and magnitude is needed for efficient coding [5, 29, 51, 9] . Our analyses indicate that a non-significant correlation can still be associated with efficient coding. For instance, we have seen that optimal coding with prescribed probabilities and magnitudes coming from some given multiset is equivalent to τ (p i , l i ) ≤ 0. The same conclusion can be reached from optimal uniquely decodable coding, where all strings must have the same length when types are equally likely (recall equation 8). Therefore, the influence of compression could be wider than commonly believed. What cannot be attributed to compression is the significant positive correlation between frequency and magnitude that has been found in a subset of the repertoire of chimpanzee gestures (full body gestures) [9] , and also in computer experiments with neural networks [26] .
Although we have unveiled the optimality of random typing, we emphasize that we have done it only from the perspective of optimal non-singular coding. The fact that random typing and optimization are not independent issues as commonly believed [24, 25, 15, 26] , does not imply that random typing satisfies to a sufficient degree the optimization constraints imposed on human language.
We have investigated a problem of optimal coding where magnitudes stem from a given multiset of values. The problem is related to other mathematical problems outside coding theory. Notice that Λ can be seen as a scalar product of two vectors, i.e. p = {p 1 , ..., p i , ..., p V } and λ = {λ 1 , ..., λ i , ..., λ V } and L as a scalar product of p and l = {l 1 , ..., l i , ..., l V }. When |L| = V the problem is equivalent to minimizing the scalar (or dot) product of two vectors (of positive real values) over all the permutations of the content of each vector [52] . By the same token, the problem is equivalent to minimizing the Pearson correlation between p and λ when the content (but not the order) of each vector is preserved. Recall that the Pearson correlation between p and λ can be defined as [30] 
where µ x and σ x are, respectively, the mean and the standard deviation of vector x. The link with Pearson correlation goes back to the original coding problem: such correlation has been used to find a concordance with the law of abbreviation that is in turn interpreted as a sign of efficient coding [29] . According to equation 17, such correlation turns out to be a linear transformation of the cost function. Put differently, minimizing Λ with prescribed p i s and with λ i as the indentity function (as it is customary in standard coding theory), is equivalent to minimizing the Pearson correlation at constant mean and standard deviation of both probabilities and magnitudes. Therefore, the Pearson correlation is a measure of the degree of optimization of a system when these means and standard deviations are constant (it is implicit that the standard deviations are not zero, otherwise the Pearson correlation is not defined).
We have seen that optimal non-singular coding predicts both a form of Zipf's law of abbreviation as well as a power-law distribution consistent with Zipf's law for word frequencies when combined with the maxent principle, revisiting an old argument by Mandelbrot [20] . The capacity of maxent to obtain Zipfian laws as well as the less popular exponential distribution of parts-of-speech [22] suggests that the principle should be considered as critical component of a compact theory of linguistic patterns in general. For instance, p(d), the probability that two syntactically related words are at distance d (in words), exhibits an exponential decay that has been derived with the help of a combination of maxent and a constraint on the average value of d [53] .
The principle of maximum entropy used to derive Zipf's law for word frequencies ensures that one is maximally uncertain about what one does not know [32] . In the context of natural languages, a further justification of the use of the principle is that I(S, R), the mutual information between words (S) and meanings (R) satisfies
I(S, R) ≤ H(S),
where H(S) is the entropy of words, namely the entropy of word probability ranks as defined above. The inequality in equation 18 follows from elementary information theory [10] , and has been applied to investigate the properties of dual optimization models of natural communication [54] . I(S, R) is a measure of the capacity of words to convey meaning: maximizing I(S, R) one promotes that words behave like meaning identifiers [16, Section 3] . Therefore, equation 18 suggests that the maximum entropy principle in the context of word entropy maximizes the potential of words to express meaning. The hypothesis of pressure to maximize H(S) is supported by the skew towards the right that is found in the distribution of H(S) in languages across the world [55] . The challenge of mathematical modelling is to find a compromise between parsimony and predictive power [56] . Concerns about parsimony are a recurrent theme when modelling Zipf's law for word frequencies [20, 21, 16] . As for maximum entropy models, it has been argued that Shannon entropy and a logarithmic constraint offer the simplest explanation for the origins of the law [21] . However, the argument is incomplete unless a justification for such a constraint is provided. Here we have shown how the logarithmic constraint follows from optimal non-singular coding. There are many possible explanations for the origins of Zipf's law based on maximum entropy [20, 33, 57, 34, 35, 36, 37, 21] , and many more through other means [44, 45] , but only compression can shed light on the origins of both Zipf's law for word frequencies and Zipf's law of abbreviation. The explanation of Zipf's law for word frequencies should not be separated from the explanation of other quantitative laws. Otherwise, the space of possible models is not sufficiently constrained [58] , and the resulting "theory" is not a well organized theory but a patchwork of models [16] .
Our theoretical framework is highly predictive in at least two senses. First, optimal coding predicts Zipf's law of abbreviation, but adherence to a traditional scheme (non-singular coding or uniquely decodable coding) is not necessary. It suffices to assume that the magnitudes come from some predefined multiset. Second, its applicability goes beyond laws from Zipf's classic work. It can also be applied to Menzerath's law, the tendency of more constructs with more parts to be made of smaller parts, i.e. the tendency of words with more syllables to be made of shorter syllables [59] . Taking the number of parts of constructs as probabilities of types (p i 's) and the size of the parts as magnitudes (l i 's) and simply assuming that the number of parts are constant, Menzerath's law follows applying theorem 2.1 [60] . This allows one to put forward optimization as a possible hypothesis to explain the pervasiveness of the law in nature (e.g. [61, 62, 60] ).
