Multi-criteria recommender systems have been increasingly valuable for helping consumers identify the most relevant items based on diferent dimensions of user experiences. However, previously proposed multi-criteria models did not take into account latent embeddings generated from user reviews, which capture latent semantic relations between users and items. To address these concerns, we utilize variational autoencoders to map user reviews into latent embeddings, which are subsequently compressed into lowdimensional discrete vectors. The resulting compressed vectors constitute latent multi-criteria ratings that we use for the recommendation purposes via standard multi-criteria recommendation methods. We show that the proposed latent multi-criteria rating approach outperforms several baselines signifcantly and consistently across diferent datasets and performance evaluation measures.
INTRODUCTION AND RELATED WORK
The feld of recommender systems has experienced extensive growth in many research directions over the last decade [2, 18] , including the area of multi-criteria recommendations [1, 11, 12, 19] . For example, several prominent websites from Zagat to TripAdvisor collect multi-criteria ratings to measure quality of items shown on their sites that can subsequently be used for recommendation purposes.
Previous researchers try to improve accuracy of multi-criteria recommender systems in various ways, including Support Vector Regression [11] or the halo efect [19] . However, most of the methods do not take the information contained in user reviews into Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for proft or commercial advantage and that copies bear this notice and the full citation on the frst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specifc permission and/or a fee. Request permissions from permissions@acm.org. RecSys '19, September 16-20, 2019 [4] . Some researchers propose to utilize aspect information [3, 6, 17, 22] from user reviews for multi-criteria recommendations. Although useful, these papers do not consider the latent semantic information contained in user reviews, which is benefcial for understanding users' true experiences and expectations [23] . Besides, user reviews contain high-dimensional user feedback information beyond aspects, while the multi-criteria ratings collected by the online platforms are limited by low-dimensional pre-defned criteria, which may not fully represent multiplicity of user experiences. Moreover, some of the multi-criteria ratings might be missing, thus limiting performance of explicit multi-criteria rating methods [1] .
To address these concerns, it's natural to map the user reviews into latent embeddings and incorporate these embeddings into the recommendation process. However, typical review embeddings are noisy and high-dimensional, which signifcantly increases the difculty of computation and optimization. To resolve this issue, prior literature proposed to compress text embeddings with reasonable semantic segmentation into low-dimensional discrete vectors [5, 20] , showing that the compressed vectors manage to achieve better performance in sentiment analysis and machine translation tasks. In this paper, we extend this idea from text analysis to multi-criteria recommender systems and propose to use these "compressed vectors" as latent multi-criteria ratings for recommendation purposes.
Specifcally, we propose to extract latent multi-criteria ratings from the user reviews using the variational autoencoder [14] . Furthermore, we map the reviews into latent embeddings to represent high-dimensional user experiences, and then perform embedding compression (e.g., using Gumbel-Softmax Reparameterization [10, 16] ) to compress them into low-dimension discrete vectors, which constitute the latent multi-criteria ratings for recommendations. We empirically validate the proposed method on three datasets and demonstrate that our approach outperforms several important baselines consistently and signifcantly in terms of various recommendation accuracy measures.
Note that, the proposed latent multi-criteria ratings method has the following advantages over the method using multi-criteria ratings explicitly provided by the users:
• It is not limited by the pre-defned criteria to model user experiences. • It does not require to collect multi-criteria feedback from the user. • It does not need to deal with the missing values problem for multi-criteria ratings.
• It captures latent interactions between users and items, thus
providing several benefts reported in [23] .
In this paper, we make the following contributions. We propose a novel method that automatically generates latent multi-criteria ratings from user reviews by combining autoencoding and embedding compression techniques for multi-criteria recommendations. We also empirically demonstrate that our approach outperforms the selected baseline models consistently and signifcantly on three datasets across various experimental settings.
METHOD
In this section, we introduce the proposed model for latent multicriteria recommendations by combining autoencoding and embedding compression techniques, as presented in Figure 1 . In Stage 1, we use the variational autoencoder to project the user reviews onto a latent continuous space, and then utilize embedding compression techniques to compress embeddings obtained in the previous stage into discrete latent ratings during Stage 2. Finally in Stage 3, we apply various multi-criteria recommendation algorithms on the latent ratings to produce recommended items.
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Stage 1: Review Encoding
To project the discontinuous user reviews into latent continuous embeddings, we follow the idea of autoencoding [21] and implement the bidirectional GRU [7] neural networks as the encoder and the decoder respectively. Compared with classical models like RNN or LSTM, GRU is computationally more efcient and better captures semantic meanings [8] .
During the training process, every word w in the review s = 1 2 {w , w , · · · , w N s } is mapped to their corresponding word indexes in the pre-defned vocabulary V . Both the input and the output of the constructed autoencoder are the sequences of indexes. To illustrate the GRU learning procedure, we denote [W z ,W r , U z , U r ] as the weight matrices of current information and the past information for the update gate and the reset gate respectively. x t is the index vector input at the timestep t, h t stands for the output vector, z t denotes the update gate status and r t represents the status of reset gate. The hidden state at timestep t could be obtained following these equations:
By iteratively calculating hidden step throughout every time step, we obtain fnal hidden state at the end of the sentence, which constitutes the review embeddings R = h N s that captures the latent semantic information of user reviews.
Stage 2: Embedding Compression
Note that, review embeddings obtained in Stage 1 are noisy and of high-dimensions, which signifcantly afect the performance of recommendation system. This motivates us to utilize embedding compression methods for efcient learning. We denote that the embedding matrix R consists of |S | embedding vectors with H dimensions, where |S | refers to the total number of reviews in the dataset. Given the arbitrary number K and M, our goal is to fnd out discrete codes of dimension K (K << H ) that take integer value ranging from 1 to M in the latent dimension.
Inspired by the Gumbel-Softmax reparameterization method [10, 20] , we conduct the embedding compression process using the compositional code learning method that parameterizes the discrete codes onto continuous distributions. The Gumbel-Softmax technique [9, 16] provides a simple and efcient way to get samples z from a categorical distribution with class probabilities π :
where д i are drawn from the Gumbel distribution and one − hot stands for the one-hot function that transforms the data to a binary one-hot encoding. We use the softmax function as the continuous diferentiable approximation to the argmax function, so that the generated sample vectors would be:
where γ represents the temperature of the softmax function. Therefore as discussed in [20] , if we reverse the entire sampling process described above, we can learn the discrete codes from our continuous embeddings. Specifcally, given the number of latent dimensions K, we frst apply the matrix factorization [15] to get the top-K factor for that Í K embedding matrix: R = =1 D i A i where A i ∈ R K * H is the basis i matrix for the i − th component. Therefore, the learning of discrete codes would be equivalent to the learning of a set one-hot Í K vectors d i so that R = =1 A T i d i Furthermore, we assume that w i w the discrete vectors d i are sampled from a prior distribution via w Gumbel-Softmax Reparameterization method [20] by minimizing the reconstruction loss compared with the origin embedding matrix,
where R ′ stands for the embedding matrix reconstructed from the s compressed codes we get. We optimize the prior parameters π i and д i . Finally, the compressed vectors for each review embeddings D w could be obtained by applying arдmax to the one-hot vectors d w i .
Stage 3: Multi-Criteria Recommendation
When we compressed continuous review embeddings R into discrete latent embeddings D w as described in Stage 2, we select the dimension of discrete codes K corresponding to the dimension of collected multi-criteria ratings, and also select the range of each latent dimension M matching with the range of organic multi-criteria ratings. In that sense, we could treat these compressed vectors D w as the latent multi-criteria ratings and then utilize these multicriteria ratings for recommendation purposes, shown as Stage 3 in Figure 1 . Note that, unlike traditional cases, the latent multi-criteria ratings are not specifed by the users but obtained from the reviews as described in the previous stages. We conduct the multi-criteria recommendations using the state-of-the-art methods introduced in [1] .
To summarize, we propose to uniquely combine the method of variational autoencoders with the embedding compression techniques to learn the latent multi-criteria ratings from user reviews for multi-criteria recommendation purposes. In the next section, we experimentally demonstrate the superiority and efectiveness of the proposed approach. 
EXPERIMENTS AND RESULTS
Experimental Settings
We implement the model on the following datasets: Yelp Challenge Dataset 1 Round 8 and Round 11 of restaurant recommendations and on TripAdvisor Dataset 2 of hotel recommendations that contain user reviews, as well as multi-criteria feedback. The diference between two Yelp datasets is the time when the data is collected: Round 8 dataset is collected in 2016, while Round 11 dataset is collected in 2018. To avoid the sparsity and the cold start problems, we only consider users that rate at least fve items, restaurants that have been rated by at least ten users and hotels that have been rated by at least fve users. The basic statistics of the fltered datasets are shown in Table 1 .
To demonstrate the efectiveness of the proposed latent multicriteria rating (LatentMC) model, we select several multi-criteria rating models for comparison, including:
• MC: the multi-criteria ratings explicitly specifed by the users in the three datasets. • Overall: the overall ratings in the three datasets.
• Embedding: the uncompressed review embeddings obtained in Stage 1 (see Figure 1 ) as latent multi-criteria ratings in the three datasets. • Aspect: the extracted aspect ratings [3] as multi-criteria ratings in the three datasets. • PCA: the top-k factors extracted using Principal Component Analysis [13] as latent multi-criteria ratings in the three datasets.
Also, to evaluate recommendation performance, we implement the state-of-the-art multi-criteria recommendation models introduced in [1] , including KNN, SlopeOne, CoCluster, Support Vector Regression (SVR) and Aggregate Function. The frst three models are adjusted to their multi-criteria recommendation versions by calculating similarities using multi-criteria ratings instead of only overall ratings.
Experimental Results
We conduct the 5-fold cross-validation recommendation experiments and report the performance results on the test set. As shown in Table 2 , our proposed LatentMC model outperforms the baselines consistently and signifcantly across diferent datasets, performance measures and algorithms. For example using Aggregate algorithm, the Pre@1, Pre@5, Rec@1, Rec@5 measures for the three datasets improve by 1.73%, 1.56%, 6.05%, 1.29%, 1.91%, 2.32%, 4.03%, 2.00%, 2.52%, 4.86%, 5.47% and 1.99% respectively compared to the second-best baseline models. In general, we obtain over 2% accuracy improvements in most of the cases.
Furthermore, we make the following observations. First, compared with the recommendation results directly using uncompressed review embeddings, the latent compressed multi-criteria rating method achieves better performance. The improvement is achieved through the compression process that cleans up the noisy highdimensional embedding vectors and extracts the essence of the reviews. Second, we observe that review-based multi-criteria recommendation model performs better that the non-review recommendation model, even without using the explicit multi-criteria rating information. This indicates that user reviews contain richer and high-dimensional information, compared to low-dimensional multi-criteria ratings. Thus, it is crucial to properly model user reviews in the recommendation process. Finally, the latent rating method outperforms the explicit rating models because they capture the latent semantic information within user reviews, which supports the general advantages of using latent methods in text analysis [23] .
Conclusions
To conclude, the latent multi-criteria ratings generated by the proposed model achieve signifcantly better performance for multicriteria recommendations in comparison to the alternative methods. In addition, it has the following natural advantages over classical Table 2 : Experiment results on three datasets. * stands for signifcance under 95% confdence multi-criteria recommendation approaches. First, it is not limited by the pre-defned criteria and missing values to model user experiences. Second, it does not require to collect multi-criteria feedback from the user. Third, it captures latent interactions between users and items, which provide several benefts reported in [23] .
As the future work, we would like to improve the latent multicriteria rating generation process even further. Also, we plan to study the semantic meaning and interpretability of the latent multicriteria ratings.
