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Abstract
Research on stock price prediction and trading model using evolutionary computation
has been done in recent years. As we know, prediction in the stock market is quite
difficult for a number of reasons. First, the ultimate goal of our research is not to min-
imize the prediction error, but to maximize the profits. Second, the weak relationships
among variables tend to be nonlinear, and they may hold only in limited areas of the
search space. Finally, since the stock market data are given in an event-driven way,
they are highly influenced by the indeterminate dealing. Generally speaking, there
are two kinds of methods for predicting stock prices and determining the timing of
buying or selling stocks: one is fundamental analysis which analyzes stock prices us-
ing the financial statement of each company, the economic trend and movements of
the exchange rate; the other is technical analysis which analyzes numerically the past
movement of stock prices. The proposed method belongs to technical analysis since
it determines the stock trading actions based on the technical indices such as Relative
Strength Index, MACD, Golden/Dead Cross and so on.
The most recent literature in the related fields exposed Portfolio Optimization, In-
vestment Strategy Determination, and Market Risk Analysis as three major trends in
the utilization of evolutionary algorithms. Our research focuses on the problem of
Investment Strategy Determination and Portfolio Optimization through the use of Ge-
netic Network Programming (GNP) with reinforcement learning technique. The objec-
tive of this work is to provide an unique technique of decision-making for investors.
First, it presents a stock trading model based on GNP and Sarsa learning by the use of
Importance Index (IMX) and candlestick charts. Appropriate trading actions can be de-
termined with the proposed model depending on the situation. Second, it extends an
application of GNP with control node (GNPcn) to the portfolio optimization problem.
Third, it proposes a new method name Genetic Relation Algorithm (GRA) and applies
ii
it to the large-scale portfolio selection problem.
Three advances were made in the study including the efficient stock trading rules,
multi brands optimization and portfolio selection. The main realized results are pre-
sented as below.
1. Efficient stock trading rules using Genetic Network Programming with reinforce-
ment learning
It has been clarified that GNP is an effective method mainly for dynamic problems
since GNP represents its solutions using graph structures, which contributes to creat-
ing quite compact programs and implicitly memorizing past action sequences in the
network flows. When GNP is combined with Sarsa learning, an effective stock trading
model can be made and it has two advantages: one of them is online learning, and
another advantage is the combination of a diversified search of GNP and an intensified
search of Sarsa. Moreover, Importance Index (IMX) and candlestick charts are intro-
duced for stock trading decision making. The simulation results show that GNP-Sarsa
has obtained good profits and outperforms many other tradition methods in the evo-
lutionary computation field.
Furthermore, in order to improve the performance of GNP-Sarsa algorithm, we
develop an enhanced stock trading model for adapting to the change of stock prices,
which is called Real Time Updating Genetic Network Programming (RTU-GNP). Com-
pared with GNP-Sarsa, the RTU-GNP method makes a stock trading decision consid-
ering both the recommendable information of technical indices and candlestick charts
according to the real time stock prices, in which sliding window is introduced to the
model. Also, as another new point, we propose a method that can learn the appro-
priate function describing the relation between each technical index and the IMX. The
experimental results show that RTU-GNP can get more profits than traditional meth-
ods, while the period of sliding window is set as 7 days.
2. A portfolio optimization model using Genetic Network Programming with con-
trol nodes
This is an extended method of GNP-Sarsa, which can deal with multi brands in a port-
folio simultaneously. Since GNP has a directed graph structure, GNPcn has improved
the performance of GNP by extending the evolutionary method of it, i.e., the breadth
iii
and depth of searching space for GNP. The main problem that we have solved in this
part is how to allocate the available capital to different stock brands in order to maxi-
mize the profit. The efficiency of GNPcnmodel has been confirmed by the experimental
results.
3. A portfolio selection model using Genetic Relation Algorithm and Genetic Net-
work Programming
The third part presents a new approach named Genetic Relation Algorithm (GRA),
which is designed for the portfolio selection. Given the investor’s objectives and eco-
nomic conditions, we can find out what stock brands to include in an optimal portfolio
by using the proposed GRA method, and thus maximize the expected return and min-
imize risk simultaneously. In order to pick up the most efficient portfolio from a large
number of brands, GRA considers the correlation coefficient between stock brands as
strength, which indicates the relation between nodes in GRA individuals. The algo-
rithm evaluates the relationships between stock brands using a specific measure of
strength and generates the optimal portfolio in the final generation. The performance
of the portfolio selected with GRA is confirmed by the GNPcn stock trading model.
Moreover, a new genetic operator named guided mutation has been developed in the
final part, with which the resultant solution can hopefully fall in or close to a promising
area. Therefore, the exploitation ability of evolution has been improved. By carrying
out the simulations, GRA with guided mutation (GRA/G) shows the effectiveness for
portfolio selection.
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Chapter 1
Introduction
1.1 Evolutionary Computation
Evolutionary Computation (EC) [1]-[13] is well-known for producing the solutions in
optimization problems based on change, composition and selection. Since EC tech-
niques can deal with complex optimization problems better than traditional techniques,
they have attracted increasing attentions in recent years for solving the optimization
problems. They are more robust than traditional methods based on formal logics or
mathematical programming for many real world applications. In this research, EC has
been found particularly useful in the financial field.
As we know, many optimization problems from economic and industrial world, in
particular the financial problems, are very complex in nature and quite hard to solve by
conventional techniques. Since 1960s, there has been an increasing interest in imitating
living beings to solve such kinds of hard problems. Simulating natural evolutionary
process of human beings results in stochastic optimization techniques called Evolu-
tionary Computation that can often outperform conventional methods when applied
to difficult real world problems. There are currently four main avenues of this research:
Genetic Algorithm (GA) [1], [2], Evolutionary Programming (EP) [3], Evolution Strate-
gies (ESs) [4], [5] and Genetic Programming (GP) [6], [7]. Among them, GA and GP are
perhaps the most widely known types of Evolutionary Computation today. And the
proposed method in our research is an extension of GA and GP.
When Evolutionary Computation techniques are applied to the real world, several
EC components should be considered. Firstly, we decide the genetic representation of
solution. Secondly, we define the fitness evaluation of the solution using the objective
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functions. Lastly, genetic operators such as crossover operator, mutation operator and
selectionmethods are applied to the population of EC. These implementation processes
are repeated until the predefined generation number is satisfied or the optimal solution
is reached.
EC has received considerable attention regarding their potential as a novel opti-
mization technique. There are three major advantages when applying EC to optimiza-
tion problems:
1. Adaptability: EC does not have much mathematical requirements about the opti-
mization problems. Due to the evolutionary nature, EC will search for solutions
without regard to the specific inner workings of the problem. EC can handle any
kind of objective functions and any kind of constraints, i.e., linear or nonlinear,
defined on discrete, continuous or mixed search spaces.
2. Robustness: The use of evolution operators makes EC very effective in perform-
ing global search, while most of conventional heuristics usually perform local
search. It has been proved by many studies that EC is more efficient and more
robust in locating optimal solution and reducing computational effort than other
conventional heuristics.
3. Flexibility: EC provides us a great flexibility to hybridize with domain-dependent
heuristics to make an efficient implementation for a specific problem.
1.2 Motivation and Objective
Prediction in financial domains, especially in stock market is quite difficult for a num-
ber of reasons. First, the ultimate goal of our research is not to minimize the prediction
error, but to maximize the profits. It forces us to consider a large number of indepen-
dent variables, thereby increasing the dimensionality of the search space. Second, the
weak relationships among variables tend to be nonlinear, and may hold only in limited
areas of the search space. Especially, the data in stock markets are highly time-variant
and changing every minute. Third, the stock market data are given in an event-driven
way. They are highly influenced by the indeterminate dealing. In financial practice, the
key is to find the hidden interactions among variables.
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Traditional investment activities are based on technical analysis, market sentiment
(asymmetric information, rumors, noise trading) and imitative behaviors. This leads to
unjustified bias in decision making. To remove such subjectivity, in this thesis, we try
to provide an integrated intelligent model for the investors to decide whether to buy or
sell the stocks and how to select the stocks in a portfolio. The objective of this work is
to provide two main investment strategies: one is for stock trading based on technical
analysis, and the other is for portfolio optimization.
To facilitate this objective, we construct the stock trading model and portfolio opti-
mization systems using Genetic Network Programming (GNP) [14]-[19] with reinforce-
ment learning [26]-[32] for stock brands that are trained with data from Japan’s stock
market.
1.3 Structure of This Thesis
This thesis falls naturally into three parts, which are relatively independent:
 Study of trading rules on stock markets using Genetic Network Programming
with reinforcement learning (Chapters 2 and 3).
 A portfolio optimization model using Genetic Network Programming with con-
trol nodes (Chapter 4).
 A Portfolio Selection Model using Genetic Relation Algorithm and Genetic Net-
work Programming (Chapter 5 and 6).
The first two parts form the main body of the thesis, and they are both devoted to
the study of stock trading systems. The first part probably contains the most significant
experimental results; this is reflected in the choice of thesis title. The second part can be
viewed as a description of portfolio optimization model that play a supporting role in
the first part. However, there will also turn out to be a surprising reciprocal connection,
namely that results from the first part will provide a much-needed explanation for the
success of a very efficient algorithm in the second part. The intertwining of these two
subject areas had turned out to be one of the most beautiful surprises in this body of
research.
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The third part forms essentially separate topic, and can therefore be read indepen-
dently. However they do share with the rest of the thesis the common theme of invest-
ment strategy: the third part presents a new approach to the portfolio selection, which
can be applied to the stock trading model described in the first two parts.
The goals and subject matter of the three parts are sufficiently different with each
other, which now follow the individual introductions as below.
1.3.1 Chapters 2 and 3: Study of trading rules on stock markets using Ge-
netic Network Programming with reinforcement learning
We have proposed Genetic Network Programming (GNP) [14]-[19] as an extended
method of Genetic Algorithm [1], [2] and Genetic Programming [6]-[25]. It has been
clarified that GNP is an effective method mainly for dynamic problems since GNP rep-
resents its solutions using graph structures, which contributes to creating quite com-
pact programs and implicitly memorizing past action sequences in the network flows.
In Chapter 2 we propose an extended algorithm of GNP which combines evolution
and reinforcement learning [26]-[32], i.e., Genetic Network Programming with Sarsa
Learning (GNP-Sarsa). GNP-Sarsa has two advantages: one of them is online learn-
ing, and another advantage is the combination of a diversified search of GNP and an
intensified search of Sarsa. The detailed explanation is presented in the latter parts.
Generally speaking, there are three important points in the proposed method. First,
we combine GNP and Sarsa Learning which is one of the reinforcement learning meth-
ods, while Importance Index (IMX) and candlestick charts are introduced for efficient
stock trading decision making. Second, although there are so many technical indices in
the technical analysis, GNP with Sarsa can select appropriate indices and candlestick
charts to judge the buying and selling timing of stocks. The third point is that sub-
nodes are introduced in each node to determine appropriate trading actions and select
stock price information depending on the situation.
In Chapter 3 we introduce an enhanced stock trading model based on the GNP-
Sarsa algorithm for adapting to the change of stock prices, which is called Real Time
Updating Genetic Network Programming (RTU-GNP). Comparedwith GNP-Sarsa, the
RTU-GNP method makes a stock trading decision considering both the recommend-
able information of technical indices and candlestick charts according to the real time
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stock prices, in which sliding window is introduced to the model. Moreover, in order
to improve the performances of the previous GNP-Sarsa algorithm, we propose a new
method in Chapter 3 that can learn the appropriate function describing the relation be-
tween each technical index and the IMX. This is an important point that devotes to the
enhancement of the traditional algorithm.
1.3.2 Chapter 4: A portfolio optimization model using Genetic Network
Programming with control nodes
Since GNP-Sarsa stock trading model is introduced in the previous part, which can
generate trading rules for individual stock brand efficiently, an extended method is
needed to deal with multi-brands in a portfolio simultaneously.
In order to extend the functions of conventional GNP, Genetic Network Program-
ming with control nodes (GNPcn) is developed. Since GNP has a directed graph struc-
ture, the aim of GNPcn is to improve the performance of GNP by extending the evolu-
tionary method of it, i.e., the breadth and depth of searching space for GNP.
In Chapter 4 an application of GNPcn to the portfolio optimization problem is stud-
ied. Portfolio optimization in the stock market consists of deciding what brands to
include in a portfolio given the investor’s objectives and economic conditions. The al-
ways difficult selection process includes identifying which brands to purchase, how
much, and when. A rational investor needs to consider not only maximizing the profit
of the investment, but also minimizing the uncertainty or risk resulting from the fluctu-
ations that are expected in the value of the portfolio. The main problem in this chapter
is how to allocate the available capital to different stock brands in order to maximize
the profit.
1.3.3 Chapter 5 and 6: A portfolio selection model using Genetic Relation
Algorithm and Genetic Network Programming
The final part forms essentially separate topic, and can therefore be read independently.
However it shares the common theme of investment strategy with the rest of the the-
sis: the third part presents a new approach named Genetic Relation Algorithm (GRA),
which is designed for the portfolio selection especially.
In Chapter 5 we present an application of the evolutionary computation method
named Genetic Relation Algorithm (GRA) to the problem of portfolio selection. In
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the conventional portfolio optimization problems, given the investor’s objectives and
economic conditions, wewant to find out what assets to include in an optimal portfolio,
in order to maximize the expected return and minimize risk simultaneously. Since the
number of brands in the stock market is generally very large, techniques for selecting
the effective portfolio are likely to be of interest in the financial field.
Due to the bottlenecks of other traditional Artificial Intelligence (AI) approaches,
GRA is developed and firstly applied to the portfolio selection problem. In order to
pick up the most efficient portfolio from a large number of brands, the proposed model
considers the correlation coefficient between stock brands as strength, which indicates
the relation between nodes in GRA. The algorithm evaluates the relationships between
stock brands using a specific measure of strength and generates the optimal portfolio
in the final generation. The performance of the portfolio selected with GRA is con-
firmed by the GNPcn stock trading model. Generally speaking, the contributions of
the proposed method are as follows: first, in the conventional Markowitz methods, a
combination of brands is given, then the distribution ratio of the capital to each brand
is determined by considering the return and risk. However, in the proposed GRA
method, the best combination of stocks is selected from a large number of brands by
considering the correlation coefficients of the brands. Then, the distribution of ini-
tial capital and the trading strategy are determined by GNPcn. Second, the number
of stock brands in the best portfolio can be flexibly defined by users since the brands
correspond to nodes in the GRA individuals.
In order the improve the performance of GRA portfolio selection model, Chapter 6
takes a different approach by applying Genetic Relation Algorithm with guided muta-
tion (GRA/G) and GNPcn to construct a portfolio selection and stock trading model.
In a sense, the proposed model is an integrated intelligent model. Especially, guided
mutation can be regarded as an improvement of the conventional mutation operators,
with which the resultant solution can hopefully fall in or close to a promising area. In
such a way, the similarity between an offspring and its parent can be controlled to some
extent. The main feature of GRA/G is that, guided mutation generates offspring ac-
cording to the average value of correlation coefficients in each GRA individual, which
means to enhance the exploitation ability of evolution.
Chapter 2
Trading Rules on Stock Markets
Using Genetic Network
Programming with Sarsa Learning
2.1 Introduction
Evolutionary Computation is well-known for producing the solutions in optimization
problems based on change, composition and selection. We have proposed Genetic Net-
work Programming (GNP) [17]-[19] as an extended method of Genetic Algorithm (GA)
[1], [2] and Genetic Programming (GP) [6], [7]. It has been clarified that GNP is an ef-
fective method mainly for dynamic problems since GNP represents its solutions using
graph structures, which contributes to creating quite compact programs and implic-
itly memorizing past action sequences in the network flows. Moreover, we proposed
an extended algorithm of GNP which combines evolution and reinforcement learning
[26] (GNP-RL). GNP-RL has two advantages, and one of them is online learning. Since
original GNP is based on evolution only, the programs are evolved mainly after task
execution or enough trial, i.e., offline learning. On the other hand, the programs in
GNP-RL can be changed incrementally based on rewards obtained during task execu-
tion, i.e., online learning. Concretely speaking, when an agent takes a good action with
a positive reward at a certain state, the action is reinforced and when visiting the state
again, the same action will be adopted with higher probability. Another advantage of
GNP-RL is the combination of a diversified search of GNP and an intensified search
of RL. The role of evolution is to make rough structures through selection, crossover
and mutation, while the role of RL is to determine one appropriate path in a structure
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made by evolution. Diversified search of evolution could change programs largely
with which the programs could escape from local minima. RL is executed based on
immediate rewards obtained after taking actions, therefore intensified search can be
executed efficiently.
Research on stock price prediction and trading model using evolutionary computa-
tion and neural networks has been done [33]-[35] in recent years. Generally speaking,
there are two kinds of methods for predicting stock prices and determining the timing
of buying or selling stocks: one is fundamental analysis which analyzes stock prices us-
ing the financial statement of each company, the economic trend and movements of the
exchange rate; the other is technical analysis [36] which analyzes numerically the past
movement of stock prices. The proposed method belongs to technical analysis since it
determines the timing of buying and selling stocks based on the technical indices such
as Relative Strength Index, MACD, Golden/Dead Cross and so on.
There are three important points in this chapter. First, we combine GNP and Sarsa
Learning [37] which is one of the reinforcement learning methods, while Importance
Index (IMX) and candlestick charts [38]-[41] are introduced for efficient stock trad-
ing decision making. Concretely speaking, Sarsa is used to select appropriate actions
(buying/selling), stock price information obtained from IMX and candlestick charts
through the experiences during the trading. IMX and candlestick charts tell GNP
whether or not the buying or selling signals are likely to appear at the current day.
Second, although there are so many technical indices in the technical analysis, GNP
with Sarsa can select appropriate indices and also select candlestick charts to judge the
buying and selling timing of stocks. In other words, GNPwith Sarsa could optimize the
combinations of the information obtained by technical indices and candlestick charts.
The third important point is that sub-nodes are introduced in each node to determine
appropriate actions (buying/selling) and to select appropriate stock price information
depending on the situation.
This chapter is organized as follows: In Section 2.2, the related works are described.
In Section 2.3, the algorithm of the proposed method is described. Section 2.4 shows
simulation environments, conditions and results. Section 2.5 is devoted to conclusions.
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2.2 Related Works
Prediction in financial domains, especially in stock market is quite difficult for a num-
ber of reasons. First, the ultimate goal of our research is not to minimize the prediction
error, but to maximize the profits. It forces us to consider a large number of indepen-
dent variables, thereby increasing the dimensionality of the search space. Second, the
weak relationships among variables tend to be nonlinear, and may hold only in limited
areas of the search space. Especially, the data in stock markets are highly time-variant
and changing every minute. Third, the stock market data are given in an event-driven
way. They are highly influenced by the indeterminate dealing. In financial practice, the
key is to find the hidden interactions among variables [42].
Stock market analysis has been one of the most actively pursued avenues of Ma-
chine Learning (ML) research and applications. Themost recent literature in the related
fields exposed Portfolio Optimization, Investment Strategy Determination, andMarket
Risk Analysis as three major trends in the utilization of Machine Learning approaches.
Portfolio Optimization focuses on the correlative properties of stock market data in or-
der to extract mutual dependency (or independency) information [43]-[45]. Investment
StrategyDetermination addresses financial prediction based on financial index analysis
for the purposes of investment decision-making. Various Neural Network approaches
are by far the most commonly taken route in the related works. However, other alter-
native methods exist, such as Support Vector Machines [46], Genetic Algorithms [47]
and statistical analysis [48]. The Market Risk Analysis concentrates on the evaluation
of the risk factors involved in various investment options, such as expected return and
volatility. An example of an overall market risk evaluation system is described in [49].
Our research focuses on the problem of Investment Strategy Determination through
the use of GNP with reinforcement learning technique.
In recent years, evolutionary algorithms have been applied to several financial
problems. There have been several applications of GA to the financial problems, such
as portfolio optimization [50], bankruptcy prediction [51], financial forecasting [52]-
[54], fraud detection and scheduling [50], [57], [58]. GP has also been applied to many
problems in the time-series prediction and trading system [55], [56].
In our research, we propose Genetic Network Programming with Sarsa Learning
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for creating trading rules on stock markets. GNP has the following advantages in
the financial prediction field. First, GNP has a memory function because of its graph
structure, i.e., judgment nodes and processing node are connected to each other in a
network. As stock markets are highly influenced by the time, we can consider the in-
formation in the past well by the memory function of GNP for creating the effective
programs. Second, GNP works extremely well for dealing with the stock market prob-
lems. That is because GNP has a quite compact structure and it can reuse the nodes for
many times. By using GNP we can create effective trading rules in the stock market,
and we can also save the calculation time and memory consumption because of the
compact structures of GNP. By combining GNP with Sarsa Learning in this chapter, we
get more advantages such as the combination of online learning and offline learning,
diversified search and intensified search.
2.3 GNP with Sarsa (GNP-Sarsa) and Its Trading Algorithm
2.3.1 Basic Structure of GNP-Sarsa
Fig. 2.1 shows a basic structure of GNP-Sarsa and Fig. 2.2 shows judgment node and
processing node structures. GNP-Sarsa consists of judgment nodes and processing
nodes, which are connected to each other. Judgment nodes have if-then type branch
decision functions. They return judgment results for assigned inputs and determine the
next node. Processing nodes take actions (buying or selling stocks). While judgment
nodes have conditional branches, processing nodes have no conditional branches. The
role of a start node is to determine the first node to be executed. The graph structure
of GNP has some inherent characteristics such as compact structures and an implicit
memory function that contributes to creating effective action rules as described in sec-
tion 2.2. GNP-Sarsa has two kinds of time delays: time delays GNP-Sarsa spend on
judgment or processing, and the ones it spends on node transitions. In this chapter,
the role of time delays is to determine the maximum number of technical indices and
candlestick information to be considered when GNP-Sarsa determines the buying or
selling at a certain day.
In the table of node gene, Ki represents the node type, Ki=0 means start node, Ki=1
means judgment node and Ki=2 means processing node. IDi represents an identifica-
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Figure 2.1: Basic structure of GNP with Sarsa
tion number of the node function, e.g., Ki=1 and IDi=2 mean the node is J2. aip is a
parameter which represents the threshold for determining buying or selling stocks in
a processing node. Qip means Q value which is assigned to each state and action pair.
In this method, “state” means a current node, and “action” means a selection of a sub-
node (node function). In general reinforcement learning framework, the current state
is determined by the combination of the current information, and action is an actual
action an agent takes, e.g., buying or selling stocks. However, in GNP-Sarsa, the cur-
rent node is defined as the current state, and a selection of a sub-node is defined as an
action. dip (1pmi, mi is the number of subnodes in judgment and processing nodes)
is the time delay spent on the judgment or processing at node i, while dAip, d
B
ip, ... are
time delays spent on the node transition from node i to the next node. In this chapter,
dAip, d
B
ip, ... are set at zero time unit, dip of each judgment node is set at one time unit, dip
of each processing node is set at five time units. We suppose that the trade in one day
ends when GNP uses five or more time units, which means the trade in one day ends
when GNP executes fewer than five judgment nodes and one processing node, or five
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Figure 2.2: Node structure
judgment nodes. CAip, C
B
ip, ... show the node number of the next node. Judgment node
determines the upper suffix of the connection genes to refer to depending on the judg-
ment result. If the judgment result is “B”, GNP-Sarsa refers to CBip and d
B
ip. Processing
nodes always refer to CAip and d
A
ip because processing nodes have no conditional branch.
2.3.2 Judgment and Processing Functions of GNP-Sarsa
The node transition of GNP-Sarsa starts from a start node and continues depending
on the node connections and judgment results. Fig. 2.2 shows node structures of a
judgment node and a processing node.
(1) Judgment node: When a current node i is a judgment node, first, one Q value
is selected from Qi1, ..., Qimi based on e-greedy policy. That is, a maximum Q value
among Qi1, ..., Qimi is selected with the probability of 1-e, or a random one is selected
with the probability of e. Then corresponding function (IDip) is selected. The gene IDip
shows a technical index or a candlestick GNP judges at node i. Each technical index
has its own IMX function shown in Fig. 2.3. x axis shows the value of each technical
index, and the sections A, B, C, ... correspond to judgment results. Suppose Qi1 and
the corresponding IDi1=1 (judgment of rate of deviation) are selected, and if the rate
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Figure 2.3: IMX functions in judgment nodes
is more than 0.1, the judgment result becomes E, and the next node number becomes
CEi1. y axis shows the output of the IMX function and it is used at a processing node.
However, the IMX output of golden cross, dead cross and MACD could be 1, 0 or -1
based on the cross of the lines, and the values correspond to judgment results A, B and
C, respectively. Concretely speaking, for three days after a golden cross appears, the
IMX output becomes 1, and for three days after a dead cross appears, it becomes -1,
otherwise 0. Furthermore, for three days after MACD passes through the signal from
the lower side to the upper side, the IMX output becomes 1, and for three days after
it does from the upper to the lower, the IMX output becomes -1, otherwise it becomes
0. Generally, golden cross indicates buying signals and dead cross indicates selling
signals, therefore, buying signals become stronger as the IMX output is close to 1, and
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Figure 2.4: Candlestick chart patterns
selling signals become stronger as it is close to -1.
In this chapter, candlestick chart is used as one of judgment functions. As we know,
candlestick chart has been winning international recognition for its good indication of
stock prices, and it has been widely used as the means of indicating the fluctuations of
the stocks. The proposed method has judgment nodes which check candlestick chart
patterns. The judgment function of candlestick chart is executed as follows. When
the selected sub-node has a judgment function of candlestick chart, GNP judges yes-
terday’s candlestick and the candlestick of the day before yesterday. There are eight
patterns of candlestick charts as shown in Fig. 2.4 according to two kinds of rules: (A)
Judge whether there is a gap or not between yesterday’s lowest price and the highest
price of the day before yesterday, or between yesterday’s highest price and the lowest
price of the day before yesterday. (B) Judge whether or not yesterday’s closing price is
higher than the opening price of the day before yesterday. Especially, when the open-
ing price equals to the closing price, the case is treated as black body candlestick. As an
example, when the candlestick pattern is “3”, GNP-Sarsa selects third branch to trans-
fer to the next node. However, judgment nodes of candlestick chart do not have IMX
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function.
(2) Processing node: When a current node is a processing node,Qip, the correspond-
ing IDip and aip are selected based on e-greedy policy. The selected aip is a threshold for
determining buying or selling stocks. We explain the procedure of buying and selling
stocks using Fig. 2.5, where the current node at time t is a processing node.
1. First, one Q value is selected from Qi1, ..., Qimi based on e-greedy policy. That is,
a maximum Q value among Qi1, ..., Qimi is selected with the probability of 1-e, or
a random one is selected with the probability of e. Then, the corresponding aip is
selected.
2. Calculate an average of the IMXs obtained at the judgment nodes executed in
the node transition from the previous processing node to the current processing
node.
At =
1
jI0j åi02I0
IMX(i0)
where, I0 shows a set of suffixes of the judgment node numbers executed in
the node transition from the previous processing node to the current processing
node. IMX(i0) shows an IMX output at node i02I0. However, when a judgment
node of the candlestick chart was executed or an IMX output is zero at a judg-
ment node of golden cross, deadcross and MACD, the node number is excluded
from I0 for calculating At.
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3. Determine buying or selling:
 In the case of IDip=0 (buy): if Ataip and we do not have any stocks, GNP
buys as much stocks as possible. Otherwise, GNP takes no action.
 In the case of IDip=1 (sell): if At<aip and we have stocks, GNP sells all the
stocks. Otherwise, GNP takes no action.
4. The current node is transferred to the next node. If aip is selected, the next node
number becomes CAip .
The above procedure puts the information of the technical indices together into At,
and GNP-Sarsa determines buying or selling stocks by comparing At with aip. There-
fore, the points of this chapter are 1) to find appropriate aip in the processing nodes by
evolution and Sarsa, and 2) to determine I0 by evolution, in other words, what kinds
of judgments (technical indices and candlestick charts) should be considered is deter-
mined automatically.
2.3.3 Learning Phase
First, we explain Sarsa algorithm briefly. Sarsa can obtain Q values which estimate the
sum of the discounted rewards obtained in the future. Suppose an agent selects an
action at at state st at time t, a reward rt is obtained and an action at+1 is taken at the
next state st+1. Then Q(st, at) is updated as follows.
Q(st, at)  Q(st, at) + a[rt + gQ(st+1, at+1) Q(st, at)]
a is a step size parameter, and g is a discount rate which determines the present
value of future rewards: a reward received k time steps later is worth only gk 1 times
of the reward supposed to receive at the current step.
As described before, a state means the current node and an action means the se-
lection of a sub-node. Here, we explain the procedure for updating Q value in this
chapter.
1) At time t, GNP refers toQi1, ...,Qimi and selects one of them based on e-greedy policy.
Suppose that GNP selects Qip and the corresponding function IDip.
2) GNP executes the function IDip, gets the reward rt and suppose the next node j be-
comes CAip.
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Figure 2.6: Flowchart of GNP-Sarsa
3) At time t+1, GNP selects one Q value in the same way as step1. Suppose that Qjp0 is
selected.
4) Q value is updated as follows.
Qip  Qip + a[rt + gQjp0  Qip]
5) t t+1, i j, p p0 then return step 2.
2.3.4 Evolution Phase
Fig. 2.6 shows the whole flowchart of GNP-Sarsa. In this sub-section, the genetic op-
erators in the evolution phase are introduced. The role of evolution is to change graph
structures and randomly change node parameters aip.
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Crossover
Crossover is executed between two parents and generates two offspring [Fig. 2.7]. The
procedure of crossover is as follows.
1. Select two individuals using tournament selection twice and reproduce them as
parents.
2. Each node is selected as a crossover node with the probability of Pc.
3. Two parents exchange the genes of the corresponding crossover nodes, i.e., the
nodes with the same node number.
4. Generated new individuals become the new ones of the next generation.
Fig. 2.7 shows a crossover example of the graph structure with three processing
nodes for simplicity. If GNP exchanges the genes of judgment nodes, it must exchange
all the genes with suffix A, B, C, . . . simultaneously.
Mutation
Mutation is executed in one individual and a new one is generated [Fig. 2.8]. The
procedure of mutation is as follows.
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1. Select one individual using tournament selection and reproduce it as a parent.
2. Mutation operation
(a) change connection: Each node branch (CAip, C
B
ip, ...) is selected with the prob-
ability of Pm, and the selected branch is reconnected to another node.
(b) change parameters (aip): each aip is changed to other value with the proba-
bility of Pm.
(c) change node function: Each node function (IDip) is selected with the proba-
bility of Pm, and the selected function is changed to another one.
3. Generated new individual becomes the new one of the next generation.
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Table 2.1: Calculation periods of the technical index [day]
Technical index period1 period2 period3
Rate of deviation 5 13 26
RSI 5 13 26
ROC 5 13 26
Volume ratio 5 13 26
RCI 9 18 27
Stochastics 12 20 30
Golden/Dead cross 5(short term) 26(long term)
MACD 5(short term) 26(long term) 9(signal)
2.4 Simulation
To confirm the effectiveness of GNP-Sarsa, we carried out the trading simulations using
16 brands selected from the companies listed in the first section of Tokyo stock market
in Japan (see Table 2.3). The simulation period is divided into two periods; one is used
for training and the other is used for testing simulation.
Training: January 4, 2001—December 30, 2003 (737 days)
Testing: January 5, 2004—December 30, 2004 (246 days)
We suppose that the initial funds is 5,000,000 Japanese yen in both periods, and the
order of buying or selling is executed at the opening of the trading day, i.e., we can buy
and sell stocks with the opening price.
2.4.1 Fitness and Reward
Reward shows a capital gain of one trade (one set of buying and selling) and is used
for learning. Fitness is the sum of the rewards obtained in the trading period.
Reward=selling price-purchase price
Fitness=S Reward
2.4.2 Conditions of GNP-Sarsa
GNP-Sarsa uses judgment nodes which judge the technical indices shown in Table 2.1
and candlestick charts. The technical indices are calculated using three kinds of calcu-
lation periods except Golden/Dead cross and MACD. Therefore, the number of kinds
Simulation 21
Table 2.2: Simulation conditions
Number of individuals 300
Mutation 179
Crossover 120
Elite 1
Number of nodes 31
Judgement node 20
Processing node 10
Start node 1
Number of sub-node in each node 2
Pc 0.1
Pm 0.02
a 0.1
g 0.4
e 0.1
of judgment nodes is 21 (including one candlestick judgment). The number of pro-
cessing functions is two: buying and selling. Table 2.2 shows simulation conditions.
The total number of nodes in each individual is 31 including 20 judgment nodes, 10
processing nodes and one start node. However, the functions IDip in sub-nodes are de-
termined randomly at the beginning of the first generation, and changed appropriately
by evolution.
The initial connections between nodes are also determined randomly at the first
generation. At the end of each generation, 179 new individuals are produced by mu-
tation, 120 new individuals are produced by crossover, and the best individual is pre-
served. The other parameters are the ones showing good results in the simulations.
The initial Q values are set at zero.
2.4.3 Simulation Results
First, 300 individuals are evolved for 300 generations using the training data. Fig. 2.9
shows the fitness curve of the best individual at each generation in the training term
using the data of Toyota motor, and the line is the average over 30 independent sim-
ulations. From the Figure, we can see that GNP-Sarsa can obtain larger profits for the
training data as the generation goes on. The fitness curves of the other companies have
almost the same tendency as that of Toyota Motor.
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Table 2.3: Profits in the test simulations
Profit[yen](profit rate[%])
Brand GNP-Sarsa GNP Buy&Hold
Toyota Motor 522,333(10.4) 480,500(9.6) 520,000(10.4)
Mitsubishi Estate 444,733(8.9) 405,700(8.1) 664,000(13.3)
Showa Sell Sekiyu 263,100(5.3) 294,755(5.9) 319,200(6.4)
East Japan Railway 413,833(8.3) 491,500(9.8) 477,000(9.5)
NEC Corporation 36,600(0.7) -126,150(-2.5) -1,026,000(-20.5)
Fuji Heavy Ind. 217,133(4.3) 97,700(2.0) -189,000(-3.8)
Sekisui House, Ltd. 582,466(11.6) 54,600(1.1) 264,000(5.3)
Mitsu & Co. 473,033(9.5) 118,450(2.4) 240,000(4.8)
Sony 148,733(3.0) 280,500(5.6) 150,000(3.0)
Tokyo Gas 669,733(13.4) 382,000(7.6) 372,000(7.4)
KDDI 199,400(4.0) -76,600(-1.5) -576,000(-11.5)
Tokyo Electric Power 570,266(11.4) 210,000(4.2) 262,500(5.3)
Daiwa House 612,633(12.3) 235,400(4.7) 32,000(0.6)
Nomura Holdings 366,033(7.3) -293,785(5.9) -985,500(-19.7)
Shin-Etsu Chemical 562,700(11.3) 7,250(0.1) -264,000(-5.3)
Nippon Steel 469,866(9.4) -27,350(0.5) 399,000(8.0)
Average 409,537(8.2) 158,404(3.2) 41,200(0.8)
Next, the test simulation is carried out using the best individual at the last gener-
ation in the training term. Table 2.3 shows the profits and losses in the testing term.
The values in Table 2.3 are the average of the 30 independent simulations with differ-
ent random seeds. For the comparison, the table also shows the results of Buy&Hold
which is often considered to be a benchmark in trading stocks simulations. Buy&Hold
buys as much stocks as possible at the opening of the market on the first day in the
simulations, and sells all the stocks at the opening on the last day. From the table, the
proposed method can obtain larger profits than Buy&Hold in the trade of 12 brands
out of 16. By comparing with original GNP, the proposed method can get larger profits
than traditional GNP in the trade of 13 brands out of 16. Especially, the stock prices
of NEC, Fuji Heavy Ind., KDDI, Nomura Holdings, Shin-Etsu Chemical Co., Ltd. are
down trend, so Buy&Hold always makes a loss, however the proposed method can
obtain profits in five all brands.
Fig. 2.10 shows the change of the price of Toyota motor in the testing term and
also shows typical buying and selling points by the proposed method. Fig. 2.11 shows
the change of the funds as a result of the trading. From these figures, we can see that
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Figure 2.9: Fitness curve in the training period (Toyota Motor)
GNP-Sarsa can buy stocks at the lower points and sell at the higher points.
Fig. 2.12 shows the average ratio of the nodes used in the test period over 30 inde-
pendent simulations in order to see which nodes are used and which are most efficient
for stock trading model. The total number of node function is 23, while each process-
ing node has a node number (0-1), and each judgment node has a node number (2-22).
The x-axis shows the kinds of the nodes while the y-axis shows the average ratio of
the used nodes. From the figure, we can see that the processing nodes are used to
determine buying and selling stocks, and the judgment nodes of “Rate of deviation1”
corresponding to period1 and “Volume ratio3” corresponding to period3 are frequently
used.
Thus it can be said that GNP-Sarsa judges that these nodes are important to de-
termine stock trading. GNP-Sarsa can automatically determine which nodes should
be used in the current situation by evolving node functions and connections between
nodes, in other words, GNP-Sarsa can optimize the combination of technical indices
and candlestick charts used for stock trading model.
2.5 Summary
In this chapter, a stock trading model using GNP-Sarsa with important index and can-
dlestick charts is proposed. First, a newly defined IMX function is assigned to each
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Figure 2.11: Change of funds in the test simulation (Toyota Motor)
technical index to tell GNP-Sarsa whether buying or selling stocks is recommended
or not. Second, Sarsa learns Q values to select appropriate sub-nodes/functions used
to judge the current stock price information and determine buying and selling timing.
We carried out simulations using stock price data of 16 brands for four years. From the
simulation results, it is clarified that the fitness becomes larger as the generation goes
on and the profits obtained in the testing term are better than Buy&Hold in the simu-
lations of 12 brands out of 16. By comparing with original GNP, the proposed method
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Figure 2.12: Ratio of nodes used by GNP-Sarsa in the test period (Toyota Motor)
can get larger profits than traditional GNP in the trade of 13 brands out of 16. When
there is downtrend, Buy&Hold makes a loss in five brands, but the proposed method
can obtain profits in five all brands.
There remain some problems to be solved. First, in this study, the calculation period
of each technical index is fixed in advance. However, to improve the performance of
the proposedmethod, we should develop a newmethod that can learn appropriate cal-
culation periods. Next, it is necessary to consider the way of classifying the candlestick
chart body type, and createmore efficient judgment functions to judge the current stock
price appropriately. Third, we should improve the performance of GNP-Sarsa model
using time windows for adapting to the changing environment. Also, we will evaluate
the proposed method comparing with other methods using many data of other brands.

Chapter 3
Real Time Updating Genetic
Network Programming for Adapting
to the Change of Stock Prices
3.1 Introduction
There have been increased a number of applications of Artificial Intelligence (AI) tech-
niques, mainly Artificial Neural Networks (ANNs), Genetic Algorithm (GA) and Ge-
netic Programming (GP), which have been applied to technical financial forecasting
[46], [59] as they have the ability to deal with complex nonlinear problems and have
the self-adaptation for different statistical distributions. Although these AI approaches
possess the properties required for the technical financial forecasting, they have some
inherent bottlenecks. For example, GP sometimes causes the bloating problem due to
its tree structure. ANNs cannot be used to explain the causal relationships between
input and output variables because of their black box nature.
In our former research, GNPwas successfully applied to stock tradingmodel by the
combination with Sarsa learning (GNP-Sarsa) [60], and its applicability and efficiency
has been confirmed. Based on the GNP-Sarsa algorithm, in this chapter, we propose
a new method called Real Time Updating Genetic Network Programming (RTU-GNP)
for adapting to the change of stock prices, especially. Generally speaking, there are
two major approaches for predicting stock prices and determining the timing of buy-
ing or selling stocks: fundamental and technical analysis. The researches on stock price
prediction and trading model using soft computing methods belong to technical anal-
ysis, which determines the timing of buying and selling stocks based on the technical
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indices. The proposed method RTU-GNP also belongs to technical analysis.
In this chapter, we extend our previous work on GNP-Sarsa [60] and propose an al-
gorithm that integrates the GNP-Sarsa and real time updating model in order to create
an efficient stock trading system adapting to the change of the stock trend. There are
three important points in this chapter:
 First, the RTU-GNP method makes a stock trading decision considering both the
recommendable information of technical indices and the candlestick charts ac-
cording to the real time stock prices.
 Second, a real time updating system has been firstly introduced to the GNP trad-
ing model considering the change of stock prices, where sliding windows are
used in the system.
 The third point is that, to improve the performances of the previous GNP-Sarsa
stock trading model, we propose a new method that can learn the appropriate
function describing the relation between each technical index and the IMX. This is
an important point that devotes to the enhancement of the GNP-Sarsa algorithm.
In addition, paper [40] only used GNP with candlestick chart, while paper [61]
only used GNP with Importance Index and Actor-Critic as a basic algorithm. In this
proposed method, the stock trading rules are created based on RTU-GNP using both
candlestick chart and Importance Index as judgment functions to get more effective
stock price information from the real stock market. Moreover, in the learning phase,
we use Sarsa learning method for GNP individuals, which is different from the Actor-
Critic learning method used in paper [61]. To confirm the effectiveness of the proposed
trading system, we added more simulations and compared the experimental results
with these two traditional methods under the same conditions. The results show that
we can get more efficient trading rules and obtain much more profits by the proposed
RTU-GNP method.
Section 3.2 describes the proposed RTU-GNP approach. Section 3.3 presents exper-
imental environments, conditions and results using RTU-GNP method based on the
real time model updating. The trading profits are presented and compared with the
stock trading with traditional GNP methods and Buy&Hold method. Finally, Section
3.4 concludes this paper.
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Figure 3.1: Basic structure of RTU-GNP
3.2 RTU-GNP Algorithm and Its Trading System
3.2.1 An Outline of RTU-GNP
Same as traditional GNP method, RTU-GNP is composed of a start node, judgment
nodes and processing nodes, which are connected to each other. Fig. 3.1 shows a basic
structure of RTU-GNP. The graph structure of RTU-GNP has some inherent character-
istics such as compact structures and an implicit memory function that contribute to
creating effective action rules.
Concretely speaking, Ki represents the node type, and IDi represents an identifica-
tion number of the node function. aip is a parameter which represents the threshold for
determining buying or selling stocks in a processing node. Qip means Q value which is
assigned to each state and action pair. In this method, “state” means the current node,
and “action” means the selection of a sub-node. dip (1pmi, mi is the number of
subnodes in judgment and processing nodes) is the time delay spent on the judgment
or processing at node i, while dAip, d
B
ip, ... are time delays spent on the node transition
from node i to the next node. In this paper, dAip, d
B
ip, ... are set at zero time unit, dip of
each judgment node is set at one time unit, dip of each processing node is set at five time
units. CAip, C
B
ip, ... show the node number of the next node. Judgment node determines
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Figure 3.2: Comparison between RTU-GNP and traditional GNP
the upper suffix of the connection genes to refer to depending on the judgment result.
Like other evolutionary algorithms, crossover, mutation and selection are used as
the genetic operators of RTU-GNP. The outline of evolution is described as follows:
(1) Initialize the first population and calculate the fitness of this population;
(2) Generate new individuals for the next generation by tournament selection and ge-
netic operations;
(3) Calculate the fitness of the new individuals;
(4) Repeat 2-3 until the terminal condition meets.
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3.2.2 Comparison Between RTU-GNP and Traditional GNP
As a key point of this paper, we propose RTU-GNP algorithm by using a newly defined
method shown in Fig. 3.2 with real time model updating, which contributes to an
improvement of the traditional GNP methods. Concretely speaking,
(1) Traditional Method
In our former research, we carried out the simulations using the real data of the stock
market from January 4, 2001 to December 30, 2004 (4 years), i.e., we used the data from
January 4, 2001 to December 30, 2003 (3 years, 737 days) for training, and the data from
January 5, 2004 to December 30, 2004 (1 year, 246 days) for testing. As shown in Fig.2,
we used the same data in 3 years for training using 700 generations, then we selected
the best individual for 1 year testing.
(2) New Method with Real Time Model Updating
The data in stock markets are highly time-varying and changing every minute. Also,
since the stock market data are given in an event-driven way, they are highly influ-
enced by the indeterminate dealing. Because of these dynamic features, we propose
a new method, which considers the time-related fluctuation and trend of stock prices
well. In order to compare with traditional GNP, we carried out the simulations by the
RTU-GNP method using the same data as traditional methods. The training and test-
ing periods are updated in every iteration, however, the testing period in total is the
same as traditional GNP. Concretely speaking, as shown in Fig. 3.2, we carried out the
simulations using the real time model updating training&testing method. That is,
1) At the first iteration, we select the first 737 days (3 years) from the beginning
(January 4, 2001) for training, and the next 7 days for testing. We use 300 generations
for the 737 days’ training since it is the first iteration, and GNP should be trained more
to perform well.
2) At the second iteration, we shift 7 days from the beginning and select another 737
days for training. Like the first iteration, the next 7 days are selected for testing. Thus,
there is 7 days difference between iteration 1 and iteration 2. After the second iteration,
the number of generations for training is just small 10, because the training could use
the evolved GNPs in the previous generation as initial GNPs.
3) Repeat such training&testing simulations by shifting 7 days every iteration until
the terminal day reaches (December 30, 2004).
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4) As a result, RTU-GNP could be used for the online trading, where GNPs are
evolved every time the stock prices change.
By this setting of simulation periods, we get the same testing period (245 days in
total) as tradition GNP by shifting 7 days for 35 times. In addition, we also changed
the 7 days shifting (one week) to 30 days (one month) for another comparison to get an
appropriate testing period. The simulation results are shown in Fig. 3.12, Fig. 3.13 and
Table 3.3.
3.2.3 Judgment and Processing Functions of RTU-GNP
The node transition of RTU-GNP starts from a start node and continues depending on
the node connections and judgment results.
(1) An introduction of technical indices and candlestick chart: Each judgment node
uses one of the following technical indices for its judgment: Rate of Deviation from
moving average (ROD), Relative Strength Index (RSI), Rate of Change (ROC), Volume
Ratio, Rank Correlation Index (RCI), Stochastics, Golden/Dead cross and Moving Av-
erage Convergence and Divergence (MACD).
A candlestick chart analysis was used in order to elicit technical knowledge in this
study. The candlestick chart is a useful tool to visualize the stock prices so that in-
vestors can detect patterns which can be used to predict future stock price movements.
As illustrated in Fig. 3.3, the candlestick chart consists of a rectangle and two shadow
lines. The rectangle which is called the real body indicates the difference between the
opening value and the closing value of the stock. If the real body of the candlestick
chart shows that the opening value is higher than the closing value, the candlestick
chart is called black candlestick. On the other hand, if the closing value is higher than
the opening value, the candlestick chart is called white candlestick chart. The white
candlestick implies the rising signal of the stock price and the black candlestick implies
the falling signal. The stock price patterns which are represented by the candlestick
chart shapes give important clues to predict future stock price movements. Thus, the
technical knowledge from the candlestick chart was used as a key information for pre-
dicting stock price movements in this study. The knowledge from the candlestick chart
analysis shows that if a certain pattern occurs, then the stock price will increase (or
decrease).
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Figure 3.3: Candlestick chart patterns
(2) Judgment function: When the current node i is a judgment node, first, one Q
value is selected from Qi1, ..., Qimi based on e-greedy policy. That is, a maximum Q
value among Qi1, ..., Qimi is selected with the probability of 1-e, or a random one is
selected with the probability of e. Then corresponding function (IDip) is selected. The
gene IDip shows a technical index or a candlestick GNP judges at node i. To improve
the performance of RTU-GNP algorithm, we propose a method in this paper that can
learn an appropriate function by describing the relation between the value of each tech-
nical index and the value of IMX. That means, judgment results are determined by the
evolution of IMX functions. Concretely speaking, each technical index has its own IMX
function as shown in Fig. 3.4 and Fig. 3.5, where x axis shows the value of each techni-
cal index, and the sections A, B, C ... correspond to judgment results. Suppose Qi1 and
the corresponding IDi1=1 (judgment of rate of deviation) are selected, and if the rate
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is more than 0.1, the judgment result becomes E, and the next node number becomes
CEi1. On the other hand, y axis shows the output of the IMX function and it is used at a
processing node. From the figures, we can see that there are two points (left and right)
which could be changed by evolution. For example, in the figure of ROC the left point
is described by (x1, y1) and the right one is described by (x2, y2) respectively. Suppose
Qi1 and the corresponding IDi1=1 (judgment of ROC) are selected, and if the value of
ROC is more than x2, the judgment result becomes C, and the next node number be-
comes CCi1. In the evolution phase, each value of x1, y1, x2 and y2 of IMX functions
is changed to other values with the probability of pm. However, the IMX output of
golden cross, dead cross and MACD could be 1, 0 or -1 based on the cross of the lines,
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Figure 3.6: Parameters of IMX function of each technical index in the judgment node
and the values correspond to judgment results A, B and C, respectively. Concretely
speaking, for three days after a golden cross appears, the IMX output becomes 1, and
for three days after a dead cross appears, it becomes -1, otherwise 0. Generally, golden
cross indicates buying signals and dead cross indicates selling signals, therefore, buy-
ing signals become stronger as the IMX output is close to 1, and selling signals become
stronger as it is close to -1. As shown in Fig. 3.6, when the current judgment function is
technical index, GNP refer to the parameters x1, y1, x2 and y2 of each technical index to
determine the shape of IMX function, i.e., judgment results are determined by the IMX
functions consequently.
In order to make an appropriate shape of IMX function, we referred to much stock
trading knowledge and experience from the stock markets, especially for the analysis
of technical indices. For example, as shown in Fig. 3.4, the shape of IMX function for
ROD (Rate of Deviation) can be determined by the following procedure:
 Step 1: The points (-0.1, 1.0) and (0.1, -1.0) are fixed in advance by the knowledge
of technical indices.
 Step 2: Set the following constraint conditions:
(1) -0.1x10.0, (2) 0.0y1 1.0, (3) 0.0x20.1, (4) -1.0y20.0.
 Step 3: Set the initial value of x1, y1, x2 and y2, then the initial shape of IMX is
determined.
 Step 4: Evolve the value of x1, y1, x2 and y2 of IMX functions by mutation with
the probability of pm under the above constraints.
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Especially, even if the shape of IMX function of each technical index is determined
by the same procedure, the constraint conditions of each index in step 2 is different,
i.e., the evolving range for x1, y1, x2 and y2 are set by different constraint parameters
for different technical indices.
As shown in Fig. 3.3, the candlestick chart is used as one of the judgment functions
in this paper. The proposed method has judgment nodes which check candlestick chart
patterns. The judgment function of the candlestick chart is executed as follows. When
the selected sub-node has a judgment function of the candlestick chart, GNP judges
yesterday’s candlestick and the candlestick of the day before yesterday. There are eight
candlestick chart patterns from “A” to “H” as shown in Fig. 3.3 according to two kinds
of rules: (A) Judge whether there is a gap or not between yesterday’s lowest price and
the highest price of the day before yesterday, or between yesterday’s highest price and
the lowest price of the day before yesterday. (B) Judge whether or not yesterday’s clos-
ing price is higher than the opening price of the day before yesterday. As an example,
when the candlestick pattern is “C”, RTU-GNP selects third branch to transfer to the
next node.
(3) Processing function: When the current node is a processing node, Qip (1pmi,
mi is the number of subnodes in judgment and processing nodes), the corresponding
IDip and aip are selected based on e-greedy policy. The selected aip is the threshold for
determining buying or selling stocks. We explain the procedure of buying and selling
stocks using Fig. 3.7.
1) First, one Q value is selected from Qi1, ..., Qimi based on e-greedy policy. That
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is, a maximum Q value among Qi1, ..., Qimi is selected with the probability of 1-e, or a
random one is selectedwith the probability of e. Then, the corresponding aip is selected.
2) Calculate an average of the IMXs obtained at the judgment nodes executed in the
node transition from the previous processing node to the current processing node, as
shown in Fig. 3.8.
At =
1
jI0j åi02I0
IMX(i0),
where, I0 shows a set of suffixes of the judgment nodes executed in the node transition
from the previous processing node to the current processing node. IMX(i0) shows an
IMX output at node i02I0. However, when a judgment node of the candlestick chart was
executed or an IMX output is zero at the judgment node of golden cross, deadcross and
MACD, the node number is excluded from I0 for calculating At.
3) Determine buying or selling:
 In the case of IDip=0 (buy): if Ataip and we do not have any stocks, GNP buys
as much stocks as possible. Otherwise, GNP takes no action.
 In the case of IDip=1 (sell): if At<aip and we have stocks, GNP sells all the stocks.
Otherwise, GNP takes no action.
4) The current node is transferred to the next node. If IDip is selected, the next node
number becomes CAip .
The above procedure puts the information of the technical indices together into At,
and RTU-GNP determines buying or selling stocks by comparing At with the threshold
aip. Therefore, the important points are 1) to find appropriate aip in the processing nodes
by evolution and reinforcement learning, and 2) to determine I0 by evolution, in other
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Figure 3.9: Flowchart of RTU-GNP
words, what kinds of judgments (technical indices and candlestick charts) should be
considered is determined automatically.
3.2.4 Evolution of RTU-GNP
Fig. 3.9 shows the whole flowchart of RTU-GNP. In this sub-section, the genetic opera-
tors in the evolution phase are introduced. RTU-GNP with RL also has three kinds of
genetic operators, i.e., selection, crossover and mutation. All of them except for muta-
tion are the same as the original GNP. In RTU-GNP with RL, mutation operation could
be executed not only on the connections between nodes but also on the node functions
and parameters.
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Crossover
Crossover is executed between two parents and generates two offspring [see Fig. 3.10].
The procedure of crossover is as follows.
 Select two individuals using tournament selection twice and produce them as
parents.
 Each node is selected as a crossover node with the probability of Pc.
 Two parents exchange the genes of the corresponding crossover nodes, i.e., the
nodes with the same node number.
 Generated new individuals become the new ones of the next generation.
Fig. 3.10 shows a crossover example of the graph structure with four processing
nodes for simplicity. If GNP exchanges the genes of judgment nodes, it must exchange
all the genes with suffix A, B, C, . . . simultaneously.
Mutation
Mutation is executed in one individual and a new one is generated [see Fig. 3.11]. The
procedure of mutation is as follows.
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Figure 3.11: Mutation
 Select one individual using tournament selection as a parent.
 Mutation operation
– change connection: Each node branch (CAip, C
B
ip, ...) is selected with the prob-
ability of Pm, and the selected branch is reconnected to another node.
– change parameters (aip): each aip is changed to the other value with the prob-
ability of Pm.
– change node function: Each node function (IDip) is selected with the proba-
bility of Pm, and the selected function is changed to another one.
– change x1, y1, x2 and y2 of IMX functions: each value is changed to other
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value with the probability of Pm.
 Generated new individual becomes the new one of the next generation.
3.2.5 Learning of RTU-GNP
In this paper, we use RTU-GNP with Sarsa learning which is one kind of reinforcement
learning methods. Sarsa can obtain Q values which estimate the sum of the discounted
rewards obtained in the future. Suppose an agent selects an action at at state st at time
t, a reward rt is obtained and an action at+1 is taken at the next state st+1. Then Q(st, at)
is updated as follows.
Q(st, at)  Q(st, at) + a[rt + gQ(st+1, at+1) Q(st, at)]
a is a step size parameter, and g is a discount rate. The state means the current node
and action means the selection of the sub-node. The procedure for updating Q value in
this chapter is same as GNP-Sarsa.
3.3 Simulation
To confirm the effectiveness of RTU-GNP, we carried out the trading simulations using
20 brands selected from the companies listed in the first section of Tokyo stock market
in Japan (see Table 3.3). The simulation period is divided into two periods; one is used
for training and the other is used for testing. We use the real data of the stock market
from January 4, 2001 to December 30, 2004. As a key point of this paper, we have
already described the new method shown in Fig. 3.2 with real time model updating
in Section 3.2.2, which contributes to an improvement of the traditional simulation
methods.
We can see that the advantage of the proposed method is to consider the changes
of the trend of stock prices and update GNP model depending on their changes. Thus,
RTU-GNP method works well, when applied to the stock market, especially in the
financial stock market with its trend being changed. We suppose that the initial fund
is 5,000,000 Japanese yen, and the order of buying or selling is executed at the opening
of the trading day, i.e., we can buy and sell stocks with the opening price.
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Table 3.1: Calculation periods of the technical index [day]
Technical index Technical index used in GNP
Rate of Deviation 5ROD 13ROD 26ROD
Relative Strength Index 5RSI 13RSI 26RSI
Rate of Change 5ROC 13ROC 26ROC
Volume Ratio 5VR 13VR 26VR
Rank Correlation Index 9RCI 18RCI 27RCI
Stochastics 12S 20S 30S
Golden/Dead Cross 5G/D 26G/D —
Moving Average Convergence and Divergence 5MACD 9MACD 26MACD
Table 3.2: Simulation conditions
Number of individuals=300
(mutation=179, crossover=120, elite=1)
Number of nodes=31
(judgement node=20, processing node=10, start node=1)
Number of sub-nodes in each node=2
Pc=0.1, Pm=0.02, a=0.1, g=0.3, e=0.1
3.3.1 Fitness and Reward
Reward in RL shows a capital gain of one trade (one set of buying and selling), while
the fitness in evolution is the sum of the rewards obtained in the trading period.
Reward=selling price-purchase price
Fitness=SReward
3.3.2 Settings of RTU-GNP
RTU-GNP uses judgment nodes which judge the technical indices shown in Table 3.1
and candlestick chart. The technical indices are calculated using three kinds of calcula-
tion periods except Golden/Dead cross and MACD. Therefore, the number of kinds of
judgment nodes is 21 (including one candlestick judgment). The number of processing
functions is two: buying and selling. Table 3.2 shows simulation conditions. The total
number of nodes in each individual is 31 including 10 processing nodes, 20 judgment
nodes and one start node. However, the functions IDip in sub-nodes are determined
randomly at the beginning of the first generation, and changed appropriately by evo-
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Figure 3.12: Fitness curve in the training period with 30-day shifting (Sony)
lution.
The initial connections between nodes are also determined randomly at the first
generation. At the end of each generation, 179 new individuals are produced by mu-
tation, 120 new individuals are produced by crossover, and the best individual is pre-
served. The number of sub-nodes in each node is two. The other parameters are the
ones showing good results in the simulations. The initial Q values are set at zero.
3.3.3 Simulation Results
First, 300 individuals are evolved for 300 generations using the training data, which is
shifted for 7 days in every iteration. From the second to the last iteration, individuals
are evolved only for 10 generations, because the training data do not have so much
difference from the previous iteration. Fig. 3.12 and Fig. 3.13 shows the fitness curve
of the best individual at each generation in the training term using the data of Sony
company in two kinds of testing time settings (7 days and 30 days respectively), and
the line is the average over 30 independent simulations. From the figures, we can see
that RTU-GNP with reinforcement learning can obtain larger profits for the training
data as the generation goes on. The fitness curves of the other companies have almost
the same tendency as that of Sony company. By comparing the fitness curves of Fig.
3.12 and Fig. 3.13, we can easily find that the obtained profit by 7 days testing is much
higher than the profit obtained by 30 days testing, which means that 7 days testing can
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Figure 3.13: Fitness curve in the training period with 7-day shifting (Sony)
be more sensitive than 30 days adapting to the change of the trend of stock prices.
Next, the test simulation is carried out using the best individual at the last genera-
tion in the training term. In other words, the best individual obtained at each iteration
is used for evaluating its 7 days’ testing data. Table 3.3 shows the profits and losses in
the testing term. The values in Table 3.3 are the average of the 30 independent simula-
tions with different random seeds. For the comparison, the table also shows the results
of GNP-Sarsa, GNP with Actor Critic, GNP with Candlestick which were proposed
in the previous works. Also, we compare the results of the proposed method with
Buy&Hold which is often considered to be a benchmark in trading stocks simulations.
Buy&Hold buys as much stocks as possible at the opening of themarket on the first day
in the simulations, and sells all the stocks at the opening on the last day. From the table,
the proposedmethod can obtain larger profits than Buy&Hold in the trade of 18 brands
out of 20. By comparing with GNP-Actor Critic, the proposed method can get larger
profits than GNP-Actor Critic in the trade of 15 brands out of 20. By comparing with
GNP-Candlestick, the RTU-GNP method can get higher profit than GNP-Candlestick
method in the trade of 19 brands out of 20. When comparing with GNP-Sarsa, which
was introduced in Chapter 2, the RTU-GNP method can get higher profit than GNP-
Sarsa in the trade of 15 brands out of 20. Especially, the stock prices of NEC, Fuji Heavy
Ind., KDDI, Nomura Holdings, Shin-Etsu Chemical Co. and Tokyo Electric Power are
down trend, so, Buy&Hold always makes a loss, however the proposed method can
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Figure 3.14: Stock price of Sony company and typical buying and selling point in 2004
(test period)
obtain profits in all six brands. From Table 3.3, we can also see that even if we use the
same RTU-GNP method, the diffent time settings will affect the performance of GNP
and the final profit, i.e., RTU-GNP with 7-day testing outperforms the 30-day testing,
which means short-term testing is more sensitive than long-term testing in this case.
Fig. 3.14 shows the change of the price of Sony company in the testing term and also
shows typical buying and selling points by the proposed method. From this figure, we
can see that RTU-GNP can buy stocks at the lower points and sell at the higher points.
Fig. 3.15 shows the average ratio of the nodes used in the test period over 30 inde-
pendent simulations in order to see which nodes are used and which are most efficient
for stock trading models. The total number of node function is 23, where each pro-
cessing node has a node number (1-2), and each judgment node has a node number
(3-23). The x-axis shows the kinds of the nodes while the y-axis shows the average
ratio of the used nodes. From the figure, we can see that the processing nodes are
used to determine buying and selling stocks, and the judgment nodes of “ROC2” and
“Stochastics2” are frequently used. Thus it can be said that RTU-GNP judges that these
nodes are important to determine stock trading. RTU-GNP can automatically deter-
mine which nodes should be used in the current situation by evolving node functions
and connections between nodes, in other words, RTU-GNP can optimize the combina-
tion of technical indices and candlestick charts used for the stock trading model.
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Figure 3.15: Ratio of nodes used by RTU-GNP in the test period (Sony)
3.3.4 Discussion
As an enhancement model of GNP-Sarsa, which was proposed in the previous chapter,
RTU-GNP created a more effective model for adapting to the change of stock prices.
Generally speaking, there are two important points that contributed to the improve-
ments, and one of them is the real-time updating system, where sliding windows are
used in both training and testing periods. Another point is the enhanced function of
Importance Index, i.e., it can learn the appropriate function describing the relation be-
tween each technical index and the corresponding Importance Index by the evolution.
Since the data in stock markets are highly time-variant and changing every minute,
in financial practice, the proposed RTU-GNP model can learn the hidden interactions
among variables and make more profits for the investors.
3.4 Summary
In this chapter, a stock trading model using RTU-GNP with important index and can-
dlestick charts is proposed, where GNP-Sarsa can continue to work depending on the
changes of the stock market, in other words, GNP-Sarsa can be adaptable to the fluc-
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tuation of the stock market. First, a newly defined IMX function is assigned to each
technical index to tell RTU-GNP whether buying or selling stocks is recommended or
not. Second, RL learnsQ values to select appropriate sub-nodes/functions, to judge the
current stock price information and to determine buying and selling timing. We car-
ried out the newly proposed method using stock price data of 20 brands for four years.
From the simulation results, it is clarified that the fitness becomes larger as the gener-
ation goes on and the profits obtained in the testing term are better than Buy&Hold
in the simulations of 18 brands out of 20. By comparing with GNP-Actor Critic, the
proposed method can get larger profits than GNP-Actor Critic in the trade of 15 brands
out of 20. By comparing with GNP-Candlestick, the RTU-GNP method can get higher
profit than GNP-Candlestick method in the trade of 19 brands out of 20. When com-
paring with GNP-Sarsa, which was introduced in Chapter 2, the RTU-GNPmethod can
get higher profit than GNP-Sarsa in the trade of 15 brands out of 20. Especially, when
there is downtrend, Buy&Hold makes a loss in six brands, but the proposed method
can obtain profits in six all brands.
There remain some problems deserve further investigation. First, in this chapter,
the calculation period of each technical index is fixed in advance. However, to im-
prove the performance of the proposed method, we should develop a newmethod that
can learn appropriate calculation periods. Next, it is necessary to create more efficient
judgment functions to judge the current stock price appropriately. Finally, we should
develop extended methods to deal with multi brands in a portfolio simultaneously.
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Chapter 4
A Portfolio Optimization Model
using Genetic Network
Programming with Control Nodes
4.1 Introduction
This chapter presents an application of Genetic Network Programming with control
nodes (GNPcn) to the problem of multi-brands optimization, which is one kind of
portfolio optimization. Since the portfolio optimization in the stock market consists
of deciding what brands to include in a portfolio given the investor’s objectives and
economic conditions, the always difficult selection process includes identifying which
brands to purchase, how much, and when. The basic idea is that we want to choose
a group of brands from a large number of available issues, in order to maximize the
expected return given an acceptable risk rate. A rational investor needs to consider not
only maximizing the profit of the investment, but also minimizing the uncertainty or
risk resulting from the fluctuations that are expected in the portfolio. Themain problem
to be solved in this chapter is how to allocate the available capital to different brands
in a portfolio in order to maximize profit and minimize risk simultaneously.
Base on our previous study on GNP, Genetic Network Programming with control
nodes [62], [63] has been proposed in order to extend the functions of conventional
GNP. Since GNP has a directed graph structure, the aim of GNPcn is to improve the
performance by extending the evolutionary method of it. In traditional GNP, the cur-
rent node isn’t compulsorily transferred to the start node. However, in the GNPcn
method, the number of control nodes is set up and a certain number of processing
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nodes are executed before returning to one of the control nodes, i.e., we extend the
breadth and depth of searching space for GNP. It is clarified from the simulations that
the performance of GNP could be improved by the combination with control nodes.
In this chapter, we applied GNPcn to the financial field in order to create an ef-
ficient portfolio optimization model for given multi-brands. The features of the pro-
posed method compared with other traditional methods are as follows: The GNPcn
method makes a stock trading strategy considering the recommendable information
of technical indices and candlestick charts [39] for efficient trading decision making.
Reinforcement Learning is also used in this chapter for taking appropriate actions.
Section 4.2 presents the literature review. Section 4.3 describes the proposed GN-
Pcn approach to be studied in this chapter. In Section 4.4, we explain the optimization
algorithm in brief. Section 4.5 presents experimental environments, conditions and re-
sults using GNPcn method. The trading profits are presented and compared with both
the traditional GNPmethod and Buy&Hold method. Finally, Section 4.6 concludes this
chapter.
4.2 Literature Review
In recent decades, the portfolio problem in financial engineering has received a lot
of attention. The foundation of portfolio optimization was laid by Harry Markowitz
[64]-[67], where he proposed a mean-variance optimization model for designing an
optimum portfolio based on the idea of minimizing risk and maximizing expected re-
turns. As we know, it is difficult to acquire good estimates for the expected returns,
and the calculation of risk becomes more and more complex as the number of available
assets grow. In the case of linear constraints, the problem can be solved efficiently by
parametric quadratic programming. However, there are many real-world non linear
constraints which limit the number of different assets in a portfolio. As a consequence,
evolutionary computation was developed to calculate the optimal portfolio since port-
folio problems make the search space become larger. In this paper, how to allocate the
given money to a certain number of fixed brands is discussed, which is different from
the classical mean-variance optimization model.
Over the last few decades, various approaches have been applied to several finan-
cial problems, especially for stock market activities. Generally speaking, these ap-
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proaches can be separated into two categories: statistical and AI. The statistical meth-
ods are widely used to predict the stocks based on the past time series data. The tra-
ditional statistical approaches include ARMA method [68], the threshold Autoregres-
sive model [69], Smooth Transition Autoregressive model(STAR) [70], the Autoregres-
sive Conditional Heteroscedastic (ARCH) [71] and multiple Linear Regression model.
These methods rely on the assumption of linearity among variables and normal distri-
bution. However, with statistical models, problems arise when the variance in the time
series increase or when nonlinear processes exist in the time series. On the other hand,
AI approaches, with the increasing need for more efficient trading models in the stock
market, has been confirmed to outperform the conventional statistical models for that
it overcomes the limitation of such an assumption [72].
As a main approach in the AI field, Artificial Neural Networks (ANNs) has been
widely used for its ability to forecast financial performances. Dropsy [73] uses ANNs
as a nonlinear prediction tool to forecast international equity risk, in which both linear
and nonlinear forecasting results outperform the random work. Lam [74] applied the
back-propagation algorithm to integrate fundamental and technical analysis for finan-
cial performance prediction. The experimental results show that the ANNs outperform
the benchmark. Both the forecasting and decision models are significantly outperform-
ing the benchmark market performance. Likewise, Yu et al. [75] introduce a new Arti-
ficial Intelligence technique and propose a fast and efficient radial basis function (RBF)
neural network-based methodology. However, despite the wide spread use of ANNs
in the financial domain, there are significant problems to be addressed. Since ANNs
are data-driven model, the underlying rules in the data are not always apparent, which
leads to so-called black-box models, and investors cannot benefit from the knowledge
discovery in the analytic process. In addition, the buried noise and complex dimen-
sionality of the stock market data make it difficult to learn or re-estimate the ANNs
parameters [76].
Genetic Algorithms (GA), as one of the most popular heuristic optimization tech-
niques, were originally developed by Holland [1]. Subsequently, GA had been ap-
plied to many optimization problems in engineering and operations research. GA is a
good tool for optimization problems since they make no restrictive assumptions about
the solution space. Lin considered the multi-objective genetic algorithm for portfo-
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lio selection problem [77]. Oh proposed a new portfolio selection algorithm based
on portfolio beta by using genetic algorithm [35]. Moreover, Lin and Liu [78] con-
sidered Markowitz’s model with minimum transaction lots and they presented three
other models using GA as their solver. Deck used GA to train a neural network trading
system. However, when GA was applied to the portfolio optimization, the problem
is that many chromosomes are coded into the same portfolio, or similar chromosomes
may be coded into very different portfolios whichmakes it more difficult for GA to pro-
duce better chromosomes from good ones. These problems multiply the GA’s search
space and makes GA less efficient in finding the optimal portfolio.
Genetic Programming (GP), which has been described by Koza (1992) [6], can be
considered as an extension of GA. It uses tree-like individuals that can represent math-
ematical expressions. So far, GP has been applied to wide range of financial fields such
as stock trading system [34], bankruptcy prediction [79], and etc. In comparison with
GA, GP allows the optimization of much more complicated structures and can there-
fore be applied to a greater diversity of problems [80]. Recent applications of GP has
been done, when the notion of risk is not considered [81]. Although GP are widely
used in the financial field, it occasionally causes some bloating problems for its tree
structure.
As another tool based on expert knowledge, Fuzzy Logic can be used for stock
market forecasting domain either independently or hybridized with other methods.
For instance, Romahi and Shen [82] developed an evolving rule based expert system
to forecast the financial market activity, where the fuzzy logic and rule induction were
combined together to obtain a promising method. However, fuzzy logic still has its
limitation when applied to the stock market. That is, when designing the fuzzy models
for forecasting or trading, we need to get the expert knowledge prior to it.
Though many AI approaches have been applied to the financial field, due to such
kinds of bottlenecks, we proposed GNP and GNP-RL as an extended method of GA
and GP and its effectiveness has been confirmed in our former studies. In this chapter,
GNP with control node (GNPcn) has been firstly applied to the multi-brands optimiza-
tion model for the stock trading.
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Figure 4.1: The basic structure of GNP
4.3 Genetic Network Programming with Control Nodes
In this section, Genetic Network Programming (GNP) with Control Node is explained
briefly. Basically, GNP is an extension of GP in terms of gene structures. The original
idea is based on the more general representation ability of directed graphs than that of
trees. The graph structure of GNP has some inherent characteristics such as compact
structures and an implicit memory function that contribute to creating effective action
rules.
4.3.1 Conventional Genetic Network Programming
The detailed explanation for conventional GNP can be found in Chapter 2, and Fig. 4.1
shows a basic structure of GNP. The genotype expression of GNP node is also shown in
Fig. 4.1. Ki represents the node type, and IDi represents an identification number of the
node function. Qip means Q value which is assigned to each state and action pair. dip
(1pmi, mi is the number of subnodes in judgment and processing nodes) is the time
delay spent on the judgment or processing at node i, while dAip, d
B
ip, ... are time delays
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spent on the node transition from node i to the next node. CAip, C
B
ip, ... show the node
number of the next node.
Especially, in conventional GNP, the current node isn’t compulsorily transferred to
the start node and there is no terminal node in GNP. Therefore, once GNP is booted up,
the successive activation of GNP system is carried out according to the network flow
until the time limit.
4.3.2 Genetic Network Programming with Control Nodes (GNPcn)
In conventional GNP, since the current node isn’t compulsorily transferred to the start
node, there is a possibility that some of the nodes are not used. Therefore, in this chap-
ter, GNP with control nodes (GNPcn) is used (see Fig. 4.2) to solve the multi-brands
problem. GNPcn starts from a control node, and the current node is transferred back
to one of the control nodes after executing a certain number of processing nodes. Con-
sequently, the performance of GNPcn improves because the increase of the number of
control nodes contributes to searching a solution space widely and finding many dis-
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tinguished trading rules. Especially, the number of the control nodes can be considered
as breadth of the search of GNP, while the number of processing nodes activated per
control node can be considered as depth of the search of GNP.
In addition, the design on what kinds of branches the judgment nodes should have
is so important similarly to the design of the processing nodes in GNP. In this case, the
transition or the behavior of GNP is mainly determined by which branch the judgment
node selects. Therefore, GNP should have the possibility for selecting many judgment
results in GNP. In order to overcome such a problem, in this chapter, GNPcn is pro-
posed and basic studies are done where the number of control nodes is fixed and the
number of processing nodes activated per control node is evolved.
Fig. 4.2 shows the basic structure of GNPcn. GNPcn has several control nodes,
judgment nodes and processing nodes. GNPcn uses one of the groups of control nodes
for one brand of stocks, so that GNPcn could deal with multi brands. When GNPcn
deals with brand “a”, GNPcn starts its node transition from control node “Ca1”, and
the current activated node returns to one of the control nodes (Ca1, ..., Can) successively
after transiting m processing nodes from the last control node. This procedure is as
follows:
 First, the activated node is determined by the control node of each brand.
 Execute the judgment or processing function of the current activated node of the
brand, then determines the next node which is executed in the next time period.
 The next node is determined by the next control node (such as Ca1, ..., Can) after
m processing nodes are executed from the last control node.
4.3.3 Genetic Operations of GNPcn
Fig. 4.3 shows the whole flowchart of GNPcn. In this sub-section, the genetic opera-
tors in the evolution phase are introduced. GNPcn with RL has three kinds of genetic
operators: selection, crossover and mutation. In GNPcn, mutation operation could be
executed not only on the connections between nodes but also on the node functions
and the number of processing nodes activated per control node.
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Figure 4.3: Flowchart of GNPcn
Crossover
Crossover is executed between two parents and generates two offspring. The proce-
dure of crossover is as follows.
(1) Select two individuals using tournament selection twice and produce them as par-
ents.
(2) Each node is selected as a crossover node with the probability of Pc.
(3) Two parents exchange the genes of the corresponding crossover nodes.
(4) Generated new individuals become the new ones of the next generation.
If GNP exchanges the genes of judgment nodes, it must exchange all the genes with
suffix A, B, C, . . . simultaneously.
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Mutation
Mutation is executed in one individual and a new one is generated. The procedure of
mutation is as follows.
(1) Select one individual as a parent using tournament selection.
(2) Mutation operation
 change connection: Each node branch (CAip, CBip,...) is selected with the probability
of Pm, and the selected branch is reconnected to another node.
 change node function: Each node function (IDip) is selected with the probability
of Pm, and the selected function is changed to another one.
 change node number: The number of processing nodes activated per control node
(m) is changed to the other value with the probability of Pm.
(3) Generated new individual becomes the new one of the next generation.
4.3.4 Learning Phase of GNPcn
In this chapter, we use GNPcn with Sarsa learning which is one kind of reinforcement
learning methods. Sarsa can obtain Q values which estimate the sum of the discounted
rewards obtained in the future. Suppose an agent selects an action at at state st at time
t, a reward rt is obtained and an action at+1 is taken at the next state st+1. Then Q(st, at)
is updated as follows.
Q(st, at)  Q(st, at) + a[rt + gQ(st+1, at+1) Q(st, at)]
a is a step size parameter, and g is a discount rate. The state means the current node
and action means the selection of the sub-node in this chapter.
4.4 Portfolio Optimization Algorithm using GNPcn
4.4.1 Technical Indices and Candlestick Chart
In the proposed portfolio optimization model, technical indices and candlestick chart
are used as judgment functions. Concretely speaking, each judgment node uses one
of the following technical indices for its judgment: Rate of Deviation from moving
average (ROD), Relative Strength Index (RSI), Rate of Change (ROC), Volume Ratio,
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Figure 4.4: Candlestick chart patterns
Rank Correlation Index (RCI), Stochastics, Golden/Dead cross and Moving Average
Convergence and Divergence (MACD).
As a judgment function, a candlestick chart was also used in order to elicit technical
knowledge. The candlestick chart is a useful tool to visualize the stock prices so that in-
vestors can detect patterns which can be used to predict future stock price movements.
As illustrated in Fig. 4.4, the candlestick chart consists of a rectangle and two shadow
lines. The rectangle which is called the real body indicates the difference between the
opening value and closing value of the stock. If the real body of the candlestick chart
shows that the opening value is higher than the closing value, the candlestick chart
is called black candlestick. On the other hand, if the closing value is higher than the
opening value, the candlestick chart is called white candlestick chart. The white can-
dlestick implies the rising signal of the stock price and the black candlestick implies the
falling signal. The stock price patterns which are represented by the candlestick chart
shapes give important clues to predict future stock price movements. Thus, the techni-
cal knowledge from the candlestick chart was used as a key information for predicting
stock price movements in this study.
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Table 4.1: Functions of control nodes, judgment nodes and processing nodes
0 control node
1 judgment node to check the technical indices
1 judgment node to check the candlestick charts
2 processing node for buying action
2 processing node for selling action
4.4.2 Judgment Function of GNPcn
Table 4.1 shows the node functions of GNPcn. When a current activated node i is a
judgment node, first, oneQ value is selected fromQi1, ...,Qimi based on e-greedy policy
(mi is the number of subnodes in judgment and processing nodes). Then, the corre-
sponding function (IDip) is selected. The gene IDip shows a technical index or a candle-
stick GNP judges at node i.
Each technical index has its own judgmment function according to the technical
value as shown in Fig. 4.5, where x axis shows the value of each technical index, and the
y axis shows the IMX output (IMX is the Importance Index which has been proposed
in our former research [18]) of the judgment function. The shape of IMX functions
is fixed in our study according to the knowledge from the real stock market. A, B,
C, ... correspond to judgment results. Suppose Qi1 and the corresponding IDi1=1 are
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selected (judgment of rate of deviation), and if the rate is more than 0.1, the judgment
result becomes E, and the next node number becomes CEi1.
As shown in Fig. 4.4, the candlestick chart is used as one of the judgment functions
in this chapter. The proposed method has judgment nodes which check candlestick
chart patterns. The judgment function of the candlestick chart is executed as follows.
When the selected sub-node has a judgment function of the candlestick chart, GNP
judges the current day’s candlestick by the price information. In our study, we use
nine typical candlestick chart patterns as shown in Fig. 4.4, and following is a brief
introduction about these patterns:
 1. Long white candlestick: It indicates the signal of uptrend movement. (the
longer the body, the more significant the price increase)
 2. Long black candlestick: It indicates the signal of downtrend movement. (the
longer the body, the more significant the price decrease)
 3. Small candlesticks: It indicates that neither bullish nor bearish signal could
control the movement and prices finished about where they started.
 4. Long lower shadow: It indicates bullish signal.(the longer the lower wick, the
more reliable the signal)
 5. Long upper shadow: It indicates bearish signal.(the longer the upper wick, the
more reliable the signal)
 6. Spinning tops: It indicates a standoff of bullish and bearish signal, which are
neutral patterns.
 7. Doji: It indicates a standoff, and a turning point could be developing.
 8. White Marubozu: It indicates dominant bullish trades with continued bullish
trend.
 9. Black Marubozu: It indicates dominant bearish trades with continued bearish
trend.
As an example, when the candlestick pattern is “3”, GNPcn selects third branch to
transfer to the next node.
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4.4.3 Processing Function of GNPcn
When the current node is a processing node, the following will be carried out:
1) First, one Q value is selected from Qi1, ..., Qimi based on e-greedy policy. That
is, a maximum Q value among Qi1, ..., Qimi is selected with the probability of 1-e, or
a random one is selected with the probability of e. Then, the corresponding IDip is
selected.
2) Determine buying or selling:
 In the case of IDip=0 (buy): GNPcn buys the stock of brand b 2 B as much as
possible using Initial(V, b), where Initial(V, b) is the initial budget of brand b used
for validation. It is explained in the next subsection.
 In the case of IDip=1 (sell): GNP sells all of the stocks of brand b 2 B in hand.
3) If IDip is selected, the next node number becomes CAip when the current node is
transferred to the next node.
4.4.4 Multi-Brands Optimization Algorithm
In this section, how to determine the initial budget of each brand is described in the
dealing of stocks usingGNPwith control nodes. This portfolio optimization system has
been constructed by training phase and validation phase (see Fig. 4.6). Especially, the
portfolio does not change during the validation period, although it changes generation
by generation in the training period.
Notations
 Initial(t): initial budget for training
 Initial(v): initial budget for validation
 Initial(t, b, n): initial budget of brand b in the nth generation for training
 Initial(v, b): initial budget of brand b for validation
 T: temperature parameter
 B: set of brands
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Figure 4.6: Training and validation phase
 b: brand index
 N: number of generations
 n: generation number
 Sell(t, b,n): sum of the money obtained by selling the stocks of brand b during the
dealing in the nth generation for training
 Buy(t, b,n): sum of the money paid by buying the stocks of brand b during the
dealing in the nth generation for training
 Profit(t, b, n): money gained or lost during the dealing of brand b in the nth gen-
eration for training, where Profit(t, b, n) = Sell(t, b,n)  Buy(t, b, n)
 Profitability(t, b, n): profitability during the dealing of brand b in the nth genera-
tion for training, where Profitability(t, b, n) = Profit(t, b, n)/Initial(t, b,n)
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 Profit(v, b, d): money gained or lost during the dealing of brand b until day d for
validation
We use GNPcn for determining the portfolio of the stock brands, where each brand
corresponds to each group of control nodes like shown in Fig. 4.2. In GNPcn, judgment
nodes check the technical indices and candlestick chart patterns, and processing nodes
work for buying or selling stocks.
One of the groups of control nodes is assigned to each brand b2B. The current
activated node returns to one of the control nodes of each brand after transiting m
processing nodes from the last control node. That is, the current activated node returns
to Cb2 firstly, and next Cb3, Cb4, ..., Cbn. Trading timing is determined by the GNPcn
evolution.
The fitness function of the GNPcn in the nth generation is defined as follows,
Fitness(n) = å
b2B
Pro f it(t, b, n).
In the following, how to determine the portfolio is explained.
Training Phase
The initial budget Initial(t, b, 1) of brand b in the first generation is calculated by Eq. (1).
Initial(t, b, 1) =
Initial(t)
jBj . (4.1)
After the first generation, we can get the following profit and profitability.
Pro f it(t, b, 1) = Sell(t, b, 1)  Buy(t, b, 1).
Pro f itability(t, b, 1) =
Pro f it(t, b, 1)
Initial(t, b, 1)
.
Then, the initial budget Initial(t, b, 2) of brand b in the second generation can be calcu-
lated by Eq. (2) considering the profitability gained in the first generation.
Initial(t, b, 2) =
exp(Pro f itability(t, b, 1)/T)
åb2B exp(Pro f itability(t, b, 1)/T)
Initial(t). (4.2)
Likewise, the initial budget Initial(t, b,n+ 1) of brand b in the (n+ 1)th generation can
be calculated by Eq. (3) considering the profitability gained in the nth generation.
Initial(t, b, n+ 1) =
exp(Pro f itability(t, b, n)/T)
åb2B exp(Pro f itability(t, b, n)/T)
Initial(t), (4.3)
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where,
Pro f it(t, b, n) = Sell(t, b, n)  Buy(t, b, n),
Pro f itability(t, b, n) =
Pro f it(t, b, n)
Initial(t, b, n)
,
Validation Phase
The initial budget Initial(v, b) of brand b in the validation phase is given as follows.
Initial(v, b) =
exp(Pro f itability(t, b,N)/T)
åb2B exp(Pro f itability(t, b,N)/T)
Initial(v), (4.4)
where, Initial(v) is the initial budget for the validation.
GNPcn individual starts its operation from one of the control nodes in the valida-
tion and the activated node is transferred to a judgment node or a processing node. At
the processing node, the trading is executed using the opening price of the day. The
concrete procedure of the trading is as follows. Do the following for each brand until
the end of the trading:
 If the current node is a judgment node, it determines the next node depending
on the judgment result. If the current node is a processing node, it transits to the
next node after buying or selling stocks.
 Calculate the available budget of each brand whenever the buying signal occurs
in the processing nodes during the transition of each brand.
 When the processing node is executed m times from the last control node, the
next node is determined by the next control node.
 Calculate the profit and profitability of each brand at the end of the trading.
4.5 Simulations
To confirm the effectiveness of GNPcn for the portfolio optimization system, we carried
out the trading simulations using 10 brands selected from the companies listed in the
first section of Tokyo stock market in Japan (see Table 4.2). The simulation period is
divided into two periods: one is used for training and the other is used for testing.
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 Training: January 4, 2001—December 30, 2003 (737 days)
 Testing: January 5, 2004—December 30, 2004 (246 days)
We suppose that the initial funds, i.e., Initial(t) and Initial(v) are 50,000,000 Japanese
yen in both periods.
Especially, there is an advantage of GNPcn over the conventional GNP: In the sim-
ulations, GNPcn is compared with the traditional GNP in which one GNP individual
deals with only one brand, so we evolved 10 different GNP populations. When we
use GNPcn, one GNPcn has 10 groups of control nodes, each of which deals with one
brand, so one GNPcn can deal with 10 brands.
4.5.1 Settings of GNPcn
Table 4.3 shows the parameters of the evolution of GNPcn. GNPcn uses judgment
nodes which judge the technical indices and candlestick charts. The technical indices
are calculated using three kinds of calculation periods (short-term, medium-term and
long-term) except Golden/Dead cross and MACD. Therefore, the number of kinds of
judgment nodes is 21 (including one candlestick judgment). The number of processing
functions is two: buying and selling. Five control nodes are assigned to each brand and
we tested 10 brands, i.e., the total number of control nodes is 50. The total number of
nodes in each individual is 80 including 10 processing nodes, 20 judgment nodes and
50 control nodes. However, the functions IDip in sub-nodes are determined randomly
at the beginning of the first generation, and changed appropriately by evolution.
The initial connections between nodes are also determined randomly at the first
generation. At the end of each generation, 179 new individuals are produced by mu-
tation, 120 new individuals are produced by crossover, and the best individual is pre-
served. The other parameters are the ones showing good results in the simulations.
The initial Q values are set at zero.
4.5.2 Simulation Results
In Table 4.4, we test the various values of T in Eq. (2), which is called temperature
parameter. As we know, according to the Boltzman distribution theory, different T
value defines different strength of distribution. When it is applied to this portfolio
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Table 4.2: Profits in the testing simulations fProfit[yen](profitability[%])g
Brand GNPcn GNP-RL GNP-Candlestick GA Buy&Hold
NEC Corporation — 43,400(0.9) -126,150(-2.5) -531,000(-10.6) -1,026,000(-20.5)
Fuji Heavy Ind. — 188,800(3.8) 97,700(2.0) 173, 000(3.5) -189,000(-3.8)
East Japan Railway — 418,800(8.4) 96,550(1.9) 7,590(0.2) 477,000(9.5)
KDDI — 316,233(6.3) -76,600(-1.5) -273,000(-5.5) -576,000(-11.5)
Nomura Holdings, Inc. — 638,933(12.8) -293,785(-5.9) -374,087(-7.5) -985,500(-19.7)
Shin-Etsu Chemical — 133,800(2.7) 7,250(0.1) -539,400(-10.8) -264,000(-5.3)
Sony — 202,766(4.1) 280,500(5.6) 112,000(2.2) 150,000(3.0)
Tokyo Electric Power — 116,100(2.3) -65,500(-1.3) 360,750(7.2) 262,500(5.3)
Hitachi — 403,366(8.1) 472,300(9.4) 276,300(5.5) 336,000(6.7)
Nissan — 464,966(9.3) 590,750(11.8) 372,000(7.4) 450,000(9.0)
Average 4,262,714(8.5) 292,716(5.9) 98,302(2.0) -41,585(-0.8) -136,500(-2.7)
Table 4.3: Parameter conditions for evolving GNP
Number of individuals=300
(mutation:179, crossover:120, elite:1)
Number of nodes=80 (Judgement node=20,
Processing node=10, control node=50)
Number of sub-node in each node=2
Pc=0.1, Pm=0.03, a=0.1, g=0.3, e=0.1
study, T value indicates the initial budget of each brand distributed byGNPcn. If T!¥,
GNPcn distributes the initial budget to each stock evenly. On the other hand, if T!0,
all the money is distributed to the stock brand which obtain the best profitability.
Table 4.4 shows the average fitness values over 30 independent simulations in the
training when the parameter T is set to different values. From the results, it is clarified
that the we can get a good fitness value in the training period when T is set to 0.003.
Therefore, we set the value of 0.003 for the temperature parameter T in our simulations.
Fig. 4.7 shows the fitness and profit curves, i.e., Fitness(n) and Profit(t, b, n) of each
brand b 2 B in the nth generation using the data from 2001 to 2003, and the line is
the average value over 30 independent simulations. From Fig. 4.7, we can see that
GNPcn with reinforcement learning can obtain larger profits for the training data as
the generation goes on.
Fig. 4.8 shows the initial budget change of the 10 brands, i.e., Initial(t, b, n) in
the training period, while Fig. 4.9 shows the profitability change of each brand, i.e.,
Profitability(t, b,n) in the training period. From these figures, it is clear that the brand
which can obtain larger profitability can also get the initial budget more than other
Simulations 67
Table 4.4: Average fitness values [million yen] in training period with different T
T 0.001 0.003 0.005 0.01 0.03 0.05
Fitness 133.5 143.2 136.2 125.6 110.1 108.2
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Figure 4.7: Fitness and profit curves of 10 brands in the training period
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Figure 4.8: Initial budget change of 10 brands in the training period
brands. The optimization of the proposed portfolio model has been shown conse-
quently.
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Figure 4.10: Profits change of 10 brands in the testing period
Table 4.2 shows the profit and profitability in the testing term using the data in
2004. The values in Table 4.2 are the average profit and profitability of 30 independent
simulations with different random seeds. For the comparison, Table 4.2 also shows the
results of GNP-RL, GNP-Candlestick [39], GA and Buy&Hold method which is often
considered as a benchmark in trading stocks simulations. Buy&Hold buys as much
stocks as possible at the opening of the market on the first day in the simulations,
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Figure 4.11: Ratio of nodes used by GNPcn in the testing period
and sells all the stocks at the opening on the last day. From Table 4.2, the proposed
method can obtain larger profits than Buy&Hold and all the other traditional methods
in most of the trade in 10 brands. Since the initial budget of the traditional methods
and Buy&Hold are 5,000,000 yen respectively, we set the initial budget of the proposed
model at 50,000,000 yen. This is because GNPcn deals with all of the 10 brands simulta-
neously, while in the case of conventional GNP method, one GNP deals with only one
brand. In order to compare these methods under the same condition, we set the initial
budget of GNPcn at 10 times of other methods. As a result, the average profitability
can be calculated and compared with each other. Especially, the profit for each brand
can be calculated in the traditional methods, however, in the proposed model, GNPcn
deals with all of the brands, so, only the total profit is described.
Fig. 4.10 shows the Profit(v, b, d) during the dealing of brand b 2 B until day d using
the data of 2004. From Fig. 4.10, we can see that the profit keep increasing during the
testing period. The advantage of the proposed method is to determine the distribution
of the initial budget to each brand automatically, and the brands which obtain larger
profitability can have the initial budget more than other brands. As a result, by this
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efficient portfolio optimization system, GNPcn could obtain much profit in the trading
of those brands.
Fig. 4.11 shows the average ratio of the nodes used in the test period over 30 inde-
pendent simulations in order to see which nodes are used and which are most efficient
for stock trading model. The total number of node functions is 23, while each process-
ing node has a node number of (1-2), and each judgment node has a node number of
(3-23). The x-axis shows the kinds of nodes, while the y-axis shows the average ra-
tio of the used nodes. From the figure, we can see that the processing nodes are used
to determine buying and selling stocks, and the judgment nodes of “Rate of Devia-
tion 1” and “Candlestick” are frequently used. Thus, it can be said that GNPcn judges
that these node functions are important to determine stock trading. GNPcn can auto-
matically determine which nodes should be used in the current situation by evolving
node functions and connections between nodes, in other words, GNPcn can optimize
the combination of technical indices and candlestick charts used for this multi-brands
stock trading model.
4.6 Summary
In this chapter, we proposed amulti-brands optimization algorithm by using GNPcn to
check the information of technical indices and candlestick chart patterns. Compared to
conventional GNP, GNPcn has many control nodes, and each group of control nodes is
assigned to each stock brand for creating effective portfolio strategy. Since GNPcn can
adjust the distribution of the initial budget to each brand at each generation and more
budget is assigned to the brands with larger profitability, we can create the effective
portfolio optimization system and get more profit. We carried out the simulation of
GNPcnmethod using stock data of 10 brands for four years. In the simulations, GNPcn
is compared with several conventional methods and Buy&Hold. From the results, it is
clarified that GNPcn performs much better in terms of the profits than traditional GNP
methods, GA and Buy&Hold method. It shows the efficiency of the proposed GNPcn
method for dealing with the portfolio optimization problem.
We still have some further study in the future. First, the algorithm presented can
be further improved by modifying evolutionary operators, especially mutations. The
fitness function can also be improved to increase the efficiency of the method. More-
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over, additional efforts should be spent on the methods of portfolio selection in order
to eliminate unacceptable solutions and get the best combination of stock brands. We
will also evaluate the proposed method comparing with other methods in the financial
market.

Chapter 5
A Portfolio Selection Model using
Genetic Relation Algorithm and
Genetic Network Programming
5.1 Introduction
This chapter presents an application of the evolutionary computation methods named
genetic relation algorithm (GRA) and genetic network programming (GNP) to the prob-
lem of portfolio selection in the financial field. In the conventional portfolio optimiza-
tion problem, given the investor’s objectives and economic conditions, we want to find
out what assets to include in an optimal portfolio, in order to maximize the expected
return and minimize risk simultaneously.
In order to solve this optimization problem, Harry Markowitz [64]-[67] first pro-
posed a mean-variance optimization model to design an optimum portfolio as the
foundation of portfolio selection, which assumes that the total portfolio can be obtained
using the mean return of the assets and the variance of the return over these assets. In
the case of linear constraints, Best and Kale [83] and Stein et al. [84] solved the problem
efficiently by parametric quadratic programming. However, there are many real-world
nonlinear constraints which limit the number of different assets in a portfolio. Since the
number of brands in the stock market is generally very large, techniques for selecting
the effective portfolio are likely to be of interest in the financial field.
In recent decades, various approaches in the Artificial Intelligence (AI) field have
been applied to several financial problems, especially for the stock market activities.
Generally speaking, with the increasing need for more efficient portfolio selection and
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stock trading models, AI approaches have been confirmed to outperform the conven-
tional statistical models [68]-[71] in terms that they overcome the limitation of assump-
tions [85], [86].
Due to the bottlenecks of traditional methods, GNP [17], [87] and GRA [88] are
proposed to solve these problems. Concretely speaking, the efficiency of GNP for gen-
erating stock trading rules has been confirmed in our previous studies [60], [89]. Also,
GRA is originally developed to reduce a large class association rule set for data mining
[88]. In this paper, we firstly apply GRA to the portfolio selection problem. In order to
pick up the most efficient portfolio from a large number of brands, the proposed model
considers the correlation coefficient between stock brands as strength, which indicates
the relation between nodes in GRA. The algorithm evaluates the relationships between
stock brands using a specific measure of strength and generates the optimal portfolio
in the final generation. The performance of the portfolio selected with GRA is con-
firmed by the stock trading model with GNP. Generally speaking, the contributions of
the proposed method are as follows.
 First, in the conventional Markowitz methods, a combination of brands is given,
then the distribution ratio of the capital to each brand is determined by consider-
ing the return and risk. However, in our method, the best combination of stocks
is selected from a large number of brands by considering the correlation coeffi-
cients of the brands in GRA. Then, the distribution of initial capital and the best
strategy for buying and selling stocks are determined by GNP.
 Second, though many AI approaches have been applied to this field, most port-
folio selection models in the previous literature only consider the distribution
property of investment returns; other factors, such as investors’ risk preferences
and trading strategies, are not taken into account. Unlike others, these impor-
tant factors are considered in our study. In a sense, the proposed model is an
integrated intelligent model.
 Third, the number of stock brands in the best portfolio in the final generation of
GRA can be flexibly defined by users since the brands correspond to nodes in the
GRA individuals.
The further study is organized as follows. Section 5.2 describes the proposed GRA
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approach in general. In Section 5.3, we explain the application of GRA to our pro-
posed portfolio selection model. Section 5.4 describes the stock trading strategy of
GNP, which is used to verify the GRA approach. Section 5.5 presents experimental en-
vironments, conditions and results using the integrated intelligent model. The trading
profits are presented and compared with other methods. Finally, Section 5.6 concludes
this chapter.
5.2 Genetic Relation Algorithm
In this section, the outline of GRA is explained in brief. Basically, GRA is an extension
of GP [6] and GNP [17] in terms of gene structures. The original idea is based on
the more general representation ability of both directed and undirected graphs. As
a new evolutionary computation method, GRA is used to extract the events from a
large number of candidates, which shows the best relations with each other in a GRA
individual. When it is applied to the portfolio selection, GRA is used to select the
optimal portfolio out of a huge number of possible stock brands. There are two kinds
of gene structures in GRA, i.e., GRA with directed and undirected edges.
5.2.1 GRA with Directed Edges
Fig. 5.1 shows the basic structure and genotype expression of GRAwith directed edges.
GRA is composed of nodes and edges, where nodes represent events and directed
edges represent the relations between nodes with their strength. As shown in Fig. 5.1,
node i has strength Sij to node j and node j has strength Sji to node i.
Fig. 5.1 also describes the gene of node i, then the set of these genes represents the
genotype of GRA individuals. Concretely speaking, IDi represents an identification
number of the node, e.g., IDi=1 means node i has the directed edges to other nodes,
while IDi=2 means node i has the undirected edges to other nodes. Fi denotes the
function of node i. In this chapter, Fi represents different stock brands in the portfolio.
Ci1, Ci2, ..., Cik show the number of the nodes which are connected from node i firstly,
secondly and so on. Si1, Si2, ..., Sik denote the strength of edges from node i to node Ci1,
Ci2, ..., Cik, respectively. All GRA individuals in a population have the same number of
nodes.
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i
i Event Node i
S ij S ji
i j Directed edge from node i to node j
Sij Strength from node i to node j
Node i
Node gene Connection gene
ID i Fi
C i1 C i2 C ik
S i1 S i2 S ik
......
......
Figure 5.1: Basic structure of GRA with directed edges
Like other evolutionary algorithms, selection, crossover and mutation are used as
the genetic operators of GRA. The outline of evolution is described as follows:
(1) Initialize the first population and calculate the fitness of the population;
(2) Generate new individuals for the next generation by tournament selection and
genetic operations of crossover and mutation;
(3) Calculate the fitness of the new individuals;
(4) Repeat 2-3 until the terminal condition meets.
The points of GRA can be described as follows: First, GRA extracts appropriate
events from a large number of candidates which have the best relations in a individual.
Second, all the connections between nodes do not have to be defined, but the connec-
tion itself could be evolved. Also, the number of connections between nodes is flexible
and it can be defined by users.
5.2.2 GRA with Undirected Edges
Fig. 5.2 shows the basic structure of GRA with undirected edges. Like the directed
GRA, the event is also represented by the node, while the relation between nodes is
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j
i
i Event Node i
S ij=S ji
i j Undirected edge between node i and node j
Strength between node i and node jS ij=S ji
Figure 5.2: Basic structure of GRA with undirected edges
represented by undirected edges with their strength. The relation between node i and
node j has a strength of Sij=Sji in undirected GRA, which is different from directed one.
5.3 Portfolio Selection using Genetic Relation Algorithm
In the proposed method, genetic relation algorithm with undirected edges are used to
construct the portfolio selection model. As shown in Fig. 5.3, the basic structure of
GRA is described as follows: The nodes in GRA are used to represent different stock
brands in a portfolio, and the strength between two nodes are used to indicate the
relationship between stock brands, i.e., the value of correlation coefficient. The main
point of the proposed model is to select a given number of stocks in a portfolio from a
large number of brands, so that the correlations among the stock brands in GRA satisfy
a certain criterion. In order to maximize the final profit by the buying and selling
strategy of GNP [60], we can study what degree of correlation coefficient the stocks
should have by GRA method.
5.3.1 Notations and Fitness Function of GRA
 D: set of days
 S: set of stock brands
 S(G): set of stock brands in GRA
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Figure 5.3: Genetic relation algorithm for portfolio selection
 S(Gi): set of stock brands whose strength is defined between node i in GRA
 Price(i, d): price of stock brand i on day d
 mi: mean of the price of stock brand i
 s2i : variance of the price of stock brand i
 sij: covariance between the prices of stock brand i and stock brand j
 rij: correlation coefficient between the prices of stock brand i and stock brand j
 r: target value of the correlation coefficient
The object of GRA is to select appropriate jS(G)j stock brands out of a large number
of brands jSj, which satisfy a certain value of the correlation coefficient, i.e., -1.0r1.0.
Therefore, the fitness function of GRA is defined as follow.
Fitness =
1
jS(G)j åi2S(G)
1
jS(Gi)j åj2S(Gi)
(rij   r)2, (5.1)
where,
rij =
sij
sisj
,
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s2i = E[(Price(i, d)  mi)2] =
1
jDj åd2D
(Price(i, d)  mi)2,
sij = E[(Price(i, d)  mi)(Price(j, d)  mj)]
=
1
jDj åd2D
(Price(i, d)  mi)(Price(j, d)  mj),
mi = E[Price(i, d)] =
1
jDj åd2D
Price(i, d).
In the fitness function of Eq. (1),
 if r is around 1.0, then stock brand i and stock brand j have positive correlation.
 if r is around -1.0, then stock brand i and stock brand j have negative correlation.
 if r is around 0.0, then stock brand i and stock brand j have no correlation.
The fitness function evaluates the GRA individuals so that the strengths between
stock brands have the target value of the correlation coefficient r. Generally, according
to the portfolio theory, it is preferable to select jS(G)j stock brands which have small
correlations. It is our interest to find out the target value of the correlation coefficient
r in the fitness function. By the portfolio selection model of GRA, the stock brands
having large correlations with each other are expected to be eliminated, as they always
cause high risk in a portfolio.
5.3.2 Genetic Operators of GRA
In this sub-section, the genetic operators in the evolution phase are introduced. In order
to get the best individual, the function of nodes in GRA should be changed, which can
be realized effectively by genetic operations. GRA has three kinds of genetic operators:
selection, crossover and mutation. In GRA, mutation operation could be executed not
only on the connections between nodes but also on the node functions.
Selection
At each generation, all of the individuals are ranked by their fitness values and the
best individual in the current generation is preserved for the next generation by elite
selection. Then, tournament selection of individuals is carried out to reproduce the
next generation.
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Crossover
As shown in Fig. 5.4, crossover is executed between two parents and two offspring are
generated. The procedure of crossover is as follows.
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GNP
Figure 5.6: Flowchart of GRA
 Select two individuals using tournament selection twice and produce them as
parents.
 Each node is selected as a crossover node with the probability of Pc.
 Two parents exchange the genes of the corresponding crossover nodes.
 Generated new individuals become the new ones of the next generation.
Mutation
Fig. 5.5 shows an example of the mutation operator. Mutation is executed in one indi-
vidual and a new one is generated. The procedure of mutation is as follows.
 Select one individual as a parent using tournament selection.
 Mutation operation
– change connection: Each node branch (Ci1, Ci2, ..., Cik) is selected with the
probability of Pm, and the selected branch is reconnected to another node.
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– change node function: Each node function (Fi) is selected with the probabil-
ity of Pm, and the selected function is changed to another one.
 Generated new individual becomes the new one of the next generation.
5.3.3 Flowchart of GRA
Fig. 5.6 shows the flowchart of GRA. For the first GRA population, each individual is
generated assigning a certain stock brand selected randomly from a huge number of
brands to one of the nodes in GRA. It is ensured that all nodes are different within one
individual. In the next, evaluation of the individuals is carried out according to their
fitness values. At the reproduction phase, selection, crossover and mutation are used
as genetic operators to generate the population for the next generation. This process is
repeated until the last generation. Finally, after obtaining the best individual in the last
generation, it is tested by the stock trading model of GNP [60].
5.4 Stock Trading Strategy of Genetic Network Programming
with Control Nodes
In this section, a stock trading strategy based on GNPcn [17], [60], [90] is used for
evaluating the proposed GRA portfolio selection method. It is a kind of integrated
intelligent model by considering both portfolio selection and the trading strategies.
The overall procedure for the GNPcn approach is presented as follows.
 Firstly, the role of GNPcn is to determine the distribution of the initial capital to
each brand selected by GRA, and also determine the time of buying and selling
stocks.
 Secondly, since GNPcn is evolved with training data, the brands which obtain
larger profitability in the training period can have the initial capital more than
other brands in the portfolio. As a result, the distribution ratio of the capital
and the time of buying and selling stocks are determined by the transition of
judgment nodes and processing nodes in GNPcn.
 Thirdly, as the features of GNPcn method, the combination of evolution and
learning is realized to take the appropriate trading actions, i.e., reinforcement
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Table 5.1: Parameter conditions for evolving GRA
Number of individuals=300
(mutation:179, crossover:120, elite:1)
Number of generations=300
Number of nodes=10
Pc=0.3, Pm=0.1
learning is used to select subnode functions in GNPcn according to theirQ values.
Moreover, technical indices and candlestick chart are used as judgment functions
to get the information from the stock market depending on the situation, thus,
the stock trading strategy of GNPcn can be carried out effectively.
Since the stock trading strategy of GNPcn was described in detail in Chapter 4 and
paper [90], we use the same algorithm and simulation settings in this chapter and will
not repeat the procedure again.
5.5 Experimental Results
In order to confirm the effectiveness of GRA for the portfolio selection model, we car-
ried out the trading simulations by GNP using the best GRA individual that was ob-
tained in the last generation. The simulation is divided into two steps: one is used for
the training of GRA and the other is used for the training and testing of GNP.
 Training (GRA): January 4, 2001—December 30, 2003 (737 days)
 Training (GNP): January 4, 2001—December 30, 2003 (737 days)
 Testing (GNP): January 5, 2004—December 30, 2004 (246 days)
5.5.1 Performance of Genetic Relation Algorithm
Experimental Conditions of GRA
Table 5.1 shows the parameters of the evolution of GRA. The total number of nodes
in each individual of GRA is 10 which indicate 10 different stock brands in a portfo-
lio. Those stock brands are selected from 500 companies listed in the first section of
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Table 5.2: Profit and profitability comparison using different number of branches (yen)
r value 1 branch full branches
-0.8 2,766,084 (5.53%) 2,631,280 (5.26%)
-0.6 2,672,986 (5.35%) 2,897,513 (5.80%)
-0.4 3,179,176 (6.36%) 3,300,970 (6.60%)
-0.2 3,384,061 (6.77%) 3,261,387 (6.52%)
0.0 3,797,128 (7.59%) 3,673,806 (7.35%)
0.2 3,502,800 (7.01%) 3,607,220 (7.21%)
0.4 2,973,384 (5.95%) 3,180,279 (6.36%)
0.6 3,084,725 (6.17%) 2,862,180 (5.72%)
0.8 2,580,135 (5.16%) 2,500,410 (5.00%)
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Figure 5.7: Processing time when changing the number of edges in GRA
Tokyo stock market in Japan. The content Fi in each node, i.e., the stock brand, is de-
termined randomly at the beginning of the first generation, and changed appropriately
by evolution.
The initial connections between nodes are also determined randomly at the first
generation. At the end of each generation, 179 new individuals are produced by mu-
tation, 120 new individuals are produced by crossover, and the best individual is pre-
served. The other parameters for crossover and mutation are the ones showing good
results in the simulations. The terminal condition is 300 generations.
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Simulation Results of GRA
Fig. 5.7 shows the average processing time when the number of edges in a GRA in-
dividual is changed. It is an example when the target correlation coefficient æ is set
to 0.0. It is clear from Fig. 5.7 that when the number of edges increases, the average
processing time also increases because of the complexity of the network structures.
Fig. 5.8 shows the average fitness values when the number of edges in a GRA
individual is changed using the data from 2001 to 2003, and these lines are the average
values over 30 independent simulations. From Fig. 5.8, we can see that the differences
of the fitness values between one edge and the large number of edges become small as
the generation goes on.
Table 5.2 shows the profitability comparison using different number of edges with
different value of correlation coefficient æ, while the initial budgets for training and val-
idation, i.e., Initial(t) and Initial(v) are equal to 50,000,000 Japanese yen. The profitabili-
ties are the simulation results obtained with the integrated intelligent model consisting
of GRA and GNP. From Table 5.2, it is found that comparable results are obtained with
only one edge compared to full edges of each node in GRA individual. Since a small
number of edges can save the processing time as shown in Fig. 5.7, and comparable
fitness value and profitability are obtained in general, it is unnecessary to consider the
connections of full edges between nodes. Therefore, only one branch is used for each
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Table 5.3: Parameter conditions for evolving GNP
Number of individuals=300
(mutation=179, crossover=120, elite=1)
Number of nodes=80 (judgement node=20,
processing node=10, control node=50)
Number of sub-node in each node=2
Pc=0.1, Pm=0.03, a=0.1, g=0.3, e=0.1
node in the evolution of GRA, which can be evolved by the crossover and mutation.
5.5.2 Validation By the Stock Trading Model of Genetic Network Program-
ming
Experimental Conditions of GNP
Table 5.3 shows the parameters for the evolution of GNP method. GNP uses the judg-
ment nodes to judge the information from stock markets, and uses the processing node
to take buying and selling actions. Five control nodes are assigned to each brand. The
total number of nodes in each individual is 80 including 10 processing nodes, 20 judg-
ment nodes and 50 control nodes. The initial connections between nodes are also deter-
mined randomly at the first generation. At the end of each generation, new individuals
are produced by selection, crossover and mutation. The initial Q values are set at zero.
In the validation phase of the stock trading model of GNP, we suppose that the ini-
tial funds are 50,000,000 Japanese yen in both training and testing periods. Especially,
when we use GNP to test the best portfolio generated by GRA, one GNP individual
has 10 groups of control nodes, each of which deals with one brand, so one GNP can
deal with 10 brands in the portfolio simultaneously.
Simulation Results of GNP
In order to confirm the efficiency of our proposed method, Table 5.4 shows the compar-
ison of the profit between GNPwith GRA and conventional GNP. Concretely speaking,
in the case of GNPwith GRA,we carry out the simulations by setting the various values
of r in the fitness function Eq. (1). The value of r indicates positive or negative correla-
tion between different stock brands, and it has strong effects to the portfolio selection.
Concretely speaking, Table 5.4 presents the average profit of the portfolio selected by
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Table 5.4: Comparison of profit with conventional GNP (Profit[yen])
r -0.02 -0.04 -0.06 -0.1 -0.2 -0.4 -0.6 -0.8
GNP with GRA 3,501,807 3,251,973 3,163,410 3,352,168 3,384,061 3,179,176 2,672,986 2,766,084
r 0.0
GNP with GRA 3,797,128
r 0.02 0.04 0.06 0.1 0.2 0.4 0.6 0.8
GNP with GRA 3,451,030 3,600,963 3,180,345 3,275,730 3,102,800 2,973,384 3,084,725 2,580,135
random sequence 1 2 3 4 5 6 7 8
conventional GNP 1,738,324 2,631,634 1,062,671 2,987,880 3,148,120 900,380 1,220,368 2,733,425
random sequence 9 10 11 12 13 14 15 16
conventional GNP 1,376,708 3,337,781 751,993 2,602,448 1,573,080 1,992,164 3,029,950 1,259,492
Table 5.5: Stock brands in the optimal portfolio selected by GRA
a Nissin Foods Products Co., Ltd.
b Hitachi Chemical Co., Ltd.
c ToTo Ltd.
d Toshiba Corporation
e Honda Motor Co., Ltd.
f Yamaha Corporation
g Toyota Tsusho Corporation
h All Nippon Airways Co., Ltd.
i Chubu Electric Power Co., Inc.
j Toho Co., Ltd.
GRA over 30 independent simulations when the correlation coefficient r is set at dif-
ferent values. From the results, it is clarified that we can get a good profit in the testing
period when r is set at 0.0. Therefore, we set the value of 0.0 for the parameter r in
our simulations. In the case of conventional GNP as shown in Table 5.4, we randomly
select 16 portfolios without the optimization model of GRA from 500 companies listed
in the first section of Tokyo stock market in Japan. From Table 5.4, the portfolio selected
by the GRA optimization model with small jrj can obtain higher profits than conven-
tional GNP, which selected stock brands randomly from the stock market. Moreover, in
the previous study, it has been confirmed that GNP outperformed the other traditional
methods [60], [40] and benchmark, i.e., GA and Buy&Hold, which are widely used in
the financial field. Thus, we didn’t carry out the comparisons between GNP and other
traditional methods in this chapter.
Fig. 5.9 shows the fitness and profit curves, i.e., the best Fitness(n) and Profit(t, b,n)
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Figure 5.9: Fitness and profit curves of 10 brands in the training period by GNP
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Figure 5.10: Profits change of selected 10 brands in the testing period by GNP
of each brand b 2 S(G) in the nth generation using the data from 2001 to 2003, and the
line is the average value over 30 independent simulations. From Fig. 5.9, we can see
that GNP with reinforcement learning can obtain larger profits for the training data as
the generation goes on.
Fig. 5.10 shows the profits change Profit(v, b, d) of the selected 10 brands in the
testing period by GNP model, i.e., using the best portfolio obtained with GRA method
when the value of parameter r is set to 0.0. We carried out the dealing of these 10 brands
using the data of 2004. From Fig. 5.10, we can see that the profit keep increasing during
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the testing period. The advantage of the proposed integrated intelligent model is that it
can optimize not only the portfolio selection, but also optimize the distribution of initial
budget to each brand in the portfolio automatically, and the brands which obtain larger
profitability can have the initial budget more than other brands. As a result, with this
efficient portfolio optimization system, we can obtain much profits in the trading of
those brands. The stock brands in the optimal portfolio selected by GRA method are
also shown in Table 5.5.
5.6 Summary
In this chapter, we applied Genetic Relation Algorithm and Genetic Network Program-
ming to the portfolio selection problem. In order to pick up a fixed number of the most
efficient brands, the algorithm evaluates the relationships between stock brands using
a specific measure of strength, i.e., correlation coefficient between stocks, and generate
the optimal portfolio in the final generation. We carried out the experiments selecting
10 brands out of 500 companies listed in the first section of Tokyo stock market in Japan
for 4 years. In the experiments, the efficiency of GRAmethod is confirmed by the stock
trading model of GNP that has been proposed in the previous chapter. Compared to
conventional methods, the proposed integrated intelligent model has two advantages,
first, GRA method considers the correlation coefficient as the strength between stock
brands to optimize the portfolio, which is different from the conventional method that
select stocks randomly for trading. From the results, it is clarified that we can obtain
much profits in the trading of those brands. Second, GNP can adjust the distribution
of the initial budget to each selected brand in the portfolio in each generation, and
more budget is assigned to the brands with larger profitability. It is different from the
Markowitz method in terms that the distribution ratio of the capital to each brand is
determined for maximizing the total profits since the risk factor is already considered
in GRA. Thus, we can create an effective portfolio optimization system and get more
profits by the combination of GRA and GNP.
There remain some further studies in the future. They include, but not restricted to:
 First, the algorithm presented can be further improved by incorporating several
new methods to allow the evolution of better GRA individuals, such as modify-
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ing the genetic operators of crossover and mutation.
 Second, the portfolio selection model can be enhanced by modifying the fitness
function, and it is necessary to study various measures in addition to the correla-
tion coefficient.
 Third, the systemwill be tested onmany kinds of markets and with different data
periods.
Moreover, the systemwill incorporate additional financial analysis tools to increase
the information content from the market.
Chapter 6
Genetic Relation Algorithm with
Guided Mutation for the Large Scale
Portfolio Optimization
6.1 Introduction
Portfolio optimization consists of the portfolio selection problem in which we want to
find the optimum way of investing a particular amount of money in a given set of se-
curities or assets [85]. Markowitz [64], [66] formulated the fundamental framework of
a mean-variance portfolio framework, which explains the trade-off between mean and
variance, representing expected returns and risk of a portfolio, respectively. The stan-
dard mean-variance model is based on the assumption that investors are risk averse
and the return of assets are normally distributed. Although the task of yielding the
minimum risk and maximum return looks simple, there is more than one way of es-
tablishing an optimum portfolio. Konno and Yamazaki [91] introduced an advanced
model in which a mean-absolute deviation (MAD) model is utilized as a measure of
risk. However, it was insensitive to some extremes, which could be the source of se-
rious errors, contrary to the suggestion that the MAD model is suitable under all cir-
cumstances [92]. Since the stock market is a highly nonlinear dynamic system, it is
affected by many factors such as interest rates, inflation rates, economic environment,
andmany others. Although there are dependencies and correlations between these fac-
tors, the optimum portfolio is rather difficult to construct through mathematic formula
only, thus, techniques for selecting the effective portfolio have been developed in the
recent years.
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During the last few decades, stock traders have largely been relying on various
types of intelligent systems to make trading decisions. Recently, many soft computing
(SC) methods have been applied to the portfolio selection and stock trading systems.
Atiya [93] discussed assessing credit risk and prediction using Artificial Neural Net-
work (ANN), and Lam [74] applied the back-propagation algorithm to integrate the
fundamental and technical analysis for financial performance prediction. The experi-
mental results showed that the ANN outperforms the benchmark. Baba et al. [94] em-
ployed Neural Network (NN) and Genetic Algorithm (GA) to construct an intelligent
decision support system (DSS) for analyzing the Tokyo Stock Price Index (TOPIX). The
essential feature of their DSS is that it projects the high and low TOPIX values into the
future and suggests buy and sell decisions based on the average projected value and
the current value of the TOPIX. An intelligent stock trading decision support system
that can forecast the buying and selling signals according to the prediction of short-
term and long-term trends using rule-based NNs was developed by Chou et al. [95].
However, limitations of these models are due to the buried noise and complex dimen-
sionality of stock price data. That is to say that the quantity of data itself and the input
variables interfere with each other. Therefore, results were usually not as convincing.
Moreover, Kimoto et al. [96] presented an improved NN and fuzzy models used for
exchange rate prediction. A Takagi-Sugeno-Kang (TSK)-type fuzzy-rule-based system
was developed by Chang and Liu [97] for stock price prediction. The TSK fuzzy model
used the technical index as the input variables and the consequence is a linear combi-
nation of the input variables. In the paper [98], fuzzy logic and ANN were integrated
into the fuzzy back-propagation network (FBPN) for sales forecasting in Printed Circuit
Board (PCB) industry. However, the limitation of fuzzy logic is that, when designing
the fuzzy models for stock trading, we need to get the expert knowledge prior to it.
Thoughmany Artificial Intelligence (AI) approaches have been applied to this field,
most portfolio selection models in the previous literatures only consider the distribu-
tion property of investment returns; other factors, such as investors’ risk preferences
and trading strategies, are not taken into account. However, the trading decision plays
a critical role in the stock market environment if an investor wants to make a profit. Up
to now, there are only a few examples of research that deal with the trading strategy
of a stock, and notably, this problem is still a large one for academic researchers and
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industrial practitioners. Therefore, this research takes a different approach by apply-
ing Genetic Relation Algorithm with guided mutation (GRA/G) and Genetic Network
Programming (GNP) to construct a portfolio selection and stock trading model. In a
sense, the proposed model is an integrated intelligent model.
In this chapter, we will discuss the portfolio optimization problem based on GRA
and propose a new operator called guidedmutation. Guidedmutation can be regarded
as an improvement of the conventional mutation operators, with which the resultant
solution can hopefully fall in or close to a promising area. In such a way, the similarity
between an offspring and its parent can be controlled to some extent. Themain features
of GRA/G are as follows.
(1) Genetic relation algorithm: GRA considers the correlation coefficients between
stock brands as strength, which indicates the relation between nodes in each in-
dividual of GRA. The algorithm evaluates the relationships between stock brands
using a specific measure of strength and generates the optimal portfolio in the fi-
nal generation. The efficiency of GRA/G is validated by the stock trading model
using Genetic Network Programming (GNP) which has been proposed in our
previous study [90].
(2) Guided mutation: Guided mutation generates offspring according to the aver-
age value of correlation coefficients in each individual, which means to enhance
the exploitation ability of evolution of GRA. New solutions are generated by ap-
plying the guided mutation operator to the current population, and the resultant
solutions will not be far from the best portfolio found so far and fall into a promis-
ing area.
(3) Portfolio size: A remarkable feature of the algorithm is that it is extremely easy to
implement, and it can be extended to any size of portfolio selection problems for
finding the optimal solution since the number of stock brands in the best portfolio
can be flexibly defined by users.
The rest of this chapter is organized as follows. Section 6.2 describes the proposed
GRA/G approach in general. In Section 6.3, the application of GRA/G to the portfolio
optimization is presented. In Section 6.4, the GNP stock trading model is briefly de-
scribed. Section 6.5 examines the experimental tests conducted to determine the best
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portfolio and its trading strategy. Lastly, conclusions and future work are provided in
Section 6.6.
6.2 Genetic Relation Algorithm with Guided Mutation
The outline of genetic relation algorithm with guided mutation (GRA/G) is explained
briefly in this section. Basically, GRA/G is an extension of Genetic Programming [6]
and Genetic Network Programming (GNP) [17] in terms of gene structures. The origi-
nal idea is based on the more general representation ability of both directed and undi-
rected graphs. As a new evolutionary computation, generally speaking, GRA/G is
used for determining the best relations between events. Therefore, GRA/G is used to
extract a fairly small number of events from a large set of events, where an event is rep-
resented and encoded by nodes in GRA/G. In the real world applications, the events
are defined depending on the problem to solve, for instance, in data mining [88], the
nodes represent association rules, and in the stock market, the nodes represent stock
brands in a portfolio. The main limitation of GRA/G is the complexity in its structure
when the number of nodes and edges increases. In order to overcome this problem,
we can make the number of edges for each node as small as possible to guarantee the
performance. In this chapter, our target is to pick up the most efficient portfolio from a
large number of stock brands by considering the correlation coefficient between stock
brands as strength, i.e., the relation between nodes in GRA/G. As a new genetic op-
erator, guided mutation is used to generate offspring according to the average value
of strength in each individual to enhance the exploitation ability of evolution. As ex-
plained in the following, there are two kinds of gene structures in GRA/G, i.e., GRA/G
with directed and undirected edges.
6.2.1 GRA/G with Directed Edges
Fig. 6.1 shows the basic structure and genotype expression of GRA/G with directed
edges. GRA/G is composed of nodes and edges, where nodes represent events and
directed edges represent the relations between nodes with their strength. As shown in
Fig. 6.1, node i has strength Sij to node j and node j has strength Sji to node i.
Fig. 6.1 also describes the gene of node i, then the set of these genes represents the
genotype of GRA/G individuals. Concretely speaking, IDi represents an identification
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Figure 6.1: Basic structure of GRA/G with directed edges
number of the node, e.g., IDi=1 means node i has the directed edges to other nodes,
while IDi=2 means node i has the undirected edges to other nodes. Fi denotes the func-
tion of node i. In this chapter, Fi represents different stock brands in the portfolio. Ci1,
Ci2, ..., Cik show the nodes which are connected from node i firstly, secondly and so
on. Si1, Si2, ..., Sik denote the strength of edges from node i to node Ci1, Ci2, ..., Cik,
respectively. All individuals in a population have the same number of nodes. Tradi-
tional GRA with directed edges has been applied to the data mining by Gonzales [88],
where GRA is used for association rules with non-fixed consequent. In that case, the
antecedent and consequent of each rule are represented as nodes in GRA, while the
confidence of each rule could be used as the strength.
Like other evolutionary algorithms, selection, crossover and mutation are used as
the genetic operators of GRA/G. The outline of evolution is described as follows:
(1) Initialize a randomly generated population.
(2) Evaluate the fitness of individuals in the population.
(3) Generate new individuals for the next generation by tournament selection and
genetic operations of crossover and guided mutation.
(4) Replace the current population by the new population.
(5) If the termination condition is satisfied then stop, else go to step 2.
One important point of GRA/G is that all the connections between nodes do not
have to be defined, but the connection itself could be evolved.
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Figure 6.2: Basic structure of GRA/G with undirected edges
6.2.2 GRA/G with Undirected Edges
Fig. 6.2 shows the basic structure of GRA/G with undirected edges. Same as directed
GRA/G, the event is also represented by the node, while the relations between nodes
are represented by undirected edges with their strength. The relation between node i
and node j has a strength of Sij=Sji in GRA/Gwith undirected edges, which is different
from directed GRA/G. As shown in Fig. 6.2, the set of genes represents the genotype
of GRA/G individuals with undirected edge. IDi represents an identification number
of the node and Fi denotes the function of node i. Ci1, Ci2, ..., Cik show the nodes which
are connected from node i firstly, secondly and so on. Si1, Si2, ..., Sik denote the strength
of edges from node i to node Ci1, Ci2, ..., Cik, respectively. In this chapter, GRA/G with
undirected edges is used for portfolio selection due to its special feature. That is, the
relation between node i and node j has the same strength of Sij=Sji, while also in the
stock market, the correlation coefficient between stock i and stock j has the same value.
6.3 Portfolio Selection using GRA/G
In the proposed method, GRA/Gwith undirected edges are used to construct the port-
folio selection model. As shown in Fig. 6.3, the basic structure of GRA/G is described
as follows: The nodes in GRA/G are used to represent different stock brands in a port-
folio, and the strength between two nodes is used to indicate the relationship between
stock brands, i.e., the value of correlation coefficient. The main point of the proposed
model is to select a given number of appropriate stocks in a portfolio by making the
absolute values of correlation coefficients of stock brands in GRA/G as small as possi-
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Figure 6.3: GRA/G for portfolio selection
ble, which leads to avoid the risk. In order to maximize the final profit of the portfolio,
we use the buying and selling strategy of GNP [89], [90] for the stock trading.
6.3.1 Fitness Function of GRA/G
The object of GRA/G is to select appropriate jS(G)j stocks out of a total number of
stocks jSj. Therefore, the fitness function of GRA/G is defined as follow.
Fitness =
1
jS(G)j åi2S(G)
1
jS(Gi)j åj2S(Gi)
r2ij, (6.1)
where,
rij =
sij
sisj
,
s2i = E[(Price(i, d)  mi)2] =
1
jDj åd2D
(Price(i, d)  mi)2,
sij = E[(Price(i, d)  mi)(Price(j, d)  mj)] = 1jDj åd2D
(Price(i, d)  mi)(Price(j, d)  mj),
mi = E[Price(i, d)] =
1
jDj åd2D
Price(i, d).
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In the above equations, D is the set of days, S is the set of stocks, S(G) is the set of
stocks in GRA/G, S(Gi) is the set of stocks whose strength is defined between node i
in GRA/G, Price(i, d) is the price of stock i on day d, mi is the mean value of the price of
stock i, s2i is the variance of the price of stock i, sij is the covariance between the prices
of stock i and stock j, and rij is the correlation coefficient between the prices of stock i
and stock j. Especially, in the fitness function of Eq. (1),
 if rij is around 1.0, then stock i and stock j have positive correlation.
 if rij is around -1.0, then stock i and stock j have negative correlation.
 if rij is around 0.0, then stock i and stock j have no correlation.
The fitness function evaluates the GRA/G individuals if the strengths between
stock brands have a small value of correlation coefficient rij. Generally, according to the
portfolio theory, it is preferable to select jS(G)j stocks which have small correlations.
It is our interest to find out the stock brands with small absolute values of the correla-
tion coefficient rij in the fitness function. By the portfolio selection model of GRA/G,
the stocks having large correlations with each other will be eliminated, as they always
cause high risk in a portfolio.
6.3.2 Genetic Operators of GRA/G
In this sub-section, the genetic operators in the evolution phase are introduced. In order
to get the best individual, the function of nodes in GRA/G should be changed, which
can be realized effectively by genetic operations. GRA/G has three kinds of genetic
operators: selection, crossover and mutation. In GRA/G, mutation operation could be
executed not only on the connections between nodes but also on the node functions.
Selection
At each generation, all of the individuals are ranked by their fitness values and the
best individual at the current generation is preserved for the next generation by elite
selection. Then, tournament selection of individuals is carried out for reproducing the
next generation.
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Crossover
As shown in Fig. 6.4, crossover is executed between two parents and two offspring are
generated. The procedure of crossover is as follows.
 Select two individuals using tournament selection twice and produce them as
parents.
 Each node is selected as a crossover node with the probability of Pc.
 Two parents exchange the genes of the corresponding crossover nodes.
 Generated new individuals become the new ones of the next generation.
Guided Mutation
One of the key points in the design of GRA/G model is how to generate offspring in
an effective way. The proximate optimality principle [99], an underlying assumption
in most evolutionary methods, assumes that good solutions have the similar structure.
This assumption is reasonable formost real-world problems. Based on this assumption,
an ideal offspring generator should be able to produce a solution which is close to the
best solutions. In the case of GRA/G, the idea behind the proposed operator which
we call guided mutation is to generate offspring according to the average value of the
correlation coefficients in each individual. New solutions (portfolios) are generated by
applying the guided mutation operator to the current population, then the resultant
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solutions will be not far from the best portfolio and fall into a promising area. The
mutation rate Pm for different GRA/G individual is calculated as follows.
Pm = rn, (n = ..., 1/3, 1/2, 1, 2, 3, ...) (6.2)
where,
r =
1
jS(G)j åi2S(G)
ri,
ri =
1
jS(Gi)j åj2S(Gi)
jrijj.
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r is the average value of the correlation coefficients in GRA/G, while ri is the aver-
age value of the correlation coefficients between the prices of stock i and other stocks
in GRA/G. In the proposed method, guided mutation plays an important role of in-
troducing diversity to the population, thus, the mutation rate should be appropriately
adjusted in order to enhance the exploitation of the search to find better solutions.
Fig. 6.5 shows the guided mutation rate when changing the value of n in Eq. (2).
Since the value of n may strongly affect the relation between correlation coefficients r
and guided mutation rate Pm, an appropriate n value should be selected so as to get the
optimal portfolios. Various values of n are tested in the later part of simulations.
Fig. 6.6 shows an example of the mutation operator. Mutation is executed in one
individual and a new one is generated. The procedure of mutation is as follows.
 Select one individual as a parent using tournament selection.
 Mutation operation
– change connection: Each node edge (Ci1, Ci2, ..., Cik) is selected with the
probability of Pm, and the selected edge is reconnected to the other node.
– change node function: Each node function (Fi) is selected with the probabil-
ity of Pm, and the selected function is changed to the other one.
 Generated new individual becomes the new one of the next generation.
6.3.3 Flowchart and Process of GRA/G
Fig. 6.7 shows the flowchart of GRA/G. For the first GRA/G population, each indi-
vidual is generated by assigning certain stock brands selected randomly to each node
of GRA/G. It is ensured that all nodes are different within one individual. In the next,
evaluation of the individuals is carried out according to their fitness values. At the
reproduction phase, selection, crossover and mutation are used as genetic operators
to generate the population for the next generation. This process is repeated until the
last generation. Finally, after obtaining the individuals in the last generation, they are
tested by the stock trading model of GNP [89], [90].
In order to compare the difference between experts’ decisions and the GRA/G ap-
proach, the detailed processes of trading decision’s generation by financial experts and
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Figure 6.7: Flowchart of GRA/G
GRA/G are shown in Fig. 6.8. In traditional applications, the judgment of a trading
signal was decided by financial experts’ opinions. Thus, the financial experts base their
trading decisions on the technical analysis. Thereby, if the trading signal is not judged
properly, the investor can make a mistake and lose money. However, in our research,
the portfolio selection and stock trading decisions can be directly generated from the
intelligent model of GRA/G and GNP, with the expectation to make more profits. As
explained in Fig. 6.8, the step-by-step procedure of the proposed approach can be de-
scribed in the following:
 Step 1: Evaluate the relationships between stock brands using a measure of cor-
relation coefficients and generate the portfolios in the final generation of GRA/G.
 Step 2: Test each portfolio by using the stock trading model of GNP [90], which
considers the technical indices and candlestick chart as trading signals to make
decisions.
 Step 3: Calculate the final profit of each portfolio, and choose the one with the
largest profit as an optimal portfolio, i.e., the best combination of stock brands
for the investors.
Stock Trading Strategy of Genetic Network Programming 103
Trading decison’s generation
GRA/G approachTraditional investment
strategy
Experts
Compare 
technical indices 
from stocks
If KD line crosses
MACD line then
make a decision
Determine the trading 
points according to
expert judgement
Select stocks from
a large number of 
brands using GRA/G
Test all the selected
portfolios using GNP
stock trading model
Calculate the profits
Determine the best
portfolio and its trading
strategy 
GRA1 GRA2 GRA100......
Generations:
1st:
GRA1 GRA2 GRA100......nth:
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Portfolio100Portfolio2Portfolio1
GNP GNP GNP......
ProfitProfitProfit ......
KD line (Stochastic line): The stochastic line K and line D are used to determine the signals of 
over-purchasing, over-selling, or deviation.
MACD (Moving Average Convergence and Divergence): MACD shows the difference between 
a fast and slow exponential moving average (EMA) of closing prices. 
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6.4 Stock Trading Strategy of Genetic Network Programming
In this section, a stock trading strategy based on GNPwith control nodes [17], [89], [90]
is used for evaluating the proposed GRA/G portfolio selection method. This is a kind
of integrated intelligent model by considering both the portfolio selection and trading
strategies. The overall procedure for the GNP approach is shown as Fig. 6.8.
Fig. 6.9 shows a basic structure of GNP. GNP is composed of control nodes, judg-
ment nodes and processing nodes, which are connected to each other. Once GNP is
booted up, the execution starts from the control node. The genotype expression of
GNP node is also shown in Fig. 6.9. Concretely speaking, Ki represents the node type,
and IDip represents an identification number of the node function at subnode ip. aip is
a parameter which represents the threshold for determining buying or selling stocks in
a processing node. Qip means Q value which is assigned to each state and action pair.
CAip, C
B
ip, ... show the node number of the next node. Judgment node determines the
104 Genetic Relation Algorithm with Guided Mutation for the Large Scale Portfolio
Optimization
Control nodes 
for stock "j"
Judgment Node Processing Node
Ki IDi1 Qi1 di1 IDimi Qimi dimi......Node i
Node gene
Ci1 di1 Cimi dimi......Node i
Connection
A A Ci1B di1B A A Cimi dimiB B
ai1 aimi
Control nodes 
for stock "i"
Control nodes 
for stock "h"
Control nodes 
for stock "g" Control nodes 
for stock "f"
Control nodes 
for stock "e"
Control nodes 
for stock "d"
Control nodes 
for stock "c"
Control nodes 
for stock "b"
Control nodes 
for stock "a"
Figure 6.9: Basic structure of GNP
upper suffix of the connection genes depending on the judgment result. dip is the time
delay spent on the judgment or processing, while dAip, d
B
ip, ... are time delays spent on
the node transition from subnode ip to the next node.
The number of control nodes is fixed and the number of processing nodes activated
per control node is evolved. Generally speaking, GNP uses one of the groups of control
nodes for one stock brand (as shown in Fig. 6.9), therefore, GNP could deal with multi-
brands in the portfolio selected by GRA. When GNP deals with stock “a”, it starts the
node transition from control node “Ca1”, and the current activated node returns to one
of the control nodes (Ca1, ..., Can) successively after transiting m processing nodes from
the last control node. The same as GRA and other evolutionary methods, GNP has
three kinds of genetic operators: selection, crossover and mutation. In GNP, mutation
operation could be executed not only on the connections between nodes but also on the
node function IDip and the number of processing nodes m activated per control node.
Moreover, since the stock trading strategy of GNP was described in detail in Chap-
ter 4 and paper [90], we use the same algorithm and simulation settings in this chapter
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Table 6.1: Parameter conditions for evolving GRA/G
Number of individuals 100
Mutation individuals 79
Crossover individuals 20
Elite individual 1
Number of generations 300
Number of nodes 10
Pc 0.3
n 2
and will not repeat the procedure again.
6.5 Experimental Results
In order to confirm the effectiveness of GRA/G in the portfolio selection model, we
carried out the trading simulations by GNP using the individuals that were obtained
in the last generation of GRA/G. The simulation is divided into two stages: one is used
for the training of GRA/G and the other is used for the training and testing of GNP.
 Training (GRA/G): January 4, 2001—December 30, 2003
 Training (GNP): January 4, 2001—December 30, 2003
 Testing (GNP): January 5, 2004—December 30, 2004
Generally speaking, the combination of GRA/G and GNP can be described as fol-
lows:
(1) Portfolio selectionwith GRA/G andGNP-based buying/selling strategy are com-
bined, i.e., the portfolio selection with GRA/G is done firstly, then GNP-based
stock trading strategy is done to get profits.
(2) After calculating the final profit of each GRA/G individual in the last generation,
we will select the one that gains the largest profit as the optimal portfolio, which
is the target of the proposed model.
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Table 6.2: Average profits [million yen] in the testing period with different n
n 1/3 1/2 1 2 3
Fitness 4.78 4.61 4.97 5.28 5.01
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Figure 6.10: Average fitness value in the training period of GRA/G
6.5.1 Performance of GRA/G
Experimental Settings of GRA/G
Table 6.1 shows the parameters of the evolution of GRA/G. The total number of nodes
in each individual of GRA/G is 10 which indicates 10 different stocks in a portfolio.
Those stocks are selected from the 500 companies listed in the first section of Tokyo
stock market in Japan. The content Fi in each node is determined randomly at the
beginning of the first generation, and changed appropriately by evolution.
The initial connections between nodes are also determined randomly at the first
generation. At the end of each generation, 79 new individuals are produced by mu-
tation, 20 new individuals are produced by crossover, and the best individual is pre-
served. The other parameters for crossover and mutation are the ones showing good
results in the simulations. The terminal condition is 300 generations.
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Table 6.3: Stock brands in the optimal portfolio selected by GRA/G and traditional
GRA
Stock brands Optimal portfolio selected by GRA/G Optimal portfolio selected by GRA
a Nikkei 300 Stock Index Listed Fund Nissin Foods Products Co., Ltd.
b Asahi Kasei Corporation Hitachi Chemical Co., Ltd.
c Fujifilm Holdings Corporation ToTo Ltd.
d Lion Corporation Toshiba Corporation
e NSK Ltd. Honda Motor Co., Ltd.
f Casio Computer Co., Ltd. Yamaha Corporation
g Isetan Co., Ltd. Toyota Tsusho Corporation
h Nishi-Nippon Railroad Co., Ltd. All Nippon Airways Co., Ltd.
i Nippon Television Network Corporation Chubu Electric Power Co., Inc.
j Shikoku Electric Power Company Incorporated Toho Co., Ltd.
Profits (yen) 5,275,248 (10.6%) 3,797,128 (7.6%)
Simulation Results of GRA/G
As described in Eq. (2), the value of n in the equation may strongly affect the relation
between correlation coefficients r and guided mutation rate Pm, thus, we should test
various values of n in order to get the optimal portfolio with GRA/G. From Table 6.2,
it is clarified that we can get the good profit in the testing period when n is set to 2.
Therefore, we set the parameter n=2 in our simulations.
Fig. 6.10 shows the average fitness curve over 30 independent simulations using
the data from 2001 to 2003 when the parameter n is set to 2. From Fig. 6.10, we can see
that the fitness value is decreasing as the generation goes on.
Moreover, in order to confirm the efficiency of GRA/G, we compared the proposed
GRA/G method with the conventional GRA. Through a series of experimental tests,
we find that GRA/G generates much higher profit than the traditional GRA model,
which means that guided mutation plays an important role as an effective operator in
the proposed approach. The stock brands in the optimal portfolio selected by these two
methods are also shown in Table 6.3.
6.5.2 Validation by the Stock Trading Model of Genetic Network Program-
ming
Experimental Settings of GNP
Table 6.4 shows the parameters of the evolution of the conventional GNP method
whichwas proposed in our previous study [90]. GNP uses the judgment nodes to judge
the information from stock markets, and uses the processing node to take buying and
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Table 6.4: Parameter conditions for evolving GNP
Number of individuals 300
Mutation individuals 179
Crossover individuals 120
Elite individual 1
Number of nodes 80
Judgement node 20
Processing node 10
Control node 50
Number of sub-node in each node 2
Pc 0.1
Pm 0.03
a 0.1
g 0.3
e 0.1
selling actions. Five control nodes are assigned to each brand. The total number of
nodes in each individual is 80 including 10 processing nodes, 20 judgment nodes and
50 control nodes. The initial connections between nodes are also determined randomly
at the first generation. At the end of each generation, new individuals are produced by
selection, crossover and mutation.
In the validation phase by the stock trading model of GNP, we suppose that the ini-
tial funds are 50,000,000 Japanese yen in both training and testing periods. Especially,
when we use GNP to test the portfolios generated by GRA/G, one GNP individual has
10 groups of control nodes, each of which deals with one brand, so one GNP can deal
with 10 brands in the portfolio.
Simulation Results of GNP
Fig. 6.11 shows the fitness and profit curves, i.e., Fitness(n) and Profit(t, b, n) of each
brand b 2 B in the nth generation using the data from 2001 to 2003, and the line is the
average value over 30 independent simulations. From Fig. 6.11, we can see that GNP
can obtain larger profits for the training data as the generation goes on.
Fig. 6.12 shows the changes of the profits Profit(v, b, d) of the selected 10 brands in
the testing period by GNP trading model, i.e., the best portfolio in the final generation
of GRA/G when the value of parameter n is set at 2, where Profit(v, b, d) is the money
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Figure 6.12: Profits change of selected 10 brands in the testing period by GRA/G and
GNP
gained or lost during the dealing of brand b until day d for validation. We carried out
the dealing of these 10 brands by stock trading model of GNP using the data of 2004.
From Fig. 6.12, we can see that the profit keep increasing during the testing period. As
a result, by this efficient portfolio optimization system, we can obtain much profits in
the trading of those brands.
Table 6.5 shows the profit and profitability in the testing term using the data in
2004. The values in Table 6.5 are the average profit and profitability of 30 independent
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Table 6.5: Profits in the testing simulations fProfit[yen](profitability[%])g
Brand GRA/G&GNP Buy&Hold
a - 396,040 (7.9)
b - -669,492 (13.4)
c - 360,231 (7.2)
d - 278,261 (5.6)
e - 1,349,010 (27.0)
f - 1,860,870 (37.2)
g - 55,038 (1.1)
h - 30,303 (0.6)
i - -259,419 (-5.2)
j - 165,375 (3.3)
Average 5,275,248 (10.6) 3,566,217 (7.1)
simulations with different random seeds. For the comparison, Table 6.5 also shows
the results of Buy&Hold method which is often considered as a benchmark in the stock
trading. Buy&Hold buys as much stocks as possible at the opening of themarket on the
first day in the simulations, and sells all the stocks at the opening on the last day. From
Table 6.5, the proposed method can obtain larger profits than Buy&Hold in the trade
of 10 brands. Especially, the profit for each brand can be calculated in the Buy&Hold
method, however, GNP deals with all of the stock brands in the portfolio with the
proposed model, therefore, only the total profit is described.
6.6 Summary
This chapter presents an approach to the large-scale portfolio optimization problem
using GRA with a new operator, called guided mutation (GRA/G). Guided mutation
generates offspring according to the average value of the correlation coefficients in each
individual of GRA. Besides the GRA/G, we adopt a GNP-based strategy for stock trad-
ing to get profits. In order to pick up the most efficient portfolio, the algorithm eval-
uates the relationships between stock brands using a specific measure of strength and
generates the optimal portfolio in the final generation. We carried out the experiments
using stock data of selected 10 brands for 4 years. In the experiments, the efficiency of
GRA/Gmethod is confirmed by the stock trading model of GNP. Compared with con-
ventional methods, the proposed intelligent model has three advantages: first, GRA/G
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method considers the correlation coefficient as the strength between stock brands to op-
timize the portfolio. From the results, it is clarified that we can obtain much profits in
the trading of those brands. Second, GNP can adjust the distribution of the initial bud-
get to each selected brand in the portfolio at each generation, and more budget is as-
signed to the brands with larger profitability. It is different from theMarkowitz method
in terms of that the distribution ratio of the capital for each brand is determined tomax-
imize the total profits, while the risk factor is already considered in GRA/G. Third,
guided mutation is proposed to generate offspring according to the average value of
correlation coefficients in each individual. New solutions are generated by applying
the guided mutation to the current population, and the resultant solutions will be not
far from the best portfolio and fall into a promising area.
The contribution of this chapter showed the efficiency of GRA/G to solve the port-
folio optimization problems. Combinedwith the GNP-based trading strategy, the GRA/G
method developed in the chapter can provide an efficient and convenient tool for in-
vestors. In the future, the proposed system can be further investigated by incorporating
other soft computing techniques or by providing a better model. They include, but not
restricted to:
(1) There are numerous models for portfolio selection and stock trading in the lit-
eratures. It is important to study the behavior of these models when applied to
stock market. Also, we can compare the results of the proposed method with the
previous heuristic and mathematical programming algorithms.
(2) The intelligent model presented can be further improved bymodifying the fitness
function and combining with other approaches.

Chapter 7
Concluding Remarks
The thesis “Study on Stock Trading and Portfolio Optimization using Genetic Network
Programming” provides a series of unique techniques on the decision support for the
investors in stock market. The contribution of this thesis is to bring forward innova-
tive Genetic Network Programming (GNP) with application to implement strategies of
stock trading and portfolio investment. The results and future work are summarized
as below.
7.1 Results
The proposed research focuses on the problem of Investment Strategy Determination
and Portfolio Optimization through the use of Genetic Network Programming with
reinforcement learning technique. The objective of this work is to provide unique
techniques of decision-making for investors. First, it presents a stock trading model
based on GNP and Sarsa learning by the use of Importance Index (IMX) and candle-
stick charts. Appropriate trading actions can be determined with the proposed model
depending on the changing situations. Second, it provides an application of GNP with
control node (GNPcn) to the portfolio optimization problem. Finally, it proposes a new
method name Genetic Relation Algorithm (GRA) and applies it to the large-scale port-
folio selection problem.
In this study, three advances were made including the efficient stock trading rules,
multi brands optimization and portfolio selection. The main realized results are pre-
sented as below.
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1. Efficient stock trading rules using Genetic Network Programming with reinforce-
ment learning
It has been clarified that GNP is an effective method mainly for dynamic problems
such as creating stock trading rules. When GNP is combined with Sarsa learning, an
effective stock trading model can be made and it has two advantages: one of them
is online learning, and another advantage is the combination of a diversified search
of GNP and an intensified search of Sarsa learning. Moreover, Importance Index and
candlestick charts are introduced in this model for stock trading decision making. The
simulation results show that GNP-Sarsa has obtained good profits and outperforms
many other tradition methods in this field, i.e., traditional GNP and benchmark of
Buy-and-Hold (Chapter 2).
When GNP-Sarsa model is combined with sliding windows, we can get much bet-
ter performance due to the advantage of real time updating, which means GNP can
adapt to the changing trend of stock prices. Also, as another new point, the function of
Importance Index has been optimized by the evolution in order to get more effective
judgment functions. The experimental results show that real time updating GNP can
get more profits than traditional methods, while the period of sliding window is set as
7 days (Chapter 3).
2. A portfolio optimization model using Genetic Network Programming with con-
trol nodes
Since the previous GNP-Sarsa model can only deal with individual stock brand, a new
method of GNP with control nodes (GNPcn) was proposed in this chapter, which can
deal with multi brands in a portfolio simultaneously. GNPcn has improved the per-
formance of GNP by extending the evolutionary method of it, i.e., the breadth and
depth of searching space for GNP. The main problem that we have solved in this part is
how to allocate the available capital to different stock brands in order to maximize the
profit. From the experimental results, it is clear that the brand which can obtain larger
profitability can also get the initial budget more than other brands. The optimization
efficiency of the proposed portfolio model has been shown consequently (Chapter 4).
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3. A portfolio selection model using Genetic Relation Algorithm and Genetic Net-
work Programming
The final part presents a new approach named Genetic Relation Algorithm (GRA),
which is designed for the portfolio selection. Given the investor’s objectives and eco-
nomic conditions, we can find out what stock brands to include in an optimal portfolio
by using the proposed GRA method, and thus maximize the expected return and min-
imize risk simultaneously. In order to pick up the most efficient portfolio from a large
number of brands, GRA considers the correlation coefficient between stock brands as
strength, which indicates the relation between nodes in GRA individuals. The algo-
rithm evaluates the relationships between stock brands using a specific measure of
strength and generates the optimal portfolio in the final generation. The performance
of the portfolio selected with GRA is confirmed by the GNPcn stock trading model
(Chapter 5).
Moreover, in order to improve the performance of GRA method, a new genetic
operator named guided mutation has been developed in the final chapter. With the use
of guided mutation, the resultant solution can hopefully fall in or close to a promising
area. Therefore, the exploitation ability of evolution has been improved. By carrying
out the simulations and comparisons, GRA with guided mutation (GRA/G) shows its
effectiveness for portfolio selection (Chapter 6).
7.2 Future Work
Although the stock trading rules and portfolio optimization model based on GNP in
this thesis have presented promising results in the realization of investment strategies,
there are still some points deserve further investigation.
Firstly, since GNP-Sarsa stock trading model only consider how to maximize the
final profits, in the real-world application to the stock market using GNP, we should
revise the fitness functions with consideration of transaction costs. In order to improve
the performance of the proposed method, we should develop a new method that can
learn appropriate calculation periods.
Secondly, it is necessary to create more efficient judgment functions to judge cur-
rent stock price appropriately in the changing environment, which deserves more ex-
plorations.
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Finally, the algorithm presented can be further improved by incorporating several
new methods to allow the evolution of better GRA individuals, such as modifying the
genetic operators of crossover and mutation. Also, the portfolio selection model can
be enhanced by modifying the fitness function, and it is necessary to study various
measures in addition to the correlation coefficient.
In the future study, the system will be tested on many kinds of markets and with
different data periods. Also, we will compare the results of the proposed methods with
the previous heuristic and mathematical programming algorithms.
Appendix A
A General Introduction of Genetic
Network Programming
A.1 Basic Structure of GNP
A.1.1 Components
Fig. A.1 shows a basic structure of GNP. GNP program consists of one start node, plu-
ral judgment nodes and processing nodes which are connected to each other. The role
of the start node is to determine the first node to be executed and it has no function and
conditional branch. Judgment nodes have conditional branch for decision functions.
Each judgment node returns a judgment result and determines the next node to be exe-
cuted. Processing nodes work as action/processing functions. For example, processing
nodes determine the agent’s actions such as buying stocks or selling stocks in the stock
market. In contrast to judgment nodes, processing nodes have no conditional branch.
By separating processing and judgment functions, GNP can handle various combina-
tions of judgment and processing nodes. That is, the number of judgment nodes and
the kind of judgment nodes that should be used can be determined by evolution. Sup-
pose there are eight kinds of judgment nodes (J1, ..., J8), and four kinds of processing
nodes (P1, ...,P4). Then, GNP can make a node transition by selecting necessary nodes,
e.g., J1!J5!J3!P1. Here, it says that judgment nodes J1, J5 and J3 are needed for pro-
cessing node P1. By selecting necessary nodes, GNP program can be quite compact and
evolved efficiently.
In my research, as described above, each processing node determines an agent’s
action such as “buying stocks”, “selling stocks” and so on. And each judgment node
determines the next node after judging “what kind of technical index should be used?”,
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Figure A.1: Basic structure of GNP
“what type of candlestick chart should be used?” and so on. However, in other applica-
tions, they could also be applied to other functions such as “judge sensor values (judg-
ment)”, “determine wheel speed (processing)” of Khepera robot (by K-Team Corp.),
“judge what is in the forward and in the right (judgment)” and “determine go forward
or turn right (processing)” in the tileworld [100].
GNP evolves the graph structure with the predefined number of nodes, so it never
cause bloating problems that always happen in GP. In addition, GNP has an ability to
use certain judgment/processing nodes repeatedly to achieve a task. Therefore, even if
the number of nodes is predefined and small, GNP can perform well by making effec-
tive node connections based on re-using nodes and memory function. As a result, we
do not have to prepare an excessive number of nodes. The compact structure of GNP is
quite important and distinguished because of its contribution to saving memory con-
sumption and calculation time.
A.1.2 Memory Function
The node transition begins from a start node while there is no terminal node. The
current node is transferred after the start node according to the node connections and
judgment results, in other words, the selection of the current node is influenced by
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the node transitions of the past. Therefore, the graph structure itself has an implicit
memory function of the past agent actions. Although a judgment node is a conditional
branch decision function, the GNP program is not merely the aggregate of if-then rules,
because it includes information of judgment and processing in the past. For example,
in Fig. A.1, after node 1 (processing node P1) is executed, the next node becomes node
2 (judgment node J2). Therefore, when the current node is node 2, we can know the
previous processing node was P1.
The node transition of GNP ends when the end condition is satisfied, e.g., when the
time step reaches the preassigned one or the GNP program completes the given task.
A.1.3 Time Delays
GNP has two kinds of time delays: time delay GNP spends on judgment or processing,
and one it spends on node transitions. In real world problems, when agents judge en-
vironments, prepare for actions and take actions, they need time. For example, when a
man is walking and sees a puddle before him, he will avoid it. At that moment, it takes
some time to judge the puddle (time delay of judgment), to put judgment into action
(time delay of transition from judgment to processing) and to avoid the puddle (time
delay of processing). Since time delays are listed in each node gene and are unique
attributes of each node, GNP can evolve flexible programs considering time delays. In
this paper, time delay of each node transition is set at zero time unit, that of each judg-
ment node is one time unit, that of each processing node is five time units, and that of a
start node is zero time unit. In addition, the one step of an agent’s behavior is defined
in such a way that one step ends when an agent uses five or more time units. Thus,
an agent should do fewer than five judgments and one processing, or five judgments
in one step. Suppose that there are three agents (agent 0, agent 1, agent 2) in an en-
vironment. During one step, first agent 0 takes an action, next agent 1, finally agent
2. In this way, agents repeatedly take actions until reaching the maximum preassigned
steps. Another important role of time delays and steps is to prevent the program from
falling into deadlocks. For example, if an agent cannot execute processing because of
the judgment loop, then one step ends after five judgments. Such a program is removed
from the population in the evolutionary process, or the node transition is changed by
the learning process of GNP-RL, as described later.
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Figure A.2: The genotype and phenotype expression of GNP node
A.2 Genotype and Phenotype of GNP
The graph structure of GNP is determined by the combination of the node genes. So,
it is necessary to encode genetic information properly of each node in order to express
GNP on a computer. As shown in Fig. A.2, it is the translation from the phenotype to
the genotype. Phenotype shows the network structure while the genotype carries out
the programming for the calculation on a computer. The genetic information express-
ing node kinds and connections are written in the genotype, and then we can define
the gene set as a GNP program.
The genotype expression of GNP node is shown in Fig. A.2. This describes the
gene of node i, then the set of these genes represents the genotype of GNP individuals.
All variables in these genes are described by integer. NTi represents the node type,
NTi=0 means the node i is start node. NTi=1 means judgment node and NTi=2 means
processing node. IDi represents the identification number of the node function, e.g.,
NTi=1 and IDi=2 means the node is J2. Ci1, Ci2, ... show the node number connected
from node i. The total number of connection genes depends on the function of nodes.
di1, di2, ... mean time delays spent on the transition from node i to node Ci1, Ci2, ...,
respectively. Judgment nodes determine the upper suffix of the connection genes to
refer to depending on their judgment results. For example, if the judgment result is
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“2”, GNP refers to Ci2 and di2. However, a start node and processing nodes have no
conditional branch.
A.3 Initialization of a GNP population
An initial population is produced according to the following rules. First, we determine
the number of each kind of node, therefore all programs in a population have the same
number of nodes and the nodes with the same node number have the same function.
However, the extended algorithm, GNP with reinforcement learning, determines the
node functions automatically, so we only need to determine the number of judgment
nodes and processing nodes, e.g., 40 judgment nodes and 20 processing nodes. The
connection genes Ci1, Ci2, ... are set at the values selected randomly from 1, ..., n-1
(except i in order to avoid self-loop).
A.4 A Run of a GNP Program
The node transition of GNP is based on Cini. If the current node i is a judgment node,
GNP executes the judgment function IDi and determines the next node using its result.
If the current node i is a processing node, GNP executes the processing function IDi
and transits to the next node.
A.5 Genetic Operators of GNP
Although GNP is a technique discovering optimum solutions by evolving a program,
we use a technique based on the genetic operation of GA. Selection, mutation, and
crossover established by the genetic operation of GNP are reviewed. In each gener-
ation, the elite individuals are preserved and the rest of the individuals are replaced
with the new ones generated by crossover and mutation.
A.5.1 Selection
The individuals carrying out crossover or mutation and individuals preserved to the
next generation are selected according to the rules based on the fitness of each individ-
ual. The following selections are established in GNP as shown in Fig. A.3.
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 Roulette Selection
As the roulette selection of GNP, the selection is carried out by the probability in
proportion to the relative value of the fitness of the individual. The roulette selec-
tion has not been used in conventional research because it could not be applied
to the case where lower fitness is dominant.
 Tournament Selection
Comparing with N individuals selected from the population randomly, the indi-
vidual having the highest fitness is selected among them. N is the tournament
size and N=2 is used generally. The tournament selection is mainly used in con-
ventional GNP research, because the tournament selection is available in the case
where lower fitness is dominant.
 Elite Selection
Comparing with the fitness of all individuals of the population, the elite selec-
tion moves M individuals having higher fitness to the next generation. M is the
number of elite individual, and the solution converges quickly ifM is high.
A.5.2 Crossover
The crossover of GNP based on GA is the genetic operation generating two new off-
spring by exchanging the genetic information among the genotype of two parents. Ex-
changing the genetic information in the genotype is the same as the exchange of the
subnetworks of GNP in phenotype. The following crossovers are established in GNP.
 One Point Crossover
Selecting one node as the crossover point randomly, the whole genetic informa-
tion of its node is exchanged. The example of one point crossover is shown in
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Figure A.4: One point crossover
Fig. A.4. The performance of the generated offspring individual is influenced by
the position of the crossover point.
 Several Points Crossover
Plural nodes (generally two) are selected as the crossover point randomly, the
whole genetic information of their nodes is exchanged. The example of several
points crossover is shown in Fig. A.5. Exchanging more small sub networks is
available by dividing the network into more blocks.
 Uniform Crossover
Which nodes to be selected as offspring is decided by the predefined crossover
probability Pc for each node of the parent individual, the whole genetic informa-
tion corresponding to the crossover node is exchanged between the parents. The
example of uniform crossover is shown in Fig. A.6.
A.5.3 Mutation
The mutation is carried out by changing genetic information randomly in the mutation
of GNP based onGA. The kinds of themutation are classified according to the changing
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Figure A.5: Several points crossover
information as follows.
 Mutation of connections between nodes
The connection between nodes is modified. The mutation refers to the change of
genetic information Cij of each node in GNP by the predefined probability Pmc,
and decides the connection for the mutation. Therefore the genetic information
Cij is modified in the range of the node number randomly. The example of the
mutation is shown in Fig. A.7. In the case of just carrying out this mutation,
the kinds of nodes having the same node number are not modified because node
type NTi and identification number IDi are not modified.
 Mutation of nodes
The kinds of node are changed. The mutation refers to the change of genetic in-
formation NTi and IDi of each node in GNP by the predefined probability Pmn,
and decides the node and the genetic information in mutation. Therefore, the
genetic information on the NTi and IDi is modified randomly. If the number of
the connections are increased by modifying the node function (e.g., modifying
the Processing node to the Judgement node), added connections are defined ran-
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Figure A.6: Uniform crossover
domly. On the other hand, if the number of the connections are decreased, they
are deleted. The example of the mutation is shown in Fig. A.8.
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Appendix B
Technical Indices
In this Appendix, it gives an explanation of the technical indices, which are used as
judgment functions in Genetic Network Programming.
 Relative Strength Index (RSI): the sum of the increased price range for a certain
period is divided by the sum of the increased and decreased price range for the
period.
 Rate of Change (ROC): show the momentum of the stock price and is calculated
as follows. Closing price at the current day is divided by the closing price at a
certain days before.
 Volume Ratio (VR): the sum of the volume when the stock price rises and the half
of the volume when the stock price does not change in a certain period is divided
by the sum of the volume in the period.
 Stochastics: judge the position of the current stock price for the highest price and
lowest price in a certain period using %K line and %D line. For example, %K of
12 days is calculated as (P-PL)/(PH-PL)*100, and %D of 12 days is calculated as
(sum of P-PL for the last three days)/(sum of PH-PL for the last three days)*100.
P shows the closing price at the current day, PH shows the highest price in the
last 12 days, and PL shows the lowest price in the last 12 days. In this paper, %D
line is used to judge the current situation.
 Rank Correlation Index (RCI): give the increase order to the stock prices in a cer-
tain period, and show the relation between the order and the number of days.
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 Golden/Dead cross (G/D): if the line of the short-term moving average passes
through the long-term moving average from the lower side to the upper side,
it is called golden cross. If the short-term moving average passes through the
long-term one from the upper side to the lower side, it is called dead cross.
 Moving Average Convergence and Divergence (MACD): Generally, the differ-
ence between the smoothing average of the stock prices in 12 days and 26 days
is called MACD, and the moving average of MACD for nine days is called sig-
nal. When MACD passes through signal from the lower side to the upper side,
it is judged as the buying sign, and when MACD does from the lower side to the
upper side, it is judged as the selling sign.
 Psychological Line (PL): the rate of the days when the stock price increased in a
certain period.
 Rate of Deviation fromMoving Average (ROD): show howmuch difference there
is between the current stock price and the moving average.
 Rate of Deviation from the current price to the highest price: show how much
difference there is between the current stock price and the highest prices in a
certain period.
 Rate of Deviation from the lowest price to the current price: show how much
difference there is between the current stock price and the lowest price in a certain
period.
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