In this article, we study population dynamics of a simple two-patch SI model with three features: i) strong Allee effects built in the net reproduction rates; ii) the disease-modified fitness such as the reproduction ability and the competitive ability in different population levels; and iii) dispersal whose rate is proportional to the difference of population between two patches. We derive sufficient conditions on the persistence of disease and explore how different intensities of dispersals combined with spatial heterogeneity affect disease dynamics where spatial heterogeneity can be generated from i)Initial conditions; ii)Different dynamical patterns and iii) Different life history parameters of species such as the reproduction rate, competitive parameters, critical thresholds. Our analysis indicates that dispersal can promote the endemic and save the patch from disease-driven extinction under certain conditions. In addition, our analytical results and numerical simulations suggest that different intensities of dispersals combined spatial heterogeneity can have dramatic impacts on population dynamics: a) Proper intensities of dispersal can save species from disease-driven dynamics; b) Weak intensities of dispersal can generate source-sink dynamics that cannot stop the spreading of disease; c) Intermediate intensities of dispersals may stabilize the population dynamics while strong intensities of dispersals can lead to the synchronization of the system. However, dispersal has no effects on the local stability of the endemic state for the symmetric system, i.e., identical two patches. These results may provide useful insights to understand, identify, test, develop, and improve management practices that are essential to the survival of natural populations, including rare and officially endangered species or communities.
Introduction
Animals from diverse groups such as mammals, birds, fish, and insects undertake regular long-distance movements to track resources and habitats. These migrations are expected to enhance the global spread of disease but has also shown that migration allows hosts to escape from infected habitats, reduces disease levels when infected animals do not migrate successfully (Altizer 2010) . Studies of disease dynamics in migratory species and how these will respond to global change are urgently needed for prediction and designing control policies for wildlife.
Mathematical models have been used to predict future disease risks and help guide control policies for infectious diseases for animals since the pioneering work of Kermack and McKendrick (Kermack and McKendrick 1927; Brauer and Castillo-Chavez 2012) . In many models, the subpopulations of susceptibles and infectives are assumed to be homogeneous, that is, each member of the subpopulation is treated in exactly the same way. There has been a recognized need to incorporate spatial heterogeneity into epidemic models (Grenfell and Dobson1995) , especially for migratory species. Several different approaches have been used (see the review by Mollison and Levin 1995) : These include using reactiondiffusion equations (e.g., Skellam 1951; Okubo 1980; Hadeler and Dietz 1983; Okubo and Levin 2002) , which is useful where individuals undergo random walks but is not realistic for animals which frequent a home range. Another approach uses the metapopulation concept of Hanski and Gilpin (1997) , which assumes homogeneous mixing in discrete patches with migration between patches. In this paper, we formulate a simple two-patch SI model with Allee effects and fitness of disease based on the recent work of Kang and Castillo-Chavez (2012) to investigate how interplay among Allee effects, disease and dispersal can affect species' persistence and disease's spreading.
Allee effect is a low density population phenomenon in which the per capita growth rate of population increases with density (Allee 1938; Stephens and Sutherland 1999) . Allee effects can be caused by several mechanisms, including failure to locate mates (Berec et al 2001; Hopper and Roush 1993) , inbreeding depression (Lande 1998) , the failure to satiate predators (Gascoigne and Lipcius 2004) , and the lack of cooperative feeding (Clark and Faeth 1997) . At low densities, these mechanisms combined with other ecological processes like competition may lead to a critical density called Allee threshold below which the per capita growth growth is negative and species goes extinct (Kang and Kang and Armbruster 2011) . In order to design effective strategies/policies to control invasion and manage endanger species for conservation program when species are subject to Allee effects, disease and dispersal, it requires an understanding of the mechanisms underlying the ecological process. Our previous study (Kang and Castillo-Chavez 2012) shows that the single patch SI model with Allee effects and the disease modified fitness supports rich dynamics including the possibility of multi-stability (e.g., hysteresis), saddle node and Hopf bifurcations, and catastrophic events (e.g., disease-induced extinction). Their analyses suggest that current efforts to quantify species' management efforts which most often rely on approaches aimed at reducing the disease's basic reproduction number, perhaps should be re-assessed. Based on their study, we extend their model to a two-patch SI model to explore how dispersal affect species persistence and disease dynamics. Hopefully, we are able to answer the following epidemiological questions:
The rest of this article is organized as follows: In Section 2, we introduce a simple two-patch SI model that incorporates Allee effects in its reproduction process, disease-induced reductions in fitness, and densitydependent disease-reduced competitive ability. We show that the model can support a compact global attractor and identify sufficient conditions that guarantee either disease-free dynamics. In addition, our local stability analysis of boundary equilibria indicates that dispersal may save species from diseasedriven extinction. In Section 3, we identify sufficient conditions that guarantee the endemic persistence and give some specific examples on the local stability of endemic states. In Section 4, we focus on the effect of dispersal on the disease dynamics. In the last section, we summarize the results in this article and discusses some of the implications of the analytical results. The detailed proof of our main theoretical results are provided in Appendix.
A two-patch SI model and its basic dynamical properties
We assume that the population under consideration is facing a disease that can be captured with an SI (Susceptible-Infected) framework. This population is invaded by an infectious disease with the following characteristics: (a) the disease transmission is captured by the law of mass-action; (b) disease although not always fatal it is assumed to be always untreatable and so, excess deaths due to the disease are included; (c) the net reproduction rate is density-dependent regardless of epidemiological status, that is, it affects susceptible and infected individuals, an effect incorporated via a well-defined threshold (Allee effect threshold) that responds to population size; (d) infected individuals may experience reductions in reproduction ability and competitive ability in different population density effects; (e) the dispersal rates between two patches are linear to the difference of population in these two patches; (f) there may exist heterogeneities in these two patches, e.g, different dispersal rates, Allee thresholds, reproduction ability for infectives. A two-patch SI model with Allee effects, built in their net reproduction rates, is given by the following set of nonlinear differential equations:
where
In System (1)-(4), S i is a normalized susceptible population and I i is its relative infected population at Patch i; all parameters are nonnegative; 0 ≤ ρ i ≤ 1, i = 1, 2 are parameters describing the ability of infected populations contribution to newborns (e.g., if ρ i = 0 indicates that infected population do not have reproducing ability while ρ i = 1 indicates that infectives have the same reproducing ability as susceptibles); l ij , i, j = 1, 2 are dispersal parameters; 0 ≤ α ij ≤ 1, i, j = 1, 2 represent the relative competition ability of infectives at different levels of total population; r i , i = 1, 2 are maximum birth rates of species in two different patches; d i are death rates of the infected population which include an additional death caused by disease; 0 < θ i < 1, i = 1, 2 are Allee thresholds and β i , i = 1, 2 are disease transmission rates. In the case that there is no dispersal between two patches, i.e., l ij = 0, i, j = 1, 2, then System (1)-(4) is reduced to the following two uncoupled SI models with Allee effects and the fitness of disease that have been studied by Kang and Castillo-Chavez (2012) .
where i = 1, 2. Notes: Based on the work of Kang and Castillo-Chavez (2012), the main dynamical features of (5)- (6) can be summarized as follows:
1. Switching Allee thresholds: Allee threshold is possible to switch from
For example, System (5)- (6) can have a locally asymptotically stable interior equilibrium with S *
where S i + α i2 I i = 1 becomes the effective Allee threshold while 2. Disease-induced extinction: System (5)-(6) has the following two scenarios of disease-driven extinctions: 1. System (5)-(6) has (0, 0) as its global attractor, that is, the population goes to extinct. 2. System (5)-(6) has interior equilibria, however, large values of the Allee effect threshold θ i , the competitive ability of infected individuals α i2 at high population levels, the lower reproductive ability ρ i of infected population, and the lower value of the maximum reproductive rate r i , can lead to disease-induced extinction of the population through a series of catastrophe events that occur when a stable limit cycles merges with the adjacent saddle, leading to the annihilation of susceptible and infected sub-populations.
3. Hysteresis: System (5)-(6) can support one or three interior equilibria ( di βi , I * i ) when di βi > θ i . The medium interior equilibrium is always a saddle and the smallest interior equilibrium can be a sink or a source. 4 . Basin of attraction of interior attractor: Numerical simulations that suggest that System (5)-(6) seem have a relative large basins of attractions when the system supports three interior equilibria (e.g., hysteresis).
Stabilizer and destabilizer:
Simulations suggest that increasing the values of d i , r i , ρ i or α i1 (after certain thresholds) can stabilize System (5)- (6) , that is, the disease persists. On the other hand increasing the values of β i , θ i or α i2 can destabilize System (1)-(2) leading eventually to population collapse.
Our main purpose of this article is to study how different dispersal rates of susceptible and infectives between two patches affect the stability of the endemic and the persistence of the host by comparing to the single patch model (5)- (6) . In the next subsection, we study some basic properties of our two-patch model (1)-(4).
Basic dynamical properties of our two-patch model
Let θ = min{θ 1 , θ 2 }. The study of the dynamics of System (1)- (4) requires the introduction of the following important sets:
The first basic property of system (1)- (4) (4) is well-defined biologically. The normalized susceptible population will not go beyond 1 but the infected (always assumed infectious) population does not have such property due to its diminished disease-induced competitive ability, i.e., it may support populations above 1. Hence, the sets Ω θ and Ω 1 may require additional conditions for being positive invariant. The Lemma 2.2 provides such conditions. A directory corollary from Lemma 2.1 is stated as the following corollary: 
l12 }. For any initial condition taken in Ω SI θ− , since a ij , ρ i , i, j = 1, 2 are strictly positive but not greater than 1, thus we have
This implies that the total population of N T is decreasing to 0 as t → ∞, i.e., for any initial condition taken in Ω SI θ− , we have lim sup
Remark: Corollary 2.1 gives an approximation of basins of attractions of the extinction state (0, 0, 0, 0) for both patches, which indicates that the initial conditions do matters for sustaining the population. This is inherent from the Allee effects built in the population's net reproduction rates. Notes: The detailed proof of Lemma 2.2 is provided in the Appendix. The parameters α i1 , α i2 model the competitive ability of infected individual when the total population is below or above the Allee threshold, respectively. The condition ρ i ≤ α ij indicates that the reproduction ability of infectives are less than their competitive ability in both low or hight population densities. While the condition ai1 θi ≥ a i2 , i, j = 1, 2 corresponds to the situations when the carrying capacity of the total population S i +α i2 I i is 1, that is, here we are referring to the situation when the overall competitive ability of infected individuals at high population densities times (that is, discounted) by the Allee threshold (α i2 ) is less than or equal to the overall competitive ability of infected individuals at low total population densities α i1 . The first part of lemma indicates that a species with a population below its Allee threshold may be able to increase to a population above its Allee threshold through dispersal. For example, assume that 0 < θ 1 < θ 2 and S 1 (0) = θ 1 − and S 2 (0) = θ 2 − > θ 1 , then the derivative of S 1 (t) can be positive for a certain period of time, thus its population may be able to be above θ 1 if l 11 is large enough and I 1 is small enough, see
In the case that conditions in Lemma 2.2 do not hold, e.g., ai1 θi ≥ a i2 , i = 1 or 2, then it is possible that S 1 + α 11 I 1 ≤ θ 1 but S 1 + α 12 I 1 > 1. Thus, population of species x may still increase in the case that S 1 + α 12 I 1 > 1. This may lead to a large endemic.
Lemma 2.3. [Boundedness of susceptible population] For any initial taken in X, we have
Remarks: The proof of Lemma 2.3 is provided in the Appendix. This lemma indicates that the normalized susceptible population will not go beyond 1. However, the infected (always assumed infectious) population does not have such property due its diminished disease-induced competitive ability. 
Remarks: The detailed proof of Theorem 2.1 is provided in Appendix. This theorem shows that System (1)- (4) is bounded whenever the parameters are strictly positive, a property that allows the identification of sufficient conditions guaranteeing a stable disease-free state and disease persistence. If some of their parameters are zero then the statement in Theorem 2.1 does not hold, thus, it will need additional condition to establish the boundedness of (1)- (4). From Lemma 2.3, we have the following corollary:
Proof. From Lemma 2.3, we have shown that for any > 0 and any initial condition in X, there exists some time T such that S 1 (t) < 1 + , S 2 (t) < 1 + for all t > T.
, then we can choose small enough such that max j=1,2 {β j (1 + ) − d j } = a < 0,, then for T large enough, we have
Remarks: The effective reproductive ratio of an infectious disease (here referred to as just R), in the context of this manuscript is defined as the number of secondary infections produced by a single infected/infectious individual over his/her entire infectious period when the susceptible population is at a fixed demographic equilibrium (level S * ). The case when S * equals the total stable population, corresponds to the situation when R equals R 0 (the basic reproduction number or ratio). For each patch, we can its basic reproduction ratio as
where R i 0 (a dimensionless quantity) denotes the average number of secondary infections generated by a "typical" infective individual when introduced in a population of susceptible individuals at a demographic steady state (i.e., S * i = 1). Corollary 2.2 is a typical result for disease-free dynamics since R (4) always has E 0 = (0, 0, 0, 0), E 1 = (1, 0, 1, 0) as its equilibria where E 0 is always locally asymptotically stable; E θ is always unstable and E 1 is locally asymptotically stable if
Proof. It is easy to check that E 0 , E θ and E 1 are equilibria of (1)- (4). The Jacobian matrices evaluated at these three equilibria can be represented as follows:
with
as its four eigenvalues.
as its four eigenvalues. The eigenvalues λ i j , j = 1, 2 indicate the stability of equilibrium in the invariant set X xy and the eigenvalues λ o j , j = 1, 2 indicate whether equilibrium is transversal stable (if both eigenvalues are negative) or not. The simple algebraic calculations imply that all four eigenvalues of J E0 are negative, thus it is locally asymptotically stable. If
then all four eigenvalues of J E1 are also negative, thus, E 1 is locally asymptotically stable. Since if λ
Remarks: From Proposition 2.1, we have the following statements:
1. The values of ρ i , α ij , i, j = 1, 2 do not affect the stability of E 0 , E θ , E 1 .
2. More precisely, the local stability of E 1 is determined by the values of β i , d i and the dispersal rates of infectives in both patches l i2 , i = 1, 2.
, then E 1 is locally asymptotically stable. 4. The dispersal of infectives l i2 , i = 1, 2 can save the susceptibles from the disease-driven extinctions.
For example, from the study of Kang and Castillo-Chavez (2012), System (5)- (6) If we choose l 12 = 10, l 22 = 1, then we have
and
which indicates that E 1 is locally asymtotically stable. In fact, as long as (0.25 + l 22 ) < l 12 5 17 , we have E 1 is locally stable. This indicates that the dispersal of infectives in two patches is able to save Patch 1 from disease-driven extinction by allowing E 1 being locally stable.
5. The necessary condition for both patches having disease driven extinction in the absence of the dispersal is that
Thus, we have x 1 < l 12 and therefore x 2 < l12x2 x1 < x 2 − l 22 < −(x 1 − l 12 ). This is impossible, thus, E 1 is not locally stable. Thus, we can conclude that if both patches have disease driven extinction in the absence of the dispersal, the dispersal can not make E 1 to be local stable.
The endemic
In this section, we identify sufficient conditions for disease persistent (endemicity) in System (1)-(4). We start with the following proposition: 
If, in addition, there exists some α such that θ 1 < α < max{1, α11 α12 } and the following inequalities hold
Then the set Ω x θ = {(S 1 , I 1 , S 2 , I 2 ) ∈ X : α ≤ S 1 + α 11 I 1 ≤ 1 and S 1 + α 12 I 1 ≤ 1} is positively invariant. Similarly, if there exists some α such that θ 2 < α < max{1, α21 α22 } and the following inequalities hold
Then the set Ω
Remarks: The detailed proof of Proposition 3.1 is provided in the Appendix. A direct application of Proposition 3.1 and the average Lyapunov Theorem (Hutson 1984) leads to the following theorem on the persistence of the disease: Remarks: See the detailed proof of Theorem 3.1 in Appendix. This theorem gives a sufficient condition on the existence of the interior attractor for System (1)- (4) and an approximation of its basins of attractions under the conditions of the theorem. It further suggests that disease persistence requires two additional conditions: (A) The total population should be above the Allee threshold; and (B) a combination of large values of growth rates r i and the reproduction ability of infectives ρ i combined with relative small values for the dispersal rates l ij , i, j = 1, 2 and the death rates d i . In addition, we notice that the sufficient large r i with proper initial conditions in one patch can guarantee the endemic in both patches regardless of the condition in the other patch, for example, if one patch has disease-free dynamics or disease-driven dynamics in the absence of the dispersal, then the dispersal can promote the endemic in the presence of the dispersal under condition that the other patch satisfies conditions in the theorem. For summary, we have the following biological implications:
Biological implications: Theorem 3.1 provides sufficient conditions when there is an endemic for system (1)-(4). These conditions can hold only if at least in one patch, the maximum birth rate is large enough and 1. The initial condition is under certain constraints, i.e., θ i < α < max{1, αi1 αi2 }, i = 1 or 2. 2. The ratio of relative competition ability of infectives in two different total population levels is strictly greater than the Allee threshold, i.e., ai1 ai2 ≥ θ i , i = 1 or 2. 3. The dispersal rate of susceptible population should not be less than the dispersal rate of infected population and should not be greater than the sum of the dispersal rate and the additional mortality of infected population, i.e.,
To investigate the endemic when some of above conditions violate, we will study the extreme cases when ρ i = 0, i = 1, 2 (i.e., no reproduction in infectives) and when l 11 = l 21 = 0 (i.e., no dispersal in susceptibles) in the following subsections.
Infected population has no reproduction
If infected population doesn't contribute to the reproduction, i.e., ρ i , i = 1, 2 = 0, then we obtain the following equations from (1)-(4):
It is easy to check that
β2 , z * ) is an interior fixed point of system (11)- (14) if z * is positive and satisfies the following equality: .
In order to further study the existence and stability of E i , let us focus on the symmetric case, i.e.,
Then we have
where its positivity is guaranteed by either
as its four eigenvalues where
Thus, the interior equilibrium E i is locally asymptotically stable if a < −l, b < 0. Therefore, β > θ and
, then we have
According to Corollary 2.2, a necessary condition for the existence E i is 1 > d β , therefore, we have the following proposition:
[The existence and stability of E i ] Assume that
Then system (11)- (14) has a locally asymptotically stable interior equilibrium
Biological implications: Proposition 3.2 suggests that the stability of E i depends on the maximum birth rate of susceptible population r, the disease transmission rate β and the death rate caused by disease d rather than the dispersal rates of infected and susceptible population. In addition, Proposition 3.2 indicates follows:
1. The maximum birth rate of susceptible population r may not affect the stability of
If
being locally asymptotically (see Proposition 2.1).
Susceptible population with less dispersal ability
If susceptible population has a smaller dispersal than infected population and infected population has the same dispersal in two patches, then (1)-(4) can be represented as follows:
where 0 ≤ α i ≤ 1, i = 1, 2 represent the relative dispersal ability of susceptible population in two patches.
is an interior fixed point of system (16)- (19) subject to that z * is positive and satisfies the following equality: 
Then if both ρ and l are small enough and the conditions in Proposition 3.2 satisfies, then E i can be locally stable. For example, when r = 1, θ = 0.15, ρ = 0.001, l = 0.001, β = 1, d = 0.6, system (5)- (6) has a locally stable interior equilibrium E i = (0.6, 0.1242, 0.6, 0.1242).
The effects of dispersals
In this section, we investigate the effects of different intensities of dispersals on the dynamics of System (1)-(4). In the case that all dispersals are equal to zero, then (1)- (4) is reduced to two independent uncoupled systems (5)- (6) . If System (5)-(6) has locally asymptotically stable interior equilibrium ( d1 β1 , x * ) for Patch 1and it has locally asymptotically stable interior equilibrium ( d2 β1 , y * ) for Patch 2, then according to Proposition 2.1, the uncoupled system (5)- (6) has at least the following four locally asymptotically stable interior equilibria:
If all dispersals l ij , i, j = 1, 2 are strictly positive, then both E i0 and E 0i cannot be fixed points of (1) (6) has a locally asymptotically stable interior equilibrium E ii and all dispersals l ij , i, j = 1, 2 are small enough. If
then the coupled system (1)-(4) has at least the following four attractors that can be described as follows:
where Remarks: Even though the detailed proof is tedious, it is straight forward. Thus, we omit it. In fact, according to simulations, the similar results hold even if the uncoupled system (5)-(6) have stable limit cycles, then the coupled system (1)- (4) can have four stable limit cycles when all dispersal are very small. See Figure 1 . Theorem 4.1 indicates that the weak dispersal can not stop the disease spreading. Consider the following scenario: Without dispersal, the uncoupled system (5)- (6) in Patch 1 has an established infected population x * (i.e., it is locally asymptotically stable interior equilibrium ( d1 β1 , x * )) while in Patch 2 it has disease free dynamics; let all dispersals increase from 0 to some small positive values, then the coupled system (1)-(4) can have locally asymptotically stable interior equilibrium E i0 . The biological explanation of this phenomenon is as follows: the established infected population in Patch 1 serves as source while Patch 2 serves as sink. In general, the source-sink dynamics of (1)- (4) can be generated by the following two mechanisms:
1. Spatial heterogeneity generating from different initial conditions due to Allee effects: In the absence of dispersal, population in one patch is above its Allee threshold thus the infected population persists while population in the other patch is below its Allee threshold thus all population goes extinct. In the presence of weak dispersal, the patch above Allee thresholds serves as source while the other one serves as sink. This case holds even if two patches are identical.
2. Spatial heterogeneity generating from different qualities of patches: the good quality patch having endemic serves as source while the other one with disease free dynamics or disease-driven extinction serves as sink.
The dispersal effects on the dynamics of (1)- (4) become complicated when dispersals are transit from weak to strong, i.e., l ij , i, j = 1, 2 are not small any more. The summary of such effects according to numerical simulations are as follows:
1. Small intensities of dispersals can generate the source-sink dynamics, which cannot stop the spreading of disease.
2. When an uncoupled system (5)-(6) undergoing a stable limit cycle for each patch, intermediate intensities of dispersals can stabilize the coupled system (1)- (4) by driving it into one exhibiting a stable focus. In this case, dispersals simply modify the patterns of dynamics, without affecting the endemic. If dispersals are continually increasing to a certain threshold, then stable limit cycles start to reappear. As dispersals tending to infinity, the dynamics in two patches is synchronized. See Figure 2 . In the case that a = 0, both patches has a stable limit cycle with different amplitudes and periods. In the case that a = 0.0001, the small dispersal generates the source-sink dynamics. While large dispersals stabilize the couple system by driving the couple system into one exhibiting a stable focus, e.g., a = 0.1. The extremely large dispersals, e.g., a = 100.4, drive the dynamics in two patches synchronized. The green is S 1 ; the blue is I 1 ; the black is S 2 and the red is I 2 .
3. When one patch of the uncoupled system (5)- (6) is undergoing a stable limit cycle and the other one is undergoing heteroclinic bifurcation that can lead to the disease-driven extinction, intermediate intensities of dispersals can drive the coupled system into one exhibiting stable limit cycles. If dispersals are continually increasing to a threshold magnitude, each stable limit cycle merges with the adjacent saddle leading to the annihilation of both. This annihilation, termed a catastrophic event in dynamical systems theory (Hirsch & Smale, 1974; Guckenheimer & Holmes, 1983) , wipes out the whole population in two patches. This suggest that Allee effects combining with large dispersals can evacuate invasive species when it suffers from disease. See Figure 3 .
Symmetric cases
We call System (1)- (4) is symmetrical if
And we call system (1)- (4) is strictly symmetrical if, in addition, the following equalities hold
Define Ω x=y = {(S 1 , I 1 , S 2 , I 2 ) ∈ X : S 1 = S 2 and I 1 = I 2 }, then we have the following lemma:
Lemma 4.1.
[Invariant sets for symmetrical cases] If Condition (21) holds, then Ω x=y is an invariant set of System (1)-(4) . Moreover, for any initial condition taken in Ω x=y , System (1)- (4) is reduced to a two identical uncoupled systems that can be described by the following ODEs (23)-(24)
Then from simple verifications, we can conclude that the symmetric coupled system is locally asymptotically stable at the interior equilibrium E ii if (23)- (24) is locally asymptotically stable at (
In the case that ( (26), we can conclude that the symmetric coupled system is also unstable at E ii .
Remarks: Theorem 4.2 indicates that dispersals cannot stabilize the symmetric coupled system by driving it into one exhibiting a stable focus through dispersals when the uncoupled system (23)- (24) has limit cycles. This is different than the asymmetric coupled system. Thus, the symmetric coupled system keeps the same dynamical patterns as the uncoupled system (23)- (24), while asymmetric coupled systems can be stabilized through intermediate intensities of dispersals.
Conclusion
Macro and micro parasitic infections are important regulators of natural populations (Anderson and May 1978) , which may lead to the reduction of the hosts fitness such as reproduction, competitive ability and mobility of moving (Gulland 1995; Lauckner 1987; Lehmann 1993 ). Kang and Castillo-Chavez (2012) introduced and analyzed a minimal SI model with strong Allee effects, a phenomenological way of incorporating the fragility associated with small population sizes, in order to study the role of disease on a populations fitness. One of their results shows that fitness reduction factors lead to outcomes that cannot emerge from modeling protocols that ignore the impact of disease. Dispersal is an important ecological process that can shape plant communities, determine invasion of alien species, alter the dynamics of infectious agents, and disentangle the dynamics of biological systems like the marine open-ocean and intertidal systems. Thus, dispersal has been a great interest to many scientist working on questions where individuals mobility, across heterogenous landscapes, is likely to give organisms an edge. Differences in individuals fitness that arise from the cost of dispersal may lead to drastic changes in the overall dynamics of a population. In this article, we extend the SI model studied by Kang and Castillo-Chavez (2012) to a two-patch SI model to investigate how the combinations of strong Allee effects, disease and dispersal affect the population dynamics. Here, we summarize our interesting findings on the effect of dispersal to answer the four questions mentioned in the introduction as follows:
1. In the absence of dispersal, if population in Patch 1 has disease free dynamics and population in Patch 2 has disease-driven extinction, then the proper dispersal of infectives in two patches can save the population of Patch 2 from disease-driven extinction by allowing the disease free state E 1 = (1, 0, 1, 0) being locally stable. This answers the first question mentioned in the introduction. See Proposition 2.1 for theoretical supports.
2. Theorem 3.1 indicates that the initial condition and a combination of large values of growth rates r i and the reproduction ability of infectives ρ i with relative small values for the dispersal rates l ij , i, j = 1, 2 and the death rates d i are important to the disease persistence. In particular, the dispersal rate of susceptible population should not be less than the dispersal rate of infected population and should not be greater than the sum of the dispersal rate and the additional mortality of infected population. In addition, Proposition 3.2 indicates that the endemic can be stable if two patches have proper values of the maximum birth rate of susceptible population, the disease transmission rate and the death rate caused by disease. This partially answers the second question mentioned in the introduction.
3. The different intensities of dispersal combined with spatial spatial heterogeneity generating from different dynamics in two patches have dramatic effects on the whole population dynamics. The third and fourth questions mentioned in the introduction are partially answered by follows:
• Theorem 4.1 indicates that weak dispersal can generate source-sink dynamics that cannot stop the spreading of disease. In addition, spatial heterogeneity from different initial conditions due to Allee effects and difference between two patches (i.e., spatial heterogeneity from the qualities of two patches) are two mechanisms that can generate source-sink dynamics. Also see Figure 1 for numerical simulations.
• Intermediate intensities of dispersals may stabilize the population dynamics while strong intensities of dispersals can lead to the synchronization of the system (see Figure 2 ).
• In the absence of dispersal, if population in Patch 1 has a stable limit cycle and population in Patch 2 has disease-driven extinction due to heteroclinic bifurcation, then intermediate intensities of dispersals can save the population of Patch 2 from disease-driven extinction by driving the system into one exhibiting stable limit cycles (see Figure 3 ).
• Theorem 4.2 indicates that dispersal has no effects on the stability of the endemic state.
In summary, our study on the simple two-patch SI model shows that the impact of disease, dispersal and Allee effects on the survival and persistence of animal populations is dramatic. Disease can modify birth and death rates directly as well as the ability to disperse or compete for resources indirectly. Hence, dynamics of populations facing local challenges (Allee effects), the influence of global effects (dispersal), and the selective pressures that come with parasitism or fatal or debilitating diseases need to be studied systematically.
Proof of Lemma 2.1 Proof. Notice that f i (S 1 , I 1 , S 2 , I 2 ), g i (S 1 , I 1 , S 2 , I 2 ), i = 1, 2 are continuous in X and smooth when S 1 > 0, S 2 > 0 with (0, 0, 0, 0) as a trivial equilibrium of System (1)- (4) . In addition, we have
Thus, we can conclude that X is positively invariant according to the continuity argument.
For any initial condition taken in X SS , System (1)- (4) is reduced to the following two-patch no disease model:
which has been well-studied by Kang and Lanchier (2011) . From the continuity argument, System (27) - (28) is also positively invariant. Take any other initial condition in Ω S1S2 1
. If S 1 (0) = S 2 (0) = 1, then we have
This implies that both S 1 and S 2 is either staying at 1 for all t > 0 or they begin to decrease. If S 1 (0) = S 2 (0) < 1, then either S 1 (t) = S 2 (t) for all t > 0 which may possibly converge to 1 (but can not equal to 1) or there exists some T such that one of the following holds
For the latter case, the values of S 1 (t), S 2 (t) may increase or decrease starting from time T . If they increase, at most one of them may possibly increase to 1 at first. Thus, without loss of generality (WLOG), we assume that 0 ≤ S 2 (0) < S 1 (0) = 1. Then, at time t = 0, we have
This indicates that S 1 will drop below 1in some future time. Therefore, any initial taken in Ω S1S2 1 will stay in Ω S1S2 1 for all future time, i.e., Ω S1S2 1 is positively invariant. Apply the similar argument, we can also show that Ω SI θ is positively invariant.
Proof of Lemma 2.2 Proof. Since α11 θ1 > α 12 , then for any initial condition taken in X such that S 1 + α 11 I 1 ≤ θ 1 , we have
and if S 1 + α 12 I 1 ≥ 1, we have
Moreover, if ρ i ≤ α ij , i, j = 1, 2, then for any point taken in X we have
In addition, we have
Let Z x α = S 1 +α 11 I 1 and Z y α = S 2 +α 21 I 2 . Take any initial condition in Ω θ , without loss of generality, we assume that
Similarly, we have 
This indicates that Z Proof. According to Lemma 2.1, we know that Ω S1S2 1 is positively invariant. Thus, we only need to show that for any initial condition taken in X, either (S 1 (t), I 1 (t), S 2 (t), I 2 (t)) enters Ω S1S2 1 in some finite time or both values of |S 1 (t) − 1| and |S 2 (t) − 1| approach to 0 as t approaches to infinity.
WLOG, we assume that S 2 (0) < S 1 (0) and S 1 (0) > 1. Then, S 1 (t) is decreasing for a certain period of time. This indicates the following two cases:
1. For all t > 0, we have S 2 (t) < S 1 (t). Since dS1(t) dt < 0 whenever max{S 2 (t), 1} < S 1 (t), therefore,
2. There exists some time T such that S 2 (t) < S 1 (t) for all t < T and S 2 (T ) = S 1 (T ) < S 1 (0).
For the second case, if S 1 (T ) ≤ 1, then (S 1 (t), I 1 (t), S 2 (t), I 2 (t)) ∈ Ω 1 for all future time. If S 1 (T ) > 1, then dS 1 dt t=T < 0, dS 2 dt t=T < 0 and dN dt t=T < 0. This indicates that one of the following three cases holds:
i Both S 1 (t) and S 2 (t) decrease for all t > T , thus the limit of S i (t), i = 1, 2 as t → ∞ are not greater than 1.
ii There exists some time T 1 such that dS1 dt < 0 and dS2 dt < 0 for all 0 < t < T 1 and at t = T 1 we have dS 1 dt t=T1 < 0 and
iii There exists some time T 1 such that dS1 dt < 0 and dS2 dt < 0 for all 0 < t < T 1 and at t = T 1 we have
For the case ii and iii, we go back to the second case. Then we can repeat the same procedures until either lim
Therefore, the statement of Lemma 2.3 holds.
Proof of Theorem 2.1
and observe that h i , i = 1, 2 are nonegative in the following two cases:
In this case, we require 0
In this case, we require 0 Define N T = l 22 (S 1 + I 1 ) + l 12 (S 2 + I 2 ). Choose a small > 0, then according to Lemma 2.3, for some large enough T , we have that S i (t) < 1 + , for all t > T. then Ω In the case that a = 0, the red patch (S 1 , I 1 ) has a stable limit cycle while the blue patch (S 2 , I 2 ) is undergoing heteroclinic bifurcation that leads to the extinction of infected populations. In the case that a = 0.01, the small dispersal drives the coupled system has stable limit cycles, while dispersal becomes large, e.g., a = 0.1, the infected populations in both patches go extinct.
