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Abstract
We address the following problem: given a Riemannian manifold (M, g) and small pa-
rameters ε > 0 and v > 0, is it possible to find T > 0 and an absolutely continuous map
x : [0, T ] → M, t 7→ x(t) satisfying ‖x˙‖∞ 6 v and such that any geodesic of (M, g) traveled
at speed 1 meets the open ball Bg(x(t), ε) ⊂M within time T? Our main motivation comes
from the control of the wave equation: our results show that the controllability of the wave
equation in any dimension of space can be improved by allowing the domain of control to
move adequately, even very slowly. We first prove that, in any Riemannian manifold (M, g)
satisfying a geodesic recurrence condition (GRC), our problem has a positive answer for any
ε > 0 and v > 0, and we give examples of Riemannian manifolds (M, g) for which (GRC)
is satisfied. Then, we build an explicit example of a domain X ⊂ R2 (with flat metric)
containing convex obstacles, not satisfying (GRC), for which our problem has a negative
answer if ε and v are small enough, i.e., no sufficiently small ball moving sufficiently slowly
can catch all geodesics of X.
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1 Introduction and main results
There exist Riemannian manifolds (M, g) for which, given any sufficiently small nonempty
open subset of M , there exist geodesics which do not enter this set (e.g., if the manifold is
∗Sorbonne Universite´, Universite´ Paris-Diderot SPC, CNRS, Inria, Laboratoire Jacques-Louis Lions, e´quipe
CAGE, F-75005 Paris (letrouit@ljll.math.upmc.fr)
†DMA, E´cole normale supe´rieure, CNRS, PSL Research University, 75005 Paris
1
ar
X
iv
:1
90
4.
11
35
4v
2 
 [m
ath
.O
C]
  2
7 F
eb
 20
20
the 2D sphere S2 or the 2D torus T2), or, said differently, no small nonempty open static
set can “catch” all geodesics of the manifold. One may wonder whether, if we allow the
subset to move according to an adequate path, even slowly, it would then become possible
to “catch” all geodesics in some finite time T > 0. Here, we assume that all geodesics travel
at speed 1. This is the problem we address in this paper. Besides its theoretical interest,
this question also has an interesting application to the controllability of the wave equation,
as we will explain in Section 1.4.
Let us consider (M, g) a smooth compact Riemannian manifold of dimension n > 1, with
a smooth boundary if ∂M 6= ∅.
When ∂M 6= ∅, the usual notions of geodesics and of bicharacteristics have to be gener-
alized in order to take into account the reflections on ∂M . Generalized geodesics are usual
geodesics inside M , and they reflect on ∂M according to the laws of geometric optics. This
generalization is called the generalized bicharacteristic flow of Melrose and Sjo¨strand, see
[MS78]. We do not recall the construction but we simply mention that, setting Y = R×M ,
a generalized bicharacteristic bγ : R → bT ∗Y is a continuous map which is uniquely deter-
mined if it has no point in G∞, the set of cotangent vectors with contact of infinite order
with the boundary. Using t as a parameter, generalized geodesics of M , traveling at speed
1, are then the projection onto M of generalized bicharacteristics.
Remark 1. If ∂M is non-empty and not smooth, the generalized bicharacteristic flow is not
necessarily well defined since there may be no uniqueness of a bicharacteristic at the points
where ∂M is not smooth. However, when uniqueness is ensured (for example in the case of
conical singularities with right angles), our results are still true (see [LRLTT17, Remark 1.9]
for more comments on this issue).
We now recall the concept of time-dependent geometric control condition (in short, t-
GCC, see [LRLTT17]), which is particularly suited for our problem.
Definition 1. Let Q be an open subset of R × M , and let T > 0. We say that (Q,T )
satisfies the time-dependent geometric control condition (in short, t-GCC) if every generalized
bicharacteristic bγ : R → bT ∗Y , s 7→ (t(s), y(s), τ(s), η(s)) is such that there exists s ∈ R
such that t(s) ∈ (0, T ) and (t(s), y(s)) ∈ Q. We say that Q satisfies the the t-GCC if there
exists T > 0 such that (Q,T ) satisfies the t-GCC.
If there exists T > 0 such that (Q,T ) satisfies t-GCC, the control time T0(Q) is defined
by
T0(Q) = inf{T ∈ (0,+∞) | (Q,T ) satisfies the t-GCC}.
In this paper, the subsets Q ⊂ R×M which are considered are moving open balls.
Definition 2. Let ε > 0 be a real number, T > 0 be a fixed time and x : [0, T ] → M be an
absolutely continuous path. The moving domain ω(t) associated with the path x(t) is defined
for every t ∈ [0, T ] by ω(t) = Bg(x(t), ε), where Bg(x(t), ε) is the open ball of center x(t)
and of radius ε in (M, g).
In fact, we could consider more general moving domains, such as translations of a fixed
shape, but for the sake of simplicity we keep Definition 2 for our moving domains.
Note also that we require all our paths t 7→ x(t) to be absolutely continuous because we
need to define paths with bounded speed.
Our problem then reads as follows:
(P1): Given small parameters ε > 0 and v > 0, is it possible to find T > 0 and
an absolutely continuous map x : [0, T ]→ M, t 7→ x(t) satisfying ‖x˙‖∞ 6 v such
that any generalized geodesic of (M, g) traveled at speed 1 meets the moving ball
ω(t) = Bg(x(t), ε) ⊂M within time T?
Here ‖x˙‖∞ stands for the maximum over [0, T ] of (g(x˙(t), x˙(t))) 12 .
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Role of the speed v. In our results, the maximal speed v plays a key role. Let us first
remark that if v is allowed to be very large, then it is easy to construct a moving domain ω(t)
such that t-GCC is satisfied in time T even with T > 0 small. For example, if we take a path
x(t) which, within short time (so that the geodesic rays do not have time to move much),
passes near any point in M , then the associated moving domain ω(t) = Bg(x(t), ε) ∩ M
meets any geodesic ray. More precisely if ε > 0 is fixed, and the absolutely continuous path
x : [0, ε/2]→M is such that for any x ∈M , there exists t ∈ [0, ε/2] such that |x(t)−x| < ε/4,
then the moving domain ω(t) = Bg(x(t), ε) ∩M meets any geodesic ray. Of course, in this
case, the speed |x˙(t)| is very large (of the order of ε−1) and is therefore not comparable with
the speed of the geodesic rays (which is fixed to 1).
Therefore, to make sense, positive answers to (P1) have to be established for a speed
v bounded independently of ε, or, even better, for any speed v > 0. This is the case for
example in Theorem 1.
Organization of the paper. The paper is organized as follows. In Section 1, we state
the main results. Namely, in Section 1.1, we provide a construction which shows that the
answer to (P1) is positive for any ε, v > 0 under a certain geodesic recurrence condition
(GRC) on (M, g). In Section 1.2 we give examples of manifolds (M, g) satisfying (GRC). In
Section 1.3, we build an explicit example of domain X ⊂ R2 (with flat metric) containing
convex obstacles, for which our problem has a negative answer if ε and v are small enough.
In particular, this domain does not satisfy (GRC). In Section 1.4, we give an application of
our results to the controllability of the wave equation. Finally, Section 2 is devoted to the
proof of our results.
Acknowledgment. I warmly thank Emmanuel Tre´lat for fruitful discussions and his
careful reading of preliminary versions of this paper, and Yves Coude`ne for giving a lot
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1.1 Main result
Our first result roughly says that if for each geodesic trajectory t 7→ y(t) in M , there exists
a small open (time-independent) set U ⊂ M where the trajectory spends (asymptotically)
some positive part of its time, then (P1) has a positive answer.
Definition 3. Let ε > 0 be a (small) positive real number. We say that the generalized
geodesic t 7→ y(t) of M satisfies the Geodesic Recurrence Condition (GRC) for ε if
(GRC) there exists an open ball U ⊂M (depending on y(·)) of radius < ε such
that
lim inf
T→+∞
|{t ∈ [0, T ] | y(t) ∈ U}|
T
> 0. (1)
Here, the notation |A| stands for the Lebesgue measure of a measurable subset A ⊂ R.
Theorem 1. Let ε > 0 be a positive real number such that any generalized geodesic t 7→ y(t)
in M satisfies (GRC) for ε. Let v > 0 be a fixed speed. Then (P1) has a positive answer:
there exist T > 0 and an absolutely continuous path x : [0, T ]→M satisfying ‖x˙‖∞ 6 v such
that the moving domain ω(t) = Bg(x(t), ε) ∩M satisfies t-GCC in time T .
This answers to a problem raised in [LRLTT17, Section 3E]. Determining the manifolds
(M, g) all of whose geodesics satisfy (GRC) seems to be a difficult question in general. In
Section 1.2 we give some examples of manifolds (M, g) for which (GRC) is satisfied.
Remark 2. Note that a given geodesic t 7→ y(t) satisfies (GRC) if and only if for any s ∈ R,
the geodesic t 7→ y(t+ s) satisfies (GRC): (GRC) depends only on the trace of the geodesic
since it is invariant by translations in time. We note that our proof of Theorem 1 can easily
be extended to the case where all traces of geodesics but a countable number satisfy (GRC).
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For the sake of simplicity, we did not include this obvious extension in the statement of the
theorem.
1.2 Examples of manifolds M satisfying (GRC)
In this section, we give some examples of Riemannian manifolds (M, g) for which all geodesics
satisfy (GRC), so that Theorem 1 applies. Let us first recall the definition of the dichotomy
property (see [Smi00]).
Definition 4. A bounded manifold (M, g) satisfies the dichotomy property if each of its
geodesics is either periodic or uniformly distributed, the latter meaning that for every open
set U ⊂M ,
lim
T→+∞
|{t ∈ [0, T ] | y(t) ∈ U}|
T
=
volg(U)
volg(M)
.
Typical examples are the square and the rectangles with the flat metric. More generally,
any polygon that tiles the plane by reflection has the dichotomy property. In fact, this
property is satisfied by all “lattice examples” (see [Smi00]).
Proposition 1. If (M, g) satisfies the dichotomy property, then all its geodesics satisfy
(GRC).
If (M, g) satisfies the weaker property that each geodesic is either periodic or uniformly
distributed in some open subset M ′ ⊂ M , the same proof shows that each geodesic of M
also satisfies (GRC), so that Theorem 1 also applies. With the same argument, we can prove
the following proposition.
Proposition 2. Any geodesic of the two-dimensional disk satisfies (GRC) but the two-
dimensional disk with flat metric does not satisfy the dichotomy property.
Let us also give a property which is somewhat weaker than (GRC) (although not exactly
because the parameter ε is fixed in (GRC) and arbitrary in Proposition 3) but which is
satisfied for any Riemannian manifold (M, g).
Proposition 3. For any geodesic t 7→ y(t) and any ε > 0, there exists an open ball B ⊂M
of radius ε and an increasing sequence of times (Tn)n∈N∗ tending to +∞ such that
lim inf
n→+∞
|{t ∈ [0, Tn] | y(t) ∈ B ∩M}|
Tn
> 0.
This proposition roughly means that (GRC) is verified up to a subsequence. Although
being very natural, it is of no help for providing answers to (P1).
1.3 Negative answer for a domain with convex obstacles
It is not true that, for any Riemannian manifold (M, g) and any parameters ε, v > 0, problem
(P1) has a positive answer: in some domains with convex obstacles, the dynamics is so chaotic
that (P1) has a negative answer, i.e., no sufficiently small ball moving sufficiently slowly can
catch all geodesics. Note that geodesics in domains with convex obstacles have already been
studied in detail (see for example [Mor91]).
Theorem 2. There exists a bounded open subset X of R2 with smooth boundary ∂X (and
equipped with the flat metric of R2) such that for sufficiently small ε, v > 0, (P1) has a
negative answer: for any T > 0 and any absolutely continuous path x : [0, T ] → X with
‖x˙‖∞ 6 v, the moving domain ω(t) defined by ω(t) = B(x(t), ε) ∩ X does not satisfy the
t-GCC in time T .
Note that the question to determine in full generality the answer to problem (P1), i.e.,
for an arbitrary Riemannian manifold (M, g) and for arbitrary parameters ε, v > 0, is open.
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1.4 Application to the control of the wave equation
In this section, we present an application of our results to the control of the wave equation.
We first recall a few basic facts on controllability of the wave equation.
Controllability of the wave equation. The study of controllability properties for
the wave equation goes back at least to the work of Russell [Rus71a], [Rus71b]. By exact
controllability in time T > 0 for the wave equation
∂2ttu−4u = χωf (2)
on a Riemannian manifold (M, g) with or without boundary controlled in an open subset
ω ⊂M , we mean that given an initial state (u0, u1) and a final state (uF0 , uF1 ), it is possible
to find a control f such that the solution of (2) with initial datum (ut=0, ∂tut=0) = (u0, u1)
verifies (ut=T , ∂tut=T ) = (u
F
0 , u
F
1 ). In case of Dirichlet boundary conditions, we take the
initial datum (u0, u1) in the energy space H
1
0 (M)×L2(M) and we seek f ∈ L2((0, T )×M).
By duality, exact controllability of the wave equation is equivalent to the observability
inequality
C(‖u|t=0‖2H1(M) + ‖∂tu|t=0‖2L2(M)) 6
∫ T
0
‖∂tu‖2L2(ω)dt (3)
for any solution u of the free wave equation ∂2ttu−4u = 0 where C > 0 does not depend on
u ([Lio88]). This last inequality means that it is possible, from the observation of u in the
region ω, to recover u in the whole manifold M , with an accuracy which is measured by the
best possible constant C such that (3) is satisfied.
If the open set ω satisfies the geometric control condition (GCC) in time T , which roughly
means that all rays of geometric optics inM meet ω within time T , then the results of [RTP74]
and [BLR92] show that the infimum of all possible times T such that (3) is verified coincides
with the infimum of the times T such that the geometric control condition is verified in time
T . The geometric control condition is “almost” necessary and sufficient (see [HPT19]). The
“almost” is due to grazing rays, i.e., rays of geometric optics which touch ∂ω but do not
enter ω.
It is natural to generalize GCC to a time-dependent setting, i.e. for a domain of obser-
vation ω that is allowed to move in time. In other words, the domain of observation is now
a measurable subset Q of (0, T ) ×M , which is not necessarily a cylinder (0, T ) ×M as in
the time-independent setting. As will be stated below in a precise manner, if (Q,T ) satisfies
t-GCC, then the wave equation is observable in Q.
The search for time-varying observation domains is motivated for instance by seismic
exploration, in order to address situations in which all sensors cannot be active at the same
time. In many practical examples, it is also possible to move sensors in order to get better
precision in the inverse problems which arise while trying to recover data.
There is not much literature about observation of the wave equation on moving domains.
The first paper to address this question (in one dimension of space) seems to be [Kha95].
More recently, in [LRLTT17] the authors have proved that the t-GCC condition is an almost
necessary and sufficient condition for controllability of n-dimensional waves by a moving
domain. The question we address in this paper was raised as an open problem in [LRLTT17,
Section 3E]. In [CCM14] the authors proved the same result as in [LRLTT17] for the one-
dimensional wave equation, and then characterized the minimal norm controls. Finally, the
paper [Cas13] gives sufficient conditions on the trajectory of a moving interior point of an
interval to ensure controllability of the wave equation.
We now give precise definitions and recall the result which will be used in the sequel.
Setting. We adopt the same setting as in [LRLTT17]. We recall it here for the sake of
completeness. Let (M, g) be a smooth n-dimensional Riemannian manifold with n > 1. Let
ω be a bounded open connected subset of M . We consider the wave equation
∂2ttu−4gu = 0 (4)
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in R×M , where 4g denotes the Laplace-Beltrami operator on (M, g). If the boundary ∂M
of M is nonempty, then we consider boundary conditions of the form
Bu = 0 on R× ∂M (5)
where the operator B is either
• the Dirichlet trace operator, Bu = u|∂M ;
• or the Neumann trace operator, Bu = ∂nu|∂M , where ∂n is the outward normal deriva-
tive along ∂M .
In the case of a manifold without boundary or in the case of homogeneous Neumann
boundary conditions, the Laplace-Beltrami operator is not invertible on L2(M) but is in-
vertible in
L20(M) =
{
u ∈ L2(M) ∣∣ ∫
M
u(x)dxg = 0
}
.
In what follows, we set H = L20(M) in the boundaryless case or in the Neumann case,
and H = L2(M) in the Dirichlet case (in both cases, the norm on H is the usual L2-norm).
We denote by A = −4g the operator defined on the domain
D(A) = {u ∈ H | Au ∈ X and Bu = 0}
with one of the above boundary conditions whenever ∂M 6= ∅. We refer to [LRLTT17] for
an explicit description of D(A), D(A1/2) and of D(A1/2)′.
For all (u0, u1) ∈ D(A1/2) × H, there exists a unique solution u ∈ C0(R;D(A1/2)) ∩
C1(R;H) of (4)-(5) such that u|t=0 = u0 and ∂tu|t=0 = u1. Such solutions of (4)-(5) are
understood in the weak sense.
Let Q be an open subset of R×M . We set
ω(t) = {x ∈M | (t, x) ∈ Q}.
Let T > 0 be arbitrary. We say that (4)-(5) is observable on Q in time T if there exists
C > 0 such that
C‖(u|t=0, ∂tu|t=0)‖2D(A1/2)×H 6
∫ T
0
∫
ω(t)
|∂tu(t, x)|2dxgdt (6)
for any solution u of (4)-(5).
The main theorem of [LRLTT17] states:
Let Q be an open subset of R×M that satisfies the t-GCC. Let T ∈ (T0(Q),+∞).
When ∂M 6= ∅, we assume moreover that no generalized bicharacteristic has a
contact of infinite order with (0, T )×∂M , that is, G∞ = ∅. Then the observability
inequality (6) holds, and therefore the wave equation is controllable in time T with
control domain Q.
As a corollary of Theorem 1, we have:
Theorem 3. If (M, g) satisfies (GRC), then there for any ε > 0 and v > 0, there exist T > 0
and an absolutely continuous path x : [0, T ]→M, t 7→ x(t) satisfying ‖x˙‖∞ 6 v such that the
wave equation in M is controllable in time T with moving control domain ω(t) = Bg(x(t), ε).
Let us describe shortly an application of Theorem 3 to the 2D torus M = T2 with the flat
metric on it. It is an example of a manifold such that the wave equation is not observable on
any static ball of sufficiently small radius ε: for any sufficiently small ball, there is a periodic
geodesic which does not meet this ball, and thus GCC is not verified. Constructing Gaussian
beams along this geodesic ([Ral82]), we see that the wave equation is not observable on such
a small ball. Since T2 satisfies (GRC) (by application of Proposition 1), Theorem 3 however
guarantees that if we allow the small ball to move (even with an arbitrarily small speed) in
T2, it is always possible to make the wave equation observable on this moving domain.
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In the proof of Theorem 2, we show that for any small ball moving slowly over a time
interval [0, T ], there exists a generalized geodesic which stays at positive distance of this
moving ball during the time interval [0, T ]. Therefore, using the construction of Gaussian
beams along this geodesic ([Ral82]), we get:
Theorem 4. On the domain X (with the flat metric of R2) of Theorem 2, for any ε > 0, v >
0, T > 0 and any absolutely continuous path x : [0, T ] → M, t 7→ x(t) such that ‖x˙‖∞ 6 v,
the wave equation in M is not controllable in time T with control domain ω(t) = B(x(t), ε).
In relation with the domain X exhibited in Theorem 2, note that the wave equation
in manifolds with convex obstacles has already been studied, although not for the same
purpose. See for example [Ika82], where the trapped geodesics are used to establish some
decay estimates for the energy of the free wave equation, [BZ04] for resolvent estimates, and
[JL19] for a recent use in the context of the damped wave equation.
2 Proofs
2.1 Proof of Theorem 1
Let ε > 0 and v > 0. We consider a dense sequence of points (xi)i∈N∗ in M , we set
Bi = Bg(xi, ε) for i ∈ N∗ and we define Ai = Bi ∩ M for i ∈ N∗. Then we construct
x : R+ →M a map of speed |x˙(t)| 6 v in the following way. The point x(t) will successively
stay on the points xi in the following order (we will precise the time it stays on each point
later):
x1, x2, x1, x2, x3, x4, x1, x2, ..., x8, x1, x2, ..., x16, ..., x1, ..., x2n , x1, ...
and this sequence continues until infinity. We call each of these positions a “step”: for
example, at step 1, x(t) = x1, at step 2, x(t) = x2, at step 3, x(t) = x1, etc. Of course,
between two steps, there is a smooth transition: the point x(t) goes from one xi to the
following smoothly. Then we have to specify how much time x(t) stays on each xj (i.e.,
the time duration of each step): we require that if x(t) arrives at step j at time t, then
step j lasts t2j seconds (much more time than all the time already passed). Lastly, we
take ω(t) = Bg(x(t), ε) ∩M . This construction implies that for each i ∈ N∗, the following
assertion is true:
(B) : For every constant 0 < K < 1 and every T > 0, there exist T ′′ > T ′ > T
such that T
′′−T ′
T ′′ > K and x(t) = xi for t ∈ [T ′, T ′′].
Now consider a geodesic t 7→ y(t) in M . We will show that there exists t > 0 such that
y(t) ∈ ω(t). Let U be an open ball of radius < ε satisfying (GRC) for the trajectory
t 7→ y(t). Since (xi)i∈N∗ is dense in M , there exists j ∈ N∗ such that U ⊂ Bj = Bg(xj , ε)
with the above notations. Note that (GRC) implies that
liminf
T→+∞
|{t ∈ [0, T ] | y(t) ∈ Bj}|
T
> 3C > 0
for some C > 0. This means that the trajectory y(t) spends at least a fraction 3C of time
in Bj when time goes to infinity. Let T1 be such that
∀t > T1, |{s ∈ [0, t] | y(s) ∈ Bj}|
t
> 2C. (7)
By assertion (B) for K = 1− C, there exist T ′′ > T ′ > T1 such that
(T ′′ − T ′)/T ′′ > 1− C and x(t) = xj for t ∈ [T ′, T ′′]. (8)
If we take t = T ′′ in (7), we get
|{s ∈ [0, T ′′] | y(s) ∈ Bj = Bg(xj , ε)}|
T ′′
> 2C. (9)
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Combining (8) et (9) we see that there exists a time t 6 T ′′ such that y(t) ∈ ω(t). Therefore,
any trajectory meets ω(t) when time goes to infinity.
The function which associates to a point in S∗M (and, by extension, to the bicharac-
teristic (y(t), η(t)) starting from this point at time 0) the infimum of all t ∈ R+ for which
y(t) ∈ ω(t) is upper semi-continuous. Since S∗M is compact, it has a maximum. It follows
that there exists 0 < T < +∞ such that ω(t) satisfies the t-GCC in time T .
2.2 Proof of Proposition 1
We first note that all closed geodesics in M satisfy (GRC). To see it, just fix a periodic
geodesic t 7→ y(t), let T1 > 0 be its minimal period and set U = B(y(0), ε/2) ∩M . Then
the liminf appearing in (1) is greater than or equal to 1/T1 and hence is positive. Secondly,
for the uniformly distributed geodesics, any open set U ⊂ M can be used in (GRC). This
concludes the proof of Proposition 1.
2.3 Proof of Proposition 2
Let D be an open two-dimensional disk. If we take a sufficiently short chord of the disk
intersepting an angle α which is not commensurable to pi, then the geodesic which follows
this chord is not periodic (since αpi /∈ Q) and it is not uniformly distributed (since it does not
meet a small disk with the same center as D if the chord is sufficiently short).
However, it is possible to verify that any geodesic of D is either periodic or there exists
0 < r < 1 (depending on the geodesic) such that any open subset U of the annulus D\rD
satisfies (GRC). To see it, take a geodesic t 7→ y(t), t > 0 in D which is not periodic. Its trace
on ∂D is a sequence of points x1, x2, ... which are always separated by the same distance. If
one sees ∂D as the quotient R/piZ, then the points xi form an arithmetic sequence which is
dense in R/piZ. Moreover, since the oriented angle α made by the forward trajectory t 7→ y(t)
at each xi with the tangent to ∂D is always the same, it is straightforward to see that there
exists 0 < r < 1 such that M ′ = D\rD is the closure of the trajectory t 7→ y(t). This
oriented angle α also determines, for each point x ∈ D, a unique point piα(x) on ∂D which is
the only point for which the segment with ends piα(x) and x makes an oriented angle α with
the tangent at piα(x). Let U be a small ball in M
′ and let pi−1α (U) be its preimage by piα. It is
an interval on the boundary ∂D. It means that if xi ∈ pi−1α (U), the trajectory t 7→ y(t) falls
in U while running from xi to xi+1. Proposition 2 then follows from the uniform distribution
of the sequence (xi)i∈N∗ in ∂D, since αpi /∈ Q.
2.4 Proof of Proposition 3
Let t 7→ y(t) be a (generalized) geodesic in M (or in M if M has a boundary). For the sake
of simplicity, we assume in what follows that M has no boundary, but the proof also works
in the case with boundary. We set, for n ∈ N,
µn =
1
n
n∑
i=1
δy(i)
where δx is the Dirac measure in M located at x. The measure µn is a probability measure on
M . By Prokhorov’s theorem, there exists a subsequence (nk)k∈N and a probability measure
µ on M such that µnk ⇀ µ in the weak-* topology of measures. There exists M1 an open
ball of radius ε/4 such that µ(M1) > 0. We denote by M2 the ball of radius ε/2 with the
same center as M1. Let f : M → [0, 1] be a continuous function equal to 1 on M1 and to 0
outside of M2. Then ∫
M
fdµnk →
∫
M
fdµ > 0
as k → +∞. But µnk(M2) >
∫
M2
fdµnk =
∫
M
fdµnk since f vanishes outside of M2.
Therefore
lim inf
k→+∞
µnk(M2) > 0. (10)
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Note that if y(i) ∈M2, then y(t) ∈ B for any t satisfying |t− i| 6 ε/2, where B denotes the
ball with the same center as M1 and M2 and with radius ε. Combining this remark with
(10), we get
lim inf
k→+∞
|{t ∈ [0, nk] | y(t) ∈ B}|
nk
> 0,
which finishes the proof of Proposition 3.
2.5 Proof of Theorem 2
We consider three circles C1, C2 and C3 in the Euclidean plane, with same radius r0 > 0 (with
r0  1), whose centers form an equilateral triangle ∆ of side-length 1 + 2r0. These circles
will be part of the boundary ∂X of the domain X. More precisely, we set C = C1 ∪ C2 ∪ C3
and we take X to be a domain with smooth boundary ∂X = C∪Γ where Γ is a smooth curve
which encloses the convex hull of the three circles. The set X is therefore connected but ∂X
has four connected components. The precise form of Γ does not matter since the geodesic
trajectories we will construct only bounce on the obstacles C1, C2 and C3. Our notations are
summarized in Figure 1.
Note that with our choice of side-length for ∆, between any two of the three circles
C1, C2, C3, there is a unique trajectory of length 1 joining these two circles (which is also the
trace of the periodic trajectory bouncing between the two circles).
Figure 1: The domain X. The trajectory t 7→ x(t) is the dashed curve.
We will show that for X as above with r0 sufficiently small, there exist ε, v > 0 such
that for any T > 0 and any absolutely continuous path x : [0, T ] → X with ‖x˙‖∞ 6 v, the
moving domain ω(t) defined by ω(t) = B(x(t), ε)∩X does not satisfy the t-GCC in time T .
Therefore, we fix small enough positive parameters r0, v, ε  1, a time T > 0 and
an absolutely continuous path x : [0, T ] → X with ‖x˙‖∞ 6 v. Finally we set ω(t) =
B(x(t), ε)∩X. Our goal is to construct a generalized geodesic γ of X (with the flat metric)
such that for any t ∈ [0, T ], γ(t) /∈ ω(t).
The geodesic flow in X is chaotic. For example, the following fact is well known:
Fact 1. For any sequence (ξn) ∈ {1, 2, 3}N such that ξj 6= ξj+1 for any j ∈ N, there exists a
geodesic which bounces successively on circles Cξ0 , Cξ1 , . . . , Cξn , . . .
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A proof is given for example in [Mor91, Theorem 0], and we also provide in Appendix A
an elementary proof which has the interest of revealing explicitly a horseshoe in this billiard
flow.
Here we use Fact 1 to prescribe the behaviour of a geodesic not by giving the successive
obstacles on which it bounces but by prescribing at any time t ∈ [0, T ] the “approximate”
zone of X where the geodesic is at time t. Our proof of Theorem 2 relies on Fact 1, but using
only this fact without any mention to the position of γ at any time would not be sufficient
for our purpose: a priori, the statement of Fact 1 gives no indication about the times at
which the geodesic hits the obstacles, but this is precisely the information that we need for
the proof of Theorem 2. Fact 1 together with the stability estimate of [Mor91, Theorem 0]
will be the key ingredients of our proof.
Let us give a sketch of the proof:
• We define three zones Z1, Z2, Z3, which are the pairwise convex hulls of the three circles
C1, C2, C3 (see Figures 1 and 2). Note that any geodesic of X which bounces only on
C1, C2 and C3 (i.e., which never touches Γ) remains in Z1 ∪ Z2 ∪ Z3.
• In order construct a geodesic γ never meeting ω, we associate to each time t ∈ [0, T ]
the indices of the zones Z1, Z2, Z3 intersecting ω(t) (which are “prohibited zones for
γ(t)). This gives a function f : [0, T ]→ P({1, 2, 3}) and our goal is to construct γ such
that for any t ∈ [0, T ], γ(t) /∈ ⋃a∈f(t) Za. This means that the interval [0, T ] is split as
in Figure 2, where the indices of the prohibited zones are written above the segment
[0, T ].
• if it were possible, it would be sufficient to prescribe the times at which γ passes from
a zone to another, while avoiding the prohibited zones given by f (just prescribing a
certain number of bounces in each zone). But it is not easy and maybe even not feasible
because any two successive bounces on the obstacles C1, C2, C3 are separated by a time
almost equal to 1 but not exactly 1, and this small discrepancy heavily depends on the
next zones that γ will visit. If we prescribe the successive number of bounces of γ in
each zone, small discrepancies may accumulate, and it then becomes clear that we have
to choose the number of bounces in each zone so as to compensate these accumulated
discrepancies. A way to do this is to use the stability estimate [Mor91, Theorem 0].
• Let us consider again Figure 2. First, we construct a sequence of times (and also a
sequence of associated zones) at which we would like “ideally” for γ to switch from one
zone to another: they are denoted by 0 = T0 < T1 < . . . < Tn−1 < T in Lemma 5
and in Figure 2. The difficulty is that there does not necessarily exist any geodesic γ
lying in the prescribed zone on any time interval [Tj , Tj+1]. Now, we note that since
‖x˙‖∞ 6 v, it takes a time greater than 1/(2v) (which is large since v  1) for ω(t)
to visit all zones Z1, Z2 and Z3. Therefore, these switching times may be chosen quite
flexibly. Thanks to this flexibility, we construct a geodesic γ whose “switching times”
0 = T ′0 < T
′
1 < . . . < T
′
n = T are a perturbation of the sequence (Tj)06j6n−1 (i.e.,
|T ′j − Tj | is small for any j). By construction, γ does not meet ω(t) during the time
interval [0, T ].
Figure 2: The interval [0, T ]
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We now give the full proof of Theorem 2.
Let us introduce a few notations borrowed from [Mor91] (we keep these notations in order
to facilitate reading). We denote by SX = X × S1 the unit tangent bundle of X and by
pi : SX → X the canonical projection. We denote by St the billiard flow on SX. We choose
a point qj ∈ Cj for j = 1, 2, 3 and we define the following quantities for x = (q, v) with
q ∈ C = C1 ∪ C2 ∪ C3:
ξ0(x) = j if q ∈ Cj ;
r(x) = the arclength between qξ0(x) and q,
measured clockwise along the curve Cξ0(x);
φ(x) = the angle between the vector v and the unit innernormal
n(q) of Cξ0(x) ar q, measured unitclockwise.
Note that the variable x of these notations should not be confused with the notation for the
trajectory t 7→ x(t) (we used x to keep the same notations as [Mor91]).
Then pi−1(C) is parametrized as
pi−1(C) = {(j, r, φ) | 1 6 j 6 3, 0 6 r 6 2pir0, 0 6 φ < 2pi}.
We set
M− =
{
x ∈ pi−1(C) | pi
2
6 φ(x) 6 3
2
pi
}
the set of incidental vectors and we introduce the equivalence relation
x ∼ y if and only if Inv(x) = y or x = y
where Inv : pi−1(C)→ pi−1(C) is defined by
Inv(j, r, φ) = (j, r, pi − φ) mod 2pi.
It is then natural to identify the quotient pi−1(C)/ ∼ with M−, and we often use this identi-
fication in the sequel.
We define the first collision time τ+ and the last collision time τ− by
τ+(x) = inf{t > 0 | pi(Stx) ∈ C}
τ−(x) = sup{t < 0 | pi(Stx) ∈ C}
with the convention that τ+(x) (resp. τ−(x)) is +∞ (resp. −∞) if the set in the definition
is empty.
The nonwandering set of the flow St is
Ω = {x ∈M | ∀t ∈ R, pi(Stx) /∈ Γ}.
We also define Ω− = M− ∩ Ω. We define the local map T and T−1 by
T (x) = Sτ+(x)(x) if τ+(x) < +∞,
T−1(x) = Sτ−(x)(x) if τ−(x) > −∞,
and we see that T−1 is the inverse map of T and T is locally diffeomorphic.
For x ∈ Ω−, we put ξj(x) = ξ0(T jx). The sequence ξ = (ξj)∞j=−∞ is called the itinerary
of x if ξj = ξj(x) and we write ξ as ξ(x).
We set
Σ =
ξ = (ξj)∞j=−∞ ∈
∞∏
j=−∞
{1, 2, 3} | ξj 6= ξj+1 for any j ∈ Z

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We define the metric dρ : Σ× Σ→ R by
dρ(ξ, η) = ρ
n if ξj = ηj for |j| < n and ξn 6= ηn or ξ−n 6= η−n. (11)
We say that a point x ∈ Ω− solves the itinerary problem
ξ(y) = ξ ∈ Σ (12)
if the itinerary ξ(x) of x coincides with the sequence ξ.
Lemma 4 ([Mor91]). For any ξ ∈ Σ, there exists a unique x ∈ Ω− which solves the itinerary
problem (12). In addition, if we denote by x(ξ) the solution of (12), there exists a constant
C > 0 such that
|τ+(x(ξ))− τ+(x(η))| < Cdρ(ξ, η) for any ξ, η ∈ Σ, (13)
where ρ = r0/(1 + r0) and dρ denotes the metric on Σ defined by (11). Moreover, if r0 is
sufficiently small, we can take C = 1 in (13).
Corollary 5. Let n > 1, and ξ0, . . . , ξn ∈ {1, 2, 3}n such that ξj 6= ξj+1 for 0 6 j 6 n − 1.
Let γ, γ′ be two geodesics such that γ(0), γ′(0) ∈ Cξ0 and whose coding sequences both start
with ξ0, ξ1, . . . , ξn. We denote by tn (resp. t
′
n) the time at which γ (resp. γ
′) hits Cξn . Then
|tn − t′n| 6 3Cr0 (14)
where C is the same constant as in (13).
Proof. We show that if n is even, then |tn − t′n| 6 2Cr0. Together with (13), it implies (14)
also for odd n.
Let n be even. We apply (13) repeatedly, starting from the middle of the sequence
ξ0, . . . , ξn, i.e., from ξn/2. We see that
|(tk+1 − tk)− (t′k+1 − t′k)| 6 Cρk+1 for 0 6 k 6 n/2− 1
|(tk+1 − tk)− (t′k+1 − t′k)| 6 Cρn−k for n/2 6 k 6 n− 1.
Summing these inequalities over 0 6 k 6 n− 1 and noting that t0 = t′0 = 0, we get (13).
Let us now turn to the construction of the geodesic which does not meet ω(t) on the time
interval [0, T ]. For that, we define the following three “zones” of X:
Z1 = conv(C2, C3), Z2 = conv(C1, C3), Z3 = conv(C1, C2)
where conv denotes the convex hull (see Figure 1).
The next lemma roughly says that for any splitting of [0, T ] into time intervals and any
choice of zones (we associate a zone to each interval of the splitting), there exists a geodesic
which, for any time t ∈ [0, T ], lies in the zone associated to the time interval to which t
belongs. However, for such a result to be true, we need to relax a bit the time splitting,
allowing times of switching from one zone to another to be a bit flexible: this is the role of
the times T ′j in the next lemma.
Lemma 5. Fix n > 2 and real numbers 0 = T0 < T1 < . . . < Tn−1 < T such that
Tj+1 − Tj > 10 for 0 6 j 6 n − 2. Take also (a0, . . . , an−1) ∈ {1, 2, 3}n with aj 6= aj+1 for
0 6 j 6 n− 2. Then there exists a geodesic γ of X and times 0 = T ′0 < T ′1 < . . . < T ′n = T
such that |T ′j − Tj | 6 3 for any 0 6 j 6 n− 1, and γ(t) ∈ Zaj for any 0 6 j 6 n− 1 and any
t ∈ [T ′j , T ′j+1].
Proof. We will describe γ by the successive obstacles it hits for t > 0, i.e., by its coding
sequence restricted to positive times (see Fact 1). The key point is to see that thanks to
Corollary 5, all geodesics sharing a long common subsequence at the beginning of their coding
sequence accumulate roughly the same discrepancies (with the terminology introduced in the
sketch of proof above).
The algorithm which constructs γ through its coding sequence then reads as follows:
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1. Start at time 0 at a point of conv(∆) which also lies on one of the two circles defining
the zone Za0 ;
2. For any 0 6 j 6 n − 2, choose a number of bounces between the two circles defining
the zone Zaj such that
• at the end of the bounces in zone Zaj , it is possible to go to zone Zaj+1 (this
imposes the last circle on which the geodesic bounces in zone Zaj );
• any geodesic with coding sequence starting as prescribed by the successive numbers
of bounces in the zones Za0 , . . . , Zaj verifies |T ′k − Tk| 6 3 for any 0 6 k 6 j.
3. Then we prescribe that γ only bounces between the two circles defining the zone Zan−1 .
The only point that needs to be justified is Point 2. In fact, thanks to Corollary 5,
all geodesics starting as prescribed by the successive numbers of bounces in the zones
Za0 , . . . , Zaj−1 bounce for the last time in Zaj−1 at a time which does not vary more than
3Cr0  1 among all these geodesics. Therefore, the number of bounces in zone Zaj that we
prescribe is the same for all these geodesics.
We turn now to the proof of Theorem 2. We define a map f : [0, T ]→ P({1, 2, 3}) which
associates to any time t ∈ [0, T ] the number(s) of the zone(s) that ω(t) intersects. Here P(·)
denotes the set of all subsets of a given set.
Recall that we took r0, ε, v  1. It follows that it takes a time at least 1/(2v)  1 for
the trajectory ω(t) to visit all zones Z1, Z2, Z3. Said precisely, if 0 6 t1 6 . . . 6 tk 6 T verify⋃
k f(tk) = {1, 2, 3}, then tk − t1 > 1/(2v).
Hence, it is possible to find an integer n > 2, real numbers 0 = T0 < T1 < . . . <
Tn−1 < T and (a0, . . . , an−1) ∈ {1, 2, 3}n as in Lemma 5, such that ω(t) ∩ Zaj = ∅ for
t ∈ [Tj − 3, Tj+1 + 3]. Then, the geodesic γ constructed in Lemma 5 remains at a positive
distance of ω(t) for t ∈ [0, T ], which concludes the proof of Theorem 2.
A Proof of Fact 1
Fact 1 is well-known (see [Mor91, Theorem 0] for a proof using a minimization argument), but
we give here an elementary proof which has the interest of providing evidence of a horseshoe
structure in a simple manner (see Remark 3).
Let (ξn) ∈ {0, 1, 2}N such that ξj 6= ξj+1 for any j ∈ N. We fix a point A ∈ X which lies
in the convex hull of ∆, the equilateral triangle whose vertices are the centers of C1, C2, C3.
We only consider geodesics starting at A.
Our goal is to find an initial angle θ such that the coding sequence of the geodesic starting
at time 0 at A and making an initial angle θ with the horizontal axis is (ξn). Intuitively, this
will be done step by step, trying to progressively adjust θ so that the geodesic first hits Cξ0
(which is the case for plenty of geodesics starting at A), then restricting this set of geodesics
to those then hitting Cξ1 , Cξ2 , . . . At each step, the set of possible directions is nonempty,
closed and contained in the preceding one. The desired geodesic will then be picked in the
intersection of this infinite number of nested sets. In the following paragraphs, we make this
intuition precise.
In the sequel, the set of velocities S1 will be identified to [0, 2pi), where all angles consid-
ered are taken with respect to an axis which we fix once for all arbitrarily. Given η ∈ [0, 2pi),
we denote by γη the geodesic starting at A with initial angle η.
For i > 0, we set Aξ0ξ1...ξi ⊂ [0, 2pi) the set of all angles η such that the encoding sequence
of γη starts with ξ0, ξ1, ..., ξi. Our goal is to prove that⋂
i>0
Aξ0ξ1...ξi 6= ∅ (15)
since the encoding sequence of any geodesic in this set is (ξn)n∈N.
We see by continuity of the flow that there exists a non-empty set [α0, β0] ⊂ [0, 2pi) such
that η ∈ [α0, β0] if and only if the encoding sequence of γη starts with ξ0. The set [α0, β0] is
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what we called Aξ0 and we now know that it is non-empty. Moreover, remark that γα0 hits
Cξ0 tangently on its left and γβ0 hits Cξ0 tangently on its right.
When η now runs over [α0, β0], because of this last remark, by continuity of the flow,
there exists [α1, β1] ⊂ [α0, β0] such that η ∈ [α1, β1] if and only if γη hits successively Cξ0
and Cξ1 . The set [α1, β1] is what we called Aξ0ξ1 and we now know that it is non-empty.
Moreover, remark again that γα2 necessarily hits Cξ1 tangently on its left and γβ2 necessarily
hits Cξ1 tangently on its right.
Iterating this construction, we define successively the closed sets Aξ0ξ1...ξi for i > 0 and
we remark that
∀i > 0, Aξ0ξ1...ξi 6= ∅, Aξ0ξ1...ξiξi+1 ⊂ Aξ0ξ1...ξi . (16)
At step i, for each η ∈ Aξ0...ξi , we know that the geodesic γη hits successively Cξ0 , Cξ1 , . . .
until Cξi . Moreover, we know that the “extreme” geodesic γαi (resp., γβi) hits Cξi tangently
on its left (resp., on its right). For each η ∈ [αi, βi], we can look at γη at the moment
just after it hits Cξi . It defines a point qiη on Cξi and a velocity viη pointing outwards Cξi .
The key point which makes the argument work is that qiαi is on the left of Cξi and viαi
points towards left, whereas qiβi is on the right of Cξi and viβi points towards right. The set
{(qiη, viη), η ∈ [αi, βi]} defines a connected submanifold of dimension 1 of the phase space
with footpoint in Cξi . Therefore, by continuity of the flow, when η runs over [αi, βi], it
is necessary that there exists [αi+1, βi+1] ⊂ [αi, βi] such that for any η ∈ [αi+1, βi+1], the
couple (qiη, v
i
η) defines a geodesic which continues its path by hitting Cξi+1 .
Using (16), we immediately get (15), which concludes the proof of Fact 1.
Remark 3. The family of sets Aξ0ξ1...ξi where (ξi) runs over all sequences {0, 1, 2}N such
that ξj 6= ξj+1 for any j ∈ N defines a Cantor structure similar to that appearing in the
construction of the horseshoe map [KH95, Section 2.5].
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