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Abstract
Let Ω be a bounded domain in RN with smooth boundary ∂Ω. Denote by M the
subset of C1(Ω)\{0} such that for any f(x) ∈ M the following problem

−∆u = f(x) x ∈ Ω,
u ≥ 0 x ∈ Ω,
u = 0 x ∈ ∂Ω,
(0.1)
has a solution. Assume that b > 0, p > 1 and λ > 0. We consider Dirichlet problem of
inhomogeneous Kirchhoff type equation

−(1 + b‖∇u‖2α2 )∆u = up + λf(x) x ∈ Ω,
u > 0 x ∈ Ω,
u = 0 x ∈ ∂Ω,
(0.2)
where α ∈ (0, 2∗−12 ) with 2∗ = +∞ for N = 2, and 2∗ = N+2N−2 for N ≥ 3.
Main results we proved in the present paper can be summarized as
(i) If 1 < p < 2α + 1, then, for any λ > 0 and f(x) ∈ M, problem (0.2) has at least
one solution.
(ii) If 1 < p < 2α+1 and b > b0 for some positive number b0 given by (1.5) in Section
1, then problem (0.2) is solvable if and only if f(x) ∈ M. Moreover, the solution is
unique for λ small enough.
(iii) If 2α+ 1 < p < 2∗ and f(x) ∈ M, then problem (0.2) has at least two solutions
for λ small enough and has no solution for λ large enough.
(iv) If p > 2∗, then problem (0.2) has at least one solution for λ small enough if and
only if f(x) ∈ M, and has no solution for λ large enough.
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Compared to the semilinear case (that is the case b = 0), the appearance of the
nonlocal term b‖∇u‖2 in Kirchhoff type equations changes tremendously the profile of
the solution set in the case 1 < p < 2α+1. For more detailed explanation, see Remark
1.4 in Section 1.
Key words: Inhomogeneous Kirchhoff type equations, positive solution, Ekeland’s
variational principle
1. Introduction
Let Ω be a bounded domain in RN with smooth boundary ∂Ω, and f(x) ∈ C1(Ω)\{0}.
For any 1 ≤ q ≤ ∞, we use Lq(Ω) to denote the standard Lebesgue’s space endowed
with norm ‖  ‖q. In this paper, we consider the following Dirichlet problem of inho-
mogeneous Kirchhoff type equation{
−(1 + b‖∇u‖2α2 )∆u = |u|p−1u+ λf(x) x ∈ Ω,
u = 0 x ∈ ∂Ω, (1.1)
where b > 0, p > 1, λ > 0, and 0 < α < 2
∗−1
2 with 2
∗ = +∞ for N = 2, and 2∗ = N+2
N−2
for N ≥ 3.
Since the differential equation in problem (1.1) contains an integral over Ω, it is no
longer a pointwise identity. Therefore, it is often called nonlocal problem. Nonlocal
boundary value problems like problem (1.1) model several physical and biological sys-
tems where u describes a process which depend on the average of itself, such as the
population density. We refer the reader to [42, 2, 3, 13, 14] for some related works.
Concerning problem (1.1) itself, the prototype of it is the Kirchhoff wave equation
which was proposed by Kirchhoff in [29] as an extension of the classical D’Alembert’s
wave equation, by considering the effect of the changing in the length of the string
during the vibration. For more mathematical and physical background of Kirchhoff
equations, we refer to [4, 10, 20, 28] and the references cited there in.
In the case b = 0, problem (1.1) is reduced to the following well studied semilinear
problem {
−∆u = |u|p−1u+ λf(x) x ∈ Ω,
u = 0 x ∈ ∂Ω. (1.2)
To our best knowledge, the study of problem (1.2) was initiated by [8] in which A.
Bahri and H. Berestycki tried to find infinitely many nontrivial solutions by perturba-
tion method. Since then, problem (1.2) has attracted many attentions, see for example
[9, 40, 36] etc. What we emphases here are positive solutions of problem (1.2). In
this respect, many authors have made their contributions under the assumption that
f(x) ≥ 0, see for example [31, 21, 22]. The condition f(x) ≥ 0 has been improved in
[16, 19, 18] by Q. Y. Dai, Y. G. Gu, J. F. Yang and L. H. Peng. To recall the results
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of [16, 19, 18], We denote by M the subset of C1(Ω)\{0} such that for any f(x) ∈ M
the following problem 

−∆u = f(x) x ∈ Ω,
u ≥ 0 x ∈ Ω,
u = 0 x ∈ ∂Ω,
(1.3)
has a solution. Obviously, M includes sign-changing function. With the notation M,
main results of [16, 19, 18] can be summarized as
Theorem I Assume that f(x) ∈ C1(Ω)\{0}. Then the following statements hold.
(i) If 1 < p < 2∗ and f(x) ∈ M, then there exists a positive number λf < +∞ such
that problem (1.2) has at least two positive solutions for any λ ∈ (0, λf ), and has no
positive solution for λ > λf .
(ii) If p > 2∗ and Ω is starshaped, then there exists a positive number λf < +∞ such
that problem (1.2) has at least one positive solution for any λ ∈ (0, λf ) if and only if
f(x) ∈ M, and has no positive solution for λ > λf .
It is worth pointing out here that sub-supersolution method plays an important
role in the study of semilinear problem.
Back to the Kirchhoff type equations (that is the case b > 0), it attracts more and
more attentions in the recent years. See for example [6, 32, 12, 11, 33, 34, 26, 39,
35, 44, 47, 10, 15, 20, 45, 17, 37, 28, 43, 30, 46]. Most literatures available so far are
concerning with ground state solutions for homogenous Kirchhoff equations. However,
it is worth mentioning that N. Azzouz and A. Bensedik [31] have studied in [7] the
following inhomogenous problem{
−M(‖∇u‖22)∆u = |u|p−1u+ λf(x) in Ω,
u = 0 on ∂Ω,
(1.4)
where p ∈ (0, 1) ∪ (1, 2∗), λ > 0.
By making use of sub-supersolution method, they proved that if M(s) satisfies the
following conditions:
(M0) M(s) is a continuous and for any s > 0, M(s) ≥ m0 for some m0 > 0,
(M1) M(s) is a nonincreasing function,
(M2) The function H(s) = sM(s
2) is increasing,
then, for any f(x) ∈ M, there are positive numbers λ1f , λ2f < +∞ such that problem
(1.4) has at least one nonnegative solution for 0 < λ < λ1f , and has no nonnegative
solution for λ > λ2f
Using the notation M(s) of N. Azzouz and A. Bensedik, we have M(s) = 1 + bs2α
in our problem (1.1). This obviously beyond the consideration of [7]. Moreover, since
M(s) is increasing and unbounded in our problem, the comparison principle may cease
to validate (see [27]), and sub-supersolution method is no longer available for Kirchhoff
type equation itself. Therefore, some new ideas are needed for finding positive solutions
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of problem (1.1) when the data changes sign and p is supercritical. Next, we are going
to state our main results of the present paper. To this end, we fix some notations first.
Let H10 (Ω) be the standard Sobolev space and S(Ω) be the Sobolev constant defined
by
S(Ω) = inf
u∈H1
0
(Ω)\{0}
‖∇u‖22
‖u‖2p+1
.
Set γ = 2α + 1 − p and l = S p+12 (Ω). For 1 < p < 2α + 1, we introduce a positive
constant b0 by the following formula:
b0 = (p− 1)γ
γ
p−1 (2αl)−
2α
p−1 . (1.5)
Bearing above notations in mind, we can express our main results of this paper in the
following theorems.
Theorem 1.1 If 1 < p < 2α + 1 and f(x) ∈ M, then problem (1.1) has at least
one positive solution for any λ > 0.
Theorem 1.2 If 1 < p < 2α + 1 and b > b0, then problem (1.1) has positive
solution for any λ > 0 if and only if f(x) ∈ M. Moreover, the solution is unique for
λ small enough if in addition α ≥ 12 .
Theorem 1.3 If 2α + 1 < p < 2∗ and f(x) ∈ M, then there are two positive
constants λf ,Λf < +∞ such that problem (1.1) has at least two positive solutions for
λ ∈ (0, λf ), and has no nonnegative solution for λ > Λf .
Remark 1.4 From Theorem I (i), Theorem 1.1 and Theorem 1.2, we see that the
appearance of the nonlocal term b‖∇u‖2α2 in Kirchhoff type equation changes the profile
of solution set in two aspects when 1 < p < 2α+ 1. One is that the positive solvability
of semilinear problem needs a finite restriction on the parameter λ,whereas Kirchhoff
type equation is always positively solvable for any positive parameter λ; the other one
is that semilinear problem has always two positive solutions for small parameter λ,
whereas Kirchhoff type equation has only one positive solution for small parameter λ
and large b when α ≥ 12 .
Theorem 1.5 If p > 2∗ and Ω is starshaped, then there are two positive constants
λf ,Λf < +∞ such that problem (1.1) has positive solution for any λ ∈ (0, λf ) if and
only if f(x) ∈ M, and has no positive solution for λ > Λf .
Remark 1.6 If not specially declared, all solutions of this paper are in classical
sense.
The rest of the paper is organized as follows. The case 1 < p < 2α+ 1 is discussed
in Section 2. The discussion of the case 2α + 1 < p < 2∗ is placed in Section 3. The
last Section 4 devotes to discuss the case p > 2∗.
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2. The case 1 < p < 2α + 1
Keeping notations M, γ, and b0 of the previous section in use, we study the case
1 < p < 2α+1 in this section. The main results we will prove are following Theorems.
Theorem 2.1 If 1 < p < 2α + 1 and f(x) ∈ M, then problem (1.1) has at least
one positive solution for any λ > 0.
Theorem 2.2 If 1 < p < 2α + 1, and b > b0, then problem (1.1) has positive
solution for any λ > 0 if and only if f(x) ∈ M. Moreover, the solution is unique for
λ small enough if in addition α ≥ 12 .
To prove Theorem 2.1, we need a result about the solvability of the following prob-
lem


−(1 + b‖∇u‖2α2 )∆u = λf(x) x ∈ Ω,
u ≥ 0 x ∈ Ω,
u = 0 x ∈ ∂Ω,
(2.1)
where b > 0, α > 0, λ > 0. Which can be stated as
Lemma 2.3 Problem (2.1) is solvable if and only if f(x) ∈ M.
Proof: On one hand, if u is a solution of problem (2.1), then it is easy to check
that v =
1+b‖∇u‖2α2
λ
u is a solution of the following problem

−∆v = f(x) x ∈ Ω,
v ≥ 0 x ∈ Ω,
v = 0 x ∈ ∂Ω.
(2.2)
Hence, f(x) ∈M.
On the other hand, if f(x) ∈ M, then problem (2.2) has a solution v(x). Based on
the observation of the above paragraph, we can find a solution of problem (2.1) with
the form uβ =
λ
1+bβα v. It is easy to check that uβ is indeed a solution of problem (2.1)
provided that β is a positive solution of the following algebraic equation
byα+
1
2 + y
1
2 − λ‖∇v‖2 = 0.
Noting that h(y) = byα+
1
2 + y
1
2 − λ‖∇v‖2 is strictly increasing in (0,+∞), and
lim
y→0
h(y) = −λ‖∇v‖2 < 0, lim
y→+∞
h(y) = +∞,
we see that the equation h(y) = 0 has a unique solution in (0,+∞). Therefore, problem
(2.1) is solvable for f(x) ∈ M. This completes the proof of Lemma 2.3.
Proof of Theorem 2.1: To prove Theorem 2.1, we denote byH10 (Ω) the standard
Sobolev space with norm ‖u‖ = ‖∇u‖2, and consider the following functional defined
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on H10 (Ω).
Iλ(u) =
1
2
‖∇u‖22 +
b
2(α + 1)
‖∇u‖2(α+1)2 −
1
p+ 1
‖u+‖p+1p+1 − λ
∫
Ω
fudx.
We claim that Iλ is bounded from below on H
1
0 (Ω) and
lim
‖u‖→+∞
Iλ(u) = +∞.
In fact, by Ho¨lder’s and Young’s inequality, we get
λ
∫
Ω
fudx ≤ λ√
λ1
‖f‖2‖∇u‖2 ≤ 1
4
‖∇u‖22 +
λ2
λ1(Ω)
‖f‖22
with λ1(Ω) being the first eigenvalue of Dirichlet Laplacian. By Sobolev’s inequality,
we have
‖u+‖p+1p+1 ≤ ‖u‖p+1p+1 ≤ S(Ω)‖∇u‖p+12 (2.3)
for some positive constant S(Ω) independent of λ. Therefore,
Iλ(u) ≥ 14‖∇u‖22 + b2(α+1)‖∇u‖
2(α+1)
2 − S(Ω)p+1 ‖∇u‖p+12 − λ
2
λ1(Ω)
‖f‖22
≥ b2(α+1)‖∇u‖
2(α+1)
2 − S(Ω)p+1 ‖∇u‖p+12 − λ
2
λ1(Ω)
‖f‖22
(2.4)
which implies that lim
‖u‖→+∞
Iλ(u) = +∞ due to 1 < p < 2α+ 1.
By evaluating the minimum of function b2(α+1) t
2(α+1)− S(Ω)
p+1 t
p+1 on (0,+∞), we get
b
2(α + 1)
‖∇u‖2(α+1)2 −
S(Ω)
p+ 1
‖∇u‖p+12 ≥ −
γ
2(α+ 1)(p + 1)
[
S2(α+1)(Ω)
bp+1
]
1
γ . (2.5)
Combining (2.4) and (2.5) together, we have
Iλ(u) ≥ − γ
2(α+ 1)(p + 1)
[
S2(α+1)(Ω)
bp+1
]
1
γ − λ
2
λ1(Ω)
‖f‖22. (2.6)
This implies that Iλ is bounded from below on H
1
0 (Ω).
Setting
Cλ = inf
u∈H1
0
(Ω)
Iλ(u), (2.7)
we can claim that
− γ
2(α+ 1)(p + 1)
[
S2(α+1)(Ω)
bp+1
]
1
γ − λ
2
λ1(Ω)
‖f‖22 ≤ Cλ < 0. (2.8)
In fact, the first inequality in (2.8) follows from (2.6) and (2.7). To prove the second
inequality in (2.8), we denote by ϕ(x) the nontrivial solution of problem (2.1). The
existence of ϕ(x) follows from Lemma 2.3 since f(x) ∈ M. Moreover, ϕ(x) verifies
‖∇ϕ‖22 + b‖∇ϕ‖2(α+1)2 = λ
∫
Ω
fϕdx.
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Therefore, we have
Iλ(ϕ) = −1
2
‖∇ϕ‖22 − b(1−
1
2α+ 2
)‖∇ϕ‖2(α+1)2 −
1
p+ 1
‖ϕ‖p+1p+1 < 0.
This and the definition of Cλ imply
Cλ ≤ Iλ(ϕ) < 0.
By Ekeland’s variational principle (see [38]), we know that there exists a sequence
{un} ⊂ H10 (Ω) such that
lim
n→+∞
Iλ(un) = Cλ,
lim
n→+∞
I ′λ(un) = 0.
(2.9)
Since Cλ is finite and lim
‖u‖→+∞
Iλ(u) = +∞, we conclude that {un} is bounded in
H10 (Ω). Therefore, up to a subsequence, we may assume that
un ⇀ u weakly in H
1
0 (Ω),
un → u almost everywhere in Ω,
un → u strongly in Ls(Ω) for any s ∈ (1, 2∗ + 1),
(2.10)
for some function u ∈ H10 (Ω).
Consequently, we have ∫
Ω((u
+
n )
p + λf)(un − u)dx→ 0,∫
Ω∇un · ∇udx→
∫
Ω |∇u|2dx.
(2.11)
Since
〈I ′λ(un), un − u〉 = (1 + b‖∇un‖2α2 )
∫
Ω
∇un · ∇(un − u)dx−
∫
Ω
((u+n )
p + λf)(un − u)dx,
it follows from (2.11) and the fact 〈I ′λ(un), un − u〉 → 0 that
(1 + b‖∇un‖2α2 )
∫
Ω
∇un · ∇(un − u)dx→ 0.
This implies ‖un‖ → ‖u‖. Therefore, un → u strongly in H10 (Ω).
For any φ ∈ H10 (Ω), we have
〈I ′λ(un), φ〉 = (1 + b‖∇un‖2α2 )
∫
Ω
∇un · ∇φdx−
∫
Ω
((u+n )
p + λf)φdx.
By sending n to +∞ in the above equation, we get
(1 + b‖∇u‖2α2 )
∫
Ω
∇u · ∇φdx =
∫
Ω
(u+)pφ+ λ
∫
Ω
fφdx.
Therefore, u is a weak solution of the following problem{
−(1 + b‖∇u‖2α2 )∆u = (u+)p + λf(x) x ∈ Ω,
u = 0 x ∈ ∂Ω. (2.12)
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Furthermore, we can prove u(x) is positive in Ω by strong comparison principle of
Laplace operator. In fact, by the assumption f(x) ∈ M, we know from Lemma 2.3
that there exists a function ϕ(x) which satisfies.

−(1 + b‖∇ϕ‖2α)2 )∆ϕ = λf(x) x ∈ Ω,
ϕ ≥ 0 x ∈ Ω,
ϕ = 0 x ∈ ∂Ω.
(2.13)
By (2.12) and (2.13), we can easily see
 −
1+b‖∇ϕ‖2α
2
1+b‖∇u‖2α
2
∆ϕ ≤ −∆u x ∈ Ω,
ϕ = u = 0 x ∈ ∂Ω.
(2.14)
Therefore, by comparison principle for weak solutions, we have
u(x) ≥ 1 + b‖∇ϕ‖
2α
2
1 + b‖∇u‖2α2
ϕ(x) ≥ 0 for any x ∈ Ω.
This and (2.12) imply that u is a nonnegative weak solution of problem (1.1). Moreover,
by regularity theory of elliptic equations, we know further that u is a nonnegative
classical solution of (1.1). Finally, by strong comparison principle of Laplace operator,
we have
u(x) >
1 + b‖∇ϕ‖2α2
1 + b‖∇u‖2α2
ϕ(x) ≥ 0 for any x ∈ Ω.
Therefore, u is a positive solution of problem (1.1), and the proof of Theorem 2.1 is
completed.
To prove Theorem 2.2, we need the following result which was proven in [17].
Lemma 2.4([17]) If 1 < p < 2α+1 and b > b0, then the following problem has no
solution. 

−(1 + b‖∇u‖2α2 )∆u = up x ∈ Ω,
u > 0 x ∈ Ω,
u = 0 x ∈ ∂Ω.
(2.15)
The following lemma is crucial for proving Theorem 2.2.
Lemma 2.5 If 1 < p < 2α + 1, b > b0 and uλ(x) is a positive solution of problem
(1.1) corresponding to parameter λ, then we have
‖uλ‖∞ → 0, as λ→ 0.
Proof: We adopt a contradiction argument. Suppose that the conclusion of Lemma
2.5 is not true, then there would exist a sequence {λn}∞n=1 ⊂ (0, 1), and {uλn}∞n=1 such
that
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

−(1 + b‖∇uλn‖2α2 )∆uλn = upλn + λnf(x) x ∈ Ω,
uλn ≥ 0 x ∈ Ω,
uλn = 0 x ∈ ∂Ω,
(2.16)
and Mn = ‖uλn‖∞ → C > 0, λn → 0, as n→ +∞.
Since 1 < p < 2α+ 1, we get easily from (2.16) that
‖∇uλn‖∞ ≤ C,
for some positive constant C independent of n. Furthermore, by a bootstrap argument
and Schauder’s estimates of elliptic equations, we have
‖uλn‖C2,τ (Ω) ≤ C1,
for some constant C1 independent of n and τ ∈ (0, 1). Therefore, up to a subsequence,
uλn converges in C
2(Ω) to a nonnegative function u which satisfies


−(1 + b‖∇u‖2α2 )∆u = up x ∈ Ω,
u ≥ 0 x ∈ Ω,
u = 0 x ∈ ∂Ω.
(2.17)
Since ‖u‖∞ = lim
n→+∞
‖uλn‖∞ = C > 0, we can deduce from the strong maximum
principle that u(x) > 0 for any x ∈ Ω. Therefore, u(x) is a solution of problem (2.15).
This contradicts Lemma 2.4.
Lemma 2.6 If 1 < p < 2α+ 1, α ≥ 12 and b > b0, then problem (1.1) has at most
one positive solution for parameter λ small enough.
Proof: Let uλ(x) and vλ(x) be two arbitrary positive solutions of problem (1.1).
That is, uλ(x) and vλ(x) satisfy


−(1 + b‖∇uλ‖2α2 )∆uλ = upλ + λf(x) x ∈ Ω,
−(1 + b‖∇vλ‖2α2 )∆vλ = vpλ + λf(x) x ∈ Ω,
uλ = vλ = 0 x ∈ ∂Ω.
(2.18)
What we should do is that uλ(x) ≡ vλ(x) in Ω for small enough parameter λ. To this
end, we set wλ(x) = uλ(x) − vλ(x), and A = b(‖∇uλ‖2α2 − ‖∇vλ‖2α2 ). By (2.18) and
mean value theorem, we know that there exists a function 0 ≤ θ(x) ≤ 1 such that
wλ(x) verifies
−(1 + b‖∇uλ‖2α2 )∆wλ = p(θuλ + (1− θ)vλ)p−1wλ +A∆vλ x ∈ Ω.
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Multiplying the above equality by wλ and integrating on Ω, we get
(1 + b‖∇uλ‖2α2 )‖∇wλ‖22 = p
∫
Ω
(θuλ + (1− θ)vλ)p−1w2λdx−A
∫
Ω
∇vλ ∇wλdx. (2.19)
By mean value theorem and triangle inequality, we have
| −A| = 2αb|(θ0‖∇uλ‖2 + (1− θ0)‖∇vλ‖2)2α−1(‖∇uλ‖2 − ‖∇vλ‖2)|
≤ 2αb(‖∇uλ‖2 + ‖∇vλ‖2)2α−1‖∇wλ‖2
≡ C1(λ)‖∇wλ‖2.
(2.20)
Where C1(λ) = 2αb(‖∇uλ‖2 + ‖∇vλ‖2)2α−1.
Since (θuλ + (1 − θ)vλ)p−1 ≤ (‖uλ‖L∞(Ω) + ‖vλ‖L∞(Ω))p−1, by Poincare inequality
we have
|p ∫Ω(θuλ + (1− θ)vλ)p−1w2λdx| ≤ p(‖uλ‖L∞(Ω) + ‖vλ‖L∞(Ω))p−1 ∫Ω w2λdx
≤ p
λ1(Ω)
|(‖uλ‖L∞(Ω) + ‖vλ‖L∞(Ω))p−1‖∇wλ‖22
≡ C2(λ)‖∇wλ‖22.
(2.21)
Where C2(λ) =
p
λ1(Ω)
|(‖uλ‖L∞(Ω) + ‖vλ‖L∞(Ω))p−1 and λ1(Ω) is the first eigenvalue of
the Dirichlet Laplacian.
From (2.19), (2.20) and (2.21), we get
‖∇wλ‖22 ≤ (C2(λ) + ‖∇vλ‖2C1(λ))‖∇wλ‖22. (2.22)
Since p > 1 and 2α− 1 ≥ 0, by Lemma 2.5 we know that
lim
λ→0
(C2(λ) + ‖∇vλ‖2C1(λ)) = 0. (2.23)
Combining (2.22) and (2.23) together imply that there exists a positive number λ0
such that ‖∇wλ‖2 = 0 for any λ ∈ (0, λ0). Therefore, wλ ≡ 0 in Ω for any λ ∈ (0, λ0)
because wλ = 0 on ∂Ω. This completes the proof of Lemma 2.6.
Proof of Theorem 2.2: In the sequel, we always assume that 1 < p < 2α+1 and
b > b0. If f(x) ∈ M, then Theorem 2.1 guarantees the existence of positive solution
for problem (1.1). If in addition α ≥ 12 , then Lemma 2.6 implies that the uniqueness
claim in Theorem 2.2 is true. Therefore, to complete the proof of Theorem 2.2, we
just need to prove that the necessary condition for positive solvability of problem (1.1)
for λ > 0 is f(x) ∈ M. To make this end, we assume that problem (1.1) has positive
solution for any λ > 0. Let uλ be positive solution of problem (1.1) with respect to
parameter λ. By Lemma 2.5, we have
‖uλ‖∞ → 0 as λ→ 0.
Let uλ = λvλ, then vλ satisfies

−(1 + bλ2α‖∇vλ‖2α2 )∆vλ = λp−1vpλ + f(x) in Ω,
vλ ≥ 0 in Ω,
vλ = 0 on ∂Ω.
(2.24)
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Multiplying the differential equation in problem (2.24) by vλ and integrating the result
equation over Ω, we get
(1 + bλ2α‖∇vλ‖2α2 )‖∇vλ‖22 =
∫
Ω
λp−1v
p+1
λ dx+
∫
Ω
fvλdx, (2.25)
that is,
(1 + bλ2α‖∇vλ‖2α2 )‖∇vλ‖22 =
∫
Ω
u
p−1
λ v
2
λdx+
∫
Ω
fvλdx. (2.26)
Denote by λ1(Ω) the first eigenvalue of Dirichlet Laplacian. By Ho¨lder’s, Poincare’s
and Young’s inequality, we have
|
∫
Ω
fvλdx| ≤ ‖f‖2‖vλ‖2 ≤ 1
4
‖∇vλ‖22 +
‖f‖22
λ1(Ω)
. (2.27)
Since lim
λ→0
‖uλ‖∞ = 0, there is a positive constant λ0 such that
‖uλ‖∞ ≤ (λ1(Ω)
4
)
1
p−1 , for λ ∈ (0, λ0). (2.28)
From this and Poincare’s inequality, we have∫
Ω
u
p−1
λ v
2
λdx ≤ ‖uλ‖p−1∞ ‖vλ‖22 ≤
1
4
‖∇vλ‖22 for λ ∈ (0, λ0). (2.29)
Combining (2.26), (2.27) and (2.29) together, we get
‖∇vλ‖22 ≤
2‖f‖22
λ1(Ω)
for λ ∈ (0, λ0).
The above inequality and a bootstrap argument show that there exists a positive con-
stant C independent of λ such that
‖vλ‖∞ ≤ C for λ ∈ (0, λ0).
Furthermore, by standard elliptic regularity theory, we can find a positive constant C
independent of λ such that
‖vλ‖C2,τ (Ω) ≤ C for some τ ∈ (0, 1) and any λ ∈ (0, λ0).
Therefore, up to a subsequence, we may assume that
vλ → v ≥ 0 in C2(Ω) as λ→ 0.
Sending λ to 0 in problem (2.24), we see that v verifies


−∆v = f(x) in Ω,
v ≥ 0 in Ω,
v = 0 on ∂Ω.
(2.30)
Therefore, f(x) ∈ M. This completes the proof of Theorem 2.2.
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3. The case 2α + 1 < p < 2∗
This section devotes to deal with the case 2α + 1 < p < 2∗. The main purpose is
to prove the following result.
Theorem 3.1 If 2α + 1 < p < 2∗ and f(x) ∈ M, then there are two positive
constants λpf ,Λpf < +∞ such that problem (1.1) has at least two positive solutions for
λ ∈ (0, λpf ), and has no positive solution for λ > Λpf .
Remark 3.2 Instead of multiplicity results, if we focus only on the existence result,
then the condition f(x) ∈ M may be made a small relaxation (see Lemma 3.3 of this
section).
To prove Theorem 3.1, we denote by H10 (Ω) the standard Sobolev space, and con-
sider functional
Jλ(u) =
1
2
‖∇u‖22 +
b
2(α+ 1)
‖∇u‖2(α+1)2 −
1
p+ 1
‖u+‖p+1p+1dx− λ
∫
Ω
fudx (3.1)
defined on H10 (Ω). It is obvious that any critical point u ∈ H10 (Ω) of Jλ(u) is a weak
solution of problem{
−(1 + b‖∇u‖2α2 )∆u = (u+)p + λf x ∈ Ω,
u = 0 x ∈ ∂Ω. (3.2)
Let N (∂Ω) ⊂ Ω denote inner neighborhood of ∂Ω. Setting
F+ = { f ∈ C1(Ω\{0} with property that f(x) ≥ 0 in some N (∂Ω) }.
Obviously, F+\M 6= Ø. In fact, any nontrivial function φ(x) with property φ(x) ≤ 0
in Ω and supp{φ(x)} ⊂ Ω belongs to F+, but not belongs to M. Instead of condition
f(x) ∈ M, we will find a positive solution of problem (1.1) in the following lemma
under the condition f(x) ∈ M∪F+.
Lemma 3.3 If 2α + 1 < p < 2∗ and f(x) ∈ M∪ F+, then there exists a positive
number λf such that problem (1.1) has a positive solution vλ for any λ ∈ (0, λf ) with
property that Jλ(vλ) > 0 and vλ converges, as λ → 0, to a solution v of the following
problem 

−(1 + b‖∇v‖2α2 )∆v = vp x ∈ Ω,
v > 0 x ∈ Ω,
v = 0 x ∈ ∂Ω.
(3.3)
Proof: We prove this lemma by the following steps.
Step1: There are positive numbers βf , ρ0, E0 and elements e0, e1 ∈ H10 (Ω) inde-
pendent of λ such that
‖∇e0‖2 < ρ0 < ‖∇e1‖2 and Jλ(u)|∂Bρ0 ≥ E0 > max{Jλ(e0), Jλ(e1)}
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for any λ ∈ (0, βf ). Where Bρ0 = {u ∈ H10 (Ω) : ‖∇u‖2 < ρ0}.
In fact, if we denote by λ1(Ω) the first eigenvalue of the eigenvalue problem{
−∆φ = λφ, x ∈ Ω,
φ = 0, x ∈ ∂Ω, (3.4)
then we have
|λ
∫
Ω
fudx| ≤ λ√
λ1(Ω)
‖f‖2‖∇u‖2 (3.5)
≤ 1
4
‖∇u‖22 +
λ2
λ1(Ω)
‖f‖22. (3.6)
Therefore,
Jλ(u) ≥ 1
4
‖∇u‖22 −
1
p+ 1
‖u‖p+1p+1 −
λ2
λ1(Ω)
‖f‖22. (3.7)
By the assumption 1 < p < 2∗ and Sobolev’s inequality, we have
‖u+‖p+1p+1 ≤ ‖u‖p+1p+1 ≤ S(Ω)‖∇u‖p+12 (3.8)
with S(Ω) independent of λ.
Combining (3.7) and (3.8) together, we get
Jλ(u) ≥ 1
4
‖∇u‖22 −
S(Ω)
p+ 1
‖∇u‖p+12 −
λ2
λ1(Ω)
‖f‖22.
Hence
Jλ(u)|∂Bρ ≥
1
4
ρ2 − S(Ω)
p+ 1
ρp+1 − λ
2
λ1(Ω)
‖f‖22.
Noting p+ 1 > 2, we can choose positive number ρ0 independent of λ so small that
1
4
ρ20 −
S(Ω)
p+ 1
ρ
p+1
0 = E1 > 0.
Taking
βf =
√
3α1λ1(Ω)
2‖f‖2 and E0 =
E1
4
,
we get
Jλ(u)|∂Bρ0 ≥ E0 > 0, for λ ∈ (0, βf ). (3.9)
Since Jλ(0) = 0, we may take e0 = 0. To choose a suitable e1, we denote by φ1(x) the
first eigenfunction corresponding to λ1(Ω). By the definition of Jλ(u), we have
Jλ(tφ1) ≤ ‖∇φ1‖
2
2
2
t2 +
b‖∇φ1‖2(α+1)2
2(α+ 1)
t2(α+1) − ‖φ1‖
p+1
p+1
p+ 1
tp+1 + βf‖f‖2‖φ1‖2t
for any λ ∈ (0, βf ). Noting p+ 1 > 2(α+ 1) > 2, we have
lim
t→+∞
(
‖∇φ1‖22
2
t2 +
b‖∇φ1‖2(α+1)2
2(α+ 1)
t2(α+1) − ‖φ1‖
p+1
p+1
p+ 1
tp+1 + βf‖f‖2‖φ1‖2t) = −∞.
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Therefore, we can choose a large constant t0 independent of λ such that t0‖∇φ1‖2 > ρ0
and
‖∇φ1‖22
2
t20 +
b‖∇φ1‖2(α+1)2
2(α + 1)
t
2(α+1)
0 −
‖φ1‖p+1p+1
p+ 1
t
p+1
0 + βf‖f‖2‖φ1‖2t0 < 0.
Taking e1 = t0φ1(x), we have Jλ(e1) = Jλ(t0φ1) < 0 for any λ ∈ (0, βf ). In summary,
for the above choices of βf , ρ0, E0, e0 and e1, we have
‖∇e0‖2 < ρ0 < ‖∇e1‖2 and Jλ(u)|∂Bρ0 ≥ E0 > max{Jλ(e0), Jλ(e1)}
for any λ ∈ (0, βf ). This concludes Step1.
Step2: For any λ ∈ (0, βf ), problem (3.2) has a solution vλ(x) with property
Jλ(vλ) ≥ E0 > 0.
To conclude Step 2, for any λ ∈ (0, βf ), we set
Γ = {γ ∈ C([0, 1],H10 (Ω)) : γ(0) = e0 = 0, γ(1) = e1 = t0φ1},
and
Cλ = inf
γ∈Γ
max
s∈[0,1]
Jλ(γ(s)).
where t0 is a fixed constant given in Step1.
By Step1 and mountain pass theorem without PS condition, we know that there is
a sequence {vnλ} ⊂ H10 (Ω) such that
Jλ(v
n
λ)→ Cλ ≥ E0 > 0 as n→ +∞,
J ′λ(v
n
λ)→ 0 as n→ +∞.
(3.10)
Because of 2α + 1 < p < 2∗, it is easy to verify that Jλ(u) satisfies PS condition.
Therefore, up to a subsequence, {vnλ} converges strongly in H10 (Ω) to a function vλ
which satisfies
{
−(1 + b‖∇vλ‖2α2 )∆vλ = (v+λ )p + λf(x) in Ω,
vλ = 0 on ∂Ω.
(3.11)
and {
Jλ(vλ) = Cλ ≥ E0 > 0,
J ′λ(vλ) = 0.
(3.12)
This makes Step2.
Step3: There exists a positive number λf ≤ βf such that, for any λ ∈ (0, λf ), the
solution vλ(x) obtained in Step 2 for problem (3.2) is positive. Therefore, vλ(x) is a
positive solution to problem (1.1) and Jλ(vλ) ≥ E0 > 0 for any λ ∈ (0, λf ).
We divide the proof of Step3 into two cases. One is f(x) ∈ M, and the other is
f(x) ∈ F+.
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If f(x) ∈ M, then by Lemma 2.3, we know that problem (2.1) has a nonnegative
solution u0,λ(x) for any λ ∈ (0, βf ). Since vλ(x) is a solution of (3.2) for λ ∈ (0, βf ),
we have{
−(1 + b‖∇vλ‖2α2 )∆vλ ≥ λf = −(1 + b‖∇u0,λ‖2α2 )∆u0,λ x ∈ Ω,
vλ = u0,λ = 0 x ∈ Ω,
(3.13)
for any λ ∈ (0, βf ). Therefore, by strong comparison principle of Laplace operator, we
have
vλ(x) >
1 + b‖∇u0,λ‖2α2
1 + b‖∇vλ‖2α2
u0,λ(x) ≥ 0 x ∈ Ω
for any λ ∈ (0, βf ).
If f(x) ∈ F+, we first claim that there exists a positive constant C independent of
λ such that
0 < E0 ≤ Cλ ≤ C, for λ ∈ (0, βf ) (3.14)
where Cλ is the critical value defined in Step2, and α0 is the constant given in Step1.
In fact, for any γ(s) ∈ Γ, g(s) = ‖∇γ(s)‖2 is continuous in [0, 1]. Since 0 = g(0) <
ρ0 < ‖∇e1‖ = g(1), by intermediate value theorem, we have g(s0) = ρ0 for some
s0 ∈ (0, 1). Hence, for any γ(s) ∈ Γ, we can conclude from Step1 that
max
s∈[0,1]
Jλ(γ(s)) ≥ Jλ(γ(s0)) ≥ E0.
Therefore, for any λ ∈ (0, βf ), there holds
Cλ = inf
γ∈Γ
max
s∈[0,1]
Jλ(γ(s)) ≥ E0 > 0.
To derive a upper bound of Cλ, we take γ0(s) = se1 = st0φ1. Obviously, γ0(s) ∈ Γ.
By the definition of Cλ, we have
Cλ ≤ max
s∈[0,1]
Jλ(se1) = max
t∈[0,t0]
Jλ(tφ1).
For t ∈ [0, t0] and λ ∈ (0, βf ), we can get from the definition of Jλ(u) that
Jλ(tφ1) ≤ ‖∇φ1‖
2
2
2
t20 +
b‖∇φ1‖2(α+1)2
2(α+ 1)
t
2(α+1)
0 +
‖φ1‖p+1p+1
p+ 1
t
p+1
0 + βf‖f‖2‖φ1‖2t0.
Setting
C =
‖∇φ1‖22
2
t20 +
b‖∇φ1‖2(α+1)2
2(α+ 1)
t
2(α+1)
0 +
‖φ1‖p+1p+1
p+ 1
t
p+1
0 + βf‖f‖2‖φ1‖2t0,
we see that C is independent of λ, and
Cλ ≤ C for λ ∈ (0, βf ).
Therefore, claim (3.14) is valid
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Taking 1 < 2α + 1 < p < 2∗ into account, we can conclude from (3.12) and (3.14)
that there exists a positive constant C independent of λ such that
‖∇vλ‖2 ≤ C for λ ∈ (0, βf ).
By bootstrap argument and standard regularity theory of elliptic equations, we can
conclude from the above estimate that
‖vλ‖C2,τ (Ω) ≤ C (3.15)
for λ ∈ (0, βf ), some positive constant C independent of λ, and τ ∈ (0, 1).
Next, we show that vλ is positive in Ω. Since f(x) ∈ F+, there exists a neighborhood
N (∂Ω) of ∂Ω such that f(x) ≥ 0 for x ∈ N (∂Ω). Set Ω0 = Ω\N (∂Ω). At first, we can
claim that there exists a positive constant λf ≤ βf such that
vλ(x) > 0, for x ∈ Ω0, λ ∈ (0, λf ).
Otherwise, there would exist a sequence λn → 0 as n→ +∞, and a sequence xn ∈ Ω0
such that
vλn(xn) ≤ 0, for n = 1, 2, · · · (3.16)
By (3.15), up to a subsequence, we may assume that {vλn} converges in C2(Ω) to
function v which satisfies{
−(1 + b‖∇v‖2α2 )∆v = (v+)p x ∈ Ω,
v = 0 x ∈ ∂Ω. (3.17)
Noticing that
1
2
‖∇v‖22 +
b
2(α + 1)
‖∇v‖2(α+1)2 −
1
p+ 1
∫
Ω
(v+)p+1dx = lim
n→+∞
Cλn ≥ E0 > 0,
we have v 6≡ 0. Therefore, by strong maximum principle, we have
v(x) > 0, for x ∈ Ω.
In particular,
v(x) > 0, for x ∈ Ω0. (3.18)
Because Ω0 is closed and bounded, we may assume that lim
n→∞
xn = x0 ∈ Ω0. Conse-
quently, by (3.16), we have
v(x0) = lim
n→∞
vλn(xn) ≤ 0.
This contradicts (3.18).
On the second, we can easily see that vλ(x) > 0 in N (∂Ω) for λ ∈ (0, λf ). In fact,
for any λ ∈ (0, λf ), vλ satisfies{
−(1 + b‖∇vλ‖2α2 )∆vλ = (v+λ )p + λf(x) in Ω,
uλ = 0 on ∂Ω.
(3.19)
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Therefore, for any λ ∈ (0, λf ), we have
−(1 + b‖∇vλ‖2α2 )∆vλ ≥ 0, for x ∈ N (∂Ω)
due to f(x) ≥ 0 for any x ∈ N (∂Ω).
Noting vλ(x) 	 0 on ∂N (∂Ω), by strong maximum principle, we have vλ(x) > 0 in
N (∂Ω) for any λ ∈ (0, λf ). In conclusion, we have vλ(x) > 0 in Ω for any λ ∈ (0, λf ).
This completes the proof of the conclusion stated in Step3.
Finally, combining the statements of Step1, Step2 and Step3 together, we reach
Lemma 3.3.
Lemma 3.4 If f(x) ∈ M and 2α+1 < p < 2∗, then there exists a positive number
λ0 such that, for any λ ∈ (0, λ0), problem (1.1) has at least one positive solution uλ
with property Jλ(uλ) < 0.
Proof: Let ρ0, E0 and λf be positive numbers determined in Lemma 3.3. Set
Bρ0 = { u ∈ H10 (Ω) : ‖∇u‖2 < ρ0 }, and define
Cλ = inf
u∈Bρ0
Jλ(u).
we can claim that Cλ < 0. In fact, by the assumption f(x) ∈ M, we know that problem
(2.1) has a solution ϕλ which satisfies
‖∇ϕλ‖22 + b‖∇ϕλ‖2α2 = λ
∫
Ω
f(x)ϕλdx.
From this we can infer that
‖∇ϕλ‖2 ≤
√
2‖f‖2√
λ1(Ω)
λ.
Therefore, if we choose λ∗ =
√
λ1(Ω)ρ0
2‖f‖2
, then
‖∇ϕλ‖2 ≤ ρ0√
2
for any λ ∈ (0, λ∗).
This implies that ϕλ ∈ Bρ0 for any λ ∈ (0, λ∗). Noting α > 0, we have
Jλ(ϕλ) = −1
2
‖∇ϕλ‖22 − b
2α + 1
2(α + 1)
‖∇ϕλ‖2(α+1)2 −
1
p+ 1
‖ϕλ‖p+1p+1 < 0.
By the definition of Cλ, we have
Cλ ≤ Jλ(ϕλ) < 0.
Let λ0 = min{λf , λ∗}. For any fixed λ ∈ (0, λ0), if {uλ,n} is a minimizing sequence of
Cλ, then we can claim that
‖∇uλ,n‖2 ≤ ρ1
for some positive constant ρ1 < ρ0. Otherwise, up to a subsequence, we may assume
lim
n→+∞
‖∇uλ,n‖2 = ρ0.
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Since λ ∈ (0, λ0), and
Jλ(uλ,n) ≥ 1
4
‖∇uλ,n‖22 −
S(Ω)
p+ 1
‖∇uλ,n‖p+12 −
λ2
λ1(Ω)
‖f‖22,
we have
0 > Cλ = lim
n→+∞
Jλ(uλ,n) ≥ 1
4
ρ20 −
S(Ω)
p+ 1
ρ
p+1
0 −
λ2
λ1(Ω)
‖f‖22 ≥ E0 > 0.
This is a contradiction.
By Ekeland’s variational principle, we can find a sequence {vλ,n} such that
lim
n→+∞
‖∇(uλ,n − vλ,n)‖ = 0,
lim
n→+∞
Jλ(vλ,n) = Cλ,
lim
n→+∞
J ′λ(vλ,n) = 0.
(3.20)
Since 2α + 1 < p < 2∗, a similar argument to that used in the proof of Theorem 2.1
implies that, up to a subsequence, {vλ,n} converges in H10 (Ω) to a function v ∈ H10 (Ω).
Moreover, by a similar argument used in the proof of Lemma 3.3, we can prove that v
is a positive solution of problem (1.1). This completes the proof of Lemma 3.4.
To prove the nonexistence part of Theorem 3.1, we need the following result about
semilinear problem
Lemma 3.5([16, 19]) If 1 < p < 2∗, or p > 2∗ and Ω is star-shaped, then, for any
f(x) ∈ M, there exists a positive number λf such that the semilinear problem

−∆u = up + λf x ∈ Ω
u ≥ 0 xΩ
u = 0 x ∈ ∂Ω
(3.21)
has at least one solution for λ ∈ (0, λf ), and has no solution for λ > λf . Moreover,
there exist a positive constant C independent of λ such that for any solution uλ of
problem (3.21) with respect to parameter λ ∈ (0, λf ), there holds
‖∇uλ‖2 ≤ C.
The nonexistence part of Theorem 3.1 is a special case of the following lemma.
Lemma 3.6 If 2α + 1 < p < 2∗, or p > 2∗ and Ω is star-shaped, then, for any
f(x) ∈ M, there exists a positive number Λf such that problem (1.1) has no positive
solution for any λ > Λf .
Proof: If problem (1.1) has a nonnegative solution uλ with respect to parameter
λ, then we can see that v = uλ
(1+b‖∇uλ‖
2α
2
)
1
p−1
is a solution of
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

−∆v = vp + λ
(1+b‖∇uλ‖
2α
2
)
p
p−1
f in Ω,
v ≥ 0 in Ω,
v = 0 on ∂Ω.
(3.22)
Therefore, by Lemma 3.5, we should have
λ ≤ λf (1 + b‖∇uλ‖2α2 )
p
p−1 (3.23)
with λf being the fixed number given in Lemma 3.5.
Furthermore, by the definition of v and Lemma 3.5, we see that the following
inequality hold for absolute positive constant C given in Lemma 3.5.
‖∇uλ‖p−12 ≤ C(1 + b‖∇uλ‖2α2 ) = bC‖∇uλ‖2α2 + C.
Noting p− 1 > 2α, we can conclude from the above inequality that
‖∇uλ‖2 ≤ C (3.24)
for some positive constant C independent of λ.
Substituting (3.24) into (3.23), we get
λ ≤ λf (1 + bC2α)
p
p−1 .
This implies that problem (1.1) has no positive solution for λ > Λf = λf (1+bC
2α)
p
p−1 .
Therefore, the proof of Lemma 3.6 is completed.
Proof of Theorem 3.1: If f(x) ∈ M and 2α + 1 < p < 2∗, then it follows easily
from Lemma 3.3 and Lemma 3.4 that there exists a positive number λf such that
problem (1.1) has at least two positive solutions uλ and vλ with property Jλ(uλ) < 0
and Jλ(vλ) > 0 for any λ ∈ (0, λf ). The nonexistence part of Theorem 3.1 follows
directly from Lemma 3.6. Therefore, we complete the proof of Theorem 3.1.
4. The case p > 2∗
In this section, we investigate the case p > 2∗, and aim to proving the following theorem
Theorem 4.1 If p > 2∗ and Ω is starshaped, then for any f(x) ∈ C1(Ω)\{0} there
are two positive number λf and Λf such that problem (1.1) has at least one positive
solution for any λ ∈ (0, λf ) if and only if f(x) ∈ M, and has no positive solution for
λ > Λf .
Since p > 2∗, we can not use variational method to get positive solution for problem
(1.1). At the same time, comparison principle may cease to validate for Kirchhoff type
equations (see [27]), we are also lack of sub-supersolution method for Kirchhoff type
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equation itself. Hence, some new ideas are needed for finding positive solutions of
problem (1.1) in this supercritical case. Here, we propose an iterative method based
on the comparison principle of Laplace operator. The iterative sequence is no more
monotone, but is still bounded. This is presented in the following lemma.
Lemma 4.2 If f(x) ∈ M, then there exists a positive number λf such that problem
(1.1) has at least one positive solution for any λ ∈ (0, λf ).
Proof: Since f(x) ∈ M, we can easily see that, for any λ > 0, the following
problem has a solution ϕλ(x).

−∆ϕ = λf(x) x ∈ Ω,
ϕ ≥ 0 x ∈ Ω,
ϕ = 0 x ∈ ∂Ω.
(4.1)
Let ψ(x) be the solution of the following problem{
−∆ψ = 1 x ∈ Ω,
ψ = 0 x ∈ ∂Ω. (4.2)
Choosing M0 > 0 so small that
M0 > M
p
0 max
x∈Ω
ψp(x) +Mp0 max
x∈Ω
‖f(x)‖,
and setting ψ0(x) =M0ψ(x), we can easily check that{
−∆ψ0 =M0 ≥ ψp0 + λf(x) x ∈ Ω
ψ0 = 0 x ∈ ∂Ω
(4.3)
for any λ ∈ (0,Mp0 ).
Taking (4.1) and (4.3) into account, we infer from the strong comparison principle
for Laplace operator that
ϕλ(x) < ψ0(x) for x ∈ Ω and λ ∈ (0,Mp0 ). (4.4)
Let λf = M
p
0 . To obtain a solution of problem (1.1) for any λ ∈ (0, λf ), we construct
an approximation sequence {un(x)}∞n=1 in the following way.
Initially, we set u1(x) = ϕλ(x). Then, we get un+1(x) from un(x) by solving the
following problem{
−(1 + b‖∇un+1‖2α2 )∆un+1 = upn + λf(x) x ∈ Ω,
un+1 = 0 x ∈ ∂Ω.
(4.5)
By induction method, we can see that
0 ≤ un(x) ≤ ψ0(x) for x ∈ Ω and n = 1, 2, · · · . (4.6)
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Indeed, from (4.4) , we firstly have
0 ≤ u1(x) = ϕλ(x) ≤ ψ0(x).
If we inductively assume
0 ≤ uk(x) ≤ ψ0(x). (4.7)
then what we should do is to proving
0 ≤ uk+1(x) ≤ ψ0(x). (4.8)
Obviously, (4.8) can be deduced from (4.7) and the comparison principle of Laplace
operator. In fact, on one hand, (4.1), (4.5) and (4.7) imply that{
−(1 + b‖∇uk+1‖2α2 )∆uk+1 = upk + λf(x) ≥ λf(x) = −∆ϕλ, x ∈ Ω,
uk+1 = ϕλ = 0 x ∈ ∂Ω.
(4.9)
Therefore, it follows from the comparison principle of Laplace operator that
uk+1(x) ≥ ϕλ(x)
1 + b‖∇uk+1‖2α2
≥ 0. (4.10)
On the other hand, (4.3), (4.5) and (4.7) imply{
−(1 + b‖∇uk+1‖2α2 )∆uk+1 = upk + λf(x) ≤ ψp0 + λf(x) ≤ −∆ψ0, x ∈ Ω,
uk+1 = ψ0 = 0 x ∈ ∂Ω.
(4.11)
Hence, by the comparison principle of Laplace operator, we have
uk+1(x) ≤ ψ0(x)
1 + b‖∇uk+1‖2α2
≤ ψ0(x). (4.12)
Combining (4.10) and (4.12) together, we get (4.8). This concludes (4.6) by induction
method.
With (4.6) established, we can deduce from (4.5) and (4.3) that
‖∇un+1‖2 ≤ ‖∇ψ0‖2.
From this and Schaulder’s estimate, we have
‖un+1‖C2,τ (Ω) ≤ C
for some positive constant C and τ ∈ (0, 1) independent of n. Therefore, up to a
subsequence, we may conclude that {un} converges in C2(Ω) to a function u which is
obviously a nonnegative solution of problem (1.1). The positivity of u follows from the
strong comparison principle of Laplace operator. This completes the proof of Lemma
4.2.
The necessarity part of Theorem 4.1 includes in the following lemma
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Lemma 4.3 Assume that p > 2∗, f(x) ∈ C1(Ω)\{0} and Ω is starshaped. If
there exists a positive number λf such that problem (1.1) has positive solution for any
λ ∈ (0, λf ), then f(x) ∈ M.
To prove Lemma 4.3, we need the following well known Pohozaev identity.
Lemma 4.4 ([25]) Let Ω be a smooth bounded domain and suppose that g : Ω×R→
R is a continuous map and that ω ∈ C2(Ω) satisfies{
∆ω + g(x, ω(x)) = 0 in Ω,
ω = 0 on ∂Ω.
(4.13)
If ν(x) denotes the unit outward normal to ∂Ω at x, then ω satisfies∫
∂Ω
x · ν(x)|∇ω|2dS = 2N
∫
Ω
G(x, ω)dx + 2
∫
Ω
x · ∇xGdx− (N − 2)
∫
Ω
g(x, ω)ωdx.
(4.14)
where G(x, ω) =
∫ ω
0 g(x, t)dt, and ∇xG(x, ω) is the gradient of G(x, ω) with respect to
the variable x.
Proof of Lemma 4.3: No loss of generality, we may assume that Ω is star-shaped
with respect to the origin O. That is x · ν(x) ≥ 0 for any x ∈ ∂Ω. Let uλ be positive
solution of problem (1.1) with respect to parameter λ ∈ (0, λf ). Setting
uλ =
λ
1 + b‖∇uλ‖2α2
vλ,
we see that vλ satisfies
{
−∆vλ = λp−1(1+b‖∇uλ‖2α2 )p v
p
λ + f(x) in Ω,
vλ = 0 on ∂Ω.
(4.15)
Applying Lemma 4.4 to problem (4.15), we have∫
∂Ω
x·ν(x)|∇vλ|2dS = −ηλ
p−1
(1 + b‖∇uλ‖2α2 )p
∫
Ω
v
p+1
λ dx+2
∫
Ω
x·∇fvλdx+(2+N)
∫
Ω
fvλdx
with η = N − 2− 2N
p+1 . it worth mentioning here that η > 0 due to p > 2
∗.
Since Ω is star-shaped with respect to O, we have∫
∂Ω
x · ν(x)|∇vλ|2dS ≥ 0.
Therefore
λp−1
(1 + b‖∇uλ‖2α2 )p
∫
Ω
v
p+1
λ dx ≤
2
η
∫
Ω
x · ∇fvλdx+ N + 2
η
∫
Ω
fvλdx. (4.16)
By (4.15), we have∫
Ω
|∇vλ|2dx = λ
p−1
(1 + b‖∇uλ‖2α2 )p
∫
Ω
v
p+1
λ dx+
∫
Ω
fvλdx. (4.17)
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Combining (4.16) and (4.17) together, we get∫
Ω
|∇vλ|2dx ≤ 2
η
∫
Ω
x · ∇fvλdx+ (1 + N + 2
η
)
∫
Ω
fvλdx.
This implies that ∫
Ω
|∇vλ|2dx ≤ C (4.18)
for some positive constant C independent of λ.
Therefore, up to a subsequence, we have
vλ(x)⇀ v(x) weakly in H
1
0 (Ω) as λ→ 0.
That is ∫
Ω
∇vλ · ∇ϕdx→
∫
Ω
∇v · ∇ϕdx as λ→ 0 (4.19)
for any ϕ(x) ∈ C∞0 (Ω).
By (4.17)) and (4.18), we have
λp−1
(1 + b‖∇uλ‖2α2 )p
∫
Ω
v
p+1
λ dx ≤ C (4.20)
for some positive constant C independent of λ. Consequently, for any ϕ(x) ∈ C∞0 (Ω),
we have
λp−1
(1 + b‖∇uλ‖2α2 )p
∫
Ω
v
p
λϕdx→ 0 as λ→ 0. (4.21)
By (4.15), for any ϕ(x) ∈ C∞0 (Ω), we have∫
Ω
∇vλ∇ϕdx = λ
p−1
(1 + b‖∇uλ‖2α2 )p
∫
Ω
v
p
λϕdx+
∫
Ω
fϕdx. (4.22)
Sendding λ to 0 in (4.22), and taking (4.19) and (4.21) account, we get∫
Ω
∇v∇ϕdx =
∫
Ω
fϕdx, for any ϕ ∈ C∞0 (Ω).
This and the regularity theory of elliptic equations imply that v is a solution of problem
(1.3). Moreover, v(x) ≥ 0 due to vλ(x) ≥ 0. Therefore, f(x) ∈ M. This completes the
proof of Lemma 4.3.
Proof of Theorem 4.1 Combining Lemma 3.6, Lemma 4.2 and Lemma 4.3
together, we reach the conclusion of Theorem 4.1.
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