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Scattering theory for the Schrödinger-Debye System
Simão Correia and Filipe Oliveira
Abstract
We study the Schrödinger-Debye system over Rd"
iut `
1
2
∆u “ uv,
µvt ` v “ λ|u|
2
and establish the global existence and scattering of small solutions for initial data in sev-
eral function spaces in dimensions d “ 2, 3, 4. Moreover, in dimension d “ 1, we prove a
Hayashi-Naumkin modified scattering result.
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1 Introduction
In this work, we consider the initial value problem associated to the Schrödinger-Debye system$&
%
iut `
1
2
∆u “ uv px, tq P Rd ˆ R, d ď 4,
µvt ` v “ λ|u|
2 µ ą 0, λ “ ˘1
up¨, 0q “ u0, vp¨, 0q “ v0.
, (1)
where the function u is complex-valued and v is real. From a physical point of view, this
model may describe the dynamics of an electromagnetic wave propagating through a nonresonant
medium whose response time cannot be considered instantaneous (see Newell and Mahoney [15]
and the references therein). When µ Ñ 0, this response time vanishes and, in the limit case
µ “ 0, we obtain the classical cubic nonlinear Schrödinger equation
iut `
1
2
∆u “ λ|u|2u.
In this framework, one says that (NLS) is focusing (resp. defocusing) when λ “ ´1 (resp. λ “ 1).
The Cauchy problem (1) has been studied by several authors. Noticing that the second
equation in (1) can be integrated in time, yielding
vptq “ e´t{µv0 `
λ
µ
ż t
0
e´ps´tq{µ|upsq|2ds, (3)
one formally obtains
iut `
1
2
∆u “ λu
ˆ
e´t{µv0 `
λ
µ
ż t
0
e´ps´tq{µ|upsq|2ds
˙
,
1
or, in integral form,
uptq “ Sptqu0 ` i
ż t
0
Spt´ sq
´
e´s{µv0 `
λ
µ
ż s
0
e´ps´s
1q{µ|ups1q|2ds1
¯
upsqds, (4)
where pSptqqtPR “ pe
i
2
∆tqtPR is the unitary Schrödinger group. We say that pu, vq is a (weak)
solution of the Cauchy problem (1) on if pu, vq satisfies (4-3). For convenience, we synthethize
several results shown in [2], [1], [4], [6], [5] in the following two theorems:
Theorem 1.1. Let pu0, v0q P H
spRdqˆHspRdq, where d “ 1, 2, 3 and s “ 0, 1. Then there exists
a unique solution to the Cauchy Problem (1), with
pu, vq P Cpr0,`8q;HspRdq ˆHspRdqq.
Furthermore, if
u0 P ΣpR
dq :“ tf P H1pRdq : |x|f P L2pRdqu,
then u P Cpr0,8q,ΣpRdqq.
Theorem 1.2. Let pu0, v0q P H
1pR4q ˆH1pR4q. Then, there exists T “ T p}u0}H1 , }v0}H1q and
a unique solution to the initial value problem (1) in the time interval r0, T s satisfying
pu, vq P Cpr0, T s;H1pR4q ˆH1pR4qq,
with
}u}L8pp0,T q,H1xq ` }u}L2pp0,T q,W 1,4x q ` }v}L8pp0,T q,H1xq ă `8.
Moreover, if u0 P ΣpR
4q, then u P Cpr0, T s,ΣpR4qq.
With respect to local existence results, we improve the existing theory in d “ 4 by showing
Theorem 1.3. Let pu0, v0q P L
2pR4q ˆ L2pR4q, }v0}L2 sufficiently small. Then, there exists a
unique maximal solution to the initial value problem (1) pu, vq defined on r0, T q such that
u P Cpr0, ts, L2pR4qq X L2pp0, tq, L4pR4qq, v P Cpr0, ts.L2pR4qq, t ă T.
If T ă 8, then
lim
tÑT
}u}L2pp0,tq,L4pR4qq “ 8.
Furthermore, there exists ǫ ą 0 such that, if }u0}L2 ă ǫ, then T “ 8 and
}u}L8pp0,8q,L2pR4q ` }v}L8pp0,8q,L2pR4q ` }u}L2pp0,8q,L4pR4qq ă 8.
The system (1) exhibits a pseudo-scaling invariance: if pu, vq is a solution of (1), then
puµ˚ , vµ˚q :“
´´µ˚
µ
¯ 1
2
u
´´µ˚
µ
¯ 1
2
x ,
µ˚
µ
t
¯
,
µ˚
µ
v
´´µ˚
µ
¯ 1
2
x,
µ˚
µ
t
¯¯
(5)
is the solution of (1) with µ replaced by µ˚. Consequently, for convenience of notations, we will
fix µ “ 1 for the remainder of this work, even though our results remain valid for µ ą 0.
Notice that (NLS) is invariant by (5). Considering that the Schrödinger-Debye system is a
perturbation of (NLS), some authors use the definition of criticallity for the latter in the context
of system (1): since
}uµ˚ptq}L2pRdq “
ˆ
µ˚
µ
˙ 2´d
4
}uµptq}L2pRdq, }∇uµ˚ptq}L2pRdq “
ˆ
µ˚
µ
˙ 4´d
4
}∇uµptq}L2pRdq,
2
one says that dimension d “ 2 is L2-critical and dimension d “ 4 is H1-critical. Note, however,
that the local well-posedness results stated in Theorems 1.1 and 1.2 suggest that this analogy
may be accurate. Furthermore, the conditional local well-posedness result stated in our Theorem
1.3 seems to indicate that it would be more adequate to consider the dimension d “ 4 as being
L2-critical.
The large time behaviour of small solutions is a central research topic in the field of nonlinear
dispersive equations (see for instance [9], [10], [8], [16], [3]). Generally speaking, one expects
small solutions to be globally defined and to scatter, that is, to tend, in a certain sense, to a
solution of the corresponding linear problem. To the best of our knowledge, no such results
regarding the Schrödinger-Debye system are currently available in the literature. In the present
work, we will show several scattering results for small solutions of (1):
Theorem 1.4 (Scattering in dimension d “ 4). Let
pX,Y q P tpL2pR4q, L2pR4qq, pH1pR4q, H1pR4qq, pΣpR4q, H1pR4qqu.
There exists ǫ ą 0 such that, if pu0, v0q P XˆY satisfies }u0}X`}v0}Y ă ǫ, then the corresponding
solution pu, vq of (1) is global and scatters, that is, there exists u` P X such that
}uptq ´ Sptqu`}X Ñ 0 and }vptq}Y Ñ 0, tÑ8. (6)
In the particular case pX,Y q “ pΣpR4q, H1pR4qq, the following decay estimate holds:
}uptq}Lp À
Cp}u0}Σ, }v0}H1q
tp2´
4
p q
, t ą 0, 2 ă p ă 4. (7)
Theorem 1.5 (Scattering in dimensions d “ 2, 3). There exists δ ą 0 such that, if pu0, v0q P
ΣpRdq ˆH1pRdq, d “ 2, 3, satisfies }u0}H1 ` }v0}H1 ă δ, then the corresponding solution pu, vq
of (1) scatters, that is, there exists u` P ΣpR
dq such that
}uptq ´ Sptqu`}Σ Ñ 0, }vptq}H1 Ñ 0, tÑ8.
Furthermore,
}uptq}Lp À
Cp}u0}Σ, }v0}H1q
tdp
1
2
´ 1
pq
, t ą 0, 2 ă p ă 2d{pd´ 2q`.
In what concerns the dimension d “ 1, we observe that the Schrödinger Debye system exhibits
a critical decay behaviour: indeed, if uptq “ Sptqu0 and v is defined by (3), then the linear decay
of the unitary group implies, for large times, the critical decay of the nonlinear potential v:
}vptq}L8pRq „
1
t
.
As in the (NLS) case, this seriously compromises the chances of proving a classical result in
dimension d “ 1. In this scenario, scattering results may be obtained provided that a phase
correction in the Fourier space is introduced, the so-called modified scattering, i.e., denoting the
Fourier transform by p¨ ,
}eiΨptq {Sp´tquptq ´ uˆ`}X Ñ 0, tÑ8,
for some real-valued function Ψ and some Banach space X (see [11], [12]). With this in mind,
following the ideas in [13], we show
3
Theorem 1.6. There exists ǫ ą 0 such that, if pu0, v0q P ΣpRq ˆ H
1pRq satisfies }u0}H1 `
}v0}H1 ă ǫ, then the corresponding solution pu, vq of (1) scatters up to a phase correction, that
is, there exists (a unique) u` P L
2pRq such that
}eiΨptq {Sp´tquptq ´ uˆ`}L2 Ñ 0, }vptq}L8 Ñ 0, tÑ8,
where Ψpξ, tq “
ż t
1
ż s
1
1
2s1
e´ps´s
1q
ˇˇˇ
fˆ
´ s
s1
ξ, s1
¯ˇˇˇ2
ds1ds. Also,
}uptq}L8 À
1
t
1
2
, tÑ `8.
Remark 1.7. As in [?], the proof of Theorem 1.6 will imply uˆ` P L
8pRq and also an asymptotic
expansion for the phase correction: for some Φ P L8pRq, one has›››eiΨptq ´ |uˆ`|2 log t´ Φ›››
8
Ñ 0, tÑ8.
Notations. We denote the Fourier transform in the spatial variable by p¨. If the Fourier transform
is taken with respect to a particular variable ξ, we instead write Fξ. The spatial domain R
d will
often be ommited. We abbreviate Lqpp0, T q, LppRdqq as LqTL
r
x. The Sobolev space of elements
in LppRdq with derivatives in LppRdq up to order k is denoted by W k,ppRdq. In the particular
case where p “ 2, we set HspRdq :“ W s,2pRdq. We use the convention 2{pd ´ 2q` “ 2{pd ´ 2q,
for d ě 3, 2{pd´ 2q` “ `8, if d “ 1, 2.
We end this introduction by recalling some Strichartz estimates for the unitary Schrödinger
group, which we will use throughout the paper: we say that pq, rq is an admissible pair in
dimension d if
2 ď r ď 2d{pd´ 2q`,
2
q
“ d
ˆ
1
2
´
1
r
˙
, pq, rq ‰ p2,8q.
Then, for any couple of admissible pairs pq, rq and pγ, ρq, the following estimates hold:
}Sptqu}LqtLrx À }u}L2, t P R, (Homogeneous estimate)››››
ż t
0
Spt´ sqfpsqds
››››
L
q
tL
r
x
À }f}
L
γ1
t L
ρ1
x
(Inhomogeneous estimate).
2 Scattering theory in dimension d “ 4
In this section, we will establish scattering, global existence and decay of the solutions of the
Schrödinger-Debye system (1) for small initial data in several spaces.
2.1 L2pR4q ˆ L2pR4q theory
First, we settle the local well-posedeness result for initial data in L2.
Proof of Theorem 1.3. The proof of this result can be obtained by standard arguments (s ee [14])
from the a priori estimates
}u}L2tL4x À }Sptqu0}L2tL4x ` }u}
3
L2tL
4
x
, (8)
4
}u}L8t L2x À }u0}L2 ` }u}
3
L2tL
4
x
, (9)
and
}v}L8t L2x ď }v0}L2 ` }u}
2
L2tL
4
x
.
This last inequality is an immediate consequence of (3). The first one can be obtained from the
Duhamel formula (4). Indeed, by the inhomogeneous Strichartz estimate,
››› ż t
0
Spt´ sqe´s{µv0upsqds
›››
L2tL
4
x
À }e´t{µv0u}L2tL
4{3
x
À }e´t{µu}L2tL4x}v0}L8t L2x À }u}L2tL4x}v0}L8t L2x À }v0}L2}u}L2tL4x
and ››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1q{µ|ups1q|2upsqds1ds
›››
L2tL
4
x
À
››› ż t
0
e´pt´s
1q{µ|ups1q|2uptqds1
›››
L2tL
4{3
x
À
››› ż t
0
e´pt´s
1q{µ}ups1q}2L4}uptq}L4ds
1
›››
L2t
À }u}L2tL4x
ż T
0
e´pT´s
1q{µ}ups1q}2L4ds
1 ď }u}3L2tL4x
.
(10)
These estimates imply that
}u}L2tL4x À }Sptqu0}L2tL4x `
››››
ż t
0
Spt´ sqe´s{µv0upsqds
››››
L2tL
4
x
`
››››
ż t
0
Spt´ sq
ż s
0
e´ps´s
1q{µ|ups1q|2upsqds1ds
››››
L2tL
4
x
À }Sptqu0}L2tL4x ` }u}L2tL4x}v0}L2 ` }u}
3
L2tL
4
x
.
Now, since }v0}L2 is taken arbitrarely small, (8) follows. Finally, the estimate (9) can be obtained
by analogous computations.
As a direct consequence of the global well-posedness for small data, we prove Theorem 1.4 in
the case pX,Y q “ pL2pR4q, L2pR4qq.
Proof of Theorem 1.4 for pX.Y q “ pL2pR4q, L2pR4qq. We set fptq “ Sp´tquptq. Since
}u}L2pp0,8q,L4xq ă 8,
we have
}fptq ´ fpt1q}L2 “ }Sptqpfptq ´ fpt
1qq}L2
À }u}L2ppt1,tq,L4xq}v0}L2 ` }u}
3
L2ppt1,tq,L4xq
Ñ 0, t, t1 Ñ8
Hence there exists u` :“ limtÑ8 Sp´tquptq P L
2pR4q.
For any given δ ą 0, pick t1 so that }u}L2ppt1,8q,L4xq ă δ and then choose t large enough
satisfying e´pt´t
1q}vpt1q}L2 ă δ. Then
}vptq}L2 ď e
´pt´t1q}vpt1q}L2 `
ż t
t1
e´pt´sq}upsq}2L4ds
ď e´pt´t
1q}vpt1q}L2 ` }u}
2
L2ppt1,tq,L4xq
ă 2δ.
This implies that vptq Ñ 0 as tÑ8, which concludes the proof.
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2.2 H1pR4q ˆH1pR4q theory
We start with a simple remark regarding Theorem 1.1: from its proof (see [6]), it is standard to
show the following blow-up alternative: putting
T˚ “ suptT ą 0 : pu, vq P Cpr0, T s;H
1pR4q ˆH1pR4qqu,
then
T˚ ă `8 ñ lim
TÑT˚
´
}∇u}L8T L2x ` }u}L2TW
1,4
x
` }v}L8T H1x
¯
“ `8.
Notice that }u}L2 is conserved by the flow of the Schrödinger-Debye system. By (3),
}v}L8
T
L2x
ď }v0}L2 `
ż T
0
e´pT´sq}upsq2}L2ds ď }v0}L2 ` }u}
2
L2
T
L4x
, T ă T˚,
and
}∇v}L8T L2x ď }∇v0}L2 `
ż T
0
e´pT´sq}upsq∇upsq}L2ds
ď }∇v0}L2 `
ż T
0
}upsq}L4}∇upsq}L4ds
ď }∇v0}L2 ` }∇u}L2
T
L4x
}u}L2
T
L4x
.
Therefore, we may express the blow-up alternative exclusively in terms of u:
T˚ ă `8ñ lim
TÑT˚
´
}∇u}L8
T
L2x
` }u}
L2TW
1,4
x
¯
“ `8. (11)
Using this fact, we will show the following result:
Proposition 2.1 (Global existence for small initial data in dimension d “ 4). There exists
ǫ0 ą 0 such that, if }u0}H1 ` }v0}H1 ă ǫ ă ǫ0, the solution puptq, vptqq given by Theorem 1.2 is
global in time and
}u}L8pp0,8q,H1xq ` }u}L2pp0,8q,W 1,4x q ď 2ǫ.
In order to show Proposition 2.1, we begin by proving some a priori estimates:
Lemma 2.2. Let u0, v0 P H
1pR4q and puptq, vptqq the corresponding solution given by Theorem
1.2. Then, for any T ă T˚,
}∇u}L2
T
L4x
` }∇u}L8T L2x À }∇u0}L2 ` }v0}L4x}u}L8TH1x ` }v0}H1}u0}L2 ` }∇u}L2TL4x}u}
2
L2TL
4
x
.
Proof. Differentiating (4),
∇uptq “ Sptq∇u0 ` i
ż t
0
Spt´ sqe´spupsq∇v0 ` v0∇upsqqds
` 2iλ
ż t
0
Spt´ sq
ż s
0
e´ps´s
1qRep∇ups1qups1qqupsqds1
` iλ
ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2∇upsqds1ds. (12)
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For pq, rq “ p2, 4q, p8, 2q, we have }Sptq∇u0}Lq
T
Lrx
À }∇u0}L2 and
››› ż t
0
Spt´ sqe´spupsq∇v0 ` v0∇upsqqds
›››
L
q
T
Lrx
À }e´tp∇v0u` v0∇uq}L2TL
4{3
x
À }v0}L2}u}L2
T
W
1,4
x
` }u}L8
T
L4x
}v0}H1 .
Moreover,
››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2∇upsqds1ds
›››
L
q
T
Lrx
À
››› ż t
0
e´pt´s
1q|ups1q|2∇uptqds1
›››
L2
T
L
4{3
x
À
››› ż t
0
e´pt´s
1q}ups1q}2L4}∇uptq}L4ds
1
›››
L2
T
À }u}2L2
T
L4x
}∇u}L2TL4x ,
and ››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1q
∇ups1qups1qupsqds1ds
›››2
L
q
T
Lrx
À
››› ż s
0
e´ps´s
1q
∇ups1qups1qupsqds1
›››2
L2
T
L
4{3
x
À
ż T
0
›››upsq´ ż s
0
e´ps´s
1q
∇ups1qups1q}ds1
¯›››2
L4{3
ds
À
ż T
0
}upsq}2L4
´ ż s
0
e´ps´s
1q}∇ups1q}L4}ups
1q}L4ds
1
¯2
ds
À
´ ż T
0
}∇ups1q}L4}ups
1q}L4ds
1
¯2 ż T
0
}upsq}2L4ds
À }∇u}2L2
T
L4x
}u}4L2
T
L4x
,
(13)
which concludes the proof.
Proof of Proposition 2.1. Putting hptq “ }u}L8TH1x ` }u}L2TW
1,4
x
, it follows from Lemma 2.2 and
(8) that
hptq ď Cp}u0}H1 ` hptq}v0}H1 ` hptq
3q,
where C is a positive constant. Therefore, choosing ǫ0 such that Cǫ0 ď
1
2
, we obtain that
hptq ď 2Cp}u0}H1 ` hptq
3q.
Thus, for }u0}H1 ă ǫ, a classical obstruction argument shows that hptq remains bounded by 2ǫ.
In view of the blow-up alternative (11), this implies that the solution is globally defined, which
completes the proof of Proposition 2.1.
As in the L2 case, the global well-posedness result implies scattering in H1pR4q ˆ H1pR4q,
thus finishing the proof of Theorem 1.4 for pX,Y q “ pH1pR4q, H1pR4qq.
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2.3 ΣpR4q ˆH1pR4q theory
Let us introduce the so-called vector field operator defined in ΣpR4q “ H1pR4q X L2p|x|dxq by
Γ “ x` it∇.
We recall that rΓ, iBt `
1
2
∆s “ 0. We begin by showing
Lemma 2.3. In the conditions of Theorem 2.1, let u0 P ΣpR
4q. If }u0}Σ ` }v0}H1 ă ǫ small
enough,
}Γpuq}L2pp0,8q,L4xq ` }Γpuq}L8pp0,8q,L2xq À }u0}Σ ` }v0}H1 .
Proof. From (1), putting w “ Γpuq,
iwt `∆w “ Γpuvq “ xuv ` itpu∇v ` v∇uq “ vw ` itu∇v.
By (3),
iwt `∆w “ vw ` ite
´tu∇v0 ` ituλ
ż t
0
e´pt´sq∇|upsq|2ds
“ vw ` ite´tu∇v0 ` iuλ
ż t
0
pt´ sqe´pt´sq∇|upsq|2ds
`iuλ
ż t
0
se´pt´sq∇|upsq|2ds
“ ite´tu∇v0 ` vw ` iuλ
ż t
0
pt´ sqe´pt´sq∇|upsq|2ds
`uλ
ż t
0
e´pt´sq
´
Γp|upsq|2q ´ x|upsq|2
¯
ds
“ iEp´tqu∇v0 ` vw ` iuλ
ż t
0
Ep´pt´ sqq∇|upsq|2ds
`uλ
ż t
0
e´pt´sq
´
uw ´ uw
¯
ds
:“ N1px, tq `N2px, tq `N3px, tq `N4px, tq,
where we have put Eptq “ ´tet and used the identity
is∇puuq “ is∇uu` isu∇u “ upΓpuq ´ xuq ` up´Γpuq ` xuq “ uw ´ uw.
In integral form, we obtain
wpx, tq “ Sptqw0pxq `
4ÿ
i“1
ż t
0
Spt´ sqNipx, sqds. (14)
For pq, rq “ p2, 4q, p8, 2q, the homogeneous Strichartz estimate yields
}Sptqw0}Lq
T
Lrx
À }w0}L2 À }xu0}L2 ` }u0}H1 .
Note that Ep´tq is bounded in r0,`8r, lim
tÑ8
Ep´tq “ 0 and
ż t
0
Ep´pt´sqqds “ 1´pt`1qe´t,
which remains bounded as tÑ8. Hence››››
ż t
0
Spt´ sqN1px, sqds
››››
L
q
TL
r
x
À }u∇v0}L2
T
L
4{3
x
À }u}L2
T
L4x
}v}L8T L2x .
8
Also, ››› ż t
0
Spt´ sqN2px, sqds
›››
L
q
TL
r
x
À }vw}
L2
T
L
4{3
x
À
´ż T
0
}wpsq}2L4}vpsq}
2
L2ds
¯ 1
2
À }v}L8T L2x |w}L2TL4x .
Following the steps of estimate (13),
››› ż t
0
Spt´ sqN3px, sqds
›››
L
q
T
Lrx
À }∇u}L2
T
L4x
}u}2L2
T
L4x
.
Moreover, in view of (10),
››› ż t
0
Spt´ sqN4px, sqds
›››
L
q
T
Lrx
À }u}2L2TL4x
}w}L2
T
L4x
.
We finally arrive at
}Γpuq}L2TL4x ` }Γpuq}L
8
T L
2
x
À}xu0}L2 ` }u0}H1 ` }u}L2TL4x}v}L
8
T L
2
x
` }v}L8T L2x}Γpuq}L2TL4x
`}∇u}L2TL4x}u}
2
L2
T
L4x
` }u}2L2
T
L4x
}Γpuq}L2TL4x .
In view of Proposition 2.1, choosing pu0, v0q small enough such that
}u}2L2pp0,8q,L4xq ` }v}L8pp0,8q,L2xq ă
1
2
,
we obtain, as stated in Lemma 2.3,
}Γpuq}L2
T
L4x
` }Γpuq}L8
T
L2x
À }u0}Σ ` }v0}H1 , T ą 0.
Proof of Theorem 1.4 in the case pX,Y q “ pΣpR4q, H1pR4qq. The convergence (6) follows easily
from the previous lemma. The decay (7) is obtained by Gagliardo-Nirenberg’s inequality: indeed,
writing z “ e
´i|x|2
2t u, we have Γpuq “ ite
i|x|2
2t ∇z. Then, by the previous lemma,
}∇zptq}L2 “
1
t
}Γpuqptq}L2 À
}u0}Σ ` }v0}H1
t
.
Hence
}uptq}Lp “ }zptq}Lp À }zptq}
1´dp 12´
1
p q
L2
}∇zptq}
dp 12´
1
p q
L2
À
}u0}Σ ` }v0}H1
tdp
1
2
´ 1
p q
.
3 Scattering theory in dimensions d “ 2, 3
In this section, we prove Theorem 1.5. We start with the three-dimensional case.
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3.1 Proof of Theorem 1.5 in dimension d “ 3
Contrarely to the fourth dimensional case studied in the previous section, in order to obtain a
scattering result in dimension 3, we must first prove some time decay for the solutions of (1):
Proposition 3.1. Let pu0, v0q P ΣpR
3q ˆH1pR3q and puptq, vptqq the corresponding solution to
(1) given by Theorem 1.1. Then, there exists δ ą 0 such that, if }u0}Σ ` }v0}L2 ă δ,
}u}L8pp0,8q,H1xq ` }u}L
8
3 pp0,8q,W 1,4x q
ă 2δ
and, for all t ą 0,
}uptq}L4 À
1
t
3
4
.
Before proving this result, we will need the following two preliminary lemmas:
Lemma 3.2. Let pu0, v0q P H
1pR3q ˆH1pR3q and puptq, vptqq the corresponding solution to (1)
given by Theorem 1.1. Then, there exists ǫ ą 0 such that, whenever }u0}H1 ` }v0}H1 ă δ, δ
small, and, for some T ą 1,
|||u|||T :“ sup
0ătăT
ttα}uptq}L4xu ď ǫ, α ą
5
8
,
then
}u}L8T H1x ` }u}L
8
3
T
W
1,4
x
ă 2δ.
Proof. Using the Duhamel formula (4), we begin by estimating u in the Strichartz norms LqTL
r
x,
pq, rq “ p8
3
, 4q, p8, 2q:
››› ż t
0
Spt´ sqe´sv0upsqds
›››
L
q
TL
r
x
À }e´tv0uptq}
L
8
5
T L
4{3
x
À }}e´tu}L4}v0}L2}
L
8
5
T
and ››› ż t
0
Spt´ sqe´sv0upsqds
›››
L
q
T
Lrx
À }v0}L2}u}
L
8
3
T
L4x
, (15)
where we have used the Hölder inequality. Also,››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2upsqds1ds
›››
L
q
T
Lrx
À
››› ż t
0
e´pt´s
1q}ups1q}2L4}uptq}L4ds
1
›››
L
8
5
T
L4x
À }u}
L
8
3
T L
4
x
››› ż t
0
e´pt´s
1q}ups1q}2L4ds
1
›››
L4T
(16)
We now split the time interval r0;T s:››› ż t
0
e´pt´s
1q}ups1q}2L4ds
1
›››
L4p0,1q
À }u}2L8
T
L4x
À }u}2L8
T
H1x
and ››› ż t
0
e´pt´s
1q}ups1q}2L4ds
1
›››
L4p1,T q
ď
››› ż t{2
0
e´pt´s
1q}ups1q}2L4ds
1
›››
L4p1,T q
10
`
››› ż t
t{2
e´pt´s
1q}ups1q}2L4ds
1
›››
L4p1,T q
ď }u}L8
T
H1x
` |||u|||2T
››› ż t
t{2
1
s12α
ds1
›››
L4p1,T q
ď }u}L8TH1x ` |||u|||
2
T
´ ż T
1
1
t4p2α´1q
dt
¯4
and this last integral is bounded for α ą 5
8
. Hence,
››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2upsqds1ds
›››
L
q
TL
r
x
À }u}
L
8
3
T L
4
x
p}u}2L8TH1x
` |||u|||2T q.
Combining this last inequality with (15), we obtain
}u}LqTLrx À }u0}L2 ` }u}L
8
3
T L
4
x
p}v0}L2 ` }u}
2
L8TH
1
x
` |||u|||2T q (17)
Next, in view of (12), we estimate }∇u}Lq
T
Lrx
. As in (15),
››› ż t
0
Spt´ sqe´spupsq∇v0 ` v0∇upsqqds
›››
L
q
T
Lrx
À }∇v0}L2}u}
L
8
3
T
L4x
` }v0}L2}∇u}
L
8
3
T
L4x
.
Also, as in (16),
››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2∇upsqds1ds
›››
L
q
T
L4r
À }∇u}
L
8
3
T
L4x
p}u}2L8T H1x
` |||u|||
2
T q.
Furthermore, by Hölder,
››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1qRep∇ups1qups1qqupsqds1
›››
L
q
T
Lrx
À
›››}uptq}L4 ż t
0
e´pt´s
1q}∇ups1q}L4}ups
1q}L4ds
1
›››
L
8
5
T
À }∇u}
L
8
3
T
L4x
›››}uptq}L4´ż t
0
e´
8
5
pt´s1q}ups1q}
8
5
L4
ds1
¯ 5
8
›››
L
8
5
T
.
Now, ›››}uptq}L4´ ż t
0
e´
8
5
pt´s1q}ups1q}
8
5
L4
ds1
¯ 5
8
›››
L
8
5 p0,1q
À }u}
L
8
3
T
L4x
›››´ ż t
0
e´
8
5
pt´s1q}ups1q}
8
5
L4
ds1
¯ 5
8
›››
L4p0,1q
À }u}
L
8
3
T
L4x
}u}L8TH1x
and, similarly
›››}uptq}L4´ ż t2
0
e´
8
5
pt´s1q}ups1q}
8
5
L4
ds1
¯ 5
8
›››
L
8
5 p0,1q
À }u}
L
8
3
T L
4
x
}u}L8
T
H1x
.
Finally, using the time decay,
›››}uptq}L4´ ż t
t
2
e´
8
5
pt´s1q}ups1q}
8
5
L4
ds1
¯ 5
8
›››
L
8
5 p1,T q
À |||u|||
2
T
ż T
1
1
s
8α
5
1
s
8α
5
´1
ds À |||u|||
2
T
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for α ą 5
8
. Hence
}∇u}LqTLrx À }∇u0}L2 ` }∇v0}L2}u}L
8
3
T L
4
x
` }v0}L2}∇u}
L
8
3
T L
4
x
`
}∇u}
L
8
3
T
L4x
p}u}2L8
T
H1 ` |||u|||
2
T q ` }∇u}
L
8
3
T
L4x
p}u}2L8x H1x ` |||u|||
2
T q.
Combining this inequality with (17) and putting hpT q “ }u}L8pp0,T q,H1xq ` }u}L
8
3 pp0,T q,W 1,4x q
we
obtain, for small δ and ǫ,
hptq À δ ` hptq3,
and the Lemma is proved by using once again an obstruction argument.
Lemma 3.3. In the conditions of Lemma 3.2, if additionally xu0 P L
2pR3q and }u0}Σ`}v0}L2 ă
δ, then, for all t ď T ,
}uptq}L4 À
δ
t
3
4
.
Proof. Arguing as in the proof of Theorem 1.4 in the case pX,Y q “ pΣpR4q, H1pR4qq, we only
need to show that }Γpuq}L8
T
L2x
ă δ, which can be obtained from an a priori estimate as in Lemma
2.3. This can be easily obtained by using similar computations as in the proof of Lemma 3.2 to
estimate the L8T L
2
x norm of the right-hand-side of (14).
We are now able to show Theorem 1.5 in the case d “ 3:
Proof of Theorem 3.1. Let δ ą 0 and pu0, v0q such that }u0}Σ ` }v0}H1 ă δ. Define T
˚ “
suptT : |||u|||T ă ǫu, for a fixed ǫ ą 0 small enough as in Lemma 3.2. Our goal is to establish
that T ˚ “ `8 provided that δ ą 0 is small enough. By contradiction, we assume that T ˚ ă `8.
From the local well-posedness result, we have, for δ small enough,
|||u|||T“1 À }u}L8pp0,1q,L4xq À }u}L8pp0,1q,H1xq À }u0}H1 ` }v0}H1 À δ
which implies that |||u|||T“1 ă ǫ, hence T
˚ ą 1.
On the other hand, from Lemma 3.3, T ˚
3
4 }upT ˚q}L4 À δ. Also, by definition of T
˚ and by
continuity of t Ñ up¨, tq P L4, T ˚α}upT ˚q}L4 “ ǫ. Hence, δ Á T
˚
3
4
´α Á 1 for 5
8
ă α ă 3
4
, which
is absurd for small δ, and the proof of Theorem 1.5 for d “ 3 follows.
3.2 Proof of Theorem 1.5 in dimension d “ 2
The proof of the scattering result in dimension d “ 2 follows the lines of the three dimensional
case. However, the optimal linear asymptotic decay, for u0 P ΣpR
2q, reads
}Sptqu0}L4 „
1
t
1
2
,
hence we must prove a version of Lemma 3.2 valid for α “ 1
2
:
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Lemma 3.4. Let pu0, v0q P H
1pR2q ˆH1pR2q and puptq, vptqq the corresponding solution to (1)
given by Theorem 1.1. Then, there exists ǫ ą 0 such that, whenever }u0}H1 ` }v0}H1 ă δ, δ
small, and, for some T ą 1,
|||u|||T :“ sup
0ătăT
ttα}uptq}L4xu ď ǫ, α ą
3
8
,
then
}u}L8TH1x ` }u}L4TW
1,4
x
ă 2δ.
Unfortunately, the splitting of the time interval r0, ts into r0, t{2s and rt{2; ts will no longer pro-
vide, in this dimension, adequate estimates for the LqTL
r
x Strichartz norms pq, rq “ p4, 4q, p8, 2q
of the cubic integrals
∇
piq
ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2upsqds1ds, i “ 0, 1.
Hence, using a different technique, we will show the following Lemma, from which Lemma 3.4
and Theorem 1.5 follow:
Lemma 3.5. Let α ą 3
8
and pq, rq “ p4, 4q, p8, 2q. Then
››› ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2upsqds1ds
›››
L
q
TL
r
x
À }u}L4TL4x |||u|||
2
T
and ›››∇ ż t
0
Spt´ sq
ż s
0
e´ps´s
1q|ups1q|2upsqds1ds
›››
L
q
T
Lrx
À }u}L4
T
W
1,4
x
}u}2L8
T
H1x
` }∇u}L4
T
L4x
|||u|||
2
T .
Proof. By the inhomogeneous Strichartz estimate,
›››∇piq ż t
0
Spt ´ sq
ż s
0
e´ps´s
1q|ups1q|2upsqds1ds
›››
L
q
T
Lrx
À
›››∇piq ż s
0
e´ps´s
1q|ups1q|2upsqds1
›››
L
4
3
T
L
4
3
x
.
For i “ 0, ››› ż s
0
e´ps´s
1q|ups1q|2upsqds1
›››
L
4
3
T
L
4
3
x
ď
››› ż s
0
e´ps´s
1q}ups1q}2L4}upsq}L4ds
1
›››
L
4
3
T
ď }u}L4TL4x
››› ż s
0
e´ps´s
1q}ups1q}2L4ds
1
›››
L2T
.
We now apply the Paley-Littlewood-Sobolev inequality:››› ż s
0
e´ps´s
1q}ups1q}2L4ds
1
›››
L2
T
ď
›››e´|s| ˚ 1
|s|2α
›››
L2
|||u|||
2
T À |||u|||
2
T (18)
for 1 `
1
2
“
1
p
` 2α, p ą 1, provided e´|s| P Lp. Since it is the case for all p, the estimate (18)
holds for all α ą 1
4
.
Now, for i “ 1,›››∇ ż s
0
e´ps´s
1q|ups1q|2upsqds1
›››
L
4
3
T L
4
3
x
ď
››› ż s
0
e´ps´s
1q}ups1q}2L4}∇upsq}L4ds
1
›››
L
4
3
T
13
`
››› ż s
0
e´ps´s
1q}ups1q}L4}∇ups
1q}L4}∇upsq}L4ds
1
›››
L
4
3
T
.
The first norm can be estimated exacly as in the previous situation.
We split the second norm in two parts:››› ż s
0
e´ps´s
1q}ups1q}L4}∇ups
1q}L4}∇upsq}L4ds
1
›››
L
4
3
T
ď
››› ż s
0
e´ps´s
1q}ups1q}L4}∇ups
1q}L4}∇upsq}L4ds
1
›››
L
4
3 p0,1q
`
››› ż s
0
e´ps´s
1q}ups1q}L4}∇ups
1q}L4}∇upsq}L4ds
1
›››
L
4
3
T
p1,T q
.
On one hand, ››› ż s
0
e´ps´s
1q}ups1q}L4}∇ups
1q}L4}∇upsq}L4ds
1
›››
L
4
3 p0,1q
ď }∇u}L4
T
L4x
›››´ ż s
0
e´
4
3
ps´s1q}ups1q}
4
3
L4
¯ 3
4
}upsq}L4
›››
L
4
3 p0,1q
À }∇u}L4
T
L4x
}u}2L8T L4x
À }∇u}L4
T
L4x
}u}2L8TH1x
.
On the other hand, ››› ż s
1
e´ps´s
1q}ups1q}L4}∇ups
1q}L4}upsq}L4ds
1
›››
L
4
3 p1,T q
À }∇u}L4tL4x
›››}upsq}L4´ ż s
1
e´
4
3
ps´s1q}ups1q}
4
3
L4
¯ 3
4
›››
L
4
3 p1,T q
À }∇u}L4tL4x
›››´e´ 43 |s1| ˚ 1
|s1|
4
3
α
¯ 3
4
psq
1
sα
›››
L
4
3 p1,T q
and, by Hölder, for some 2 ă δ ă 4 to be chosen later,›››´e´ 43 |s1| ˚ 1
|s1|
4
3
α
¯ 3
4
psq
1
sα
›››
L
4
3 p1,T q
ď
›››e´ 43 |s1| ˚ 1
|s1|
4
3
α
›››
L
3δ
3δ´4
››› 1
sα
›››
Lδp1,T q
which is bounded for α ą maxt 1
δ
, 3
4
´ 1
δ
u and the lemma is proved by taking δ “ 8
3
.
4 (Modified) scattering in dimension d “ 1
In this section, we show Theorem 1.6, which states a modified scattering result in dimension
d “ 1. As stated in the introduction, we deeply rely on the ideas in [13] which, in turn, derive
from the works of Germain, Masmoudi and Shatah ([7]) concerning the space-time resonances
method.
For pu0, v0q P ΣpRq ˆH
1pRq we consider the solution pu, vq to the Cauchy problem (1). We
begin by rewriting the integral version of (1) for initial data taken at t “ 1:
upx, tq “ Spt´ 1qupx, 1q ` i
ż t
1
Spt´ squpsqvpsqds
“ Spt´ 1qupx, 1q ` i
ż t
1
Spt´ squpsq
´
e´ps´1qvpx, 1q `
ż s
1
e´ps´s
1q|ups1q|2ds1
¯
ds,
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or, putting pu˚, v˚q :“ pe
´i∆
2 up1q, evp1qq,
upx, tq “ Sptqu˚pxq ` i
ż t
1
Spt´ squpsq
´
e´sv˚pxq `
ż s
1
e´ps´s
1q|ups1q|2ds1
¯
ds. (19)
We now define the profile
fptq :“ Sp´tquptq.
The proof of Theorem 1.6 relies essentially on the following Proposition (and its proof):
Proposition 4.1. Let pu0, v0q P ΣpRq ˆH
1pRq and pu, vq the solution to (1) given by Theorem
3.2. Then, putting
}u}YT :“ }t
1
2u}L8
T
L8x
` }t´αu}L8T H1x ` }t
´αxf}L8T L2x ` }u}L8T L2x ,
for all T ą 0,
}u}YT À }u˚}Σ ` }v˚}H1}u}YT ` }u}
3
YT
.
Proof. By applying Sp´tq to (19) and taking the Fourier transform,
fˆpξq “ uˆ˚ ` i
ż t
1
e´i
1
2
ξ2se´s {upsqv˚pxqpξqds` i ż t
1
ż s
1
e´i
1
2
ξ2se´ps´s
1q {|ups1q|2upsqpξqds1ds,
that is
fˆpξq “ uˆ˚ ` i
ż t
1
e´i
1
2
ξ2se´s
ż
uˆpξ ´ η, sqvˆ˚pηqdηds
`i
ż t
1
ż s
1
ĳ
e´i
1
2
ξ2se´ps´s
1quˆpσ, s1quˆpσ ´ η, s1quˆpξ ´ η, sqdηdσds1ds
“ uˆ˚ ` i
ż t
1
ż
e´i
1
2
pξ2´pξ´ηq2qse´sfˆpξ ´ η, sqvˆ˚pη, sqdηds
`i
ż t
1
ż s
1
ĳ
eiφe´ps´s
1qfˆpσ, s1qfˆpσ ´ η, s1qfˆpξ ´ η, sqdηdσds1ds,
(20)
where
φ “ φpξ, η, σq “ ´ 1
2
pξ2s` σ2s1 ´ pσ ´ ηq2s1 ` pξ ´ ηq2sq
“ ηpσ ´ ξqs` pση ´ 1
2
η2qps´ s1q.
Finally, putting
F ps, ξ, σ, ηq “
ż s
1
ei
1
2
pη2´2ησqps´s1qe´ps´s
1qfˆpσ, s1qfˆpσ ´ η, s1qfˆpξ ´ η, sqds1,
we obtain
fˆpξq “ uˆ˚ ` i
ż t
1
ż
ei
1
2
pη2´2ξηqse´sfˆpξ ´ η, sqvˆ˚pη, sqdηds
`i
ż t
1
ż s
1
ĳ
eiηpσ´ξqsF ps, ξ, σ, ηqdsdηdσ,
that is, by a change of variables in the last integral,
fˆpξq “ uˆ˚ ` i
ż t
1
ż
e
1
2
ipη2´2ξηqse´sfˆpξ ´ η, sqvˆ˚pη, sqdηds
`i
ż t
1
ż s
1
ĳ
e´iησsF ps, ξ, ξ ´ σ, ηqdsdηdσ.
(21)
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We now use these formulae to estimate the various norms appearing in } ¨ }YT .
Estimate for }t´αBxu}L8t L2x : From (19) we obtain
}Bxu}L2 ď }Bxu˚}2 `
ż t
1
e´s}Bxpuv˚q}2ds`
ż t
1
ż s
1
e´ps´s
1q}Bxpu
2ps1qupsqq}L2ds
1.
Also, ż t
1
e´s}Bxpuv˚q}2ds ď
ż t
1
e´sp}v˚}8}Bxu}2 ` }Bxv˚}2}u}8qds
À }v˚}H1
ż t
1
e´s}u}H1ds À }v˚}H1}u}YT
ż t
1
sαe´sds À }v˚}H1}u}YT .
Now, since
}Bxpu
2ps1qupsqq}L2 À }ups
1q}28}Bxupsq}L2 ` }ups
1q}8}upsq}8}Bxups
1q}L2 ,
we obtainż t
1
ż s
1
e´ps´s
1q}Bxpu
2ps1qupsqq}L2ds
1ds À
ż t
1
}Bxupsq}L2
ż s
1
e´ps´s
1q}ups1q}28ds
1ds
`
ż t
1
}upsq}8
ż s
1
e´ps´s
1q}ups1q}8}Bxups
1q}2ds
1ds
À
´ ż t
1
sα
ż s
1
e´ps´s
1qs1
´1
ds1ds`
ż t
1
s´
1
2
ż s
1
e´ps´s
1qs1α´
1
2 ds1ds
¯
}u}2YT
In order to estimate these integrals, notice that for all β P R and γ ą 0,
lim
sÑ8
şs
1
eγs
1
s1β
ds1
eγs
sβ
“
1
γ
,
hence for all β and for all s ě 1, ż s
1
eγs
1
s1β
ds1 À
eγs
sβ
. (22)
Hence, ż t
1
sα
ż s
1
e´ps´s
1qs1
´1
ds1ds`
ż t
1
s´
1
2
ż s
1
e´ps´s
1qs1α´
1
2 ds1ds À
ż t
1
sα´1ds À tα.
Finally,
}t´αBxu}L8t L2x À }Bxu˚}L2 ` }v˚}H1}u}YT ` }u}
3
YT
.
Estimate for }t´αxf}L8t L2x : From (21),
}xf}L2 “ }Bξfˆ}L2 À }Bξxu˚}L2
`
››› ż t
1
ż
Bξ
´
ei
1
2
pη2´2ξηqse´sfˆpξ ´ η, sqvˆ˚pηq
¯
dηds
›››
L2
`
››› ż t
1
ż s
1
ĳ
Bξ
´
e´iησsF ps, ξ, ξ ´ σ, ηq
¯
dsdηdσ
›››
L2
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À }xu˚}L2 `
››› ż t
1
ż ´
ei
1
2
p|ξ´η|2´ξ2qse´sfˆpξ ´ η, sqηvˆ˚pηq
¯
dηds
›››
L2
`
››› ż t
1
ż ´
ei
1
2
p|ξ´η|2´ξ2qse´syrxf spξ ´ η, sqvˆ˚pηq¯dηds›››
L2
`
››› ż t
1
ż s
1
ĳ ´
e´iησsBξF ps, ξ, ξ ´ σ, ηq
¯
dsdηdσ
›››
L2
À }xu˚}L2 ` I ` II ` III (23)
We proceed with the estimation of the three integrals in the right-hand-side of (23):
I À
›››´ ż t
1
e´sSp´sq
ż {Spsqfpξ ´ η, sqzBxv˚pη, sqdηds¯›››
L2
À
ż t
0
e´s
›››F´upsqBxv˚¯›››
L2
ds À }Bxv˚}L2
ż t
0
e´s}upsq}L8ds
À }Bxv˚}L2}u}YT
ż t
0
e´ss
1
2 ds À }Bxv˚}L2}u}YT .
Similarly,
II À
ż t
0
e´s
›››F´xfpsqv˚¯›››
L2
ds À }v˚}L2}u}YT
ż t
1
e´ssαds À }v˚}L2}u}YT .
We now estimate III. First, notice that
BξF ps, ξ, ξ ´ σ, ηq “
2i
ż s
1
ps1 ´ sqηei
1
2
pη2´2ηpξ´σqqps´s1qe´ps´s
1qfˆpξ ´ η, sqfˆpξ ´ η ´ σ, s1qfˆpξ ´ σ, s1qds1
`
ż s
1
ei
1
2
pη2´2ηpξ´σqqps´s1qe´ps´s
1qBξpfˆpξ ´ η, sqfˆpξ ´ η ´ σ, s1qfˆpξ ´ σ, s
1qqds1.
Writing η “ pξ ´ σq ´ pξ ´ σ ´ ηq,
BξF ps, ξ, ξ ´ σ, ηq “
´ 2
ż s
1
ps1 ´ sqei
1
2
pη2´2ηpξ´σqqps´s1qe´ps´s
1qfˆpξ ´ η, sqfˆpξ ´ η ´ σ, s1qyBxfpξ ´ σ, s1qds1
´ 2
ż s
1
ps1 ´ sqei
1
2
pη2´2ηpξ´σqqps´s1qe´ps´s
1qfˆpξ ´ η, sqyBxfpξ ´ η ´ σ, s1q pfpξ ´ σ, s1qds1
`
ż s
1
ei
1
2
pη2´2ηpξ´σqqps´s1qe´ps´s
1qBξpfˆpξ ´ η, sqfˆpξ ´ η ´ σ, s1qfˆpξ ´ σ, s
1qqds1
:“ G1ps, ξ, η, σq `G2ps, ξ, η, σq `G3ps, ξ, η, σq.
Now,
››› ż t
1
ĳ
e´iησsG1ps, ξ, η, σqdηdσds
›››
L2
À
››› ż t
1
ż s
1
ps1 ´ sqe´ps´s
1q
ĳ
ei
1
2
pη2´2ηpξ´σqqps´s1qe´iησsfˆpξ ´ η, sqyBxfpξ ´ η ´ σ, s1qyBxfpξ ´ σ, s1qdηdσds1ds›››
L2
.
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By redistributing the phase term, that is, observing that
pη2 ´ 2ηpξ ´ σqqps ´ s1q ´ 2σηs “ ´ξ2s` pξ ´ ηq2s´ pξ ´ η ´ σq2s1 ` pξ ´ σq2s1,
we obtain
››› ż t
1
ĳ
e´2iησsG1ps, ξ, η, σqdηdσds
›››
L2
À
›››F ż t
1
ż s
1
ps1 ´ sqe´ps´s
1qSp´sq
”
SpsqfpsqSps1qfps1qSps1qBxfps
1qsds1ds
›››
L2
À
ż t
1
}upsq}L8
ż s
1
ps´ s1qe´ps´s
1q}ups1q}L8}Bxups
1q}L2ds
1ds
À }u}3YT
ż t
1
s´
1
2
ż s
1
e´
1
2
ps´s1qs1
´ 1
2
`α
ds1ds À }u}3YT
ż t
1
sα´1ds À tα}u}3YT
by (22), and, analogously,
››› ż t
1
ĳ
e´iησsG2ps, ξ, η, σqdηdσds
›››
L2
À tα}u}3YT .
With respect to the third integral, similar computations yield
››› ż t
1
ĳ
e´iησsG3ps, ξ, η, σqdηdσds
›››
L2
À
ż t
1
ż s
1
e´ps´s
1q}xfpsq}L2}ups
1q}2L8ds
1ds
`
ż t
1
ż s
1
e´ps´s
1q}xfps1q}L2}upsq}L8}ups
1q}L8ds
1ds
À }u}3YT
´ ż t
1
ż s
1
e´ps´s
1qs1
´1
sαds1ds`
ż t
1
ż s
1
e´ps´s
1qs1
α´ 1
2 s´
1
2 ds1ds
¯
À }u}3YT t
α.
Finally, III À }u}3YT t
α and we obtain
}xf}L2 À }xu˚}L2 ` }v˚}H1}u}YT ` }u}
3
YT
tα,
that is
}t´αxf}L8T L2x À }Bxu˚}L2 ` }v˚}H1}u}YT ` }u}
3
YT
.
Estimate for }t
1
2 u}L8t L8x : From (20), we write
fˆpξq “ uˆ˚ ` i
ż t
1
ż
e´i
1
2
pξ2´pξ´ηq2qse´sfˆpξ ´ η, sqvˆ˚pη, sqdηds
`i
ż t
1
ż s
1
ĳ
eiφe´ps´s
1qfˆpσ, s1qfˆpσ ´ η, s1qfˆpξ ´ η, sqdηdσds1ds
“ uˆ˚ ` i
ż t
1
R1pξ, sqds ` i
ż t
1
ż s
1
ĳ
eiφGps1, s, ξ, η, σqdηdσds1ds,
where
Gps1, s, ξ, η, σq “ e´ps´s
1qfˆpσ, s1qfˆpσ ´ η, s1qfˆpξ ´ η, sq,
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R1pξ, sq “
ż
e´i
1
2
pξ2´pξ´ηq2qse´sfˆpξ ´ η, sqvˆ˚pη, sqdη
and
φ “ ´ξηs`
1
2
η2s´
1
2
η2s1 ` ησs1 “ ´ξηs` ησ˜s,
with σ˜ “ 1
2s
pηps´ s1q ` 2σs1q. By performing the change of variables σ ÞÑ σ˜, we obtain
ż t
1
ż s
1
ĳ
eiφGps, ξ, η, σqdηdσds1ds
“
ż t
1
ż s
1
ĳ
eiηξse´iησs
s
s1
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯
dηdσds1ds
“
ż t
1
ż s
1
ĳ
s
s1
Fη,σpe
iηξse´iησsqF´1η,σ
´
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯¯
dη1dσ1ds1ds (24)
by Plancherel. Furthermore,
Fη,σpe
iηξse´iησsq “ Fη,σpe
´iησsqpη1 ´ ξs, σ1q “
1
2s
ei
1
2
iη1σ1
2s e´i
1
2
ξσ1 .
On the other hand,
F
´1
σ
´
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯¯
“ e´ps´s
1qfˆpξ ´ η, sqF´1σ
´
fˆ
´ s
s1
´
σ ´ η
s` s1
4s
¯
, s1qfˆ
´ s
s1
´
σ ´ η
s` s1
2s
` η
s1
s
¯¯
, s1
¯¯¯
“ e´ps´s
1qfˆpξ ´ η, sqeiσ
1η s`s
1
4s F
´1
σ
´
fˆ
´ s
s1
σ, s1
¯
fˆ
´ s
s1
σ ` η, s1
¯¯¯
“
s1
s
fˆpξ ´ η, sqeiσ
1η s`s
1
4s F
´1
σ
´
fˆpσ, s1qfˆpσ ` η, s1q
¯´s1σ1
s
, η1
¯
“
s1
s
fˆpξ ´ η, sqeiσ
1η s`s
1
4s rˇf ˚σ e
´iσηf s
´s1σ1
s
¯
“
s1
s
fˆpξ ´ η, sqeiσ
1η s`s
1
4s
ż
e´iηxfpx, s1qf
´
x´
s1σ1
s
, s1
¯
dx,
where gˇpxq “ gp´xq. Also,
F
´1
η rfˆpξ ´ η, sqe
i 1
2
σ1η s`s
1
2s e´iηxspη1q “ F´1η rfˆpξ ´ η, sqspη
1 ` σ1
s` s1
2s
´ xq
“ reiηξfˇ s
´
η1 ` σ1
s` s1
2s
´ x, s
¯
“ e
1
2
ipη1`σ1 s`s
1
2s
´xqξf
´
x´ σ1
s` s1
2s
´ η1, s
¯
Finally,
F
´1
η,σ
´
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯¯
“ e´ps´s
1q s
1
s
ż
ei
1
2
pη1`σ1 s`s
1
2s
´xqξf
´
x´ σ1
s` s1
2s
´ η1, s
¯
fpx, s1qf
´
x´
s1σ1
s
, s1
¯
dx.
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By (24),ż t
1
ż s
1
ĳ
eiφGps, ξ, η, σqdηdσds1ds
“
ż t
1
ż s
1
ĳ
1
2s1
ei
iη1σ1
4s e´
1
2
iξσ1
F
´1
η,σ
´
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯¯
dη1dσ1ds1ds
“
ż t
1
ż s
1
ĳ
1
2s1
e´
1
2
iξσ1
F
´1
η,σ
´
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯¯
dη1dσ1ds1ds
`
ż t
1
ż s
1
ĳ
1
2s1
pei
iη1σ1
2s ´ 1qe´
1
2
iξσ1
F
´1
η,σ
´
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯¯
dη1dσ1ds1ds
“
ż t
1
ż s
1
1
2s1
Gps1, s, ξ, 0, ξ
s
s1
qds1ds`
ż t
1
R2pξ, sqds
“
ż t
1
´ ż s
1
1
2s1
e´ps´s
1q
ˇˇˇ
fˆ
´ s
s1
ξ, s1
¯ˇˇˇ2
ds1
¯
fˆpξ, sqds`
ż t
1
R2pξ, sqds
where
R2pξ, sq “
ż s
1
ĳ
1
2s1
pei
iη1σ1
4s ´ 1qe´
1
2
iξσ1
F
´1
η,σ
´
G
´
s1, s, ξ, η, σ
s
s1
´ η
s´ s1
2s1
¯¯
dη1dσ1ds1
Furthermore,
|R1pξ, sq| ď }u}YT }v˚}L2e
´s
and
|R2pξ, sq| Àż s
1
1
s
e´ps´s
1q
ˇˇˇ
sin
´η1σ1
4s1
¯ˇˇˇˇˇˇ
f
´
x´ σ1
s` s1
2s
´ η1, s
¯ˇˇˇ
|fpx, s1q|
ˇˇˇ
f
´
x´
s1σ1
s
, s1
¯ˇˇˇ
ds1dη1dσ1dx
À
ż s
1
1
ss1δ
e´ps´s
1q|η1|δ|σ1|δ
ˇˇˇ
f
´
x´ σ1
s` s1
2s
´ η1, s
¯ˇˇˇ
|fpx, s1q|
ˇˇˇ
f
´
x´
s1σ1
s
, s1
¯ˇˇˇ
ds1dη1dσ1dx
for all 0 ă δ ă 1
2
. Also, observe that
|η1|δ ď
ˇˇˇ
x´ σ1
s` s1
2s
´ η1
ˇˇˇδ
`
ˇˇˇ
x´ σ1
s` s1
2s
ˇˇˇδ
ď
ˇˇˇ
x´ σ1
s` s1
2s
´ η1
ˇˇˇδ
`
´s` s1
2s1
¯δ ˇˇˇ
x´
s1
s
σ1
ˇˇˇδ
`
´
1`
s` s1
2s1
¯δ
|x|δ
and
|σ1|δ ď
´ s
s1
¯δ ˇˇˇ
x´
s1
s
σ1
ˇˇˇδ
`
´ s
s1
¯δ
|x|δ.
We now have six terms to estimate. We will only treat one of the most significant, the remaining
follow by similar computations:ż s
1
1
s1´2δs13δ
e´ps´s
1q|x|2δ
ˇˇˇ
f
´
x´ σ1
s` s1
2s
´ η1, s
¯ˇˇˇ
|fpx, s1q|
ˇˇˇ
f
´
x´
s1σ1
s
, s1
¯ˇˇˇ
ds1dxdη1dσ1
À }u}3YT
ż s
1
e´ps´s
1qs12α´3δ´1s2δ`αds1 À }u}3YT s
3α´δ´1.
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Hence, taking the time derivative of (4),
Btfˆpξ, tq “ i
´ż t
1
1
2s1
e´pt´s
1q
ˇˇˇ
fˆ
´ s
s1
ξ, s1
¯ˇˇˇ2
ds1
¯
fˆpξ, tq `
ż t
1
Rpξ, sq, (25)
|Rpξ, sq| ď |R1pξ, sq `R2pξ, sq| À }v˚}L2}u}YT e
´s ` }u}3YT s
3α´δ´1.
We can now complete the proof of the L8 estimate: fix α, β, δ ą 0 so that 3α ă δ ă 1{2 and
α ă β ă 1{4 and write
Ψpξ, tq “
ż t
1
ż s
1
1
2s1
e´ps´s
1q
ˇˇˇ
fˆ
´ s
s1
ξ, s1
¯ˇˇˇ2
ds1ds and wˆpξ, tq “ fˆpξ, tqeiΨpξ,tq.
Using the integrating factor eiΨpξ,tq in (25),
wˆt “ e
iΨpξ,tqRptξq, t ą 0.
Therefore
|fˆpξ, tq| “ |wˆpξ, tq| ď |wˆpξ, 0q| `
ż t
1
|Btwˆpξ, sq|ds ď |fˆpξ, 0q| `
ż t
1
|Rpξ, sq|ds
À }xu˚}L2 ` }v˚}L2}u}YT e
´t ` }u}3YT t
3α´δ.
Using Lemma 2.2 in [11],
}uptq}L8 ď
1
t
1
2
}fˆ}L8 `
1
t
1
2
`β
}xf}L2 À
1
t
1
2
´
}xu˚}L2 ` }v˚}L2}u}YT ` }u}
3
YT
q
and
}t
1
2 u}L8t L8x À }xu˚}L2 ` }v˚}L2}u}YT ` }u}
3
YT
, (26)
which concludes the proof of Proposition 4.1.
Proof of Theorem 1.6. From Proposition 4.1 it is straightforward, once again by an obstruction
argument, to show that }u}YT remains uniformly bounded as tÑ `8 for small initial data. The
decay rate of }u}L8 and the scattering result are then immediate consequences of the proof of
the L8 estimate (26).
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