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Abstract: The standard quantile regression model assumes a linear relationship at
the quantile of interest and that all variables are observed. These assumptions are
relaxed by considering a partial linear model with missing covariates. A weighted
objective function using inverse probability weighting can be used to remove the
potential bias caused by missing data. Estimators using parametric and nonpara-
metric estimates of the probability an observation has fully observed covariates
are examined. A penalized and weighted objective function using the nonconvex
penalties MCP or SCAD is used for variable selection of the linear terms in the
presence of missing data. Assuming the missing data problems remains a low di-
mensional problem the penalized estimator has the oracle property including cases
where p >> n. Theoretical challenges include handling missing data and partial lin-
ear models while working with a nonsmooth loss function and a nonconvex penalty
function. The performance of the method is evaluated using Monte Carlo simu-
lations and the methods are applied to model amount of time sober for patients
leaving a rehabilitation center.
Key words and phrases: Quantile regression, partial linear, missing data, inverse
probability weighting, variable selection, SCAD, MCP.
1. Introduction
Linear quantile regression, proposed by Koenker and Bassett (1978), pro-
vides an estimate of a conditional quantile without requiring any distributional
assumptions. It assumes a linear relationship between the response and the co-
variates at the quantile of interest and that all variables are fully observed. This
paper introduces an additive partial linear model that can accommodate missing
covariates. Inverse probability weighting (IPW) is used to remove potential bias
caused by missing data. The IPW framework fits nicely with quantile regression
because it does not require any distributional assumptions for the covariates or
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response. However, it does require a model for the probability an observation
has complete data. To provide flexibility the probabilities can be estimated us-
ing parametric and nonparametric methods. A weighted and penalized objective
function is proposed for variable selection of the linear covariates in the presence
of missing data.
Consider the sample {Yi,xi, zi}ni=1 with Yi ∈ R, xi = (xi1, . . . , xip)> ∈ Rp
and zi = (zi1, . . . , zid)
> ∈ Rd. The conditional quantile of Y | {x, z} for a fixed
τ ∈ (0, 1) is defined as Qτ (x, z) where Pr(Y ≤ Qτ (x, z) | x, z) = τ . This paper
considers a model where for a given value of τ Qτ (·) has a linear relationship
with x and an unknown relationship with z for the model
Yi = x
>
i β0(τ) + g0(zi, τ) + i, (1)
where Pr(i < 0 | xi, zi) = τ and g0(Zi, τ) = α0(τ) +
∑d
j=1 gj(zij , τ). All observ-
able variables, (Yi,xi, zi), are assumed to have have a marginal i.i.d., but this still
allows for common cases of i | {xi, zi} that are n.i.d. Recent work in estimat-
ing conditional quantiles in the presence of missing data (Chen, Wan and Zhou
(2015)) made a major distinction between the i.i.d. and n.i.d. errors. Section 2
includes a discussion of the philosophy on why the marginal i.i.d. assumption is
reasonable and can accommodate cases of n.i.d. errors. For model identifiability
it is assumed that E{gj(zij)} = 0 ∀j and the intercept is part of the unknown
nonlinear function. For technical simplicity it is assumed that E{xi} = 0. The
additive model for z allows for d nonlinear functions while avoiding “the curse
of dimensionality”. The intercept α0(τ), linear coefficients β0(τ) and nonlinear
function g0(z, τ) all depend on τ . For ease of notation τ will be dropped for the
rest of the article. Without loss of generality, the first q coefficients of β0 are
nonzero and the remaining p−q coefficients are zero. Formally, β0 = (β>01,0>p−q)>
with β01 ∈ Rq and 0p−q ∈ Rp−q. Let X = (x1, . . . ,xn)> be the n × p design
matrix of linear covariates and XA = (xA1 , . . . ,xAn)
> be the n× q submatrix of
the active linear covariates corresponding to the first q columns of X. The case
of fixed and increasing q and p are considered, when considering the increasing
case the covariates are indexed as qn and pn.
This paper addresses estimating (1) when a subset of {xi, zi} has values that
are not always observed and the missing at random assumption holds. Robins
et al. (1994) proposed handling the potential bias from missing data by using
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a weighted estimating equation. Estimates are derived using observations with
complete data, but the weights account for the missing observations. Weights
are assigned by using inverse probability weighting (IPW), that is, the weight for
an observation is the inverse of the probability of an observation with the same
observed variables having complete data. Thus observations similar to those with
missing data will receive larger weights.
Wang, Wang, Gutierrez and Carroll (1998) consider using the weighted ap-
proach with a local linear smoother for a generalized univariate linear model
with missing data. Liang et al. (2004) applied the IPW approach to partial
linear mean models, but assumed the nonlinear covariates were always observed.
Lipsitz et al. (1997) and Yi and He (2009) proposed IPW methods for longitu-
dinal quantile regression models with dropouts. Sherwood et al. (2013) used the
IPW approach with linear quantile regression and proposed a BIC type procedure
with a weighted objective function for model selection. Liu and Yuan (2015) pro-
posed a weighted empirical likelihood quantile regression estimator for missing
covariates that achieves semiparametric efficiency. Wei et al. (2012) presented a
multiple imputation solution for linear quantile regression. They assume the lin-
ear model holds for all quantiles and address efficiency loss, but not bias, caused
by missing covariates. Wei and Yang (2014) use multiple imputation to handle
bias caused by missing covariates in linear quantile regression. They assume a
location-scale model and limit missing covariates to those that only influence the
location. Chen, Wan and Zhou (2015) provide a thorough analysis of efficiency
using IPW with linear quantile regression. They propose three different estimat-
ing equations using IPW for linear quantile regression with missing covariates.
They estimate the weights nonparametrically and demonstrate that the estima-
tors achieve the semiparametric efficiency bound. They propose an estimating
equation approach and focused on linear quantile regression, while the methods
in this paper work directly with the objective function and relaxes the linearity
assumption.
He and Shi (1996) proposed a partial linear quantile regression model using
B-splines that did not assume an additive structure but, limited their model
to d = 2. Partial linear quantile regression has been extended to a variety of
settings including longitudinal models (He et al. (2002)), for d = 1, and varying
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coefficient models (Wang et al. (2009)), for d = 1 but p unknown functions are
estimated. Horowitz and Lee (2005) and De Gooijer and Zerom (2003) proposed
fully nonparametric additive quantile regression models.
This paper provides several new contributions. First, IPW is extended to the
partial linear quantile regression model. Second, a penalized and weighted objec-
tive function for simultaneous estimation and variable selection in the presence of
missing data is proposed. This paper includes a discussion of why it is reasonable
to assume i.i.d. variables in the presence of conditional n.i.d. errors. In addition,
it is shown that model selection consistency holds for the high dimensional case
of p >> n. Techniques used for density estimation, quantile regression, miss-
ing data, nonlinear estimation and nonconvex penalties are combined to address
these problems.
First the asymptotic behaviors of the oracle model is analyzed. That is, the
partial linear model that only includes the column vectors of XA as linear covari-
ates. Next, simultaneous estimation and variable selection for all the potential
covariates is considered by adding a nonconvex penalty function to the weighted
objective function. In this work it is assumed that the nonlinear terms are known
a priori to be part of the true model and restrict variable selection to the linear
terms. However, for the data analysis in Section 5 a weighted BIC approach is
proposed to designate variables as linear or nonlinear. The penalized objective
function uses nonconvex penalties, either the SCAD penalty (Fan and Li (2001))
or MCP (Zhang (2010)), and under standard conditions the penalized estimator
has the oracle property. That is, in the set of local minimums of the nonconvex
objective function there exists an estimator that is asymptotically as efficient as
if the true linear covariates where known a priori. Liu, et al. (2011) used the
SCAD penalty to select the linear components from an additive partial linear
mean regression model. Wu and Liu (2009) demonstrated that for linear quan-
tile regression the estimator minimizing the penalized objective function with
the SCAD penalty has the oracle property. The use of nonconvex penalties for
p >> n has been explored for linear (Wang et al. (2012)) and additive partial
linear (Sherwood and Wang (2014)) quantile regression.
The article is structured as follows. In Section 2 the additive partial linear
quantile regression model with missing linear covariates is introduced. Section
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3 focuses on a weighted and penalized objective function for model selection of
linear covariates in the presence of missing data. The finite sample size perfor-
mance of the penalized estimator is analyzed using Monte Carlo Simulations in
Section 4. In Section 5 the proposed methods are used to model amount of time
sober for patients from a rehabilitation center. In addition, Section 5 includes
a proposal for a BIC type procedure to designate whether a variable is linear
or nonlinear. Section 6 concludes the paper with a summary and discussion of
directions for future research.
2. Inverse Probability Weighting
2.1. Additive partial linear quantile regression
This section focuses on estimation of (1) assuming that it is known which
linear covariates should be included in the model. This will be insightful for
understanding the performance of the method for the low dimensional case that
does not require model selection. Understanding the asymptotics for this model
is also important for the high dimensional case because in Section 3 the oracle
model is shown with probability one to be a local minimizer of the nonconvex
penalized objective function.
Adapting the work of Stone (1985) for the partial linear quantile regres-
sion setting, B-splines are used to estimate the additive nonlinear function g(·).
Theoretical results for B-splines assume a compact support and without loss of
generality it is assumed that zij ∈ [0, 1], ∀i, j. First, two definitions are provided
to define the class of functions that can be estimated with B-splines.
Definition Let r ≡ m + v. Define Hr as the collection of functions on [0, 1]
whose mth derivative satisfy the Ho¨lder condition of order v. That is, for any
h ∈ Hr, there exist some positive constant C such that∣∣∣h(m)(z′)− h(m)(z)∣∣∣ ≤ C ∣∣z′ − z∣∣v , ∀ 0 ≤ z′, z ≤ 1. (2)
Definition Given z = (z1, . . . , zd)
>, the function g(z) belongs to the class of
nonlinear functions Gr if g(z) =
∑d
j=1 gj(zj), gj ∈ Hr and E{gj(zj)} = 0∀j.
If g0 ∈ Gr for some r > 1.5 then g0 can be approximated using B-spline basis
functions. To construct the B-splines the unit interval is partitioned into kn
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subintervals such that 0 = s0 < . . . < skn = 1. Then si, i = 0, . . . , kn, quasi-
uniform knots are used to construct Ln = kn + l normalized B-spline basis func-
tions of degree l. For a given covariate zik, let b˜(zik) = (b0(zik), . . . , bLn(zik))
>
denote the corresponding vector of B-spline basis functions of degree l, where
the l index is dropped for ease of notation. A property of B-splines is that∑Ln
j=0 bj(zik) = 1, thus to avoid collinearity when fitting models only b(zik) =
(b1(zik), . . . , bLn(zik))
> is used. Define b(zi) =
(
1, b(zi1)
>, . . . , b(zid)>
)> ∈ RdLn+1
and B = (b(z1), . . . ,b(zn))
> ∈ Rn×dLn+1 as the matrix of the basis transforma-
tions. The constant term is included because for identifiability purposes the
intercept is considered part of the unknown function g0(·). For ease of notation
and proofs the same number of internal knots is used for each nonlinear variable,
but in application the number of knots can vary between the d variables.
One benefit of B-splines is estimation of the linear and nonlinear components
can be done in a single step. Define ρτ (u) = u(τ − I(u < 0)). If all covariates
are observed consistent estimates can be obtained by(
βˆ1, ξˆ
)
= arg min
β1,ξ
n∑
i=1
ρτ (Yi − x>Aiβ1 − b(zi)>ξ), (3)
where ξ ∈ RdLn+1 is the vector of coefficients for the intercept and B-spline
basis of the nonlinear covariates. The estimator of the nonparametric function
is defined as gˆ(zi) = b(zi)
>ξˆ.
2.2. Quantile regression with missing covariates
Next, estimation of (1) is considered when a subset of the covariates have
missing values. Let li ∈ Rp+d−k be a vector of always observed covariates and
mi ∈ Rk be a vector of covariates that may contain some missing components.
While the oracle model has only q covariates we consider all p covariates for
the missing data setup and covariates in mi and li can be from xi or zi. In
other words, no relationship is assumed between the missingness and whether a
covariate has a linear or nonlinear relationship with the response or missingness
and whether a covariate is part of the true model. For each observation, an
indicator variable Ri denotes if mi is fully observed, that is, Ri = 1 if mi is fully
observed, and Ri = 0 otherwise. Let ti = (Yi, l
>
i )
> ∈ Rs, with s = p+ d− k + 1,
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which is a vector of variables that are always observed. The data is assumed to
be missing at random (MAR). That is, the probability an observation is missing
can depend on variables that are always observed, but not variables that may
have missing data. Formally,
Pr(Ri = 1 | Yi,xi, zi) = Pr(Ri = 1 | ti) ≡ pi0(ti) ≡ pii0.
A naive approach of estimating (1) in the presence missing covariates is to
fit the model using only observations with complete data. The naive estimator
is (
βˆ
N
1 , ξˆ
N
)
= argmin
(β1,ξ)
n∑
i=1
Riρτ (Yi − x>Aiβ1 − b(zi)>ξ), (4)
which estimates the model by dropping all observations with missing data. Under
the MAR assumption this estimator will be asymptotically biased.
An objective function with inverse probability weights (IPW) is proposed to
alleviate potential bias caused by missing data. The IPW method weights the ith
data point by Ri/pii0. IPW differs from the naive method by providing different
weights to records with fully observed data. The intuition behind weighting
is that for every fully observed data point with probability pii0 of being fully
observed, 1/pii0 data points with the same covariates are expected if there was
no missing data. For example, an observation with complete data and pii0 = .25 is
given the weight of four observations. This is to account for the three observations
with similar covariates that are likely to have incomplete data.
The weight 1/pii0 is often unknown and needs to be estimated. Estimating
the weights using a parametric and nonparametric model are both considered.
The parametric model assumes a general parametric relationship of
pii0 ≡ pii(ti,η0).
One example would be assuming the logistic relationship of
pii(ti,η0) =
e([1,ti]
>η0)
1 + e([1,ti]
>η0)
.
In practice pii(ti,η0) is replaced with pii(ti, ηˆ) ≡ pii(ηˆ) where ηˆ has been esti-
mated using the parametric model for Pr(Ri = 1 | ti).
Variable Selection for Additive Partial Linear Quantile Regression with Missing Covariates 8
The nonparametric approach follows the work of Wang et al. (1997) for linear
mean regression and Chen, Wan and Zhou (2015) for linear quantile regression
by using a kernel smoother (Nadaraya (1964); Watson (1964)) as an estimator
of pii0. The nonparametric estimator of pii0 is defined as
p˜ii =
∑n
j=1RjKh(ti − tj)∑n
j=1Kh(ti − tj)
. (5)
Where Kh(ν) = K(ν/h)/h
s, is a s-variate kernel function and h is the bandwidth
variable. One could have different bandwidths, h1, . . . , hs, for the s variables, but
for simplicity one bandwidth variable is used. Throughout the paper pii(ηˆ) will
denote the parametric estimate, p˜ii will denote the kernel based estimate, pˆii will
denote a general estimate that could be kernel based or parametric and pii0 will
denote the true probability observation i has complete data. The parametric
weighted quantile regression estimator is defined as
(
βˆ
P
1 , ξˆ
P
)
= argmin
β1,ξ
n∑
i=1
Ri
pii(ηˆ)
ρτ (Yi − x>Aiβ1 − b(zi)>ξ), (6)
with the estimator of the nonparametric function defined as gˆP (zi) = b(zi)
>ξˆ
P
.
Liang et al. (2004) considered a similar model for mean regression, but used a
local linear kernel method to estimate the nonlinear terms and assumed all non-
linear covariates were observed. The nonparametric weighted quantile regression
estimator is defined as(
βˆ
K
1 , ξˆ
K
)
= argmin
β1,ξ
n∑
i=1
Ri
p˜ii
ρτ (Yi − x>Aiβ1 − b(zi)>ξ), (7)
with the estimator of the nonparametric function defined as gˆK(zi) = b(zi)
>ξˆ
K
.
2.3. Asymptotic Results
To understand the asymptotic behavior of coefficients for the linear terms
requires formally defining a relationship between X and Z. Define the set Hdr ={∑d
k=1 hk(z) | hj ∈ Hr
}
and
h∗j (·) = arg inf
hj∈Hdr
n∑
i=1
E
{
fi(0 | xi, zi)(xij − hj(zi))2
}
,
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where fi(· | xi, zi) is the conditional probability density function of i | {xi, zi}
with Fi(· | xi, zi) representing the corresponding conditional cumulative distri-
bution function. Let kj(z) = E {xij | zi}, then h∗j is the weighted projection
of kj(·) into Hdr under the L2 norm, where the weights fi(0 | xi, zi) are in-
cluded to account for possibly heterogeneous errors. Furthermore, let xij be the
element of X at the ith row and the jth column. Define δij ≡ xij − h∗j (zi),
δi = (δi1, . . . , δip)
> ∈ Rp, i = 1, . . . , n and ∆n = (δ1, . . . , δn)> ∈ Rn×p. Define H
as the n× p matrix with the (i, j)th element Hij = h∗j (zi). Then X = H + ∆n,
where ∆n is the combined error and bias from estimating X with a function of
Z in the set Hdr and will be an important part of the asymptotic variance of βˆ
P
1
and βˆ
N
1 . Wang et al. (2009) used a similar setup to characterize the asymptotic
distribution of the parametric components of a quantile regression varying coef-
ficient model.
Asymptotic results are established using the following standard conditions.
Condition 1. (Conditions on the random error) The conditional probability den-
sity function of fi(· | xi, zi) is uniformly bounded away from 0 and infinity in a
neighborhood of zero, its first derivative f ′i(· | xi, zi) has a uniform upper bound
in a neighborhood of zero, for 1 ≤ i ≤ n.
Condition 2. (Conditions on the observed variables) There exist a positive con-
stant M1 such that |xij | ≤ M1, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ p. For the nonlinear
covariates zij ∈ [0, 1] ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ d. In addition, all observable
variables (Yi,xi, zi) have an independent and identical marginal distribution.
Condition 3. (Condition on the nonlinear functions) For r = m+ v > 1.5 g0 ∈
Gr and ∀ j, hj ∈ Hdr and the dimension of the internal knots is kn ≡ n1/(2r+1).
Condition 4. (Condition on the missing probability) There exists αl > 0 and
αu < 1 such that αl < pii0 < αu ∀i.
Condition 5. (Condition on parametric estimator of weights) Assume a para-
metric form for pii0 with pii0 ≡ pii(η0), pˆii ≡ pii(ηˆ) and ηˆ is the MLE of:
n∏
i=1
pii(η)
Ri(1− pii(η))(1−Ri).
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With conditions of asymptotic normality of ηˆ holding and ||∂pii(η)/∂η|| and∣∣∣∣∂2pii(η)/∂η∂η>∣∣∣∣ are bounded in a neighborhood of η0.
Condition 6. (Condition on kernel smoothing) K(·) is an order b kernel function
with compact support that satisfies the Lipschitz condition. Let ft(t), the pdf of t
that is bounded above zero and below infinity on the support of t, and pii(t) have
bounded partial derivatives with respect to t up to order b. Let b ≥ 2, h → 0,
nh2s →∞, nh2b → 0 and nhs/ ln(n)→∞.
Similar assumptions to Condition 1 and the bounded portion of Conditon
2 are presented in Koenker (2005) for the asymptotic normality of βˆ1 for linear
quantile regression with complete data. In addition Condition 2 assumes that
all observable variables have a marginal i.i.d. This assumption is discussed in
detail after Theorems 1 and 2. Condition 3 is a smoothness condition that allows
g0(·) to be well approximated by B-splines. The rate of kn from Condition 3 is
necessary for optimal rate of convergence of gˆW (·) similar to results from Stone
(1985). The upper bound from Condition 4 is necessary for there to be missing
data while the lower bound guarantees that weights do not go to infinity as
the sample size increases. Condition 5 provides that the parametric weights are
asymptotically consistent and is used to understand the asymptotic variance of
the weights. Condition 6 are standard conditons for kernel smoothing estimators
and similar to those used by Chen, Wan and Zhou (2015) and Wang et al. (1997).
Define ψτ (u) = τ − I(u < 0) and
E
{
fi(0 | xi, zi)δiδ>i
}
= Σ1, E
{
δi
1
pii(η0)
(
∂pii(η)
∂η
)>
η=η0
ψτ (i)
}
= Σ3,
E
{
ψτ (i)
2
pii(η0)
δiδ
>
i
}
= Σ2, E
{(
∂pii(η)
∂η
)
η=η0
(
∂pii(η)
∂η
)>
η=η0
1
pii(η0)(1− pii(η0))
}
= I(η0).
Let
d→ denote convergence in distribution. The first theorem is for the esti-
mators βˆ
P
and gˆ(·)P .
Theorem 1. Let Σm = Σ2 − Σ3I(η0)−1Σ>3 . If Conditions 1-5 hold then
√
n(βˆ
P
1 − β01) d→ N (0,Σ−11 ΣmΣ−11 ),
1
n
n∑
i=1
(gˆP (zi)− g0(zi))2 = Op
(
n−2/(2r+1)
)
.
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The next theorem is for the estimators βˆ
K
and gˆ(·)K . Define
Σ4 = E
{
1− pi(ti)
pi(ti)
E {δiψτ (i) | ti}E
{
δ>i ψτ (i) | ti
}}
.
Theorem 2. Let Σ˜m = Σ2 − Σ4. If Conditions 1-4 and 6 hold then
√
n(βˆ
K
1 − β01) d→ N (0,Σ−11 Σ˜mΣ−11 ),
1
n
n∑
i=1
(gˆK(zi)− g0(zi))2 = Op
(
n−2/(2r+1)
)
.
Remark 1: In both theorems estimator of g0(·) achieves the optimal rate of
convergence for an additive function provided by Stone (1985). If the true
weights are used the asymptotic distribution of the estimator of β0 changes to
N (0,Σ−11 Σ2Σ−11 ). Implying that estimating the weights reduces the variance of
an estimator. This is a common result for IPW methods and Robins et al. (1994)
discuss the intuition behind this result. It is important to note that the results
from Theorem 1 rely on a correctly specified function of the missing probabilities,
while Theorem 2 relies on Condition 6 which places restrictions on the size of s,
the dimension of the variables influencing the missing probability.
Remark 2: For p × p matrices A and B define A ≥ B and A > B if A −
B is semipositive definite or positive definite respectively. For vectors a and
b E
{
aa>
} ≥ E{ab>} (E{bb>})−1 E{ba>} (Tripathi 1999). Define a =
E
{
δiψτ (i)
√
(1− pi(ti))/pi(ti) | ti
}
and b = (∂pii(η)/∂η)η=η0
(pi(ti)(1− pi(ti)))−1/2.
Then applying the results from Tripathi (1999) Σ3I(η0)
−1Σ>3 ≤ Σ4 and thus
Σ˜m ≤ Σm. Therefore even when the parametric model holds the estimator
βˆ
K
1 is asymptotically at least as efficient as βˆ
P
1 with equality holding only if
a = E
{
ab>
} (
E
{
bb>
})−1
b (Lavergne (2008)). This result is similar to results
found when using IPW to handle missing covariates with partial linear mean
models (Liang, Wang, Robins and Caroll (2004)) and linear quantile regression
models (Chen, Wan and Zhou (2015)).
Remark 3: Chen, Wan and Zhou (2015) made distinctions between the i.i.d.
and n.i.d. errors because the kernel smoothing methods require Yi to be i.i.d.
They were concerned about this assumption holding when i are n.i.d. This is in
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contrast to Condition 2 which directly assumes Yi is i.i.d. The following outlines
why this assumption can hold for many cases of n.i.d. errors such as the location
scale model. Consider the location scale model
Yi = αc0 + x
>
i βc0 +
d∑
j=1
gjc(zij) +
αs0 + x>i βs0 + d∑
j=1
gjs(zij)
ωi, (8)
where αs0, gjs(zij) and the elements of xi and βs0 are all non-negative. In addition
ωi is an i.i.d. random variable from distribution F with quantile function F
−1
ω (τ),
that is Pr(ω ≤ F−1ω (τ)) = τ . Then for any τ ∈ (0, 1) model (8) generates the
quantile regression model presented in equation (1) with α0(τ) = αc0+αs0F
−1
ω (τ),
β0(τ) = βc0 +βs0F
−1
ω (τ) and gj(z, τ) = gjc(z)+gjs(z)F
−1
ω (τ). In this model the
distribution of the error terms are conditionally n.i.d. Let fY (y | X = x,Z = z)
be the conditional distribution of Y and fX,Z(x, z) be the joint distribution of
(X,Z) from model (8). Then the marginal distribution of Y is
fY (y) =
∫
x,z
fY (y | X = x,Z = z)fX,Z(x, z)dzdz. (9)
The above marginal distribution is identical for all Yi even with error terms that
are conditionally n.i.d. because the samples are independent and for any i 6= j
fYi(y | X = x,Z = z) = fYj (y | X = x,Z = z) for any {x, z}. That is the
conditional distribution of Yi and Yj remains the same if the covariates are the
same. Thus the location-scale setting allows for conditionally n.i.d. error terms
and marginal i.i.d. responses. Results presented in this paper would hold if the
location-scale model replaced the i.i.d. assumption. The results would also hold
under the weaker assumption that for any i 6= j fYi(y | X = x,Z = z) = fYj (y |
X = x,Z = z) for any {x, z}.
2.4. High Dimensional Asymptotics
Under stricter conditions the model can be extended to the high-dimensional
case. An important issue is the role of missing data in the high-dimensional data.
To avoid all observations having missing data the dimension of the covariates with
missing data mi ∈ Rk is assumed to be fixed. To simplify the modeling of the
missing mechanism the dimension of the covariates involved in the missing model
li ∈ Rs−1 also remain fixed. Thus there are pn+d−(k+s−1) covariates that are
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not part of the missing data model and these covariates can be high-dimensional,
but the covariates involved in the missing model remain low dimensional.
The most important and restrictive assumption is that the missing data prob-
lem remains a fixed dimensional problem. A potential example of this would be
a data set with genomic and clinical covariates. The clinical covariates would
have missing data with the missingness depending on fully observed clinical co-
variates. The genomics variable would be high-dimensional, fully observed and
have no relationship with the missingness.
The next section examines a nonconvex penalized objective function for si-
multaneous estimation and model selection. New conditions are required for
the high-dimensional setting, both of which are weak for the high-dimensional
setting.
Condition 7. (Conditions on the covariates) There exist positive constants M1
and M2 such that |xij | ≤ M1, ∀ 1 ≤ i ≤ n, 1 ≤ j ≤ pn and E[δ4ij ] ≤ M2,
∀ 1 ≤ i ≤ n, 1 ≤ j ≤ qn. There exist finite positive constants C1 and C2 such
that with probability one
C1 ≤ λmax
(
n−1XAX>A
)
≤ C2, C1 ≤ λmax
(
n−1∆n∆>n
)
≤ C2.
Condition 8. (Condition on model size) qn = O
(
nC3
)
for some C3 < 1/3.
The following theorem states the asymptotics for the estimators from (6) for
the high-dimensional setting.
Theorem 3. If Conditions 1, 3-5 and 7-8 hold and ||ηˆ−η0|| = Op
(
n−1/2
)
then∣∣∣∣∣∣βˆP1 − β01∣∣∣∣∣∣
2
= Op
(√
qn
n
)
,
1
n
n∑
i=1
(gˆP (zi)− g0(zi))2 = Op
(qn
n
+ n−2/(2r+1)
)
.
The next theorem presents the asymptotics for the estimators from (7) for
the high-dimensional setting.
Theorem 4. If Conditions 1, 3-4 and 6-8 hold, with pointwise convergence rate
of |p˜ii − pii0| = Op
(
hb + (hsn)−1/2
)
and uniform convergence rate of max
i
|p˜ii − pii0| =
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Op
(
hb + (lnn/hsn)1/2
)
then∣∣∣∣∣∣βˆK1 − β01∣∣∣∣∣∣
2
= Op
(√
qn
n
)
,
1
n
n∑
i=1
(gˆK(zi)− g0(zi))2 = Op
(qn
n
+ n−2/(2r+1)
)
.
Remark 1: Theorems 3 and 4 are generalizations of Theorems 1 and 2.
The major restriction is that modeling of the missing probability remains a fixed
dimensional problem. The assumptions of ||ηˆ−η0|| = Op
(
n−1/2
)
and the point-
wise and uniform convergence rates for the kernel estimator are not mentioned
in Theorems 1 and 2 because they are standard rates of convergence for the fixed
dimensions case, see Theorem 2.2 of Cheng (1995) for the uniform nonparamet-
ric rate of convergence. However, for the high-dimensional case they are much
more stringent assumptions. Both conditions could be satisfied if there is a priori
knowledge about the missing data problem, such as knowing a specific subset of
the variables should be used in the missing model. Alternatively, methods with
the oracle property such as logistic regression with a SCAD or MCP penalty
could be used to achieve such a rate. To use the nonparametric approach would
require a priori knowledge or careful screening of the variables used in the model.
In the simulations presented in Section 4 a sure independence screening method
was used and results demonstrated that the weighted methods helped alleviate
bias caused by missing data in the high-dimensional case.
3. Variable Selection
3.1. Penalized Objective Function
In this section the true linear covariates are not assumed to be known a priori.
The following weighted and penalized objective function is used to rigorously
estimate some of the linear coefficients as zero while accounting for the missing
data,
n∑
i=1
Ri
pˆii
ρτ (Yi − x>i β − b(zi)>ξ) +
p∑
j=1
pλ(|βj |). (10)
The form of pˆii depends on if parametric or nonparametric weights are used.
Penalized objective functions are a popular alternative to best subset model
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selection methods such as BIC. One advantage is that penalized methods can
be more computationally efficient than best subset methods, particularly when
considering a large number of covariates. Tibshirani (1996) proposed the pop-
ular L1 penalty (LASSO), pλ(|β|) = λ|β|. However, to achieve model selection
consistency with the LASSO penalty requires strong assumptions about the re-
lationship between the active and inactive variables.(Zhao and Yu (2006)) Fan
and Li (2001) proposed the SCAD penalty, motivated by finding a penalty func-
tion that provides an estimator with the oracle property. Zhang (2010) proposed
MCP, another nonconvex penalty that has the oracle property.
The SCAD penalty has the following form
pλ(|β|) = λ|β|I(0 ≤ |β| < λ) +
aλ|β| − (β2 + λ2) /2
a− 1 I(λ ≤ |β| ≤ aλ)
+
(a+ 1)λ2
2
I(|β| > aλ), for some a > 2,
while for the MCP penalty function,
pλ(|β|) = λ
(
|β| − β
2
2aλ
)
I(0 ≤ |β| < aλ) + aλ
2
2
I (|β| ≥ aλ) , for some a > 1.
Figure 1 plots the LASSO, SCAD and MCP functions and derivatives for
λ = 1 and a = 3.7. The appeal of the nonconvex SCAD and MCP penalties is
they do not over penalize larger coefficients with the derivatives going to zero
as |β| increases. A consequence of this property is the penalty function is not
convex and therefore minimizing (10) is not a convex minimization problem and
a local minimum is not guaranteed to be a global minimum. For both penalty
functions, the tuning parameter λ controls the complexity of the selected model
and goes to zero as n increases to ∞.
The oracle estimator with parametric weights is defined as β˜
P ≡
(
βˆ
P>
,0>pn−qn
)>
where(
βˆ
P
, ξˆ
P
)
= arg min
(β1,ξ)
1
n
n∑
i=1
Ri
pii(ηˆ)
ρτ
(
Yi − x>i
(
β1
>,0>p−q
)> − b(zi)>ξ) . (11)
Let β˜
K
be the similarly defined oracle estimator using the nonparametric weights.
The oracle estimator sets to zero the coefficients for any linear covariates that do
not have a relationship with the response. This estimators are the same as the
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Figure 1: Plots of LASSO, SCAD, and MCP for λ = 1 and a = 3.7. On the left is the function pλ(|β|)
and on the right is the plot of the derivatives.
estimators from (6) and (7) which only includes the active variables and therefore
the asymptotic properties of the oracle estimators follow from Theorems 1-4. The
high-dimensional setting requires an additional condition to control how quickly
a nonzero signal can decay, this is not a concern when the dimension is fixed.
Condition 9. (Condition on the signal) There exist positive constants C4 and
C5 such that 2C3 < C4 < 1 and n
(1−C4)/2 min
1≤j≤qn
|β0j | ≥ C5.
The next two theorems state that asymptotically the oracle estimators are
equivalent to a local minimum estimator of (10) using the MCP or SCAD penalty
function.
Theorem 5. Assume Conditions 1, 3-5, 7-9 are satisfied. Let EPn (λ) be the set
of local minima of the the penalized objective function from (10) using parametric
weights and the MCP or SCAD penalty function with tuning parameter λ. Let
Ωˆ
P ≡
(
β˜
P
, ξˆ
P
)
be the oracle estimator for parametric weights. If ||ηˆ − η0|| =
Op
(
n−1/2
)
, λ = o
(
n−(1−C4)/2
)
, n−1/2qn = o(λ), n−1/2kn = o(λ) and ln(pn) =
o(nλ2) as n→∞, then
Pr
(
Ωˆ
P ∈ EPn (λ)
)
→ 1.
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Theorem 6. Assume Conditions 1, 3-4, 6-9 are satisfied. Let EKn (λ) be the set of
local minima of the the penalized objective function from (10) using nonparamet-
ric weights and the MCP or SCAD penalty function with tuning parameter λ. Let
Ωˆ
K ≡
(
β˜
K
, ξˆ
K
)
be the oracle estimator for nonparametric weights. Assume the
kernel based method has pointwise convergence of |p˜ii − pii0| = Op
(
hb + (hsn)−1/2
)
and a uniform convergence rate of max
i
|p˜ii − pii0| = Op
(
hb + (lnn/hsn)1/2
)
. If
λ = o
(
n−(1−C4)/2
)
, n−1/2qn = o(λ), n−1/2kn = o(λ), hb + (lnn/(hsn))1/2 = o(λ)
and ln(pn) = o(nλ
2) as n→∞, then
Pr
(
Ωˆ
K ∈ EKn (λ)
)
→ 1.
Theorem 6 requires an additional assumption of hb + (lnn/(hsn))1/2 = o(λ)
because of the uniform convergence rate of the kernel based estimator. Let
h = O
(
n−1/(b+s)
)
and λ = n−1/2+δ then conditions of Theorem 6 hold if δ ∈
(max(s/(2(b + s)), 1/(2r + 1), C3), C4/2), note C4/2 > C3 by Condition 9 and
C4 > 1/2, which is allowed by Condition 9, will gurantee that C4/2 > 1/(2r+ 1)
as r > 1.5 by Condition 3 and that C4 > 2/(2(b+ s)) by Condition 6. Then the
conditions are satisfied if pn = exp(n
δ), thus allowing for exponential growth of
the potential linear variables.
The results are about local minimizers because the objective function is
nonconvex. These results hold for fixed dimensions under the conditions stated
in Theorem 1 and 2. Rates for λ can be simplified to n−1/2kn = o(λ) and hb +
(lnn/(hsn))1/2 = o(λ), with the last rate only required when using nonparametric
weights. The penalized objective function, using either SCAD or MCP, can
be represented as a difference of convex functions. Tao and An (1997) present
sufficient conditions for local optimization of the difference of convex functions.
The strategy used in the proofs of Theorem 5 and 6 is to show that asymptotically
the oracle estimator satisfies the sufficient conditions presented by Tao and An
(1997) to be a local minimizer of (10). Proofs are provided in the appendix and
in the supplementary material.
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4. Simulation studies
4.1. Solving the Penalized Estimator
The weighted and penalized estimators are computed using the local linear
approximation (LLA) algorithm (Zou and Li (2008)). Instead of directly solving
(10) it is approximated with a sequence of convex objective functions(
βˆ
t
, ξˆ
t
)
= arg min
(β,ξ)
{
n−1
n∑
i=1
Ri
pˆii
ρτ (Yi − x>i β − b(zi)>ξ) +
pn∑
j=1
p′λ
(
|βˆt−1j |
)
|βj |
}
,
(12)
with the iteration ending once estimates (βˆ
t−1
, ξˆ
t−1
) and (βˆ
t
, ξˆ
t
) are sufficiently
close, the simulations used ||βˆt − βˆt−1||1 < 10−7. The first estimates, t = 1,
are obtained by setting βˆ
0
= 0, which is equivalent to starting with the LASSO
penalty. The partial linear algorithm provided by Sherwood and Wang (2016) is
adapted to handle the weighted objective function. The key observation is that
|u| = ρτ (u) + ρτ (−u) which allows (12) to be framed as a minimization problem
with the objective function and penalty function using the same loss function of
ρτ (·). The CRAN package “rqPen” includes an implementation of this algorithm.
(Sherwood and Maidman (2016))
4.2. Simulation Setting and Results
Monte Carlo simulations were performed to evaluate the finite sample size
performance of the proposed variable selection method. The covariates are gen-
erated by X˜ ∼ Np−1(0,Σ) where Σij = .7|i−j|, Xu ∼ U [0,
√
12], X = [X˜ Xu] ∈
Rn×p, Z1 ∼ U [0, 1] and Z2 ∼ U [−1, 1]. An upper bound of
√
12 is used for the
linear uniform variable so that it has the same variance as the standard nor-
mal variables. Define g1(z) = sin(2piz) and g2(z) = z
3. The data generating
mechanism is
Yi = xi1 − xi3 + xiu + g1(zi1) + g2(zi2) + i.
In this section results are reported for the setting where i ∼ T3, for τ = .5 and
values of p = 8 and 300. Supplementary material includes results for τ = .7 when
i ∼ (1 + xiu)ξi and ξi ∼ N (0, 1). In the simulations x1, x7 and z2 may have
missing values. Two different missing models are considered
1. logit(Pr(Ri) = 1) = 1 + 2Yi − 5xi2 + 5xi4 − 2zi1,
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2. logit(Pr(Ri) = 1) = −2 + Y 3i + x2i3.
In each setting models are fit using parametric and nonparametric weights. There
are only 3 variables with missing data and the remaining variables could be used
to model Pr(Ri = 1), while only a small number of variables actually influence
the missing behavior. A glm sure independence screen is used to select the
variables that are used in the missing model. (Fan and Song, 2010) A binomial
glm is fit for each fully observed variable then ariables that are significant after
a Bonferroni correction at the .05 level using a χ2 test are included in the final
model. When screening for the nonparametric model the fully observed variable
is transformed using a cubic B-spline with 2 internal knots.
In all simulations a weight threshold of 25 was used, that is, any estimated
weights larger than 25 are set to 25. This avoids the case of a very large weight
being assigned to one observation which typically results in poor estimators and
relates to Condition 4 which assumes that there is a lower bound to the prob-
ability that a subject would have complete data. The simulations focus on the
benefits of using the weighted approach with the SCAD penalty. Results are
reported for the estimator if all data were available (SCAD Full), an estimator
that does not use weights (SCAD Naive), an estimator using parametric weights
(SCAD P Wt) and an estimator using nonparametric weights (SCAD K Wt).
Supplementary material included results for weighted versions of the LASSO
and MCP penalty. As expected, the LASSO model tends to pick a larger model
and SCAD and MCP have similar performance.
Three hundred simulations were performed for each simulation setting. Ta-
bles 4.1-4.4 include the following statistics to summarize the results, where m
indexes the mth simulation and p is the number of linear covariates considered.
• rn: Average number of observations with complete data.
• TV: Average number of linear covariates correctly included in the model.
• FV: Average number of linear covariates incorrectly included in the model.
• True: Proportion of times the true model is exactly identified.
• Bias: ∑pj=1 ∣∣∣300−1∑300m=1 β̂mj − βj0∣∣∣.
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• MSE: 300−1∑pj=1∑300m=1 (β̂mj − βj0)2.
• AADE (Average Absolute Deviation Error): 300−1∑300m=1 n−1∑ni=1 |gˆm(zi)− g0(zi)|.
Zero to two internal knots for a cubic B-spline are considered for both non-
linear variables. Let ν = ν1 + k1n + k2n + 6 where k1n and k2n are the number of
internal knots and 6 comes from the fact that 2 cubic basis splines are used and
ν1 is the number of parametric terms included in the model. Then ν is the total
number of parameters that are estimated for a given model. Let βˆλ(k1n, k2n)
and ξˆλ(k1n, k2n) be the fits for a given λ, k1n and k2n. The combintion of λ, k1n
and k2n is selected by minimizing
QBICW (λ, k1n, k2n) = ln
(
n∑
i=1
Ri
pˆii
ρτ (Yi − x>i βˆλ(k1n, k2n)− b(zi)>ξˆλ(k1n, k2n))
)
+
ν ln(n)
2n
.
For “SCAD Naive” the weights of Ri/pˆii are replaced with Ri, while for “SCAD
Full” a full data version is used without any weights. Horowitz and Lee (2005)
proposed a similar BIC type method for a fully nonparametric additive quantile
regression model. All of the SCAD based methods use a = 3.7 as suggested by
Fan and Li (2001).
Simulations were run with sample sizes of 200, 400 and 1000. Kernel based es-
timates used Gaussian kernels and were estimated using the function kernesti.regr
from R pacakge “regpro”. (Klemla (2013)) Bandwidth selection is done by using
a suggestion made by Chen, Wan and Zhou (2015) for a simplified approach of
Sepanski et al. (1994). The bandwidth h = σˆtn
−1/(s+2), where σˆt is the es-
timated standard deviation of the covariates used in the missing model and 2
comes from the order of the Gaussian kernel. Tables 4.1 and 4.2 report results
for p=8 using missing models 1 and 2 respectively. While Table 4.3 and 4.4
report the results for p=300. Results in Tables 4.1 and 4.2 demonstrate that
there is clear bias for the small p case, p = 8. Both weighted methods reduce
the bias and for sufficiently large sample sizes provide smaller MSE and AADE.
Table 4.1 presents results when the parametric relationship for weights holds.
In keeping with Remark 1 after Theorems 1 and 2 both the parametric weights
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and nonparametric weights perform about the same even if the parametric model
holds. When the fitted parametric model is misspecified, as in the simulations
corresponding to Table 4.2, there is a clear advantage to using the kernel based
estimates. However, when considering results with heteroscedastic errors as pre-
sented in the supplementary material there are settings where the parametric
model will perform better when the parametric missing model holds. Suggesting
that there are instances where the finite sample performance of the parametric
method would be superior to the kernel based method.
Tables 4.3 and 4.4 present the case for p = 300 for the parametric and non-
parametric missing models. In Table 4.4, the case where the parametric model
is misspecified, the kernel weights provide a clear advantage. In the high dimen-
sional cases the naive method does well for model selection, but the estimated
coefficients are biased. The weighted methods reduce the bias and increase ac-
curacy for the linear and nonlinear parts of the model.
Method n rn TV(3) FV True Bias MSE AADE
SCAD Full 200 200 2.87 0.01 0.92 0.16 0.20 0.30
SCAD Full 400 400 2.98 0.00 0.99 0.04 0.04 0.20
SCAD Full 1000 1000 3.00 0.00 1.00 0.01 0.01 0.13
SCAD Naive 200 140 2.67 0.24 0.69 0.69 0.56 0.56
SCAD Naive 400 281 2.84 0.15 0.83 0.44 0.30 0.46
SCAD Naive 1000 705 2.96 0.06 0.94 0.21 0.09 0.38
SCAD P Wt 200 140 2.80 0.36 0.64 0.55 0.48 0.50
SCAD P Wt 400 281 2.95 0.12 0.87 0.22 0.16 0.39
SCAD P Wt 1000 705 3.00 0.02 0.98 0.09 0.03 0.27
SCAD K Wt 200 140 2.87 0.26 0.75 0.43 0.32 0.45
SCAD K Wt 400 281 2.94 0.12 0.88 0.27 0.16 0.36
SCAD K Wt 1000 705 2.99 0.02 0.98 0.12 0.03 0.28
Table 1: Results for  ∼ T3 with p=8 and τ = .5 when parametric missing model holds (missing data
model 1)
5. Data Analysis
The proposed methods are applied to model time sober for patients leaving a
rehabilitation center. The data is from the UIS study described in Section 1.3 of
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Method n rn TV(3) FV True Bias MSE AADE
SCAD Full 200 200 2.84 0.02 0.91 0.18 0.21 0.31
SCAD Full 400 400 2.99 0.00 0.99 0.01 0.03 0.21
SCAD Full 1000 1000 3.00 0.00 1.00 0.01 0.01 0.13
SCAD Naive 200 142 2.73 0.04 0.83 0.50 0.37 0.41
SCAD Naive 400 284 2.95 0.00 0.96 0.27 0.13 0.27
SCAD Naive 1000 706 3.00 0.00 1.00 0.21 0.02 0.20
SCAD P Wt 200 142 2.97 0.05 0.94 0.25 0.11 0.38
SCAD P Wt 400 284 3.00 0.00 1.00 0.19 0.03 0.27
SCAD P Wt 1000 706 3.00 0.00 1.00 0.21 0.02 0.20
SCAD K Wt 200 142 2.96 0.06 0.92 0.22 0.12 0.39
SCAD K Wt 400 284 3.00 0.00 1.00 0.09 0.03 0.25
SCAD K Wt 1000 706 3.00 0.00 1.00 0.11 0.01 0.16
Table 2: Results for  ∼ T3 with p = 8 and τ = .5 when nonparametric missing model holds (missing
data model 2)
Hosmer et al. (2008). The covariates consist of binary and quantitative variables.
The binary variables are: non-white race, treatment site (A or B), cocaine use and
randomized treatment assignment (long or short). The quantitative variables are:
age, Beck Depression score at admission, number of prior drug treatments and
length of stay. The sample size is 628 with 53 samples having missing data. Age,
Beck score, number of prior treatments, non-white race, cocaine use, heroin use
and IV use all have missing values. Randomized treatment, treatment site, length
of stay and time sober are fully observed. Table 5 summarizes a logistic regression
with the missing indicator as the response and the fully observed variables as the
predictors. Patients that stay longer are less likely to have missing data, which
shows the missing completely at random assumption does not hold.
A weighted quantile regression extension of BIC (Schwarz (1978)) was used
to determine if a non-binary covariate would be modeled as a linear or nonlin-
ear covariate. For a model ντ of the τth quantile define the weighted quantile
regression BIC (WQBIC) as
WQBIC(ντ ) = ln
(
n∑
i=1
Ri
pˆi
ρτ (Yi − Yˆi(ντ ))
)
+ p˜(ντ )
ln(n)
2n
, (13)
where Yˆi(ντ ) represents the fitted value of the τth quantile for the ith sample
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Method n rn TV(3) FV True Bias MSE AADE
SCAD Full 200 200 2.81 0.32 0.68 0.25 0.26 0.30
SCAD Full 400 400 2.96 0.00 0.97 0.08 0.09 0.21
SCAD Full 1000 1000 3.00 0.00 1.00 0.01 0.01 0.13
SCAD Naive 200 141 2.61 1.50 0.30 0.80 0.65 0.56
SCAD Naive 400 281 2.80 0.22 0.76 0.49 0.35 0.46
SCAD Naive 1000 704 2.95 0.06 0.94 0.23 0.12 0.39
SCAD P Wt 200 141 2.79 6.45 0.10 0.81 0.64 0.46
SCAD P Wt 400 281 2.89 2.63 0.38 0.39 0.27 0.38
SCAD P Wt 1000 704 2.99 0.50 0.77 0.11 0.04 0.27
SCAD K Wt 200 141 2.79 3.92 0.19 0.68 0.51 0.45
SCAD K Wt 400 281 2.93 0.51 0.69 0.29 0.19 0.34
SCAD K Wt 1000 704 2.99 0.02 0.98 0.12 0.03 0.29
Table 3: Results for  ∼ T3 with p = 300 and τ = .5 when parametric missing model holds (missing
data model 1)
and p˜(ντ ) is the number of coefficients estimated in model ντ . To determine if
a covariate will be included as a linear or nonlinear variable seven models are
considered, an intercept only model and six models with the covariate as the only
predictor. The six univariate predictor models are a linear model and 5 nonlinear
models, using B-splines with 0,1,2,3 or 4 internal knots. An intercept only model
is included to protect against a nonlinear model being selected by random chance.
If the linear or intercept model minimizes (13) then the covariate is included as
a linear predictor. The intercept only model indicates that the variable does
not have a strong signal, but is included for variable selection as it may be
conditionally important. Otherwise the variable is fit as a nonlinear variable using
the number of internal knots that corresponds with the model that minimizes
(13). Variables were assigned as linear or nonlinear using WQBIC for the .05 and
.95 quantiles using a naive approach and parametric and nonparametric weights.
None of the variables are selected as nonlinear at the .05 quantile, while at the
.95 quantile Beck score and length of stay are selected as nonlinear variables.
Thus suggesting that there are reasons to model each quantile separately and
not impose a global model. The designation of linear and nonlinear variables is
the same for all three methods.
To assess the proposed weighted objective function (10) the data is randomly
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Method n rn TV(3) FV True Bias MSE AADE
SCAD Full 200 200 2.86 0.34 0.69 0.16 0.21 0.30
SCAD Full 400 400 2.99 0.00 0.99 0.02 0.04 0.21
SCAD Full 1000 1000 3.00 0.00 1.00 0.00 0.01 0.13
SCAD Naive 200 141 2.68 1.30 0.32 0.61 0.44 0.41
SCAD Naive 400 282 2.92 0.06 0.90 0.29 0.13 0.29
SCAD Naive 1000 707 3.00 0.00 1.00 0.22 0.04 0.20
SCAD P Wt 200 141 2.91 3.10 0.25 0.43 0.22 0.40
SCAD P Wt 400 282 3.00 0.21 0.86 0.21 0.04 0.28
SCAD P Wt 1000 707 3.00 0.00 1.00 0.20 0.02 0.20
SCAD K Wt 200 141 2.91 3.90 0.18 0.43 0.23 0.39
SCAD K Wt 400 282 3.00 0.36 0.80 0.13 0.03 0.26
SCAD K Wt 1000 707 3.00 0.00 1.00 0.09 0.01 0.16
Table 4: Results for  ∼ T3 with p = 300 and τ = .5 when parametric missing model holds (missing
data model 2)
Estimate Std. Error z value Pr(>|z|)
(Intercept) 1.02 0.284 3.61 0.0003
Randomized Treatment (Long) 0.12 0.301 0.40 0.6893
Treatment Site (B) 0.50 0.388 1.30 0.1943
Length of Stay 0.02 0.004 4.74 0.0000
Time Sober 0.00 0.001 0.06 0.9526
Table 5: Logistic Regression Model of missingness
partitioned into a testing data set with 100 observations and a training data set
with 528 observations, with models fit for the .05 and .95 quantiles using the
training data. First, the nonlinear variables are designated using the WQBIC
approach outline in the previous paragraph. Then the data is fit using the SCAD
penalized objective function as outlined in the simulations section. In each train-
ing set we fit models using a naive approach and parametric and nonparametric
weights. The .05 and .95 conditional quantile models are then used to estimate
a 90% prediction interval for the training data set. The process was repeated
500 times, each with a new random partition of the data. The capture rate,
percentage of time the prediction interval captured the true value, and average
prediction interval lengths are reported in Table 6 with the standard deviation
of interval length reported in parentheses. The weighted methods have capture
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rates of .89, while the naive method has a capture rate of .88. All methods are
close to the expected coverage of .90 and have almost identical average interval
lengths. Similar results were found when estimating a 60% or 95% confidence in-
tervals and those results are available in the supplementary material. Even after
the variability from model selection both methods are providing consistent pre-
diction intervals. However, the proposed weighted methods are not dramatically
outperforming the naive approach. This is because the rate of missingness is low,
around 8.5%, and the missingness does not depend on the response. For the last
point one can see in Table 5 that Time Sober was the least influential variable
when modeling missingness. Even if the weighted method does not provide a
drastically different solution than the naive method it is a useful tool to check if
ignoring the missing data structure is resulting in a biased analysis.
Method Capture Rate Interval Length
Naive 0.88 468.47(89.23)
Parametric Weights 0.89 468.04(89.98)
Kernel Weights 0.89 469.59(89.28)
Table 6: Random partition 90% prediction interval results
6. Discussion
This paper investigates variable selection for partial linear quantile regres-
sion models with missing covariates. B-splines are used for estimating nonlinear
relationships with the response, IPW is used to handle bias caused by missing
covariates and a nonconvex penalty is used to perform simultaneous estimation
and variable selection. Possible extensions will be discussed here.
The theory presented considers the internal knots to be fixed values. This
ensures that the value of b(zi) does not change depending on which variables
have been observed. However, in practice sample quantiles, or other data driven
methods, are typically used to select the internal knots. Thus the B-spline used
will vary depending on if all of the data was observed or not. In the simulations
and applied analysis internal knots were estimated sample quantiles of the ob-
served values. The simulations showed that the weighted approach improves the
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accuracy of the nonlinear fits. How to optimally select the internal knots in the
presence of missing data is an interesting question that merits future research.
A challenging problem, particularly for high dimensional data, is the prob-
lem of identifying which covariates are nonlinear or linear terms. Solutions for
handling this problem for semiparametric mean regression have been proposed
by Zhang, Cheng and Liu (2011); Huang, Wei and Ma (2012); Lian, Liang and
Ruppert (2015). Linear and nonlinear terms can be included in the model by
including the original variable as a linear term and a basis spline of the original
variable as the nonlinear term. Then model selection of the linear and nonlinear
terms can be done by using a penalty for the linear terms and a group penalty for
the nonlinear terms. Extending this approach to quantile regression is an area
of research I plan on covering in depth in the future.
7. Appendix
Proofs
Definition and properties of theoretically centered basis functions
Throughout the appendix C is used to denote a positive constant which does
not depend on n and may vary from line to line. For a vector x, ‖x‖ denotes
its Euclidean norm and for a matrix A, ||A|| = √λmax(A′A) denotes its spectral
norm.
Proofs for the theorems using weights derived from kernel smoothing esti-
mates are provided because these proofs are more challenging and the parametric
proofs use similar techniques. For the sake of simplicity it is assumed that the
kernel function, K(·), is symmetric, that s = 1 and b = 2. Assuming the kernel
is symmetric and b = 2 means that the kernel is a symmetric pdf which is a
common class of kernel functions. The assumption of s = 1 is to simplify the
Taylor expansions used in results about kernel functions. In addition the proofs
typically focus on the more general case of where qn and pn can increase with
n. One exception is there is a proof for asymptotic normality from Theorem 2
because the paper does not contain an exact high-dimensional generalization of
this result. Throughout the appendix C is used to represent a generic positive
constant that can change from line to line.
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For ease of proof the B-spline basis functions are theoretically centered simi-
lar to the approach used in Xue and Yang (2006). Specifically, bj(·) from Section
2.1 is transformed by defining
wj(zik) =
√
kn
(
bj(zik)− E {bj(zik)}
E {b0(zik)}b0(zik)
)
For a given covariate zik, let w(zik) = (w1(zik), . . . , wLn(zik))
> be the vector of
basis functions, and W(zi) denote the Jn-dimensional vector
(
1,w(zi1)
>, . . . ,w(zid)>
)>
,
where Jn = dLn + 1 and W = (W(z1), . . . ,W(zn))
> ∈ Rn×Jn . Let(
βˆ
K∗
1 , γˆ
K
)
= arg min
(β1,γ)
n∑
i=1
Ri
p˜ii
ρτ (Yi − x>Aiβ1 −W(zi)>γ),
then βˆ
K∗
1 = βˆ
K
1 and gˆ
K(zi) = W(zi)
>γˆK . Thus the alternative basis for the
nonlinear terms does not alter the estimates of the linear coefficients or the
unknown additive function. To help analyze the asymptotic behavior of βˆ
K
1 ,
while accounting for the estimation of γˆK , following the techniques of He et al.
(2002), define:
Dn = diag
(
fi(0 | xi, zi)Ripi−1i0
) ∈ Rn×n,
D˜n = diag
(
fi(0 | xizi)Rip˜i−1i
) ∈ Rn×n,
W = (W(z1), . . . ,W(zn))
> ∈ Rn×Jn ,
P = W (W>D˜nW )−1W>D˜n ∈ Rn×n,
X∗ = (x∗1, . . . ,x
∗
n)
> = (In − P )XA ∈ Rn×qn ,
W 2D = W
>D˜nW ∈ RJn×Jn ,
θ1 =
√
n (β1 − β10) ∈ Rqn ,
θ2 = WD (γ − γ0) +W−1D W>DnXA(β1 − β10) ∈ RJn ,
x˜i = n
−1/2x∗i ∈ Rqn ,
W˜(zi) = W
−1
D W(zi) ∈ RJn ,
s˜i =
(
x˜>i ,W˜(zi)
)> ∈ Rqn+Jn ,
uni = W(zi)
>γ0 − g0(zi),
Qi(an) = ρτ
(
i − anx˜>i θ1 − anW˜(zi)>θ2 − uni
)
,
Es{Qi} = E {Qi | xi, zi} .
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Notice that
n∑
i=1
Ri
p˜ii
ρτ (Yi − x>Aiβ1 −W(zi)>γ) =
n∑
i=1
Ri
p˜ii
ρτ (i − x˜>i θ1 − W˜(zi)>θ2 − uni).
Defining (θˆ1, θˆ2) = arg min
(θ1,θ2)
∑n
i=1 (Ri/p˜ii) ρτ (i − x˜>i θ1 − W˜(zi)>θ2 − uni) then
θˆ1 =
√
n
(
βˆ
K
1 − β10
)
and θˆ2 = WD
(
γˆK − γ0
)
+ W−1D W
>D˜nXA(βˆ
K
1 − β10).
Define dn = qn + Jn, to simplify the notation when examining estimation for the
growing number of splines and the potentially growing number of covariates.
Lemma 1 of Chen, X., Wan, A. and Zhou, Y. (2015) is restated, which
provides a key result for working with the kernel based estimates.
Lemma 1. Assume Condition 6 holds. Assume φ(·) is a real valued function,
u1,. . . ,un are independent variables different from t1,. . . ,tn. Define fti,ui(t,u)
as the joint density of (ti,ui). For some s such that r < 1 − s−1 assume
E |φ(ti,ui)|s <∞ and sup
t
∫ |φ(ti,ui)|sfti,ui(t,u)du <∞. Then as nh2r−1 →∞
sup
t
∣∣∣∣∣ 1nh
n∑
i=1
{
K
(
ti − t
h
)
K
(
ti − t
h
)k
φ(ti,ui)− E
{
K
(
ti − t
h
)
K
(
ti − t
h
)k
φ(ti,ui)
}}∣∣∣∣∣
= Op
((
lnh−1
nh
)1/2)
.
If E {φ(ti,ui)} is continuous and twice differentiable at ti = t then for a
symmetric kernel function
sup
t
∣∣∣∣∣ 1nh
n∑
i=1
K
(
ti − t
h
)
φ(ti,ui)− f(t) 1
n
n∑
i=1
E {φ(ti,ui) | ti = t}
∣∣∣∣∣ = Op
(
h2 +
(
lnh−1
nh
)1/2)
.
Proof. See proof of Lemma 1 in supplementary material of Chen, X., Wan, A.
and Zhou, Y. (2015).
The next lemma establishes important rates for the spline basis.
Lemma 2. The spline basis vector has the following properties.
(1) E{||W(zi)||} ≤ b1
√
kn, ∀ i, for some positive constant b1 for all n sufficiently
large.
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(2) There exists some positive constants b2 and b3 such that for all n sufficiently
large E{λmin(W(zi)W(zi)T )} ≥ b2 and E{λmax(W(zi)W(zi)T )} ≤ b3.
(3) E{||W−1D ||} ≥ b4n−1/2, for some positive constant b4, for all n sufficiently
large.
(4) max
i
||W˜(zi)|| = Op
(√
kn/n
)
.
Proof. These results follow from Lemma 1 of Sherwood and Wang (2016), that
Condition 4 provides that pii0 has a uniform lower and upper bound and that the
uniform convergence rate of the kernel based estimates provides the estimated
weights will have a lower and upper bound with probability approaching one.
Proofs for the following lemmas are provided in the online supplementary
material.
Lemma 3. If Conditions 1-3 and 7-8 are satisfied, then n−1/2X∗ = n−1/2∆n +
op(1). Furthermore, n
−1X∗>D˜nX∗ = Σ1 + op(1), where Σ1 is defined in Condi-
tion 6.
Lemma 4. If the conditions of Theorem 4 hold then for any ω > 0
Pr
(
inf
||θ||=L
d−1n
n∑
i=1
Ri
p˜ii
(Qi(
√
dn)−Qi(0)) > 0
)
≥ 1− ω.
Proof of nonlinear convergence rate for Theorem 4
Proof. It follows from Lemma 4 that
∣∣∣∣∣∣WD(γˆK − γ0)∣∣∣∣∣∣ = Op (√qn + kn). From
Schumaker (1981, p.227) it follows that max
i
|uni| = O (k−rn ). Combining this
with Condition 3 then
n−1
n∑
i=1
fi(0 | xi, zi) (gˆ(zi)− g0(zi))2 = n−1
n∑
i=1
fi(0 | xi, zi)
(
W(zi)
>(γˆ − γ0)− uni
)2
≤ n−1 (γˆ − γ0)W 2D (γˆ − γ0) + Op
(
n−2r/(2r+1)
)
= Op
(qn
n
+ n−2r/(2r+1)
)
.
Proof is complete by Condition 1 which provides a uniform lower and upper
bound for fi(0 | xi, zi).
Variable Selection for Additive Partial Linear Quantile Regression with Missing Covariates 30
For βˆ
K
1 the asymptotic normality as stated in Theorem 2 is proved. The
rate of convergence from Theorem 4 is a generalization of that result for the case
of growing qn.
Proof of asymptotic normality from Theorem 2
Proof. It follows from Lemma A.4 of the supplementary material that
√
n(βˆ1
K−
β0) = (n
−1∑n
i=1 fi(0 | xi, zi)x∗ix∗i>)−1n−1/2
∑n
i=1(Ri/p˜ii)x
∗
iψτ (i) + op(1).
Using Lemma 3 for the first equality and Lemma A5 from the supplementary
material for the second
√
n(βˆ1
W − β0) = (Σ1 + op(1))−1 n−1/2
n∑
i=1
Ri
p˜ii
δiψτ (i)(1 + op(1))
= (Σ1 + op(1))
−1
[
1√
n
n∑
i=1
Ri
pii0
δiψτ (i)− 1√
n
n∑
i=1
Ri − pii0
pii0
E{δiψτ (i) | ti}
]
(1 + op(1)).
The two sums have expected values of zero. To complete the proof check the
variance of the two sums and their covariance. The variance of the first sum is
Var
{
Ri
pii0
δiψτ (i)
}
= E
{
Ri
pi2i0
δiδ
>
i ψτ (i)
2
}
= E
{
1
pii0
δiδ
>
i ψτ (i)
2
}
.
The variance of the second sum is
Var
{
Ri − pii0
pii0
E{δiψτ (i) | ti}
}
= E
{
(Ri − pii0)2
pi2i0
E{δiψτ (i) | ti}E{δ>i ψτ (i) | ti}
}
= E
{
1− pii0
pii0
E{δiψτ (i) | ti}E{δ>i ψτ (i) | ti}
}
.
For the covariance of the sums use the assumption that pii0 is known given ti and
the law of iterated expectations to get
Cov
{
Ri
pii0
δiψτ (i),
Ri − pii0
pii0
E{δiψτ (i) | ti}
}
= E
{
Ri(Ri − pii0)
pi2i0
δiψτ (i)E{δ>i ψτ (i) | ti}
}
= E
{
1− pii0
pii0
E {δiψτ (i) | ti] E{δ>i ψτ (i) | ti}
}
.
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Proof of Theorem 6.
Proof. Consider the unpenalized objective function for the oracle model
Sn(β1,γ) =
1
n
n∑
i=1
Ri
p˜ii
ρτ (Yi − x>i (β1,0p−q)−W(zi)>γ).
Define
(w¯0(zi), w¯1(zi), . . . , w¯Ln(zi), . . . , w¯(d−1)Ln+1(zi), . . . , w¯dLn(zi))
= (1, w1(zi1), . . . , wkn+l(zi1), . . . , w1(zid), . . . , wkn+l(zid)).
The new definition of w¯ allows us to easily enumerate the spline basis components
for all d nonlinear variables. Then the subgradient s (β, γ) = (s0(β, γ), . . . , sp+dLn(β, γ))
of the corresponding objective function is given by
sj(β,γ) =
τ
n
n∑
i=1
Ri
p˜ii
xijI(Yi − x>i (β1,0pn−qn)−W(zi)>γ > 0)
+
1− τ
n
n∑
i=1
Ri
p˜ii
xijI(Yi − x>i (β1,0pn−qn)−W(zi)>γ < 0)
− 1
n
n∑
i=1
Ri
p˜ii
xijai for 1 ≤ j ≤ pn,
sj(β,γ) =
τ
n
n∑
i=1
Ri
p˜ii
w¯j−(pn+1)(zi)I(Yi − x>i (β1,0pn−qn)−W(zi)>γ > 0)
+
1− τ
n
n∑
i=1
Ri
p˜ii
w¯j−(pn+1)(zi)I(Yi − x>i (β1,0pn−qn)−W(zi)>γ < 0)
− 1
n
n∑
i=1
Ri
p˜ii
w¯j−(pn+1)(zi)ai for pn + 1 ≤ j ≤ pn + Jn,
where ai = 0 if Yi − x>i (β1,0p−q)−W(zi)>γ 6= 0, and ai ∈ [τ − 1, τ ] otherwise.
For ease of notation in this proof let (βˆ, γˆ) represent the oracle estimator from
(11). Following the proof of Theorem 2.4 from Wang, Wu and Li (2012) it is
sufficient to show that with probability approaching one
sj
(
βˆ, γˆ
)
= 0, j = 1, . . . , qn or j = pn + 1, . . . , pn + dLn, (14)∣∣∣βˆj∣∣∣ ≥ (a+ 1/2)λ, j = 1, . . . , qn, (15)∣∣∣sj (βˆ, γˆ)∣∣∣ ≤ λ, j = qn + 1, . . . , pn. (16)
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Convex optimization theory immediately provides (14) holds, while (15) holds
from the assumption that n−1/2qn = o(λ),
√
q/n consistency of βˆ as stated in
Theorem 4 and Condition 9 for a lower bound on the smallest true linear signal.
Let D = {i : Yi − x>Aiβˆ1 −W(zi)>γˆ = 0}, then for j = qn + 1, . . . , pn
sj
(
βˆ, γˆ
)
=
1
n
n∑
i=1
Ri
p˜ii
xij
[
I
(
Yi − x>Aiβˆ1 −W(zi)>γˆ ≤ 0
)
− τ
]
− 1
n
∑
i∈D
Ri
p˜ii
xij(a
∗
i+(1−τ)),
where a∗i ∈ [τ − 1, τ ] such that sj(βˆ, γˆ) = 0 when i ∈ D. With probability
one (Section 2.2, Koenker, 2005), |D| = qn + Jn. Therefore by Conditions 3,
4 and 5 and the rate of λ stated in Theorem 6, n−1
∑
i∈D xij(a
∗
i + (1 − τ)) =
Op
(
(qn + dkn + 1)n
−1) = op(λ). Let Mn denote the event that max
i
|p˜ii − pii0| ≤
C
(
hb + (lnn/hsn)1/2
)
, for some positive constant C. Then by assumptions of
Theorem 6 it is sufficient to show
Pr
(
max
qn+1≤j≤pn
∣∣∣∣∣ 1n
n∑
i=1
Ri
p˜ii
xij
[
I(Yi − x>Aiβˆ1 − gˆ(zi) ≤ 0)− τ
]∣∣∣∣∣ > λ
∣∣∣∣∣Mn
)
→ 0 ∀j.
Proof of Lemma 1 (3.5) from Sherwood and Wang (2016) can be modified
to show
max
qn+1≤j≤pn
∣∣∣∣∣ 1n
n∑
i=1
Ri
pii0
xij
[
I(Yi − x>Aiβˆ − gˆ(zi) ≤ 0)− τ
]∣∣∣∣∣ = o(λ).
Recall Condition 7 provides an upper bound of |xij |. Given Mn holds Condition
4 and Condition 6 can be combined to derive an upper bound for max
i
|p˜ii|. Under
the condition of Mn holding then
max
qn+1≤j≤pn
∣∣∣∣∣ 1n
n∑
i=1
Ri
(
1
p˜ii
− 1
pii0
)
xij
[
I(Yi − x>Aiβˆ − gˆ(zi) ≤ 0)− τ
]∣∣∣∣∣
≤ C
(
max
i,j
|xij |
)(
max
i
∣∣∣∣ p˜ii − pii0p˜iipii0
∣∣∣∣) ≤ Cmaxi |p˜ii − pii0|
≤ C
(
hb + (lnn/hsn)1/2
)
= o(λ).
With the final rate coming from the assumption that
(
hb + (log n/hsn)1/2
)
=
o(λ). Therefore (14), (15) and (16) hold, completing the proof.
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