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Abstract
In this paper, a simulation framework that enables distributed numerical computing in multi-
core shared-memory environments is presented. Using multiple threads allows a single memory
image to be shared concurrently across cores but potentially introduces race conditions. Race
conditions can be avoided by ensuring each core operates on an isolated memory block. This is
usually achieved by running a different operating system process on each core, such as multi-
ple MPI processes. However, we show that in many computational physics problems, memory
isolation can also be enforced within a single process by leveraging spatial sub-division of the
physical domain. A new spatial sub-division algorithm is presented that ensures threads operate
on different memory blocks, allowing for in-place updates of state, with no message passing or
creation of local variables during time stepping. Additionally, the developed framework controls
task distribution dynamically ensuring an events based load balance. Results from fluid mechan-
ics analysis using Smoothed Particle Hydrodynamics (SPH) are presented demonstrating linear
performance with number of cores.
Key words: Parallel Simulation Framework, Multi-Core, Domain Distribution, Port Based
Programming, Smoothed Particle Hydrodynamics
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1. Introduction
Large computational physics problems have leveraged parallel algorithms implemented on
distributed computer clusters. A major limitation with distributed computing is the ’bottleneck’
associated with cross machine communication. Even with binary protocols, gigabit networks and
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well tuned libraries, such as MPI, cross-machine communication introduces significant latencies
and coordination issues. The availability of multi-core, shared-memory architectures potentially
removes some of these problems but requires that new algorithms and programming techniques
be developed.
Multi-core computing has advantages over multi-machine computing in that global memory
can be shared across cores and message passing between cores is relatively fast. However, the
multi-core environment is typically non-deterministic and thread-safety issues make the move
to multi-core a non-trivial exercise. In-machine data transfer is generally orders of magnitude
faster than external communication between machines and by taking advantage of this, multi-
core computing allows for superior synchronization between parallel operations. In addition,
multi-core environments to date are “shared-memory” and allow access to a single memory heap
from multiple active threads. This can greatly reduce the need for cross thread communication
however it introduces an issue of thread safety [1] which can have catastrophic consequences
if not handled correctly [2, 3]. There are two basic strategies to ensuring thread safety. One
technique is to place “locks” on any memory that is shared across cores, which typically slows
down the speed of computation. The alternative is to ensure that cores operate on orthogonal
blocks of memory. This can be enforced by launching different operating system processes on
each core, eg. running a different MPI process on each core. Coordination is then achieved by
passing messages between the processes, using native OS object marshalling or MPI messages.
Here we adopt a different technique, which divides the physical problem into sub-domains, and
creates tasks for each thread that are orthogonal in the “state space” of the problem. This en-
sures that each core operates on unique memory blocks. We show that this results in a “robust”
programming technique that can be applied to a wide range of computational physics problems.
Programmatic implementation of a code into a parallel environment can be greatly simpli-
fied by the use of a Concurrency platform [1]. Concurrency platforms are abstract libraries
with tools for parallel implementation and synchronization that allow a developer to avoid low
level and time consuming multi-threaded coding. There are a multitude of commercial and stan-
dardized concurrency platforms available (see Leiserson and Mirman [1] for a brief summary).
The most common of these platforms used for numerical coding is the Message Passing In-
terface (MPI) [4] which facilitates communication and synchronization on distributed memory
machines and clusters. Other platforms such as OpenMP [5] and Cilk++ [1] provide good tools
for partial parallelization of sequential codes on shared memory architectures, however are lim-
ited for ‘events based’ implementations. A particularly powerful new concurrency platform is
Microsoft’s Concurrency and Coordination Runtime (CCR) presently distributed as part of the
Microsoft Robotics Studio package [6, 7, 8]. The CCR takes a port based approach to multi-core
programming allowing events based coordination. By using the CCR as a base, the simulation
framework presented in this work represents a departure from conventional treatment of parallel
time incrementation and a more dynamic approach to spatial distribution and periodic synchro-
nization. The objective has been to develop a simulation framework which is optimized for
multi-core implementations, a topic which remains largely untreated in the published literature.
While the simulation framework which is presented in this work is applicable to a wide
range of numerical methods (finite difference, lattice Boltzmann and the discrete element method
for example), in what follows we outline it’s application to Smoothed Particle Hydrodynamics
(SPH), a meshfree Lagrangian particle method first proposed for astrophysical problems by Lucy
[9] and Gingold and Monaghan [10] and now widely applied to fluid mechanics problems [11,
12, 13, 14, 15] and continuum problems involving large deformation [15, 16] or brittle fracture
[17]. While SPH is a computationally expensive numerical method, in many circumstances the
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Figure 1: Domain decomposition.
expense can be justified by the versatility of the method and its ability to easily handle multi-
physics phenomena. Correspondingly, SPH is a perfect candidate for demonstration of a new
parallel simulation framework. In a review of SPH methodology, Liu and Liu [15] describe three
methodologies for parallel implementation of SPH; i) particle-based decomposition, ii) domain-
based decomposition and iii) operation-based decomposition. Liu and Liu present results from
a parallel implementation of SPH using operation-based decomposition while Morris et al. [18]
gives a more specific account of a domain-based decomposition applied to SPH, going into some
detail on the distribution of space and providing results for execution times on a parallel, multi-
machine cluster implementing the numerical algorithm using MPI. In this work we primarily
focus on a hybridized form of domain-based decomposition.
In what follows, we first present the development of a new algorithm for load balanced spatial
(domain) distribution. An outline of the development of the new parallel simulation framework
for multi-core computing environments is then provided. The framework is presented in a gen-
eralized manner. Finally, after briefly reviewing general SPH methodology, results from fluid
dynamics simulations implementing the SPH formulation within the new framework are pre-
sented as a demonstration of the frameworks capabilities.
2. Spatial Reasoning
Critical to any implementation of distributed computing is the methodology used to distribute
the global computational task to the local processor resources. In numerical simulation, tasks
are generally aligned with integration points on a body in space and so dividing physical space
may be used to parallelize a problem. Developing strong spatial reasoning abstractions greatly
simplifies such a computational distribution and so will be the focus of this section.
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(a) (b)
Figure 2: (a) Problem domain with SPH particle interactions across some segmenting plane (support domains are shown
for one particle from each side), (b) separated sub-domains showing the ghost region for sub-domain 1.
2.1. Traditional Domain Decomposition
Domain decomposition is perhaps the most commonly applied distribution methodology in
parallel numerical modeling. Here, some problem domain is geometrically divided into sub-
domains which can then be distributed across the available computational resources, see Fig. 1.
To maintain consistency between the resulting segmented solution and that which would have
otherwise been found given no segmentation, careful treatment of the segment plane boundaries
is critical. Update calculations for some numerical integration point will generally be functional
on a number of surrounding points to within some characteristic dimension of interaction. In first
order implementations of methods such as finite element analysis (FEA), finite difference (FD)
or lattice-Boltzmann (LB), this interaction may simply refer to any immediately adjacent nodes,
however, for a higher order method such as SPH, this dimension may extend through several
layers of adjacent particles (generally 3× initial particle spacing). The importance of this is that
when segmenting some domain, the calculation points on, and near to, the new segment plane
(particles, nodes or otherwise) must still be allowed to interact with the calculation points in the
opposite segment to within the characteristic interaction dimension, see Fig. 2 (a). As a con-
sequence, domain decomposition requires significant communication between the sub-domains
and/or some degree of zone duplication to ensure accuracy (i.e. ‘ghost’ or ‘virtual’ zones along
the segmented planes, Fig. 2 (b)).
The recognition of each sub-domain is a critical component of domain decomposition. Gen-
erally, there are two principal priorities of any segmentation algorithm; i) to determine sub-
domains which minimize the required intercommunication [19, 20], and ii) to ensure each sub-
domain has approximately equal computational expense so as to balance the numerical tasks
and optimize processor usage [20]. In many cases, sub-domains may be recalculated dynam-
ically throughout a simulation in an attempt at minimizing idle CPU time and so achieve the
best ‘load balance’. This method, however, assumes that each processor will perform identically
and will correspondingly require identical computational tasks. This can be referred to as being
predictive load balancing and has the potential to cause problems, particularly within multi-core
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Figure 3: Domain distribution.
environments where execution cores may not be exclusive to the simulation. Additionally, such
recognition algorithms can be computationally expensive.
2.2. Fine-Grained Domain Distribution
Domain decomposition is a spatial division methodology developed specifically for dis-
tributed memory systems. When memory is shared, as for multi-core, several fundamental fea-
tures of the method become redundant. That is, it is no longer necessary to generate ghost zones,
or minimize sub-domain boundaries to reduce communication4. As such, the computational
expense of a complex decomposition algorithm becomes more difficult to justify.
An alternative to generating a single sub-domain for each processor is to use a finer grained
division of space and allocate each processor multiple fine resolution sub-domains, Fig. 3. By
managing the distribution of such fine resolution sub-domains to processors in an events based
fashion, i.e. via use of a task queue, a superior events based load balance becomes possible.
Additionally, the division of space can be trivially optimized to suit a given numerical method,
for example by element or node in a grid method or by spatial hash cell in particle based methods
(see [21, 22, 23, 15]). We refer to this new approach to dividing space as fine-grained domain
distribution.
In fine-grained domain distribution, memory must be shared to avoid each sub-domain having
to maintain ‘ghost’ regions of its adjacent neighbors (Section 2.1). The allocation of sub-domains
to each processor can then be done via the simple distribution of pointers from a global list.
This, however, introduces a serious challenge with respect to thread safety resulting from inter-
domain dependencies. With the potential for adjacent sub-domains to be operated on in different
4Because with shared memory, all such information is equally accessible to each processor.
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processing threads and at different times, the state of variables becomes unpredictable and race
conditions [1] become possible. Fortunately the nature of numerical solutions to differential
equations provides an answer. For illustration purposes, looking at the simple explicit Euler
solution to some differential equation f (x) = ∂x/∂t, then at time tn+1
xtn+1 = xtn + ∆t f (xtn ) (1)
For almost all numerical methods, the determination of velocity at some integration point, i.e.
f (xtn ), will depend on the velocity at surrounding integration points to within the characteristic
dimension of interaction. As such, f (xtn ) may depend on point values both within the sub-
domain of xtn , and within any adjacent sub-domains. From (1), however, it is evident that the
actual update of x is simply a function of its previous value and its velocity. As such, by carrying
out the numerical integration in a two part process; i) determine f (xtn ) for all points, and ii)
determine the updates xtn+1 for all points, it ensures that all points are in the correct state when
that state contributes to the solution of others.
The two part process outlined here requires that the distribution of sub-domains to processor
threads be carried out twice with a synchronization point between. A framework which performs
this operation in a load balanced way is the focus of the next section.
3. Development of the Parallel Framework
The development of parallel numerical codes has traditionally been carried out on a partic-
ularly ‘case specific’ basis. Commonly, parallel functionality is fit around some existing serial
numerical solver with no need for it to be applied to any other methods. It has been our in-
tent to use a more ‘bottom-up’ approach to develop a parallel framework, applicable to a wide
variety of numerical differential equation solvers (e.g. finite element, finite difference, lattice
Boltzmann, smoothed particle hydrodynamics). By standardizing the approach to parallel code
implementation across many such methods it makes the selection of an appropriate method for a
given problem arbitrary. The result is greater versatility and an ease of cross-method interfacing
(i.e. FEA-DEM, lattice Boltzmann-DEM, SPH-FEA-DEM etc) which will enhance our ability
to solve complex future academic and industrial simulation problems.
3.1. The Concurrency and Coordination Runtime
The developed parallel numerical framework uses as its base, Microsoft’s Concurrency and
Coordination Runtime (CCR). For detailed description of the CCR see Chrysanthakopoulos and
Singh [6], Chrysanthakopoulos [7], Richter [8] and Lu et al. [24]; here we address some of the
fundamental concepts.
The CCR is a lightweight library written for C# which performs asynchronous operations
using versatile Port and Arbiter abstractions. A Port can be instantiated and have messages
posted to it via
Port<type> myPort = new Port<type>();
myPort.Post((type)message);
where the Port behaves as a first in first out (FIFO) data queue for the posted messages. By
assigning an Arbiter to the port, it is possible to control the handling of posted data in an ‘events
based’ fashion. Arbiters remain inactive until they receive data that satisfies some specified
criteria. Once such data is received, the Arbiter removes the message from the port and executes
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any handling delegate in a separate virtual thread. The CCR manages these virtual threads in
a task queue and maps them onto OS threads in an optimally load balanced fashion. A simple
receive Arbiter takes the form
Arbiter .Activate( taskQueue,
Arbiter .Receive(false, myPort, delegate(type message)
{
/// handler method to process the message
}));
The CCR provides several types of Arbiters for different circumstances
1. Receive arbiter: to handle messages on a single port,
2. Choice arbiter: chooses one of two or more available handlers to process a message, dy-
namically determined based on the message type,
3. Interleave arbiter: used to control the level of concurrency of other subset receiver groups
and allows for the finalization of the handlers,
4. Join arbiter: executes a handler delegate only once a message is present on each of two
separate ports, and
5. MultipleItemReceive arbiter: handles a predefined number of messages on a port only
once all the messages have been enqueued.
These 5 Arbiter classes account for the majority of concurrent and coordination operations that
may be required of an asynchronous program. An additional capability which is desirable for
asynchronous programming is the ability to pause a thread until some resume event occurs with-
out having to use recursive sleep commands. The CCR achieves this through a novel application
of C# iterators. The CCR’s use of iterators is covered in more detail in the next section.
3.2. Parallel Treatment of Time Stepping
Perhaps one of the more fundamental aspects of any numerical simulation framework is
the programming model by which the time-stepping is implemented. A differential equation is
solved numerically through integration at successive specific steps in time. Trivially, this time
stepping can be coded via
for (int i = 1; i < maxSteps; i++)
{
/// Numerical integration at time step i
. . .
}
When implementing a numerical solver in parallel, there are several choices as to where in the
parallel hierarchy this time-stepping occurs. This choice has significant bearing on the form of
subsequent control and synchronization methods.
Fig 4 (a) is a diagrammatic representation of a simple scatter-gather time-stepping method
with a Master time loop and parallel Slave functions (note here we denote a time loop diagram-
matically as a box with a looping arrow). During each increment, one or several functions can be
carried out asynchronously and synchronization is controlled by the master loop. This program-
ming model is common of numerical solvers implemented in OpenMP [5].
An alternative form of time stepping which can be easily implemented using CCR iterators
is represented in Fig’s 4 (b) and (c). Here, some Master thread is used only to cast off multiple
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(b)
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Figure 4: Time loop programming models for (a) master time loop with slave functions, (b) slave time loops with
common synchronization thread, and (c) slave time loops with peer-to-peer communication
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Slave time loop threads which then carry out the whole solution asynchronously. Synchroniza-
tion can be carried out at each step through some shared synchronization thread (Fig 4 (b)) or,
alternatively, via peer-to-peer communication (Fig 4 (c)). A major advantage of such a pro-
gramming model is the potential ability for 100% of the program to be executed in parallel, thus
eliminating the limitations of Amdahl’s Law (see Amdahl [25]). The challenge, however, is en-
suring that the multiple loops remain in synch with each other. For multi-core environments, the
CCR conveniently addresses this challenge.
Algorithm 1 demonstrates the code required to cast off slave iteration loops to nProcessors.
Algorithm 1 Scatter analysis to multiple threads.
/// Post an indexing value for each processor
for (int coreIndex = 0; coreIndex < nProcessors; coreIndex++)
{
mainPort.Post(coreIndex)
}
/// Spawn an iterator for each processor
Arbiter .Activate( taskQueue,
Arbiter .ReceiveWithIterator<int>(false, mainPort,
delegate(int coreIndex)
{
return explicitIntegration(coreIndex);
}));
Within this code, explicitIntegration() represents a C# iterator method which will be
executed in each of n threads and must carry out the time incrementation. An example of a
suitable form of explicitIntegration() is shown in Algorithm 2.
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Algorithm 2 Time incrementation to be executed in each thread.
/// Iterator method
public IEnumerator<ITask> explicitIntegration(int index)
{
/// Time loop
for (int step = 1; step < maxSteps; step++)
{
/// Numerical integration for the time step
. . .
/// Indicate thread completion
for (int p = 0; p < nProcessors; p++)
{
synchronizationPort[p].Post(taskCompleteFlag);
}
/// Synchronization point
yield return Arbiter .MultipleItemReceive(false,
synchronizationPort[index], nProcessors,
delegate
{
/// yield return pauses the current
/// thread until all threads have finished
/// and posted to synchronizationPort
});
}
}
Within the code of Algorithm 2, some numerical integration is carried out in the time loop
and then the loop must be paused until all other (n− 1) threads have completed similar tasks and
are ready for the next time step. This synchronization is achieved using the yield return key
words. When the yield return command is reached, the executing thread will be paused until
such time as the associated Arbiter (here Arbiter.MultipleItemReceive) receives the necessary
data on its port for it to execute. At this point the parent thread resumes and will loop to the next
time step. In Algorithm 2 we have provided a simple synchronization example where each thread
posts a taskCompleteFlag value to the n synchronizationPort ports, each corresponding to
the yield return Arbiter of one thread. When such an Arbiter has received n taskCompleteFlag
values, it indicates that all threads have completed and the next step can be commenced.
The treatment of time-stepping presented in this section represents a generalized approach
which is applicable to many numerical methods. It is evident that, for each time step, provided the
numerical integration in each thread takes identical time to complete, the program will be 100%
parallel at all times. As has been discussed in Section 2, this criteria is closely related to the
method of spatial reasoning chosen. The programmatic implementation of domain distribution
within the programming model outlined here is the focus of the next section.
3.3. Dynamic Parallel Execution Management
In Section 2.2 we indicated that the distribution of sub-domains to processor resources in
fine-grained domain distribution can be carried out in an ‘events based’ fashion. By this we mean
that, rather than initially allocating some equal number of sub-domains to each processor, it is
possible to provide each processor with a single sub-domain to operate on as it becomes available
to do so. In this way, processors which take longer to complete will simply be provided with less
tasks rather than slowing the execution and resulting in idle waste of resources. Likewise, faster
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Figure 5: Dispatch class.
CPUs are able to complete a greater proportion of the task. This can be referred to as being events
based load balancing, having obvious advantages over the predictive load balancing discussed
in Section 2.1.
The mechanism by which tasks (i.e. sub-domains) are distributed to the available processors
is the final major component of the simulation framework presented in this work. We introduce
here, the concept of a Dispatch class (Fig 5) which functions by providing a data value to any
processing thread which requests one. In the context of fine-grained domain distribution, such a
data value could be a unique pointer to a sub-domain to be processed. Each thread frame (THREAD
1, THREAD 2, THREAD 3, . . . ) in Fig 5 should be interpreted as being the numerical integration
part of the time loop from Algorithm 2. In each thread frame, a repetitive process of i) request
a value, ii) receive a value and iii) process the value occurs while the parent thread is held by
a yield return type command (i.e. Wait till...). Dispatch provides data values while they are
available. The dispatch process is then complete when all data has been distributed and control
is returned to the parent thread. The Dispatch mechanism of Fig 5 can accommodate any number
of CPUs and ensures perfect load balancing to within the process time of a single data value.
Programmatic implementation of such a mechanism can make great use of the tools provided
by the CCR. On initial glance, by using Ports and Arbiters for the sending and receipt of data val-
ues between Dispatch and the processor threads, the CCR performs many of the tasks required,
however there are some important considerations specific to numerical simulation that must be
addressed to ensure thread safety and robust execution.
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(1). Finalization
Dispatch must recognize when all data values have been distributed and spawn a
corresponding complete event. While seemingly trivial, such an operation is not
explicitly addressed by the CCR. As such, the availability of data must be program-
matically checked in Dispatch upon each receipt of a request.
(2). Completion of Data Processing
It is critical that when the dispatch process is completed and control is returned to
the parent threads, that the processing of the final data value in each thread is first
completed. CCR Arbiters execute concurrently with the thread in which they are
declared meaning both can proceed concurrently if allowed to. If the parent thread
is restarted at the point when the last data value is dispatched it would be possible to
begin the next time step before calculations on several sub-domains in the previous
time step are completed. This problem can be solved by ensuring that Dispatch
receives an unfulfilled request from each active thread before the complete event is
fired.
(3). Data Acquisition
It may be desirable for Dispatch to be receiving the data values to be distributed
during the actual distribution process. Recognition of the finalization of the dispatch
process must account for this accordingly; for example the absence of data in Dis-
patch at any point in time may not actually indicate that there is no more data to
distribute. Thus, it is also necessary for Dispatch to receive an indication that all
data has been received before firing a complete event.
(4). Message Speed
It is important to observe that even for shared memory machines, message passing
is not instantaneous and significant problems can arise from expecting otherwise.
Therefore, the message passing and handling of events between Dispatch and the
processing threads must be done based on message arrival rather than by manual
removal of data from ports.
By satisfying these four criteria, a Dispatch class developing on CCR abstractions can be
implemented within the presented numerical framework to achieve powerful execution manage-
ment and synchronization with maximum processor usage. Dispatch ‘modules’ such as the one
shown in Fig 5 can be carried out consecutively within a single time step to carry out the two
part process of Section 2.2. The form of the Dispatch mechanism guarantees that all processor
threads will be synchronized at the completion of each module. In this way such a programming
model is analogous to the common synchronization thread model of Fig 4 (b) without the cor-
responding synchronization bottleneck. The near linear scale-up of the simulation framework
using Dispatch modules for synchronization is illustrated in the results presented later.
4. Smoothed Particle Hydrodynamics
While applicable to a wide range of numerical methods, in this paper we apply the developed
programming model to an SPH simulator to demonstrate its performance. The fundamental
12
theory of SPH has been treated at length within the literature (see Monaghan [14] and Liu and
Liu [15] for comprehensive reviews on the subject). In this section we aim only to provide a brief
overview of the method for completeness and to provide context for what follows.
4.1. SPH Fundamentals
SPH relies on the ability to take some continuous ‘space’ containing a fluid5 and discretize
it into a set of disordered ‘integration points’ or ‘particles’. Those integration points are then
capable of moving with the fluid velocity in a Lagrangian sense. Actual calculation of field
variables such as density, velocity, etc at the integration points comes from a straight forward
development from the exact integral interpolant of a field
A (r) =
∫
A
(
r′
)
δ
(
r − r′) dr′ (2)
where A (r) is a field quantity at some position vector r and δ is the Dirac delta function. The
value of A (r) is determined by the integral of the field quantity A at all other points, r′, in space
(in a continuous sense).
By making the assumption that particles influence each other relative to their distance from
one another, an approximation to (8) can be made
A (r) =
∫
A
(
r′
)
W
(
r − r′, h) dr′ (3)
where W (r − r′, h) is referred to as the interpolation kernel or smoothing function and now the
influences of surrounding particles on particle r are weighted by a factor characterized by the
parameter h, generally selected as being equal to the initial particle spacing. This is illustrated
for some point in space, a, in Fig. 6.
For consistency, the kernel W typically approximates a Gaussian satisfying the conditions∫
W
(
r − r′, h) dr′ = 1 (4)
and
lim
h→0
W
(
r − r′, h) = δ (r − r′) (5)
By then discretizing the space into a finite number of disordered integration points, (3) is
approximated by the summation interpolant
AS (r) =
∑
b
mb
ρb
AbW (r − rb, h) (6)
where mb and ρb are the mass and density of the point rb and the fraction mb/ρb accounts for
the approximate volume of space each point represents to maintain consistency between the
continuous (3) and the discrete (6) forms of the field expression.
5or alternatively some solid or gas
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Figure 6: The support domain and smoothing function in 2D for some particle a.
4.2. Smoothing Function
The formulation of the smoothing function, W (r − rb, h), is of key importance to any SPH
implementation. Authors such as Liu and Liu [15] have treated the selection of different smooth-
ing functions at length with the broad criteria that such a function approximate a Gaussian and
satisfy the conditions outline above, i.e. Equations (4) and (5). Cubic, quartic and quintic spline
smoothing functions [26, 27] have all found wide usage, each having their own strengths with
respect to stability or accuracy for different classes of problem. For the work presented here we
have used a simple Gaussian with compact support [10] however the use of any other smoothing
function form would be equally applicable.
The simple Gaussian smoothing function chosen has the form
W (R, h) = αde−R
2
(7)
where for some particle at ra, R = |ra − rb| /h and αd is a factor to maintain the condition of unity
(4) and is 1/pi1/2h, 1/pih2 and 1/pi2/3h3 in one, two and three dimensions respectively.
Due to the nature of a Gaussian function, the effects of particles outside of some finite support
domain tend toward zero. For numerical efficiency it is convenient to impose a compact support
on the smoothing function where only particles within some specified bound, i.e. |ra − rb| < κh,
are considered to have non-negligible effect, see Fig. 7. The parameter κ is chosen to ensure
that an adequate number of particles reside in each support domain to ensure the error associated
with the assumption is small. κ is generally chosen as being 2 to 3 (3 in our case). κh represents
the characteristic dimension of interaction discussed above.
4.3. Numerical Implementation of SPH
Implementation of the SPH field discretization of Section 4.1 is done by applying Equation
(6) to the continuous Navier-Stokes form of the three conservation laws; conservation of mass,
14
Figure 7: The compact support imposed on an otherwise infinite Gaussian support domain.
conservation of momentum and conservation of energy. A common form of this formulation
is provided in APPENDIX I. For a complete account of the derivation from the Navier-Stokes
equations see Liu and Liu [15] or any of the references therein.
The differential rate equations in (I.1), (I.2) and (I.3) must be integrated using a numerical
integration scheme such as the Runge-Kutta [28] or the Leapfrog [29] schemes within some time
incrementation to resolve the pertinent field variables for a given analysis.
4.4. Use of Hash Tables for O (N) Interaction Detection and Spatial Division
The detection of particle-particle interactions in particle based methods contributes to a sig-
nificant proportion of the execution time as, at each time step, the proximity of particles to one
another must be reestablished. Spatial hashing [21, 22, 23, 15] is one of a class of methods (see
also tree search algorithms [30]) whose aim it is to reduce the number of possible interacting
pairs needing to be checked during this interaction detection phase. As suggested earlier, it is
convenient to additionally exploit such a spatial hashing methodology as the means by which to
divide space for parallel task distribution within the developed parallel framework. In this way,
the spatial hashing serves a dual purpose.
In spatial hashing, space is divided into hashed regions (generally square/ cubic) where points
within one region or cell are known to only interact with points existing in that, or a directly
adjacent, cell. This is illustrated in 2D in Fig. 8. The minimum side length of a cell must equal
the characteristic dimension of interaction. Referring to the example in Fig. 8, it is evident
that for any particle within cell 3,3, it is only necessary to search for interacting particles in
cell 3,3 itself and the 8 adjacent cells, rather than the entire domain. This greatly reduces the
corresponding computational expense.
The conventional programmatic methodology for managing spatial hashing cells has been to
store the cells in a linked list [21], a methodology with a significant associated overhead resulting
from the need to constantly update the list. Instead, we propose a methodology utilizing program-
matic hash tables for storage of cells (the specifics of which will be published elsewhere). Here,
each cell is given a unique key associated with its zero based i, j, k coordinate, i.e. in 3D
key = (k × ny + j) × nx + i (8)
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Figure 8: Spatial hashing. Particles in cell 3,3 can only interact with other particle in that cell or in any of the 8 adjacent
cells
where nx and ny are the maximum number of possible cells in the x and y directions respectively
(i.e. nx = 6, ny = 5 in Fig. 8). The cell can then be stored in a hash table and be indexed by
this unique key. To then determine any and all adjacent cells one need only to take the i, j and k
coordinates of the cell in question and add or subtract 1 as appropriate. This is demonstrated in
pseudo code in Algorithm 3.
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Algorithm 3 Determination of neighboring cells.
/// Initiate neighbor list
List<long> neighborsList = new List<long>();
/// Given a cell at position i, j, k
/// loop through all adjacent cells
for (int ii = -1; ii <= 1; ii++)
{
for (int jj = -1; jj <= 1; jj++)
{
for (int kk = -1; kk <= 1; kk++)
{
if (ii != 0 || jj != 0 || kk != 0)
{
/// Actual i,j,k coordinates
int a = i + ii; b = j + jj; c = k + kk;
/// Define key
long key = (c * ny + b) * nx + a;
/// Add key if the cell exists
if (key exists in Domain)
{
neighborsList.Add(key);
}
}
}
}
}
During any searching phase, the hash table can be tested to see if the contents of the neighborsList
list exist and if so they can be included in the current interaction search. Cells can be added and
removed from the hash table dynamically as particles move in and out of the corresponding
i, j, k region in the space. Correspondingly, any associated searching algorithm will be of order
O (N) and so will scale linearly with increasing particle number. The details of the specific O (N)
searching algorithm and speed tests on hash table look-ups will be presented in our work to be
published elsewhere. The O (N) performance of the scheme is illustrated in the results presented
next.
5. Results
The parallel numerical simulation framework presented in this work has been used in the
implementation of the outlined smoothed particle hydrodynamics formulation as a demonstration
of the frameworks performance. The simulations which have been carried out were performed
on a 32 bit Dell Server PE2900 with an Intel Xeon E5345 2.33 GHz processor with 2 Quad-cores
making available up to 8 execution threads. Execution speed tests were carried out on a simple
3D fluid dynamics problem, described in what follows.
5.1. Model Geometry
The common fluid dynamics problem of flow past a rigid cylinder was used as the test prob-
lem for the parallel SPH code. The dimensions of the problem are shown in Fig 9.
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Figure 9: Flow past a rigid cylinder test problem dimensions.
Table 1: Test problem particle numbers and the associated problem domain width
Approximate Particle Number Domain Width w(m)
100,000 0.001
200,000 0.002
300,000 0.003
400,000 0.004
500,000 0.005
600,000 0.006
700,000 0.007
Hexagonal close packing (hcp) [31] was used for the initial particle configuration. An initial
particle spacing of 0.0002m was used for all models while the model width, w, was varied to
control particle number. Table 1 shows the approximate particle numbers used for the 7 model
sizes and their associated widths. Each sized model was executed using 1,2,3,4,5,6,7 and 8
processors. The fluid properties were assumed to be that of water and the cylindrical obstacle
was defined using ‘virtual’ boundary particles as per Monaghan [12]. All outer surfaces of the
problem domain were assigned as being periodic boundaries (see Zhu et al [13]) and flow was
induced by a constant body acceleration in the horizontal direction.
5.2. Performance Results
The results for execution time for each of the model sizes are plotted against the correspond-
ing number of processors on a log-log plot in Fig 10. Execution time was determined as the
time for a single time step to complete, averaged across 20 time steps and including a full results
dump once every 10 time steps.
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Figure 10: Result for the logarithm of CPU execution time per time step against the logarithm of processor number.
As an indication of the actual scalability of the simulation framework, we exploit two mea-
sures, Speed-Up and Efficiency, commonly used to evaluate the performance of parallel numeri-
cal codes [19]. From Wu and Tseng [19], speed-up is the ratio of the execution time determined
using a single processor, to that determined for N processors
Speed-Up =
t(1 processor)
t(N processors)
(9)
For ideal application scalability, increasing the processor number by some factor should de-
crease the execution time by the same factor (i.e. double processors, halve execution time).
Correspondingly, speed-up will ideally be equal to the processor number. Efficiency is the ratio
of actual speed-up to this ideal value
Efficiency =
Speed-Up
N
(10)
with an efficiency of 1 representing the ideal case. Results for speed-up and efficiency for the
parallel SPH code are given in Fig’s 11 and 12 respectively.
From the results presented in Fig’s 11 and 12 it is apparent that the parallel SPH code scales
to within approximately 4% of linear speed-up across 8 processing cores. It can also be observed
that the superimposition of results curves over one another means the code scales linearly with
particle number, thus demonstrating the O(N) performance of the hash table interaction detection
algorithm. In addition, with the test simulations being run on a 32 bit machine, the maximum
memory usage of any of the models was limited to approximately 1.5GB. With the largest of
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Figure 11: Result for parallel speed-up as a function of the number of processors.
the models having 700,000 real particles and approximately 200,000 ghost particles defining
the periodic boundaries, the presented framework corresponds to a very efficiency programming
model form the point of view of memory usage as well.
6. Closure and Future Direction
In this work a parallel numerical simulation framework has been presented which allows par-
allel implementation of a wide range of numerical methods within multi-core environments. A
domain distribution methodology has been presented which takes optimal advantage of shared
memory machine configuration and allows for versatile events based load balancing. A new pro-
gramming model has been presented which utilizes the CCR to allow near perfect parallelization
of the spatial distribution method.
The results which have been presented demonstrate the performance of the framework ap-
plied to a 3D parallel SPH simulator. Near linear speed-up over 8 cores is indicative of the highly
scalable nature of the presented framework. Whilst the efficiency losses observed were small,
it is also pertinent to observe that the multi-core hardware used for the performance test, itself,
may not be capable of linear scale-up and so the framework may actually be performing better
than has been indicated. It is early days in the multi-core age and the processor configurations
which will soon become available will greatly increase performance over the currently available
hardware. In spite of this, the potential of multi-core architectures for numerical simulation can
be clearly observed from the presented results.
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Figure 12: Result for parallel efficiency as a function of the number of processors.
The application of the presented simulation framework to a wide spectrum of alternate nu-
merical methods is one of the primary directions for future work in this research area. By pre-
senting the framework as generally as possible, it has been our intention to illustrate how versatile
such a method can be. While domain distribution is inherently suited to SPH, clearly, by using
such a method for the categorization of nodes or elements or discrete particles, the methodolo-
gies presented here become applicable to many other types of numerical methods (e.g. finite
elements, finite difference, lattice-Boltzmann, discrete elements, etc). In addition, integration of
such multi-core methodologies with existing or innovative cross-machine technologies present
further exciting directions for potential research.
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APPENDIX I. SPH Form of the Navier-Stokes Equations
The following are the SPH equations for conservation of mass, momentum and energy as
developed from the continuous Navier-Stokes equations.
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(1). Conservation of mass
Dρi
Dt
=
N∑
j=1
m jν
β
i j
∂Wi j
∂xβi
(I.1)
where ρi is the density of the ith particle, ν
β
i j is the velocity differential between the i
th and jth
particles, ∂Wi j/∂x
β
i is the partial derivative of the smoothing function Wi j with respect to position
xi and the vector component β signifies an Einstein’s summation on the right hand side of the
expression.
(2). Conservation of momentum
Dναi
Dt
= −
N∑
j=1
m j
 pi
ρ2i
+
p j
ρ2j
 ∂Wi j∂xαi +
N∑
j=1
m j
µiεαβiρ2i +
µ jε
αβ
j
ρ2j
 ∂Wi j
∂xβi
(I.2)
where ναi is the velocity, pi is the pressure, µi is the dynamic viscosity and ε
αβ
i is the shear strain
rate tensor of the ith particle. Again the vector component β denotes an Einstein’s summation on
the right part of the expression.
(3). Conservation of energy
Dei
Dt
=
1
2
N∑
j=1
m j
 pi
ρ2i
+
p j
ρ2j
 νβi j ∂Wi j
∂xβi
+
µ
2ρi
ε
αβ
i ε
αβ
i (I.3)
where ei is the energy of the ith particle an all other quantities have been described above.
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