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Abstract 
The evidential basis for disease management decision making is provided by data relating to risk 
factors. The decision process involves an assessment of the evidence leading to taking (or 
refraining from) action on the basis of a prediction. The primary objective of the decision process 
is to identify – at the time the decision is made – the control action that provides the best 
predicted end-of-season outcome, calculated in terms of revenue or another appropriate metric. 
Data relating to disease risk factors take may a variety of forms (e.g., continuous, discrete, 
categorical) on measurement scales in a variety of units. Log10-likelihood ratios provide a 
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principled basis for the accumulation of evidence based on such data, and allow predictions to be 
made via Bayesian updating of prior probabilities.   
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INTRODUCTION 
The 1959 publication of The Integrated Control Concept (77) established thresholds as part of 
the apparatus of decision making in crop protection at the field scale. The ‘economic injury 
level’ (EIL) was defined as the lowest population density that will cause an amount of crop 
injury that justifies the cost of artificial control measures; the ‘economic threshold’ (ET) as the 
population density at which control measures should be used to prevent an increasing pest 
population from reaching the EIL (77). Because these concepts were originally described in 
relation to the management of arthropod pests, pest population density was the natural metric in 
which to denominate threshold levels. As conceived, if pest population density exceeds the ET, a 
decision to initiate artificial control measures (in order to prevent to pest population reaching the 
EIL) is justifiable on the basis of a calculation comparing the predicted revenues from treated 
and untreated crops. The analysis implicitly assumes application of control measures at a fixed, 
pre-specified rate.  
 To put these ideas into practice, we first need to describe the relationship between yield 
reduction and the intensity of harmful organisms (15). Such a crop loss model characterizes the 
effect of the harmful organism population of concern on untreated host crops, providing a basis 
for calculating an EIL and a corresponding ET. Then, operationally, an appropriate sampling 
methodology is required in order to classify the level of the harmful organism population of 
concern relative to the ET. In the context of decision making in crop protection, acceptance 
sampling methods borrowed from statistical quality control (64) have been adopted by economic 
entomologists for the purpose of monitoring pest populations and classifying population 
densities relative to thresholds (8). If the threshold levels of harmful organisms are calculated in 
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terms of pest population density, the decision process is facilitated if sampling provides evidence 
denominated in the same natural metric.  
Looking at this background more specifically in relation to decision making for plant disease 
management (and restricting attention here mainly to the characteristics of pathosystems 
concerning annual field crops), a few points of detail need attention. In phytopathology, 
population density is not often an appropriate metric for assessing disease, denominating 
thresholds and calibrating crop loss models. Instead, disease intensity is usually assessed in terms 
of severity (the area of plant tissue affected by disease expressed as a proportion or percentage of 
the total area) or incidence (the number of plant units infected, expressed as a proportion or 
percentage of the total number of units assessed). Relationships between incidence and severity 
(62, 74) are sometimes useful for converting between measures of intensity. Many 
phytopathological crop loss models are denominated in terms of disease severity or disease 
incidence (17, 50), and the corresponding ETs and EILs are then expressed in the same measure 
of intensity. Thus severity and incidence have often been used as natural metrics for evidence in 
the decision process for plant disease management, although it is clear that this represents a 
simplification of the interaction between host and pathogen (58).  
According to this approach, sampling is required to obtain the evidence base of disease 
intensity needed for the decision process. For crop protection decision making, classification of 
severity or incidence is usually more appropriate than estimation (65), so acceptance sampling is 
again the appropriate method for monitoring disease intensity in relation to thresholds (44, 60). 
Operating characteristic (OC) curves are instrumental in establishing and evaluating the 
performance of such sampling schemes. In acceptance sampling, an OC curve characterizes the 
probability that a sample has been drawn from a population that is regarded as acceptable (i.e., in 
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the present context, not exceeding the adopted threshold level at which control measures are 
deemed necessary) as a function of the true population value. The OC curve decreases as the true 
population value increases. The resulting decision is binary; control measures are either initiated, 
or not initiated. Since the classification on which this decision is based depends on sampling, we 
must recognise that a crop may be misclassified. Acceptance sampling methodology is less 
familiar in phytopathology than in economic entomology, but there are some useful examples 
(31, 32, 48, 49, 80).  
As originally described, the integrated control concept based on the EIL and the ET is not 
without shortcomings (8, 72, 89). Like Binns et al. (8) we recognise the usefulness of thresholds 
as guidelines in crop protection decision making, while also acknowledging that economic 
advantage may not be the only management objective driving those decisions. Although crop 
protection decisions may not necessarily be made by explicit reference to pre-determined 
economic thresholds, it nevertheless seems a reasonable proposition that an individual’s decision 
to take or not to take an action in some way represents reference to a – perhaps individual, 
perhaps implicit – threshold. All actionable decisions are liminal.  
Here, our main focus will be on the evidential basis for decision making, rather than the 
thresholds themselves. Particularly (although not exclusively) of interest in this context is 
evidence related to plant disease management that is multi-faceted, such that disease intensity 
may only be one of a number of factors contributing to the decision process. 
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RISK 
We all may invoke the idea of risk from time to time in everyday life, with various shades of 
meaning usually related informally to the chance of some undesirable circumstance involving 
injury, harm or loss. Even when it comes to formal descriptions of risk, the literature provides us 
with a variety of definitions. For a technical discussion of risk, therefore, some care is required in 
communicating just what is meant.  
For the U.K., the National Risk Register (11, 12) uses a simple diagram to compare a range of 
events that might have a major impact on all (or at least significant parts) of the country. A two-
dimensional array is depicted with increasing ‘relative likelihood’ or ‘relative plausibility of 
occurring’ on the horizontal axis and increasing ‘relative impact’ on the vertical axis (the axes 
may have continuous or ordinal categorical scales). The events of concern may then be placed at 
an appropriate position in the array, on the basis of the available evidence. The horizontal axis is, 
in essence, a scale representing the probability of an event for which the outcome is undesirable. 
In epidemiology, the term ‘risk’ is used to refer to such a probability (61, 75). For terminological 
clarity, we shall where necessary in this review refer to ‘epidemiological risk’ when it is strictly 
this probability that is under discussion. It is convenient that the literature on statistical quality 
control (64) also uses a probabilistic definition of risk, so there is no disjunct between the 
discussion of epidemiological risk based on evidence from acceptance sampling for disease 
intensity and on evidence from a wider range of factors. Even when not expressed strictly in 
probabilistic terms as epidemiological risk, informal expressions of risk in the context of crop 
protection are usually associated with circumstances indicative of an increased chance of the 
need for a control intervention. Either way, we do not measure risk directly, but via identification 
of those circumstances and quantification of the effect of their occurrence.  
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This brings us to risk factors – a term originally used in clinical epidemiology for behaviors 
and biomarkers identified as predictors of disease (55). Note that this epidemiological 
terminology does not imply that observed data for such predictors have any particular statistical 
characteristics. Thus in phytopathology, risk factors may be continuous (e.g., many 
meteorological variables), discrete (including binary) (e.g., years since previous host crop, 
disease outbreak or not during the preceding year), ordinal categorical (e.g., varietal disease 
resistance rating) or nominal categorical (e.g., variety). In addition, the scales on which risk 
factors are measured may sometimes be discretized or categorized to facilitate description or 
analysis. The identification of disease risk factors and quantification of their evidential value has 
become a fundamental aspect of modern epidemiology. However, a formal description of risk is 
not necessarily a prerequisite for the analysis of risk factors. For example, we may think of – and 
refer to – the intensity of harmful organisms (as outlined above in relation to crop loss) as a risk 
factor, without the need for a strictly probabilistic interpretation of risk. Particularly if a decision 
process is specified in terms of a single risk factor, it may be appropriate to analyse the evidential 
basis for prediction of crop loss using the natural measurement scale of that factor.  
As mentioned above, the analysis underlying the economic threshold concept is based on the 
assumption that it is a discrete choice threshold: following a decision to use control measures, 
application is made at a predetermined dose rate. Greater flexibility is possible. For example, in 
the UK, the HGCA (Home Grown Cereals Authority, now under the auspices of the AHDB 
(Agriculture and Horticulture Development Board)) has for a number of years conducted 
research aimed at characterizing appropriate fungicide doses, facilitating the identification of a 
dose rate that maximises economic benefit given the degree of disease risk, by balancing the 
effectiveness of disease control against the cost of fungicide (66, 67).  
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Whatever the operational details of implementing a crop protection decision process, we can 
see that it involves taking (or refraining from) action on the basis of a prediction. The evidential 
basis for the decision is provided by risk factors assessed during a period leading up to the time 
that the decision is made. The objective of the decision process is to identify – at the time the 
decision is made – the control action that provides the best predicted end-of-season outcome, 
calculated in terms of revenue or whatever is deemed the appropriate metric.  
 
IDENTIFICATION AND ANALYSIS OF RISK FACTORS 
In many cases, decision makers are familiar with the likely risk factors for common diseases. In 
the U.K., for example, the HGCA guides for cereals and oilseeds include lists of identified risk 
factors for the most common diseases (4, 5, 6) based on data either from new purpose-designed 
experiments or from retrospective examination of previous experiments. Further to the 
identification of risk factors, the next steps are formal analysis of their capacity to predict crop 
loss, and incorporation in a predictive system for disease management. In essence, identification 
and analysis of risk factors is the activity that underlies the development of crop loss models. 
 
Identification of Single Factors 
Many single-factor crop loss models constitute a relationship between yield reduction and 
disease intensity (17, 50). However, risk factors assessed as a basis for predicting crop loss need 
not necessarily be direct assessments of disease intensity. For example, Paveley et al. (69) 
studied determinants of fungicide spray decisions for wheat (referred to as ‘risk determinants’). 
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In this case, measures of disease-induced loss of green leaf area index were found to be more 
consistent predictors of yield loss across sites and seasons than measures of disease intensity. 
 
Identification of Multiple Factors 
Sometimes more than one risk factor is associated with crop loss. For example, Mila et al. (63) 
studied risk factors for panicle and shoot blight of pistachio (caused by Fusicoccum sp.), an 
economically important disease in California. The aim of the experimental study was to quantify 
the effects of latent infection, temperature, precipitation, and irrigation systems on disease 
severity, with the ultimate objective of providing a basis for development of a risk assessment 
system for panicle and shoot blight of pistachio to guide growers in their efforts to control the 
disease. Note in passing that this kind of study is not necessarily dependent solely on field 
experimentation. Survey data may be useful, particularly in the case of infrequent disease threats 
(57). In veterinary epidemiology, elicitation of expert opinion has successfully been used in the 
identification of risk factors (37, 85).  
 
Identification of Multiple Factors Plus Risk Assessment 
Once multiple risk factors have been identified, developing a system for risk assessment requires 
quantitative analysis. As part of this analysis some consideration must be given to the 
appropriate metric for evidence, when different risk factors have different measurement scales. 
Studies of spotted wilt of peanut (caused by Tomato spotted wilt virus) (18) leading to the 
development of a method of risk assessment contributing to integrated management of the 
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disease provide an example (9). The risk assessment system comprises a table of risk factors (in 
this case, peanut production practices) with ‘risk index points’ given for each level of each 
factor. The relative weighting of risk points was established by reference to available research 
and, in some cases, the authors’ expert opinions. For operational risk assessment, the appropriate 
points are accumulated for each factor for the crop in question, and the resulting points total is a 
predictor of risk of losses to spotted wilt disease, categorized as low/medium/high. Graphical 
plots of % spotted wilt severity against accumulated risk index points are described by linear 
relationships. These relationships are, in effect, single factor crop loss models, where the risk 
index has subsumed the set of individual risk factors. However, there is a good reason to 
maintain the tabular format of risk assessment system as the operational version. The table 
supports decision making at the tactical level of protecting a particular crop, and also contributes 
to decision making at the strategic level, by raising awareness of the most important factors by 
means of which risk may be modified. Surveys provide evidence of how the risk index has 
mediated changes in peanut production practices in Georgia, relating to cultivar selection, 
planting date, row pattern, tillage, and insecticide selection (9).  
Developing a system for risk assessment does not necessarily require that levels of the factors 
are characterized. For example, studies of potato late blight (PLB, caused by Phytophthora 
infestans) in south-central Washington led to the development of a regional risk assessment 
based on a data set including continuous (meteorological) factors (53).  
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Risk Assessment in a New Location 
Sometimes, a risk assessment system developed for a disease problem in one area may be used in 
a new area. For example, Duttweiler et al. (20) studied the performance of a risk assessment 
system for a disease complex of apple (sooty blotch and flyspeck) developed in the south-eastern 
United States, when used in the upper-midwest United States. Sporadic disease control failures 
in the new location led to the need to determine whether modification of the system could 
provide more reliable risk assessment. Essentially, using a pre-existing system in a new location 
puts us back in the situation where we are familiar with the likely risk factors but require further 
formal analysis of data obtained in the new location to corroborate (or otherwise) the extent to 
which their capacity to predict crop loss is transferrable. We are back to the identification and 
analysis of risk factors. 
 
Logistic Regression 
As might easily be appreciated, various statistical methods have been deployed in studies of 
identification and weighting of risk factors as the basis for development of predictive systems in 
disease management. It is beyond the scope of the present review to describe all these methods, 
and interested readers are referred to the original sources for details. It is particularly notable, 
however, that logistic regression has had frequent application in the analysis of disease risk 
factors. Consider the following scenario. For a particular pathosystem, a list of putative risk 
factors is prepared. For a set of crops, all untreated for the disease in question, the listed risk 
factors are observed and recorded in each crop. At the end of the season, disease intensity (or an 
equivalent metric in which the EIL is specified) is recorded in each crop. Crops for which the 
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EIL has been exceeded are noted (as shorthand, crops in this group are referred to here as 
‘cases’) and crops for which the EIL has not been exceeded similarly noted (and referred to here 
as ‘controls’). The designation as case (recorded as 1 for data analysis) or control (recorded as 0) 
is regarded as the gold standard. The practical problem is that these gold standard determinations 
cannot be used for decision making in practice, because by the time they are made, it is too late 
for preventative crop protection measures to be taken. Instead, we require a prediction of need 
for treatment that can be made earlier, at the ET. The statistical problem is then to model a binary 
outcome variable (case or control) as a function of one or more explanatory variables. In logistic 
regression, the logit transformation of a probability p (epidemiological risk; which depending on 
context may refer to the probability of disease outbreak or of need for a control intervention, for 
example) is modelled as a linear function of explanatory variables (16), here denoted f(risk 
factors):  
   factorsrisk
1
lnlogit f
p
p
p 






 , 
and noting that the inverse function of logit(●) is the logistic function, we have: 
 factorsrisk1
1
fe
p

 . 
Relationships of this form are essentially crop loss models in which the downside is expressed in 
terms of epidemiological risk rather than yield reduction.  
Where more than one risk factor is associated with crop loss, the parameter estimation process 
initially involves identification of those factors that, on the basis of the data, merit inclusion in 
the model. Note that the composition of f(risk factors) is not restricted to main effects; interaction 
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terms may also be included in the model. In addition to identification of factors associated with 
epidemiological risk, we wish to avoid over-counting of evidence resulting from inclusion of two 
or more factors that are associated with crop loss but are non-independent. To this end, most 
statistical software for multiple logistic regression analysis implements forwards-
inclusion/backwards-elimination techniques that allow stepwise model-fitting and model-
checking. This process may result in more than one candidate model for further consideration. 
Candidate models will then usually undergo some form of goodness-of-fit assessment, possibly 
involving cross-validation on data not used in model-fitting. This is beyond the scope of the 
present review; our goal here is to characterize the way in which we can quantify evidence 
related to risk factors so as to be able – in future – to make predictions of the status of crops on 
the basis of observations of those risk factors. Most phytopathological applications of logistic 
regression analysis in this context are for binary logistic regression, where two classes are 
available for prediction of the status of a crop (i.e., classification is made relative to a single 
threshold). Ordinal logistic regression can be used if more than two classes of prediction are 
needed (68). As a rule of thumb, a decision process requires no more classes of prediction than 
the number of different actions available to the decision maker. 
 
Binary Logistic Regression with a Single Risk Factor  
Fabre et al. (23) and Pethybridge et al. (71) have provided examples of epidemiological risk 
modelled by logistic regression on a single risk factor. The resulting analyses were depicted by 
sigmoid curves on graphs with epidemiological risk on the vertical axis and evidence related to 
the single factor (in each case, an appropriate measure of intensity) on the horizontal axis. 
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Hughes et al. (47) presented similar examples, and placed the analysis in the wider context of 
crop loss assessment models. 
 
Binary Multiple Logistic Regression with Risk Points 
Here, the paradigmatic example is provided by the pioneering work of Jonathan Yuen, Eva 
Twengström and associates at the Swedish University of Agricultural Sciences (82, 88). Risk 
factors for Sclerotinia stem rot (caused by Sclerotinia sclerotiorum) on oilseed rape in east-
central Sweden were identified. Epidemiological risk was modelled by logistic regression on a 
set of risk factors comprising only main effects. A simple risk point scale for the levels of each 
risk factor was devised by making minor arithmetic adjustments to the estimated regression 
coefficients. A graph of end-of-season disease incidence against accumulated risk points, based 
on data from crops not used for model fitting, illustrated a test of the model. Risk points 
constitute a metric for evidence that can be summed to provide a points total for a crop. In 
operation, predictions of the need for a control intervention are made by comparing the risk 
points accumulated for a crop with a threshold points score. Risk points provide a common 
currency for the combination of evidence from risk factors measured in different units. A 
published table of risk points (9, 82) also illustrates for decision makers the relative importance 
of the different risk factors in a decision process.   
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Binary Multiple Logistic Regression with Continuous Variables 
The example here  relates to meteorological risk factors associated with epidemics of Fusarium 
head blight of wheat (FHB, caused by Fusarium graminearium) in three different wheat-
production regions of the U.S.A. (19). The FHB pathosystem is complicated, involving a number 
of pathogens of varying geographical relevance. FHB is important not only because of the 
resulting yield reduction, but also because it may cause contamination of grain by mycotoxins. A 
review of predictive models for FHB covers aspects of both risk and geographical variation (73). 
In the U.K., a points-based risk model is used to identify the appropriate agronomy for 
minimising risk of mycotoxins (3, 21, 22). Here, the example concerns development of risk 
models for disease management (19). The starting point was a list of weather variables 
(including interactions) potentially of value in predicting epidemics of FHB. Logistic regression 
equations for a set candidate models were estimated and model performance assessed. Such 
models have application in epidemic prediction; important for farmers in relation to the need for 
timely disease management intervention. For a multiple logistic regression model based on 
continuous data, the common-currency metric for evidence from a combination of risk factors – 
the indicator of the risk of an epidemic – is logit(p) on the left-hand-side of the model equation. 
When models include continuous variables and their interactions, a published table of risk points 
is not a practical proposition. 
 
Thresholds 
Logistic regression analysis models epidemiological risk as a function of risk factors, but – 
unlike discriminant function analysis – leaves open the choice of threshold level of evidence 
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related to risk factors that is used in a decision process. The threshold selected for use with a 
particular model can be adjusted, based on the risk attitudes of the user and their tolerance for 
different types of errors (1). This flexibility is one of the reasons that Johnson et al. (52) elected 
to use logistic regression in their further studies of potato late blight forecasting models. 
Choosing a threshold is not dealt with in detail here. Swets et al. (79) provide an introduction to 
receiver operating characteristic (ROC) analysis, widely adopted in phytopathology as the basis 
for selection of an appropriate operational threshold level in a binary decision process. 
Incidentally, note also that in an earlier article Swets (78) discussed the relationship between the 
OC curve and the ROC curve. Yuen et al. (88) and Twengström et al. (82) show ROC curves for 
their logistic regression models for Sclerotinia stem rot, and Madden (59) shows the ROC curve 
for FHB logistic regression ‘Model B’ of De Wolf et al.  (19).  
 
BAYES’ RULE 
Recall the scenario outlined above, whereby for a particular pathosystem, data are collected from 
a number of untreated crops for logistic regression analysis of a set of risk factors. Crops in the 
data set are classified by their actual status as cases (where the EIL has been exceeded) or 
controls (where the EIL has not been exceeded). Following logistic regression analysis, evidence 
related to risk factors may be quantitatively summarized for each crop, for example in terms of 
risk points, or in terms of logit(p). Then, after an appropriate operational threshold has been 
selected, crops in the data set can also be classified by their predicted status as exceeding the 
threshold or not exceeding the threshold. The data set has thus been cross-classified. A summary 
of such a cross-classification is provided by a 2×2 table (see Table 2 in (40) for example). We 
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refer to this table as a prediction-realization table. In clinical epidemiology, this table 
characterizes a binary diagnostic test. In phytopathology, the prediction-realization table 
characterizes a binary predictor on the basis of a quantitative summary of the evidence, together 
with an operational threshold that defines the quantity of evidence required for predictions of an 
epidemic or of need for a control intervention. Typically, the cross-classification indicates the 
imperfect nature of the predictions. Some crops that are controls provide enough evidence for an 
epidemic prediction or a prediction of need for a control intervention. Some crops that are cases 
provide insufficient evidence for an epidemic prediction or of need for a control intervention.  
A prediction-realization table may be used to show either the cross-classified frequencies of 
predictions and realizations, or the estimated probabilities obtained by normalization of those 
frequencies. Up to this point we have managed with a minimum of notation, but further analysis 
of the evidential basis of decision making now requires some symbolic representation of the 
quantities involved. To this end, we refer to a previous review covering decision making in 
epidemiology by Madden (59) which included a table listing some of the notation and 
terminology used in phytopathological applications of decision theory. In the present review we 
shall as far as possible use a notation close to Madden’s, which ought to assist readers who wish 
to refer to both articles. Actual status of crops in one of two groups (denoted here Ej, j=1,2) is 
determined by reference to the EIL: those where the EIL was exceeded (cases, denoted E1) and 
where the EIL was not exceeded (controls, denoted E2). Predicted status of crops in one of two 
groups (denoted here Pi, i=1,2) is determined by reference to the operational threshold: P1 
denotes that the predicted status of a crop is of an epidemic, or need for treatment; P2 denotes 
that the predicted status is of a non-epidemic or no need for treatment. Table 1 shows a 
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normalized 2×2 prediction-realization table in this generic notation. From Table 1 we can obtain 
the conditional probabilities Pr(Pi|Ej) and Pr(Ej|Pi) via Bayes’ rule, using: 
         iijjjiji PPEEEPEP PrPrPrPrPr  . 
Data for a prediction-realization table typically reflect logistic regression analysis of a set of 
risk factors from a number of untreated crops. The crops are first classified definitively as either 
case or control, Pr(Ej). Following logistic regression, frequency distributions of the evidential 
summary variable may be calculated, separately for cases and controls (see Figure 2 in (82) for 
example). After an appropriate operational threshold has been selected, crops comprising each of 
the two separate frequency distributions after classification on the basis of actual status may be 
further classified by their predicted status as exceeding the threshold or not exceeding the 
threshold (again see Figure 2 in (82) for example). Thus subsequent to classification based on 
predicted status the conditional probabilities Pr(Pi|Ej) may be estimated. 
  
Sensitivity and Specificity 
Cases with values of the evidential summary variable exceeding the operational threshold are 
‘true positives’ and controls with values of the indicator variable not exceeding the operational 
threshold are ‘true negatives’. But typically, some cases (as determined by the gold standard) 
will have values of the evidential summary variable below the threshold, and some controls (as 
determined by the gold standard) will have values of the evidential summary variable above the 
threshold. The true positive proportion (TPP, sensitivity) expresses the number of true positives 
as a proportion of the total number of cases. The true negative proportion (TNP, specificity) 
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expresses the number of true negatives as a proportion of the total number of controls. The false 
negative proportion is FNP =1−TPP, and the false positive proportion is FPP =1−TNP. TPP is 
an estimate of the conditional probability Pr(P1|E1), the probability of an evidential summary 
value above the threshold, given that the actual status of the crop was a case. TNP is an estimate 
of the conditional probability Pr(P2|E2), the probability of an evidential summary value at or 
below the threshold, given that the actual status of the crop was a control. FNP is an estimate of 
the conditional probability Pr(P2|E1) and FPP is an estimate of the conditional probability 
Pr(P1|E2). Estimates of the conditional probabilities Pr(Pi|Ej) are made from data collected while 
a predictor is being developed, prior to operational implementation.  
Sensitivity and specificity represent two kinds of accuracy, respectively, for cases and 
controls. Sensitivity and specificity are independent of the proportions of cases and controls in a 
data set and can therefore be viewed as properties of a predictor. In plant disease management, 
logistic regression analyses leading to an operational predictor often quote the corresponding 
sensitivity and specificity (e.g., 1, 19, 40, 52, 82, 88).   
 
Likelihood Ratios 
In the present context, we are interested in sensitivity and specificity in relation to the evidence 
provided by a predictor. This is best considered by reference to likelihood ratios: the likelihood 
ratio of a positive (P1) prediction LR(+) = sensitivity/(1−specificity) =  Pr(P1|E1)/Pr(P1|E2), and 
the likelihood ratio of a negative (P2) prediction LR(−) = (1−sensitivity)/specificity = 
Pr(P2|E1)/Pr(P2|E2). Thus LR(+) tells us the extent to which a P1 prediction is more likely from E1 
crops as compared with E2 crops; LR(−) tells us the extent to which a P2 prediction is less likely 
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from E1 crops as compared with E2 crops. A useful predictor has LR(+) > 1 and 0 < LR(−) < 1; 
ideally with LR(+) large and LR(−) small. Biggerstaff (7) proposed a simple graphical application 
of likelihood ratios to facilitate the comparison of predictors; phytopathological applications 
include (14, 30, 33, 70, 81).  
Note that the scenario for data collection outlined above is not the only way to obtain 
likelihood ratios. Methods for elicitation of subjective likelihood ratios (36) have found 
application in veterinary epidemiology (38). This methodology typically provides likelihood 
ratios, but not their component numerators and denominators.  
The conditional probabilities Pr(Ei|Pj) are probability forecasts relating to epidemics or need 
for treatment. They represent the Bayesian posterior probabilities of an event Ei given data Pj 
based on: 
 
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 i
jji
ij
P
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is the probability of need for treatment after a prediction of need for treatment and: 
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is the probability of no need for treatment after a prediction of no need for treatment (86). To see 
how these formulae relate to evidence from risk factors, we write odds(●) = Pr(●)/(1−Pr(●)); 
then after some rearrangement we obtain:  
      LREoddsPEodds 111  (3) 
from equation (1) and: 
      LREoddsPEodds 222  (4) 
from equation (2) (86, 87). In these expressions of Bayes’ rule, the posterior conditional odds of 
an event Ei given the data Pj depends on the prior odds and a likelihood ratio. The likelihood 
ratio is independent of the prior odds. The prior odds expresses an initial assessment, before use 
of the predictor; the posterior conditional odds expresses a revision of the initial assessment, 
after use of the predictor, taking into account evidence related to risk factors. To convert back 
from odds to probability, Pr(●) = odds(●)/(1+odds(●)).  
In the following section, we will work with a logarithmic form of the odds version of Bayes’ 
rule. As a precursor to that, note that from equation (3) that we can write:  
         LREoddsPEodds lnlnln 111  
from which, following some rearrangement, we obtain: 
        
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PE
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which is a logistic equation for the posterior probability Pr(E1|P1). This aside is just meant as a 
further indication that the methods we have outlined for analysis of the evidential basis of 
decision making are not unrelated. 
  
WEIGHT OF EVIDENCE 
Readers who have seen the 2014 film The Imitation Game may not immediately recognise the 
portrayal of the work of Alan Turing and his group of cryptanalysts at Bletchley Park during 
WWII as bearing much relation to the process of disease management decision making outlined 
above. But Turing’s group crucially employed Bayesian methods to infer the daily settings of the 
German naval Enigma machine (35). Indeed, IJ Good – portrayed as a minor character in the 
film – actually had a major role after WWII in the renaissance of statistical applications of 
Bayesian methods in decision theory. Turing’s group worked with log10-likelihood ratios and it is 
convenient, for consistency with literature cited, that we do the same from this point on. In this 
form, we have: 
         LREoddsPEodds 101101110 logloglog   (5) 
         LREoddsPEodds 102102210 logloglog   (6) 
         LREoddsPEodds 101102110 logloglog   (7) 
         LREoddsPEodds 102101210 logloglog   (8) 
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as versions of Bayes’ rule. Note that a useful predictor has log10(LR(+)) > 0 (larger values are 
better) and log10(LR(−)) < 0 (larger negative values are better). Thus an epidemic (or need for 
treatment) prediction increases the posterior log-odds of an epidemic (or need for treatment) 
(equation 5) and decreases the posterior log-odds of a non-epidemic (or no need for treatment) 
(equation 8). A non-epidemic (or no need for treatment) prediction increases the posterior log-
odds of a non-epidemic (or no need for treatment) (equation 6) and decreases the posterior log-
odds of an epidemic (or need for treatment) (equation 7).  
The log-likelihood ratio is referred to as the ‘weight of evidence’. Turing’s group used the 
‘ban’ as the unit for weight of evidence with base-10 logarithms (35) but this name has fallen out 
of use, and the unit is now usually referred to as the ‘hartley’ (Hart) (41). Note in passing that a 
version of Biggerstaff’s likelihood ratios graph (7) for log10-likelihood ratio axes has been 
described (54, see also 27).  
 
Weight of Evidence in Theory 
The use of likelihood ratios as a basis for quantifying evidence related to risk factors in a 
decision process has not been unreservedly accepted. Zweig & Campbell (90, page 570) wrote: 
“The conceptual meaning of likelihood ratio is tricky and can be confusing.” In a review of the 
properties of diagnostic tests as used in clinical decision making, Langlotz (56, page 9) wrote: 
“The likelihood ratio has several properties that limit its usefulness in describing diagnostic 
examinations” and, among these limitations, “… it is sometimes counterintuitive that the same 
likelihood ratio causes different absolute changes in probability, depending on the 
preexamination probability.” Zweig & Campbell (90) and Langlotz (56), it should be said, are 
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not alone in having given voice to such concerns, and as a result, methods have been developed 
to circumvent perceived difficulties in the application of likelihood ratios to clinical diagnosis 
while enabling practitioners to take advantage of the benefits (13, 24, 42, 43).  
Here we will briefly review the “sometimes counterintuitive” properties of log-likelihood 
ratios from an information theoretic perspective. For this purpose, we refer to a previously-
mentioned study of FHB of winter wheat (19, 59). Readers are encouraged to refer to the original 
sources for a detailed account of the analytical process leading to development of a binary 
predictor, and the use of such a predictor in making Bayesian probability revisions. Here, we 
refer to data from the example Scenarios A, B and D as described in Madden (59). Readers may 
also wish to note a similar example placed in a clinical context, where Fischer & Bachmann (25) 
provide data for three scenarios in which a test based on plasma levels of C-reactive protein is 
deployed in the diagnosis of sepsis.  
The starting point is a normalized prediction-realization table for the FHB data (Table 2). 
Consider Scenario A. From Table 2 we may calculate conditional probabilities representing the 
properties of the binary predictor as follows: Pr(P1|E1) (sensitivity, TPP) = 0.30/0.36 = 0.833, 
Pr(P2|E2) (specificity, TNP) = 0.54/0.64 = 0.844, Pr(P2|E1) (FNP) = 1−TPP = 0.167, Pr(P1|E2) 
(FPP) = 1−TNP = 0.156; the likelihood ratio of a positive prediction is LR(+) = 5.333, and the 
likelihood ratio of a negative prediction is LR(−) = 0.198 (Table 3) (all calculations are shown to 
3 d.p.). The calculated sensitivity and specificity values are consequent on the choice of a 
particular operational threshold value. The results of the corresponding calculations for Scenarios 
B and D are shown in Tables 2 and 3. We see that in all three scenarios, sensitivity = 0.833 and 
specificity = 0.844 (so LR(+) and LR(−) are as above), because all three scenarios are based on 
the same case and control distributions and the same threshold value. What distinguishes the 
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scenarios is prior probability: Pr(E1) = 0.36, 0.05 and 0.85 for scenarios A, B and D, respectively 
(Table 2). For Scenario A, with prior probabilities Pr(E1) = 0.36 and Pr(E2) = 0.64, the posterior 
probabilities are Pr(E1|P1) = 0.750, Pr(E2|P1) = 0.250, Pr(E2|P2) = 0.900, and Pr(E1|P2) = 0.100 
(Table 3). The results of the corresponding calculations for Scenarios B and D are also shown in 
Table 3.  
Now, from an information theoretic perspective, we can consider a prediction as a message 
that transforms a set of prior probabilities into a corresponding set of posterior probabilities (45). 
As previously, the prior probabilities are denoted Pr(E1) and Pr(E2) for epidemic and non-
epidemic, respectively. A message Pi is received which serves to transform these prior 
probabilities into the posterior probabilities Pr(Ej|Pi), with   2,1,1Pr  jPEj ij . Working in 
base-10 logarithms, the information content of this message with respect to actual status Ej is:  
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  HartPr
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Of interest is the relationship between information contents and log-likelihood ratios. Here, 
recalling equation 5, we obtain after some rearrangement: 
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(log10(LR(+)) > 0); and similarly recalling equation 7, we obtain:  
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(log10(LR(−)) < 0). For further related discussion, see (34).  
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From Figure 1(a), we can see that for P1 predictions, the information content 
log10(Pr(E1|P1)/Pr(E1)) is large when the prior probability Pr(E1) is small, and decreases 
monotonically towards zero as Pr(E1) increases towards one. The largest information gain from a 
correct P1 prediction is when Pr(E1) is small, the smallest gain is when Pr(E1) is large. As the 
information content log10(Pr(E1|P1)/Pr(E1)) becomes decreasingly positive, the information 
content log10(Pr(E2|P1)/Pr(E2)) becomes increasingly negative. Taking Scenarios A, B, and D 
from Table 3 as examples, we have log10(Pr(E1|P1)/Pr(E1)) = 0.642, 0.319, 0.056 Hart and 
log10(Pr(E2|P1)/Pr(E2)) = −0.085, −0.408, −0.671 Hart for Pr(E1) = 0.05 (Scenario B), 0.36 
(Scenario A), 0.85 (Scenario D), respectively. In each case, log10(LR(+)) = log10(Pr(E1|P1)/Pr(E1)) 
− log10(Pr(E2|P1)/Pr(E2)) (equation 9) = 0.727 Hart.  
From Figure 1(b), for P2 predictions, the information content log10(Pr(E2|P2)/Pr(E2)) is large 
when Pr(E2) is small and decreases monotonically towards zero as Pr(E2) increases towards one. 
Here, the largest information gain from a correct P2 prediction is when Pr(E2) is small, the 
smallest gain is when Pr(E2) is large. As the information content log10(Pr(E2|P2)/Pr(E2)) becomes 
decreasingly positive, the information content log10(Pr(E1|P2)/Pr(E1)) becomes increasingly 
negative. Again taking the scenarios A, B, and D from Table 3 as examples, we have 
log10(Pr(E2|P2)/Pr(E2)) = 0.498, 0.148, 0.018 Hart and log10(Pr(E1|P2)/Pr(E1)) = −0.207, −0.556, 
−0.687 Hart for Pr(E2) = 0.15 (D), 0.64 (A), 0.95 (B), respectively. In each case, log10(LR(−)) = 
log10(Pr(E1|P2)/Pr(E1)) − log10(Pr(E2|P2)/Pr(E2)) (equation 10) = −0.704 Hart.  
To summarize: from Figure 1(a), for P1 predictions, the information contents are 
log10(Pr(E1|P1)/Pr(E1)) > 0 and log10(Pr(E2|P1)/Pr(E2)) < 0; from Figure 1(b), for P2 predictions, 
the information contents are log10(Pr(E2|P2)/Pr(E2)) > 0 and log10(Pr(E1|P2)/Pr(E1)) < 0. We see 
that the information content of a correct prediction is positive, while the information content of 
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an incorrect prediction is negative. In relation to Scenarios A, B and D, Madden (59, page 17) 
notes: “The likelihood ratio is unchanged since this is a property of the predictor, not the prior 
probability”, and this is certainly the case with respect to the numerical values of the likelihood 
ratios (and so also their logarithms). Like log-likelihood ratios, information contents characterize 
probability updating from prior to posterior, but unlike log-likelihood ratios, information 
contents vary with prior probability (Figure 1). Additionally (Figure 1 again), while the 
numerical values of the log-likelihood ratios do not change, the balance of positive and negative 
information contents that constitute the log-likelihood ratios changes with prior probability. Thus 
Figure 1 resolves Langlotz’s (56) conundrum by means of a decomposition of log-likelihood 
ratios, showing that log-likelihood ratios that are numerically equal are not necessarily 
representative of “the same likelihood ratio” in terms of their constituent information contents.   
 
Weight of Evidence in Practice 
A practical approach to the application of log-likelihood ratios in evidence accumulation for 
clinical diagnosis has been described by Van den Ende et al. (83, 84) Their diagrammatic 
approach adopts the same base-10 logarithm scale used by Turing’s group (an early version of 
this scale appeared in 51). This diagrammatic approach could have application in crop protection 
decision making, where there is a natural time sequence for risk accumulation over the growing 
season. One potential problem to be aware of here is the sequential accumulation of evidence 
based on risk factors that may be non-independent (83). Hand & Yu (39) provide an interesting 
discussion of this problem, including reasons why it may not always present an overwhelming 
difficulty. Still, caution is required; and, if necessary, adjusted weights of evidence can be 
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calculated to account for non-independence (see (47) for a phytopathological example). The risk 
accumulation concept was the basis of a new risk assessment method for eyespot disease of 
winter wheat (a stem-base disease caused by Oculimacula yallundae and O. acuformis) in the 
UK (2, 10). The risk assessment is a two-stage process, involving the calculation of pre-sowing 
risk points and a disease assessment in the spring. Hughes et al. (47) provide further discussion 
of this kind of two-stage risk assessment.   
 
CONCLUSION  
Bayes’ rule provides a framework for decision making in disease management (59, 86, 87). The 
analysis allows current evidence relating to risk factors to be combined with a prior probability 
of an epidemic, or of the need for a control intervention, resulting in an updated (posterior) 
conditional probability given the evidence. By stating Bayes’ rule in the form of equations 5-8, 
we can account for evidence relating to risk factors as weights of evidence.  Weights of evidence 
(as log10-likelihood ratios) have some desirable properties in relation to evidence accumulation, 
both in theory and in practice. Log10-likelihood ratios quantify evidence from risk factors for 
which data may be recorded on different measurement scales. Evidence is not accumulated 
additively on a probability scale, but for a decision process based on a series of independent risk 
factors, the log10-likelihood ratios are additive. This allows a useful graphical interpretation of 
evidence accumulation (80, 81). And expressing log10-likelihood ratios as weights of evidence 
provides us with a technical terminology that matches the everyday language interpretation. 
We should also be prepared to account for less formal expressions of information, knowledge 
and data as evidence (36, 37, 38, 76, 85). Collaborative processes, whereby analysts and decision 
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makers may educate each other about their respective needs and capabilities are the key to risk 
assessment (26). The evidence that supports risk assessment in disease management decision 
making comes in a variety of forms, from a variety of sources, and may be used in a variety of 
ways (46). As seen from a formal analytical perspective, decision support for disease 
management comprises evidence based on risk factors. But evidence of this type has a wider 
strategic impact beyond the development and implementation of a system for tactical decision 
support (e.g., 9, 18, 28, 29, 89). Putting the evidence, rather than the threshold, at the centre of 
the decision process acknowledges that the framework for decision making in disease 
management needs to be able to accommodate more than one perspective on the process.  
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Table 1  The generic prediction-realization table for a predictor with two categories of actual 
status Ej, j = 1,2; and two categories of predicted status Pi, i = 1,2. 
a
 
 Realization, Ej  
Prediction, Pi E1 E2 Row sums 
P1 Pr(P1 ∩ E1) Pr(P1 ∩ E2) Pr(P1) 
P2 Pr(P2 ∩ E1) Pr(P2 ∩ E2) Pr(P2) 
Column sums Pr(E1) Pr(E2) 1 
 
a
 The table shows: 
Pr(E1): Prior probability of requirement for a control intervention. 
Pr(E2): Prior probability of no requirement for a control intervention. 
Pr(P1): Probability of a prediction of need for a control intervention. 
Pr(P2): Probability of a prediction of no need for a control intervention. 
Pr(Pi∩Ej): In the body of the table are the joint probabilities. 
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Table 2  Estimated probabilities for the prediction-realization tables corresponding to Scenarios 
A, B and D from (59).  
Probability 
a
 Scenario A Scenario B Scenario D 
Pr(P1 ∩ E1) 0.300 0.042 0.708 
Pr(P1 ∩ E2) 0.100 0.148 0.023 
Pr(P2 ∩ E1) 0.060 0.008 0.142 
Pr(P2 ∩ E2) 0.540 0.802 0.127 
Pr(E1) 0.360 0.050 0.850 
Pr(E2) 0.640 0.950 0.150 
Pr(P1) 0.400 0.190 0.732 
Pr(P2) 0.600 0.810 0.268 
a
 See Table 1. 
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Table 3  Estimated quantities corresponding to Scenarios A, B and D from (59). 
Quantity Scenario A Scenario B Scenario D 
Pr(P1|E1) 
a
 0.833 0.833 0.833 
Pr(P1|E2)
 a
 0.156 0.156 0.156 
Pr(P2|E2) 
a
 0.844 0.844 0.844 
Pr(P2|E1)
 a
 0.167 0.167 0.167 
LR(+) 
b
 5.333 5.333 5.333 
LR(−) b 0.198 0.198 0.198 
Pr(E1|P1)
 c
 0.750 0.219 0.968 
Pr(E1|P2)
 c
 0.100 0.010 0.528 
Pr(E2|P2)
 c
 0.900 0.990 0.472 
Pr(E2|P1)
 c
 0.250 0.781 0.032 
a
 Pr(Pi|Ej) = Pr(Pi∩Ej)/Pr(Ej) (see Table 2). 
b
 LR(+) =  Pr(P1|E1)/Pr(P1|E2); LR(−) = Pr(P2|E1)/Pr(P2|E2). 
c
 Pr(Ej|Pi) = Pr(Pi∩Ej)/Pr(Pi) (see Table 2). 
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Figure 1  
Information contents of log-likelihood ratios (denominated in hartleys). Calculations are based 
on sensitivity = 0.833, specificity = 0.844. Information contents calculated from Tables 2 and 3 
are indicated by points marked ○, with the prior probabilities of the three scenarios indicated by 
points marked ● on the horizontal axis. Pr(E2) = 1−Pr(E1)). (a) P1 predictions. The short-dashed 
horizontal line shows log10(LR(+)) = 0.727 Hart. The solid curve shows information content 
log10(Pr(E1|P1)/Pr(E1)); the long-dashed curve shows information content log10(Pr(E2|P1)/Pr(E2)). 
At any value of Pr(E1), log10(Pr(E1|P1)/Pr(E1)) − log10(Pr(E2|P1)/Pr(E2)) = log10(LR(+)) = 0.727 
Hart. (b) P2 predictions. The short-dashed horizontal line shows log10(LR(−)) = −0.704 Hart. The 
solid curve shows information content log10(Pr(E1|P2)/Pr(E1)); the long-dashed curve shows 
information content log10(Pr(E2|P2)/Pr(E2)). At any value of Pr(E2), log10(Pr(E1|P2)/Pr(E1)) − 
log10(Pr(E2|P2)/Pr(E2)) = log10(LR(−)) = −0.704 Hart.  
 
