Abstract. For a rank-1 matrix A = ab t , we define the perimeter of A as the number of nonzero entries in both a and b. We characterize the linear operators which preserve the rank and perimeter of rank-1 matrices over semifields. That is, a linear operator T preserves the rank and perimeter of rank-1 matrices over semifields if and only if it has the form T (A) = U AV , or T (A) = U A t V with some invertible matrices U and V.
Introduction and preliminaries
On the study of linear operators that preserve rank of matrices over several semirings, there are many papers ([1]-[3] ). Beasley and Pullman [1] characterized the linear operators preserving the rank of Boolean matrices. We consider those linear operators that preserve the perimeter of the rank-1 matrices over semifields, which is the nonnegative parts of fields.
Let M m,n ( + ) denote the set of all m × n matrices with entries in + , the set of nonnegative part of any field . Addition, multiplication by scalars, and the product of matrices are also defined as if + were a field. Throughout this paper, we shall adopt the convention that m n unless otherwise specified.
The rank or factor rank, r(A), of a nonzero matrix A ∈ M m,n ( + ) is defined as the least integer k for which there exist m × k and k × n matrices B and C with A = BC. The rank of a zero matrix is zero. It is well known that r(A) is the least k such that A is the sum of k matrices of rank 1 (see [2] 
, [3]).
Let ∆ m,n = {(i, j) : 1 i m, 1 j n}, and E ij be the m × n matrix whose (i, j)th entry is 1 and whose other entries are all 0, and
The Boolean algebra consists of the set ¢ = {0, 1} equipped with two binary operations, addition and multiplication. The operations are defined as usual except that 1 + 1 = 1.
If A = [a ij ] is any matrix in M m,n ( + ), we define A * = [a ij * ] to be the m × n Boolean matrix whose (i, j)th entry is 1 if and only if a ij = 0. Then * maps M m,n ( + ) onto M m,n ( ¢ ) , and preserves matrix addition, product, and multiplication by scalars. That is, * is a homomorphism. It follows that (1.1) (A + B) * = A * + B * and (BC) * = B * C * for all A, B ∈ M m,n ( + ) and all C ∈ M n,r ( + ). An n × n matrix A over + is said to be invertible if there exist an n × n matrix B over + such that AB = BA = I n , where I n is the n × n identity matrix. It is well known that a square matrix A over + is invertible if and only if some permutation of its rows is a diagonal matrix all of whose diagonal entries are nonzero in + (see [2] ).
If It is easy to verify that the rank of A ∈ M m,n ( + ) is 1 if and only if there exist nonzero vectors a ∈ M m,1 ( + ) and b ∈ M n,1 ( + ) such that A = ab t . We call a the left factor, and b the right factor of A. But these vectors a and b are not uniquely determined by A. For any vector u ∈ M m,1 ( + ), we define |u| to be the number of nonzero entries in u.
