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Abstract




The local 2-holonomy for a non abelian gerbe with connection is first
studied via a local zig-zag Hochschild complex. Next, by locally integrating
the cocycle data for our gerbe with connection, and then glueing this data
together, an explicit definition is offered for a global version of 2-holonomy.
After showing this definition satisfies the desired properties for 2-holonomy,
its derivative is calculated whereby the only interior information added is
the integration of the 3-curvature. Finally, for the case when the surface
being mapped into the manifold is a sphere, the derivative of 2-holonomy is
extended to an equivariant closed form in the spirit of the construction of
Tradler-Wilson-Zeinalian for abelian gerbes.
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Introduction
In recent years, gerbes with connection have been studied as a higher ana-
log of bundles with connection. This notion of higher can be expressed in
the way that abelian gerbes with connection were the geometric represen-
tation of higher Deligne cocycles in [BM], 2-holonomy for abelian gerbes
with connection were modeled by a higher hochschild complex in [TWZ],
non abelian gerbes with connection being defined by a parallel transport 2-
functor in [SWIII], etc. This project was born out of the desire to generalize
the work done in [TWZ], where 2-holonomy for an abelian gerbe with con-
nection produced, via Hochschild methods, an equivariantly closed extension
of 2-holonomy.
The first attempt at generalizing [TWZ], and the content of Chapter
1, was to build a Hochschild Complex which would come equipped with
an iterated integral (see [C]) yielding 2-holonomy for a non-abelian gerbe.
Section 1.2 introduces the solution to the non-abelian problem of constructing
1
INTRODUCTION 2
such a Hochschild Complex, whereby we retain the order or elements in the
our algebra A by using a Zig Zag version of the bar-construction. In section
1.3, the Chen Iterated Integral out of our zigzag complex is given and is
shown to be a chain map. Since 2-holonomy requires integrating along a
2-dimensional surface, rather than a 1-dimensional path, Section 1.4 shows
how the zigzag complex will be extended to a 2-dimensional complex. Since,
in the case of non-abelian gerbes as shown by Schreiber and Waldorf, the
2-form, B which is integrated along the square, is acted on by a one form,
A, a curved version of the zigzag Hochschild differential is needed. Thus
section 1.5 adds the curving information to our zigzag Hochschild Complex
and finally Section 1.6 shows that the Chen map out of our complex produces
2-Holonomy over an open set Ui.
The limitation with using Chapter 1 to describe 2-Holonomy is two-fold:
(a) it is assumed that the square Σ : I2 → M on which 2-Holonomy is
evaluated, lives entirely in one open set U ⊂ M of our open cover on which
the local data for a non-abelian gerbe is defined and (b) a special case for the
structure 2-group of the non-abelian gerbe in question was used. The goal of
Chapter 2, then, is to calculate d(Hol) in the most general setting, where Hol
stands for the 2-Holonomy of a square which might require several open sets
of a given cover in order to compute. Furthermore, for the crossed module
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(H
t−→ G), we remove the assumption of G being a matrix group. While in
this work we keep the assumption of H being a matrix group (H ⊂ Mat,
where Mat = Rn,n or Mat = Cn,n for suitable n), we believe that most if
not all of the arguments will hold true even without assuming this restriction
on H. Using the works of Schreiber and Waldorf we review local transport
data for bigons in section 2.1.4 and then define a version of local transport
data for squares in 2.1.5. Considering a square in M which might require
several open sets to cover, it is shown how to glue the local transport data
together in Section 2.2. Finally, Section 2.3 spends a considerable amount of
detail to prove Theorem 2.3.1, which says that, on the interior of Σ, d(Hol)
amounts to replacing one Bi with Hi and summing over all choices. In fact,
the theorem can be written










Finally, in Section 3.1 , we come back to the goal of this project and
extend d(Hol) to a closed form in a complex of differential forms. In the case
when Σ is a sphere mapped into M we obtain the following characterization
where the boundary terms have vanished:





In section 3.2 we consider the case where α is inner, α : G → Inn(H),
which applies, for example, to abelian gerbes. Here Hol ∈ Ω0(MS2 ,Mat)
is a globally defined 0-form and can be extended to a closed element Hol
in the complex Ω•(MS
2
,Mat)L (with differential d + i ∂
∂t
), very much in the
spirit of [TWZ]. In section 3.3 we no longer restrict ourselves and instead
consider any α action. Since Hol is now only defined on certain open sets
of the mapping space MS
2
, and does not agree on the intersection of these
open sets, Hol no longer is a well-defined global form with values in H.
However, there are transition functions for Hol between these open sets in
MS
2
which we can used to analogously define a closed form in a suitable
complex. Note that in this context, d(Hol) lives in the tangent space THolH,
so a translation (via LHol−1 , i.e. left-multiplication by Hol
−1) of the complex
is made to ensure we are working in the tangent space TeH ' h. After
translation, the equivariant-extension of the function Hol is reformulated as
an extension of the constant function 1, where the new complex involves
the transition functions for where the forms take their values and involves
the left-translation in the differential. Producing such a closed form as an
equivariant extension of the constant function 1 is the conclusion of section
3.3.
Chapter 1
A Local ZigZag Hochschild
Complex
1.1 The ZigZag Hochschild Complex: An Il-
lustrated Introduction
The motivation for this chapter is born out of modeling iterated integrals [C]
in a non-commutative setting. While it is not an issue to simply compute
an iterated integral in a non-abelian setting, finding the correct algebraic
structure which respects the product and differential in that setting is a
problem of interest to not only the study of 2-holonomy for non-abelian
gerbes, but also other fields such as, for example, in the study of Quantum
Control Theory and the study of Multiple Dedekind Zeta Values. While the
latter two fields may find some tools in this paper useful, we will focus our
attention on differential forms on smooth spaces with values in some not-
necessarily-commutative-algebra – so that we generally restrict ourselves to
5
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Matrix Lie Algebras – which we will denote Ω(M) for a manifold, M .
In a commutative setting, suppose we would like to consider the wedge
product of two iterated integrals (each thought of as a differential form on
the path space M I of a manifold M) in Ω(M I). Then we are able to write
∫
∆n
a1(τ1) . . . an(τn)dτ1 . . . dτn ∧
∫
∆m







aσ−1(1)(τσ−1(1))aσ−1(n+m)(τσ−1(n+m))dτσ−1(1) . . . dτσ−1(n+m)
where the sum is over order-preserving shuffles, σ. The picture corresponding








a1 a2 a3a4 a5b1 b2 b3b4
However, when we are in the non-commutative setting, the best we can do
when writing the wedge product out is, modulo signs:
∫
∆n
a1(τ1) . . . an(τn)dτ1 . . . dτn ∧
∫
∆m






a1(τσ−1(1)) . . . an(τσ−1(n))b1(τσ−1(n+1)) . . . bm(τσ−1(n+m))dτ1 . . . dτn+m
We would like an illustration for this wedge product in some Hochschild
CHAPTER 1. A LOCAL ZIGZAG HOCHSCHILD COMPLEX 7
complex. Note that the order of the differential forms is preserved but the
coordinates are shuffled around. Moreover, by integrating all of the a’s we
have passed over the interval (from left to right) once and then we pass over
the interval a second time while integrating all of the b’s. The corresponding
picture below is our shuffle product in the zigzag Hochschild complex which



















In the above diagram our zigzags, although they require some vertical space
to draw, are actually passing back and forth over the same interval. With
this motivation for our zigzags in hand, Section 1.2 provides the formal de-
tails for the zigzag Hochschild complex, CHZZ(A), of an associative (unital)
algebra, A. Section 1.2.2 deals with certain special cases and the compat-
ibility between the interval Hochschild complex and our zigzag Hochschild
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complex for these cases. Section 1.3 deals with an iterated integral map
CHZZ(Ω(M))
It−→ Ω(M I).
In Section 1.4, we explore the higher (2-dimensional) Hochschild com-
plexes. In a commutative setting it is sufficient to use a bi-simplicial model,
CHSw(A), where Sq := I × I, consisting of monomials of the form












Here, the variables t1, t2, s1, and s2 describe the coordinates by which a 2-
dimensional iterated integral map CHSq(Ω(M)) → Ω(MSq) has to be
evaluated. The differential for CHSq(A) consists of two components: one
which “collapses” vertically and one which “collapses” horizontally. We see
below that D2 = 0 is not possible in the non-abelian case, where we have
highlighted the significant areas of the pictures:
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D2



























ef . . .
= . . .±
s1 = s2




t1 t2 = t3
bcef
. . .
Instead of using just one row per si-coordinate, we adopt a complex
1
CHRecZZ (A) where we start with k-many zigzags at each si and then allow
our differential forms to be placed at the intersection-points of ti’s and these
1Of course, one could use a ”square compex” or even CHZZ(CHZZ(Ω(M))), but we
adopt the rectangular complex out of personal preference and comment on the relationships
later.
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zigzags. The corresponding picture looks as follows:
s
t0














This complex resolves the issues involved when Ω(M) is non-abelian, since
a collapse of rows only stacks zigzags together without changing the order in
which the forms appear. After defining CHRecZZ (A), we proceed in Section 1.4
to define an iterated integral It : CHRecZZ (Ω(M))→ Ω(MSq), for the space
MSq of squares [0, 1]2 →M .
As mentioned at the beginning, our goal is to have an element in our
Hochschild complex which maps to holonomy under our iterated integral
maps. In the commutative setting, such an element representing 2-holonomy
in CHSq(Ω(M)) is given by an infinite sum (the exponential of some element)
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of monomials of the form, see [TWZ],
s
t0












where B ∈ Ω2(U) is a connection 2-form on an open set U ⊂ M . Through
the works of [BaSc], [MP1], [MP2], [SWII] et al we observe that the 2-
holonomy we are interested in (for the non-commutative setting) can be
expressed loosely as ∫∫
α∗(B)
where α∗ is the action data coming from a crossed module (h
t−→ g α∗−→
Der(h)). The formula is similar to our abelian situation but is more accu-









involving a path ordered exponential and parallel transport, hol(t′,s), from
(0, 0) to (t′, s), via a given connection 1-form, A ∈ Ω1(U). All of this means
we are interested in integrating over a sum of monomials as illustrated in
Figure 1.1 on page 13. In all of the above structures, we obtain our differen-
tials on the various Hochschild complexes by requiring the iterated integral
to be a chain map. For example, when working in the 1-dimensional non-
curved zigzag Hochschild Complex, CHZZ(A), we require our differential to











which differentiate the integrand and take the boundary of the fiber, re-
spectively. For the 2-dimensional non-curved zigzag Hochschild Complex,
CHRecZZ (A), the boundary term in Stokes’ formula also gives a vertical bound-
ary, which we will call ?, so that our differential becomes D = (d+b+?). If we
use the above figure as a guide to what happens in the curved 2-dimensional
case, where we apply parallel transport between the forms originally placed
along our zigzags, the boundary term in Stokes’ also yields terms of the form
CHAPTER 1. A LOCAL ZIGZAG HOCHSCHILD COMPLEX 13
s
t0
t = 0 t = 1
s = 1
s = 0
AAAAA A AA A
AAAAAAAAAA

















Figure 1.1: An illustration of our curved iterated integral, ItA, applied to
one term of exp(B).
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A ∧ A, whereas the differential of the integrand adds terms dA. Putting
these terms together we see that dDR of our Iterated Integral will add terms
R := dA + A ∧ A in between our differential forms on the zigzags. For this
reason, the curved zigzag (both 1-d and 2-d) Hochschild complex has a c
component in the differential, which precisely shuffles in these R’s. In addi-
tion, one can see that the boundary term in Stokes’ results in terms A ∧ ω
and ω ∧A, where ω is some differential form originally placed on the zigzag.
These terms require us to replace the d component of our differential with a
component ∇ = d+ [A,−]. Since ∇2 = [R,−] 6= 0 in this case, we call these
complexes curved and we use the differentials:
• D = (∇+b+c) for the 1-dimensional curved zigzag Hochschild complex,
CHZZ(A), and
• D = (∇ + b + c + ?) for the 2-dimensional curved zigzag Hochschild
complex, CHRecZZ (A).
Chapter 5 deals with our zigzag Hochschild complexes in this curved setting,
complete with iterated integral maps.
Finally, in Section 1.6 we verify that we have elements in CHZZ(Ω(M))
which map (in their limit) to holonomy, and elements in CHRecZZ (Ω(M))
which map to 2-holonomy under the curved iterated integral.
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1.2 The One-Dimensional ZigZag Hochschild
Complex
In this chapter, we define the complex CHZZ(A) along with a product making
it into a DGA.
1.2.1 For a (Non-Abelian) DGA
Let (A, ·, d) be a (possibly non-commutative) associative, unital DGA over a
commutative ring S. We have the well-known interval Hochschild complex2,
CHI(A) :=
⊕
n≥0A⊗ (A[1])⊗n ⊗A, with its usual differential, D, given by
D(ω0 ⊗ ω1 ⊗ . . .⊗ ωn ⊗ ωn+1) :=
n+1∑
i=0
(−1)n+βiω0 ⊗ . . .⊗ d(ωi)⊗ . . .⊗ ωn+1
n∑
i=0
(−1)iω0 ⊗ . . .⊗ (ωi · ωi+1)⊗ . . .⊗ ωn+1
However under the usual shuffle product, D is not a derivation; that would
require A to be a commutative algebra. In this section, we define a new
Hochschild complex, (CHZZ(A), D) with an associative shuffle product, ,
for which our differential D is a derivation.
Before providing a formal definition, we will give the underlying ideas for
its definition. For our underlying vector space, which will consist of tensor
2Also known as the two-sided bar construction where the modules are chosen to be A
in this case
CHAPTER 1. A LOCAL ZIGZAG HOCHSCHILD COMPLEX 16

































where we’ve replaced the interval with k-many zigzags going back and forth
over the same interval. An odd-numbered trip over the interval (left-to-right)
is referred to as a “zig” and an even-numbered trip over the interval (right-
to-left) is called a “zag”. The elements of A are placed at the points where
the zigzags cross the n-many columns3. Consider the following monomial
3These columns represent the “time-slots” 0 ≤ t1 ≤ . . . ≤ tn ≤ 1 which we will
eventually integrate over when considering differential forms and an iterated integral.
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The differential D will consist of two components: d, which applies the dif-






































































































































Definition 1.2.1. Let (A, ·, d) be a (possibly non-commutative) associative,




(A ⊗ (A⊗n ⊗ A)⊗k)[n], where [n] denotes
a total shift down by n, with a differential defined below. Monomials in
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CHZZ(A) will be written as
x = xL ⊗ (x(1,1) ⊗ . . .⊗ x(1,n) ⊗ xR1 )⊗
. . .⊗ (x(i,1) ⊗ . . .⊗ x(i,n) ⊗ x†ii )⊗
. . .⊗ (x(k,1) ⊗ . . .⊗ x(k,n) ⊗ xLk )
where †i is R if i is odd (i.e. on a “zig”) and is equal to L if i is even
(i.e. on a “zag”). The differential D : CHZZ(A) → CHZZ(A) is given by
D(xk,n) := (d+ b)(xk,n). The two components d and b are defined below:
d(xk,n) :=(−1)nd(xL)⊗ . . .⊗ (x(i,1) ⊗ . . .⊗ x(i,n) ⊗ x
†i






(−1)n+β(i,p)xL ⊗ . . .⊗ (x(i,1) ⊗ . . .⊗ d(x(i,p))⊗ . . .⊗ x†ii )






i xL ⊗ . . .⊗ (x(i,1) ⊗ . . .⊗ x(i,n) ⊗ d(x†ii ))⊗ . . .⊗ xLk
where β†ii and β(i,p) equal the sum of the degrees of the elements in A ap-
pearing before the element that d is being applied to. In particular β†ii :=
|xL|+ . . .+ |x(i,1)|+ . . . |x(i,n)| and β(i,p) := |xL|+ . . .+ |x(i,1)|+ . . .+ |x(i,p−1)|
for p > 1 and β(i,1) := |xL|+ . . .+ |x(i−1,1)|+ . . . |x(i−1,n)|+ |x†ii |.
b(xk,n) : = (−1)n(xL · x(1,1))⊗ (x(1,2) ⊗ . . .⊗ x(1,n) ⊗ xR1 )⊗
. . .⊗ (x(i,1) ⊗ . . .⊗ x(i,n−1) ⊗ (x(i,n) · xLi · x(i+1,1)))⊗
. . .⊗ (x(k,1) ⊗ . . .⊗ x(k,n−1) ⊗ (x(k,n) · xLk ))




(−1)n+pxL ⊗ (. . .⊗ (x(1,p) · x(1,p+1))⊗ . . .⊗ xR1 )⊗
. . .⊗ (. . .⊗ (x(i,p) · x(i,p+1))⊗ . . .⊗ x†ii )⊗
. . .⊗ (. . .⊗ (x(k,p+1) · x(k,p))⊗ . . .⊗ xLk )
+ xL ⊗ (x(1,1) ⊗ . . .⊗ x(1,n−1) ⊗ (x(1,n) · xR1 · x(2,1)))⊗
. . .⊗ (x(i,1) ⊗ . . .⊗ x(i,n−1) ⊗ (x(i,n) · xRi · x(i+1,1)))⊗
. . .⊗ (x(k,2) ⊗ . . .⊗ x(k,n) ⊗ xLk )
For a pictorial representation of a simple monomial, see the figure on page
17. For a pictorial representation of d and b, see the figures on page 17.
In the definition above we are applying the following sign convention:
When d is applied, each summand has a sign of (−1)n+β where n is the
number of columns between endpoints in our zigzags and β is the sum of the
degrees of elements preceding the current element which d is being applied
to. When b is applied, each summand has a sign of (−1)n+p where we keep
track of the fact that b had to move over p− 1 many columns and the n− 1











Proposition 1.2.2. D2 = 0
Proof. D2 = D ◦D = (d+ b)◦ (d+ b) = d2 +d◦ b− b◦d+ b2 = 0. We analyze
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each term independently:
• d2 = 0 is a consequence of A being a DGA.
• For b2 = 0, we note that by associativity of “·” in A, we need only to
check that we get opposite signs for the two ways in which the columns
j − 1, j, and j + 1 come together. It is easy to check that for when
a collapse of the j-th and j + 1-th columns is followed by a collapse
of the j − 1-th and j-th columns, we get a total sign of (−1)0. But
when we collapse the j − 1-th column with the j-th column, followed
by collapsing the j-th and j+ 1-th columns, we obtain a sign of (−1)1.
Similarly, terms in b2 vanish when the columns being collapsed are
separated.
• For d◦ b+ b◦d = 0, we consider an element and focus on certain tensor
factors4 of that element, namely:
xk,n = . . .⊗ x(i,p−1) ⊗ x(i,p) ⊗ x(i,p+1) ⊗ x(i,p+2) ⊗ . . . .
Looking first at d ◦ b we obtain terms
d ◦ b(xk,n)
=d ◦ b(. . .⊗ x(i,p−1) ⊗ x(i,p) ⊗ x(i,p+1) ⊗ x(i,p+2) ⊗ . . .)
4The calculation is shown along a “zig”, the same result holds along a “zag” but the
multiplication would be ordered differently.
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=d(. . .+ (−1)n+p(. . .⊗ x(i,p−1) ⊗ x(i,p) · x(i,p+1) ⊗ x(i,p+2) ⊗ . . .) + . . .
= . . .+ (−1)β(i,p−1)+p−1(. . .⊗ d(x(i,p−1))⊗ x(i,p) · x(i,p+1) ⊗ . . .)+
. . .+ (−1)β(i,p)+p−1(. . .⊗ d(x(i,p) · x(i,p+1))⊗ . . .)+
. . .+ (−1)β(i,p+2)+p−1(. . .⊗ x(i,p) · x(i,p+1) ⊗ d(x(i,p+2))⊗ . . .) + . . .
After applying the fact that d is a derivation with respect to ·, along
with β(i,p) + |x(i,p)| = β(i,p+1) we get
d ◦ b(xk,n)
= . . .+ (−1)β(i,p−1)+p−1(. . .⊗ d(x(i,p−1))⊗ x(i,p) · x(i,p+1) ⊗ . . .)+
= . . .+ (−1)β(i,p)+p−1(. . .⊗ d(x(i,p)) · x(i,p+1) ⊗ . . .)+
= . . .+ (−1)β(i,p+1)+p−1(. . .⊗ x(i,p) · d(x(i,p+1))⊗ . . .)+
= . . .+ (−1)β(i,p+2)+p−1(. . .⊗ x(i,p) · x(i,p+1) ⊗ d(x(i,p+2))⊗ . . .) + . . .
Next we consider b ◦ d and observe
b ◦ d(xk,n) = b ◦ d(. . .⊗ x(i,p−1) ⊗ x(i,p) ⊗ x(i,p+1) ⊗ x(i,p+2) ⊗ . . .)
= b(. . .+ (−1)β(i,p−1)+n(. . .⊗ d(x(i,p−1))⊗ x(i,p) ⊗ . . .)+
. . .+ (−1)β(i,p)+n(. . .⊗ d(x(i,p))⊗ x(i,p+1) ⊗ . . .)+
. . .+ (−1)β(i,p+1)+n(. . .⊗ x(i,p) ⊗ d(x(i,p+1))⊗ . . .)+
. . .+ (−1)β(i,p+2)+n(. . .⊗ x(i,p+1) ⊗ d(x(i,p+2))⊗ . . .) + . . .)
= . . .+ (−1)β(i,p−1)+p(. . .⊗ d(x(i,p−1))⊗ x(i,p) · x(i,p+1) ⊗ . . .)+
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. . .+ (−1)β(i,p)+p(. . .⊗ d(x(i,p)) · x(i,p+1) ⊗ . . .)+
. . .+ (−1)β(i,p+1)+p(. . .⊗ x(i,p) · d(x(i,p+1))⊗ . . .)+
. . .+ (−1)β(i,p+2)+p(. . .⊗ x(i,p+1) · x(i,p+1) ⊗ d(x(i,p+2))⊗ . . .) + . . .
By comparing the corresponding terms we see that d ◦ b + b ◦ d = 0.
Similar arguments apply when considering other tensor-factors as well
as when b collapses the first or last columns; in which case one has to
apply the derivation d over a product of three tensor-factors.
Next we define a shuffle product  : CHZZ(A)⊗CHZZ(A)→ CHZZ(A).
Recall that for CHI(A), we could define a shuffle product, but it would not
be compatible with the usual Hochschild differential D unless A was a com-
mutative DGA. For CHZZ(A), the idea is to concatenate the two monomials
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Remark 1.2.3 (Some comments on shuffles and their signatures). Consider
the set Sn,m of (n,m) shuffles: Sn,m = {σ ∈ Sn+m|σ(1) < . . . < σ(n), and, σ(n+
1) < . . . < σ(n+m)}. We can use these shuffles to get maps σ : A⊗n×A⊗m →
A⊗n+m via
σ((a1 ⊗ . . .⊗ an), (an+1 ⊗ . . .⊗ an+m)) := aσ−1(1) ⊗ . . .⊗ aσ−1(n+m).
Next, since we will be shuffling in 1’s on zigs and zags in the opposite order,
we offer a formal convention to describe that process. For an element E =
e1 ⊗ . . .⊗ ep ∈ A⊗p, we define E := ep ⊗ . . .⊗ e1 ∈ A⊗p. Now, for an shuffle
σ ∈ Sn,m interpreted as σ : A⊗n ×A⊗m → A⊗n+m, we can define σX ∈ Sn,m
giving the induced map σX : A⊗n ×A⊗m → A⊗n+m to be
σX(L,R) := σ(L,R).
For a given i ∈ N we will define σXi to be σ if i is odd (i.e. on a “zig”)
and σX if i is even (i.e. on a “zag”). Finally, recall that for a shuffle
(or permutation of any type) we can define the signature of that shuffle by
sgn(σ) = (−1)N(σ) where N(σ) is the number of transpositions needed to
write σ as a product purely of transpositions. Note that N(σ) is well defined
mod 2. By our convention, for reasons having nothing to do with zigs and
zags, we will need to consider sgn(σX). It is straightforward to prove that
sgn(σX) = (−1)nmsgn(σ) where σ shuffles an n-tuple with an m-tuple.
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yL ⊗ . . .⊗ ((y(j,1) ⊗ y(j,2) ⊗ . . .⊗ y(j,m))⊗ y
†j





(−1)εσxL ⊗ . . .⊗
(
σXi((x(i,1) ⊗ . . .⊗ x(i,n)), (1, . . . , 1))⊗ x†ii )
)
⊗ . . .
⊗ (xLk · yL)⊗ . . .⊗
(




⊗ . . .⊗ yLl
and extended linearly to all of CHZZ(A), where εσ := |xk,n| ·m + N(σX) =
(|xk,n|+n)·m+N(σ), using the abbreviation |xk,n| := |xL|+|x(1,1)|+. . .+|xLk |,
and the shuffles are happening at all i, j simultaneously for a given σ.
Proposition 1.2.5. The shuffle product  is associative and D is a deriva-
tion with respect to .
Proof. Associativity comes from the fact that placing zigzags on top of one
another is an associative operation. We wish to show that D(x  y) =
D(x) y + (−1)|x|+nxD(y). We note that D(x) y amounts to applying
the differential only to the top zigzag where as x  D(y) applies the differ-
ential only to the bottom zigzag. D(x  y) applies first d to each term, in
which case you are either on the top or the bottom zigzag and so recovering
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those terms is straightforward. Applying b to x  y has some terms which
vanish and some terms which cancel with x  D(y) or D(x)  y as we will





































































The diagram on the left is a term in the shuffle product of two zigzags
where two columns in the top zigzag remain adjacent. After applying the
b-component of our differential D to this new zigzag where we collapse the
columns of the elements c and d, we obtain the diagram on the right. This
term can will cancel with the term coming from D(x)y which first collapses
that column in the zigzag x and then shuffles the result in with y in such
a way that the zigzag on the right (above) is obtained. A similar argument
would show were we see cancelation with terms in x  D(y) On the other
hand, consider the three diagrams below:










































































































where the left and middle diagrams are zigzags coming from different
shuffles (off by a transposition and thus off by exactly (−1)) and the right
diagram is a common term shared in the result of the b-component of the
differential D applied to these zigzags. Thus, cancelation occurs.
Remark 1.2.6. Note that (CHZZ(A), D,) is a DGA, whose unit is the mono-
mial with 0-many zigzags and a 1 in the only tensor-factor, and thus we can it-
erate the CHZZ functor to define the DGA CHZZ(CHZZ(. . . (CHZZ(A)) . . .)).
1.2.2 Special Cases
We begin by showing the Hochschild complex CHZZ(A) is compatible with
CHI(A) in the case where A is a commutative DGA. The other special
case we are interested in is when our DGA comes from a commutative DGA
tensored with an associative algebra. This case is motivated by considering
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matrix-valued differential forms Ω•(M,Mat) ∼= Ω•(M,R)⊗Mat.
Definition 1.2.7. If C is a commutative DGA, we have a column-collapse
map Col : CHZZ(C) → CHI(C) defined as follows: Let x(k,n) ∈ CHZZ(C).
Then
Col(x(k,n)) = (−1)εColL(x(k,n))⊗Col1(x(k,n))⊗. . .⊗Coln(x(k,n))⊗ColR(x(k,n))
where
ColL(x(k,n)) :=x












1 · xR3 · · · · · xRk−1
Here by
∏
we refer to the ordered product induced by the algebra C and ε
comes from the usual Koszul rule of changing the order of elements x(i,p).
Proposition 1.2.8. Let C be a commutative differential graded algebra. Then
Col : CHZZ(C)→ CHI(C) is a chain map and an algebra map.
Proof. It is straightforward to check that the differentials are compatible
because of Leibniz and because we always collapse full rows. Similarly the
shuffle products are compatible since the insertion of 1’s in an entire column
amounts to the usual shuffle after collapsing.
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Let C be a commutative DGA and B an associative algebra. Recall we
have the associative DGA C ⊗ B generated by monomials c ⊗ b ∈ Cn ⊗ B
with differential d : Cn ⊗ B → Cn+1 ⊗ B given by d(c ⊗ b) := d(c) ⊗ b and
associative product (c ⊗ b) · (c′ ⊗ b′) := (−1)|b|·|c′|(c · c′ ⊗ b · b′) which yields
the product (C ⊗B)⊗n× (C ⊗B)⊗n → (C ⊗B)⊗n. With all of this in mind we
can consider the Hochschild complex CHI(C⊗B) and define a special shuffle
product for it, where the idea is to shuffle the commutative part and push
all of the information from B to the end, while preserving the order.
Definition 1.2.9. For C a commutative DGA and B an associative algebra,
CHI(C ⊗ B) has the shuffle product:










(1⊗ 1)⊗ . . .⊗ (1⊗ ωL · . . . · ωi · . . . ωR · νL · . . . · νi · . . . · νR)
)
where
(x⊗ ω) := (xL ⊗ ωL)⊗ (x1 ⊗ ω1)⊗ . . .⊗ (xn ⊗ ωn)⊗ (xR ⊗ ωR) ∈ (C ⊗ B)⊗n
and
(y ⊗ ν) := (yL ⊗ νL)⊗ (y1 ⊗ ν1)⊗ . . .⊗ (yn ⊗ νn)⊗ (yR ⊗ νR) ∈ (C ⊗ B)⊗n
Proposition 1.2.10. For C a commutative DGA and B an associative alge-
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bra, the differential D := d+ b on CHI(C ⊗ B) is a derivation of the shuffle
product defined in Definition 1.2.9.
Proof. The proof is similar to the proof for Proposition 1.2.5.
The special case for C ⊗ B we are considering can also fall into the case
where we consider it as a single (non-commutative) DGA with unit, and thus
we could also define CHZZ(C ⊗ B). The column-collapse map in this case
is almost the same as in Definition 1.2.7 but this time we push all of the
elements from B to the end, preserving order.
Definition 1.2.11. If C is a commutative DGA and B is an associative
algebra, we have a column-collapse map ColMat : CHZZ(C⊗B)→ CHI(C⊗B)
defined as follows:
ColMat(x⊗m(k,n)) = (−1)
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where again by
∏
we mean the ordered product induced by C or B and ε again
comes from the Koszul rule.
Proposition 1.2.12. Given a commutative DGA, C, and an associative al-
gebra B, the column-collapse map ColMat : CHZZ(C ⊗ B)→ CHI(C ⊗ B) is
a chain map and an algebra map.
Proof. The proof is similar to the one for Proposition 1.2.8.
1.3 A Chen Map out of the ZigZag Hochschild
Complex
We use CHZZ(A) to study non-abelian differential forms on the path space
and so for the remainder of the paper, when we are considering matrix-valued
differential forms, we write Ω(M) := Ω(M,Mat), so as to distinguish from
our real-valued forms Ω(M) := Ω(M,R). First let us recall the usual interval
Hochschild complex. Let ωn ∈ CHI(Ω(M)). We have an evaluation map
∆n ×M I ev−→Mn+2,
((t1, . . . , tn), γ)
ev7−→ (γ(0), γ(t1), . . . , γ(tn), γ(1))
and so we use the composition
Ω(M)⊗n+2 −→ Ω(Mn+2) ev
∗
−−→ Ω(∆n ×M I)
∫
∆n−−→ Ω(M I)
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to define It(ω) :=
∫
∆n
ev∗(ω). Similarly we can use the evaluation map
governed by placing differential forms along a zigzag at each time-slot and
can define an iterated integral map out of CHZZ(Ω(M)):
Definition 1.3.1. Let ω(n,k) ∈ CHZZ(Ω(M)). We have an evaluation map
∆n ×M I ev−→Mnk+k+1,
((t1, . . . , tn), γ)
ev7−→(γ(0), γ(t1), . . . , γ(tn), γ(1),
γ(tn), . . . γ(t1), γ(0),
. . .γ(tn), . . . γ(t1), γ(0))
and so we use the composition
Ω(M)
⊗nk+k+1 → Ω(Mnk+k+1)
ev∗−−→ Ω(∆n ×M I)
∫
∆n−−→ Ω(M I)
to define It(ω) :=
∫
∆n
ev∗(ω). The evaluation map here can be clarified by
the figure on page 16.
When applying the differential in the image of CHZZ(Ω(M))
It−→ Ω(M I),
we encounter the situation where two time-slots in ∆n come together. For
this reason, we recall the following Lemma which will be applied below with-
out further reference:
Lemma 1.3.2. The map Ω(M) ⊗ Ω(M)
EZ−−→ Ω(M ×M)
∆∗−→ Ω(M),
where EZ is the Eilenberg-Zilber map and ∆ : M ×M →M is the diagonal,
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is given by the wedge product of forms.
We now arrive at our first important result and continue by establishing
the relationship between CHI(Ω(M)), CHZZ(Ω(M)), and their Chen maps.
Proposition 1.3.3. The Iterated Integral It : CHZZ(Ω(M))→ Ω(M I) is
a chain map.











Now we use: (a) the chain map Ω(M)
⊗k → Ω(Mk) along with the exterior







∆n ×M I ev //Mnk+k+1
where di : ∆
n−1 → ∆ is the map (t1, . . . , ti, . . . tn−1) 7→ (t1, . . . , ti, ti, . . . tn−1)
and di on the right arrow is, by abuse of notation, the diagonal making the


































ev∗(. . .⊗ (ω · ω′)⊗ . . .)









Remark 1.3.4. By a similar calculation, we have that It : CHI(Ω(M)) →
Ω(M I) is a chain map for any coefficients since we never have to commute
forms in the differential of CHI(Ω(M)).
We want to show that It : CHZZ(Ω(M)) → Ω(M I) is also an al-
gebra map. As a warm-up, we first recall why in the abelian case, It :
CHI(Ω(M,R))→ Ω(M I ,R) is an algebra map.
Proposition 1.3.5. The Iterated Integral CHI(Ω(M)) → Ω(M I) is a map
of algebras.
Proof. We have degeneracy maps si : ∆
r+1 → ∆r, given by








∆r ev //M r+2
where si on the right arrow is the induced projection making the diagram
commute. So by composing these degeneracy maps (and again abusing no-
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∆m ×∆n ×M I (evn,evm) //Mm+2 ×Mn+2
Here βσ : ∆n+m → ∆n ×∆m is the unshuffle map
(t1, . . . , tn+m)
βσ7−→ ((tσ(1), . . . , tσ(n)), (tσ(n+1) , . . . , tσ(n+m)))
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Remark 1.3.6. In the above proof, the reason why we need abelian coeffi-
cients can be seen by the fact that the map ρσ : Mm+n+2 → Mm+2 ×Mn+2
switches the order of coordinates. In the following proposition and proof, no
coordinates are switched, which is exactly why we can correctly model the
wedge product of two Iterated Integrals with our shuffle product.
Proposition 1.3.7. The Iterated Integral CHZZ(Ω(M)) → Ω(M I) is a
map of algebras.
Proof. The proof is analogous to the above proposition, so we include the







∆m ×∆n ×M I
(evm,km ,evn,kn )//M (m+1)km+1 ×M (m+1)km+1
where βσ is the same as in Proposition 1.3.5, πσ is the map which makes













(βσ × id)∗(evn,kn , evm,km)∗(ω ⊗ ν)












Lemma 1.3.8. The collapse map Col : CHZZ(Ω(M,R)) → CHI(Ω(M,R))
from Definition 1.2.7 is given by zz∗ where zz : Mn+2 → Mnk+k+1 is a







CHI(Ω(M)) EZ // Ω(Mn+2)
Proof. This fact is another consequence of Lemma 1.3.2.
Proposition 1.3.9. If Ω(M) = Ω(M,R) then we have the following com-






Proof. We observe the following commutative diagram
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(evZZ)∗// Ω(∆n ×M I)
∫




Remark 1.3.10. In the case of non-abelian coefficients, Ω(M) = Ω(M,Mat),
both It : CHZZ(Ω(M)) → Ω(M I) and It : CHI(Ω(M)) → Ω(M I) are
chain maps, while Col : CHZZ(Ω(M))→ CHI(Ω(M)) is not a chain map.
However, in this case the diagram from Propostition 1.3.9 does not commute
either.
1.4 The Two-Dimensional ZigZag Hochschild
Complex(es)
Given a commutative DGA, (A, d, ·), we have the Hochschild complex of
the Hochschild complex, the rectangular Hochschild complex, and the square
Hochschild complex, denoted CHI(CHI(A)), CHI×IRec (A), and CH
I×I
Sq (A), re-
spectively. Note that for a non-commutative DGA, (A, d, ·), the 2-dimensional
(both simplicial and bisimplicial) higher Hochschild structures do not form a
complex [GTZ]. In this section we give two related 2-d Hochschild complexes
using the ideas from CHZZ(A).
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Given an associative DGA, (A, d, ·), we have the Hochschild complex
of the zigzag Hochschild complex, denoted CHI(CHZZ(A)), and below we
define the rectangular zigzag Hochschild complex and the square zigzag
Hochschild complex, denoted CHRecZZ (A) and CH
Sq
ZZ , respectively.
Definition 1.4.1. Let (A, d, ·) be a DGA. The rectangular zigzag Hochschild









j=0 , are to be thought of as m+ 2-many rows of elements
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xjkj ,n ∈ CHZZ(A),
0 n+ 1 = 4





















(−1)n+m+βr,p(x0k0,n)⊗ . . .⊗ dp((x
r




















))⊗ . . .⊗ (xm+1km+1,n)
where dp is the differential coming from A applied to exactly the p-th slot
of (xki,n) and bp is collapsing/multiplying the slots in the p-th and (p + 1)-
th columns of (xki,n). The operation ? is simply a concatenation of the two
zigzags:
ak,n ? bl,n :=a
L ⊗ (a(1,1) ⊗ . . .⊗ a(1,n) ⊗ aR1 )⊗
. . .⊗ (a(i,1) ⊗ . . .⊗ a(i,n) ⊗ a†ii )⊗
. . .⊗ a(k,1) ⊗ . . .⊗ a(k,n)
⊗ (aLk · bL)⊗ (b(1,1) ⊗ . . .⊗ b(1,n) ⊗ bR1 )⊗
. . .⊗ (b(l,1) ⊗ . . .⊗ b(l,n) ⊗ bLl )
Proposition 1.4.2. Let (A, d, ·) be an associative DGA, then CHRecZZ (A)
forms a complex.
Proof. The components d and b of D are just as in Proposition 1.2.2. For
the new ? part, it is straightforward to check that ?d + d? = 0, ?2 = 0, and
?b+ b? = 0.
Definition 1.4.3. Let (ωjkj ,n)
m+1
j=0 ∈ CHRecZZ (Ω(M)). We define the iterated


















(t1, . . . , tn, s1, . . . , sm,Σ)
7→(Σ(0, 0),Σ(0, t1), . . . ,Σ(0, tn),Σ(0, 1),Σ(0, tn), . . . ,Σ(0, 0), . . . ,
Σ(s1, 0),Σ(s1, t1), . . . ,Σ(s1, tn),Σ(s1, 1) . . . ,Σ(s1, 0), . . . ,
...
Σ(sm, 0),Σ(sm, t1), . . . ,Σ(sm, tn),Σ(sm, 1), . . . ,Σ(sm, 0), . . . ,
Σ(1, 0),Σ(1, t1), . . . ,Σ(1, tn),Σ(1, 1), . . . ,Σ(1, 0))
While the dp and bp above will be similar to the pieces of the 1-d zigzag
story, something should be said about the ? component of the differential.
Consider a very simple monomial (pictured below) on which we’d like to
observe the star operation, say two zig zags with n = 2, each having k = 1:
i.e. 1⊗x1(1,2)⊗x2(1,2)⊗1 with a = 1, x(1,2) = b⊗c⊗. . .⊗h, x′(1,2) = i⊗j⊗. . .⊗o,
and p = 1.
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0




























When applying star to the two no-trivial zigzags above,1⊗(x(1,2)?x′(1,2))⊗
1, the picture above simply becomes
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s
t0
























The maps which describe this ? operation include the diagonal
∆1 ×∆2 ×MSq → ∆2 ×∆2 ×MSq
given by (s, (t1, t2),Σ) 7→ ((s, s), (t1, t2),Σ)
and
M15 →M16
given by (x1, . . . , x15) 7→ (x1, . . . , x7, x8, x8, x9, . . . , x15)
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∆2 ×∆2 ×MSq ev(0,4,0),2 //M
16
So in our figures above, the multiplication of exactly h and i comes from the
fact that the map M15 → M16 had exactly one diagonal map built into it.
Also recall that before the star operation, we had k1 = 2 and k2 = 2, and
after the star operation we had m = 1 and k1 = 4. In general, the evaluation
maps in the commutative diagram need to keep track of the kj’s in order
for CHRecZZ (Ω(M)) to be relevant to, let alone be a model for, Ω(M
Sq). In
general, when we want to investigate
It
(





))⊗ . . . (xm+1(km+1,n))
)
















and see that the ? operation corresponds to the wedge product during con-
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we then obtain precisely the new term
∫
∆n×∂∆m
ev∗(ω) (see Proposition 1.3.3).
We therefore have:
Proposition 1.4.4. The iterated integral CHRecZZ (Ω(M))
It−→ Ω(MSq) is a
chain map.
Below we briefly mention a variation of the 2-d Rectangular Hochschild







(A⊗ (A⊗n ⊗A)⊗k0 ⊗ . . .⊗A⊗ (A⊗n ⊗A)⊗kn+1)[n]
is to be thought of as (n + 2)-many rows of elements (ωi(ki,n)) ∈ CHZZ(A),
with differential



















(−1)n+βr,p(x0(k0,n))⊗ . . .⊗ dp((x
r




where dp is the differential coming from A applied to exactly the p-th slot
of (x(ki,n)) and br is collapsing/multiplying the r-th and (r + 1)-th slots of
(x(ki,n)). Note that we use the fact that collapsing two columns commutes
with the ? product of two rows coming from elements in CHZZ(A).
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Proposition 1.4.6. If A is a commutative DGA, then using our map from












where the horizontal arrows come from collapsing zigzags and the vertical
arrows come from adding in degeneracies (see for example [GTZ], Corollary
2.4.4, for the maps on the right).
1.5 The ZigZag Hochschild Complex for a Curved
DGA
1.5.1 The One-Dimensional Case
We have in mind integrating differential forms along our zigzags as before,
but now we would like to apply parallel transport between the variables at
which the differential forms are sitting. When we take the De Rham dif-
ferential after integration, we will have some extra terms show up. For this
reason we define the curved zigzag Hochschild complex, using the same un-
derlying vector space as in the “1-d” case, CHZZ(A), but with an additional
component added to its differential.
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Definition 1.5.1. Let (A, ·, d) be a DGA and let A ∈ A be an element of
degree 1. Then denote by ∇ : A → A, ∇(x) := dx + [A, x], with ∇R(x) :=
dx + (−1)|x|x · A and ∇L(x) := dx + A · x. The curved zigzag Hochschild





with differential D : CHZZ(A) → CHZZ(A) given by D(xk,n) := (∇ + b +
c)(xk,n). We define these three components below:












i xL ⊗ . . .⊗∇(x†ii )⊗ . . .⊗ xLk
+(−1)n+βLk xL ⊗ . . .⊗∇L(xLk )










(−1)n+σ(n+1)xL ⊗ . . .
⊗ . . .⊗
(
σ((x(i,1) ⊗ . . .⊗ x(i,n)), R)⊗ x†ii
)
⊗ . . .⊗
(





The term cRσ shuffles in exactly one new column in xk,n which consists of all
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1’s except for exactly one R, and whose placement is determined by σ(n+ 1)





Moreover, we have the same shuffle product, , for the curved zigzag Hochschild
complex as we do in the zigzag Hochschild complex, defined in Definition
1.2.4.
Proposition 1.5.2. For a unital DGA, (A, ·, d) with A ∈ A1, the curved
differential D on CHZZ(A) satisfies D2 = 0. Furthermore, D is a (graded)
derivation of .
Proof. To see that D2 = 0, we observe ∇2 + cb + bc = 0, b2 = c2 = 0,
∇b+ b∇ = 0, and ∇c+ c∇ = 0. The proof is straightforward but the reader
should note that the terms ∇L and ∇R correspond to R being multiplied to
the left or the right of the endpoints, respectively, when considering b ◦ c.
The proof that D is a derivation of  is comparable to that of Proposition
1.2.5 if one replaces all instances of d with ∇.
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The setup we actually have in mind for this curved algebra case is when
A = Ω(M) := Ω(M,Mat) is the DGA of matrix-valued forms on M , or
more generally, Ω(M) = Ω(M, g) where g is a Lie-Algebra whose bracket
comes from an underlying product. Now we fix a 1-form A ∈ Ω1(M). We
wish to define a map ItA : CHZZ(Ω(M))→ Ω(M I). We illustrate the map
on a simple monomial in CHZZ(Ω(M)). So consider the following element
of Ω(M)
⊗7[2] ⊂ CHZZ(Ω(M)), where the evaluation map normally used









which represents an element
ωL ⊗ ω(1,1) ⊗ ω(1,2) ⊗ ωR1 ⊗ ω(2,1) ⊗ ω(2,2) ⊗ ωL2 ∈ Ω(M)⊗7[2]
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which will insert some A’s as prescribed by the qi ∈ Z≥0. So applying
InsA(2,3,1,2,0,5) : Ω(M)
























resulting in an element
ωL ⊗A⊗2 ⊗ ω(1,1) ⊗A⊗3 ⊗ ω(1,2) ⊗A⊗ ωR1 ⊗A⊗2 ⊗ ω(2,1) ⊗ ω(2,2) ⊗A⊗5 ⊗ ωL2
in Ω(M)
⊗20[15] where, for example ∆q5 = ∗ and
∆q6 = {(τ1, . . . , τ5) ∈ R5|t1 ≥ τ1 ≥ τ2 ≥ . . . ≥ τ5 ≥ 0}.
5While we are inserting arbitrarily many 1-forms A, they will all be shifted down by
one-degree, since they each will be integrated along some interval at some τ . This is
consistent with the rest of the shifts in the paper where we always shift a monomial by
the dimension of the fiber we integrate over.
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We consider the bounded convex polytope:
E = {(τ 11 , τ 12 , τ 21 , τ 22 , τ 23 , τ 31 , τ 41 , τ 42 , τ 61 , . . . τ 65 , t1, t2)|
0 ≤ t1 ≤ t2 ≤ 1,
0 ≤ τ 11 ≤ τ 12 ≤ t1 ≤ τ 21 ≤ τ 22 ≤ τ 23 ≤ t2 ≤ τ 31 ≤ 1,
1 ≥ τ 41 ≥ τ 42 ≥ t2 ≥ t1 ≥ τ 61 ≥ . . . ≥ τ 65 ≥ 0}.
Once again, we use the picture as our guide for the evaluation map, and define

















where q = (2, 3, 1, 2, 0, 5) in this case and then we can finally define the
iterated integral map Ω(M)
⊗7[2]







where here by ωi we mean the i-th tensor-factor in ω = ω0 ⊗ · · · ⊗ ω(n+1)k+1
and we define Qi := qi+1 + . . .+ q(n+1)k. In the same way we can now define
the iterated integral in general. In the definition below, we fix a choice of
1-form, A, for our curving.
Definition 1.5.3. Consider some monomial ωk,n ∈ Ω(M)⊗φ[n] ⊂ CHZZ(Ω(M))
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where φ = nk + k + 1. For each choice qi ≥ 0, for i = 1, . . . , (n + 1) · k we

















where φA = φ+
∑
qi and q = (q1, . . . , qφ−1). Then Ω(M)
⊗φ[n]
ItA−−→ Ω(M I)




A point should be made about this infinite sum. In the case when we
were considering It : Ω(M)
⊗7 → Ω(M I) we were considering a cartesian
product of 6 different infinite-sums of choices: q1, . . . , q6. However, for a
fixed path γ and (t1, t2), we want to simply compute the parallel transport
between two points on γ using a connection 1-form, A. In particular, since
the image of γ is compact in M , |A| is bounded on γ by some element ρ ∈ R














AA|+ . . .






+ . . .
= exp(ρ) ∈ R.
This shows that the infinite sum in ItA indeed converges.
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Proposition 1.5.4. The map ItA : CHZZ(Ω(M)) → Ω(M I) as defined
above is a chain map and an algebra map, where CHZZ has the differential
D = ∇+ b+ c.
Proof. Contrasting with Proposition 1.3.7, we now have inserted A’s. How-
ever, the insertion of A’s produces parallel transport functions which will not
interact significantly with the wedge product. Hence, up to sign, the proof
of ItA being an algebra map similar to Proposition 1.3.7, since we have a
diagram using the evaluation map M I × E ev−→ MφA where no factors of M
have to be switched. The computations involving keeping track of the choices
of q
i
, although not trivial, are more straightforward than those for the proof
that we have a chain map and so we leave those details to the reader.
We now show that ItA is a chain map by applying dDR and focusing
on what occurs in two scenarios: at some ω(−,−) and at some inserted A,
respectively. We have:
d ◦ ItA(ω) =
∑
q















First recall that for our bounded polytope
E = {. . . τ 1a ≤ . . . ≤ τ qaa ≤ ti ≤ τ 1b ≤ · · · ≤ τ
qb
b ≤ ti+1 . . .},
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taking the place of ∆n, is a subspace of (
∏
qi
∆qi)×∆n given by elements that
satisfy conditions such as ti ≤ τ 1b and τ
qb
b ≤ ti+1, etc. Using this as a guide,
















Each component of the boundary comes with a well-defined induced orienta-
tion coming from Stokes’ Theorem (using outward pointing normal-vectors
of each component). We have boundary maps ∂(−,−) and ∂− which take ad-
jacent coordinates and identify them. For example, we consider the adjacent
coordinates
τ 1a ≤ . . . ≤ τ qaa ≤ ti ≤ τ 1b ≤ · · · ≤ τ
qb
b ≤ ti+1 . . .
in E. Then we have maps of the form




















Note that for any zig-zig diagram having n columns and k zigzags, consist-
ing of information (n, k, q), we can associate its corresponding information
∂(−,−)(n, k, q) and ∂i(n, k, q), coming from the zigzag diagrams of the bound-
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aries ∂(−,−) and ∂i, respectively. We have corresponding maps b(−,−) and bi
which multiply the appropriate differential-forms in our monomial InsAq (ω).

























































|ωr|Qr, ε∂iE := i + 1 +
∑
qi, and
ε∂(−,−)E is defined as well by the orientation of E. We also use the fact that
the pullback along ∂i amounts to pulling back along a diagonal and so we
wedge the adjacent6 forms ω(i,p) and ω(i,p+1). Note, however, that we have
essentially dropped all of the inserted A’s between the two adjacent forms.
This is only because if we were to follow through with the iterated integral,
we would be integrating along a 0-dimensional subspace (i.e. a point) and so
the integral over that point of 1 +A+A∧A+ . . . would equal 1. This is the
same as saying that parallel transport along the constant path must equal
6or ω(i,n−p) and ω(i,n−p+1) depending upon whether or not the i-th level is a “zig” or
a “zag”
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the identity. When we use the pullback along the ∂(−,−) we simply wedge the
adjacent forms (A ∧ ω, A ∧ A, or ω ∧ A) and no further identifications are






































where d(i,l) (in a slight abuse of notation) applies the DeRham differential
to a form ωL, ω(i,l), or ω
†l
l and dτ ia applies d to an inserted A. We now
show where our term ∇(ω(i,k)) comes from. From equation (1.5.3) we get our


























q (ω))) (ω ∧ A)
and from equation (1.5.5) we get another suggestively-labeled term
7For the rest of this proof, we will proceed without sign as it is mostly straightforward
to check that our sign conventions work out, but the details would unnecessarily obfuscate
the ideas.





Notice that for these three terms, all of the changes to the fiber E involved
removing a single τ or none at all. Thus, when we sum over all choices of q












































= ItA(∇(i,l)(ω)), (dω + [A, ω])
where ∇(i,l) applies ∇ to the corresponding component of ω. Next we show















(n,k,q)(b(τ ja ,τ j+1a )(Ins
A
























(n,k,q)(b(τ ja ,τ j+1a )(Ins
A












= ItA(c(i,l)(ω)) (R = dA+ A ∧ A)
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Note that the sum of these kinds of terms gives ItA(c(ω)) since these terms
insert exactly one R = dA+A∧A in all positions and 1’s in the corresponding
positions τ ia of the other zig zags. Finally we note that the first term on the






(ω))) (ω ∧ ω′)
where bi collapses the i
th and i + 1 th columns in ω. This provides us with









(ω))) = ItA(bi(ω)) (ω ∧ ω′)
Similar calculations can be made at the endpoints. In particular, if we focus
our attention to ωL, when we apply d we obtain dωL, considering the bound-
ary ∂(0,τ11 ) yields a term of the form ω
L ∧A, and ∂0 yields ωL ∧ω(1,1). Similar
terms arise when we focus our attention to ωLk . Focusing our attention to ω
R
i ,
when we apply d we obtain dωRi , considering the boundary ∂(τqaa ,1) we obtain
A∧ωRi , applying the boundary ∂(0,τ1b ) yields ω
R
i ∧A, and the boundary ∂(tn,1)
yields ω ∧ ωRi ∧ ω′. Similar terms arise when we focus our attention to ωLi
when i is even and 1 < i < k. If we sum over all choices of i, k, q, τ ia, etc, we
obtain all terms in D(ω). Thus we have shown that
(dDR ◦ ItA)(ω) = (ItA ◦D)(ω).
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1.5.2 The Two-Dimensional Case
For the two dimensional curved case, we can follow the transition from the
non-curved 1-d case to the non-curved 2-d case with one small addition.
Although one can proceed by collapsing the vertical left and right boundaries
of our squares, and work on bigons, we will keep the square un-identified and
so we need to account for parallel transport along the vertical paths moving
from one zigzag to the next. See Figure 1.1 on page 13 for the idea.
Definition 1.5.5. The curved rectangular zigzag Hochschild complex, CHZZRec(A),
has the same underlying vector space as in Definition 1.4.1 with differential
D = ?+b+c+∇. Here, ? and b are the same as in the non-curved CHZZRec(A)
and we use the two-dimensional analog of our ∇ and c defined in the curved
CHZZ(A) where now c may also add a curvature term, R, at a vertical path
on the left of the square. In particular



















(−1)n+βj,p . . .⊗∇p(xkj ,n)⊗ . . .
+ c((xk1,n)⊗ . . .⊗ (xkm,n))
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where







. . .⊗ c1σ(xki,n)⊗ . . .⊗ c
R




(−1)m+j . . .⊗ (xkj ,n)⊗R⊗ (xkj+1,n)⊗ . . . .
Here we used cRσ to represent the usual component of our differential, c, which
inserts an R into one zig or zag and inserts 1’s everywhere else in that new
column. The c1σ mimics c
R except that it only inserts 1’s along the entire
column. Note also that the sign on the first line is only an m since cR will
be a sum of terms inserting R between different columns, each term having
an additional sign of (−1)n+σ(n+1) just as in Definition 1.5.1.
For the sake of having a complete figure without all of the A’s inserted
for the moment, we recall the following figure to work through the definition
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of our Iterated Integral in this case.
0




























First, notice that we have 15 sections in which to insert an arbitrary number
of A’s. So we consider those choices q = (q1, . . . , q15) and using our previous
notation we have (φ = 16)-many forms on M , namely a, . . . , p and φA =
16 +
∑
qi. Next, it becomes important to pull-back our form A along a 1-
path rather than a 2-path so that there is a single 1-path along which parallel
transport is performed. So for a 2-path Γ(s, t) we mean define the 1-paths
γs(t) = γ
t(s) = Γ(t, s). Note that our fiber E will be quite cumbersome to
write down in general. There is certainly a formula, but the diagram gives
that formula more easily than symbols. For the particular diagram we are
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considering above, we have t1, t2, s1, s2 and 15 different choices of inserting




E = {(σ1, τ 2, τ 3, . . . , τ 7, σ8, τ 9, τ 10, . . . , τ 14, σ15, t1, t2, s1, s2), )|
0 ≤ t1 ≤ t2 ≤ 1 and 0 ≤ s2 ≤ s2 ≤ 1
0 ≤ σ(1,1) ≤ . . . ≤ σ(1,q1) ≤ s1
0 ≤ τ(2,1) ≤ . . . ≤ τ(2,q2) ≤ t1 ≤ τ(3,1) ≤ . . . ≤ τ(3,q3) ≤ t2 ≤ τ(4,q4) ≤ 1
0 ≤ τ(7,q7) ≤ . . . ≤ τ(7,1) ≤ t1 ≤ τ(6,q6) ≤ . . . ≤ t2 ≤ τ(5,q5) ≤ . . . ≤ τ(5,1) ≤ 1
s1 ≤ σ(8,1) ≤ . . . ≤ σ(8,q8) ≤ s2
0 ≤ τ(9,1) ≤ . . . ≤ τ(9,q9) ≤ t1 ≤ . . . ≤ t2 ≤ τ(11,1) ≤ . . . ≤ τ(11,q11) ≤ 1
0 ≤ τ(14,q14) ≤ . . . ≤ τ(14,1) ≤ t1 ≤ . . . ≤ t2 ≤ τ(12,q12) ≤ . . . ≤ τ(12,1) ≤ 1
s2 ≤ σ(15,1) ≤ . . . ≤ σ(15,q15) ≤ 1}
using the convention σi = (σ(1,1), . . . , σ(1,qi)) and τ i = (τ(1,1), . . . , τ(1,qi)). Ob-
serve that to each choice of n,m, k, and q, where k := (k0, . . . , km+1) and
q := (q1, . . . , q(n+1)(k0+...+km+1)+(m+1)), we have a uniquely determined zigzag
diagram with A’s inserted. Our fiber E is determined by these choices as
well. With this in mind, the evaluation map for the above element can be
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written:
MSq × E ev−→MφA
(γ, σ1, τ 2, τ 3, . . . , τ 7, σ8, τ 9, . . . , τ 14, σ15, t1, t2, s1, s2)





. . . , (γs1(τ(5,i)))
q5
















where the component of the iterated integral ItA(q) : Ω(M)
⊗φ → Ω(MSq) is


















Since our differential is simply a mix of terms from the 2-d non-curved
case and the 1-d curved case, we can combine all of those arguments to obtain
the following theorem.
Theorem 1.5.7. The curved iterated integral It : CHZZRec(Ω(M))→ Ω(MSq)
is a chain map.
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1.6 Holonomy
We first remark on elements in CHZZ(Ω(M)) which map to 1-dimensional
holonomy. Given a 1-form A ∈ Ω1(M) we denote by Pγ(t) the parallel
transport along a path γ from 0 to t. By the construction of our zigzag





where Ã := (1 ⊗ A ⊗ 1 ⊗ 1 ⊗ 1) has n = 1 and k = 2 and each Ãn ∈
CHZZ(Ω(M)).
Finally, we show that we have elements in the completion of CHRecZZ (Ω(M))
which map to 2-dimensional holonomy. In the remainder of this chapter we
restrict our space MSq to the subspace of {Σ : [0, 1]2 → M} where for each
Σ(t, s) : [0, 1]2 →M there exist x, y ∈M so that Σ(0, s) = x and Σ(1, s) = y
for all s ∈ [0, 1] (i.e. “bigons”). Let B ∈ Ω2(M) be a matrix-valued 2-form.





via Figure 1.2 below, so that each B̃m ∈ CHRecZZ (Ω(M)), as in the com-
pleted zigzag Hochschild complex, and show that the curved iterated integral
of this element is the well-known 2-holonomy as defined in [BaSc], [MP1],
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infinite sum of forms in Ω(M
Sq), a simple boundedness condition on B
guarantees that this sum converges in Ω(M
Sq); compare the argument for
the well-definedness of ItA above Proposition 1.5.4. Following Baez, Martins,
Picken, Schreiber, and Waldorf ([MP1], [MP2], [SWII], and [BaSc]), we show
that ItA(exp(B)) solves the differential equation which governs 2-holonomy.
We do so using more familiar notation, suppressing the evaluation pullback
notation used previously in this paper.
Proposition 1.6.1. Let A ∈ Ω1(M) and B ∈ Ω2(M), then
∂
∂s












































. . .tra(B)(tσ−1(m−1), sm−1)tra(B)(tσ−1(m), s)dt1 . . . dtmds1 . . . dsm−1
























































































































+ . . .
Figure 1.2: Our element exp(B). Here the signs come from the permutation
governing where the B’s appear along the zigzags.
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Corollary 1.6.2. For a gerbe G with local data given by a 1-form A ∈
Ω1(U) and B ∈ Ω2(U) on an open set U ⊂ M of a manifold M , the form





The purpose of this chapter is to offer a formula for the differential of 2-
holonomy, even in the case where we are working over multiple open sets.
Using the local data for a non-abelian gerbe, without connection, was shown
in [NW] to be equivalent to the other well-known notions of a non-abelian
gerbe. For a non-abelian gerbe with connection, Schreiber and Waldorf offer a
definition based on a parallel transport 2-functor. Within such an approach
section 4 of [SWIII] explains that, given a nice open cover, one can take
a (normalized) differential G-cocycle in Z2π(G)∞, i.e. our local differential
data, and obtain transport 2-functors on M . This chapter assumes that
a non-abelian gerbe with connection is given in terms of the familiar local
data, which we recall below in Section 2.1.3, and then proceeds in section
2.1.4 by recalling, and making use of, the properties of the associated local
68
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transport data from [SWII] and [SWIII]. Since the structure group of our
non-abelian gerbe will be given by a crossed module (G
t−→ H), where this
paper will assume that H is a matrix-group (H ⊂ Mat, where Mat := Rn,n
or Mat := Cn,n for suitable n), we will first review the relevant basics of
this crossed module structure. The definition of a non-abelian gerbe is given
in Definition 2.1.34 using local differential cocycle data a la section 4.1.3
of [SWIII]. Following the section From Forms to Functors of [SWII], we
review definitions and some properties of local transport data (2-holonomy)
of bigons. In section 2.1.5 the data for bigons is reconfigured into functions
Holi, Holij, and Holijkl, serving as our local transport data for 2-holonomy
of a square. This collection of group-valued functions will be glued together
in Section 2.2 over multiple open sets Ui ⊂ M , providing a function out of
open sets N ⊂MSq, where Sq := I × I is the square, forming an expression,
HolN : N → H, for two-holonomy on N . Propositions 2.2.3-2.2.6 will deal
with justifying this definition of 2-holonomy; i.e. showing that it satisfies
properties desired for 2-Holonomy. The work in Section 2.2 is analogous to
that of [MP2] and the stated properties for 2-holonomy can also be found in
[MP2], where, however, the setup is different than the one used in this work.
Finally, in Section 2.3 we state and prove Theorem 2.3.1 which provides an
explicit formula for the total derivative of 2-holonomy, d(Hol). To the best
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of my knowledge, this formula for d(Hol) is new.
2.1 Conventions, Notation, and Setup
In order to arrive at a definition for 2-Holonomy, Definition 2.2.1, it is nec-
essary to introduce some preliminary definitions and conventions.
2.1.1 Diffeological Spaces
Since we will be working on the space of smooth maps MSq := {Σ : Sq →M}
where Sq := [0, 1]× [0, 1] is the standard square and M is a smooth manifold,
it is convenient to use the language of diffeological spaces as described in [IZ].
Definition 2.1.1. A diffeology of X is a set D = {U P−→ X} of parametriza-
tions of X where U is an open subset of Rn for some n, satisfying
D1 (Covering): For each x ∈ X and n ∈ N, the set D contains the constant
parametrizations.
D2 (Locality): Let P : U → X be a parametrization. If for every point




then P ∈ D.
D3 (Smooth Compatibility): For every (P : U → X) ∈ D, and for every
open subset, V ⊂ Rm, if f ∈ C∞(V, U) then P ◦ f ∈ D.
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We call the parametrizations in D the plots of D.
Definition 2.1.2 (Generating Family). Let X be a set. Pick a set F of
parametrizations of X. There exists a finest diffeology containing F , this
diffeology is called the diffeology generated by F , denoted 〈F〉. Conversely,
let X be a diffeological space and D be its diffeology. A family F of plots of
X which generates D is called a generating family.
Lemma 2.1.3. A parametrization P : U → X is a plot for 〈F〉 if and only




is the constant parametrization or there exists (F : W → X) ∈ F and
Q : V → W so that P
∣∣
V
= F ◦W .
Remark 2.1.4. In particular, if the outputs of the F ’s cover X then we drop
the constant parametrization condition.
Example 2.1.5. Every manifold is a diffeological space with F being the
set of charts.
Example 2.1.6. Given two diffeologies, X and Y , P : U → C∞(X, Y ) is
a plot in the standard functional diffeology if and only if the map (r, x) 7→
P (r)(x) is smooth. In other words, for every plot Q : V → X, P ◦ Q :
(r, s) 7→ P (r)(Q(s)) is a plot of Y .
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Definition 2.1.7. A differential k-form on a diffeological space, X, is a map
w which associates with every plot P of X a smooth k-form, ω(P ) defined
on the domain of P , such that for every smooth parametrization F in the
domain of the plot, P , ω(P ◦ F ) = F ∗(ω(P )).
In particular, for all integers n, and for all n-plots, P : U → X, ω(P ) is
a smooth k-form on U ⊂ Rn. It should be noted that in [IZ], along with all
of these definitions and remarks, we see that smooth k-forms pull-back, are
determined by k-plots, can be glued together to yield global forms, and have
an exterior derivative given by (dω)(P ) = d(ω(P )).
Covering MSq With Open Sets N
By Example 2.1.6 we can define our mapping space MSq, where Sq := I × I:
Definition 2.1.8. The diffeological space, MSq is defined by the functional
diffeology of plots P : U → C∞([0, 1]2,M).
Definition 2.1.9. For a fixed open cover U of M , and a choice of grid
I = {1, . . . , n} × {1, . . . ,m} and open sets {Ui(p,q)}(p,q)∈I , define















⊂ [0, 1] × [0, 1]. When the indexing set,
I, is understood, we will simply refer to the open set as N .
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It will be useful later in section 2.2.2 to have the notion of a grid on
Σ ∈ NI .
Definition 2.1.10. For Σ ∈ NI , define the grid on Σ by the information:



























• Horizontal Edges: For each i = (p, q), j = (p, q + 1) define the ij-























• Vertices: For each ijkl where i = (p, q), j = (p, q+1), k = (p+1, q), l =
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Every diffeology on X induces a topology on X, called the D-topology.
Page 54 of [IZ] states gives the following characterization of the D-topology:
Proposition 2.1.11. A ⊂ X is open for the D-topology if and only if for
every plot, ρ : U → X, ρ−1(A) is open in U .
We now show that these sets N are open in the diffeology MSq under its
D-topology.
Proposition 2.1.12. Consider the diffeological space MY := {f : Y → M |
f is smooth } with plots ρ : U →MY given by smooth maps ρ̃ : U × Y →M
where (r, y) 7→ ρ(r)(y). If K ⊂ Y is compact and U ⊂M is open, then




is an open set in MY .
Proof. Let ρ : U →MY be a plot. The claim is that the subset
ρ−1(N (K,U)) := {r ∈ U ⊂ Rn | ρ(r)
∣∣
K
⊂ U} =: V
of U is open. Let r0 ∈ V . We will show there is a neighborhood B ⊂ V of r0
so that ρ(r′)(K) ⊂ U for every r′ ∈ B. Since ρ̃ : U ×Y →M is a continuous
map we have the open set
ρ̃−1 = {(r, y) ∈ U × Y | ρ(r)(y) ∈ U}.
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For each k ∈ K, ρ(r0)(k) ∈ ρ̃−1(U), so cover the compact set {r0} × K
with finitely many open neighborhoods Bk × Ck ⊂ ρ̃−1(U), by the product
topology. Finally, we prove that B := ∩Bk is the desired open neighborhood
of ρ0. Let r
′ ∈ B, then for each k ∈ K, (r′, k) ∈ ∩Bk × K and so k ∈ Ck
meaning (r′, k) ∈ Bk×Ck. This means that each (r′, k) ∈ ∪Bk×Ck ⊂ ρ̃−1(U)
yielding ρ(r′)(k) ∈ U for each k, or ρ(r′)(K) ⊂ U as desired.
Corollary 2.1.13. Each NI is an open subset of MSq.






Proposition 2.1.14. For a fixed open cover U , the open sets NI cover MSq,
where n,m in I range over all natural numbers in N.
Proof. Let Σ ∈MSq, Σ(Sq) is a compact subset of M and so can be covered
by finitely many Ui. The claim is that there exists p, q ∈ N so that for
each k = 1, . . . , n and l = 1, . . . ,m we have Sq(k,l) ⊂ Σ−1(Ui(k,l)) for some
Ui(k,l) . Suppose not. Then given any (n,m) there would exist a Sq(k,l) which
did not sit completely inside Σ−1(Ui) for any Ui. Then there would be a
sequence of Sqj, with |Sqj| → 0 as j →∞ where Sqj does not sit completely
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inside any single Σ−1(Ui). However, we would then have a sequence of points
xj converging to x which must sit inside some Ui. This implies there are
infinitely-many xj ∈ Ui. However, xj ∈ Sqj 6⊂ Σ−1(Ui), and so there exists
x′j ∈ Sqj such that x′j ∈ Sqj such that x′j /∈ Ui. However, x′j, xj must converge
to the same x ∈ Ui yielding the desired contradiction
2.1.2 Crossed Module Conventions and Relations
Following [GiPf] as a reference, we review the definition of crossed modules,
and some related properties that will be essential later on.
Definition 2.1.15. A crossed module of Lie Groups is a pair of Lie groups,
(H,G), with a smooth group homomorphism, (H
t−→ G), called the target,
and an action α : G→ Aut(H), written αg(h). Since t is a homomorphism
t(hh′) = t(h)t(h′) (2.1.1)
t(1) = 1. (2.1.2)
The map α is a group action of G on H i.e.
αgg′(h) = αg(αg′(h)) (2.1.3)
α1(h) = h. (2.1.4)
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αg(1) = 1. (2.1.6)
Finally, t and α are required to satisfy the following compatibility coniditions
t(α(g)(h)) = gt(h)g−1 (2.1.7)
α(t(h))(h′) = hh′h−1 (2.1.8)
Example 2.1.16. If H is a Lie group, then G := Aut(H) induces a crossed
module (H
t−→ Aut(H)) via the target t : H → Aut(H) given by
t(h)(h′) := hh′h−1
and the action α : G→ Aut(H) given by the identity automorphism.
Example 2.1.17. Define the crossed module BS1 := (S1 t−→ {∗}) given by
the trivial target and identity action α. This is the crossed module often
used in the study of abelian gerbes.
Associated to such a crossed module is a crossed module of Lie algebras:
Definition 2.1.18. A crossed module of Lie algebras is a pair of Lie algebras,
(h, g), with a Lie algebra map, (h
t−→ g), called the target, and a map α : g→
∂er(h), written αA(B). By t being a map of Lie algebras, we mean
t([Y1, Y2]) = [t(Y1), t(Y2)].
The map α is an action of g on h by derivations, meaning,
α[X1,X2](Y ) = αX1(αX2(Y ))− αX2(αX1(Y )). (2.1.9)
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For any X ∈ g, the map αX is a derivation on h, meaning
αX [Y1, Y2] = [αXY1, Y2] + [Y1, αXY2]. (2.1.10)
Finally, these two maps t and α must satisfy the following compatibility con-
ditions:
t(αXY ) = [X, t(Y )] (2.1.11)
αt(Y1)(Y2) = [Y1, Y2] (2.1.12)
In [BaSc], [SWII], and [SWIII] crossed modules arise as the example of
a structure-2-category1 for a parallel transport 2-functor out of the path 2-
category. The structure group for a non-abelian gerbe is considered to be a
strict 2-group. We use the following definition to connect crossed modules
and 2-categories, which can be found, for example, in [BaLa]:
Definition 2.1.19. A strict 2-group is a 2-category with one object where
all morphisms and 2-morphisms are invertible.
Example 2.1.20. Every strict Lie 2-group is equivalent to the strict 2-group
given by a crossed module of Lie groups. Below, a (one-way) dictionary from
the language of crossed modules to that of a strict Lie 2-group is provided in
the table 2.1
1See the appendix of [SWIV] for a treatment of 2-categories. This paper will simply
provide reference to and brief examples of any relevant notions.
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A useful proposition regarding the center of H is as follows:
Proposition 2.1.21. The kernel of the target map, t : H → G, is in the
center, Z(H), of H. Similarly, the kernel of the target map, t : h → g is in
the cetner, Z(h), of h.
Proof. If t(h) = 1, then for any h′ ∈ H, h′ = α1(h′) = αt(h)(h′) = hh′h−1,
thus h ∈ Z(H). A similar proof can be applied to the statement for X ∈ h
with t(X) = 0:
0 = α0(Y ) = αt(X)(Y ) = [X, Y ].
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An important and well-known lemma, [KN1, Proposition 1.4]in calculat-
ing the derivative of the α map is provided now for later reference
Lemma 2.1.22. For the function α : G × H → H defined above, given









































and refer to these as path terms.
Lie Algebra Valued Forms
In the next section, a gerbe will be defined via local differential data with
values in a crossed module of Lie Algebras. As such, it is useful to review
some important definitions and properties within this context, which was
adapted from [GiPf].
Definition 2.1.23. A Lie algebra valued p-form ω ∈ Ωp(M, g) is a sum
ωa · Ta where Ta is a basis for the Lie Algebra g.
Definition 2.1.24. For a p-form ψ ∈ Ω1(M, g) and a q-form ω ∈ Ωp(M, g)
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define
[ψ ∧ ω] := ψa ∧ ωb · [Ta, T ′b]
Proposition 2.1.25. Note that for A ∈ Ω1(M, g), where g ⊂Mat,
1
2
[A ∧ A] = A ∧ A
.
Proof.
[A ∧ A] =Aa ∧ Ab[Ta, Tb] = Aa ∧ AbTaTb − Aa ∧ AbTbTa
=Aa ∧ AbTaTb + Ab ∧ AaTbTa = 2A ∧ A
where A ∧ A is the wedge product of matrix-valued forms using the matrix
product.






which in the case of g ⊂Mat can be written
R = dA+ A ∧ A = dA+ 1
2
[A ∧ A]
Definition 2.1.27. Define the exterior covariant derivative
∇(ω) := dA(ω) := dω + [A ∧ ω].
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Note that R in general is not equal to ∇(A); however it is in the case of
matrix valued forms.
Proposition 2.1.28 (First Bianchi Identity). The first Bianchi Identity
holds for differential forms with values in g:
∇2(ψ) = [R,ψ]
Proof.
∇A∇A(ψ) =(d+ [A ∧ −])(dψ + [A ∧ ψ])
=d2ψ + d[A ∧ ψ] + [A ∧ dψ] + [A ∧ [A ∧ ψ]]
=[dA ∧ ψ]− [A ∧ dψ] + [A ∧ dψ] + [A ∧ [A ∧ ψ]]
=[dA ∧ ψ] + [A ∧ [A ∧ ψ]] = [dA ∧ ψ] + 1
2
[[A ∧ A] ∧ ψ]
=[R ∧ ψ]
Proposition 2.1.29 (Second Bianchi Identity). The second Bianchi Identity
holds:
∇(R) = dR + [A ∧R] = 0
Proof.
∇(R) =dR + [A ∧R] = d(dA+ 1
2
[A ∧ A]) + [A ∧ (dA+ 1
2
[A ∧ A])]




[dA ∧ A]− 1
2
[A ∧ dA] + [A ∧ dA] + 1
2
[A ∧ [A ∧ A]] = 0
where we use the fact that d is a derivation of [−∧−] and [A∧ [A∧A]] = 0
follows from the Jacobi Identity via
[A ∧ [A ∧ A]] =Aa ∧ Ab ∧ Ac[Ta, [Tb, Tc]]
=Aa ∧ Ab ∧ Ac(−[Tb, [Tc, Ta]]− [Tc, [Ta, Tb]])
=− Aa ∧ Ab ∧ Ac[Tb, [Tc, Ta]]− Aa ∧ Ab ∧ Ac[Tc, [Ta, Tb]]
=− Ab ∧ (Ac ∧ Aa)[Tb, [Tc, Ta]]− Ac ∧ (Aa ∧ Ab)[Tc, [Ta, Tb]]
=− 2[A ∧ [A ∧ A]].
We can analogously define a type of wedge-action in the context of our
crossed module:
Definition 2.1.30. For a p-form ψ ∈ Ω1(M, g) and a q-form ω ∈ Ωp(M, h)
define
αψ(ω) := ψ
a ∧ ωb · αTa(T ′b)
Since the wedge-action involves real-valued forms multiplied by constants
(degree 0), the following properties are easily obtained:
Proposition 2.1.31. The wedge-action α defined above satisfies
1. d(αψ(ω)) = αd(ψ)(ω)+(−1)pαψ(dω) for ψ ∈ Ωp(M, g) and ω ∈ Ωq(M, h).
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2. αt(ω)(ω
′) = [ω ∧ ω′]
3. t(αψ(ω)) = [ψ ∧ t(ω)]
Definition 2.1.32. Fix a 1-form A ∈ Ω1(M, g). For a p-form ω with values
in h, define
∇(ω) := dω + αA(ω)
Proposition 2.1.33 (First Bianchi Identity for wedge-action). The First
Bianchi Identity for the covariant derivative ∇ from Definition 2.1.32 holds
for differential forms with values in h:
∇2(ω) = αR(ω)
Proof.
∇2(ω) =∇(dω + αA(ω)) = d2ω + d(αA(ω)) + αA(dω) + αA(αA(ω))
= αdA(ω)− αA(dω) + αA(dω) + αA(αA(ω))
= αdA(ω) + α 1
2
[A∧A](ω) = αR(ω)
2.1.3 Local Differential Data for a Gerbe
In [NW] it is shown that the cocycle description of a non-abelian gerbe
is equivalent to the other three common formulations: classifying maps,
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groupoid bundle gerbes, and principal 2-bundles. In [SWIII] they go on to
provide their formulation for a connection on, and associated parallel trans-
port for, a given non-abelian gerbe. Following [SWIII], and since we assume
we are working on a nice open cover, we use the following for our local data
of a gerbe:
Definition 2.1.34. Given a smooth manifold, M , an open cover U = {Ui}
of M , and a crossed module of Lie groups G = (H t−→ G), a G-gerbe with a
connection on M , subordinate to the cover U , is defined by the following local
cocycle data:
• On each open set, Ui a pair
(Ai ∈ Ω1(Ui, g), Bi ∈ Ω2(Ui, h)).
• On each intersection, Uij := Ui ∩ Uj a pair
(gij ∈ Ω0(Uij, G), aij ∈ Ω1(Uij, h)).
• On each triple intersection, Uijk := Ui ∩ Uj ∩ Uk a function
fijk ∈ Ω0(Uijk, H).
satisfying the relations,
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1. On each open set,
Ri := dAi +
1
2
[Ai ∧ Ai] = t(Bi)
gii = 1
aii = 0.
2. On each intersection,
Aj = gijAig
−1





fiij = fijj = 1.









4. On each quadruple intersection,
fiklαgkl(fijk) = fijlfjkl.
where ∇j(ω) := dω+αAj(ω), g ·A := (Lg)∗(A), and A · g := (Rg)∗(A).
Remark 2.1.35. In [SWIII], the above data describes a differential G-cocycle
in Z2π(G)∞. In Section 4.1.4 of [SWIII] the above definition is used to pro-
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vide, given a suitable cover, a representative of an element in the degree two






Dropping all of the differential data would result in a representative of an
element in non-abelian cohomology, H2(M,G).
For the case when G = BS1 is abelian (see Example 2.1.17), Ĥ2(M,G) =
H2(M,D(2)) agrees with the degree-two Deligne Cohomology. In the case
where G = Aut(H) (see Example 2.1.16), the definition provides a one-to-
one correspondence with Breen-Messing Gerbes, assuming vanishing fake-
curvature.
Pfeiffer, Baez, and Schreiber define the curvature 3-form of a gerbe Hi ∈
Ω3(Ui, h) by
Hi := ∇i(Bi) := dBi + αAi(Bi)
where Bi ∈ Ω2(Ui, h) and (Ai, Bi) define the 2-connection of our gerbe on Ui.
Proposition 2.1.36. The curvature 3-form, Hi, of a gerbe, satisfies
1. t(Hi) = 0
2. ∇i(Hi) = 0.
3. On each intersection of open sets, Uij, we have Hj = αgij(Hi)
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Proof. To prove the first claim, we use the vanishing fake curvature condition
t(Bi) = Ri of a gerbe, and apply Proposition 2.1.29 to observe that
t(Hi) = t(dBi + αAi(Bi)) = d(t(Bi)) + [Ai ∧ t(Bi)] = d(Ri) + [Ai ∧Ri] = 0
To prove the second claim, we use the first Bianchi identity for the wedge-
action (Proposition 2.1.33), along with the vanishing fake-curvature to write,
∇i(Hi) = ∇i(∇i(Bi)) = αRi(Bi) = αt(Bi)(Bi) = [Bi, Bi] = 0.
For the third claim, we use the transition of Bi to write
Hj =dBj + αAj(Bj)

















αAj [aij ∧ aij]
=αgij(dBi) + αgij(αAi(Bi))− αRj(aij)−
1
2
∇j([aij ∧ aij])− αt(aij)gij(Bi)
=αgij(Hi)− αRj(aij)− [∇j(aij) ∧ aij]− [aij ∧ αgij(Bi)]
=αgij(Hi)− [Bj ∧ aij]− [∇j(aij) ∧ aij]− [aij ∧ αgij(Bi)]
=αgij(Hi)− [Bj ∧ aij] + [αgij(Bi) ∧ aij]− [∇j(aij) ∧ aij]
=αgij(Hi) + [αAj(aij) ∧ aij] + [daij ∧ aij]− [∇j(aij) ∧ aij]
=αgij(Hi).
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2.1.4 Local Transport Data for Bigons
In this section we recall the local transport data for bigons as given in [SWII].
Since this paper is not concerned with assertions within the realm of cate-
gories and 2-categories, we will simply extract properties from the works of
Schreiber and Waldorf as they pertain to being used as a starting point. Fol-
lowing the notation and definitions in Section 2.1 of [SWII], the functions
(along with their properties) relevant to this paper are recalled below in Def-
inition 2.1.38 (and then in Propositions 2.1.39, 2.1.40, and 2.1.42). Thus in
this section we merely summarise results, while the full details can be found
in [SWII,SWIII]. For the reader who would like an informal reminder of the
categorical setting, remark 2.1.43 follows. All of the assertions in this sec-
tion are a consequence of Theorem 4.1.1 of [SWIII] stating that there is an
isomorphism
Funct∞(P2(M),BG)→ Z2M(G)∞
from the 2-category of smooth 2-functors, pseudonatural transformations,
and modifications (i.e. two-dimensional parallel transport), to the descent 2-
category of smooth functions and differential forms (i.e. local cocycle data).
While Theorem 4.1.1. of [SWIII] asserts an isomorphism, here we essentially
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use the more constructive approach provided in the section Forms to Functors
of [SWII].
Remark 2.1.37. The diffeological spaces used both in this paper and in [SWI,
SWII, SWIII] involve maps γ : [0, 1] → M and Σ : [0, 1] × [0, 1] → M .
However, sometimes it is necessary to restrict [0, 1] to a closed sub-interval
before evaluating on that path, bigon, square, etc. In such cases we will
assume a canonical re-parametrization to [0, 1] wherever necessary.
Definition 2.1.38. Given a G-gerbe with connection on M via Definition
2.1.34, define (see [SWII])
(1) On each open set, Ui ⊂ M , a function2 FAi : P 1(Ui) → G, mapping

















) = 1 ∈ G








(2) On each open set, Ui ⊂ M , a function κAi,Bi : B2(Ui) → H, mapping
bigons, γ0
Σ
=⇒ γ1, in Ui to H, defined by κAi,Bi := αFAi (γ0)(f
−1
Σ ) where
2This function corresponds to ordinary 1-d parallel transport.
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dt · fΣs ,
fΣ0 = 1 ∈ H
where Σs is the one-parameter family of bigons γ0
Σs=⇒ γs, induced by a
given bigon, Σ.
(3) On each intersection, Uij ⊂ M , a function hij : P 1(Uij) → H, map-





























) = 1 ∈ H.
Due to the functorial origins of the above functions, the following propo-
sitions are a summary of details recalled from [SWII] and [SWIII] where,
again, the full details (e.g. definitions such as composition of bigons) can be
found in Section 2.1 of [SWII].
Proposition 2.1.39. Given the local transport data in Definition 2.1.38,
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Furthermore FAi(γ1 ◦ γ2) = FAi(γ1) · FAi(γ2) (See path composition in
Table 2.1).
(P2) The function κAi,Bi provides a 2-morphism in (H
t−→ G),
FAi(γ0)




κAi,Bi(Σ2 ◦v Σ1) = κAi,Bi(Σ2) · κAi,Bi(Σ1) (2.1.16)
κAi,Bi(Σ2 ◦h Σ1) = κAi,Bi(Σ2) · αFAi (γ2)(κAi,Bi(Σ1)) (2.1.17)
(See source-target matching condition, vertical multiplication, and hor-
izontal multiplication, respectively, in Table 2.1).








meaning t(h−1ij ) = holj(γ)gij(x)holi(γ)
−1gij(y)
−1.
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gik = t(fijk) · gjkgij
fijk
(2.1.19)
We need two more equalities which follow from [SWII,SWIII]:
Proposition 2.1.40. Let γ : [0, 1] → M be a path in M from x to y. The
local transport data for bigons satisfy




ij ) = h
−1
ij (γ) · fijk(γ(1))






















































Proof. Via A.3 of [SWII] and Definition 2.2.2 of [SWII] we have the above
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diagram. We now show that this diagram amounts to the stated equation.
First compose the h−1ij and h
−1
jk squares by considering them as bigons and



























Similar computations yield the equality in H that is stated.




(0, 0) (t, 0)
(t, s)(0, s)
(2.1.24)
by the parametrization (u, v) 7→ ρ(ũ, ṽ) where ρ : [0, 1]× [0, 1] is the map
ρt,s(u, v) :=

(0, 3uv · s) if u < 1/3
((3u− 1) · t, v · s) if 1/3 ≤ u ≤ 2/3
(t, (3(1− v)u+ (3v − 2)) · s) if 2/3 < u
(2.1.25)
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1/3 ≤ u ≤ 2/3
2/3 < u
(2.1.26)
and ũ is the smooth transition function ψ : R → [0, 1] which has a sitting
instant of size ε.
Proposition 2.1.42. For the standard bigon, Σ we have
κAj ,Bj(γ) · αFAi (t,−)(h
−1
ij (−, 0) · h−1ij (t,−))
=αFAj (−,s)(h
−1
ij (0,−)) · h−1ij (−, s) · αgij(t,s)(κ−1(Ai,Bi))




















































f(0, 0) f(t, 0)


























































f(0, 0) f(t, 0)
f(0, 0) f(0, s) f(t, s)
f(t, s)f(0, s)
(2.1.27)
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where κ(Ai,Bi) is evaluated on the standard bigon in R2. Note that, via
[SWII, SWIII], the output of κ(Ai,Bi) is independent of parametrization (in
fact, invariant under thin homotopy) and so the parametrization of the stan-
dard bigon is not given. By FAi(−, t), and similar terms, we mean to evalu-
ate on the path γ associated to (−, t) from the standard bigon. The vertices,
f(−,−) come from the part of the transport functor of [SWII] which associ-
ated to each point the object in our 2-group.
Sketch of Proof. The equation is obtained by calculating the compositions
just as in the proof for Proposition 2.1.40.
Remark 2.1.43. The above propositions follow from the fact that (gij, hij)
is a smooth pseudonatural transformation (FAi , κAi,Bi) → (FAj , κAj ,Bj) and
fijk is a modification (gjk, hjk) ◦ (gij, hij) ⇒ (gik, hik). The transport data
consists of functions taking values in the crossed module (H
t−→ G) which,
when assembled properly, build a 2-functor. The domain of this two-functor
for Schreiber and Waldorf is the path 2-space, P2(M) whose
• objects are elements x ∈M ,
• 1-morphisms are (thin homotopy equivalence classes of) paths (γ : I →
M) ∈ P 1(M),
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• and 2-morphisms are (thin homotopy equivalence classes of) bigons
Σ ∈ B2(M) which are maps Sq Σ−→ M having the property that the
vertical edges of Sq become “pinched” in M .
The advantage of using bigons, with sitting instants, is that they glue to-
gether smoothly, and they model the common 2-group diagrams nicely.
2.1.5 Local Transport Data for Squares
While the referenced works of Schreiber and Waldorf focused on parallel
transport as it pertains to bigons, this paper will follow an approach based
on squares. The reason such a translation is easily available is due to the fact
that associated to each square in R2 is the standard bigon (see equation (2.5)
of [SWII]). In this section, we define first local transport data for squares,
which is basically the transport data for bigons translated to squares, and
then re-express their properties (recall Definition 2.1.38 - Proposition 2.1.42)
for this square data.
Recall the standard bigon from Definition 2.1.41. We now recall how
to associate a particular bigon to a square Σ : Sq → M , thus yielding an
element in H for a square, Σ, given the element κ(Ai,Bi)(Σ) for a bigon.
Thus, given a square mapped into Ui, Σ : Sq → Ui, the standard bigon
provides an associated bigon in B2(Ui), that we have an associated element
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κ(Ai,Bi) from Definition 2.1.38.
The Local Data
Below we provide definitions and properties of our local transport data for
squares, Σ : Sq → M , which uses essentially the local transport data for
bigons by Schreiber and Waldorf:
Definition 2.1.44. Given a gerbe on M as defined in Definition 2.1.34,
equipped with the local transport data for bigons, and given a point x ∈ M ,
a path γ : I → M in M , and a square Σ : Sq → M in M , we define
holi(γ) ∈ G, Holi(Σ) ∈ H, Holij ∈ H, and Holijkl ∈ H as follows:
holi(γ) := FAi(γ) (2.1.28)
Holi(Σ) := f
−1
Σ = (αholi(γ(0,−))−1holi(γ(−,s))−1)(κAi,Bi(ρ1,1 ◦ Σ)) (2.1.29)









(fjkl(x)) · f−1ijk (x)
)
(2.1.31)
Remark 2.1.45. Note that holi, Holi, and Holij is essentially given by the
local data FAi , κ(Ai,Bi), and h
−1
ij , respectively, from Definition 2.1.38. The
main difference is that the source of Holi and Holij has been converted to
a point; compare (2.1.15) with (2.1.35) and (2.1.18) with (2.1.36). Similarly,
the quadruple intersection functions, Holijkl are just a combination of the
triple intersection functions fijk and fjkl from Definition 2.1.34.
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The local transport data for bigons by Waldorf and Schreiber can be as-
sembled to a transport 2-functor which satisfies various functorial properties.
We will use these functorial properties as needed. While one could translate
these functorial properties to their analogs from Definition 2.1.44 we will not
do so in this paper, as it is not necessary for the purposes of this paper.
Below we only include some properties of the functions holi, Holi, Holij, and
Holijkl which are necessary for this paper.
The local data for bigons solved the differential equations from Definition
2.1.38. This translates to holi, Holi, and Holij as follows:
Proposition 2.1.46 (Differential Equations). The collection of local trans-
port data for squares (holi, Holi, Holij) satisfy the differential equations:











(D2) For a one-parameter family of squares, Σs, induced by the square,
Σ(t, s), we have
∂
∂s









(D3) For a one-parameter family of paths, γt, induced by the path, γ(t), we


















Proof. To prove (D1), observe that
∂
∂hol−1
= −hol−1 · ∂
∂t
hol · hol−1 = −hol−1 · ∂
∂t
FAi · hol−1
= −hol−1 · (−Ai · FAi) · hol−1 = hol−1 · Ai · hol · hol−1 = hol−1 · Ai
To prove (D3), since we are taking the derivative at t = 0, we simply apply
∂
∂t
to Holij and use the fact that gij is independent of t and hij evaluated on




























































Similarly, the targets from Proposition 2.1.39 translate as follows. The
target of our local data for squares follows algebraically based on how we
defined our local data.
Proposition 2.1.47 (Target Conditions). The collection of local transport
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data for squares Holi and Holij have the following targets:
• For Holi, we have target
t(Holi) =t(αholi(0,−)−1holi(−,s)−1(κ(Ai,Bi)
=holi(−, 0)−1holi(t,−)−1holi(−, s)holi(0,−)





• For Holij we have target
t(Holij) = t(αgij(x)−1hol−1j (h
−1












Proposition 2.1.46 and 2.1.47 are the translations of Definition 2.1.38 and
Proposition 2.1.39 to the new square data Holi, Holij, and Holijkl. We also
CHAPTER 2. THE DERIVATIVE OF TWO-HOLONOMY 103
translate Propositions 2.1.40 and 2.1.42 to thise new square data below in
Propositions 2.1.49 and 2.1.50. Before we do so, we explain how square-
diagrams are composed horizontally and vertically.
Glueing-Paths
Here we lay out some of the conventions and computations necessary to
translate between the 2-functor axioms in [SWII] and the local transport
data for squares defined above. As a medium of discussion, we prove the
interchange law for our “glueing paths”. At the end of this section, we use
the conventions established to prove Propositions 2.1.49 and 2.1.50, which are
the statements from Propositions 2.1.40 and 2.1.42 written for Holi, Holij,
and Holijkl.











We can conceive this as a horizontal glueing via the following diagram of
bigons (where the convention is momentarily switched to that of 2-categories
CHAPTER 2. THE DERIVATIVE OF TWO-HOLONOMY 104



































Similarly, for vertically adjacent squares, we use the following “zip/unzip”











We can conceptualize this vertical glueing via the following diagram of bigons
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Proposition 2.1.48. The procedures above for composing 2-squares satisfy
the interchange law. Moreover, any grid of squares glues together to a
single square providing a unique element in H associated to the grid.
Proof. We exhibit the proof in diagram-form. When first composing hori-




















hc Hol1 · α(c−1f−1d)(Hol2) · α(c−1)(Hol3 · α(h−1k−1i)(Hol4))
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hc Hol1 · α(c−1)(Hol3) · α((hc)−1k−1(id))(Hol2 · α(d−1)(Hol4))
We conclude the proof by showing the two expressions we obtained in H are
equal. We start with the latter term (vertical then horizontal) and show it
is equal to the former term (horizontal then vertical):
Hol1 · α(c−1)(Hol3) · α((hc)−1k−1(id))(Hol2 · α(d−1)(Hol4))
=Hol1 · α(c−1)(Hol3α(h−1k−1(id))(Hol2)) · α(c−1h−1k−1i)(Hol4)
=Hol1 · α(c−1)(Hol3α(h−1k−1(id))(Hol2)Hol−13 Hol3) · α(c−1h−1k−1i)(Hol4)
=Hol1 · α(c−1)(α(t(Hol3))(α(h−1k−1(id))(Hol2))Hol3) · α(c−1h−1k−1i)(Hol4)
=Hol1 · α(c−1)(α(f−1i−1khh−1k−1(id))(Hol2)Hol3) · α(c−1h−1k−1i)(Hol4)
=Hol1 · α(c−1)(α(f−1d)(Hol2)Hol3) · α(c−1h−1k−1i)(Hol4)
=Hol1 · α(c−1f−1d)(Hol2)α(c−1)(Hol3) · α(c−1h−1k−1i)(Hol4)
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We are now ready to rewrite Proposition 2.1.40.
Proposition 2.1.49 (Vertex Cube). For a path γ in Uijkl, with x = γ(0)
and y = γ(1), the local data for squares of Definition 2.1.44 satisfies
Holijkl(x) =Holij · αg−1ij (x)holjgij(y)holi(Hol
−1
ik ) · αg−1ij (x)hol−1j gij(y)(Holijkl(y))
· αg−1ij (x)(Holjl) · αg−1ij (x)g−1jl (x)hol−1l gkl(y)holk(Hol
−1
kl )



































































Proof. Using the diagram (2.1.20), we can vertically glue in the left hand
















































and finally glue horizontally to obtain:
α(holk)(fijk(x)) · h−1jk · α(gjk(y))(h
−1
ij ) = h
−1
ik · fijk(y) (2.1.47)
Solving for f−1ijk (x) above yields






ij · f−1ijk · hik) (2.1.48)
while rewriting the expression above via exchanging indices ijk with jkl and
solving for α−1gkl(fjkl(x)) yields






jl fjkl(y)α(gkl(y))(hjk) · hkl) (2.1.49)




















ij · f−1ijk · hik)
]















which in turn, after repeatedly using the identity hh′h−1 = αt(h)(h
′) to get
the h−1ij ’s in the correct order, yields
Holijkl(x) =Holij · αg−1ij (x)holjgij(y)holi(Hol
−1
ik ) · αg−1ij (x)hol−1j gij(y)(Holijkl)
· αg−1ij (x)(Holjl) · αg−1ij (x)g−1jl (x)hol−1l gkl(y)holk(Hol
−1
kl )
Finally, we translate Proposition 2.1.42 to our current setup.
Proposition 2.1.50 (Edge Cube). Given a square, Σ, we have the equation
at each intersection Uij
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Proof. Using the diagram (2.1.27), and the same ideas from the proof for the
ijkl vertex cube above, we obtain the desired equation.
2.2 Glueing Together Local 2-Holonomy
In this section, we give a definition for 2-holonomy of a square mapped into
M , Σ ∈ N ⊂ MSq (Definition 2.1.9), which lands in multiple open sets
Ui ⊂M .
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2.2.1 The Basic Idea
Following the ideas in [TWZ], in Section 2.1.1 we gave an open cover of MSq
by sets
NI = {Σ ∈MSq| for each (pq) ∈ I,Σ(Sq(p,q)) ⊂ Ui(p,q)}.
To explain the basic idea for our 2-holonomy, we assume a 2× 2 grid of open
sets Ui, Uj, Uk, and Ul. We first assemble our functions Holi, Holij, and
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and we glue the terms together using the multiplication rules coming from
the horizontal and vertical glueing-conventions established in (2.1.40) and
(2.1.44). Even though the order is interchangeable, we have a preferred
order of first glueing vertically and then glueing horizontally.
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In this case, we would define Hol := HolN : N → H by
Hol := Holi ·Holij ·Holj ·Hol−1ik ·Holijkl ·Hol
−1
jl ·Holk ·Holkl ·Holl. (2.2.2)
Here the bar notation, “X”, is used to denote an α-action of a path applied
to the given “Hol”-term. As stated in Proposition 2.1.48, the grid deter-
mines the element in H but the order we use to glue together will determine
the path-action. Since the default convention is to glue vertically and then
horizontally, then we see such a path action will always be the one where we
use the path going down, right, and then up:
(2.2.3)









2.2.2 The Formal Definition
Fix an open cover U = {Ui} of M and an open set N ⊂MSq as in Definition
2.1.9.
Definition 2.2.1. Given local transport data for squares, {Holi}, {Holij},
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{Holijkl}, define HolN : N → H on a square Σ ∈ N ⊂ MSq by assembling



















Holae Holbf Holcg HoldhHolaebf Holbfcg





Holei Holfj Holgk HolhlHoleifj Holfjgk











Using the multiplication conventions (diagrams (2.1.40) and (2.1.44)) for
squares, we glue together first vertically and then horizontally to obtain the
following expression
HolN :=Hola ·Holae ·Hole · . . . ·Holm (2.2.5)
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·Hol−1ab ·Holaebf ·Hol
−1
ef · . . . ·Hol−1mn
...
·Hold ·Holdh ·Holh · · . . . ·Holp
where Holi is evaluated on the face Σi, Holij is evaluated on the edge γij, and
Holijkl is evaluated on the vertex xijkl as described in Definition 2.1.10, and
the “X” is described in the following convention. Note that each face, Σa,
and edge, γab, technically is a subspace of I× I or subinterval of I. However,
reparametrization does not change the output since these functions are based
on the thin-homotopy-invariant functions of [SWII]
Convention 2.2.2. In general, the X is given by the rules for glueing hori-
zontally and vertically (diagrams (2.1.40) and (2.1.44)) once the order of the
squares is chosen. Informally, the convention of first glueing vertically and
then horizontally means we will act on X by the following path-holonomy:
start at the upper left corner of the grid, then move down the far left edge
of the grid until you reach the bottom, then move right until you are at the
left side of the column of X, then move up until you end at the upper left
corner of the X-square. An example of this is given in Section 2.2.1.
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2.2.3 Properties of HolN for Squares
Many of the desired properties of 2-holonomy can be obtained by interpret-
ing 2-holonomy as a 2-functor from some 2-path space to a 2-group. Since
we would like our 2-path space to have a vertical and horizontal composi-
tion, our holonomy must respect that composition with the product in the
2-group. Moreover, due to associativity in the 2-path space, along with
requiring that holonomy respect composition, we must have invariance of
thin-homotopy. Since the local transport data on squares defined here is just
a variation of the transport data for bigons, these desired properties of thin-
homotopy-invariance and respecting composition are satisfied quite readily
on a local level. As this section as a whole deals with providing a definition
for holonomy of a square which spans multiple open sets, similar properties
for holonomy are verified below justifying it is a suitable definition. Note that
the propositions here are original in so far as HolN is an original description
of 2-holonomy, despite using the local data of Schreiber and Waldorf and
borrowing ideas from Martins and Picken in our definition.
Proposition 2.2.3. HolN is invariant under thin homotopy.
Sketch of Proof. In this proof we will appeal to the expression for d(HolN )
included in the next section. This is not circular reasoning since none of the
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following statments about HolN on N are needed in computing d(HolN ). So
then we consider a plot in MSq, giving us a map [0, 1]3 → M , and at each
r ∈ [0, 1] we have a different Σr ∈ MSq. The point is that the derivative
(i.e. d(HolN )) on such a thin plot will result in zero derivative and thus a
constant function yielding HolN being invariant under thin homotopy.
Proposition 2.2.4. The target of HolN , assuming the grid (2.2.4), is
t(HolN ) = hol−1a ·g−1ab ·hol
−1




dh ·. . . holo·gno·holn·. . . gei·hole·gae·hola.
Furthermore, HolN respects composition of squares.
Proof. The expression for t(HolN ) follows from the conventions for glueing
squares. For composition of squares, let Σ,Σ′ ∈ MSq such that Σ(1, s) =
Σ′(0, s), for all s ∈ I. Then we have a horizontal composition of squares
Σ ◦h Σ′ ∈MSq given by
Σ ◦h Σ′(t, s) =
{
Σ(2t, s) if 0 ≤ t ≤ 1/2
Σ′(2t− 1, s) if 1/2 ≤ t ≤ 1
By an argument similar to that in the proof of Proposition 2.1.14 there
exists an open set which we suggestively label NI◦hI′ , the open set in MSq
where the open sets Uα ⊂ M being used on either side of the edge (i.e.
boundary path) that Σ and Σ′ share are the same. The indexing set is given
by I ◦h I ′ = {1, . . . 2n} × {1 . . .m} so that Σ ◦h Σ′ ∈ NI◦hI′ and for each
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Now there are induced open sets NI and NI′ to be though of as the left
and right halves of NI◦hI′ . Thus we have a notion of horizontal composition
written
HolNI◦hI′ (Σ ◦h Σ′) = HolNI (Σ) ·HolNI′ (Σ)
where the overline is given by equation (2.1.40); compare also Convention
2.2.2. Similarly we have a compatibility for vertical composition:
HolNI◦vI′ (Σ ◦v Σ′) = HolNI (Σ) ·HolNI′ (Σ)
Proposition 2.2.5. HolN is invariant under subdivision.
Proof. Subdivision induces a new grid, on which the added transition data
will be shown to be the identity. Consider the following vignette of what
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where equality comes from Holii, Holiiii, and Holijij all being the identity
in H which we will briefly explain to conclude the proof. From Definition
2.1.34 we have
aii = 0 (2.2.7)
fijj = fiij = 1 (2.2.8)
fiklαgkl(fijk) = fijlfjkl (2.2.9)
Equation (2.2.7) yields Holii by the differential equation and initial condition
satisfied by Holij. For Holijij, we use (2.2.9), with i = k, j = l, to write
αg−1ij (f
−1
ijj fiij) = αg−1ij (fjij)f
−1
iji





ijj fiij)) = α1(αg−1ij (1)) = 1.
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Similarly, and much more simply,
Holiikk = αg−1ik
(αg−1kk
(fikk) · f−1iik ) = 1
follows from (2.2.8) and, thus also, Holiiii = 1.
Proposition 2.2.6. HolN transforms across open sets NI and NI′ by αgii′
at the base point and by Holjj′ and Holiji′j′ along the boundary. In particular
we can write








Proof. Let Σ ∈ NI0 ∩ NI′0 . By Proposition 2.2.5, there exists a subdivision
using open sets NI and NI′ which both use a grid of size n (t-direction) by
m (s-direction) such that
HolNI0 = HolNI and Hol
NI′0 = HolNI′ .
Consider the grid of HolNI′ analogous to that from Definition 2.2.1 but re-
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place each face Holi′ with a cube (Proposition 2.1.50)
Holi′













replace each horizontal edge ij with a cube (Proposition 2.1.49)
Holi′j′
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and similarly each vertical edge ik with a cube
Hol−1i′k′














Although it has not been laid out in a previous proposition, we can divide
an ijkli′j′k′l′ cube into i1i2i3i4-tetrahedra and use similar arguments to the
proofs of Proposition 2.1.49 and Proposition 2.1.50, this time using the iden-
tities for fijk on ijkl from Definition 2.1.34, to build a cube:
Holi′j′k′l′














Replacing each function in the grid of HolNI′ with their associated cube from
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we see that all of the interior transition data cancels, leaving only transition
data at the boundary. Note that the αgii′ from the statement comes from
changing the basepoint from Ui to Ui′ in the upper left corner of the square.
This proves the statement of the proposition.
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2.3 d(Hol) for Squares
In this section, we prove the following theorem, and the main result of this
chapter, which says that the deRham differential applied to our global 2-
holonomy amounts to replacing one Bi in any summand with one Hi in
addition to some terms on the boundary of Σ.
Theorem 2.3.1. For the function Hol = HolN : N → H ⊂ Mat defined
on the open set N ⊂ MSq, we can compute its total derivative d(Hol) ∈
Ω1(MSq,Mat) as follows:





















































































The proof of the above theorem, taking up the rest of this section, will
proceed in the following steps:
Step 1 First, we look at the locally defined holonomy functions Holi(s, t),
where Holi depends on the size of the square [0, s]×[0, t] ⊂ [0, 1]×[0, 1].
For a 1-parameter family of squares, parametrized by a parameter r,














where Hi is the 3-curvature on Ui. Next, Lemma 2.3.4 computes the





Step 2 In Section 2.3.2 we derive an equation that will be used in the calcu-
lation for d(Hol). More precisely, we take the derivative of the Vertex
Cube equation (Proposition 2.3.36 placed into Hol; see (2.3.36)) and
then the Edge Cube (Proposition 2.1.50 placed into Hol), both vertical
(2.3.69) and horizontal (2.3.65), to obtain relations to be used in the
final section.
Step 3 Finally, in Section 2.3.3 we lay out the remaining pieces of the argu-
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ment. The basic idea is that after taking ∂
∂r
(Hol), where we write Hol
as a product of Holi’s, Holij’s, and Holijkl’s, we can use the relations
from Step 2 to see that the only terms left are path terms, which will
cancel, boundary terms which we will leave as-is, and Hi-terms, yielding
the result.
2.3.1 A Local Lemma
Here we constructively prove a very useful lemma, Lemma 2.3.4, which cal-
culates d(Holi), the derivative of 2-holonomy over one open set, Ui. First, we
recall an argument for the 1-dimensional analog of Lemma 2.3.4, and then
later prove, in full detail, the main Lemma of this section.
Motivational Warmup: The 1-dimensional case
In the 1-dimensional case, taking “local” paths in one open set, U , recall the

























This fact can be found in Proposition 2.1 of [TWZ], among other places. The
idea of the proof we wish to adapt below, consists of first rewriting hol as a
product of parallel transports of n-many squares and two edge terms, at a








Then we take the limit as n→∞ of the derivative with respect to r of this
picture. As n→∞, the area of each box goes to 0 and the derivative of the
holonomy around ci goes to R. The two bookends provide the A terms while
the rest of the cubes approach hol(0). Taking this limit yields the formula
for d(hol) stated above.
The 2-dimensional case





for some vector ∂
∂r
in the domain of a plot
ρ : U → MSq. Since we are only dealing with the r direction, this amounts
to focusing on a one dimensional plot.
Fix a plot ρ : R→MSq i.e. a map
ρ̃ : Sq × R→M
(t, s, r) 7→ Σr(t, s)
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where (Σr := ρ̃(r) : [0, 1]






a product of cubes. The first step is to introduce cubes analogous to the
squares, “ci” in the 1-dimensional case.






For each r0 > 0, the plot ρ gives a corresponding cube, for which we only













It will be necessary to glue such cubes together and so we follow a convention
involving a possible reorientation of each face and then taking Hol of the
resulting square, which we now explain. The top face, HolTα will be given by
3Here the index α is unrelated to the α-map for a crossed module.













where we include the target/boundary of HolTα as an orientation of the
square, and the target of its 2-holonomy, for the reader’s convenience. The






. The western face is
defined, HolWα := Hol(ΓW )
−1, where ΓW (a, b) := Σb
∣∣
Sqα










(t + εt, a), the northern face Hol
N




(a, 0), and the southern face HolSα := Hol(ΓS)




(a, s+ εs). The above conventions can be summarized in the following
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For any such subsquare, Sqα, we define the associated cube
Cα := ĤolTα ·HolWα ·HolSα ·HolEα ·HolNα ·Hol−1α
where X̂ and X are used in this paper to represent an action on X by the 1-
holonomy of a particular path not involving r or not involving r, respectively.
Convention 2.3.2. Both X̂ and X denote αpath(X) for an implicit choice
of path, determined by the ordering of the squares and the horizontal and
vertical glueing conventions. We write X̂ if the path depends on a chosen
parameter, and X if it does not depend on the parameter. As an example,





4In fact, this idea is used repeatedly throughout this paper.



































Proof. Note that we are taking the derivative of the 2-holonomy around the
cube as the volume of the cube goes to zero. Without loss of generality, we
can assume that t = s = 0 and think of Cα as a function C(u, v, r) to simplify















C(u, v, r) := ̂HolTα (u, v, r) ·HolWα (0, v, r) ·HolSα(u, v, r)
·HolEα (u, v, r) ·HolNα (u, 0, r) ·Holα(u, v, o)−1
we can apply the Liebniz rule. The only non-zero terms arise from applying
all three partial derivatives to a Hol• which depends on u, v, and r (since
applying only one derivative and setting u = v = r = 0 yields zero via
Proposition 2.1.46). Since only HolT , HolE, and HolS depend on all three






















































































































where the last equality comes from the fact that the path approaching HolE
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+ 0










ds = 0 and so the




































































































Where again we abused some notation for better readability. By analogous


























































































CHAPTER 2. THE DERIVATIVE OF TWO-HOLONOMY 135
We are now ready to prove the main Lemma of this section:
Lemma 2.3.4. For the local 2-holonomy function Holi : U
Sq
i → H as defined
in Definition 2.1.44 we have








Proof. Assume that we have a 1-parameter family of squares, Σr ∈ USqi





Hol(Σr). Following the above proposition and proof for the 1-
dimensional case outlined in the beginning of this section, we first rewrite
Hol(r) by an n×m grid of smaller cubes.
t = 0 ti ti +
1
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The cube at each Sqi,j will be labeled ci,j, and the entire cube given by Sq will
be labeled, c. These cubes glue together and respect composition meaning
we can glue them together (using the path-action where all paths run along




Note that t(ci,j) = 1, and so ci,j can commute with any other term via
Proposition 2.1.21. Next we attach sides to c so that the resulting product
will be Hol(Σr). We label these sides, Hol
N , HolS, HolE, HolW where each
Hol• is defined analogously to its Hol•α, but now using the whole square. The
following visualization summarizes these conventions, where the orientations
on faces allude to how terms will cancel, and the center cube, c, is thought
to be divided up into cubes, ci,j, which glue to the whole cube:
αhol−1
(0,0,−)
(Hol(Σr)) = Hol(Σ0) · c ·HolN ·HolE ·HolS ·HolW

































































































































































all n,m, where c(t,s)(u, v) is the cube sitting over the square whose upper-left
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corner is (t, s), and has t-width equal to u, and s-width equal to v. The idea
here is to use the fact that we can write the limit of the derivative of the





































































To prove the last equality, we need to show that the limit n→∞ converges
to the stated integral, i.e. that given ε > 0, there exists N0 ∈ N so that,
for all N ≥ N0, fixing the s-coordinate and s-width of the squares we are






















This follows however from the following inequality, using cti(0) = 1 and so
















































The last inequality follows from the fact that ∂
∂r
c(t,s) is smooth and so, as
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a consequence of Taylor’s theorem, the difference quotient converges to its
derivative with respect to u, uniformly, on any compact subspace. Applying



















































2.3.2 The Edge and Vertex Relations
Here we prove two lemmas, which give us relations amongst the edges and
vertices for when we later compute ∂
∂r
(Hol). Recall our expression for 2-
holonomy, Definition 2.2.1 :
HolN =Hola ·Holae ·Hole · . . . ·Holm
·Hol−1ab ·Holaebf ·Hol
−1
ef · . . . ·Hol−1mn
...
·Hold ·Holdh ·Holh · · . . . ·Holp
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by considering a one-parameter family of
squares, Σ(r), each term which we will be differentiating is of the form
αpath(r)(X(r)) : R→ G×H → H
whether the path does or does not depend on r (represented by X̂ and X,
respectively) and so we apply Lemma 2.1.22. To be more specific, if we write















































will be referred to as path
















The following two technical lemmas, 2.3.5 and 2.3.6, provide relations amongst
the terms of d(Hol) appearing at vertices and edges that are needed in the
proof of Theorem 2.3.1.
To state the first lemma, we use the following setup:
Assume for the moment that the open set N only requires four open sets
Ui, Uj, Uk, and Ul, written in counterclockwise order from the upper left of Σ.
CHAPTER 2. THE DERIVATIVE OF TWO-HOLONOMY 142
Recall from Proposition 2.1.49 that we have a vertex cube which corresponds
to the equation:
Holijkl(x) =Holij · αg−1ij (x)holjgij(y)holi(Hol
−1
ik ) · αg−1ij (x)hol−1j gij(y)(Holijkl(y))
· αg−1ij (x)(Holjl) · αg−1ij (x)g−1jl (x)hol−1l gkl(y)holk(Hol
−1
kl ).































































































































































































































































Here, Mol• is an uninspired notation standing in for its counterpart Hol•
in the r-direction; see Proposition 2.1.49 for the full notation. The above
diagram can be glued together in the following way:
Hol (2.3.37)




·Hol−1jl · . . . ·Holl (2.3.38)








·Hol−1jl · . . . ·Holl
(2.3.39)
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where the X̂ refers to an adjustment in the path-action of X, which uses
the r direction; i.e. X̂ suggests that we had to move “up or down” in the r-
direction due to a Mol term being placed out of order in the glueing process.
For example, if the path in αpath(Hol
−1
ik ) was given by the path below (with
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we would write Hol−1ik since there is no r-contribution in the path holonomy.
But if the path in αpath(Hol
−1
ik ) was given by the path below (with the target



















then we would write Ĥol−1ik since there is an r-contribution to the path. Note
that throughout a computation, the • and •̂ notation is implicit and might
change when terms are rearranged following the crossed module relations.
The rewrite in (2.3.39) demonstrates how the global holonomy is un-
changed when we replace the vertex term with the remaining 5 faces of the
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vertex cube from Proposition 2.1.49. Now, we can rearrange the terms in








kl HolklHoll =: Hol
(ijkl).
Here, some faces of the vertex cube were moved to a more convenient5 loca-
tion, according to the following order:
5Convenient in the sense that comparing non-commutative terms will be easier later
on.














































Figure 2.1: (vertex cube)
Differentiating Hol(ijkl) yields the following lemma:
Lemma 2.3.5 (Vertex Cube Equation, (VCE)). For a one-parameter family
of squares, Σr, at each vertex xijkl, we have the vertex cube equation, denoted
by (VCE), where we isolate the terms in the arbitrarily-long product





·Hol−1jl · . . . (2.3.41)
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. . . · (αholj ·(−t(aij)( ∂∂r ))gij · . . .)(Hol•2) · . . . (2.3.43)
− . . . ·Holj · . . . · (αholj ·(−t(aij)( ∂∂r ))gij)(Hol
−1
ik ) ·Holijkl · . . . (2.3.44)









·Holijkl · . . . (2.3.45)
− . . . ·Hol−1ik · αholj ·(Aj( ∂∂r )+dgij( ∂∂r )g−1ij )·gij(Holijkl) ·Hol
−1
jl · . . . (2.3.46)













. . . · (αholl·(−t(akl)( ∂∂r ))gklholk·...)(Hol•3) · . . . (2.3.48)
− . . . ·Hol−1jl · (αholl·(−t(akl)( ∂∂r ))gklholk)(Holk) ·Holkl · . . . (2.3.49)









·Holkl · . . . . (2.3.50)
where recall from Definition 2.1.34 we have
−t(aij) = Aj + dgijg−1ij − gijAig−1ij
and where Hol•2 is any square in the grid appearing above Hol
−1
ik , and Hol•3
is any square in the grid appearing above Holk.

















Molij · . . . ·Holl (2.3.52)







ik · . . . ·Holl (2.3.53)
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... (2.3.54)





M̂ol−1kl ·Holkl ·Holl (2.3.55)
Next, we can evaluate each term using (2.3.34). We show some exam-








above, the straight overline is indicative of the fact that the







































































. We see that the
hat indicates the path depends on r but notice that Hol−1ik does not so we
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Similar calculations can be performed for each term of (2.3.40) that de-



















































Applying the above calculations to each line in the more general (i.e. with
more than 4 open sets) equation
Hol(ijkl) := . . . ·Holi ·Holij ·Molij ·Holj · . . . (2.3.62)
. . . · Ĥol−1ik · M̂ol
−1
ik · M̂olijkl ·Moljl ·Hol
−1
jl · . . . (2.3.63)
. . . · Ĥolk · M̂ol−1kl ·Holkl ·Holl · . . . (2.3.64)
given by the numbered-diagram above in a general n by m subdivision of the
square yields the result.
Next, we consider vertical and horizontal edges using the edge cubes from
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Proposition 2.1.50. The Lemma below yielding the horizontal and vertical
edge cube equations follows from a proof analogous to that of Lemma 2.3.5





:= . . . ·Hol−1pi ·Holpqij ·Hol−1qj · . . . (2.3.66)
. . . ·Holi ·Molij(x) · M̂oli · M̂olij(r) ·Mol−1j · ̂Mol−1ij (y) ·Holj · . . .
(2.3.67)
. . . ·Hol−1ik ·Holijkl ·Hol
−1
jl · . . . (2.3.68)


















































Figure 2.2: (horizontal edge cube)




v-edge := . . . ·Holpi ·Mol
−1
i ·Holi ·Holik · . . . (2.3.69)
. . . · Ĥolpiqj · M̂ol−1ij (a) · M̂ol−1ij (r) ·Molij(b) ·Holijkl · . . .
(2.3.70)
CHAPTER 2. THE DERIVATIVE OF TWO-HOLONOMY 152



















































Figure 2.3: (vertical edge cube)
Differentiating these equations gives the following lemma:
Lemma 2.3.6 (Edge Cube Equations, (ECEh) and (ECEv)). For a one-
parameter family of squares, Σr, we have the following horizontal edge cube
equation at γhij, which we denote by (ECEh), where we isolate the terms in
CHAPTER 2. THE DERIVATIVE OF TWO-HOLONOMY 153
the arbitrarily-long product





·Holj · . . . (2.3.72)









·Holij · . . . (2.3.73)








·Holij · . . . (2.3.74)












gij)(Holij) ·Holj · . . .
(2.3.75)








·Holj · . . . (2.3.76)









·Holj · . . . . (2.3.77)
Similarly, we have the following vertical edge cube equation at γvij, which we
denote by (ECEv),





·Holikjl · . . . (2.3.78)
















holi·gpi·...)(Hol•2) · . . . (2.3.80)






ij · . . . (2.3.81)









·Hol−1ij · . . . (2.3.82)
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ij ) ·Holikjl · . . .
(2.3.83)



















holj ·gqj ·...)(Hol•3) · . . . (2.3.85)






holj ·gqj)(Holqj) ·Holj · . . . (2.3.86)






holj)(Holj) ·Holjl · . . . (2.3.87)







































and where Hol•2 is any square in the grid appearing above Holpiqj, and Hol•3
is any square in the grid appearing above Holqj,
2.3.3 Proof of Theorem 2.3.1
In this section, we will show that d(Hol) does not have differential informa-
tion at the interior edges or vertices, while also gathering the boundary terms
into a convenient expression. It is important to note that d(Hol), applied to
















. . . ·Holi ·Holij ·Holj ·Hol−1ik · . . . ·Holl · . . .
)
(2.3.89)




Holi ·Holij ·Holj ·Hol−1ik · . . . ·Holl · . . .
(2.3.90)





Holij ·Holj ·Hol−1ik · . . . ·Holl · . . .
(2.3.91)
... (2.3.92)





Holl · . . .
(2.3.93)
+ . . . . (2.3.94)
This expression has the following types of terms
1. 3-curvature terms : namely the terms in d(Holi) from Lemma 2.3.4
where we replace one Bi with an Hi
2. Boundary terms : these are terms which occur on the boundary of Σ.
3. Edge and Vertex terms :
(a) The remaining 2 parts/terms coming from d(Holi): four edge
terms, written as one integral around the four sides in Lemma
2.3.4, and a corner term wher Ai is applied to the upper left cor-
ner of the square.
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(b) d(Holij) and d(Holijkl): These are the de Rham differentials ap-
plied to any (vertical or horizontal) edges or vertices, see Lemmas
2.3.5 and 2.3.6.
(c) Path terms : These are the terms which appear from differentiating
the • of any Hol• term in d(Hol) (see Lemma 2.1.22).
Summary of Cancelation
In the next subsection, details and arguments will be provided. For the
moment, we summarize all of the terms which end up canceling. We begin










with the corresponding expression and then showing that the Molij (edge)
terms cancel with each other. In other words, for each term Hol• or Ĥol•,
applying ∂
∂r







The following table gives a summary of all instances where two such terms will
appear in d(Hol) with opposite sign. Note that for the reader’s convenience
we label the Local Lemma 2.3.4 as “(LL)”, the Vertex Cube Equation from
Lemma 2.3.5 as “(V CE)”, and the vertical and horizontal edge cube equations
from Lemma 2.3.6 as “(ECEv)” and “(ECEh)”, respectively. While those
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lemmas introduce such terms via relations, there were also the original path
terms coming from differentiating the • in the expression for Hol which we
label as “(path-d(Hol))”.
Label Term Found in
Interior side terms
(A1) . . . Holp ·Holpi ·
∫
γhpi
α∗Bi ·Holi . . . . . . . . . . . . (LL) (ECEh)
(A2) . . . Holi ·
∫
γhij
α∗Bi ·Holij ·Holj . . . . . . . . . . . . (LL) (ECEh)
(A3) . . . Holi ·
∫
γviq
α∗Bi · . . . ·Hol−1iq · . . . ·Holq . . . (LL) (ECEv)
(A4) . . . Holk · . . . ·Hol−1ki · . . . ·
∫
γvki
α∗Bi ·Holi . . . (LL) (ECEv)
(B1) . . . Holp · . . . · api
∣∣
γvpi(0)
·Holpi · . . . ·Holi . . . . (VCE) (ECEv)
(B2) . . . Holp · . . . ·Holpi · api
∣∣
γvpi(1)
· . . . ·Holi . . . . (VCE) (ECEv)
(B3) . . . Holi · aij
∣∣
γhij(0)
·Holij ·Holj . . . . . . . . . . . . . (VCE) (ECEh)
(B4) . . . Holi ·Holij · aij
∣∣
γhij(1)
·Holj . . . . . . . . . . . . . (VCE) (ECEh)




to each term Hol• or








The two tables below summarize all of the instances where path terms show
up an even number of times, with opposite signs. In the first table, the
focus is on path terms resulting from d(Hol); i.e. they show up one time in
differentiating the path approaching each term in the expression (2.2.5) for
HolN . The second table deals with path terms which cancel amongst the
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other relations.
Label Term Found in
Interior path terms
(C1) . . . · α(...·dholi·...)(Holz) · . . . . . . (path-d(Hol)) (ECEv)
(C2) . . . · α(...·dholi·...)(Holyz) · . . . . . (path-d(Hol)) (ECEv)
(C3) . . . · α(...·dholi·...)(Hol−1wx) · . . . . (path-d(Hol)) (ECEv)
(C4) . . . · α(...·dholi·...)(Holwxyz) · . . . (path-d(Hol)) (ECEv)
(D1) . . . · α(...·dgij ·...)(Holz) · . . . . . . (path-d(Hol)) (VCE)
(D2) . . . · α(...·dgij ·...)(Holyz) · . . . . . (path-d(Hol)) (VCE)
(D3) . . . · α(...·dgij ·...)(Hol−1yx ) · . . . . . (path-d(Hol)) (VCE)
(D4) . . . · α(...·dgij ·...)(Holwxyz) · . . . (path-d(Hol)) (VCE)
Note that in (C3) we can have wx = ix and in (D4) we can have ij = wx.
In (D2) we can have ij = yz but then the cancellation is due to (path-d(Hol))
and (ECEh).
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Label Term Found in
Interior corner terms







(Holz) · . . . . . (ECEv) (VCE)







(Holyz) · . . . . (ECEv) (VCE)







(Hol−1wx) · . . . . (ECEv) (VCE)







(Holwxyz) · . . . (ECEv) (VCE)







(Holz) · . . . . . . (ECEv) (VCE)







(Holyz) · . . . . . (ECEv) (VCE)







(Hol−1wx) · . . . . (ECEv) (VCE)







(Holwxyz) · . . . (ECEv) (VCE)







(Holi) · . . . . . . . . (ECEv) (LL)







(Holpi) · . . . . . . . . . . (ECEv) (ECEh)
Note that in (E3) we can have wx = iq, in (E4) we can have wxyz = wiyq,
and in (F1) we can have z = i.
The only terms that are left, for the interior of Σ, after all of this can-
celation are the 3-curvature terms, Hi integrated over the square. We now
provide the details for some of this cancellation and then show how to deal
with the boundary terms in more detail.
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Canceling Molij terms
As an example, we discuss (B3) from the interior side terms table on page
157. Consider a horizontal-intersection-edge, (ij). Without loss of generality,
we assume that none of its edges lie on the boundary of the grid and that

























namely, when we differentiate Hol(pqij), and how we’ve already laid out in
(VCE), Lemma 2.3.5, and when we differentiate Hol
(ij)
h-edge (refer to Figure
2.2), as we have laid out in (ECEh), Lemma 2.3.6. In either case, the term
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Thus (B3) is the same as (2.3.50) in (VCE) and (2.3.73) in (ECEh). In
Hol(pqij) you can see that the term will appear with a negative sign and in
the derivative of Hol
(ij)




Next, we show that the edge terms coming from d(Holi) (see Lemma 2.3.4,
(LL) ) also vanish using (A3) from the table on page 157 as an example.
Notice that if Holj is the face to the right of Holi, then between the two we
have a vertical edge, Hol−1ij (see vertical edge cube, Figure 2.3). In this setup,
we see that we have a Moli term in exactly the right place. In particular,
from d(Hol) we will obtain the term




 ·Holi · . . .
which is (2.3.79) in (ECEv). Here, in the (ECEv), the • for this Bi-term
refers to the path along the northern edge of Holi. By the crossed module
relations, we can write this alternatively as




 · . . .
where now the • for the Bi-term refers to the path along the western, south-
ern, then eastern edges of Holi. On the other hand, in the Local Lemma
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(LL), Lemma 2.3.4, we have the term (2.3.30),




 · . . .
where the • for the Bi term, as explained in the proof, refers to the path
along the western, southern, then eastern edges of Holi. Note that these
terms agree with opposite signs.
The other three edges follow the same ideas. The fact is that we have
already arranged all of the terms in our Hol(ij) so that these terms would
match up seamlessly, and the signs would be opposite. Again, the table on
page 157 summarizes all such pairs that cancel.
Interior path terms
Next, we come to the path terms. In particular, we end up considering
expressions of the sort: (αh)∗(p1 ·A · p2) where h ∈ H and p1, p2 ∈ G are the
parts of the path coming before and after we see an A ∈ g. Then we note
(αh)∗(p1 · A · p2) = (αh)∗((Lp1)∗ ◦ (Rp2)(A)) (2.3.95)
= (αp1)∗(ααp2 (h))∗(A) (2.3.96)
Suppose you consider any path term involved with the path approaching
any Hol•. Based on our convention, we will only be concerned with the
north-south portions of the paths (i.e. some vertical edge γv−,−) approaching
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Hol• (where the Hol• could refer to a Holz, Holyz, Hol
−1
wx, or Holwxyz). The

















which we have referred to as
α(...·dgkl·...)(Hol•) and α(...·dholk·...)(Hol•),
respectively, in the Interior path terms table on page 158.
Notice that any edge-path-term (i.e. a g or a hol) is adjacent to either a
vertex or a vertical edge; see (2.2.1). Furthermore, we recall that faces don’t
have cube equations and horizontal edges, Figure 2.2, never place Mol terms
out of order like the vertex, Figure 2.1, and vertical edge expressions do,
Figure 2.3. The point is that the only places where these edge-path-terms
can arise in the cube equations are vertex or vertical edge expressions. If you








term, namely any of
the terms (D1) - (D4), you simply find the vertex corresponding to it:








In particular, this term would be the middle summand of the path-action,
“dgkl”, of (2.3.48) in the vertex cube equation, (VCE).









as any of the (C1) - (C4) terms, you simply find the edge corresponding to
it:








In particular, this term would be the “dholj” summand in (2.3.85) from
(ECEv).
These terms will always appear twice, as described in the Interior path
terms table on page 158, with opposite sign, and so they cancel.
Interior corner terms
Next, we consider the terms from the Interior corner terms table on page 159.
The argument for (E1)-(F4) is very similar to the one we had for (C1)-(D4).
We once again use a path to a Hol• where Hol• could represent some Holz,
Holyz, Hol
−1
wx, or Holwxyz. In particular, consider the path terms coming







where “•” could be any Hol or Mol term from any Hol(−) expression. One
of the path terms will involve an Ak coming down (in the sense that the cube
rises) to a particular vertex of the cube. As mentioned before, however, such
path terms can only come from vertex cubes or vertical edges6. As we show in
the picture below, you can see that we will have exactly one Ak term coming
from a vertex cube and one Ak coming from a vertical edge cube; one will be
coming from a holk going “up” the cube and one will be coming from holk
going “down” the cube and so they will have opposite signs and cancel. For
example, the situation for (F3), or (F4), is depicted in the following figure
6Again, the reason being that no cubes occur at the faces Holi and the faces of the cube
places at a horizontal cube stay together and so do not cause any interesting hat-terms.









The figure on the left describes the “gijAig
−1
ij ” summand in (2.3.43) from
(VCE), while the figure on the right describes the “Ai” summand in (2.3.80)
from (ECEv).
Next, consider the term (G1); i.e. (αHoli)∗(Ai) from Lemma 2.3.4 in
d(Holi). In our edge and vertex relations, we will obtain an Ai term whenever
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we differentiate a holi term going up/down an edge of a vertex cube. Consider
the picture below, where we note that at the upper left corner of Holi, which
is where the Ai is being pushed forward by Holi, is adjacent to Holji, Holpqij,







In order to get a term from the edge and vertex relations, we would need
a cube to be touching this corner. Such a cube never occurs at Holi; there
are no “face-cubes”. But we have a pqij-vertex, a qi-vertical edge, and a
ji-horizontal edge all intersecting at this corner, each of which can provide a
cube-equation. It turns out that, as described in the vertical edge cube, Figure
2.3, the M̂oli term comes after the Ĥoli term in the expression Hol
(qi)
v-edge and
so that hat above the Holi is in fact telling us that we must differentiate the
path approaching Holi, going around Moli. In going around Moli, the last
term in the path before reaching Holi is a holi, as shown here:










Differentiating this term with respect to r and then setting r = 0 results in
exactly an Ai term coming before Holi. Since we are acting on Holi by this
holi term, we end up pushing forward Ai, resulting in the desired term; i.e. it
is the “holjAjhol
−1
j ” summand in (2.3.87) from (ECEv). On the other hand,
cubes induced by Holpqij and Holji will not contribute a corner term for
Holi so that the above description includes the only two ways (G1) appears;
and with opposite signs.
Getting the Boundary Right




In order to get the boundary terms to work out properly, we need to check
that all terms that accumulate at the boundary of Σ, due to not being able
to cancel with a missing adjacent square, either cancel or are of the form Bi
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or aij as described in the statement of Theorem 2.3.1. In particular, consider
again the general grid from Definition 2.2.1. Note that when we replace
d(Holij) with its corresponding cube equation at the northern boundary of
the square, Σ, we end up differentiating a Holij as it collapses to the northern
boundary, placing an aij at that spot. In such cases, we would like to be able
to write any term





·Hol−1ab · . . . ·Holp (2.3.97)
as aab · Hol simply by changing the path-action, •, for the aij term. The
easier terms to deal with will be on the Northern and Eastern boundaries.
By using the algebra of the crossed module, we can rewrite the equation
(2.3.97) as desired. However, explaining this algebra is a lot easier by recalling
hh′ = αt(h)(h
′)h and observing the equality as a picture:
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In a similar fashion, based on the ordering of the Edge Cube equations (Lem-
mas 2.3.5 and 2.3.6) and the Local Lemma 2.3.4, all of the Bi and aij terms
appearing along the Northern and Eastern boundary can be factored outside
of Hol.
For the Western and Southern boundaries, there is one extra tool needed.
Considering again an aij term, let us consider the term





·Holi · . . . ·Holp (2.3.99)
which we would like to rewrite as Hol · aei. The tool here is to realize there
are left-over terms on the boundary which assemble precisely to “−[aei,−]”.
To see this, we now finally use one last type of term coming from d(Hol)
which he have yet to tap into: the derivative of the path-action terms along
the Western and Southern boundaries coming from each • in the expression
for Hol. Note that these terms did not appear for the Northern and Eastern
boundaries since our convention is to use the path approaching a term going
along the Western boundary, then along the Southern boundary, and then up
towards that term through the interior. In other words, we can write (2.2.5)
as
Hola ·Holae ·Hole ·Holei · ·Holi · . . . ·Holp (2.3.100)
=Hola · . . . Holei · αhol−1a ·hol−1ae ·hol−1e ·g−1ei (Holi) · . . . ·Holp (2.3.101)
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which we will momentarily write as
=Hol1 ·Holei · αhol−1a ·hol−1ae ·hol−1e ·g−1ei (Holi) ·Hol2. (2.3.102)
Using all of the various terms occurring at this Southern ei boundary-corner,
we can combine them in a useful way, where the reference to where the term
comes from is listed in place of an equation label:
−Hol1 ·Holei · α(...·g−1ei (dgeig−1ei ))(Holi ·Hol2) (d(Hol)-path)
−Hol1 · α(...g−1ei (Ai+dgeig−1ei ))(αgei(Holei)) ·Holi ·Hol2 (ECEh)
−Hol1Holei · α(...·g−1ei ·Ai)(Holi) ·Hol2 (LL)
−Hol1 · αg−1ei (aei) ·Holei ·Holi ·Hol2 (ECEh)
+Hol1 · α(...·Ae)(Holei ·Holi ·Hol2) (d(Hol)-path)
−Hol1 ·Holei ·Holi · α(...·g−1ei Aiholi)(Hol2) (d(Hol)-path)
=−Hol1 · αg−1ei (aei) ·Holei ·Holi ·Hol2
+Hol1 · α(...·(Ae−dgeig−1ei −g−1ei Aigei))(αgei(Holei) ·Holj ·Hol2)
=−Hol1 · αg−1ei (aei) ·Holei ·Holi ·Hol2
+Hol1 · α(...·g−1ei (t(aei)))(αgei(Holei) ·Holj ·Hol2)
=−Hol1 · αg−1ei (aei) ·Holei ·Holi ·Hol2
+Hol1 · α(...·g−1ei )
[
aei, αgei(Holei) ·Holj ·Hol2
]
=Hol · aei
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A similar technique is applied to the Bi integrated along the Western and
Southern boundaries using the vanishing fake curvature condition t(Bi) = Ri,
which we will now show below. Just as we did above, first write (2.2.5) as
Hol1 ·Holn · α(...·hol−1n )(Hol2),
After differentiating, we obtain side terms along the path γSn which we can
































Extension of Two-Holonomy on
Spheres
Throughout this chapter, fix a smooth manifold, M , and a nonabelian gerbe
with connection as in Definition 2.1.34. This chapter deals with a non-abelian
analog of the equivariant extension of 2-holonomy constructed in [TWZ]. In
that paper, a square Hochschild complex was used to model the iterated
integral corresponding to our HolN in their abelian setting. By calculating
dHolN using Hochschild methods, an equivariantly closed extension of HolN
was constructed as an invariant analogous to Bismut’s equivariant extension
of the chern character for a vector bundle with connection.
3.1 The Derivative of Two-Holonomy on Spheres
While [TWZ] dealt with 2-holonomy of a torus, we restrict our attention in
this chapter to S2, having the advantage of 2-holonomy taking values in the
174
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center of H, which will have considerably favorable consequences for dealing
with an equivariant extension of 2-holonomy.
From Squares to Spheres
Previously, we have defined Hol on squares in MSq. While the torus has two
natural actions on it, the sphere will have one natural S1-action on it coming
from rotating the sphere, holding the north and south poles fixed. Note that
this action can similarly be translated to any S1 action on S2 by rotation.
Convention 3.1.1. Consider the map ψ : Sq → S2 given by













(t, s) 7→ (ρ cos(2πt), ρ sin(2πt), 2s− 1)
where ρ :=
√
1− (2s− 1)2. Note that t corresponds to the angle in the xy-
plane. The map ψ yields a map MS
2 →MSq which in turn allows us to use
Hol defined on MSq as a map MS
2 Hol−−→ H. Within this context, we mean
CHAPTER 3. EXTENSION OF TWO-HOLONOMY ON SPHERES 176
by the natural t-action:
(ρ cos(2πt′), ρ sin(2πt′), 2s− 1) t7−→ (ρ cos(2π(t′ + t)), ρ sin(2π(t′ + t)), 2s− 1)






which is used during integration. Since we are working in the






derivative of an induced one-parameter family.
Definition 3.1.2. Given the t action on Σ ∈ MS2 as described above, we
define the t-family of spheres, Σt associated to Σ, given by
Σt(t
′, s) := Σ(t′ + t, s)
We now modify our definition of N to take full-advantage of the setting
we are in.
Setting 3.1.3. For the case of MS
2
, for a choice of grid I = {1, . . . , n} ×
{1, . . . ,m}, we require the open sets {Ui(p,q)}(p,q)∈I to satisfy
Ui(p,0) = Ui(p′,0) Ui(p,m) = Ui(p′,m) Ui(1,q) = Ui(n,q) .
In other words, HolN , in the case of MS
2
can always be seen as the following




















Holae Holaf Holag HolaeHolaeaf Holafag





Holei Holfj Holgk HoleiHoleifj Holfjgk











Properties of HolN for Spheres
We now briefly record some useful propositions for HolN for the case when
Σ ∈MS2 .
Proposition 3.1.4. The 2-holonomy of a sphere takes its values in the center
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of the Lie group, H.
Proof. The target of HolN is equal to the 1-holonomy along the boundary
of the square; see Proposition 2.2.4. Given that we map the square into the
sphere by pinching the north and south edges of the square and mapping
the west and east edges to the same meridian in S2, the 1-holonomy along
the edge of the square is equal to the identity in H under HolN , and thus
t(HolN ) = 1 ∈ H. The claim follows from Proposition 2.1.21.




HolNI′ (Σ) = αgii′ (0,0)(Hol
NI )
for Σ ∈ NI ∩NI′ ⊂MS
2
.
Proof. Apply Proposition 2.2.6 to the case where we map the square to the
sphere using Convention 3.1.1, and note that the only terms on along the
boundary cancel. Along the northern and southern boundaries, we have
Holii = Holiii′i′ = 1, and along the western and eastern boundaries, the
terms that appear on the western boundary have a matching inverse term on
the eastern boundary. Since we can collect all of this edge transition data by
traveling around the boundary the result follows.
In the case of MS
2
we can simplify Theorem 2.3.1 as follows.
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Proposition 3.1.6. The total derivative of 2-holonomy, d(Hol), can be writ-
ten:




where Hol = HolN : N → H ⊂Mat is defined on the open set N ⊂MS2.
Proof. Recall the general formula for d(Hol) given by Theorem 2.3.1. Fol-
lowing the grid-diagram (3.1.1) for the sphere-case, we note that along the
northern and southern boundaries, we will have data aii = 0, and gii = 1.
Moreover, the terms
∫
α∗(B) will be integrated over an edge of length zero
and so we see all of the terms from Theorem 2.3.1 occuring on the northern
and southern boundaries vanish. For the western and eastern boundaries, we
simply note that each term on the western boundary will have a matching




H ∈ Ω1(N , h) is a one-form on the open subset N ⊂MS2 ;
where h is the Lie algebra of H, as usual. For two open subsets NI ,NI′ ⊂
MS
2
, we can write the transformation of
∫
S2
H in NI ∩NI′ ⊂MS
2
as follows.
Proposition 3.1.7. The integral of the 3-curvature over a sphere transforms
in the following way: ∫
S2
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where by HNI′ we mean to use the local 3-curvature as defined by the local
data on NI′.
Proof. Consider two open sets NI ,NI′ ⊂ MS
2
. Without loss of generality,
we assume that these open sets use a common subdivision for the square Sq.
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−1 · . . . · holi′(γs(t))−1.
Now, since t(Hi) = 0 by Proposition 2.1.36 and hence Hi takes its values in
the center of h by Proposition 2.1.21, we have
αt(h)(Hi) = h ·Hi · h−1 = Hi,
meaning we can write the integrand above as








and then applying the same idea to ii′ and using Hi′ = αgii′ (Hi)




Applying the integral yields precisely∫
(t,s)∈S2
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3.2 α : G→ Inn(H)
In this section we assume the following special case, which will allow for
considerable simplifications.










Remark 3.2.2. Note that if Y ∈ Z(h) then in Setting 3.2.1, we have αg(Y ) =
Y for any g ∈ G. Similarly, if h ∈ Z(H), then αX(h) = 0 for any X ∈ g, and
for Y ∈ Z(h), X ∈ g then αX(Y ) = 0.
Recall from Proposition 3.1.4 that our 2-holonomy, a function on N ⊂
MS
2
, has trivial target yielding HolN ∈ Z(H), where Z(H) is the center of
H. We have shown in Proposition 3.1.5 that Hol transforms between open
subsets of MS
2
via αgij but since we are working in M
S2 and our action
factors through an inner automorphism we can see that our HolN functions
agree on overlaps:
Proposition 3.2.3. The function Hol : MS
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Proof. For two open sets NI ,NJ ⊂MS
2
we have on NI ∩NJ
HolNI = αgij(HolNJ ) = h(HolNJ )h
−1 = HolNJ (3.2.2)
where the equalities are given by Proposition 3.1.5, Setting 3.2.1, and Propo-
sition 3.1.4, respectively.
Proposition 3.2.4. In the case of Setting 3.2.1, the local 3-curvature forms,
Hi, glue together to a global 3-form, H ∈ Ω3(M, h).
Proof. Recall that t(Hi) = 0 by Proposition 2.1.36 and so Hi ∈ Z(h) by
Proposition 2.1.21. Thus by Remark 3.2.2, we have that
Hi = αgii′ (Hi′) = Hi′ .
Proposition 3.2.5. The total derivative of 2-holonomy, d(Hol) = Hol ·∫
S2
H ∈ Ω1(MS2 ,Mat), is globally defined.
Proof. Recall from Proposition 3.1.6 that




which, in the case where α is inner, reduces to




where (αHol)∗(Ai(1,1)) = 0 in setting 3.2.1 when Hol is in the center of H
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(Proposition 3.1.4). Note that
∫
S2
H is a sum of terms, defined analogously













H, given in Proposition 3.1.7, now states in the inner
case ∫
S2
HNI = αgii′ (0,0)(
∫
S2








being globally defined as well, the Proposition is proven.









Hdt. Note that a differential form is defined on its plots. Moreover
any k-form is determined by its definition on k-plots, and so to define the
2-form below we need only consider 2-plots, i.e. 2-parameter families of
squares.






































Hdt can also be defined via the extended iterated integral
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[GJP] [TWZ] via the diagram
I × I × (M × I × I)I×I ev //∫
I×I

M × I × I
(M × I × I)I×I M I×Iρoo
where for f : I× I →M , ρ(f) : I× I →M × I× I is given by (ρ(f))(s, t) :=




















































































The remainder of this section is dedicated to the definition of an element







non-abelian analog of Ω•(MT,C)L from [TWZ].
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◦ d)(α) = 0}
and D := d + ι ∂
∂t




◦ d) and we
have taken the subspace of Ω•(MS
2
,Mat) on which D2 = 0.
Definition 3.2.10. Given a gerbe and it’s associated Hol : MS
2 → H ⊂





















2 − . . .

which is an element in Ω•(MS
2
,Mat). Notice that Hol can be factored Hol =





















2 − . . .
 ∈ Ω•(MS2 ,Mat).






















Proof. Part 1 is for degree reasons: Hol is degree 0 and ι ∂
∂t
is a degree-
decreasing map so it must map to zero. Part 2 was the Proposition 3.2.5.























where dH = 0 follows from Proposition 2.1.36, where in Setting 3.2.1, d =
∇.
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3.3 General α Action
This section no longer restricts our α action to the inner case. However, we
are still able to provide analogous results in this more general setting.
Setting 3.3.1. In this section we remove Setting 3.2.1 and assume that
α : G→ Aut(H) is a general action.
Note that in the previous section, our 2-holonomy functions defined on the
open sets NI agreed on intersections and so we were able to define a global
function. Now we consider the case where, in general, HolNI 6= HolNJ ,
Hi 6= Hj, d(HolNI ) 6= d(HolNJ ), etc. Since we can not define Hol as a form
on MSq with values in Mat in this case, we construct a bundle for the values
of our differential forms to live in.
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Note that the transition functions, αgij , for E0 are isomorphisms of the fiber
Z(h) with αgjigij(X) = αt(f−1iji )(X) = X, for X ∈ Z(h), and indeed satisfy the




(X) = αt(fijk)(X) = [fijk, X] = X
whenever X ∈ Z(h).
Further define the vector bundle E → MS2 as the pull-back E := ev∗0(E0)
where ev0 : M
S2 →M is the evaluation map Σ 7→ Σ(0, 0).




. We claim that this defines a connection on E0.
Proof. To check that ∇i is indeed a connection on E0 in the first place, we
check that for f ∈ C∞(Ui,R) and s ∈ Γ(Ui, E0) we have:
∇i(f · s) = df · s+ f · ds+ f · αAi(s) = df · s+ f · ∇is.
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and so applying the relation for Ai, Aj on Uij from Definition 2.1.34,
= αgij(ds) + α(dgij+t(aij)gij+Ajgij)(s)
and now using the fact that αt(aij)(αgij(s)) = 0 by αgij(s) ∈ Z(h), and that
d is a derivation,







Further define the connection ∇ on E by the pullback, ∇ := ev∗0(∇0) on
E0.
Proposition 3.3.4. ∇0 is a flat connection on M .
Proof.
(d+ αAi)(d+ αAi)(s) = d
2(s) + αAi(ds) + d(αAi) + αAi (αAi(s))
= αAi(ds) + αd(Ai)(s)− αAi(ds) + α 1
2
[Ai∧Ai](s)
= α(dAi+ 12 [Ai∧Ai])
(s) = αt(Bi)(s) = [Bi, s] = 0
where in the last line we used the vanishing fake curvature condition,
R = t(B)
from Definition 2.1.34, and the fact that s ∈ Z(h).
Corollary 3.3.5. The connection ∇ on E is flat.


























Lemma 3.3.7. The 1-form,
∫
S2
H, and the 2-form,
∫
S2
, defined above take








Proof. The bundle E was constructed precisely so that the values on each N




The second statement follows from Proposition 3.2.8.
Finally, while the powers (
∫
Hdt)n of Hol made sense in Mat, we now
move to the symmetric algebra, SE , in order to be able to formally define
products of elements from Z(h):

























2 − . . .
 ∈ Ω•(MS2 , SE).
where we use the same indices and αpath-notation as in Theorem 2.3.1.
While the bundle E will resolve the issue regarding where our closed form
will take its values, we also will need to change the differential, from d to ∇.
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Note that the connection, ∇, on E extends to a connection on SE , which we
also denote by ∇ in an abuse of notation. ∇ acts on SE by derivation.
Furthermore, note that we have shifted our focus from Hol (Definition
3.2.10), taking values in the tangent space THolH, to H = Hol−1Hol, taking
values, locally, in the Lie Algebra, h. Accordingly, we must include this
left-translation by Hol−1 in the differential as well:
Motivation 3.3.9. In the case of Setting 3.2.1, where α is inner, we had the
cochain complex (C•, D) from Definition 3.2.9, where C• := Ω•(MS
2
,Mat)L.
Since Hol ∈ C0 is an invertible element of the Lie group, H, we have a linear










D // . . .
// C0 δ // C1 δ // C2 δ // . . .
(3.3.1)
and so the differential, D, transports to a differential, δ ,which is given by
δ := L ◦D ◦ L−1. Explicitly, we have
δ(x) := Hol−1(D(Hol(x))) = Hol−1 ((D(Hol))(x) +Hol ·D(x))
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by Proposition 3.2.5, motivating the following definition/proposition:










satisfies δ2 = 0,
where
δ := ∇+ ι ∂
∂t











Proof. First note that τ ∈ Ω•(MS2 , SE)L. In particular, L(τ) = 0 since
∇(τ) = 0, as in Lemma 3.2.11, and ι ∂
∂t







Hdt)) = 0. Since
we are considering forms which vanish under L we need only to show that
δ2 = L:
δ2 =(∇+ ι ∂
∂t
+ Lτ )(∇+ ι ∂
∂t
+ Lτ )
=∇2 +∇ ◦ ι ∂
∂t













=L∇(τ) + Lι ∂
∂t
(τ) + Lτ2 + L.
Since ∇(τ) = ι ∂
∂t
(τ) = 0, and τ 2 = 0 by degree reasons, we are done.











Proof. We show that δ(H) = 0 where δ = ∇+ι ∂
∂t
+Lτ by noting the following
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