With the wide application of computer technology, medical health data has also increased dramatically, and data-driven medical big data analysis methods have emerged as the times require, providing assistance for intelligent identification of medical health. However, due to the mixed medical big data format, many incomplete records, and a lot of noise, it is still difficult to analyze medical big data. Traditional machine learning methods can't effectively mine the rich information contained in medical big data, while deep learning builds a hierarchical model by simulating the human brain. It has powerful automatic feature extraction, complex model construction and efficient feature expression, and more important. It is a deep learning method that extracts features from the bottom to the top level from the original medical image data. Therefore, this paper constructs a data analysis model based on deep learning for medical images and transcripts, and is used for intelligent identification and diagnosis of diseases. The model uses massive medical big data to select and optimize model parameters, and automatically learns the pathological analysis process of doctors or medical researchers through the model, and finally intelligently conducts disease judgment and effective decision based on the analysis results of medical big data. The experimental results show that the method can analyze the medical big data, and can realize the early diagnosis of the disease. At the same time, it can analyze the physical health status according to the patient's physical examination records and predict the risk of a certain disease in the future. Greatly reduce the work pressure of doctors or medical researchers and improve their work efficiency.
analyze the disease according to the existing medical big data, and can diagnose the disease in advance to prevent and control the disease before the onset of the disease, accurately predict the disease development, and make more high-risk patients. Active treatment prescriptions make patients more confident in treatment and rehabilitation, and always help to achieve the best therapeutic effect [6] .
In the analysis of medical big data, first of all, it is necessary to record and collect images based on the medical examination indicators of the patient. Then, the difference between the normal image and the image of the patient is analyzed for disease analysis and early diagnosis. Many traditional medical big data analysis algorithms have been studied, including logistic regression [7] , random forest algorithm [8] , and support vector machine [9] and so on. With the development of deep learning, the application of this method in data mining [10] , computer vision [11] , [12] and natural language processing [13] , [14] has achieved continuous success. And it has become difficult to extract features by the preferred method of the task. It extracts deep and abstract features from the data and captures long-range dependencies in the data in an efficient manner, enabling efficient analysis of both image and text data. With the increasing number of medical images and transcript data, deep learning methods have better performance in big data analysis than traditional methods. And they also require less time and computational resources in data preprocessing and feature extraction [15] , [16] . In recent years, many research teams have tried to apply deep learning methods in medical big data analysis [17] , [18] . Table 1 shows the deep learning applications in medical big data analysis. Schirrmeister et al. [19] first analyzes the brain state signal and proposes a method to improve brain state decoding. However, the algorithm does not have a good analysis effect on the brain state signal, and there is a lot of noise information. Lu et al. [20] designed a deep learning architecture to classify data analysis results in multiple categories. Due to the large number of deep learning framework layers, the time performance of the algorithm is low. Chaddad et al. [21] proposed the use of both supervised and unsupervised learning algorithms to learn the characteristics of deep convolution images, so as to analyze the medical images. But the algorithm can only process medical image information, and cannot process medical text information. Cebul et al. [22] uses data analysis through a deep learning network and generalized estimation equations to evaluate the effectiveness of diabetes care based on medical transcript data. However, the assumptions of the generalized estimating equation are more stringent, and the model is not portable. Hripcsak and Albers [23] demonstrates that medical big data can provide unprecedented amounts of information for clinical research. However, there is no way to effectively analyze medical data. Amarasingham et al. [24] proposes an automated data analysis model that analyzes data from hospitalized patients with heart failure and accurately predicts the probability of prehospitalization and death in the next 30 days. This method focuses on the probabilistic predictions that follow, but uses a simpler method to analyze the data. Ho et al. [25] uses the tensor decomposition method to analyze the test indicators and physical health status of each patient. However, the connection between images cannot be analyzed, which may result in misjudgment of the recognition result. Wei and Denny [26] studied a cognitive method based on natural language processing for patient disease state analysis and recognition. However, this method cannot analyze the relationship between the parts of the image and the nuances in the image, nor can it handle arbitrarily sized text records. Winterstein et al. [27] combined text data mining methods with CNN networks to analyze clinically recorded data, and then to explore the characteristics of coronary artery disease, and to predict the risk of coronary artery disease. However, this method requires a number of words in the input text. If more characters are input, a misjudgment may occur. Khalifa and Meystre [28] uses natural language processing methods to analyze clinically recorded data. However, this method cannot process medical image data, and the time performance does not meet the realtime requirements.
Regardless of the analysis of medical image data or the analysis of transcript data, the existing deep learning model cannot analyze the ties of the various parts of the image and the nuances thereof, nor can it handle arbitrarily sized transcripts. The existing deep learning model is less robust. And the model design needs to be modified when the disease characteristics change, which consumes a lot of manpower and time, limits the versatility and adaptability of the model. And it is difficult to implement in clinical applications.
Based on the above problems, this paper constructs different neural network structures for data analysis of the most common medical images and transcripts in medical big data. For medical image data, the image data is first matrixed, and the correlation coefficients between different regions of interest in the brain are calculated. Then, the deep learning model of AutoEncder which is most suitable for this data is designed to extract the correlation features between different regions of interest to achieve accurate and intelligent prediagnosis. For medical text data, the 3D convolutional neural network is used to extract the temporal features between the internal features of the data and different data. At the same time, the spatial pyramid structure is used to make the model can process the input of any length to realize the intelligent prediction of the disease.
Specifically, the technical contributions of our paper can be concluded as follows:
First: This paper elaborates and summarizes the difficulties, research status and research methods of deep learning in medical data recognition. The related deep learning methods and models are studied. And the construction of the network provides a reference value.
Second: Different neural network structures are designed for the most common medical images and text records in medical big data. Data analysis of medical images and transcript data is carried out to realize intelligent recognition and prediction of diseases.
The rest of our paper was organized as follows. Theory of deep learning was introduced in Section II. Section III described related theoretical derivation of the proposed system. Experimental results and analysis were discussed in detail in Section IV. Finally, Section V concluded the whole paper.
II. DEEP LEARNING IN MEDICAL DATA ANALYSIS A. DIFFICULTIES IN MEDICAL DATA ANALYSIS WITH DEEP LEARNING
Because of the outstanding achievements in deep learning in the fields of speech recognition, image semantic segmentation, scene recognition, and target detection, it has also enabled researchers in medical data analysis to see the dawn. However, there are still some challenges in the field of medical data analysis, which are reflected in the following points:
1) DIMENSIONS OF MEDICAL DATA
With the replacement of medical electronic devices, it is possible that a patient will get much data. For image data in medical data, deep learning is mostly to train some two-dimensional plane images. So it is necessary to sample the three-dimensional medical images and convert them into two-dimensional image information, which will not only reduce the picture. The resolution also loses a lot of image information, but there are some good ways to preserve the original image. For example, Roth et al. [29] proposed a 2.5D sampling method, which is mainly in the second when dimensioning, the sampled images are no longer trained separately, but three spatially orthogonal images are combined into one RGB image, and the original image information is retained as much as possible. Many researchers have designed a 3D deep learning model to directly analyze the original image, such as Brosch et al. [30] , Dou et al. [31] and others. This eliminates the cumbersome sampling steps and the whole process is straightforward.
2) NUMBER OF MEDICAL DATA
The reason why deep learning can excel in many fields is because a large amount of learning data, the features obtained through these learning data have stronger expressive ability than the features extracted by manual methods, so that a better effect can be obtained. Therefore, this requires that the deep learning model must have enough learning data sets. But in the field of medical data analysis, the training data is seriously insufficient, which requires researchers to solve: how to quickly obtain a large amount of tag data and how to use the limited data to train the deep learning model and get satisfactory results.
3) UNSUPERVISED TRAINING AND SUPERVISED TRAINING
For most tasks that apply deep learning algorithms, such as scene detection, image segmentation, object recognition, etc., all use supervised training methods for research. But there are also a few work focused on unsupervised training methods, such as images coding, image representation, etc. Due to the inherent shortcomings of medical data, many data cannot use the deep learning model, so the unsupervised training algorithm is more reasonable for the analysis of medical images. The model of unsupervised deep learning currently used has a Boltzmann machine RBM. This algorithm model can directly learn good feature representations from the unlabeled training dataset. The disadvantage is that these features do not necessarily have the best classification effect. van Tulder and de Bruijne [32] used the deep convolution Boltzmann model to train directly from the training data set, and then used the training convolution kernel to extract the training data, and merged these features with the features obtained by the discriminant model. The final result is better than the classification result of the separate generation discriminant model.
For the above questions, the researchers spent a lot of time and effort, but also made some good progress, such as van Grinsven et al. [33] tried to dynamically select the wrong false negative samples during the training process. The data is used as the next classification data to improve the learning effect of the deep learning algorithm in medical data. In the training process of the deep learning algorithm, the optimization of the model weight coefficient requires multiple iterations, at each time. In the iteration, a random subsample data set selected from the training samples is used to train the network model, and the loss function is minimized by the gradient descent algorithm.
B. DEEP LEARNING METHOD IN MEDICAL DATA ANALYSIS
Medical big data is a multi-modal, complex data that continues to grow rapidly and contains a wealth of information. The challenges associated with medical big data include how to quickly and accurately collect and obtain medical health data, how to efficiently use high-speed networks to deliver medical health data reliable and efficient transmission, how to use artificial intelligence related machine learning and deep learning techniques to extract useful information from medical big data, and how to develop intelligent applications for the majority of medical staff and ordinary people.
The deep learning method is developed from the artificial neural network model. The raw data is layer-by-layer abstracted by combining multiple nonlinear processing layers, and different levels of abstract features are obtained from the data and used for classification prediction. Compared with traditional machine learning methods, it has the following three characteristics: a. Deep model architecture. The multi-layer structure of the deep learning model is very similar to the animal's visual processing system. Compared with other shallow models, such as support vector machine, deep learning models have more hidden layers and contain more nonlinear transformations, which makes the ability of deep learning to fit complex models greatly enhanced.
b. Multi-layer data feature representation. The deep learning model takes the original form of the data as input, and then uses the output of the current layer as the input of the next layer, stacking layer by layer, thereby summarizing the higher-level feature representation, so as to describe the complex data structure.
c. Unsupervised learning. The deep learning model adds unsupervised learning process to the training, and obtains a good initial value of the model through pre-training, which can effectively improve the training effect. In addition, the training of unlabeled data also increases the scale of available data.
Deep learning itself contains a large number of algorithmic models, which itself refers to a multi-layered complex neural network layer, which is now defined as a deep algorithmic structure with two or more layers, so deep learning is the name of a multi-layered algorithm. At present, deep learning is divided into the following two ways in the research and analysis of medical data:
(1) Self-training model Deep learning the analysis of medical data includes algorithmic models including restricted Boltzmann machines (RBM), deep belief networks (DBN), deep Boltzmann machines (DBM), convolutional neural networks (CNN), etc. These models are all trained through a large amount of data, and the process is to tuned many parameters, such as learning RBM is a typical generation model in deep learning, including a layer of visible variables and single-layer hidden variables. RBM is essentially an undirected probability graph model that can be stacked to form a deeper model with no connections allowed between any of the visible or hidden layers [34] . Figure 1 is a binary graph structure for RBM. The model is described, one layer of the figure is the visible layer, and the other layer is the hidden layer. Figure 2 is a schematic diagram of the general model of the deep belief network. As can be seen from the model, the top two layers are hidden layers and the bottom layer is the visible layer. An undirected connection is taken between the two hidden layers, and a directed connection is taken between the hidden layer and the visible layer, and the arrow points to the v layer closest to the data. Figure 3 is a schematic diagram of the structure of the DBM general model. The model is the same as the DBN model in Figure 2 , consisting of a bottom visible layer and a top two hidden layers, with connections only between adjacent layer units, but between the visible layer and the hidden layer is none connect to the connection instead of the directed connection.
CNN is a feedforward neural network. The general convolutional neural network structure diagram is shown in Figure 4 . It consists of a convolutional layer, a pooled sampling layer, and a fully connected layer. The medical image can be used as the original input of the bottom layer of the network, and then transmitted to the next layer in turn. Each layer extracts the most significant feature of the image data through a convolution kernel, and the output result is the classification recognition result of the image. As shown in Figure 5 , the convolutional layer convolves the target image through the convolution kernel to generate a feature map to realize local feature perception and feature extraction.
(2) Migration learning and fine-tuning In the field of medical data analysis, obtaining a comprehensive annotation data set like ImageNet [35] is a huge challenge. Therefore, when the data is scarce, there are several ways to choose: a. Migration learning, this method generally uses a network model trained from the data set, such as AlexNet [36] , CaffeNet [37] , GoogleNet [38] , etc. And then they extract features from the network layer and use it to train a separate pattern classifier. For example, Shameer et al. [39] used the pre-trained convolutional neural network model as a feature generation container to classify lung nodule data. b. Fine-tuning, when there is a small data set and the classification task is very important. A suggested method is to use a pre-trained deep learning model to initialize the classification network of this data set, and then reduce the learning rate to supervise the training of the entire network layer.
At present, many papers have achieved good results using the above schemes. Roth et al. [29] applied convolutional neural networks to improve the detection of CT image data by existing computer-aided detection systems. The nodule detection model generates all candidate image data in the classification task, and also proposes a 2.5D image generation algorithm, which makes the training model obtain higher dimensional image data features, which has a great influence on the obtained experimental results. Finally, a convolutional neural network is trained using the processed image data, and an amazing accuracy is obtained. The sensitivity of lesion detection across the database has increased by 13%-34%. Dou et al. [31] proposed a more complex deep learning model to directly train three-dimensional raw data, which ensures that the entire algorithm can learn more useful highdimensional features. And the author further improves detection performance, reduced computational cost, and some modifications to the initial detection. Compared with the traditional sliding window algorithm, the whole method reduces the calculation, speeds up the detection process, and achieves a high sensitivity of 93.16%. Ma et al. [40] first generated positive and negative samples of the data set, and used a selfdesigned 13-layer depth network for preliminary screening. The positive sample generated by the deep network model was used as the training set of the next depth model. The rejection of some unqualified negative samples is achieved, making the remaining training samples more representative.
Li et al. [41] extracted the mid-high-dimensional features from the convolutional neural network model trained by natural images, and used the extracted features to classify them. They used these features to achieve good results in target recognition, scenario analysis and classification recognition. Eberl et al. [42] used a theoretically more reliable method. They built a deep learning model and then trained the parameters of the depth model through AutoEncoder. The advantage of this is that a large amount of unlabeled data can be used, pre-trained by AutoEncder. The model, with a small amount of labeled data training, can achieve good results, and achieved a correct rate of 91.4% in the 1417 Basel cell carcinoma CT medical image data test.
III. MEDICAL BIG DATA ANALYSIS MODEL BASED ON DEEP LEARNING
Literature [42] constructed a deep learning model and then trained the parameters of the depth model through AutoEncoder. The advantage of this is that a large amount of unmarked data can be used, pre-trained by AutoEncder. The model is trained with a small amount of marker data and can achieve good results. Literature [29] proposed a 2.5D image generation algorithm to enable the training model to obtain higher dimensional image data features. And it has a great impact on the experimental results obtained. Under the guidance of the above work, this paper proposes different network models for different forms of medical data. Aiming at medical image data, a deep learning model based on stacked AutoEncder is proposed, which uses time series data and correlation coefficient data of medical images for data analysis. For medical text data, a 3D convolution kernel is used to extract information between the phrase internal information and the phrase of the input data, and then combined with the SPP to identify the medical text data.
A. MEDICAL IMAGE DATA ANALYSIS MODE BASED ON AUTOENCDER
This paper builds a deep learning model based on stacked AutoEncder, and uses time series data and correlation coefficient data of medical images for data analysis.
The parameters of the AutoEncder model designed in this paper mainly include cost function and gradient. Firstly, the cost function is introduced. The cost function in this paper is mainly composed of three parts, namely the mean square error, the sparseness penalty and the weight attenuation. The mean square error describes the difference between the observed value and the expected value. Given a data set (x 1 , y 1 ), ..., (x m , y m ) with m training samples, where x i represents one piece of data entered, y i represents its label, then the mean square error of the definition of data sample (x i , y i ) is as follows:
Therefore, for all m training samples, the mean square error is:
Secondly, sparse penalty terms are added to the calculation of this network. A lot of research has confirmed that only a small part of the brain's various regions of interest are active at the same time or when performing the same task, which means that the brain's activities are sparse. The brain's MRI image is a true reflection of the brain's active state over a period of time. Therefore, the time series data and correlation coefficient data obtained during data preprocessing are also sparse. Therefore, the AutoEncder model must be increased the sparsity penalty. The AutoEncder model is very similar to the cognitive process of the brain, so the number of hidden layer nodes that the entire neural network activates in each training is limited. Use x i to indicate the output of the j node when the input data is a 2 j (x i ) in the second layer of the network, and
The sign ρ j indicates that the output of this point affects all m samples. In addition, the sparsity parameter ρ in the sparse penalty is normally set to a value slightly larger than but very close to 0 to ensure that the entire AutoEncder network is sparse. In this paper, ρ j is initialized to ρ. If ρ is 0.01, most of the hidden layer nodes will produce a value greater than 0 to make the average activation of the entire network close to 0.01.
In this paper, KL divergence is used to ensure that ρ j is close to ρ. Therefore, the sparsity penalty term based on KL divergence is:
Finally, in order to prevent over-fitting problems in this network, we must add weight attenuation items. The weight attenuation term controls the entire network structure by reducing the range of weights to prevent over-fitting of the input data. The weight attenuation parameter λ can describe the magnitude of this function in the cost function. If λ is too small, the weight decay term has too little effect on the cost function, and over-fitting is prone to occur. Conversely, if λ is too large, under-fitting is likely to occur, and neither of these should occur. In this paper, we will first set a smaller value of λ, and then adjust the size of the parameter λ according to the feedback of the experimental results. The formula of the weight attenuation term is:
After synthesizing all the elements in the cost function, the resulting function formula is as follows:
Gradient is also an important parameter of deep neural networks. And it plays a major role in the process of adjusting and optimizing the network. In the method of calculating the gradient, a back propagation algorithm is generally used to calculate the gradient of the cost function for each of the previous layers. The backpropagation algorithm is a supervised learning method that adjusts the parameters of the entire network by comparing the difference between the expected value and the true output. The gradient formula is as follows:
In the training process of the neural network model, the error can also be transmitted by the back propagation algorithm. The error of the last layer is as follows:
In the forward propagation process, the error of the first layer can be calculated by the error of the latter layer.
The error calculation formula for the first layer is as follows:
After obtaining the cost function and the gradient and the expression and transfer method of the error, the entire network can be trained using the L-BFGS algorithm. Firstly train each layer of network separately, then use the output of each layer as the input of the next layer of network, complete the pre-training process of the entire AutoEncder model, and get the activation value a n l of the last layer for subsequent medical big data. Analyze the foundation.
After the AutoEncder model completes the feature extraction of the input, it is necessary to classify all the data according to the feature, and the classification task is the softmax layer, which can be regarded as the extension of the logistic regression for multi-category classification conditions. The cost function of the softmax layer is as follows:
where k is the number of labels, λ 2 θ 2 ij is the weight decay term in a softmax regression, and p(y i = j|x i , θ) is the probability to classify xi as j. The expression p(y i = j|x i , θ) is:
The network training process is mainly divided into two steps, namely a pre-training step and a subsequent finetuning step. Pre-training trains each layer of the network through unsupervised greedy methods, and then uses the tagging information of the data to improve model performance through a supervised fine-tuning step.
It is stipulated that the AutoEncder model has a total of n l layers, and the pre-training of each layer is not independent of each other. In order to get the optimal parameters for each layer in the AutoEncder model, this paper uses the following three steps. First, you need to set the weight parameter (W , b) of the entire network to a value close to 0, then optimize the parameters by minimizing the cost function, and finally calculate the output activation vector for each layer and input it to the next layer. If this is the last layer, use it as input to the following softmax classification function. The specific details of each step are described below.
In the pre-training process, all the steps are aimed at minimizing the cost function and then obtaining a better set of parameters for subsequent training. A better set of weighting parameters can make the whole network structure closer to the optimal solution in the ideal state, and these parameters need to start from a random number slightly larger than 0, so that the whole network can converge more easily.
After setting the initial value of each parameter, it is necessary to use a nonlinear optimization algorithm to optimize the cost function parameters and find the parameter set when the cost function is the smallest. Among all nonlinear optimization algorithms, the Limited L-BFGS algorithm is one of the best methods for solving nonlinear problems. The L-BFGS algorithm is optimized by the BFGS algorithm, and they all belong to the quasi-Newton algorithm. In the BFGS algorithm, the partial derivative of the cost function and the second-order partial derivative must be calculated, so it takes a lot of time and computational resources. Newton's algorithm is usually not applied to the optimization of the objective function in practice. In contrast, the quasi-Newton algorithm can overcome this by calculating the approximate inverse Hessian matrix. As an improved version of the BFGS algorithm, the L-BFGS algorithm consumes less computation time, computing power, and memory resources than the BFGS algorithm. It only needs to use a small number of vectors to represent the matrix, without the need to calculate and store the entire inverse Hessian matrix, so the L-BFGS algorithm is the most efficient way to minimize the cost function. To minimize J softmax (), the gradient of equation (11) is as follows:
After that, the L-BFGS algorithm is used again to optimize the cost function. In the case of a given cost function and gradient, the activation vector of the last layer of the original pre-trained network will be the input of the softmax classification layer. The entire AutoEncder model architecture is shown in Figure 6 .
Fine-tuning is to improve the overall performance of the entire repeating AutoEncder network in Figure 6 . The pretraining process is a feature of greedily looking for input data, while the fine-tuning step actually slightly adjusts the boundary features of different categories. The method of fine-tuning is similar to the process of minimizing the cost function described earlier. In this step, the L-BFGS method is also used to minimize the difference between the expected output and the actual output in the softmax model.
B. MEDICAL TEXT DATA ANALYSIS MODEL BASED ON 3D CONVOLUTIONAL NEURAL NETWORK AND SPP
The 3D convolutional neural network solves the shortcomings of 2D convolutional neural networks that can only process two-dimensional static data. It has great advantages in processing tasks such as video processing, natural language processing, and motion recognition with time information. Therefore, this article uses a 3D convolution kernel to extract information between the phrase internal information and the phrase of the input data. And regardless of the size of the input data, the same network structure can be used for processing, which greatly expands the scope of application of the model. The difference between its main structure and 2D convolution is shown in Figure 7 .
In Figure 7 , the left input of the 2D convolution structure is an image, while the input to the left of the 3D convolution structure is multiple images, and the right side is the feature map generated after convolution. As can be seen from the figure, in the 2D convolutional neural network, the input image is scanned by using a fixed-size convolution kernel, the value after each convolution is calculated, and then the feature map is synthesized. In the 3D convolutional neural network, it is necessary to preserve the variation characteristics of different images over time on the premise of extracting image features. Therefore, firstly, the data of the same position in successive images is combined into a threedimensional matrix, and then this three-dimensional matrix is convolved using a three-dimensional convolution kernel, and feature values are generated to be combined to form a feature map. Since a feature map contains information of a plurality of images at the same time, the three-dimensional data can be processed and the time series information in the input data can be extracted.
In the 3D convolutional layer, the input data and the convolution kernel are both a three-dimensional matrix. For the convenience of description, the size of the input data defined herein is X p ∈ R l * k * v , where l is the number of phrases into which the patient's input data is divided. Among them, k is the length of a phrase, that is, the number of embedded vectors contained in a phrase, and v is the length of each word2vec vector. In this paper, the vector length v is 50. In the process of dividing each patient's data into sentences as a phrase, there is only one vector between each phrase. For example, if the length k of the phrase is set to 3, the vector of 1, 2, and 3 is the first phrase. The 2, 3, 4 vector is the 2nd phrase, the 3, 4, 5 vector is the 3rd phrase, and so on, so the input data length T and l of each patient is l = T − k + 1.
In the convolution process, in order to maintain the integrity of the content contained in a word2vec vector, no convolution operation is performed on the dimension of v, only convolution is performed on the dimensions of l and k, and the dimension of l contains the sequence information between different records that are not adjacent. The dimension of k contains the time information between adjacent records, so convolution in the dimensions of l and k can extract the internals of the input data. Regardless of whether it is sequential information between adjacent data or nonadjacent data, combined with the information inside each data represented by word2vec vector, the 3D convolutional neural network constructed in this paper can completely analyze the characteristics of the input data. And it makes an accurate analysis.
A schematic diagram of a specific convolution operation is shown in Figure 8 . In the figure, this paper assumes that the convolution width of each convolution kernel in the k direction is h, the convolution width in the l direction is m, and there are N convolution kernels in total, then the convolution in the case of input p the size of the feature map is X p ∈ R (k−h+l) * (l−m+l) * l * N . The space pyramid pooling solves the problem of different size of feature maps. Under the premise of retaining the main features of feature maps, it also extracts features from different sizes of receptive fields. It is the best solution for processing input data of different scales now. Applied to any deep learning model, deep learning plays a huge role in irregular data processing. The algorithm structure of the spatial pyramid pooling is shown in Figure 9 . The main idea is that the input image of any scale is divided into n × n regions, and then each region is pooled to obtain a pooled vector, and then n is set to other values. Re-divide the input image into n × n regions, and then get a pooled vector, and finally combine all the vectors into a fixed-length vector as the input of the fully connected layer.
In the 3D maximum pooling layer, pooling operations are improved based on spatial pyramid pooling, but are quite different from the original spatial pyramid pooling. In this layer, there are mainly two-step pooling operations, namely, a pooling operation inside each phrase, and a pooling operation between phrases, that is, phrases. For the pooling operation inside the phrase, the most representative features of the adjacent phrases can be extracted, and the pooling operation between the phrases can extract the most representative features in the successive time series. In order to ensure that the network can handle input of any size at the same time, this paper also adopts the advantage of pyramid pooling, that is, pooling different scales of input for different sizes to ensure that they can output the same size feature map, specific 3D the maximum pooling operation is shown in Figure 10 . In this paper, the size of all input records is divided into several approximate ranges, and zero padding is performed for input data that is less than this length range. For example, when the length k of the set phrase is 3, the data is divided into 4 length segments, which are 98, 142, 186, and 246 respectively. If the input matrix data length is less than 98, it is filled with zeros into an input of length 98, and the input length is greater than 98. Filled with a length of 142 input, input length greater than 142 less than 186, filled with an input of length 186, input length greater than 186 less than 246, filled with an input of length 246. Then input these lengths into the neural network to perform pooling operations in different scales, so that all data, regardless of the input length, can be changed to the same size after passing through the 3D maximum pooling layer. In this way, the subsequent fully connected layer can directly connect all the feature data for classification operation.
This paper proposes a medical text data analysis model based on 3D convolutional neural network and SPP. The model can analyze and accurately predict the patient's disease risk in the next 0 days, 90 days, and 180 days after inputting medical text data of any length. The model consists of two 3D convolutional layers, two common pooling layers, one pyramid structure pooling layer and one fully connected layer. The whole network structure is shown in Figure 11 .
In this model, the paper still uses the input matrix data length of 98, the length k of each phrase is 3, and the word2vec embedded vector length is 50 as an example to analyze the change of data size after each layer operation. Since the input data size is 98 × 3 × 50, after the first 3D convolutional layer passes N 1 convolution kernels, the output feature map size is N 1 × 94 × 2 × 1. After passing through the first pooling layer, the data size becomes N 1 × 47 × 1 × 1. Then, after passing through a 3D convolutional layer of N 2 convolution kernels, the generated feature map size is N 2 × 46×1×1. After passing through a pooling layer, the obtained data size is N 2 × 12 × 1 × 1. After that, the data will be input into the fully connected layer through a pyramid pooling structure. This ensures that different sizes of data obtained by convolution and pooling operations can be pooled when inputting data of any size.
More critically, using pooling operations of different scales, the most important feature information can be extracted in different time ranges, that is, the network structure can extract the correlation of medical events in different time scales. In this paper, the maximum pooling range of 6 is used, and the range is 4 maximum pooling and pure fulljoin operation. Therefore, when the input data length is 98, the obtained feature sequence sizes are 2, 3, and 12 respectively. Therefore, the output of the pyramid pooling structure is N 2 × 17 × 1 × 1. Finally, the data is integrated into a onedimensional vector through the fully connected layer, and the softmax classification algorithm is used to predict the disease risk of the analyzed results.
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. EXPERIMENTAL DATA DESCRIPTION
In order to verify the validity of the proposed method for medical image data, this paper selects the brain MRI medical image data set as medical image data. This paper selects 91 MCI data samples and 79 normal control data samples. Subjects in the normal control group ranged in age from 63.2 to 88.3, and MCI patients ranged in age from 66.5 to 87.3. There was no significant difference in age and gender between the two groups. All subjects were from the database of ADNI. In this paper, the patient's electronic medical record data is selected as the medical text. The electronic medical record data of the patients in the experiment are from the IBM T.J. Watson Research Center, which includes more than 4 years of data for 319,650 patients [43] . Due to the limited sample data, the model designed in this paper may have over-fitting problems. In order to reduce the impact of this problem on the experimental results, this paper uses the k-fold cross-validation method. In this experiment, k is set to 10. All subjects' samples were randomly divided into 10 equal-sized subsample sets, one sample set was used as a validation set to verify the classification effect of the r model, and the remaining 9 subsample sets were used as training sets. Next, the cross-validation process is repeated 10 times, and each subsample set is used once as a validation set. After completing these steps, the overfitting is well resolved.
B. PARAMETER OPTIMIZATION OF AUTOENCDER MODEL
In this experiment, the optimal AutoEncder network structure was found by 10-fold cross-validation of all training data. First, in this paper, an AutoEncder network with different numbers of hidden layers is established, and then repeated experiments are performed for each network structure. In the experiment, it is found that after the number of experiments exceeds 10 times, the average value of the accuracy will gradually stabilize and there will be no large fluctuations. Therefore, this paper repeats 10 classification experiments for different network structures, and compares the input when the input is the correlation coefficient data. The accuracy of the test, if the average accuracy is higher, means that the classification effect is better, as shown in Figure 12 . As can be seen from Figure 12 , the AutoEncder network with 3 hidden layers achieved the highest classification accuracy in 6 of all 10 experiments. In addition, the network average classification accuracy of the two hidden layers is 86.47%, while the average accuracy of the network of one hidden layer is 83.53%, and the average network accuracy of the three hidden layers is 84.70%. The network architecture with 3 hidden layers has the highest classification accuracy in the crossvalidation test. Therefore, this paper selects 3 hidden layers of AutoEncder network structure to establish the analysis model of medical image data. Choosing the right number of hidden layer nodes is very important for training the AutoEncder model. In most documents, the data of hidden layer nodes is usually determined empirically. If this number is too small, the network will not be able to fit complex data; if this number is too large, it will increase training time and cause over-fitting problems. In this article, we use an AutoEncder network with 3 hidden layers, each with 200 nodes. In order to express the advantages of using correlation coefficient data, this paper also compares the convergence of the loss function of time series data and correlation coefficient data of medical images. Figure 13 shows the variation of the training error loss with the number of iterations during the fine-tuning phase. It can be seen from Figure 13 that the training error is rapidly reduced at the beginning of the training under the condition of two kinds of input data; after about 50 iterations, the convergence speed of the training error gradually slows down and tends to be horizontal. At the same time, for the input time series data, after 100 iterations, the training error finally stabilizes at about 5×10-3, and when the input is the correlation coefficient data, the training error is stabilized at about 1×10-3 after about 50 iterations.
C. PERFORMANCE BASED ON AUTOENCDER MEDICAL IMAGE DATA ANALYSIS
In the experiments in this paper, medical image sequence data and correlation coefficient data were placed in different machine learning models for training. The models are Linear Discriminant Analysis (LDA), Logistic Regression (LR), Support Vector Machine (SVM), and the AutoEncder network used in this paper. It also has the models of literature [40] , literature [41] and literature [42] .
Since the accuracy of the classification is not the same when the data is randomly arranged, this paper repeats the experiment for classification 10 times, and 10-fold crossvalidation is performed in each experiment. The mean and standard deviation of all experimental results were then calculated to compare the performance of the different models. In order to more intuitively represent the difference in data analysis accuracy of different algorithms, this paper draws the fluctuations of the experiment with the accuracy under different input data and different models, as shown in Figure 14 and Figure 15 . Figure 14 shows the accuracy of each algorithm as a function of the number of experiments when the input data is medical image time series data. As can be seen from the figure, the classification accuracy of AutoEncder is relatively high. When the input is correlation coefficient data, the test accuracy of each algorithm in all experimental sequences is as shown in Figure 15 . The curves and data on the graph show that the accuracy of each algorithm has been greatly improved after the input of the medical image time series data becomes the correlation coefficient data, but the data analysis accuracy of the AutoEncder network model is significantly higher than other models. This also shows that the AutoEncder model is much more stable than other models that correspond to other input data.
In order to further verify the data analysis ability of the proposed model, the data information analyzed by the model is applied to the intelligent identification and prediction of diseases. By comparing the ROC curves of different models in medical image time series data and correlation coefficient data, the pros and cons of their data analysis ability and prediction effect are compared. If the ROC curve is closer to the upper left corner, the closer the area under the curve (AUC) is to 1, the better the classification effect of the model, and vice versa. Figure 16 and Figure 17 are ROC plots based on experimental results, and Table 2 calculates their corresponding AUC values.
As can be seen from Figure 16 , the ROC curve of the AutoEncder model is mostly at the top left of the other curves. The ROC curves for LR and SVM linger around the diagonal, while the ROC curve for LDA is slightly higher than the diagonal. It can also be seen from the AUC value calculated in Table 2 that the AUC value of AutoEncder is 0.619, which is the best under the condition that the input is time series data, the lowest LR and SVM, basically about 0.5, the AUC value of LDA. Between AutoEncder and LR, SVM, it is 0.585. It can be seen from Figure 17 that when the input is the correlation coefficient data, the ROC curve of all models is obviously biased to the upper left compared with the input time series data, and the classification effect of AutoEncder is still significantly better than other models. Therefore, regardless of the input data, the data analysis effect of the AutoEncder model constructed in this paper is much better than the comparison model.
D. PARAMETER OPTIMIZATION BASED ON 3D CONVOLUTIONAL NEURAL NETWORK AND SPP MODEL
In order to analyze the influence of the model structure of the fine-tuning 3D CNN-SPP on the data analysis effect, different batch sizes, different network depths and different phrase lengths of input data are set.
First of all, in the experiment, the range of the batch size can be varied from 1 to several hundred. Therefore, the paper sets the batch size from 1 to 200, and the data analysis accuracy of the disease is shown in Figure 19 . As can be seen from the figure, the data analysis accuracy is very high when the batch size is small, and the data analysis accuracy is the highest when the batch size is 3. Therefore, in practical applications, it is necessary to comprehensively evaluate according to the requirements of training accuracy and time, and select an appropriate batch size.
For the 3D CNN-SPP model in this paper, different model depths have a great impact on the data analysis of disease. This paper sets up a network structure with 2, 3, and 4 convolution layers, as shown in Table 3 . As can be seen from Table 3 , when the network contains a 2-layer convolution structure, the data analysis accuracy of heart failure is higher than that of 3 or 4 convolutional layers. The 3D CNN-SPP model designed in this paper has the best data analysis accuracy when it has 2 convolution layers. At the same time, in the experiment, the phrase lengths k = 1, 2, 3, 4 were set respectively, and the data analysis effects under the same model were compared. The experimental results are shown in Table 4 .
As can be seen from the table, when the phrase length k = 3, the data analysis achieves the highest accuracy and the advantages are obvious. It is shown that when the length of the phrase is 3, the model of this paper achieves the best data analysis effect, which means that for the input medical text data, feature extraction with 3 as the time span is the best choice.
E. PERFORMANCE OF MEDICAL TEXT DATA ANALYSIS BASED ON 3D CONVOLUTIONAL NEURAL NETWORK AND SPP
In order to evaluate the advantages and disadvantages of 3D convolutional neural network and SPP combined medical text data analysis models, some excellent models were selected, including 3D convolutional neural network (3D CNN), common convolutional neural network (CNN), logistic regression (LR), support vector machine (SVM), random forest (RF) algorithms, and RNN model. In order to further verify the data analysis ability of the proposed model, the ROC curves of the medical model time series data and correlation coefficient data are drawn by different models to compare their data analysis ability and prediction effect. If the ROC curve is closer to the upper left corner, that is, the area under the curve (area under the curve, AUC) is closer to that, and Figure 19 is a ROC graph plotted based on the experimental results.
As can be seen from Figure 19 , the ROC curve of the medical text data analysis model based on 3D convolutional neural network and SPP is mostly located at the upper left of other curves and is closer to the upper left corner. The ROC curve of the RNN model is slightly lower than the model proposed in this paper, indicating that the model proposed in this paper is better. The ROC curves of 3DCNN and CNN are not much different in the diagonal, while the ROC curves of LR and SVM are the lowest. Therefore, regardless of the input data, the data analysis results of the medical text data analysis model based on 3D convolutional neural network and SPP constructed in this paper are far better than the comparison model.
It is also important to be able to perform intelligent recognition prediction in the task of data analysis based on the patient's electronic medical record data. Among them, the longer the time to analyze and predict from the medical record data, the earlier the measures can be taken to control the disease development, and the early diagnosis and treatment plan is very important to improve the cure rate of the disease. In order to analyze the data analysis ability of the model in this paper, the heart failure prediction is performed at different times in advance, and the network is compared at these three different time nodes. The data analysis capabilities of the model and the corresponding prediction accuracy are shown in Figure 20 .
The ROC curve can comprehensively evaluate the data analysis ability and intelligent prediction effect of the model under different conditions. It can be seen from Figure 20 that the ROC curve at 0 days ahead is completely at the upper left of the other curves, indicating that its data analysis ability and intelligent prediction effect are much better than 90 days and 180 days earlier. Explain that the deep prediction is based on the patient's electronic medical record records for intelligent prediction. It also proves the data analysis ability of the model for medical text data.
V. CONCLUSION
The sharp increase in medical big data puts higher demands on medical big data processing methods, and its complex and diverse formats increase the difficulty of its analysis. Among the existing data analysis methods, deep learning is undoubtedly the most effective one. According to the two main data formats of medical image data and medical text data, this paper designs the corresponding deep learning model separately, and realizes the intelligent identification of accurate early diagnosis and risk prediction for specific diseases. Firstly, the AutoEncder deep learning model is designed, and it can pre-train the network in advance and reduce the consumption of computing time and computing resources. Therefore, the method can be easily extended to other medical image data analysis and processing, which is of great significance for improving the accuracy of disease diagnosis. Secondly, a deep learning model combining 3D convolutional neural network and spatial pyramid pooling is designed. The 3D convolution structure in the model can preserve the timing characteristics of different data while extracting the internal features of the data, while the spatial pyramid pooling structure can process input data of arbitrary length, thus making effective data analysis for the future of the patient in intelligent identification and control of disease risk. 
