Western Michigan University

ScholarWorks at WMU
Master's Theses

Graduate College

4-2018

Deer-Vehicle Collisions in Kalamazoo County, Michigan: A Study
Using GIS and Statistical Modeling
Alex Todd LaPorte

Follow this and additional works at: https://scholarworks.wmich.edu/masters_theses
Part of the Geographic Information Sciences Commons, and the Nature and Society Relations
Commons

Recommended Citation
LaPorte, Alex Todd, "Deer-Vehicle Collisions in Kalamazoo County, Michigan: A Study Using GIS and
Statistical Modeling" (2018). Master's Theses. 3413.
https://scholarworks.wmich.edu/masters_theses/3413

This Masters Thesis-Open Access is brought to you for
free and open access by the Graduate College at
ScholarWorks at WMU. It has been accepted for inclusion
in Master's Theses by an authorized administrator of
ScholarWorks at WMU. For more information, please
contact wmu-scholarworks@wmich.edu.

DEER-VEHICLE COLLISIONS IN KALAMAZOO COUNTY, MICHIGAN: A STUDY
USING GIS AND STATISTICAL MODELING

by
Alex T. LaPorte

A thesis submitted to the Graduate College
in partial fulfilment of the requirements
for the degree of Master of Science
Geography
Western Michigan University
April 2018

Thesis Committee:
Charles Emerson, Ph.D., Chair
Lisa DeChano-Cook, Ph.D.
Gregory Veeck, Ph.D.

Copyright by
Alex LaPorte
2018

DEER-VEHICLE COLLISIONS IN KALAMAZOO COUNTY, MICHIGAN: A STUDY
USING GIS AND STATISTICAL MODELING

Alex T. LaPorte, M.S.
Western Michigan University, 2018

Kalamazoo County ranked 15th among 83 Michigan counties in 2015 with 917 deervehicle collisions (DVCs). With the white-tailed deer population on the rise, the chances of
collisions are also more likely to increase. Most predictive models developed for wildlife-vehicle
collisions are used for specific areas and have localized characteristics that are hard to apply to
different locations and animal species. By analyzing Kalamazoo County’s specific land cover,
weather, traffic, and time variables with locations of deer-vehicle collisions throughout the
county, characteristics are identified distinguishing between areas of differing risk. Geographic
Information Systems (GIS) can locate areas with a high rate of collisions using network kernel
density estimations. These estimations were the response variable for environmental, weather,
traffic, and time ordinal logistic regression models. The creation of statistical models and the use
of variable reduction techniques identify variables associated with changes in DVC risk. Within
Kalamazoo County, only two variables, wet roads and visibility, were found to be consistently
statistically significant in terms of spatial variations in DVC risk levels.
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CHAPTER I

INTRODUCTION/BACKGROUND

United States

Animal-vehicle collisions (AVCs), especially deer-vehicle collisions (DVCs) are
extremely dangerous and costly throughout the United States and abroad. Nationwide, between
the years 1995 and 2004, there was an average of 165 human fatalities annually due to animalvehicle collisions according to the National Highway Traffic Safety Administration’s (NHTSA)
Fatality Analysis Reporting System (FARS) (Langley et al., 2006). The Center for Disease
Control and Prevention (CDC) reported during 2001-2002 that 26,647 people were treated for
injuries due to AVCs. The CDC acquired their data from the National Electronic Injury
Surveillance System-All Injury Program (NEISS-AIP) and concluded that mitigation measures
for both drivers and animals could significantly reduce the costly effects of these accidents
(CDC, 2004). The Insurance Institute for Highway Safety (IIHS) estimated in 2004 that there
were over one million DVCs each year in the United States adding up to more than $1.1 billion
dollars in vehicle damages (IIHS, 2008).
Most accidents that involve animals are not severe enough to kill or even injure the
occupants of the vehicle. However, data indicates that the number of fatal AVCs are on the rise.
In 1993, only 101 fatalities involving animals were reported. This number increased to 150 in
2000 and eventually surpassed 200 with 223 in 2007 (IIHS, 2008). The IIHS also identified that
DVC claims were three times higher in the month of November. Kim Hazelbaker of the
Highway Loss Data Institute (HDLI), an affiliate of the IIHS, wrote: “urban sprawl means
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suburbia and deer habitat intersect in many parts of the country. If you’re driving in areas where
deer are prevalent, the caution flag is out, especially in November” (IIHS, 2008, p. 1). Between
July 1, 2011 and June 30, 2012, State Farm Insurance estimated that 1.23 million DVCs occurred
in the US resulting in more than $4 billion in damages with the average claim being $3,305
which is a 4.4 % increase from the previous year (Insurance Journal, 2012). In 2016, State Farm
reported that one out of 164 drivers will file an insurance claim because of hitting a deer, elk or
moose with the average insurance claim being $3,995.08 (III, 2016).
Most deaths related to DVCs are not a result of the initial collision with the animal but
happen if the driver runs off the road and strikes a secondary object or when a motorcyclist falls
off their motorcycle. Motorcyclists also make up around half of all deaths resulting from animal
collisions even with most vehicles on the road consisting of cars, SUVs, and pickup trucks (IIHS,
2008). As these data show, collisions with animals, especially deer, are not only costly, but can
be deadly as well.

Kalamazoo County, Michigan

The State of Michigan currently has a white-tailed deer (Odocoileus virginianus)
population of around 1.75 million (MDCC, 2015). With an abundance of deer comes the
perpetual problem of deer vehicle collisions. DVCs have been a problem for the state of
Michigan throughout the years. In 2015, there were a reported 47,002 DVCs in Michigan which
injured more than 1,000 people while killing 11 (Michigan OHSP, 2015). Historically, most
DVCs occur during the months of October, November, and December during the mating season
(rut) of white-tailed deer. Nearly 44% of DVCs in Michigan occurred during these three months
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with the month of November being first with 20% of statewide DVCs followed by October then
December in 2015 (Michigan State Police Traffic Crash Reporting System, 2017).
Kalamazoo County, Michigan, is located in south western Michigan (Figure 1) with a
slowly growing population of nearly 260,000 inhabitants as of 2015. This number has increased
from 240,048 in 2001 and 252,456 in 2011. The county incorporates 580 square miles with 562
square miles of land and 19 square miles of water. Within Kalamazoo County, there are four
cities, 5 villages, and 15 townships (Figure2) (U.S. Census Bureau, 2017).

Figure 1. Kalamazoo County, Michigan
Source: Created by author
3

Figure 2. Political Boundaries of Kalamazoo County
Source: Created by author
The population of every township within the county’s boundary has grown since 2010
(Barrett, 2017). The EPA states in their Urbanization and Population Change Report on the
Environment: “increasing population often means increased urbanization, including conversion
of forest, farm, and other lands for housing, transportation, and commercial purposes.” (EPA,
2015, p. 1). Kalamazoo County alone ranked 15th among all the 83 counties in the state in DVCs
experiencing 917 DVCs in 2015, up from 837 in 2014. This was nearly a 10% increase. Over the
4

last decade Kalamazoo County has had 11,390 reported DVCs within its boundaries (Michigan
State Police Traffic Crash Reporting System, 2017).

Deer Movement Patterns

An area of research that is often overlooked or downplayed, but needs to be reviewed is
the actual activity patterns and habitat use of white-tailed deer. Beier and McCullough’s (1990)
study is extremely useful when conducting DVC research. Their research was conducted in
Michigan, so their findings are relevant to the study area examined in this thesis.
They look at many different variables that can be useful when developing research
related to DVCs. Beier and McCullough (1990) analyzed seasonal patterns, diel patterns,
influence of weather, and the influence of moonlight for both activity patterns and habitat use.
They took the influence of weather a step further and examined how temperature, wind speed,
cloud cover, relative humidity, fog, rain, and snow played a role. The authors noted that deer
spend all available time searching for food, ruminating, moving from place to place, interacting
socially, and resting (Beier and McCullough , 1990). One thing they noted was the fact that deer
are most active in the hours of dusk and dawn and during certain times of the year such as the rut
(mating season). This is not a controversial finding and has been supported by subsequent
research (Burroughs et al., 2006, Haikonen et al., 2001,). With that being the case, the authors
analyzed how these other factors influenced the two major study areas, habitat use and
movement patterns.
Beier and McCullough (1990) identified that deer activity peaks in spring and fall with
lows in January and February. They recorded “increases of 1.5 hours per day from February to
March and 1.8 hours per day from March to April but decreases of 1.7 hours per day from May
5

to June, 0.8 hours per day from October to November, and 2.5 hours per day from December to
January” (Beier and McCullough, 1990 p.18). Regarding the sex of the deer, it was identified
that the movement patterns between males and females were greatest between January and June.
The authors identified many variations of movement and habitat use between the sexes however
for this thesis only general movement patterns were used because data for the DVCs does not
specify sex of the animal.
Beier and McCullough (1990) identified that deer activity varied significantly depending
on the time of the day. Throughout every month, an evening peak correlated with sunset was
identified. Also, in non-winter months there was a morning peak associated with sun rise.
Other than seasonal and diel patterns, weather also played a role in activity and
movement patterns of white-tailed deer. Temperature and snow accumulation play the largest
roles in the activity patterns. Other factors such as wind speed, cloud cover and relative humidity
play a less important role (Beier and McCullough, 1990). Deer activity was found to be greatest
at temperatures around 50-60° F and decreased at higher or lower temperatures (Figure 3).

Figure 3. Deer Movement Patterns Based on Season (Beier and McCullough, 1990)
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The last thing that needs to be noted in terms of Beier and McCullough’s research is their
findings on habitat use. Many other studies find that DVCs are commonly associated with areas
of mixed urban/rural land classes and in areas where urban sprawl is dissecting deer habitat (Ng
et al., 2008). Figure 4 summarizes their research in terms of seasonal variation by habitat.

Figure 4. Deer Habitat Usage Based on Season
Source: Beier and McCullough, 1990

Problem Statement

Can the use of spatial technology and related statistical techniques produce a series of
models that determine which variables increase risk levels of deer-vehicle collisions in
Kalamazoo County, Michigan?

Purpose Statement

The purpose of this research was to study the spatial relationships between land cover,
traffic variables, weather variables, time-series factors, and the locations of DVCs in Kalamazoo
7

County, Michigan. Many studies focus on the general characteristics of DVCs, but few look at
the differences between areas of high and low risk. Studies tend to focus on the variables
associated with DVCs overall. The year 2011 is used in this research due to the availability of
data. Statistical models can be used to identify the most prominent environmental, traffic, timeseries and weather factors that are associated with the DVCs. Most predictive models developed
for wildlife-vehicle collisions are developed for specific areas and have localized characteristics
and can thus be hard to apply to different locations and animal species (Gunson et al., 2011).
This research focused on DVCs in Kalamazoo County, Michigan, and the differences between
areas of varying risk levels. Results could help identify main factors of DVC locations that
experience a high risk, which in return could help Kalamazoo County lower the financial burden
and overall risks of DVCs. This research aims to answer two main questions:
1. What areas of Kalamazoo County, Michigan are most vulnerable to DVCs?
2. What variables play the most significant role in the differing risk levels of DVC
occurrence?

Paper Organization

This paper has five separate parts: introduction/background, literature review,
methodology, results, and conclusions. Following this Introduction/Background section, the
Literature Review section will look at international studies, domestic studies, key results, and
related methodology. The methodology section will look at data being used, both GIS and
statistical methods and how the methods were implemented, along with further explanation of
the chosen methods. The results section is broken down into results pertaining to the location of
areas of increased DVC risk and which variables (environmental, weather, time-series, and
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traffic) had the most impact. Finally, a conclusions section interprets the results, discusses
potential issues and what can be done in the future.

9

CHAPTER II

LITERATURE REVIEW

This literature review identifies key aspects of AVCs/DVCs and related methodologies
that were adapted for use in this research. It is divided into two main sections to allow the reader
to easily distinguish between the different topics. First, research examining wildlife-vehicle
collisions in other countries are reviewed. These foreign studies focus on animals and habitats
that differ from the United States, however, their methodologies and conclusions can be useful
and adopted. It is also important to note that much reviewed international research is also cited
by researchers in the United States. Second, wildlife-vehicle collision studies that have an origin
in the United States are examined. This helps to better understand wildlife-vehicle collision that
occur in areas of with similar environmental locations.

International Collision Studies

International studies relating to AVCs can be helpful when looking at ways to examine
the issues facing areas within the United States (Ng et al., 2008; Seiler, 2005; Malo et al., 2004).
These studies bring light to many techniques and findings that could be used and adapted for the
topics of this research, while exposing commonalities of AVCs. These studies help to generalize
trends and characteristics associated with AVCs while also examining mitigation techniques.
One such study, in Canada, focused on DVC risk. Logistic and ordinal regression was
used to identify relationships between areas of risk and associated variables (Ng et al., 2008).
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Logistic regression is a method of modeling how one or more independent or explanatory
variables will change the outcome of a binary dependent or response variable. This method of
regression is important for modeling collisions because both continuous and categorical
explanatory variables can be utilized (Bewick et al., 2005.) Ordinal logistic regression is an
extension to logistic regression. Ordinal regression, which is often referred to as the proportional
odds method, considers the ordered nature of data, rather than the binary ordering of regular
logistic regression (McCullagh, 1980).
Analyzing DVCs, Ng et al., (2008) recognized the increasing problem of DVCs in urban
areas where herd densities of white-tailed deer were high. They used Geographic Information
Systems (GIS) and statistical analyses to identify correlations between the DVCs, different
traffic variables, and environmental factors at multiple spatial scales. DVC research tends to use
regression analysis because it is a common way to model phenomena such as traffic accidents
(Ng et al., 2008; Seiler, 2005; Malo et al., 2004). One thing to note is when using logistic
regression many researchers use accident and non-accident sites as their dependent binary
response variable. This type of analysis will ultimately reveal which variables are associated with
accident sites, but not how variables play a role in areas of increased overall risk. It does not
distinguish if any of the explanatory variables were associated with areas of high or low risk, it
only determines which variables are associated with accident or non-accident sites.
The first model created by Ng et al. (2008) was based on digitized collision locations to
the closet intersection to where they occurred. This model considered the importance of local
variables and spatial precision. This allowed for an easy way to group data to locate areas of high
DVC frequency. However, this method could be biased if intersections were a long distance from
one another. A second model was utilized to standardize the precision of the DVC locations.
11

Locations produced by these two models were then matched with random locations generated
through GIS and compared at spatial scales of 100m, 200m, 400m, and 800m radius buffers and
while utilizing multivariate logistic regression to determine which factors of landscape and
traffic increased the chances of a DVC (Ng et al., 2008). This is a good example of how logistic
regression can be used to determine what variables are associated with collisions, but not how
they influence the risk of a collision occurring.
The third model created by Ng et al. (2008) utilized ordinal regression and examined the
frequency of collisions at intersections that experienced more than one DVC. Collisions that
occurred within 300m of one another qualified the area as a “Hotspot” (Ng et al., 2008). This
example is a good reference for how ordinal data can be utilized. The number of DVCs that
occurred at each intersection was ordered data. Ng et al. (2008) were ultimately examining how
variables influenced an increase of collisions, which is the main objective of the research
conducted in this thesis.
Landscape and traffic factors were analyzed from existing land-use data using GIS.
Traffic characteristics were measured by mean daily traffic volumes and speed (Ng et al., 2008).
Based on logistic regression models, it was found that DVCs occurred at locations with high
speed limits and low road densities and also occurred more often in areas located near water with
high road densities and non-forested vegetation. The final ordinal logistic regression model only
demonstrated a correlation between high speed limits and DVCs. A time-series analysis of the
DVCs within the same study area determined that November had the highest risk of DVCs (Ng
et al., 2008).
One important point to note from Ng et al. (2008) is the fact that DVCs occur more often
at areas with high speed limits. This has been emphasized by many and is a result of
12

characteristics of higher traveling speeds (Patterson et al., 2002; Donnell et al., 2009). With
increased speeds, it has been concluded that there is a decrease in reaction time and an increase
in breaking distance, which can cause more accidents, especially in locations with higher animal
populations (Donnell et al., 2009; Ng et al., 2008).
Models that can predict the best place for the location of mitigation measures could
significantly improve wildlife survival and road safety (Malo et al., 2004). Mitigation techniques
have been adapted across the world to attempt to lower the risk of AVCs. Many techniques have
been utilized in the reduction of AVCs such as fencing, mirrors that attempt to dissuade animals
from crossing, road signs alerting drivers about the presence of animals on the road, overpasses,
underpasses, road level crossings, whistles mounted on vehicles, and a multitude of others (Malo
et al., 2004). None of these techniques are fully effective, so a combination of methods is
usually utilized to achieve the safest results. It is clear that eliminating AVCs completely is out
of the question and the end goal is to reduce the number to a socially acceptable level (Malo et
al., 2004). However, it is hard to say what this level is due to the controversial nature of the
subject.
In a Spanish study, areas of high risk were defined using a clustering method that
compares spatial patterns of accidents with the expected number of accidents in a random
Poisson distribution of the likelihood of collisions for each road section (Malo et al., 2004).
“Under a no-clustering situation 97.3% of kilometers should have 0, 1, or 2 collisions over a 13year period … [and] each kilometer of road with three or more collisions, especially over
consecutive kilometers, could be defined as a high collision section” (Malo et al., 2004 p. 703).
By creating two data sets at two different spatial scales, 1km road sections and 0.1km
point sections, logistic regression was used to analyze relationships between habitat features and
13

collision rates. This again is an example of using accident sites and non-accident sites to
determine which variables are associated with the accidents but not necessarily how they play a
role in increasing risk. More specifically, it was identified that sections of road associated with
AVCs were significantly correlated with forest cover, crop cover, number of buildings, and
habitat diversity. This study also found AVCs to be associated with a lack of guard rails or lateral
embankments, location near an underpass, locations of crossroads or buildings, and with roads
being near woodland areas (Malo et al., 2004).
Another international study focused on moose-vehicle collisions (MVC) in Sweden
(Seiler, 2005). It was identified that an increase in AVCs over the past few decades is due to an
increase in both animal populations and an increase in traffic on the roads (Seiler, 2005). MVCs
comprise up to 80% of all AVCs that result in human injury or death in the area. Police records
show that, on average, there are 4,500 MVCs yearly and up to 15 human fatalities per year
(Seiler, 2005). Previous research has determined that exclusion fencing and roadside clearing
have the two biggest impacts on reducing MVCs (Lavsund and Sandergren, 1991). However,
there are some disadvantages to these strategies. Fencing is expensive, increases isolation of
wildlife, it is ineffective when an animal is determined to cross, traps animals in fenced
corridors, and can aggregate MVCs to the end of fenced areas (Seiler, 2005).
This Swedish study, looks at characteristics of the MVCs and does not distinguish
between areas of low and high risk. Here an equal number of MVCs accident sites and randomly
selected non-accident control sites were used in the logistic regression models to identify the
variables that characterized the differences between MVC locations and non-accident control
sites. For each location, 25 different independent variables were used to assume influence on the
MVC sites. The binary response variable used in the logistic regression analyses was either a
14

MVC site or a non-accident control site. Logistic regression models were then used to identify
which independent variables significantly differed from MVC sites and non-accident control
sites (Seiler, 2005). This is the same concept that both Ng et al. (2008) and Malo et al. (2004)
used in their research.
Three models looking at road/traffic data, land classification data, and a combined model
using parameters from the first two models were examined. These models were constructed
using stepwise regression procedures to identify significant combination of parameters. The
models were validated in a surrounding area utilizing 2600 1km road sections that were
classified as either accident or non-accident (Seiler, 2005). Models were separated due to the
number of variables examined. The research in this thesis examined many variables so multiple
models were created to easily organize and interpret results.
The distribution of MVCs was non-random in both the model and test scenarios. MVCs
were more common in areas with high traffic volumes, high speeds, high proportion of
mitigation fences, high density of private roads, greater areas of coniferous and deciduous forest
close to the roads, and closer proximity of the closest forest edge (Seiler, 2005). The overall risk
of MVCs in Sweden can be significantly reduced with the use of prediction models from remote
sensed landscape data in combination with road traffic data. The distribution of MVCs is not
random and can be significantly impacted from environmental factors and changes (Seiler,
2005). This research suggested that there is a pattern to these collisions and that by adjusting
conditions in accordance with these models, crash rates could potentially be reduced.
It is important to realize that before any type of regression can be performed that a
response variable needs to be developed. As stated before, many authors use binary dependent
variables with accident and non-accident sites as the binary outcome. This is performed using
15

GIS mapping techniques to visually “see” locations of accidents. GIS can be used to identify
correlations between the DVCs, different traffic variables, and environmental factors at multiple
spatial scales (Ng et al., 2008). Hotspots that were created from GIS depicted locations that
experience an above average number of accidents. Ng et al. (2008) classified hotspots as areas
that experience more than one accident. The problem with hotspots is that they tend to use
densities of points which are created from the distance of one point to another but do not take the
road network into account, which can create bias (Okabe et al., 2009). This type of bias can be
overcome by utilizing new software that can take the kernel density estimation of points based
on a network instead of a 2D surface. Spatial Analysis along Networks (SANET) is an extension
that can be utilized in ArcGIS. It was developed by Okabe and Sugihara and has been utilized in
many traffic related studies (Dai et al., 2010; Okabe et al., 2009; Gonda, et al., 2008). This
software has many tools, which could be useful for the creation of accident counts within a
defined area or creating hotspots of accidents.
These international studies may focus on areas with conditions that differ from those of
the United States, but their methodologies are important in understanding how AVCs are
distributed over the road network. It is also important to note that many of the methods used in
these international journals are adopted by researchers in the United States which can be seen in
the next section. The methodology and model creation of these international studies can also be
seen in the research methods of this paper.
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United States Studies

Many studies of animal-vehicle collisions and deer-vehicle collisions have been
conducted throughout the United States. These studies use similar methodologies as the
international studies that were previously reviewed, but results of these studies are more relevant
to the study area and animal species that was examined in this thesis.
As traffic volumes increase and as roads continue to push into wildlife habitat, collisions
with the natural species that live in these areas will also increase. It is important to note that the
majority of AVCs that are reported are deer related, with some estimates as high as 97.6% of all
reported vehicle-animal collisions involving deer. It has been identified that there are patterns to
AVCs but they should not be strictly associated with these characteristics (Hughes et al., 1996).
This is an important concept to keep in mind and relates directly to the idea that accident
mitigation studies need to be place-by-place studies due to changes in geography, topography,
and many other variables (Gunson et al., 2011).
Collisions with large animals are not only increasing but are raising the risk of human
and wildlife fatalities. Typically, these models do not take in to consideration how many deer are
killed when looking at DVCs, and the focus is on human fatalities . In 1980 over 200,000 deer
were estimated to have been killed in the United States (Williamson, 1980; Schaefer and
Penland, 1985). This statistic, however, is over 30 years old and would not be considered useful
in current research. By modeling AVCs/DVCs not only does it have the potential to reduce
human deaths but could also save countless animal lives.
Many transportation specialists, road ecologists, and other professionals have used
available wildlife-vehicle collision data to identify collision patterns along road networks. One
thing these studies have consistently identified is the fact that there are patterns to these
17

collisions. The distribution of these accidents is not random and so studying the characteristics of
these patterns can lead to insight about the root cause (Gunson et al., 2011). These observations
have led many researchers to utilize statistical modeling to identify what landscape-related
characteristics, traffic characteristics, weather/climate characteristics, and many other
phenomena are associated with wildlife related collisions.
This type of research can be taken to the next step and applied to future transportation
projects as well as assisting in mitigation efforts on the existing road network to reduce the
amount of wildlife related collisions. This research can aid in the design and implementation of
transportation projects. Gunson et al. (2011) identifies that the conclusions of such studies can
help transportation planners in the planning processes when it comes to the placement of
mitigation measures.
All of the different studies discussed here analyzed the best ways to develop models to
identify variables associated with wildlife-vehicle collisions. These studies examined many
different types of wildlife-vehicle collisions to include ungulates, carnivores, small-medium
vertebrates, birds, and amphibians/reptiles. It is important to note that some researchers have
identified that most wildlife-vehicle collisions follow the general trend of larger species such as
deer (Gunson et al., 2011). Some of the major findings show that forest and open habitat near
roads increased the total of collisions with ungulates, while roads near urban areas and farmland
decreased the number of collisions (Gunson et al., 2011). It was also identified that it was hard to
formulate and find results for studies that examined animal groups other than ungulates due to
the low sample size associated with them. This is likely since most collisions with smaller
animals would not be reported due to the lack of damage to vehicles or injuries that occur.
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Gunson et al. (2011 p. 1801) conclude that “modeling should measure localized, speciesspecific predictors that are well-defined, easing interpretation of results by practitioners and road
planners for application to road mitigation projects.” This is because many wildlife-vehicle
collision models are based on easily accessible data and broad assumptions, again demonstrating
the need for localized studies using area specific variables.
One study that was extremely useful when exploring AVCs within the United States
examined four separate AVC phenomena. Sullivan (2011) examined AVC trends over a 19-year
period, including seasonal and day-to-day patterns of AVCs, the distribution of AVCs based on
state, and the relationship between posted speed limits and light conditions. It is important to
understand that even though Sullivan (2011) examined four different aspects of AVCs, there are
many other possible ways AVCs can be analyzed.
Sullivan (2011) had four separate methodologies within his research that correlate with
each of the four study areas he examined. The first area, examination of AVC trends over a 19year period, used logistic regression analysis with archived data to determine any patterns over
the selected period of time. Results indicated an increasing trend in fatal AVCs. The regression
analysis found an increasing trend of nearly 6.5 deaths annually with total fatalities being 6%
greater. This increase of 6.5 deaths annually results in a 104% increase from 1990 to 2008. These
results demonstrate that more than one person may die in a fatal AVC, but most fatalities are
single-driver crashes (Sullivan, 2011). When regression analysis was used for crash rates, an
annual increase of 1.3 AVCs per trillion vehicle miles traveled (VMT) can be observed. Results
of these two regressions showed that not only are AVCs increasing every year, but they are also
increasing with every mile driven. Results of the analysis performed using the non-fatal AVC
data also showed an increase of about 0.09% annually (Sullivan, 2011). It is important to
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understand that with an increase in miles traveled comes an increase in fatal AVCs, and a
significant number of fatal AVCs occured during periods of high animal activity and with drivers
not wearing seatbelts (Khattak , 2003)
Knapp (2008) also recognizes an increase of AVCs, especially fatal accidents. Some of
the most significant characteristics of AVCs are associated with large traffic volumes and areas
that are well suited for deer habitat. More importantly Knapp (2008) recommends the use of
supplemental AVC databases to get a better understanding of characteristics. His research
revealed the importance of accurate data regarding AVCs. He noted that some accident databases
only recorded if an animal was involved but not the type of animal. It is important to note that
the Michigan State Police Traffic Crash Reporting System (2017) does not record if an animal
was killed when an AVC occurs. This could be a potential issue, but because reported AVCs
have been found to follow the patterns of DVSs, it may not be significant at all (Williams and
Wells, 2005).
Sullivan (2011) also looks at seasonal and diurnal patterns of AVCs and makes multiple
assumptions related to seasonal patterns. Williams and Wells (2005) conclude that deer account
for about 77% of all AVCs and that the pattern of AVCs is strongly correlated with that of the
activity pattern of deer. These patterns were extensively discussed by Beier and McCullough
(1990) whose research examined activity patterns, habitat use, and home-range characteristics of
white-tailed deer. Deer activity peaks in the spring and fall in accordance with mating and
birthing patterns and there is an increase in activity at sunrise and sunset. Williams and Wells
(2005) also conclude that crashes peak with the breeding season, periods of migration, and the
yearly dispersal of whited-tailed deer.
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Examining seasonal variables showed an increase in AVCs around the time of sunset and
sunrise (Sullivan, 2011). These results were also supported by Allen and McCullough (1976) and
Haikonen and Summala (2001) who reiterated the risks in their work as well. Regarding seasonal
variations, results point to increased deer activity as the main culprit in increasing AVCs. AVCs
increase during the mating season (October and November), decline in the winter (DecemberMarch), and increase slightly in spring and summer (Sullivan, 2011). These seasonal patterns can
be associated with the activity periods of deer that were discussed by Beier and McCullough
(1990).
Relating to diurnal trends, it is assumed that the daily activity patterns of deer increase at
dawn (non-winter months) and at dusk throughout the year (Allen &McCullough, 1976; Beier &
McCullough, 1990). The Federal Highway Administration (2008) concluded that AVC risks
increase and decrease with the time of day, with peaks around 7 a.m. and 4-5 p.m. during the
standard business week. These times also correlate with higher traffic volumes due to daily
commuting patterns. It has been suggested that by lowering speeds in areas with significant
animal habitat the number of accidents can be reduced (McCullough & Allen ,1976).
Distribution patterns of AVCs, based on state, compare the frequency of AVCs with
population data. Results show that Texas, Wisconsin, Pennsylvania, Ohio, and Michigan
experience the most fatal AVCs. The most important finding within this area was the correlation
between AVCs and non-AVCs. Many of the leading states in terms of AVC frequency also were
at the top of the list in non-AVC counts (Sullivan, 2011).
From what has been discussed thus far, the relationship between speed limit and light
conditions play a tremendous role in AVC risk. Researchers has utilized logistic regression to
model the odds that a fatal or non-fatal crash occurred in darkness based on speed limit
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(Sullivan, 2011). Crash risk in darkness was found to be related speed limits. With increased
speed, especially at times of reduced visibility, comes an increase in risk of collisions (Sullivan
& Flannagan, 2007). The logistic regression model demonstrated that with every mile per hour
increase in posted speed limit came a 2.3% increase in the odds that a fatal AVC would occur
(Sullivan, 2011).
In addition to Sullivan (2011), there is an abundance of research reporting similar results.
Research had already shown that the amount of AVCs were increasing every year (Khattak,
2003; Langley et al., 2006), and that there is a tremendous cost associated with AVCs (IIHS,
2008). AVCs are a significant roadway safety hazard (Knapp, 2008; Khattak, 2003; Langley et
al., 2006; Allen & McCullough, 1976), and different factors affect the risk of AVCs (Knapp,
2008; Khattak, 2003; Langley et al., 2006; Beier & McCullough, 1990; Haikonen & Summala,
2001; Allen & McCullough, 1976). These are straight forward assumptions, but they still need to
be noted because of their importance. They are essentially the reason this type of research is
conducted.
The last piece of literature that was reviewed was a report to the Congress of the United
States from the Federal Highway Administration (FHA) (2008). The FHA concluded that the
best way to study characteristics associated with AVCs is by analyzing collision data. The FHA
suggested the use of many forms of data including: time-series, road type, traffic density, traffic
speed, weather conditions, animal species, landscape characteristics, deer population density, and
driver characteristics (FHA, 2008). All these variables were discussed in this review and will be
the basis for the research conducted for this thesis as well.
This literature review discussed multiple different methodologies and many significant
results that can be utilized for the research within this paper. None of the studies, with the
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exception of one, examined characteristics between areas of high or low risk. Most studies
focused on just characteristics of AVCs in general, This thesis research extended that focus to
how AVCs differ in areas of high risk to areas of low risk and not simply areas that experience
no collisions.
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CHAPTER III

METHODOLOGY

The methodology used in this thesis was based on the previous research discussed in the
preceding chapter. The methods selected here were aimed at producing a model that identifies
which variables are associated with rising risk levels of deer-vehicle collisions in Kalamazoo
County, Michigan. The methodological steps for this research can be broken down into four
sections:

1. Data Acquisition/Organization
2. GIS Building
3. Variable Reduction
4. Ordinal Logistic Regression

The first three steps are required so that the ordinal logistic regression models can be developed
and tested. There were four separate models, each focusing on a different aspect of the DVCs.
The first model created was an environmental model which focuses on land classification
variables. The second model was a traffic model which utilizes data associated with the road
network. The third model analyzed weather variables. The fourth and final model determined if
any time-series variables play a role in DVC risk.
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Data Acquisition/Organization

The first step in this research was to acquire appropriate data for the analysis. Data used
in this research was chosen based on results discussed in the literature review. All of these data
acquired were for the year 2011. This is due to the fact that 2011 is the latest year you can obtain
free landcover data from the National Land Cover Dataset (NLCD).
Kalamazoo County GIS data were acquired from the State of Michigan’s GIS Open Data
portal and included road network data, county boundary data, city boundary data, and village
boundary data (Department of Technology, Management and Budget's Center for Shared
Solutions, 2018). Traffic accident data for the year 2011 was obtained through the Michigan
State Police Criminal Justice Information Center (Michigan State Police Traffic Crash Reporting
System, 2017) These data included 1,010 recorded accidents with the following attributes
displayed in the Table 1.

Table 1. Traffic Accident Variables
Variable
Year
Date
Time
County
City/Twp
Latitude
Longitude
Total Lanes
Road Type
Speed Limit (mph)
Source: Created by author

25

Land cover data for the year 2011 were downloaded from the United States Geological
Survey’s Mulit-Resolution Land Characteristics Consortium’s National Land Cover Database
(2018). The land-use/land-cover data set included the variables presented the Table 2.

Table 2. NLCD Classifications and Descriptions

Class\ Value
Water
11
12
Developed
21

22

23

24

Barren
31

Classification Description
Open Water- areas of open water, generally with less than 25%
cover of vegetation or soil.
Perennial Ice/Snow- areas characterized by a perennial cover of ice
and/or snow, generally greater than 25% of total cover.
Developed, Open Space- areas with a mixture of some constructed
materials, but mostly vegetation in the form of lawn grasses.
Impervious surfaces account for less than 20% of total cover. These
areas most commonly include large-lot single-family housing units,
parks, golf courses, and vegetation planted in developed settings for
recreation, erosion control, or aesthetic purposes.
Developed, Low Intensity- areas with a mixture of constructed
materials and vegetation. Impervious surfaces account for 20% to
49% percent of total cover. These areas most commonly include
single-family housing units.
Developed, Medium Intensity -areas with a mixture of constructed
materials and vegetation. Impervious surfaces account for 50% to
79% of the total cover. These areas most commonly include singlefamily housing units.
Developed High Intensity-highly developed areas where people
reside or work in high numbers. Examples include apartment
complexes, row houses and commercial/industrial. Impervious
surfaces account for 80% to 100% of the total cover.
Barren Land (Rock/Sand/Clay) - areas of bedrock, desert
pavement, scarps, talus, slides, volcanic material, glacial debris,
sand dunes, strip mines, gravel pits and other accumulations of
earthen material. Generally, vegetation accounts for less than 15%
of total cover.

Forest
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Table 2 - continued
41

42

43

Shrubland
51

52

Herbaceous
71

72

73
74

Deciduous Forest- areas dominated by trees generally greater than
5 meters tall, and greater than 20% of total vegetation cover. More
than 75% of the tree species shed foliage simultaneously in response
to seasonal change.
Evergreen Forest- areas dominated by trees generally greater than
5 meters tall, and greater than 20% of total vegetation cover. More
than 75% of the tree species maintain their leaves all year. Canopy
is never without green foliage.
Mixed Forest- areas dominated by trees generally greater than 5
meters tall, and greater than 20% of total vegetation cover. Neither
deciduous nor evergreen species are greater than 75% of total tree
cover.
Dwarf Scrub- Alaska only areas dominated by shrubs less than 20
centimeters tall with shrub canopy typically greater than 20% of
total vegetation. This type is often co-associated with grasses,
sedges, herbs, and non-vascular vegetation.
Shrub/Scrub- areas dominated by shrubs; less than 5 meters tall
with shrub canopy typically greater than 20% of total vegetation.
This class includes true shrubs, young trees in an early successional
stage or trees stunted from environmental conditions.
Grassland/Herbaceous- areas dominated by gramanoid or
herbaceous vegetation, generally greater than 80% of total
vegetation. These areas are not subject to intensive management
such as tilling, but can be utilized for grazing.
Sedge/Herbaceous- Alaska only areas dominated by sedges and
forbs, generally greater than 80% of total vegetation. This type can
occur with significant other grasses or other grass like plants, and
includes sedge tundra, and sedge tussock tundra.
Lichens- Alaska only areas dominated by fruticose or foliose
lichens generally greater than 80% of total vegetation.
Moss- Alaska only areas dominated by mosses, generally greater
than 80% of total vegetation.

Planted/Cultivated
81
Pasture/Hay-areas of grasses, legumes, or grass-legume mixtures
planted for livestock grazing or the production of seed or hay crops,
typically on a perennial cycle. Pasture/hay vegetation accounts for
greater than 20% of total vegetation.
Wetlands
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Table 2 - continued
90

Woody Wetlands- areas where forest or shrubland vegetation
accounts for greater than 20% of vegetative cover and the soil or
substrate is periodically saturated with or covered with water.
95
Emergent Herbaceous Wetlands- Areas where perennial
herbaceous vegetation accounts for greater than 80% of vegetative
cover and the soil or substrate is periodically saturated with or
covered with water.
Source: https://www.mrlc.gov/nlcd11_leg.php

Hourly weather data were obtained from the National Oceanic and Atmospheric
Administration, National Climatic Data Center. These data were recorded at the station location:
KLMAZO/BTL CREEK INTL, ARPT (94815) Lat. 42.234, Lon. -85.551 (NOAA, 2018) and
can be viewed in the Table 3.

Table 3. Weather Data Variables
Variable
Date
Time
Visibility
Dry Bulb Temp
Wet Bulb Temp
Dew Point Temp
Relative Humidity
Wind Speed
Wind Direction
Wind Gusts

Units
xx/xx/xxxx
xxxx
miles
°F
°F
°F
%
mph
0-360°
mph

Lastly, moon phase data for the year 2011 were acquired from the Astronomical
Applications Department of the U.S. Naval Observatory (2017). Sunrise/Sunset data for the year
2011 were acquired from the Astronomical Applications Department of the U.S. Naval
Observatory (2016). Hunting season data were acquired from the Michigan Department of
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Natural Resources (2017) and biological data for deer, to include matting and birthing seasons,
were acquired from the Department of Animal Sciences at the University of Wisconsin-Madison.
After all data were obtained it was combined into a geodatabase for easy manipulation and
importation to the statistical analysis programs.

GIS Building/Analysis

After all required data were collected the, GIS database was built. In this step ArcMap
10.2 and SANET 4.1, which was designed for ArcMap 10.2, was utilized. Once all supporting
data was loaded and organized into ArcMap, the accident location data was geocoded based on
latitude and longitude, and the SANET network kernel density estimation tool was employed.
To plot the accident locations, the latitudes and longitudes of the accident’s locations
should be moved into a separate file. This simplifies the dataset so that errors can be easily
identified. Following this, the data can be loaded into ArcMap and “Display XY Data” can be
used to plot the accidents. One thing to note is the need to save this new plotted accident location
file as a shapefile to be run in SANET.
To obtain land cover data that can be used in the regression analysis some manipulation
of the NLCD file needs to be conducted. Within ArcMap a buffer needs to be applied to the
1,010 accident points so specific land classification can be assigned to each accident. Three
buffer sizes, 100m, 250m, 500m will be examined. This process can be completed with a tool
that was specifically designed to take point shape files and overlay them on raster land use land
cover data then extract a define buffer zone and export the results to txt. files in a designated
location. This program was written in python version 2.7. This tool was developed by Alex
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LaPorte and Tyler Jennings for GEOG 6670, Project Management and Programming, and can be
viewed in Appendix A.
The accident location shape file will be utilized again to run the SANET tool. SANET
4.1 was developed as a plug-in program that can be used to statistically analyze and observe
spatial patterns that are associated with networks (Okabe, 2013). The kernel density estimation
analytical tool in the SANET toolbox is used for this research. Normal kernel density estimation
utilizes Euclidean distance on a plane to calculate kernel densities of accident locations. This
approach may result in skewed outputs when examining events that occur within a network, such
as a road network (Okabe, 2013). Therefore, it is important to only take the network distance
between points in density calculation which is why SANET is utilized in this research. The
output of the tool will be used for the dependent response variable in the ordinal regression
analysis.
The kernel density estimation tool in SANET was developed to eliminate bias that is
associated with normal kernel density estimation methods (Okabe et al., 2012). Okabe and
Sugihara (2012) use equation 1 for describing kernel density.

(1)

Figure 5 helps describe equation 1. For a point (q) on a nondirected connected network
(L), which is fixed in a two-dimensional plane, a subnetwork (Lq) can be created where the
shortest distance between q and any incident recorded on Lq is less than or equal to the desired
bandwidth (h). If given q and a random point (p) on L, Kq(p) can be satisfied. Kq(p) is the
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network kernel density function at q, which is also the kernel center. Here dp is the integration
operator indicating a line segment value approaching zero around p. This indicates that farther
away from the kernel center p is the smaller the network kernel density will be (Okabe et al.,
2012).

Figure 5. Network Kernel Density Diagram (Okabe et al., 2012)

Once the kernel density estimation tool in SANET is open, users must select a network
layer, a points layer, a kernel type, band width, cell width, and identify the location where the
output files will be saved. This research uses equal-split continuous at nodes for kernel type. The
equal-slit continuous kernel density function was used because it was needed for the kernel
density output to extend beyond the nodes of the road network.
The “Roads” layer was chosen as the network layer, “Accident Locations” as the points
layer, and “Equal split continuous at nodes” for the kernel type. The “Roads” layer is a shapefile
of every road within Kalamazoo County. This layer was obtained from http://gismichigan.opendata.arcgis.com/. The “Accident Locations” layer is the geocoded DVC locations.
For band width, this research used 1,000m. The 1,000m bandwidth was chosen based on similar
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studies (Malo et al, 2004; Seiler, 2005). The 50m cell width was also chosen based on similar
research (Xie and Yan, 2008).
Results obtained from this tool will be applied to each DVC to determine the density that
every individual DVC is associated with. It will be organized into four separate dependent
outcomes which can be viewed in Table 4.

Table 4. Network Kernel Density Output Separation
Low

0 – 0.99

Medium

1 – 1.99

High

2 – 2.99

Highest

3+

Source: Created by author

Once the manipulation of the NLCD is completed and the running of SANET to obtain
the network kernel density estimation is completed, the GIS analysis portion of the research is
done and the transition into statistical analysis will begin.

Variable Reduction

Before regression analysis can be conducted, variables used need to be analyzed for
collinearity. This can be done by looking at a confusion matrix of the variables and deciding
from there if any reduction techniques need to be applied to eliminate any highly correlated
variables. There are multiple techniques that are used in this research depending on the type of
variables.
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Principal component analysis will be used for data that is continuous in nature. The main
goals of this method are to identify any hidden patterns within the data, reduce any
dimensionality of the data, and to identify any variables that are highly correlated (Kassamara,
2017; Abdi et al., 2010).
Mixed correspondence analysis (MCA) will be used for any variable sets with data that
are categorical in nature. MCA can be viewed as a generalization of principle components
analysis that uses categorical variables instead of continuous variables. MCA spawns from
regular correspondence analysis which is used to analyze categorical data by transforming it into
cross tables and present the results in a graphical manner (Kassamara, 2017).
Factor analysis for mixed data (FAMD) will be utilized in the analysis of variable sets
that include both qualitative and quantitative variables. FAMD is essentially a hybrid between
PCA and MCA, where it will perform PCA on quantitative variables and MCA on qualitative
variables (Kassamara, 2017).

Regression Analysis

Once the network kernel density estimation is completed and the correlation tests are
complete, regression can be conducted. With the kernel density output broken down into four
categories of low (1 < accident), medium (1-1.99 accidents), high (2-2.99 accidents), and highest
(>3 accidents) this will be the dependent ordinal variable associated with the four ordinal logistic
regression models.
The independent variables utilized in the models can be viewed in Table 5. Results of the
separate models will display which variables, if any, are associated with an increase in risk of
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DVC densities. If a variable is found to be significant it may be concluded that with an increase
in said variable an increase of DVC risk will also occur.

Table 5. Variables used in Regression Models
Model/Dependent Variable

Independent Variables

Environmental (NKDE)

Developed, Less Developed, Open
Developed, Crops, Pasture, Forest, Wetlands
Total Lanes, Light Conditions, Road
Conditions, Road Type
Visibility, Dry Bulb Temp, Wet Bulb Temp,
Dew Point Temp, Relative Humidity, Wind
Speed, Wind Direction, Wind Gusts, Weather
Type
Time, Month, Sunrise, Sunset, Season, Moon
Phases, Hunting Season, Mating Season,
Birthing Season

Traffic (NKDE)
Weather (NKDE)

Time (NKDE)

Source: Created by Author

Since the dependent variable is ordinal, ordinal logistic regression also known as
McCullagh’s Proportional Odds Model (Brant, 1990) will be used. The proportional odds model
for ordinal logistic regression builds off the regular binary logistic model to utilize response
variables of an ordered nature (McCullagh, 1980). This model is based on the cumulative
distribution probabilities 𝛾𝑗 = Pr{𝑦 ≤ 𝑗} and forms:
logit(𝛾𝑗 )  = 𝑙𝑜𝑔[𝛾𝑗 /(1 −  𝛾𝑗 )]  =  𝜃𝑗  −  𝛽 𝑡 𝑥

(2)

This model is used when a researcher has N sets of independent observations playing a role in
the response variable. It takes the ordinal values of the dependent variable 1 to k, and x which is
a p-vector of the independent variables. β is a p-vector and the unknown parameters are
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represented by 𝜃1 < 𝜃2 <... < 𝜃𝑘−1 (𝐵𝑟𝑎𝑛𝑡, 1990). The four-separate ordinal logistic
regression models will be calculated in Minitab 18. Once the regression analysis have been
completed the results can be analyzed to see which variables (if any) influence DVC risk
throughout Kalamazoo County, Michigan.
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CHAPTER IV

RESULTS

This chapter has five sections including a GIS section, an environmental section, a traffic
section, a weather section, and a final diurnal section. The last four will include variable
reduction steps and the ordinal logistic regression results. The chapter is organized this way for
easy visualization and to maximize understanding of each model set.

GIS Development

Results for this section are mostly visual with the NLCD manipulation and the NKDE
being applied to the initial regression analysis. The section gives a better idea of how things are
broken down and organized. It lets the reader observe the road network and how the density
estimations form the dependent variable used in all four of the ordinal logistic regression models.
Figure 6 displays the road network of Kalamazoo County and indicated where the 1,010
DVCs were located on that network for the year 2011. This map also displays where the DVCs
are aggregated across Kalamazoo County. Figure 7 displays the locations of the DVCs over the
NLCD that was clipped down to the boundary of Kalamazoo County. These visual aspects are
important to show how land cover and different areas of the county and road network are
associated with DVCs. Three buffer zones with the sizes of 100m, 250m, and 500m in diameter
were analyzed.
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Figure 6. Kalamazoo County 2011 DVC Point
Source: Created by author

Figure 7. Kalamazoo County 2011 NLCD with DVC Points
Source: Created by author
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Table 6 displays the percentage of each land classification type based on the three
differnet buffer scales. The most important things to note here are that out of 15 land
classifications, six of them constitute over 80% of the total land associated with DVCs. This is
consistent for all three buffer sizes tested. These variables include: developed, open space;
developed low intensity; developed medium intensity; deciduous forest; and cultivated crops. It
was identifed that, when the 250m and the 500m buffer were utilized, the buffers tended to
overlap with other nearby roads. It is important to note this because there should not be buffers
accounting for the same cells. This could place increased importance on individual variables.
Therefore, the 100m buffer results were used for the development of the environmental model.
Table 7 displays the percentages of the NLCD buffers for 100m in descending order.
Here it is easily seen how the different classes are ranked based on percentages. The top seven
land covers represent 91% of the total land classifications associated with the DVCs.
The final GIS operation conducted was the network kernel density estimation (NKDE)
using the SANET package. Figure 8 depicts the output of the tool. Five different levels of
averages can be seen here (0, 0.001-0.999, 1.001-2, 2.001-3, and >3.001) with the last four being
used for the analysis. These numbers represent the density of DVCs associated with different
parts of the road network. Zero values are excluded because this research is focused on
distinguishing between levels of risk and not areas associated with an accident/no-accident
classification.

38

Table 6. Land Classification Percentage Based on Buffer Size (100m, 250m, 500m)
Class
Open Water

100m Buffer
0%

250m Buffer
1%

500m Buffer
1%

Developed, Open
Space
Developed, Low
Intensity
Developed, Medium
Intensity
Developed, High
Intensity
Barren Land
(Rock/Sand/Clay)
Deciduous Forest

22%

16%

13%

21%

14%

11%

9%

6%

5%

2%

2%

2%

0%

1%

1%

13%

18%

20%

Evergreen Forest

1%

1%

1%

Mixed Forest

1%

1%

1%

Shrub/Scrub

0%

0%

0%

Grassland/Herbaceous 1%

1%

1%

Pasture/Hay

9%

10%

10%

Cultivated Crops

17%

22%

25%

Woody Wetlands

4%

6%

8%

Emergent Herbaceous
Wetlands

0%

0%

0%

Source: Created by author
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Table 7. 100m Land Class Percentage (Ranked in Order from High to Low)
Class

100m Buffer Percentage

Developed, Open Space

22%

Developed, Low Intensity

21%

Cultivated Crops

17%

Deciduous Forest

13%

Developed, Medium Intensity

9%

Pasture/Hay

9%

Woody Wetlands

4%

Developed, High Intensity

2%

Evergreen Forest

1%

Mixed Forest

1%

Grassland/Herbaceous

1%

Open Water

0%

Barren Land (Rock/Sand/Clay)

0%

Shrub/Scrub

0%

Emergent Herbaceous Wetlands

0%

Source: Created by author
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Figure 8. Kalamazoo County SANET Network Kernel Density Estimation
Source: Created by author

Figure 9 depicts the DVCs plotted over the NKDE. It shows how the NKDE is associated
with areas of low DVC distribution compared to areas of high DVC distribution. Areas in red
represent road segments that experience over three accidents and are at the highest risk of DVCs.
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Figure 9. Kalamazoo County NKDE with DVC Points
Source: Created by author

Environmental Model (NLDC)

Table 8 displays the percentages of the different land classifications associated with each
level of buffer. This is an important table because it shows how the different land classes are
associated with the separate levels of DVC density. One thing that can be visually noted here is
that cultivated crops; developed, open space; developed, low intensity; deciduous forest;
pasture/hay; developed, medium intensity, and woody wetlands are the most significant LU/LC
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variables in each of the difference density classifications. It appears there is no significance
between the levels of DVC risk and land classification, but this will be better determined in the
ordinal logistic regression model.

Table 8. Land Cover Percentages Based on NKDE Levels (100m Buffer)
Class
Cultivated Crops

0.000
22%

0.01 – 0.99
17%

1.00 – 1.99
17%

2.00 – 2.99
16%

3.000 +
19%

Developed, Open
Space
Developed, Low
Intensity
Deciduous Forest

19%

21%

21%

21%

19%

18%

23%

18%

17%

17%

16%

13%

15%

16%

20%

Pasture/Hay

8%

8%

10%

11%

7%

Developed, Medium
Intensity
Woody Wetlands

5%

8%

7%

6%

3%

4%

3%

5%

6%

9%

Developed, High
2%
Intensity
Grassland/Herbaceous 1%

3%

2%

2%

0%

1%

1%

1%

2%

Open Water

1%

1%

0%

0%

1%

Mixed Forest

1%

1%

1%

1%

1%

Evergreen Forest

1%

1%

1%

1%

1%

Barren Land
(Rock/Sand/Clay)
Emergent Herbaceous
Wetlands
Shrub/Scrub

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

0%

Source: Created by author
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Many of these LU/LC classes have a very low percentage of total land cover for the DVC
accidents. These variables will be combined with similar variables based on their descriptions
from the Multi-Resolution Land Characteristics Consortium of the USGS. Barren land (0%),
emergent herbaceous wetlands (0%), herbaceous (1%), mixed forest (1%), open water (0%), high
intensity development (2%), evergreen forest (1%), and shrub scrub (0%) contribute to only five
percent of the total land classification for the 1,010 accident sites. High intensity development
(2%) will be combined with medium intensity development (10%). mixed forest (1%) and
evergreen forest (1%) will be combined with deciduous forest (13%). emergent herbaceous
wetland (0%) will be combined with woody wetlands (5%).Open water (0%) will also be paired
with woody wetlands (5%) based on its wet nature. Herbaceous (0%) will be combined with hay
pasture (8%). Barren land (0%) will be combined with open developed land (22%) and shrub
scrub (0%) will be combined with deciduous forest (13%) as well. There is a decline from 15
land class variables to seven based on sample size to achieve more influential variables without
taking away from their significance.
Based on the Figure 10, there seems to be no correlation between variables. Table 9
indicates that 99% of the variance is explained in the first six components. This can also be
viewed in Figure 11.
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Table 9. PCA Environmental Variables
Eigenvalue
Dimension 1
1.703
Dimension 2
1.589
Dimension 3
1.066
Dimension 4
0.987
Dimension 5
0.971
Dimension 6
0.684
Dimension 7
0.000
Source: Created by author

Variance Percent
24.329
22.700
15.225
14.103
13.868
9.772
0.003

Cumulative Variance Percent
24.329
47.029
62.254
76.357
90.225
99.997
100.00

Matrix Plot
OpenDeveloped

Crops

Pasture

Forest

Wetlands

Develoepd

Less Develoepd

Figure 10. Environmental Variable Scatter Plot
Source: Created by author
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Figure 11. Environmental Variable PCA Scree Plot
Source: Created by author

Table 10 indicates that developed and less developed are both loading high in the first
dimension. Based on results of the PCA there is very little correlation. Developed and Less
Developed are similar variables based on their descriptions and they are loading high in the same
dimension, so the two classes will be combined. The final variables included in the model are
Developed/Less Developed (merged together), Open Developed, Crops, Pasture, Forest, and
Wetlands.
Table 10. PCA Environmental Variables Dimensional Loadings
Dim. 1
Developed
0.761
Less Developed
0.746
Open Developed
0.034
Crops
-0.501
Pasture
-0.442
Forest
-0.279
Wetlands
-0.196
Source: Created by author

Dim. 2
-0.206
-0.122
-0.613
-0.641
-0.381
0.673
0.380

Dim. 3
-0.368
0.292
0.640
-0.043
0.322
-0.196
-0.538
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Dim. 4
-0.174
0.166
0.247
0.092
-0.079
-0.604
0.690

Dim. 5
0.174
-0.097
-0.122
-0.568
0.737
-0.090
0.201

Regression Analysis
Table 11 displays how data are distributed based on the different levels of NKDE used.
The four levels of risk (1, 2, 3, 4) are associated with low, medium, high, and highest levels of
risk of a DVC.

Table 11. Environmental Model Response Information
Variable
Average

Value
1
2
3
4
Total

Count
538
298
140
34
1010

Source: Created by author

Table 12 displays the output of the environmental ordinal logistic regression model. It is
important to interpret p values first because if there is no significance with any of the variables
examined, the other values are insignificant as well. The null hypothesis for this regression is
that the terms coefficient is equal to zero which would indicate no relationship to the response
variable. A significance level of 0.05 was used for the analysis. Table 12 indicates that all pvalues for the predictor variables exceed the significance threshold (0.05) so the null hypothesis
is accepted, and it is concluded that there is no relationship between the different levels of risk
and land classification variables.
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Table 12. Environmental Model Ordinal Logistic Regression Table

Predictor
Coef
Const (1)
-9.347
Const (2)
-7.906
Const (3)
-6.116
Open Developed 0.092
Crops
0.093
Pasture
0.095
Forest
0.095
Wetlands
0.099
Developed
0.095
Source: Created by author

SE Coef
9.762
9.761
9.761
0.097
0.097
0.097
0.097
0.097
0.097

Z
-0.96
-0.81
-0.63
0.95
0.96
0.98
0.98
1.02
0.98

P
0.338
0.418
0.531
0.343
0.339
0.327
0.325
0.307
0.329

Ratio

Lower

Upper

1.1
1.1
1.1
1.1
1.1
1.1

0.91
0.91
0.91
0.91
0.91
0.91

1.33
1.33
1.33
1.33
1.34
1.33

Traffic Model

MCA was used when looking at variables associated with the traffic model. This is
because of the categorical nature of these variables. Variables include total lanes, light
conditions, speed limit, road conditions, and road type. Table 13 and Figure 12 indicate that not
much variance explained in the top ten dimensions. From here, all traffic related variables will be
utilized in the ordinal logistic regression model.
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Table 13. MCA Traffic Variables

Eigenvalue
Dimension 1
0.404
Dimension 2
0.365
Dimension 3
0.258
Dimension 4
0.235
Dimension 5
0.228
Dimension 6
0.22
Dimension 7
0.215
Dimension 8
0.209
Dimension 9
0.208
Dimension 10
0.201
Source: Created by author

Percent Variance
8.793
7.955
5.611
5.122
4.976
4.868
4.680
4.561
4.540
4.370

Figure 12. Traffic Variables Scree Plot
Source: Created by author
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Percent Cumulative Variance
8.793
16.748
22.359
27.482
32.458
37.326
42.006
46.568
51.108
55.479

Regression Analysis
Table 14 displays how these data are distributed based on the different levels of NKDE
used. The four levels of risk (1, 2, 3, 4) can be viewed here which are associated with low,
medium, high, and highest risks of the occurrence of a DVC.

Table 14. Traffic Model Response Information

Variable
NKDE Rank

Value Count
1
321
2
423
3
183
4
83
Total 1010
Source: Created by author

Table 15 displays the ordinal logistic regression output for the traffic model. By
observing the p-values within this table, only one variable can be identified that has a significant
outcome (p < .05). The null hypothesis can be rejected. There is an association between wet
roads and an increase in DVC Risk (p = 0.019). Another important thing to note is that the pvalue for the total lanes variable is 0.061 which is slightly over the selected level of significance
for the regression, but the value is extremely low in comparison to the other variables examined.
Even though the null hypothesis for this variable cannot be rejected based on the level of
significance, there seems to be a relationship between total lanes and DVC risk.
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Table 15. Traffic Model Ordinal Logistic Regression Table
Predictor
Coef
Const (1)
-0.686
Const (2)
1.125
Const (3)
2.517
Total Lanes
0.119
Light Conditions
Dark-Unlighted
0.018
Dawn
0.063
Daylight
0.008
Dusk
-0.137
Speed Limit
-0.003
Road Conditions
Icy
0.099
Other
0.106
Slushy
-0.166
Snowy
0.382
Wet
0.373
Road Type
NON-FRWY
-0.342
Source: Created by author

SE Coef
0.628
0.629
0.635
0.063

Z
-1.09
1.79
3.96
1.87

P
0.275
0.074
0
0.061

Ratio

Lower

Upper

1.13

0.99

1.28

0.223
0.279
0.235
0.343
0.008

0.08
0.23
0.04
-0.4
-0.4

0.935
0.819
0.972
0.69
0.692

1.02
1.07
1.01
0.87
1

0.66
0.62
0.64
0.44
0.98

1.58
1.84
1.6
1.71
1.01

0.429
1.306
0.698
0.277
0.158

0.23
0.08
-0.24
1.38
2.35

0.817
0.935
0.811
0.167
0.019

1.1
1.11
0.85
1.47
1.45

0.48
0.09
0.22
0.85
1.06

2.56
14.39
3.33
2.52
1.98

0.233

-1.46

0.144

0.71

0.45

1.12

Weather Model

For the weather model, FAMD is used to compare the variables because there are both
continuous and categorical variable types. Figure 13, a scatter plot, identifies some relationships
between a few of the continuous variables. It is important to note that the one categorical
variable (weather type) was left out of the matrix plot. There are positive relationships between
dry bulb temperature, wet bulb temperature, and dew point temperature (all measured in
Fahrenheit). There is also a relationship between wind speed and wind gusts.
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Matrix Plot
Visibility

DryBulbTemp

WetBulbTemp

DewPointTemp

RelativeHumidity

WindSpeed

WindDirection

Wind Gusts

Figure 13. Weather Variables Scatter Plot
Source: Created by author

Table 16 displays the output of the FAMD analysis. This table along with Figure 14
depicts that over 60% of the explained variance is in the first three dimensions and the point of
inflection occurs at the fourth dimension

Table 16. FAMD Traffic Variables
Eigenvalue
Dimension1
3.1357
Dimension2
2.4371
Dimension3
1.9111
Dimension4
1.0267
Dimension5
0.9440
Dimension6
0.9233
Dimension7
0.7505
Dimension8
0.5114
Dimension9
0.2065
Source: Created by author

Variance Percent
26.1310
20.3095
15.9262
8.5560
7.8669
7.6943
6.2546
4.2618
1.7212
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Cumulative Variance Percent
26.1310
46.4406
62.3669
70.9230
78.7899
86.4843
92.7390
97.0008
98.7221

Figure 14. Weather Variables FAMD Scree Plot
Source: Created by author

After analyzing the dimensional loading of each variable in Table 17, it can be
generalized that the first dimension is related primarily with temperature, the second dimension
incorporates weather types and visibility factors. The third dimension is associated with wind
factors. The variables will be reduced to visibility, wet bulb temperature, and weather type for
the weather ordinal logistic regression model.
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Table 17. FAMD Weather Variables Dimensional Loadings

Visibility
Dry Bulb Temp
Wet Bulb Temp
Dew Point Temp
Relative Humidity
Wind Speed
Wind Direction
Wind Gusts
Weather Type
Source: Created by author

Dimension 1
0.001
0.907
0.959
0.948
0.014
0.045
0.082
0.001
0.176

Dimension 2
0.649
0.041
0.007
0.003
0.576
0.223
0.139
0.113
0.681

Dimension 3
0.197
0.003
0.007
0.014
0.035
0.592
0.201
0.513
0.345

Regression Analysis
Table 18 displays how these data are distributed based on the different levels of NKDE
used. The four levels of risk (1, 2, 3, 4) can be viewed here which are associated with low,
medium, high, and highest risk of DVC.

Table 18. Weather Model Response Information

Variable
Average

Value Count
1
538
2
298
3
140
4
34
Total 1010
Source: Created by author

Table 19 displays the output for the weather-related ordinal logistic regression model.
Based on p-values within this table, no variables can be said to have a significant outcome based
on the threshold set (p < .05). The null hypothesis, that there is no association between the
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independent variables and DVC risk, cannot be rejected. Visibility does seem to be significant (p
= 0.07) when compared to the other independent variables even though it has a p-value
exceeding the selected significance threshold.

Table 19. Weather Model Ordinal Logistic Regression Table

Predictor
Coef
Const (1)
0.328
Const (2)
1.772
Const (3)
3.561
Visibility
-0.039
Wet Bulb Temp 0.003
Wind Speed
-0.005
Source: Created by author

SE Coef
0.259
0.266
0.307
0.021
0.003
0.012

Z
1.27
6.66
11.58
-1.81
0.95
-0.47

P
0.205
0.001
0.001
0.07
0.341
0.639

Ratio

Lower

Upper

0.96
1
0.99

0.92
1
0.97

1
1.01
1.02

Time-Series Model

FAMD was utilized for the time series model due to its requirement for both continuous
and categorical data. Figure 15, a scatter plot, was created to display any relationships between
the continuous variables. The data shows that there are definite patterns, however, they need to
be examined more thoroughly through the FAMD. Table 20 indicates that 65% of the data
variance occurs within the first three dimensions. Figure 16 backs up this finding by depicting
the point of inflection occurring in that third dimension as well.

55

Matrix Plot

Time

Month

Sunrise

Sunset

Figure 15. Time-series Variables Scatter Plot
Source: Created by author

Table 20. FAMD Time-series Variables
Eigenvalue
Dimension1
Dimension2
Dimension3
Dimension4
Dimension5
Dimension6
Dimension7
Source: Created by author

Variance Percent

4.937
2.267
1.161
1.028
0.984
0.971
0.917

37.978
17.445
8.936
7.914
7.572
7.470
7.058
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Cumulative Variance
Percent
37.978
55.424
64.361
72.275
79.848
87.318
94.377

Figure 16. Time-series Variables Scree Plot
Source: Created by author

Table 21 indicates the effects that variables have on each of the first three dimensions.
All variables were retained except for hunting, mating, and birthing season variables because
these variables were directly related to the overall seasons variables.

57

Table 21. FAMD Time-series Variables Dimensional Loadings
Dimension 1
Time
0.008
Month
0.490
Sunrise
0.620
Sunset
0.687
Season
0.900
Moon Phases
0.005
Hunting Season
0.831
Mating Season
0.834
Birthing Season 0.558
Source: Created by author

Dimension 2
0.009
0.428
0.251
0.193
0.889
0.057
0.122
0.114
0.199

Dimension 3
0.001
0.006
0.001
0.004
0.727
0.330
0.006
0.015
0.069

Regression Analysis
Table 22 displays how these data are distributed based on the different levels of NKDE
used. The four levels of risk (1, 2, 3, 4) are associated with low, medium, high, and highest risk
of a DVC.

Table 22. Time-series Model Response Information

Variable
Average

Value Count
1
538
2
298
3
140
4
34
Total 1010
Source: Created by author

Table 23 displays the output for the time series model’s ordinal logistic regression. The
p-values within this table show that no variables are statistically related to the dependent variable
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(p < 0.05). The null hypothesis, that there is no association between the independent variables
and DVC risk, cannot be rejected.

Table 23. Time-series Model Ordinal Logistic Regression Table

Predictor
Coef
Const (1)
-1.941
Const (2)
-0.490
Const (3)
1.301
Season
Spring
-0.584
Summer
-0.606
Winter
-0.253
Month
-0.0266
Moon Phases
Full Moon
0.058
New Moon
0.250
Third Quarter
-0.068
Sunrise
0.001
Sunset
0.001
Time
-0.001
Source: Created by author

SE Coef
2.647
2.647
2.651

Z
-0.73
-0.19
0.49

P
0.464
0.853
0.624

Ratio

Lower

Upper

0.364
0.344
0.323
0.034

-1.6
-1.76
-0.78
-0.76

0.109
0.178
0.435
0.445

0.56
0.55
0.78
0.97

0.27
0.28
0.41
0.91

1.14
1.07
1.47
1.04

0.169
0.170
0.175
0.001
0.001
0.001

0.34
1.47
-0.39
0.00
1.35
-1.32

0.731
0.141
0.695
0.996
0.177
0.186

1.06
1.28
0.93
1
1
1

0.76
0.92
0.66
1
1
1

1.48
1.79
1.32
1
1
1
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CHAPTER V

DISCUSSION/CONCLUSIONS

Interpretation of Results

The primary goal of this research was to utilize spatial technologies and related statistical
techniques to produce a series of models that determine what variables increase risk levels of
DVCs in Kalamazoo County, Michigan. Overall, the findings of this research were not
significant. This research indicated that there are few variables that help explain the different
levels in DVC risk within Kalamazoo County.
The research in this paper can essentially be broken down into the development of four
separate models based on different variables. These variables were selected based on previous
published research which found many of these variables to be significant regarding their
association with AVCs or DVCs. The research conducted for this thesis was designed to identify
areas that experience differing risk levels along with which variables are most significant in an
increase in risk.
The environmental model focused on land classifications that were associated with DVC
locations. A 100m buffer was placed around each collision location and the percentage of each
land class was recorded for each collision site. From the literature review it was already
established that DVCs were associated with certain types of land classifications. This model was
designed to find out if any of the land classifications were not only associated with the DVCs but
were associated with the areas of increased or decreased risk.
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However, results indicate that none of the different land classifications were significant in
determining areas of higher risk. Seven out of the fifteen different land classification accounted
for over 90% of all land associated with DVCs at the 100m buffer scale. Developed Open Space,
Developed Low Intensity, Cultivated Crops, Deciduous Forest, Developed Medium Intensity,
Pasture/Hay, and Woody Wetlands were the main classifications. Even though the goal of this
model was to distinguish between levels of risk of DVCs in Kalamazoo County, it did however
confirm the findings of multiple authors research that was reviewed in the literature review
(Malo et al, 2004; Ng et al., 2008; Hughes et al., 1996; Knapp, 2008). These findings reiterate
the fact that DVCs are related to areas that provide habitat and food, along with lightly
developed areas that are encroaching on deer habitat creating risk of collisions.
The traffic model focused on variables associated with the road network. The goal of this
model was to determine what variables were significant in determining locations that
experienced an increased risk of DVCs. When reviewing related literature, it was identified that
AVCs were commonly associated with increased speed (Ng et al., 2008). However, speed, along
with the other traffic variables, with exception to wet roads, were insignificant when identifying
areas of increased risk.
The weather model focused on variables that were identified to affect the movement
pattern of deer. Beier and McCullough (1990) concluded that temperature and snow
accumulation played the largest roles in the activity patterns. They also identified other factors
such as wind speed, cloud cover, and fog as affecting deer movement. When running this model,
it was concluded that none of the examined variables were significant in locating areas of
increased risk. However, visibility did seem to be relatively significant, based on its p-value,
which indicates that areas that experience conditions of low visibility were more prone to DVCs.
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The final model that was created, time-series model, examined variables related to time
of the year, time of day, and moon phases, along with different factors relating to birthing and
mating seasons of deer. Many researchers have identified DVCs as being associated with the
month of November, which coincides with the mating season of white-tailed deer (Ng et al.,
2008; Williams and Wells, 2005; Sullivan, 2011). DVCs also have been associated with the time
of sunset and sunrise (Sullivan, 2011; Haikonen and Summala, 2001). Lastly, research points to a
correlation between DVCs and the mating, birthing, and yearly dispersal patterns of white-tailed
deer (Williams and Wells, 2005). However, this was not the case when attempting to identity
variables associated with an increase in DVC risk.
With many variables previously identified as being correlated with DVCs, based on
published research, it does not seem like there is much significance in determining which
variables are playing a role in areas that experience an increased risk of DVCs. Most of the
previous work examined DVC or AVC locations against non-accident locations to obtain
significant results and did not focus on what accounts for differing risk levels that are based on
the frequency of DVCs in certain areas.
However, even though the results from the statistical models failed to produce significant
results, not all is lost. The NKDE map of DVC distribution in Kalamazoo County (Figure 8)
would prove beneficial in determining areas of risk throughout the county. This map provides
key information that could be utilized in the placement of mitigation measures such as fencing,
mirrors that attempt to dissuade animals from crossing, road signs alerting drivers about the
presence of animals on the road, overpasses, underpasses, road level crossings, and a multitude
of other techniques. This map can be easily reproduced and utilized in any area with sufficient
DVC data to work with.
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Future Work

In the future this research could be expanded to include deer herd size and traffic
flow/volume information. These two variables were not utilized because of their non-availability.
Traffic volume data are available for major roads, such as highways, but the information is
lacking for outlying, rural roads which contribute a significant amount to DVC data. Deer herd
or deer count data are hard to come by especially in a smaller area such as a county. There are
some general estimates by the DNR, but deer do not follow any political boundaries which
makes it is hard to say how many deer are associated with defined areas within a study area.
With the addition of these two variables there would be significant findings, but until
accurate data can be compiled the best mitigation study techniques are simply finding what
characteristics are associated with DVCs in general and not how characteristics differ from area
to area based on DVC risk.
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APPENDIX
Appendix A – Python Script for Land Cover Data
import arcpy, os, csv
from arcpy import env
from arcpy.sa import *
### Set all necessar parameters ###
env.workspace = arcpy.GetParameterAsText(0) ### Project Workspace
area_file = arcpy.GetParameterAsText(1)
### text file for area landcover breakdown
percent_file = arcpy.GetParameterAsText(2) ### text file for percentage landcover breakdown
InData = arcpy.GetParameterAsText(3)
### Input shapefile, can be point, line or polygon
IDfield = arcpy.GetParameterAsText(4)
### Attribute field of input shapefile to be used for
ID/join
sql = arcpy.GetParameterAsText(5)
### Optional SQL expression for running tool on a
subset of the input shapefile
buffDist = arcpy.GetParameterAsText(6)
### Buffer distance from each feature in input
shapefile
NLCDtif = arcpy.GetParameterAsText(7)
### Input NLCD raster layer
save = arcpy.GetParameterAsText(8)
### 'true/false' boolean value for saving clipped
NLCD shapefiles for each feature
polys = arcpy.GetParameterAsText(9)
### 'true/false' boolean value for erasing polygon
features from buffer prior to clipping from NLCD
### Set up three shapefiles that will be created each iteration of the for loop
buff = os.path.join(env.workspace, 'buff')
buff2 = os.path.join(env.workspace, 'buff2')
clip_in = os.path.join(env.workspace, 'clip_in')
### Set up and write headings for the first row of the text files
headers = [IDfield, "BarrenLand", "CultivatedCrops", "DeciduousForest",
"HighIntensityDevelopment", "LowIntensityDevelopment", "MediumIntensityDevelopment",
"OpenDevelopedLand", "EmergentHerbaceuousWetlands", "EvergreenForest", "HayPasture",
"Herbaceuous", "MixedForest", "OpenWater", "ShrubScrub", "WoodyWetlands", "TotalArea"]
headers = ','.join(map(str, headers))
with open(area_file, "a+") as att_file:
att_file.write(headers+"\n")
with open(percent_file, "a+") as att_file:
att_file.write(headers+"\n")
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### Run 2 buffers on input layer, so no small NLCD polygons will be dropped in the clip
arcpy.Buffer_analysis(InData, buff, buffDist)
arcpy.Buffer_analysis(buff, buff2, buffDist)
### Mask NLCD raster by the larger 2x buffer, and convert to unsimplified polygons based on
"NLCD_2011" field
mask = ExtractByMask(NLCDtif, buff2)
arcpy.RasterToPolygon_conversion(mask, clip_in, "NO_SIMPLIFY", "NLCD_2011")
### Create cursor on 1x buffer layer, with the ID field as row[0], SHAPE@ object as row[1] and
optional SQL statement
cursor = arcpy.da.SearchCursor(buff, [IDfield, "SHAPE@"], sql)
for row in cursor:
list1 = [0]*17
### create 'list1' as a list of 17 0s
list1[0] = row[0]
### set list1 index 0 as the ID field from the row of
the feature class
this = str(row[0])
### set ID of row as a string
feat = os.path.join(env.workspace, 'fc' + this)
### create a shapefile to hold the feature
from the row
arcpy.CopyFeatures_management(row[1], feat)
### copy row into shapefile
clip_in2 = os.path.join(env.workspace, 'clip_in2') ### create shapefile for clipped feature
### Find out if the data type for the input feature is a polygon, and if boolean value to erase
polygon features = 'true'
desc = arcpy.Describe(InData)
datatype = desc.shapeType
if datatype == "Polygon":
if polys == 'true':
arcpy.Erase_analysis(clip_in, InData, clip_in2, '') ### Erase polygon feature and
rename clip_in2 if both if statements 'true'
else:
arcpy.CopyFeatures_management(clip_in, clip_in2)
### rename clip_to clip_in2 if
either or both if statements 'false'
### Clip buffered feature from NLCD polygons and delete clip_2
arcpy.Clip_analysis(clip_in2, feat, 'nlcd_clip' + this, '')
arcpy.Delete_management(clip_in2)
### Set up new cursor on newly created clip feature with 'NLCD_2011' field as row[0] and
'SHAPE@AREA' as row[1]
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cursor2 = arcpy.da.SearchCursor('nlcd_clip' + this, ["NLCD_2011", "SHAPE@AREA"])
### Iterate through all seperate polygons within the clip and assign them to their corresponding
place in the list1 list, according to the value of 'NLCD_2011' fieldpyth
for row in cursor2:
if row[0] == 'Barren Land':
list1[1] = row[1] + list1[1]
elif row[0] == 'Cultivated Crops':
list1[2] = row[1] + list1[2]
elif row[0] == 'Deciduous Forest':
list1[3] = row[1] + list1[3]
elif row[0] == 'Developed, High Intensity':
list1[4] = row[1] + list1[4]
elif row[0] == 'Developed, Low Intensity':
list1[5] = row[1] + list1[5]
elif row[0] == 'Developed, Medium Intensity':
list1[6] = row[1] + list1[6]
elif row[0] == 'Developed, Open Space':
list1[7] = row[1] + list1[7]
elif row[0] == 'Emergent Herbaceuous Wetlands':
list1[8] = row[1] + list1[8]
elif row[0] == 'Evergreen Forest':
list1[9] = row[1] + list1[9]
elif row[0] == 'Hay/Pasture':
list1[10] = row[1] + list1[10]
elif row[0] == 'Herbaceuous':
list1[11] = row[1] + list1[11]
elif row[0] == 'Mixed Forest':
list1[12] = row[1] + list1[12]
elif row[0] == 'Open Water':
list1[13] = row[1] + list1[13]
elif row[0] == 'Shrub/Scrub':
list1[14] = row[1] + list1[14]
elif row[0] == 'Woody Wetlands':
list1[15] = row[1] + list1[15]
else:
break
### Assign list1 index 16 as total sum of index positions 1-15
list1[16] = sum(list1[1:])
print(list1)
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### Create list2 as list with value of ID field as index 0
list2 = [this]
### Loop through list1 and append the percentage of the total area for each class to the
corresponding position in list2, assign the last index postiton total area
for i in list1[1:-1]:
list2.append((i/list1[16])*100)
list2.append(list1[16])
print(list2)
### Convert both lists to string objects and write to repective text files
list1 = ','.join(map(str, list1))
list2 = ','.join(map(str, list2))
with open(area_file, "a+") as att_file:
att_file.write(list1+"\n")
with open(percent_file, "a+") as att_file:
att_file.write(list2+"\n")
### If save boolean = 'false', delete the clipped feature, otherwise only delete the other two
features created within the loop
if save == 'false':
arcpy.Delete_management('nlcd_clip' + this + '.shp')
arcpy.Delete_management('fc' + this)
arcpy.Delete_management(feat)
### Delete the three shapefiles created at the beginning of the scripit
arcpy.Delete_management(buff2)
arcpy.Delete_management(buff)
arcpy.Delete_management(clip_in)
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