Singular spectrum analysis (SSA), a linear (univariate and multivariate) time series tech-
Introduction
Principal component analysis (PCA), also known as empirical orthogonal function (EOF) analysis, is a classical multivariate statistical technique used to analyze a set of variables {x i } [von Storch and Zwiers, 1999] . It is commonly used to reduce the dimensionality of the dataset {x i }, and to extract features (or recognize patterns).
By the 1980s, interests in chaos theory and dynamical systems led to further extension of PCA to singular spectrum analysis (SSA): The information contained in a continuous variable and its 1st to (L − 1)th derivatives can be approximated by a discrete time series and the same time series lagged by 1, . . . , L − 1 time steps [Elsner and Tsonis, 1996, chap. 4]. Thus a given time series and its lagged versions can be regarded as a set of variables {x i } (i = 1, . . . , L)-an augmented dataset-which can be analyzed by the PCA. This resulting method is the SSA with window L. In the multivariate case where there is more than one time series, one can again make lagged copies of the time series, treat the lagged copies as extra variables, and apply the PCA to this augmented dataset-resulting in the multichannel SSA (MSSA) method, also called the space-time PCA (ST-PCA) method, or the extended EOF (EEOF) method (though in typical EEOF applications, only a small number of lags are used). For brevity, we will use the term SSA to denote both SSA and MSSA. A recent review of the SSA method is given by Ghil et al. [2001] .
Neural network (NN) models, which first became popular in the late 1980s, have significantly advanced nonlinear empirical modelling. Each member of the hierachy of classical multivariate methods-multiple linear regression, PCA and canonical correlation analysis (CCA)-has been nonlinearly generalized by NN models: nonlinear multiple regression [Rumelhart et al., 1986] , nonlinear PCA (NLPCA) [Kramer , 1991] , and nonlinear CCA (NLCCA) [Hsieh, 2000] . The tropical Pacific climate variability has been studied by the NLPCA method [Monahan, 2001; Hsieh, 2001a] and by the NLCCA method [Hsieh, 2001b] .
In PCA, a straight line approximation to the dataset is sought which accounts for the maximum amount of variance in the data. In NLPCA, the straight line is replaced by an open continuous curve for approximating the data [Kramer , 1991] . Kirby and Miranda [1996] introduced a NLPCA with a circular node at the network bottleneck (henceforth NLPCA.cir), so that the nonlinear principal component (NLPC) as represented by the circular node is an angular variable θ, and the NLPCA.cir is capable of approximating the data by a closed continuous curve.
This paper belongs to a series of papers on nonlinear PCA and its extensions. In Hsieh [2001a] , both NLPCA and NLPCA.cir were applied to study the tropical Pacific sea surface temperature anomalies (SSTA). In Hsieh and Wu [2002] , the nonlinear SSA (NLSSA) method was developed from the NLPCA.cir network, resulting in a new nonlinear time series technique. This nonlinear spectral technique allows the detection of highly anharmonic oscillations, as was illustrated by a stretched square wave imbedded in white noise, which showed NLSSA to be superior to SSA and classical Fourier spectral analysis [Hsieh and Wu, 2002] . In this present paper, the NLSSA method is used to analyze the tropical Pacific SSTA field, and the sea level pressure anomaly (SLPA) field, for the period from 1950 to 2000.
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2 Theory: From NLPCA to NLSSA Since NLPCA.cir has been explained fully in Hsieh [2001a] , we only outline its main properties here. The input data are in the form x(t) = [x 1 , . . . , x l ], where each variable x i , (i = 1, . . . , l), is a time series containing n observations. The model (Fig. 1) is a standard feedforward NN (i.e. multi-layer perceptron), with 3 'hidden' layers of variables or 'neurons' (denoted by circles) sandwiched between the input layer x on the left and the output layer x ′ on the right. Next to the input layer (with l neurons) is the encoding layer (with m neurons), followed by the 'bottleneck' layer, then the decoding layer (with m neurons), and finally the output layer (with l neurons). The jth neuron v
in the kth layer receives its value from the neurons v (k−1) in the preceding layer, i.e. v
, where
is a vector of weight parameters and b (k) j a bias parameter, and the transfer functions f 1 and f 3 are the hyperbolic tangent functions, while f 2 and f 4 are simply the identity functions. Hence a total of 4 successive layers of transfer functions are needed to map from the inputs x to the outputs x ′ . In NLPCA.cir, the bottleneck contains two neurons p and q confined to lie on a unit circle, i.e. only 1 degree of freedom as represented by the angle θ. Effectively, a nonlinear function θ = F (x) maps from the higher dimension input space to the 1-dimension bottleneck space, followed by an inverse transform x ′ = G(θ) mapping from the bottleneck space back to the original space, as represented by the outputs. To make the outputs as close to the inputs as possible, the cost function
the mean square error, MSE) is minimized (where · · · denotes a sample or time mean).
Through the optimization, the values of the weight and bias parameters are solved. Data compression is achieved by the bottleneck, yielding the nonlinear principal component θ. [2001a] noted that the NLPCA.cir, with its ability to extract closed curve solutions, is particularly ideal for extracting periodic or wave modes in the data. In SSA, it is common to encounter periodic modes, each of which had to be split into a pair of modes [Elsner and Tsonis, 1996] A small amount of weight penalty was added to the cost function as in Hsieh [2001a] and Hsieh and Wu [2002] , with the penalty parameter P = 0.02. Because of local minima in the cost function, there is no guarantee that the optimization algorithm reaches the global minimum. Hence an ensemble of 30 NNs with random initial weights and bias parameters was run. Also, 20% of the data was randomly selected as validation data and withheld from the training of the NNs. Runs where the MSE was larger for the validation dataset than for the training dataset were rejected to avoid overfitted solutions. Then the NN with the smallest overall MSE (i.e. the MSE computed over both training and validation data) was selected as the solution. Separate runs were made using m = 2, . . . Of interest is r, the ratio of the mean square error (MSE) of the nonlinear solution to the MSE of the linear solution. Here r = 0.71.
Hsieh
The NLSSA mode 1 space-time loading pattern for a given value of θ, can be obtained by mapping from θ to the outputs x ′ , which are the 8 PC values corresponding to the given θ. Multiplying each PC value by its corresponding SSA eigenvector and summing over the 8 modes, we obtain the NLSSA mode 1 pattern corresponding to the given θ.
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The NLSSA mode 1 loading pattens for various θ values are shown in Fig. 4 . Comparing the patterns in this figure with the patterns from the first 2 SSA modes in Fig. 2 , we find three notable differences: (i) The presence of warm anomalies for 24 months followed by cool anomalies for 24 months in the first two SSA modes, are replaced by warm anomalies for 18 months followed by cool anomalies for about 33 months in the NLSSA mode 1. Although the cool anomalies can be quite mild for long periods, they can develop into full La Niña cool events (Fig. 4c) .
(ii) The El Niño warm events are strongest near the eastern boundary, while the La Niña events are strongest near the central equatorial Pacific in the NLSSA mode 1, an asymmetry not found in the individual SSA modes. (iii) The magnitude of the peak positive anomalies is significantly larger than that of the peak negative anomalies in the NLSSA mode 1 (Fig. 4c) , again an asymmetry not found in the individual SSA modes.
All three differences indicate that the NLSSA mode 1 is much closer to the observed ENSO properties than the first two SSA modes are.
The NLPC θ of the NLSSA mode 1, plotted as a time series (cyclically bounded between −π and π radians) in Fig. 5 , reveals θ generally increasing with time. Thus the patterns in Fig. 4 generally evolve from (a) to (f) with time.
Next, we try to reconstruct the SSTA field from the NLSSA mode 1 for the whole record. The PC at a given time gives not only the SSTA field at that time, but a total of 25 SSTA fields (spread 3 months apart) covering the 73 months in the lag window. Thus well with the observed field, except for the weaker amplitude (Fig. 7) .
To extract the NLSSA mode 2, we removed the NLSSA mode 1 x ′ from the data x, and input the residuals (x − x ′ ) into the same NLPCA.cir network. Since this NLSSA mode 2 mainly combines SSA modes 3 and 4, it is plotted in the x 2 -x 3 -x 4 space (Fig. 8) , where the most prominent feature is the large loop in the x 3 -x 4 plane. There are also nonlinear relations manifested in the x 2 -x 3 and x 2 -x 4 planes, as well as in the x 1 -x 3 and x 1 -x 4 planes (not shown). The NLSSA mode 2 explains 12.6% of the total variance of the residuals. In contrast, if the residuals were input into a PCA model, the leading mode (shown by the straight lines in Fig. 8 ) would only explain 7.3% of the variance. For mode 2, r = 0.77.
The space-time loading patterns associated with this NLSSA mode 2 (Fig. 9 ) reveal oscillations at around the triennial period. The corresponding NLPC θ is also plotted in What is striking about this NLSSA mode 2 when compared with the NLSSA mode 1 is its great regularity. Here the warm and cool anomaly patterns are approximately mirror images of each other, unlike the large differences (in duration and intensity) between warm and cool anomaly patterns found in the NLSSA mode 1 (Fig. 6) . The oscillations at around the 39-month period, except for a few years when the oscillations faded away, are far more regular (Fig. 10 ) than the fluctuations generated by the NLSSA mode 1 (Fig. 6) . The great regularity strongly suggests that this quasi-triennial oscillation of the NLSSA mode 2 is a much more linear phenomenon than the NLSSA mode 1.
We next plot the spatial anomaly patterns during peak warming and during peak cooling in the Nino 3 region (150
• N) in the eastern equatorial Pacific. Searching over all lags and θ from 0
• to 360 • , we found the lag and θ when the maximum value of the loading in the Nino 3 region occurred; and similarly for the minimum value. The spatial anomaly patterns for the NLSSA mode 1 and 2 during maximum and minimum SSTA in the Nino 3 region are shown in Fig. 11 . For the NLSSA mode 1, the cool pattern (Fig.   11b ) is centered much further offshore from Peru than the warm pattern (Fig. 11a) , while for the NLSSA mode 2, such a difference is not found between the warm pattern ( Fig. 11c) and the cool pattern (Fig. 11d) . The anomalies are more closely confined to the equator for mode 1 than those for mode 2.
For the period 1971 to 2000, comparing the reconstructed SSTA from NLSSA mode 1 (Fig. 6) , that from NLSSA mode 2 (Fig. 10 ) and the observed SSTA (Fig. 7) , we note that during the major El Niño events (e.g. 1972, 1982-83 and 1997 The first 8 SSA modes of the SLPA accounted for 7.9%, 7.1%, 5.0%, 4.9%, 4.0%, 3.1%, 2.5% and 1.9% respectively, of the total variance of the augmented data. The first two modes displayed the Southern Oscillation (SO), the east-west seesaw of SLPA at around the 50-month period, while the higher modes displayed fluctuations at around the quasibiennial oscillation (QBO) [Hamilton, 1998 ] average period of 28 months (not shown).
The eight leading PCs of the SSA were then used as inputs, x 1 , . . . , x 8 , to the NLPCA.cir network, yielding the NLSSA mode 1 for the SLPA. This mode accounts for 17.1% of the variance of the augmented data, significantly more than the variance explained by the first two SSA modes (15.0%). This is not surprising as the NLSSA mode did more than just combine the SSA modes 1 and 2-it also nonlinearly connects the SSA mode 3 to the SSA modes 1 and 2 (Fig. 12 ). In the x 1 -x 3 plane, the bowl-shaped projected solution implies that PC3 tends to be positive when PC1 takes on either large positive or large negative values. Similarly, in the x 2 -x 3 plane, the hill-shaped projected solution indicates that PC3 tends to be negative when PC2 takes on large positive or negative values. These curves reveal nonlinear interactions between the longer time scale SSA modes 1 and 2, and the shorter time scale SSA mode 3. Here r = 0.68, smaller than that found for the SSTA mode 1, indicating somewhat stronger nonlinearity in the SLPA than in the SSTA.
The NLPC θ (Fig. 5) shows θ generally increasing with time. The space-time loading patterns for the NLSSA mode 1 at various θ reveal that the negative phase of the SO is much shorter and more intense than the positive phase (not shown), in agreement with observations, and in contrast to the SSA modes 1 and 2, where the negative and positive phases of the SO are about equal in duration and magnitude. The SLPA field reconstructed from the NLSSA mode 1 (NLRC1) during 1971-2000 is shown in Fig. 13 , which also reveals the negative phase of the SO to be more intense but of shorter duration than the positive phase.
After the NLSSA mode 1 had been removed from the data, the residual data were then input into the NLPCA.cir network to extract the NLSSA mode 2. This mode is not shown in the PC space as it resembles Again comparing the SLPA NLSSA mode 2 (Fig. 14) with the SLPA NLSSA mode 1 (Fig. 13) , we note that the positive and negative anomaly patterns of mode 2 are approximately mirror images of each other, in contrast to the large differences (in duration and intensity) between positive and negative anomaly patterns found in the NLSSA mode 1.
The oscillations at around the 39-month period, except for a few years when the oscillations 13 faded, are far more regular (Fig. 14) than the fluctuations generated by the NLSSA mode 1 (Fig. 13) . The great regularity strongly suggests that this quasi-triennial oscillation of the NLSSA mode 2 is a much more linear phenomenon than the NLSSA mode 1. The quasi-triennial oscillations in the SLPA (Fig. 14) coincide very well with those in the SSTA (Fig. 10) .
The spatial SLPA patterns for NLSSA mode 1 and 2 during maximum and minimum SLPA in the Nino 3 region were also calculated. Again, the strongest SLPA in the NLSSA mode 2 tend to occur further away from the equator than the strongest SLPA in NLSSA mode 1, analogous to what was found for the SSTA (Fig. 11 ).
For the period 1971 to 2000, comparing NLRC1 ( Fig. 13) and NLRC2 14), we note that during the major El Niño events (e.g. 1972, 1982-83 and 1997 To explore relations between the NLRC1 for the SSTA and that for the SLPA, the NLRC1 of the SSTA averaged over the Nino 3 region was lagged correlated with that of the SLPA over Nino 3. The peak correlation of 0.56 occurred when SLPA leads SSTA by 1 month. In the Nino 3.4 region (170
• N), the peak correlation was 0.54 with SLPA leading SSTA by 2 months.
Between the NLRC2 of the SSTA and the NLRC2 of the SLPA, the peak correlation in Nino 3 was 0.96 with SLPA leading SSTA by 1 month, while in Nino 3.4, the peak correlation was 0.92 with SLPA leading by 2 months. The peak correlations here are much higher than those involving the NLRC1, suggesting that the coupling between NLSSA mode 2 of the SSTA and that of the SLPA may be stronger than the NLSSA mode 1 coupling.
Summary and discussion
As neural network modelling has generalized PCA to NLPCA, it is natural to similarly extend SSA to NLSSA. SSA is simply PCA applied to an augmented dataset (containing the original dataset, and copies of the dataset lagged by a range of time steps). In most NLPCA applications, the dataset is first condensed by the PCA method, and the first few PCs are used as inputs to the NLPCA. Similarly, with NLSSA, the dataset is first condensed by the SSA, and the first few PCs from the SSA are chosen as inputs to the NLPCA.cir network (the NLPCA with a circular node at the bottleneck), which extracts the NLSSA mode by nonlinearly combining the various SSA modes. For the tropical Pacific SSTA, the NLSSA mode 1 combines mainly the SSA modes 1 and 2, characterizing the ENSO phenomenon. However, in the SSA modes, the warm and cool periods are of similar duration and intensity, whereas in the NLSSA mode, the warm period is of shorter duration and greater intensity. Furthermore, in the NLSSA mode, the peak warm event is centered in the eastern equatorial Pacific while the peak cool event is centered much further west, a contrast not found in the SSA modes 1 and 2. In short, the NLSSA mode gives a much more accurate picture of the ENSO phenomenon than the leading pair of SSA modes.
For the tropical Pacific SLPA, the NLSSA mode 1 not only combines the SSA modes 1 and 2 with ENSO time scales, but also reveals nonlinear interactions between these two and mode 3 , which has a QBO time scale. Again the symmetry between the positive and negative phases of the SO found in the SSA modes 1 and 2, disappeared in the NLSSA mode 1, in agreement with observations.
An interesting comparison can be made between the NLSSA mode 1 of the SSTA and that of the SLPA, which show that the SLPA is more nonlinear than the SSTA at the ENSO time scale. This is in contrast to the NLPCA study by Monahan [2001] and the NLCCA study by Hsieh [2001b] , where the SSTA was found to be more nonlinear than the SLPA. The difference is that in the two earlier studies, time lags were not incorporated, so only nonlinearity in space was being measured. In fact, NLPCA can be regarded as a limiting case of NLSSA, with the window L = 1 month. By incorporating time lags, NLSSA measures the nonlinearity in both space and time, and reveals SLPA to be the more nonlinear field, due to the stronger nonlinear interactions between ENSO and QBO time scales.
Perhaps the most intriguing achievement of the NLSSA is the isolation of a quasitriennial oscillation of about 39-month period in both the SSTA NLSSA mode 2 (Figs. 9
and 10) and the SLPA NLSSA mode 2 (Fig. 14) . In fact, the correlation between the SSTA and the SLPA in this 39-month oscillation is much higher than that found in the main ENSO signal (NLSSA mode 1) at the 4-5 year period. While a 3-year oscillation has been known to exist in the SO for a long time, and in fact known to dominate over the 5-year oscillation during 1882-1926 [Troup, 1965] , its close proximity to the main ENSO signal at the 4-5 year period renders a clean extraction difficult. NLSSA reveals this 39-month signal to be in fact considerably more regular, without the east-west shift of the SSTA between warm and cold events as found in the NLSSA mode 1, and hence likely to be more linear than the main signal (NLSSA mode 1). The 39-month period is also longer than most of the QBO periods reported by previous studies using linear techniques [Ghil et al., 2001] .
Here, the longer 39-month period appears to arise from nonlinearly combining the SSA modes of QBO periods and the longer period SSA modes 1 and 2. This 39-month signal also appears less closely confined to the equator than the main signal. 
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