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ABSTRACT 
The subject is explicit formulas for f(A), where A is a complex matrix and f a 
function. For well-known reasons, we may assume (as long as only finitely many 
matrices are in consideration as arguments at once) that each function f considered 
is a polynomial. When A has a known nontrivial invariant subspace, it may be 
written 
A= (0.1) 
the main new result of this paper is an explicit expression for/(A) in terms of A,, A,, B, 
and its generalization to the case where a chain of invariant subspaces is known. The 
result becomes trivial when the invariant subspaces are reducing, of course; when 
they provide the Jordan normal form of A, the result agrees with the familiar formula 
[5, Sec. 2.51. Two other results are included: a Newton formula and a Taylor formula 
for f(A + H). These are not new, having been in my lectures at the University of 
Wisconsin in 1963, but aside from a brief mention [l] they are unpublished. The 
Corollary to Theorem 2, also in the unpublished Wisconsin lectures, was discovered 
independently and applied by P. C. Rosenbloom [B]. 
1. PRELlMINARIES 
Throughout the paper, &? will be a finite-dimensional vector space 
and A an operator on it. Sometimes ti will be decomposed as a direct 
sum Z=&?,@X,@*..@X,, and operators will correspondingly 
be written as block matrices. _.Y(#) denotes the space of linear operators 
on X. 
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The vocabulary for the results has two main parts: tensor products 
and divided differences. 
Tensor products of vector spaces are defined in the usual way; also, 
if A is an operator on Z and B an operator on x, then A @ B is defined as 
an operator on 2 @ x [in particular, (A @ B)(x @ y) = Ax @ By]. 
Let .%P denote the tensor product of $ copies of #. A special notation 
which will be useful here is the binary operation “N”. For W E $P(ZP+l) 
and X E 9(x”), W - X is defined E 9(x) by the following rules: 
G :) 
in the special case that W = F, @ F, @ *- * @ F,,l and X = 
1 ..* @G,, let WAX = FIGIF,*-- G,F,+l; 
(ii) W - X depends linearly upon each of the arguments W and X. 
Divided differences may be defined, for polynomials, as follows: First, 
if g is a polynomial in s indeterminates, define g”], a polynomial in s + 1 
indeterminates, by the identity 
g[ll (4 >..., AS-l> Pl> IuZ)(Pl - P2) 
= g(&, . . > k-1, pd - g(&, . . > As-l, i-42). 
Next, if f is a polynomial in one indeterminate, define f[” to be f and, 
inductively, fLsl to be (f[s-ll)tll. It is easy to prove by induction that all 
the f[“] are thereby uniquely defined and symmetric in their arguments. 
We will also need the following well-known easy consequence of the 
definition. Let 1~ be thepth power function of one indeterminate: l”(1) = 
;jp; then for $ > s, 
(p)[“l(n,, . . .) A,) = 2 ;Igi”p - . * /Isi”. 
i,-t...+is=p-s 
i&O 
2. FUNCTIONS OF BLOCK TRIANGULAR MATRICES 
THEOREM 1. If A is given by (O.l), we ?zave 
f[ll(A, @ 1, 1 @A,) -B 
(1.1) 
(2.1) 
Proof. The correspondence f --f f(A) is, in the lingo of functional 
analysis [4], a “functional calculus” or “operational calculus” for A. 
That is, it is an algebra homomorphism (in this case, from the algebra of 
polynomials in one variable); it takes the constant polynomial 1 to the 
identity linear transformation 1; and it takes the manic first-degree 
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polynomial 1 to the operator A. These properties evidently determine 
it uniquely. It therefore suffices to verify them for the correspondence p 
which takes every polynomial f to the block matrix in the right-hand 
member of Eq. (2.1). 
The proof that p is linear uses the linearity of the correspondence 
f - ftll, the linearity of the correspondence taking polynomials f to f(C) 
(C a fixed operator), and the linearity in each argument of the operation 
“N” ; but it does not use anything else. To prove 
1 0 
V(I) = 0 I ( ) 
we use, on the diagonal, the fact that l(A,) = 1 and l(A,) = 1 (please 
excuse the notation !) ; the reason the upper right entry is 0 is the evident 
fact that the divided difference of the constant polynomial 1 is 0. Similarly 
for p( I), we evidently get the desired diagonal entries, while to show that 
the upper right entry has the desired value, B, we must find the divided 
difference : by definition, pi” = 1, and 1 N B = B. 
The main point is to show that p is multiplicative: 
V(f4 = V(f)&) (2.2) 
(where the multiplication on the right is of course multiplication of 2 x 2 
block matrices). Now Eq. (2.2) is linear in f and g separately, so it is 
enough to verify it for the case that each of them is a power function. 
Also it holds when either f or g is the polynomial 1. Now let f = In, 
g = 1” (~3 and 4 positive). We have to verify that q( I”+“) = q( lP)q( I*). 
As to the diagonal entries this is immediate. For the above-diagonal 
entries we use the relation 
(p)[‘l(n, p) = ;I’-1 + p2p + * * * + pr-1, 
a special case of Eq. (1.1). Then we compute 
(f’)[‘](Al @ 1, 1 @J A,) N B = AIT-% + A,‘-2BA, 
+ ~~7-3~~~3 + . . . + BA2r-l, 
hence 
( ~P+Q)~~](A~ @ 1, 1 @ A,) - B 
= AIP+HB + . . . + Al~BAZ~--l + AIn-lBAzn + . . . + BA2”+n--l 
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This completes the proof of the theorem. 
The generalization to a chain of invariant subspaces involves little 
additional. 
THEOREM 2. If A is given by 




where Cij (1 < i < i < m) is given by the following rule : 
Cij=~f[“‘(A,~,l~~~~~l,1~AA,,~~~~~l,...,1~~~~~l~A,/1) 
- (&,,lcc @ L&l,, @ . . * @ &+-lkJ~ (2.6) 
the sum being ouer all distinct sets (k,, . . , k,) of integers such that i = 
k, < k, < * - . <k,=j, l<,~<i-i. 
It is noteworthy (indeed it is used in the proof) that Eq. (2.6) gives 
the desired answer when i = i too, namely, the single term f(AJ. 
Proof. Let y denote the function which takes any polynomial f to 
the block matrix in the right-hand member of Eq. (2.5) [Cij being as in 
Eq. (2.6)]. The first paragraph of the proof of Theorem 1 applies with 
minor alterations to the new situation. Thus again the crux is to prove 
Eq. (2.2); and for the same reason as above it is again enough to do it for 
f, g, power functions: f = I”, g = 1” (p, q positive). 
I will discuss only the (1, m)-entry of Eq. (2.2) -an inessential specializa- 
tion. 
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For the function 1 p+Q, then, let us write the general term of the sum 
(2.6) for C,,,; andexpandusing(1.1). For1 =k,<kr<~**<k,=m, 
we get [generalizing (2.3)] 
- (BK& @3 * . * 63 B?+@,) 
(2.7) 
Summing over all such (k,, . . . , k,) gives the (1, m)-entry of the left side 
of Eq. (2.2). Now each term on the right side in Eq. (2.7) has fi + q 
factors. The first p of these factors form a product A~OBkOk,A~, . .* 
B Ai@’ with 1 = k, < k, < - * - kl*‘_lkp’ kp’ < k,. = y’ for some j, i < i ,( m; 
the remaining q factors form a product A{;B,,,,,A{; * * * B,p,,_lla,,A$: with 
i = I, < I, < . . . < I,,,, = m, indeed I, = k,_,,. Clearly we have factored 
the term as a term in the expansion of the (1, j)-entry of y( IQ’), times a 
term in the expansion of the (i, m)-entry of F( IQ). But it is also clear that 
all such terms occur just once. This completes the proof of Eq. (2.X), 
which was all we required. 
COROLLARY. If A is the m x m matrix 
then 
uhere cij (1 < i < j < m) is given by 
%j = c f[pl(ak,,, . . . , akp)bkOklbk,k2. . a bkp_lkpp 
the sum being over all distinct sets (k,, . . . , k,) of integers such that i = 
k, < k, < -. . <k,=j,l<,u<j-ii. 
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This is form Theorem takes when the blocks 1 
Form = 1, 2,. . , and arbitrary matrices A,, AI,. . . , A,, 
/(A,) = /(A,) + f[“(Ao ~3 1, 1 63 A,) - (Am - A,,) 
+ fi”‘(Ao 63 1 6 1, 1 c3 A, @ 1, 1 63 1 63 A,) 
- {(A, - A,) ~3 (A, - A,)) + *. * 
+f[“](A,,@l @...@l,...,l @ . ..@l @A m ) 
- {& - A,) @. . * @ (Am - Am-d}. (3.1) 
This is readily established by methods like those of Sec. 2. Rather 
than retrace the argument, however, I will here derive it from the result 
of Theorem 2. Set 
A, A, - A,, 0 . . . 0 
Al Am--~1 ‘.. t 
A = 0 . (3.2) 
A, - A,-, 
0 A,, 
Applying Theorem 2, we get a block matrix expression for f(A); the 
elements in its bottom row sum to /(A,), while the elements in its top 
row sum to the right side of Eq. (3.1). Thus Theorem 3 will be proved if 
we show that f(A) is a block matrix with all row-sums equal. Now con- 
formable block matrices having that property form an algebra (proof 
as in the case of matrices with numerical entries); and A given by Eq. 
(3.2) has the property. The theorem is proved. 
THEOREM 4. For 112 3 deg f, 
f(A + H) 
= f(A) + f”](A @ 1, 1 @ A) NH + ..a 
-(H @.a. @H). 
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Proof. In Theorem 3, replace A,, . A,_, 
f[“]. But m has been given large enough 
that the function frml .IS a constant, so it does not matter what its argument 
is. This completes the proof. 
Concluding Remark. Though Theorem 4 has every right to the title 
of the Taylor formula, we would rather apply the term to an expression 
for f(A + tH), where the domain of t is an infinite set of complex numbers 
having 0 in its closure. Then f could no longer be taken to be a polynomial. 
This can indeed be done [Z], [l], and seems important. One is faced at once 
with the task of estimating remainder terms; fascinating and unexpected 
phenomena arise [3], on which I do not propose to comment in this paper. 
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