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Abstract
Assigning weights to a large pool of objects is a fundamental task in a wide variety of ap-
plications. In this article, we introduce a concept of structured high-dimensional probability
simplexes, whose most components are zero or near zero and the remaining ones are close to
each other. Such structure is well motivated by 1) high-dimensional weights that are com-
mon in modern applications, and 2) ubiquitous examples in which equal weights—despite their
simplicity—often achieve favorable or even state-of-the-art predictive performances. This par-
ticular structure, however, presents unique challenges both computationally and statistically.
To address these challenges, we propose a new class of double spike Dirichlet priors to shrink a
probability simplex to one with the desired structure. When applied to ensemble learning, such
priors lead to a Bayesian method for structured high-dimensional ensembles that is useful for
forecast combination and improving random forests, while enabling uncertainty quantification.
We design efficient Markov chain Monte Carlo algorithms for easy implementation. Posterior
contraction rates are established to provide theoretical support. We demonstrate the wide appli-
cability and competitive performance of the proposed methods through simulations and two real
data applications using the European Central Bank Survey of Professional Forecasters dataset
and a UCI dataset.
Keywords: Ensemble method; Forecast combination puzzle; High-dimensional simplex; Pos-
terior contraction; Random forests.
1 Introduction
There is an immense variety of applications in which the key is to assign weights to a large pool of
objects, such as in model averaging, forecast combination, and tree ensembles. High-dimensional
models and sparse learning methods have gained extensive attention in statistics; however, much
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less focus has been given to the simplex setting, where the entries of the unknown parameter or
weights are non-negative and sum up to one. In this paper, we are interested in structured high
dimensional simplexes with sparsity and partial constancy, i.e., most of the weights are zero or near
zero and the remaining ones are close to each other.
Such structure is well motivated by the recurrent observation in various areas that equal weights
often achieve favorable or even state-of-the-art empirical performances in practice, and the weights
may be high-dimensional in modern applications.
The first notable example is forecast combination in economics. There is a rich literature on
how to optimally combine individual forecasts, and simplex structure is commonly used for weights
since it leads to unbiased estimation if each forecast is unbiased (Bates and Granger, 1969; Granger
and Ramanathan, 1984). One remarkable observation is that the simplest combination method
using equal weights constantly outperforms more complicated weighting schemes in terms of mean-
squared forecast error, a phenomenon that is known as the ‘forecast combination puzzle’ (Clemen,
1989; Stock and Watson, 2004; Smith and Wallis, 2009; Makridakis et al., 2020). On the other
hand, the number of forecasters can be large compared to the number of historical records in many
applications, pointing to the high-dimensional regime where sparsity may be desired.
Another example that may benefit from such structure is the well-known random forests
method (Breiman, 2001), an ensemble method that first builds then averages a large collection
of de-correlated trees. Random forests have long been considered as one of the most successful
general-purpose supervised machine learning methods (Svetnik et al., 2003; Segal, 2004; Palmer
et al., 2007; Biau and Scornet, 2016). It is a special case of high-dimensional forecast combination
if we treat the large number of trees as individual forecasters. Breiman (2001) proved that the
generalization error converges almost surely to a limit as the number of trees goes to infinity, which
implied that above a certain number of trees, adding more trees in the forest does not improve ac-
curacy much. This has invited discussions on whether a subset of individual trees can outperform
the whole forest in prediction (Kulkarni and Sinha, 2012), in addition to its apparent advantage of
improved parsimony. For example, Zhang and Wang (2009) and Bernard et al. (2009) developed
methods to reduce the forest size while maintaining the prediction accuracy comparable to the
initial forest. However, they did not incorporate both sparsity and partial constancy into ensemble
methods such as random forests, which may lead to substantial predictive gain using real world
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data. Furthermore, the joint statistical inference on this constrained high-dimensional space with
uncertainty quantification has not been studied in the literature.
Such structure is indeed ubiquitous as equal weights and high-dimensional settings that neces-
sitate sparsity are routinely encountered in modern applications, and convex combination often
enjoys stability and theoretical guarantees (Bunea et al., 2007; Polley and van der Laan, 2010).
Throughout this article, we assume the true parameter obeys this structure. While structured sim-
plexes can be integrated into any model or flexible loss functions beyond the likelihood as long as
the parameter space is a probability simplex, we will focus on high-dimensional ensemble learning
for concreteness. This setting has wide applications; for example, it is a common framework in
forecast combination (Granger and Ramanathan, 1984; Diebold and Pauly, 1990), and it serves as
a main building block for super learner in the model aggregation literature (Van der Laan et al.,
2007; Polley and van der Laan, 2010).
When the high-dimensional parameters are constrained on a simplex, the popular `1 penalty
for sparse learning in high-dimensional regression falls short, as the `1 norm of the parameters is
equal to one. There is a recent literature on simplex structure, including sparse projection onto
the simplex (Kyrillidis et al., 2013) and constrained optimization (Clarkson, 2010). In the high-
dimensional setting, Li et al. (2016) focused on an estimation problem under the simplex constraint.
They improved over empirical risk minimization with respect to sparsity through thresholding or
re-weighted `1 regularization. Conflitti et al. (2015) studied the high-dimensional forecast combina-
tion problem and found that the probability simplex constraint helped stabilize the determination
of the optimal weights. However, none of these methods account for partial constancy in the pa-
rameter space that appears to be a key structure in the aforementioned examples, and uncertainty
quantification remains a challenge.
A natural approach to carry out estimation constrained on the structured simplex space is to
adopt a two-step strategy of ‘sparsity first, then partial constancy’: first select a subset of forecasts,
then shrink the remaining ones toward a constant while maintaining the simplex constraint. There
is a rich menu of methods for the first step, for example, lasso (Tibshirani, 1996); this approach has
been implemented in Diebold and Shin (2019), and hereafter we refer to it as partially-egalitarian
lasso (peLASSO). However, there is no guarantee that the selected forecasters always have non-
negative coefficients, leading to a subsequent concern that why coefficients of opposite signs should
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be reset to the same constant. Moreover, such a two-step strategy suffers from the model selection
error in the first step, such as false positives of lasso (Bogdan et al., 2015; Su et al., 2017), which
is disruptive for estimating structured simplexes in light of the strong structure implied by partial
constancy.
In this article, we propose a Bayesian method to simultaneously accommodate sparsity, partial
constancy, and the simplex constraint under the high-dimensional setting, while allowing for infer-
ence. At the core of our method lies a new class of double spike Dirichlet priors, which leads to
joint inference without resorting to two-step alternatives that have pitfalls. We note and explain
later in Section 2 that the symmetric Dirichlet prior with a common small concentration parame-
ter, a default prior for a probability simplex, is less appropriate for the structured simplex under
consideration.
When applied to ensemble learning, the proposed double spike Dirichlet priors lead to a prin-
cipled Bayesian strategy for structured ensembles, which enables uncertainty quantification and
tuning key parameters without relying on cross-validation. We establish a posterior contraction
property by showing the entire posterior distribution concentrates around the desired structure,
adaptive to the unknown sparsity level, which to our best knowledge is first of its kind for struc-
tured high-dimensional probability simplexes. The proposed method is computationally easy to
implement using Metropolis-Hastings algorithms. We illustrate through simulations and two case
studies that the proposed method leads to a substantial improvement of prediction over alter-
natives. In particular, the proposed method complements random forecasts with improved pre-
diction, enhanced parsimony, and easy implementation, strongly suggesting its wide applicabil-
ity building on the success and popularity of random forests in practice. We provide R code at
https://github.com/xylimeng/StructuredEnsemble for routine implementation.
The rest of the paper is organized as follows. Section 2 presents the proposed double spike
Dirichlet priors and compares its properties to that of the symmetric Dirichlet prior. The poste-
rior sampling algorithm is described in Section 3. Section 4 studies properties of the coefficients’
posterior distribution and gives a posterior contraction rate. Simulation studies are carried out in
Section 5. In Section 6 and Section 7, the method is illustrated by real data application using the
European Central Bank Survey of Professional Forecasters dataset and the concrete dataset (Yeh,
1998) from the UCI repository (Dua and Graff, 2017), respectively.
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2 The double spike Dirichlet priors
For concreteness, we focus on a high-dimensional ensemble learning problem with model weights
constrained on a simplex, which is a common approach to recast forecast combination (Granger
and Ramanathan, 1984) and is a main building block for super learner (Van der Laan et al., 2007;
Polley and van der Laan, 2010). Note the methods developed in this article easily generalize to
any model or risk functions in lieu of the likelihood, such as generalized linear regression, Gibbs
posterior (Jiang and Tanner, 2008), etc., leading to structured counterparts.
Let ΘK−1 = {β |∑Ki=1 βi = 1, βi ≥ 0, 1 ≤ i ≤ K} be a probability simplex. Ensemble learning
can be cast as a constrained linear regression model
Y = Xβ + ε,
where the unknown K-dimensional weight parameter β is constrained on the probability simplex
ΘK−1, X is the given n×K design matrix with each column being the prediction by a forecaster
or learner, and ε ∼ N(0, σ2I) is the error term with σ2 possibly unknown. We allow the situation
n ≤ K and are interested in structured coefficients, i.e., we assume the ground truth β∗ belongs to
the set
Θ(s,K) = {β | β ∈ ΘK−1 has only s ≥ 2 nonzero elements
and they all take a common value 1/s},
(1)
where s is unknown but is considerably smaller than K.
Motivated by the special structure in Equation (1) as well as the simplex constraint, we propose
the following hierarchical class of double spike Dirichlet priors on β:
β|γ, ρ1, ρ2 ∼ Dir (ρ1γ + ρ2(1− γ))
γi|θ independent∼ Bernoulli(θ) (i = 1, . . . ,K),
(2)
where ρ1 > ρ2 > 0. We use a conjugate inverse-Gamma prior on σ
2 when it is unknown, i.e.,
σ−2|a1, a2 ∼ Gamma(a1, a2). In Equation (2), γi = 1 indicates βi is associated with the larger
concentration parameter ρ1, and otherwise a smaller concentration parameter ρ2. Denote |γ| =
5
∑K
i=1 γi. Marginalizing out γ = (γ1, . . . , γK), the prior on β becomes
g(β; θ, ρ1, ρ2) =
∑
γ
Γ (ρ1|γ|+ ρ2(K − |γ|))
Γ(ρ1)|γ|Γ(ρ2)K−|γ|
K∏
i=1
β
ρ1γi+ρ2(1−γi)−1
i θ
|γ|(1− θ)K−|γ|.
The proposed prior is a mixture of symmetric Dirichlet distributions using independent
Bernoulli’s supported on {ρ1, ρ2} as the mixture kernel. We choose a large value for ρ1 and a
small value for ρ2 and θ to encode the structural information formulated in Equation (1). Then
conditional on γ, elementary properties of Dirichlet distributions indicate that those βi’s associated
with γi = 0 tend to be 0 and the remaining ones are nonzero and tend to be equal. Hence, we call
g(β; θ, ρ1, ρ2) the double spike Dirichlet priors.
The symmetric Dirichlet distribution (pi1, . . . , piK) ∼ Dir(α, . . . , α), which can be seen as a
special case of our prior with ρ1 = ρ2, is a default prior on the probability simplex. Often a
very small α value is chosen to induce sparsity. For example, Rousseau and Mengersen (2011)
advocated Dirichlet priors with small concentration parameters on weights for over-fitted mixture
models. However, as indicated by the following theorem, as α→ 0, most realizations sampled from
the symmetric Dir(α, . . . , α) are very close to vectors containing all zeros with a single one at a
random location from 1, . . . ,K.
Theorem 1. Let (pi(1), . . . , pi(K)) be the order statistics of (pi1, . . . , piK). If (pi1, . . . , piK) ∼
Dir(α, . . . , α), then for any t ∈ (0, 1) and α > 0, we have
pr(pi(K−1) ≤ tpi(K)) ≥ tα(K−1).
Proof. See the Appendix.
Theorem 1 indicates that for any t ∈ (0, 1) and α > 0, we have
pr(pi(K−1) ≤ t) ≥ pr(pi(K−1) ≤ tpi(K)) ≥ tα(K−1).
Therefore, if we let α ↓ 0, the probability pr(pi(K−1) ≤ t) → 1, which implies that the second
largest probability pi(K−1) is bounded up by any fixed constant t with probability approaching 1.
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Furthermore, for small α ∈ (0, 1), we let t = α and obtain that
pr(pi(K−1) ≤ α) ≥ αα(K−1).
If α = o(1), it follows that
pr(pi(K−1) ≥ α) ≤ 1− αα(K−1) = 1− eα(K−1) logα = O(−α logα) = o(αc),
for any positive constant c < 1. Thus the second largest probability pi(K−1) is greater than α
with a small probability o(αc), which appears too restrictive. In contrast, the proposed double
spike Dirichlet priors mitigate this restriction in that it puts at least
(
K
s
)
θs(1 − θ)K−s mass on
probability vectors with any number s of nonzeros, and the expected number of nonzeros is θK.
The configuration of samples from the proposed prior depends on the choice of θ, ρ1 and ρ2, where
a large ρ1 together with a small ρ2 helps shrink the nonzeros to a constant.
3 Posterior sampling and posterior summary
We adapt the stochastic search algorithm that used add, delete and swap moves for posterior sam-
pling (Brown et al., 1998; Chapple et al., 2017). We add a stay step so that the algorithm could
keep drawing samples of β to improve mixing if stabilizing around a vector of γi’s. As such, we
propose a random search algorithm for posterior sampling, which we call Add/Delete/Swap/Stay
(ADSS). The algorithm is essentially Metropolis-Hastings; it also exploits the well-known relation-
ship between the Dirichlet and Gamma distribution, as we mentioned in the proof of Theorem
1.
The ADSS algorithm includes the following steps:
1. Set t=0. Initialize (σ−2)(t), γ(t)i , A
(t)
i for i = 1, . . . ,K. Set β
(t) = A(t)/
∥∥A(t)∥∥
1
, where
A(t) = (A
(t)
1 , . . . , A
(t)
K ), and ‖·‖1 is the `1 norm of a vector.
2. Set t = t + 1. Given γ(t−1), initialize a candidate vector γ˜ = γ(t−1). Proceed to one of the
following with equal probability:
(a) (add) randomly select a j from J = {j′|γ(t−1)j′ = 0}. Set γ˜j = 1;
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(b) (delete) randomly select a j from Jc = {j′|γ(t−1)j′ = 1}. Set γ˜j = 0;
(c) (swap) randomly select a j1 from J and j2 from J
c. Set γ˜j1 = 1, γ˜j2 = 0;
(d) (stay) no actions;
Conditional on γ˜, for i = 1, · · · ,K, propose a candidate A˜i ∼ Gamma(ρ1γ˜i + ρ2(1 − γ˜i), 1).
Set β˜ = A˜/
∥∥∥A˜∥∥∥
1
, where A˜ = (A˜1, · · · , A˜K).
3. Accept γ(t) = γ˜ and β(t) = β˜ with probability
min
(
1,
{θ/(1− θ)}|γ˜|
{θ/(1− θ)}|γ(t−1)|
exp{−(σ−2)(t−1)∑ni=1(yi − xTi β˜)2/2}
exp{−(σ−2)(t−1)∑ni=1 (yi − xTi β(t−1))2 /2}
)
;
Otherwise, keep γ(t) = γ(t−1), β(t) = β(t−1).
4. Draw (σ−2)(t) ∼ Gamma
(
a1 + n/2, a2 +
∑n
i=1
(
yi − xTi β(t)
)2
/2
)
.
5. Repeat Step 2–4 for niter times.
The posterior summary depends on the inferential goal. For example, if a point estimate of β
is of interest, we may report the posterior mean after the burn-in period. If the uncertainty of the
estimated β is also of interest, we may report a region of β’s based on quantiles of `1 errors. In the
following simulation studies and real data applications, we mainly use the posterior mean of β to
combine forecasts, unless stated otherwise.
4 Posterior properties
In this section, we study posterior properties of β, which guarantees the entire posterior distribution
concentrates around the true structure and leads to insights about choosing ρ1, ρ2 and θ. For
notational simplicity, we assume σ = 1. We first introduce a compatibility condition on the design
matrix. Define the compatibility number of the model by
Φ(s) = inf
{‖Xβ‖2√s
‖X‖ ‖β‖1
: ‖β‖1 ≤ 2
}
,
where ‖X‖ = maxj ‖X·,j‖2, and ‖β‖q = (
∑
j |βj |q)1/q for 1 ≤ q ≤ ∞. We say the model satisfies
the compatibility condition if Φ(s) > 0. The compatibility condition ensures that the parameter β
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is estimable; in fact, the model may not be identifiable when K > n if we do not add constraints to
the design matrix. Similar conditions are used in the high-dimensional regression literature when
β is not constrained on the simplex; for example, see Bu¨hlmann and Van De Geer (2011); Castillo
et al. (2015).
The following theorem asserts that under certain conditions, the posterior distribution concen-
trates around the ground truth β∗ at a certain rate.
Theorem 2. Suppose s = o(K), ρ1 = K
α1, ρ2 = K
−α2, α1, α2 > 0, α1/2 + α2 ≥ 1. Under
compatibility condition Φ(s) > 0, if θ is chosen such that θ ≤ s/K, then for sufficiently large
M > 0, we have
sup
β∗∈Θ(s,K)
Eβ∗Π
(
‖β − β∗‖1 >
M
Φ(s)
s logK
min(‖X‖ ,√Kα1) |Y
)
→ 0.
Proof. See the Appendix.
Remark 1. Castillo et al. (2015) studied full Bayesian procedures for high-dimensional linear
regression under sparsity constraints. Under their assumptions, they showed that
sup
β∗
Eβ∗Π
(
‖β − β∗‖1 >
M
ψ¯(s)2
s
√
logK
‖X‖φ(s)2 |Y
)
→ 0,
where ψ(s) and φ(s) are related to their compatibility conditions. Although our rate has a similar
form, the proof is radically different due to the structured simplex constraint under consideration.
Remark 2. Theorem 2 reveals that both ‖X‖ and Kα1 affect the posterior contraction rate,
which depicts the effect of the likelihood and prior, respectively. Indeed, it can be deduced from
the proof that a larger ‖X‖ leads to a more profound impact on the posterior of the likelihood,
while a larger Kα1 leads to a tighter thus stronger prior. When the likelihood is strong enough to
identify the nonzero coefficients, a stronger prior helps enforce the nonzero coefficients to be equal.
The parameter α2 does not affect the contraction rate in Theorem 2 as long as α2 ≥ 1− α1/2.
Remark 3. To achieve the rate in the theorem, the choice of θ can be very flexible: instead of
requiring θ = s/K, letting θ = t/K for any 1 ≤ t ≤ s leads to the established rate. That is, the
proposed method is adaptive to the unknown sparsity level.
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5 Simulations
We carry out simulations to investigate the performance of the proposed Bayesian method, in-
cluding estimation accuracy, sensitivity to hyperparameters, and sensitivity to deviations from the
structure.
We consider two scenarios. In the first scenario, the true simplex parameter strictly follows
the sparse and partial constant structure, while the second scenario allows some deviations. We
consider two alternative methods for comparison: a Bayesian method using the symmetric Dirichlet
distribution and the peLASSO method proposed by Diebold and Shin (2019).
We use the `1 error of the estimated β as the metric to evaluate the three methods. To implement
our method, we use the ADSS algorithm to draw posterior samples. For the symmetric Dirichlet
method, we use the algorithm in Yang and Dunson (2014). For each hyperparameter value set, we
calculate the `1 error in each iteration and burn in the first 15000 of niter = 20000 iterations. We
repeat the above simulations 100 times and report the `1 error after averaging over simulations and
iterations after the burn-in period.
For the first scenario, each time we generate 80 samples from y = xTβ∗ + ε, where x ∈ R40,
ε ∼ N(0, 1.52), and β∗ = (1/3, 1/3, 1/3, 0, . . . , 0), meaning n = 80, K = 40, s = 3 in this case.
Each column of the combined design matrix X is generated independently from N(0, 32). For the
proposed method, we put a weak Gamma(a1, a2) prior on σ
−2 where a1 = a2 = 0.01, set θ to
1/K, and consider the combination of 6 ρ1s and 4 ρ2s for sensitivity analysis. For ρ1, we take
K to the power of an equally-spaced grid on [0.5, 2], producing a grid on (6.3, 1600]; for ρ2, we
take K to the power of an equally-spaced grid on [−2,−1], producing a grid on (0.0006, 0.025].
For the concentration parameter ρ in symmetric Dirichlet, we use the same grid as ρ2; for the
regularization parameter λ in peLASSO, we use a grid of 80 values equally spaced on [−8, 8] for
log(λ), corresponding to a grid on (0.0003, 2981) for λ.
The upper panel of Fig. 1 shows the proposed double spike Dirichlet prior yields uniformly
better estimates than symmetric Dirichlet in terms of the `1 error, which is expected since the
double spike Dirichlet prior utilizes the structural information of the coefficients. Performances
of peLASSO largely depend on the choice of λ; in contrast, the proposed method is much less
sensitive to the choice of ρ1 and ρ2. The best `1 error over all hyperparameters is 0.0313, 0.4184,
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and 0.1393 for the proposed method, the symmetric Dirichlet prior, and peLASSO, respectively.
This suggests the proposed estimates are more accurate than alternatives by a substantial margin,
at least under this simulation setting. One may choose large ρ1 and small ρ2 values when the
true β∗ indeed follows the sparse and partial constant structure; such choices would enhance the
structural information encoded in the double spike prior: the upper right panel of Fig. 1 shows the
`1 error tends to decrease with larger ρ1 values and smaller ρ2 values. The traceplot of β1 shown
in Fig. 2 exemplifies that the posterior samples mix well.
For the second scenario, we use the same settings as in the first scenario but let β∗ deviate from
the exact sparsity and partial constancy. In particular, we let the last K − s entries of β∗ equally
share a total of 0.05 weight and set (β1, β2, β3) = (0.3089, 0.3672, 0.2739), which deviates from the
original β∗ used in the first scenario by 0.1677 under the `1 norm.
The lower left plot in Fig. 1 shows the proposed method still outperforms the others in terms of
`1 errors, although the sparse and partial constant assumption does not strictly hold. The best `1
error achieved is 0.1922 for our method, 0.4427 for the symmetric Dirichlet prior, and 0.2978 for the
peLASSO method. Not surprisingly, both our method and peLASSO have a larger `1 loss than the
first scenario due to the deviation of β∗ from the exact structure. However, the proposed method
appears to be flexible and better adapt to such cases than peLASSO. The lower right plot of Fig. 1
shows that a monotone decreasing pattern in `1 error as ρ1 gets larger and ρ2 gets smaller does not
emerge any more, which is no surprise as the structure assumption on β∗ does not strictly hold.
In practice, a data-driven approach for choosing ρ1 and ρ2 may be favored. Alternatively, we have
observed that the proposed method is not sensitive to ρ1 and ρ2 in both scenarios, despite small
differences that might not be practically significant; in view of this, one may specify the values of
hyperparameters without tuning. We illustrate these two strategies in the following two real data
applications, respectively.
6 Application to survey forecast data
We use the European Central Bank’s quarterly Survey of Professional Forecasters (SPF) dataset to
illustrate our method. The SPF collects information on the expected rates of inflation, real GDP
growth, and unemployment in the euro area at several horizons, ranging from the current year to
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Figure 1: Comparison of the `1 error of coefficient estimates of three methods averaged over 100
simulations for Scenario 1 (upper) and Scenario 2 (lower). Left: boxplots of `1 error as hyper-
parameters vary (the hyperparameters are (ρ1, ρ2) for the proposed method, ρ for the symmetric
Dirichlet prior, and λ for peLASSO). Right: `1 error of the proposed estimates as (ρ1, ρ2) vary.
Figure 2: Traceplot of β1 in the first scenario after burn-in. The true value is 1/3.
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the longer term. Here we focus on making quarterly 1-year-ahead forecasts of Euro-area real GDP
growth (year-on-year percentage change) using the survey data from 1999Q1– 2016Q2. This dataset
contains predictions from some forecasters of GDP growth rate for periods 1999Q3–2016Q4. The
data preprocessing step, including a preliminary forecaster selection and missing data imputation
procedure, follows Diebold and Shin (2019). In total, we have 70 surveys, and each quarterly survey
contains forecasts from K = 23 forecasters.
We calculate the out-of-sample root-mean-squared error to measure the performance of the
proposed method, the Bayesian procedure using the noninformative symmetric Dirichlet prior, and
the peLASSO method. We also include the simple average method, which leads to robust and
constantly favorable performances hinted by the forecast combination puzzle. For the proposed
method, we take the linear combination of individual forecasts as the final prediction, where the
weights are determined by the posterior mean of the coefficient. The evaluation period starts from
1999Q4, and the root-mean-squared error is calculated for the forecasts of 69 quarters.
Except for the simple average, all other methods require selecting hyperparameters. For each
method, at each period we search for the optimal choice of hyperparameters that yields the smallest
root-mean-squared error historically, and then use this set of hyperparameters to produce a forecast
for the current period. We use an equally-spaced grid of length 100 on [1.0, 3.0] for logK ρ1, an
equally-spaced grid of length 20 on [−3.0,−1.0] for logK ρ2 and also logK ρ, and the same grid as
in Section 5 for peLASSO. For simplicity we fix θ = 0.05, although it can also be chosen by the
same data-driven approach.
Starting from period two and rolling forward, we obtain the forecasts for t = 2, . . . , 70 based on
which the root-mean-squared error is calculated. Our method yields an out-of-sample root-mean-
squared error 1.450, while the simple average gives 1.502, and peLASSO gives 1.542. A closer look
at the squared prediction errors reveals three outliers for all methods, which occurred in 2008Q2,
2008Q3, 2008Q4 for the GDP growth over 2007Q4-2008Q4, 2008Q1-2009Q1, 2008Q2-2009Q2, re-
spectively. This corresponds to the financial crisis in 2008. After removing the three outliers, the
out-of-sample root-mean-squared error is 1.28 for our method, 1.33 for the simple average method,
and 1.38 for the peLASSO method. The peLASSO method, which chooses weights adaptively, does
not outperform the simple average method; this is reminiscent of the forecast combination puzzle.
In contrast, the proposed method reaches a middle ground by adaptively shrinking the weights to-
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ward a structure, achieving superior performances. The comparison between the proposed method
and peLASSO confirms the advantage of a joint approach versus a two-step alternative, at least in
this data application.
7 Improving random forests predictions
In this section, we use the concrete dataset from the UCI repository to demonstrate how the
proposed method improves random forests. Random forests have been considered one of the most
popular supervised learning methods. The high dimension of trees and the simple average structure
in random forests make it particularly suitable to be complemented by the proposed method.
The concrete dataset, with 1030 samples in total, has eight quantitative predictors and one
quantitative response variable. We randomly sample 515 samples as the training set and leave
the rest to the test set. We first construct random forests and obtain individual tree predictions
using the randomForest package (Liaw and Wiener, 2002) in R with the default settings for all
arguments. This corresponds to K = 500 trees. We then treat the 500 trees as 500 predictors
and feed them into the proposed Bayesian procedure. Since our simulations suggest the proposed
method is not sensitive to hyperparameters, we set ρ1 = K
1.5, ρ2 = 1/K, and θ = 0.20. In fact, we
have tried a grid of values for ρ1 and ρ2 and found that the out-of-sample root-mean-squared errors
are stable for large ρ1, small ρ2 and θ ∈ [1/K, 0.5]. We run 30000 iterations and discard the first
20000 as burn-in. We then summarize the posterior mean weight for each tree and use this weighted
sum as our proposed predictions. The out-of-sample root-mean-squared error is calculated on the
test set.
Figure 3 shows the out-of-sample root-mean-squared errors of the proposed method and the
original random forests method, as well as their differences. The results are based on 100 replicates
of the above procedure, each time generating a new train-test split. We can see that our method
outperforms random forests in almost every train-test split, leading to a smaller out-of-sample root-
mean-squared error. The average out-of-sample root-mean-squared error over 100 replications of
our method is 5.867, reducing the original random forest’s 6.321 substantially by 7.18%.
To gain insights on why the proposed method improves random forests, we extract one random
forest consisting of 500 trees on one training-test set and calculate the number of trees that actually
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Figure 3: Comparison of the out-of-sample root-mean-squared error of the proposed method and
the random forests based on 100 replications. Left: difference of prediction error of the proposed
method subtracting that of random forests. Right: prediction error of each method.
contribute to the final prediction, that is, the number of trees associated with γi = 1, at each
iteration after the burn-in period. It turns out that in this example, the number of contributing
trees ranges from 10 to 18 out of 500 trees. In particular, only 18 trees are selected with a frequency
higher than 0.2, only 33 trees are selected with a frequency higher than 0.05, and the vast majority
of 385 trees are never selected. Thus, the proposed method leads to extreme parsimony when
applied to random forests in this dataset.
We further term the 18 trees as the ‘selected group’ and the rest as the ‘unselected group’, and
contrast their performances to learn more insights. Taking the observed responses as the ground
truth, for each tree, we calculate its averaged bias and variance over the samples. Figure 4 shows
that the selected group generally has smaller biases and variances than the unselected group, which
holds for both the training and test sets. Therefore, the proposed method indeed selects a group
of better predictors and generalizes well to the test set. Interestingly, the selected group does not
necessarily consist of the best 18 individual trees, which are those trees yielding smallest mean
squared errors on training set; in fact, the simple average of them gives a worse out-of-sample root-
mean-squared error than the proposed method. Looking further into the selected group and the best
18 individual tree group suggests that this might be due to the larger correlation among members
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in the best 18 individual trees, which tend to bias toward the same direction, thus hampering the
prediction. Indeed, we summarize tree correlations for each group by averaging all pairwise tree
correlations in that group, where the pairwise tree correlation is defined as the correlation between
the pair’s prediction biases, and find that the selected group has an average pairwise correlation
0.1537, while the best 18 individual trees group has 0.2346. This case study indicates that the
proposed method accounts for the dependence across individual trees, which appears to be crucial
to improve the prediction.
Figure 4: Comparisons of the selected group and unselected group: biases (left) and variances
(right).
Appendix
This section contains the technical proofs of Theorem 1 and Theorem 2.
Proof of Theorem 1. Let Ai be drawn independently from Gamma(α, 1) and pii = Ai/
∑K
i=1Ai,
then it is well known that (pi1, . . . , piK) ∼ Dir(α, . . . , α). Note that pi(K−1)/pi(K) = A(K−1)/A(K),
and the event {A(K−1) ≤ tA(K)} for given t ∈ (0, 1) can be partitioned into K disjoint equal-
probability events as follows:
{A(K−1) ≤ tA(K)} =
K⋃
k=1
{Ai ≤ tAk, 1 ≤ i ≤ K and i 6= k}.
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Therefore,
pr(pi(K−1) ≤ tpi(K)) = pr(A(K−1) ≤ tA(K))
= Kpr(A1 ≤ tAK , A2 ≤ tAK , . . . , AK−1 ≤ tAk)
= KE {pr(A1 ≤ tAK , A2 ≤ tAK , . . . , AK−1 ≤ tAK |AK)}
= KE
{
FK−1(tAK)
}
,
(3)
where the expectation in the last two steps are with respect to AK ∼ Gamma(α, 1), and F (·) is the
cumulative distribution function of Gamma(α, 1). When t ∈ (0, 1), it follows that F (tx) ≥ tαF (x)
for any x > 0. This is because
F (tx) =
∫ tx
0
1
Γ(α)
xα−1e−xdx
y=x/t
= tα
∫ x
0
1
Γ(α)
yα−1e−tydy ≥ tα
∫ x
0
1
Γ(α)
yα−1e−ydy
= tαF (x).
Combing this inequality with equation (3), we obtain that
pr(pi(K−1) ≤ tpi(K)) ≥ Ktα(K−1)E
{
FK−1(AK)
}
.
This completes the proof by noting that E
[
FK−1(AK)
]
=
∫∞
0 F
K−1(x)dF (x) = 1/K.
Proof of Theorem 2. Denote by pβ the density of N(Xβ, I) distribution, and the corresponding
likelihood ratio by
Λβ,β∗(Y ) =
pβ
pβ∗
(Y ) = exp
{
−1
2
‖X(β − β∗)‖22 + (Y −Xβ∗)TX(β − β∗)
}
.
For any subset B ⊂ Θ, by the Bayes formula, the posterior probability mass of its complement Bc
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is
pi(Bc|Y ) =
∫
Bc Λβ,β∗(Y )g(β; θ, ρ1, ρ2)dβ∫
Θ Λβ,β∗(Y )g(β; θ, ρ1, ρ2)dβ
=
∫
Bc Λβ,β∗(Y )g(β; θ, ρ1, ρ2)dβ∫
Bc Λβ,β∗(Y )g(β; θ, ρ1, ρ2)dβ +
∫
B Λβ,β∗(Y )g(β; θ, ρ1, ρ2)dβ
=:
N1
N1 +N2
.
Take B = {β ∈ Θ : ‖β − β∗‖1 ≤ R} for some 0 < R < 2 that will be specified later. The general
idea of the proof is to show that N1  N2. Without loss of generality, we assume that the first s
elements of β∗ are equal to 1/s and the rest are zero, while noting that the same argument applies
for any β∗ ∈ Θ(s,K).
We first consider lower bounding N2. For any 0 < r < R,
N2 ≥
∫
‖β−β∗‖1<r
Λβ,β∗(Y )D(β; ρ
∗)θs(1− θ)K−sdβ
where D(β; ρ∗) is the Dirichlet distribution density with concentration parameter ρ∗ whose first s
elements are ρ1 and the rest are ρ2. Now under β ∼ Dir(ρ∗), for 1 ≤ i ≤ s, we have
E(βi) =
ρ1
ρ1s+ ρ2(K − s) =
1
s+ (K − s)ρ2/ρ1 ∈
(
1/s− s−2K1−(α1+α2), 1/s
)
.
By Chebyshev’s inequality as well as the fact that s ≥ 2, we have for any ε1 > 0,
pr(|βi − E(βi)| > ε1) ≤ s
−1(1− s−1)
sKα1 + (K − s)K−α2 + 1
1
ε21
.
By union bound, with probability at least 1−{[sKα1 + (K − s)K−α2 + 1]ε21}−1, we have∑si=1 |βi−
E(βi)| ≤ sε1. Combining this with the triangle inequality, we have
s∑
i=1
|βi − β∗i | ≤
s∑
i=1
|βi − E(βi)|+
s∑
i=1
|E(βi)− β∗i | ≤ sε1 + s−1K1−(α1+α2). (4)
For s < i ≤ K, under β ∼ Dir(ρ∗), the marginal distribution of ∑i>s βj is Beta (ρ2(K − s), ρ1s).
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Therefore,
E
(∑
i>s
βj
)
=
ρ2(K − s)
ρ2(K − s) + ρ1s ∈
(
0, s−1K1−(α1+α2)
)
.
Again, by Chebyshev’s inequality, for any ε2 > 0,
pr
(∣∣∣∣∣∑
i>s
βj − E(
∑
i>s
βj)
∣∣∣∣∣ > ε2
)
≤ s−2K1−(2α1+α2)ε−22 .
Following a similar argument as in deriving (4), we obtain that with probability at least 1 −
s−2K1−(2α1+α2)ε−22 ,
∑
i>s
|βi − β∗i | =
∑
i>s
βi ≤
∣∣∣∣∣∑
i>s
βi − E
(∑
i>s
βi
)∣∣∣∣∣+ E
(∑
i>s
βi
)
≤ ε2 + s−1K1−(α1+α2). (5)
Combining (4) and (5), with probability at least 1 − [sKα1 + (K − s)K−α2 + 1]−1ε−21 −
s−2K1−(2α1+α2)ε−22 , we have
‖β − β∗‖1 ≤ sε1 + ε2 + 2s−1K1−(α1+α2). (6)
Take r = sε1 + ε2 + 2s
−1K1−(α1+α2) < R. Define the event τ0 = {‖XT(Y −Xβ∗)‖∞ ≤ δ}.
Conditional on τ0, N2 is lower bounded by a constant:
N2 ≥
∫
‖β−β∗‖1<r
exp
{
−1
2
‖X(β − β∗)‖22 − δ ‖β − β∗‖1
}
D(β; ρ∗)θs(1− θ)K−sdβ
≥ exp
(
−1
2
‖X‖2 r2 − δr
)
θs(1− θ)K−s{
1− [sKα1 + (K − s)K−α2 + 1]−1 ε−21 − s−2K1−(2α1+α2)ε−22 }
(7)
Denote this lower bound by LN2 . Conditional on τ0,
Π(Bc|Y ) ≤ N1
N1 + LN2
. (8)
On the other hand, by the definition of Φ(s), Eβ∗(N1) is upper bounded by
Eβ∗(N1) =
∫
B
exp
(
−‖X(β − β∗)‖22
)
g(β; ρ1, ρ2, θ)dβ ≤ exp
(
−Φ2(s) ‖X‖2R2s−1
)
. (9)
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Now that
Eβ∗ {Π(Bc|Y )} = Eβ∗ {Π(Bc|Y )1τ0}+ Eβ∗ {Π(Bc|Y )1τ c0} ≤ Eβ∗ {Π(Bc|Y )1τ0}+ Eβ∗(1τ c0) (10)
and
Eβ∗ {Π(Bc|Y )1τ0} ≤ Eβ∗
[(
1− LN2
N1 + LN2
)
1τ0
]
≤ 1− LN2
{
Eβ∗
(
1
N1 + LN2
)
− Eβ∗
(
1τ c0
N1 + LN2
)}
≤ 1− LN2
Eβ∗(N1) + LN2
+ Eβ∗(1τ
c
0).
(11)
where the first and third lines in (11) follow from (8) and Jensen’s inequality, respectively. Take
δ = 2 ‖X‖√logK. By Lemma 4 in Castillo et al. (2015), Eβ∗(1τ c0) ≤ 2/K. Combining (9)–(11),
we have
Eβ∗ {Π(Bc|Y )} ≤ 1− LN2
Eβ∗(N1) + LN2
+
4
K
.
Since this inequality holds for any β∗ ∈ Θ(s,K), the proof will be complete if we can show that
Eβ∗(N1) = o(LN2).
Take ε1 = (logK/sK
α1)1/2, ε2 = sε1, R = s logK/{Φ(s) min(‖X‖ ,Kα1/2)}. If α1 + α2 ≥ 1,
sKα1ε21 = log(K), s
2K−1+(2α1+α2)ε22 = s
3Kα1+α2−1 log(K) > log(K).
Therefore, from (7),
LN2 ≥ exp
(
−1
2
‖X‖2 r2 − δr
)
θs(1− θ)K−s 1
2
for sufficiently large K. Combining this with (9), to show Eβ∗(N1) = o(LN2), one sufficient way is
to show
exp
(
−Φ2(s) ‖X‖2R2s−1
)
 exp
(
−1
2
‖X‖2 r2 − δr −
{
s log
(
1− θ
θ
)
−K log(1− θ)
})
. (12)
We will do so by showing that the inequality holds for each component on the right hand side of
(12).
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With our specific choice of ε1 and R, it is easy to show that
‖X‖2 (sε1)2
Φ2(s) ‖X‖2R2s−1 =
min(‖X‖2 ,Kα1)
Kα1 log(K)
≤ 1
log(K)
δsε1
Φ2(s) ‖X‖2R2s−1 =
2 min(‖X‖2 ,Kα1)
log(K) ‖X‖√Kα1√s ≤
2
log(K)
√
s
s log(K)
Φ2(s) ‖X‖2R2s−1 =
min(‖X‖2 ,Kα1)
‖X‖2 log(K) ≤
1
log(K)
(13)
When α1/2 + α2 ≥ 1, it can be proved that s−1K1−(α1+α2) ≤ sε1, and thus r ≤ 4sε1 from (6).
When choosing θ = t/K for 1 ≤ t ≤ s, as K → ∞, in limit we have the inequality s log{(1 −
θ)/θ} − K log(1 − θ) → s log(K − t) − s log(t) + t ≤ s log(K). Combing this with (12)–(13), we
obtain Eβ∗(N1) = o(LN2). This shows the theorem.
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