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INTRODUCTION
In a recent paper by Su and Zhao (2001) , the associative and the Lie algebras of
Weyl type A[D] = A ⊗ F[D]
are introduced, where A is a commutative associative algebra with an identity element over a field F of any characteristic, and F[D] is the polynomial algebra of a commutative derivation subalgebra D of A. The necessary and sufficient conditions for them to be simple are also given. Precisely, the associative algebra or Lie algebra A[D] (modulo its center, as a Lie algebra) is simple if and only if A is D-simple (see also Zhao, 2002) .
In the present paper, we study a class of associative and Lie algebras of the above type A [D] with F being a field of characteristic 0 and D consisting of locally finite 1 AMS Subject Classification -Primary: 17B20, 17B65, 17B67, 17B68.
derivations of A. The isomorphism classes of these associative and Lie algebras are determined. The structure of these algebras is described explicitly (the special case when D consists of locally finite but not locally nilpotent derivations of A was solved in Su and Zhao, 2002) . The 2-cocycles and derivations of these algebras were determined in Su (2002 Su ( , 2003 , and the derivations and automorphisms of these algebras in the spacial case when A is the Laurent polynomial algebra, were determined in Zhao (1993, 1994) .
Throughout this paper we assume that F is a field of characteristic zero, all vector spaces are over F. Denote by Z the ring of integers and by N the additive semigroup of numbers {0, 1, 2, ...}. From Su et al (2000) , we know that the pairs (A, D), where A is a commutative associative algebra with an identity element 1 over F and D is a nonzero finite dimensional F-vector space of locally finite commuting F-derivations of A such that A is D-simple, are essentially those constructed as follows.
Let ℓ 1 , ℓ 2 , ℓ 3 be three nonnegative integers such that ℓ = ℓ 1 + ℓ 2 + ℓ 3 > 0. Take any nondegenerate additive subgroup Γ of F ℓ 2 +ℓ 3 , i.e., Γ contains an F-basis of F ℓ 2 +ℓ 3 .
Elements in Γ will be written as
Elements in J will be written as
where p over i means that i appears in the p-th coordinate. Let (A, ·) be the semigroup
Denote the identity element x 0,0 by 1. Define the derivations
where we adopt the convention that if a notion is not defined but technically appears in an expression, we always treat it as zero; for instance,
For convenience, we denote
Then we obtain the pair (A, D) where D is a nonzero finite dimensional F-vector
forms an associative algebra with the following product,
(when the context is clear, we shall omit the symbol "·" in the product), where, 
Obviously F is contained in the center of W. From Su and Zhao (2001) Denote by M m×n the set of m×n matrices with entries in F and by GL m the group
For any nondegenerate additive subgroup Γ of F ℓ 2 +ℓ 3 and g ∈ G ℓ 2 ,ℓ 3 , the set
is also a nondegenerate additive subgroup of F ℓ 2 +ℓ 3 . Denote by Ω ℓ 2 +ℓ 3 the set of nondegenerate additive subgroups of F ℓ 2 +ℓ 3 . We have an action of G ℓ 2 ,ℓ 3 on Ω ℓ 2 +ℓ 3 by (1.11). Define the moduli space
which is the set of G ℓ 2 ,ℓ 3 -orbits in Ω ℓ 2 +ℓ 3 . Then our main theorem of this paper is the following.
as associative algebras or Lie algebras) if and only if
(ℓ 1 , ℓ 2 , ℓ 3 ) = (ℓ ′ 1 , ℓ ′ 2 , ℓ ′ 3 ) and there exists an element g ∈ G ℓ 2 ,ℓ 3 such that g(Γ) = Γ ′ .
In particular, there exists a one-toone correspondence between the set of isomorphic classes of the (associative or Lie)
algebras of the form (1.7) and the following set:
(1.13)
In other words, the set SW is the structure space of the (associative or Lie) algebras of Weyl type in (1.7).
Thus by Su et al (2000), we see that the structure space of the (associative or Lie) algebras of Weyl type in (1.7) is the same as that of simple Lie algebras of generalized Witt type constructed in Xu (2000) .
We shall simply denote W(ℓ 1 , ℓ 2 , ℓ 3 , Γ) by W. Denote
Since Γ is a nondegenerate subgroup of F ℓ 2 +ℓ 3 , there exists an F-basis
is a basis of F [D] . We define a total order on J by µ < ν ⇔ |µ| < |ν| or |µ| = |ν| but ∃ p such that 1 ≤ p ≤ ℓ and µ p < ν p and µ q = ν q when q < p, (2.4)
where the value |µ| = ℓ p=1 µ p is called the level of µ. For convenience, we denote
Denote by F and N the sets of ad-locally finite and ad-locally nilpotent elements in W respectively. Then we have
, as an associative algebra, is generated by A and D, and that the action of D on A is locally finite. Then it follows that
. Decompose u according to the "level" with respect
where n > 0 is the maximal number such that u n = 0. So, if n = 1, we must have
where
Choose a total ordering on Γ compatible with its group structure. Let β be the maximal element in Γ 0 . If Γ 0 = {0}, by reversing the ordering if necessary, we can suppose β > 0. Set j = max{ i ∈ J 1 | ∃ ν ∈ J 11 , (β, i, ν) ∈ M 0 }, and set η = max{ν ∈ J 11 | (β, j, ν) ∈ M 0 }.
In this case we see that
Let λ = max{µ ∈ J 2 | |µ| = n, c µ = 0}. Suppose λ k = 0 and λ i = 0 for all i > k and some ℓ 1 + 1 ≤ k ≤ ℓ. By induction on s it is easy to see that the "highest" term
, where, the "highest" term is the term
is the maximal quadruple with respect to the lexicographical order in
This contradicts the fact that u ∈ F. So Case 1 does not occur.
Case 2. β = 0.
Choose elements in Γ: β (ℓ 1 +1) , · · · , β (ℓ) = β which form a basis of F ℓ 2 +ℓ 3 , and choose a basis of D 2 +D 3 :
If for all µ ∈ {µ ∈ J 2 | |µ| = n, c µ = 0}, we have µ ℓ = 0, then we use the arguments as in Case 1 to conclude also a contradiction.
So there is a µ ∈ {µ ∈ J 2 | |µ| = n, c µ = 0} with µ ℓ = 0. Let λ = max{µ ∈ J 2 | |µ| = n, µ ℓ = 0, c µ = 0}. It is clear that the highest term of (adu)
This contradicts the fact that u ∈ F . So Case 2 does not occur either. Therefore 
For any subset V ⊂ A[D]
, we define the following two sets:
Proof. It is easy to verify that
From Lemma 2.1 we deduce (a) and (b).
PROOF OF THE MAIN THEOREM
Now we are ready to prove the isomorphism theorem.
Proof of Theorem 1.1. We shall use the same notation but with a prime to denote elements associated with W ′ .
"⇐": By assumption, (ℓ 1 , ℓ 2 , ℓ 3 ) = (ℓ
is a group isomorphism. Set
where I ℓ 1 is the ℓ 1 × ℓ 1 identity matrix. Define a linear map:
(recall notations in (1.6)), where A t is the transpose of A. It is straightforward to verify that
By (3.4), we see that σ is an associative isomorphism σ : W ∼ = W ′ . Thus they are also isomorphic as Lie algebras.
"⇒": If W and W ′ are isomorphic as associative algebras, then they must be isomorphic as Lie algebras, so we suppose they are isomorphic as Lie algebras.
The isomorphism σ maps the ad-locally finite, ad-locally nilpotent elements to the ad-locally finite, ad-locally nilpotent elements, thus σ(
. By Lemma 2.2(a), for a ∈ Γ, there exists
where c α ∈ F\{0}. For any 0 = ∂ ∈ D 2 + D 3 ⊂ F , by Lemma 2.1, we know that
We can write
, there exists a basis of N(N ) consisting of eigenvectors of ad ∂),
, using (3.5), (3.6), we obtain
, from this and (3.7), we obtain α ′ = αg −1 .
Thus it remains to prove that ℓ 1 = ℓ ′ 1 . Observe that the centralizer of E(F ) in W (which by definition and by Lemma 2.2(a) is {u ∈ W | [u,
We prove by induction on | j| + |µ| that (3.8) (recall notations in (2.5)). If | j| + |µ| = 0, there is nothing to prove since both sides of (3.8) are σ(x α, i ). Suppose inductively that (3.8) holds whenever | j| + |µ| < n, where n ≥ 1. Now assume | j| + |µ| = n. Denote by A j,µ the difference between the left-hand side and the right-hand side of (3.8). Then for q ≤ ℓ 1 , we have, where the second equality follows from an exactly similar argument to that in (3.9) (and using (1.8) and (1.10)). Thus proves A j,µ = 0, i.e., (3.8) holds. 
