Abstract In this paper we consider both the maximization variant MAX REP and the minimization variant MIN REP of the famous LABEL COVER problem. So far the best approximation ratios known for these two problems were O( √ n) and indeed some authors suggested the possibility that this ratio is the best approximation factor for these two problems. We show, in fact, that there are a O(n 1/3 )-approximation algorithm for MAX REP and a O(n 1/3 log 2/3 n)-approximation algorithm for MIN REP.
Introduction
LABEL COVER was first introduced in Arora et al. [2] and is a canonical problem used to show strong hardness results for many NP-hard problems [15] . It is known that for LABEL COVER, there is no approximation algorithm achieving a ratio 2 log 1− n , for any 0 < < 1, unless NP ⊆ DTIME(n polylog(n) ) [2, 15] . LABEL COVER has both maximization and minimization variants for both of which the above hardness holds. Kortsarz [17] introduced slight variants of these two problems called MAX REP and MIN REP. (See the end of this section for formal definitions of both problems and comparison of them to LABEL COVER.) Indeed, MAX REP is a generalization of the maximization version of LABEL COVER, but MIN REP is different from the minimization version of LABEL COVER. Kortsarz [17] showed that for both MAX REP and MIN REP, there is the same hardness of 2 log 1− n , for any 0 < < 1, unless NP ⊆ DTIME(n polylog(n) ). The simpler definitions of MAX REP and MIN REP make them particularly attractive for use in hardness reductions.
For the upper bound, it is known that both MAX REP and MIN REP admit relatively simple O( √ n) approximation algorithms [9, 19] . Recently some authors suggested the possibility that O( √ n) is the best approximation factor for these two problems. See, e.g., [11] , in which the authors write, "This ratio [O( √ n)] seems hard to improve and better ratio algorithms for LABEL-COVER max are not known even for very simple versions of the problem (e.g., when the structure of the graph obeys the rules of the Unique Game Conjecture. . .). If LABEL-COVER max is indeed ( √ n) hard to approximate, then so is DSF [Directed Steiner Forest] ." Indeed several recent papers reduced MIN REP/MAX REP to other problems in order to obtain hardness results; therefore studying the approximability of MIN REP/MAX REP is an important goal. See [11] for DIRECTED STEINER FOR-EST, [19] for RED-BLUE SET COVER, [5, 14] for SET COVER WITH PAIRS, [4] for SPARSEST k-TRANSITIVE-CLOSURE-SPANNER, [13] for MIN-POWER k-EDGE-DISJOINT PATHS, [1] for -ROUND POWER DOMINATING SET, [6] for TAR-GET SET SELECTION, [18] for VERTEX CONNECTIVITY SURVIVABLE NETWORK DESIGN, [7] for MINIMUM-COST d -SPANNER, [10] for MINIMUM EDGE COST FLOW, [8] for UNIT-LENGTH k-SPANNER, [20] for COLORED CUT, and [12] for STOCHASTIC STEINER TREE WITH NON-UNIFORM INFLATION.
In this paper, we refute the possibility of ( √ n) hardness for both MAX REP and MIN REP by developing a O(n 1/3 )-approximation algorithm for MAX REP and a O(n 1/3 log 2/3 n)-approximation algorithm for MIN REP. Our result for MIN REP (see Sect. 2) uses a natural LP relaxation for the problem. We round this LP based on an interesting generalization of the birthday paradox. Our result for MAX REP (see Sect. 3) uses a direct combinatorial approach. Indeed, we show that for MAX REP the integrality ratio for a natural LP relaxation is ( √ n/ln n) (in contrast to MIN REP for which the integrality ratio is (n 1/3− ), for all > 0.)
Our O(n 1/3 )-and O(n 1/3 log 2/3 n)-approximation algorithms for MaxRep and MinRep might suggest a connection between these problems and the related wellstudied problem DENSEST k-SUBGRAPH, for which the best approximation algorithm so far (which was only discovered very recently) achieves performance ratio O(n 1/4+ ) and runs in time n O (1/ ) [3] . The current best inapproximability result only rules out a polynomial time approximation scheme (PTAS) under the assumption that NP ⊆ BPTIME(2 n ) [16] . We show indeed that there is a randomized reduction from DENSEST k-SUBGRAPH to MAX REP, which preserves the approximation factor up to a constant factor (see Sect. 5).
We end this section with exact definitions of MAX REP and MIN REP and a comparison to LABEL COVER. In Definition 1.1 the bipartite graph and the partition of A and B induce a "supergraph" H in the following way: The vertices of H are the sets A i and B j . Two sets A i and B j are adjacent by a "superedge" in H if and only if there exist a i ∈ A i and b j ∈ B j which are adjacent in G. In this case, we say pair (a i , b j ) covers the superedge (A i , B j ). In the MAX REP problem the goal is to select one element, called a representative, from each A i and each B j such that the number of covered superedges in H is maximized.
If there were no restriction that each of the 2k selected vertices must be in a different group, then the problem would be precisely DENSEST 2k-SUBGRAPH, on a bipartite graph with the same number of boys (on one side) as girls (on the other side).
Let's now compare MAX REP to LABEL COVER. By the definition of (the maximization version of) LABEL COVER in [15] , LABEL COVER is precisely the special case of MAX REP in which, for each i and j , in the subgraph of G between A i and B j , each vertex of A i has degree at most 1, and, furthermore, all the A i vertices of H have the same degree in H . Obviously, then, any algorithm for MAX REP has the same or better performance for LABEL COVER.
Another natural objective function considered in the literature is as follows: 
Let S = ∅ be the current set of selected elements. Repeat the following O(log k) times: For each vertex x ∈ (A ∪ B) − S, flip an independent biased coin and put x into S with probability p 1 x .
we present a O( √ q log k)-approximation algorithm for the MIN REP problem using a natural LP relaxation and a rounding scheme whose analysis is based on a generalization of the birthday paradox. By using the better of these two algorithms, and remembering that q = n/k, we obtain an O(n 1/3 log 2/3 n)-approximation algorithm. First, we start with an LP relaxation as follows:
In the IP corresponding to LP (2.1), p x for x ∈ A ∪ B is a binary variable which specifies whether vertex x has been chosen or not in our integral solution. (In the LP, intuitively it specifies the fraction of vertex x that is chosen.) In the IP, for all i, j such that (A i , B j ) is a superedge, choose u ∈ A i , v ∈ B j such that u, v are both chosen and set f uv = 1; set f u v = 0 for all other u ∈ A i , v ∈ B j . (In the LP, f specifies the "flow" from u to v and satisfies capacity constraint p x on each vertex x ∈ A ∪ B.)
Our algorithm for rounding LP (2.1) is depicted in Fig. 1 . It is relatively simple, though the proof of its correctness is involved and based on an interesting generalization of the birthday paradox.
Since in the algorithm of Fig. 1 we amplify each (probability) variable p by a factor √ q, the objective function would be at most √ q times the optimum solution to LP (2.1). Next, we show that, for each currently-uncovered superedge, the probability that one iteration will cover that superedge is boundedly away from 0. Since there are at most k 2 such pairs, with high probability after O(log k) iterations of the while loop, with total cost O( √ q log k)z * LP , we cover all superedges in supergraph H. This theorem is a generalization of the birthday paradox in the following sense. Consider a bipartite graph G(A, B, E) with |A| = |B| = q. Suppose that E consists of a perfect matching from A to B. Suppose we pick a random subset A of A by selecting vertices from A with probability √ q times the probability corresponding to a uniform distribution on A. Similarly, we pick a random subset B of B. Then the usual proof of the birthday paradox can be used to show that with constant probability, the sets A and B will contain the endpoints of an edge in E. The theorem above generalizes this in two ways: Suppose that E is an arbitrary set of edges and not necessarily a matching, and further that the distributions on A and B are not uniform. Then, the theorem says that if the distributions on A and B satisfy a certain condition, picking random subsets A ⊆ A and B ⊆ B by boosting the probability distributions on A and B by √ q will ensure that with constant probability, A and B will contain the endpoints of an edge in E. Informally, the sufficient condition we establish is this: Consider a flow problem on G(A, B, E) where the vertices have capacities given by their probabilities and edges have infinite capacities. Then this flow graph must support a unit flow from A to B.
We are now ready to prove Theorem 2.1.
, vertex x is chosen in our random selection with probability 1. Without loss of generality, assume that x ∈ A i . Let N x be the set of all vertices y ∈ B j for which x has positive flow f * xy to y. If there is a y withp y ≥ 1 √ q , then vertex y is also chosen in our random selection with probability 1. Thus in this case we will satisfy the superedge (A i , B j ) with probability 1 and we will be done. If it is not the case, then each vertex y ∈ N x will be selected in our random process with probability at least √ qf * xy . This means that the probability that we do not select in our random process any vertices in N x is at most
where the first inequality follows from 1 + x ≤ e x for all real x and the second inequality follows from
Thus with probability at least 1 − 1 e , we select a vertex in N x and thus satisfy the superedge (A i , B j ). In the rest of the proof, we assumep x ≤ 1 √ q , for x ∈ A i ∪ B j , and thus
The outline of the rest of the proof is as follows. Instead of directly analyzing the probability that the randomized rounding chooses both endpoints of some edge in G[A i ∪ B j ], for a general bipartite graph between A i and B j with q = |A i | = |B j |, we first transform the bipartite graph, in a natural way, into a perfect matching graph. We do this by replacing a vertex v of degree d(v) by d(v) "clones," associating a different edge incident to v with each clone, and keeping the flow values on edges unchanged. We then choose each clone with probability √ q times the flow on the incident edge. (Note that the scaling factor is the square root of q, and not the square root of the number of boys or girls in the perfect matching.) We argue that with at least positive constant probability, there is an edge e of G[A i ∪ B j ] with at least one clone of each endpoint of e chosen. However, this is not what algorithm MINREPALG does, in fact (it doesn't detour through a perfect matching graph). Thus we then argue that the probability that algorithm MINREPALG chooses both endpoints of some edge of G[A i ∪ B j ] is at least as high as it is in the perfect matching, and hence at least a positive constant.
We will need the following lemma, in which we use the fact that (f * , p * ) is a basic solution to LP (2.1). 1 Lemma 2.2 Given i, j , the number of edges (u, v) between some u ∈ A i and some v ∈ B j carrying positive flow f * uv is strictly less than 2q.
Proof Suppose there are i, j such that there are 2q or more edges (u, v) between a u ∈ A i and a v ∈ B j carrying positive flow. Since |A i | = |B j | = q, there must be a cycle among the edges between A i and B j carrying positive flow. Choose any such cycle. Define a new vector g, of the same dimension as f * , which is zero everywhere, except that its value alternates along the (even) cycle, in order, +1, −1, +1, −1, . . . . Because f * is positive on the cycle, for a small enough but positive , f * + g and f * − g ≥ 0. Furthermore, all the other constraints of (2.1) are satisfied for f * ± g, with the same value of the objective function, contradicting the fact that (f * , p * ) is basic optimal.
Now we construct a bipartite graph M = (A , B , E ), for the given i, j , in which for each vertex a ∈ A i (resp., b ∈ B j ), we put r vertices a 1 , a 2 , . . . , a r (resp.,
, where r is the number of edges incident to a (resp., b) in G[A i ∪ B j ] that carry nonzero flow in f * . We associate each clone a i of a (resp., b j of b) with a different edge of G incident to a (resp., b). We put edges between vertices (clones) in E corresponding to edges in G[A i ∪ B j ] that carry a nonzero flow in f * (and we put this flow as the flow of the new edge). Since each edge carrying positive flow in the bipartite graph between A i and B j gives rise to one edge in M whose endpoints have degree 1, M is a bipartite perfect matching, with |A | = |B |, which is at most the number of edges in
We now consider a random process in which we build a set S by selecting each vertex (clone) c in M independently with probability √ q times the f * flow of the unique edge incident to c in M. Let the subset of A i ∪ B j chosen by MINREPALG be called S 1 . We will prove two things: (1) the chance that, in the perfect matching graph M, S contains an edge, is at least 1 − e −1/2 > 0, and (2) the chance that S 1 contains an edge in G is at least as large as the chance that S contains an edge in the perfect matching graph M. Now we prove (1) , that both endpoints of some edge in M are chosen with constant probability. Consider one fixed edge d = (c A , c B ) carrying a flow f * d . We select both c A and c B with probability (
Thus with probability 1 − q(f * d ) 2 , edge d will be not selected. The probability that no edges are selected then is at most
2 ) (note that we have independence here because the graph is a perfect matching). Hence
where the first inequality follows from 1 + x ≤ e x for all real x, the second inequality follows by Cauchy-Schwarz inequality, and finally the third inequality follows since the flow of f * between A i and B j is 1 and by Lemma 2.2, |E | ≤ 2q. Thus with constant probability 1 − e − 1 2 > 0 we satisfy any one given superedge. This completes the proof of (1). Now we prove (2) . Build a new probabilistic process as follows. Define p 2 x , for x ∈ A i ∪ B j , to be the probability that at least one of the clones of x is chosen to be in S. This is, of course, at most the sum of the probabilities that each individual clone is chosen to be in S, which is itself at most the probability that x ∈ S 1 (since the flow values add). Build a set S 2 by choosing each node x ∈ A i ∪ B j independently with probability p 2
x . The algorithm, on the other hand, builds S 1 using probabilities
It is a fairly obvious fact that, since p 1 x ≥ p 2 x , the chance that S 1 contains an edge is no smaller than the chance that S 2 contains an edge, but we prove it anyway. Proof We can pick one sequence of r independent random reals ξ x in [0, 1] and put x into S if ξ x ≤ p x . As S 2 ⊆ S 1 always, in every run in which S 2 contains an edge, so does S 1 .
But now we can view the construction of S 2 as putting a node x into S 2 if and only if at least one of its clones is chosen for S. It is clear that S contains an edge in M implies that S 2 contains an edge in G (but not the converse), so that the chance that S contains an edge is dominated by the chance that S 2 contains an edge, which itself is dominated by the chance that S 1 contains an edge, and we are done with the proof of Theorem 2.1.
The Integrality Ratio of MIN REP
Next, we show that the integrality ratio of LP (2.1) is indeed (n 1 3 − ) for all > 0 and thus the approximation factor of our algorithm in this section is essentially the best that one can hope for using this LP.
Theorem 2.4 The integrality ratio of LP (2.1) for MIN REP is (n
Proof Consider an instance of MIN REP with k = n/q groups of q boys each and k = n/q groups of q girls each. Between the ith group A i of boys and the j th group B j of girls there is a random perfect matching. It is clear that one can assign f e = 1/q for any edge e and p u = 1/q for any vertex u. This implies that z * LP ≤ 2n/q. To study the integrality ratio, we look at the smallest feasible set S (i.e., the smallest set of vertices such that for all i, j , there is at least one edge between A i and B j both of whose endpoints are in S). Let s = |S|. The size s of S is the sum of 2n/q terms, one for each A i and B j . Let a = s/(2n/q) = sq/(2n), the average size of the intersection of S with some A i or B j . Of the 2n/q terms, whose sum is s, fewer than 1/4 of them (i.e., (1/2)n/q) can exceed 4a = 2sq/n, and hence at least (3/2)n/q of them are at most 4a. Since at most n/q of them can be intersections with the n/q A i 's, at least (1/2)n/q of them are intersections with the n/q B j 's. Similarly, at least (1/2)n/q of them are intersections with the n/q A i 's. Hence there are sets I ⊆ {1, 2, . . . , n/q} and J ⊆ {1, 2, . . . , n/q}, |I |, |J | = (1/2)n/q (provided that n/q is even), such that |S ∩ A i | ≤ 4a = 2sq/n for all i ∈ I and |S ∩ B j | ≤ 4a = 2sq/n for all j ∈ J , and such that there is an edge between S ∩ A i and T ∩ B j . Let S i be any subset of A i which contains S ∩ A i and which has size exactly 4a. Analogously, let T j be any subset of B j which contains T ∩ B j and which has size exactly 4a. Clearly there is an edge between S i and T j .
Given fixed I, J , S i for all i ∈ I , T j for all j ∈ J , what is the probability that the random graph contains, for each i ∈ I, j ∈ J , an edge whose left endpoint is in S i and whose right one is in T j ? The chance that the random graph does not contain both endpoints of some edge in the random perfect matching between A i and B j is the chance that all the edges in the (i, j ) perfect matching (the one between A i and B j ) emanating from S i end outside T j . There are exactly 4a such edges. We will prove a lower bound on the probability that a random perfect matching does not contain both endpoints of some edge whose left endpoint is in S i and whose right one is in T j . In order for the mate of each vertex in S i to lie outside of T j , the mate of the first one must be chosen to be one of the q − 4a nodes not in T j among the q vertices in B j , the mate of the second must be chosen to be one of the remaining q − 4a − 1 nodes not in T j among the remaining q − 1 vertices in B j , etc. Hence the probability is exactly
Hence the chance that the (i, j ) perfect matching does contain an edge whose left endpoint is in S i and whose right one is in T j is at most 1 − (1 − 8a/q) 4a . The chance that the random matching works for all (n/q) 2 /4 pairs (i, j ) with i ∈ I, j ∈ J is at most
, the first binomial coefficient representing the choices of I and J , the second representing the 1 2 n q subsets S i of A i and the 1 2 n q subsets T j of B j . If A < 1, then there is a fixed graph for which no set S of size s is good (and for which, as we will show, the integrality ratio is large).
We choose
so that q/(8a) = 4a. Note that
for q/(8a) = 4a sufficiently large. So
Letting q = n δ for a fixed δ, we have
we have
We have
Since obviously 2(1 − δ) > 1 − δ, we will have A < 1, in fact, A → 0, if
i.e., 2 − 2δ > 1 − δ/2, i.e., 1 > (3/2)δ, i.e., δ < 2/3. Hence if δ < 2/3, then for q = n δ and a = √ q/32, as specified above, there is an instance for which no set S of size a(2n/q) is feasible. For this instance, z *
I P > a(2n/q) = q/32(2n/q).
Since z * LP ≤ 2n/q, the integrality ratio exceeds √ q/32, which is (n δ/2 ). Since δ < 2/3 is arbitrary, for all > 0 the integrality ratio is (n 1/3− ). (Edges between A and B appear in both.) Hence the optimal solution restricted to one of these two groups must contain at least half the number of edges in the optimal solution. Without loss of generality, assume that the optimal solution restricted to edges between A and B contains at least half the edges in the optimal solution. We introduce some notation to facilitate the analysis. Let X ij = 1 if there is an edge in the optimal solution from A i to B j (and 0 otherwise). Let N ij be the number of edges from the optimal vertex a * i in A i to the remaining vertices in B j , called "nonoptimal" since they're not in the optimal solution.
Define p and r as follows: Next, we analyze algorithm Random-Choice. The algorithm picks random vertices in B and picks the best vertices in A for the chosen vertices in B. In order to obtain a lower bound on the number of superedges covered, we compute the expected number of superedges covered if we pick random vertices in B j , j = 1, . . . , , and instead of the best vertex in A i , we use the vertex a * i ∈ A i which is in the optimal solution. For a superedge (A i , B j ), i = 1, . . . , k and j = 1, . . . , , the probability that this edge is covered by Random-Choice is (X ij +N ij )/(n/k). Hence the expected number of superedges covered is at least
Hence the approximation ratio of algorithm Random-Choice is at most
Finally, we analyze algorithm Random-Neighbor. Suppose the vertex a chosen by the algorithm in the first step is in, say, A h , and also is in the optimal solution. Consider set B j and the vertex b * j ∈ B j in the optimal solution. The number of edges from a to B j is X hj + N hj . The algorithm picks a random neighbor of a in B j . Thus the probability that b * j is chosen is X hj X hj +N hj . As before, instead of picking the best choice of vertices in A for the chosen vertices in B, we lower bound the expected number of superedges covered by replacing the vertex a i by the vertex a * i ∈ A i in the optimal solution. If b * j ∈ B is chosen, the number of edges from the set of a * i 's is
Thus the expected number of superedges covered is at least
In this calculation, we assumed that a = a * h was chosen in the first step. We average over h = 1, . . . , k. Thus the expected number of covered edges is at least
Note that
by the arithmetic-geometric-harmonic means inequality, and hence at least
In order to obtain a lower bound for expression (3.3) , consider the minimum value
over all choices of C j and N j subject to the constraint that j C j = pk and j N j = r n. Now let C j , N j be the respective values that minimize this expression. Then for any indices f = g, the function (of x)
must be minimized for x = 0. Thus, the derivative of this function at x = 0 must be zero.
Hence there is a constant α
Thus, from (3.3) and the fact that
f , the expected number of superedges covered is at least
Convexity of f (x) = x 3/2 shows that this expression is minimized when all C j 's are equal and hence equal to pk (by (3.1) and the fact that C j = k i=1 X ij ). Hence a lower bound on the expected number of superedges covered is given by
Thus the approximation ratio of this procedure is at most
Thus we have the following upper bounds on the approximation ratio of the algorithm:
1 q for all x ∈ A ∪ B, we can route a unit flow between any pair (A i , B j ), 1 ≤ i, j ≤ n/q, and thus z * LP ≥ (n/q) 2 .
To study the integrality ratio, we look at the best feasible set S, i.e., set of vertices containing exactly one of each group, maximizing the number of pairs (i, j ) such that there is an edge between the chosen boy of A i and the chosen girl of B j .
We will actually show, via the probabilistic method, that there is an instance for which every integral solution covers fewer than m edges, and hence z * I P < m, for m = e(n/q) ln n. This will prove that the integrality ratio is at least (n/q) 2 /m = (n/q)/(e ln n).
To prove this, we will show that the probability that there exists a solution that covers at least m edges is less than 1. Since there are q 2n/q feasible solutions, it suffices to prove that q 2n/q times the probability that any one fixed feasible solution S covers at least m edges is less than 1.
Fix any feasible solution S, i.e., choice of one node in each of the 2n/q groups. For that feasible solution S, the chance that S covers at least m edges is the chance of getting at least m successes in N = (n/q) 2 trials (one for each pair (A i , B j ) over all pairs (i, j )), in which each trial has probability p = 1/q of success (because the chance that the random perfect matching joins the unique vertex of S in A i to the unique vertex of S in B j is 1/q).
One Chernoff bound is that if X 1 , . . . , X N are independent 0-1 random variables, with P [X i = 1] = p, and if X = N i=1 X i and μ = Np, then for any δ > 0,
Let p = 1/q so that μ = Np = n 2 /q 3 . We will need m = e(n/q) ln n to equal
and hence
By the Chernoff bound,
. Now set q = √ n. We infer that the probability that there is an S is less than
(the "n √ n " being the number of possible S's) because e(ln n) e ln n > e e ln n = n e > n. Hence the probability that a random instance exists for which no S exists is positive, and hence a suitable instance must exist.
Reduction From DENSEST k-SUBGRAPH to MAX REP
In this section, we consider the DENSEST k-SUBGRAPH (DKS) problem, in which the goal is to find an induced subgraph of order k of a given graph with the maximum number of edges. Proof From an instance of DkS, we produce an instance of MAX REP by randomly dividing vertices of the given graph for DkS into k groups of equal size s = n k , e.g., by using a random permutation of all vertices, and disregarding the rest of the vertices. Next we place k/2 groups on one side (call this L) and the other k/2 groups on the other side (call this R) of the instance for MAX REP. Any feasible solution to the MAX REP instance obtained directly gives a solution to the original DkS instance of the same value. Both instances have the same number n of vertices.
We claim that the expected value of the optimal solution to the MAX REP instance obtained thus is at least a constant times the optimal value for DkS. Consider the optimal solution S of size k to the DkS instance. We produce a solution to the MAX REP instance as follows. For every group in the instance, if the group contains a unique vertex of S, then this unique vertex is picked as the group representative. If there are zero or at least 2 vertices from S then an arbitrary vertex is picked as the group representative (and we don't count edges incident to that vertex). We show that the expected value of this solution is at least a constant times the value of the DkS optimal solution. For any vertex v ∈ S, with constant probability v is placed alone in its group. Furthermore, for two distinct vertices u, v ∈ S, the probability that u and v are both alone in their groups, u is in the L side and v is on the R side, is bounded below by a constant greater than 0. Hence E[z *
MAX REP ] ≥ cz * DKS , for a positive constant c. Now the reduction is apparent. Given an f (n)-approximation algorithm A for MAX REP, take an n-node instance I of DKS, randomly convert it as above into an n-node instance I of MAX REP, use A to generate a solution A(I ) of value at least f (n)z * MAX REP , and report A(I ) as a feasible solution to the DKS instance. That E[z *
MAX REP ] ≥ cz * DKS implies that the expected size of the DKS solution returned is at least cf (n) · z * DKS .
Conclusion
Obtaining improvements over the approximation guarantees in this paper would be instructive. Given the reduction demonstrated in Sect. 5, possibly one can use ideas from the DENSEST k-SUBGRAPH algorithm to build n 1/3−δ -approximation algorithms for some fixed δ > 0. However, the main remaining open problem is whether, for MAX REP, MIN REP or even DENSEST k-SUBGRAPH, there is a O(n )-approximation algorithm for each > 0.
