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GENERAL MULTILEVEL ADAPTATIONS FOR STOCHASTIC
APPROXIMATION ALGORITHMS
STEFFEN DEREICH
Abstract. In this article we establish central limit theorems for multilevel Polyak-Ruppert-
averaged stochastic approximation schemes. We work under very mild technical assumptions
and consider the slow regime in wich typical errors decay like N−δ with δ ∈ (0, 1
2
) and the
critical regime in which errors decay of order N−1/2
√
logN in the runtime N of the algorithm.
1. Introduction
Let D ⊂ Rd be a closed set and U a random variable on a probability space (Ω,F ,P) with
values in a set U equipped with some σ-field. We consider stochastic approximation algorithms
for the computation of zeroes of functions f : D → Rd of the form
f(θ) = E[F (θ, U)],
where F : D × U → Rd is a product measurable function such that all expectations are well-
defined.
Stochastic approximation methods form a popular class of optimization algorithms that at-
tracted significant interest in previous years. The original idea stems from an article by Robbins
and Monro [13]. Later it was found by Ruppert [14] and Polyak [10, 11] that averaging improves
the order of convergence in the case of slower decaying stepwidths. Following these original pa-
pers a variety of results were derived and we refer the reader to the monographs by [1, 3, 7] for
more details.
In this article we focus on the case where the random variable F (θ, U) cannot be simulated
directly so that one has to work with appropriate approximations in numerical simulations. In
previous years the multilevel paradigm [5] has proven to be a very efficient tool in the numerical
computation of expectations. This advantage prevails for multilevel stochastic approximation
algorithms [4, 2]. In this article we derive central limit theorems under general assumptions on
the underlying approximations. In particular, we investigate the role of the chosen parameters.
The article has three main results. We prove a new central limit theorem for Ruppert-Polyak
averaging which extends previous research of Mokkadem and Pelletier [9]. Here we do not impose
regular variation assumptions on the involved key quantites. Furthermore, we establish a new
central limit theorem for an averaged multilevel stochastic approximation scheme in the slow
regime in wich typical errors decay like N−δ in the runtime N of the algorithm with δ ∈ (0, 12),
see Section 1.2. Finally we provide a central limit theorem for the critical regime in which errors
decay like N−1/2
√
logN , see Section 1.3. The remaining fast regime in which errors decay like
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N−1/2 is omitted in our analysis. In this setting unbiased multilevel estimates of [8] and [12] can
be used in which case a central limit theorem immediately follows from classical theory.
We will use Landau notation and write an = O(bn) for two sequences (an) and (bn) if bn is
eventually strictly positive and lim sup |an|/bn < ∞. If, additionally, lim |an|/bn = 0, we write
an = o(bn). Furthermore, for two eventually strictly positive sequences (an) and (bn) we write
an ∼ bn if lim an/bn = 1.
1.1. CLT for Ruppert-Polyak averaging. Our analysis is based on a new central limit
theorem for Ruppert-Polyak averaging. Compared to previous research we will not assume that
the key quantities are regularly varying. In the following, (Ω,F , (Fn)n∈N0 ,P) denotes a filtered
probability space and the notions of martingales and adapted processes always refer to the latter
space.
Let us introduce the central dynamical system. Let f : D → Rd be a measurable function on
a closed set D ⊂ Rd. We consider an adapted D-valued dynamical system (θn)n∈N0 satisfying
for all n ∈ N
(1) θn = Π
(
θn−1 + γn
(
f(θn−1) +Rn +Dn
))
,
where θ0 ∈ D is a fixed deterministic starting value,
(0) Π : Rd → D is a measurable function with Π|D being the identity on D and Π|Dc
mapping into ∂D, the projection,
(I) (Rn)n∈N is an adapted process, the remainder/bias,
(II) (Dn)n∈N is a sequence of martingale differences,
(III) (γn)n∈N is a sequence of strictly positive reals, the step-widths.
Stochastic approximation algorithms may be applied to numerically estimate L-contracting
zeroes of the function f .
Definition 1.1. For L ≥ 0 a zero θ∗ ∈ interiour(D) of f is called L-contracting zero if there is
a matrix H ∈ Rd×d with
sup{Re(λ) : λ e.v. of H} < −L
and
f(θ) = H(θ − θ∗) + o(|θ − θ∗|)
as θ → θ∗. We say that θ∗ is a contracting zero of f if it is 0-contracting.
As observed by Ruppert and Polyak averaging may accelerate stochastic approximation algo-
rithms. Given a sequence (bn)n∈N of strictly positive reals we call
θ¯n =
1
b¯n
n∑
k=1
bkθk (n ∈ N)(2)
with b¯n =
∑n
k=1 bk the (bn)-averaged version of (θn).
Theorem 1.2. We consider the dynamical system (θn)n∈N introduced in (1) and assume that
θ∗ ∈ D is a L-contracting zero of f for a L > 0. Let further λ ∈ (0, 1] and (δbiasn )n∈N, (δdiffn )n∈N
and (δn)n∈N be sequences of strictly positive reals, set
εbiasn =
1
b¯n
n∑
k=1
bkδ
bias
k and ε
diff
n =
1
b¯n
√√√√ n∑
k=1
(bkδ
diff
k )
2
and assume that the following assumptions are satisfied:
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(A) Regularity of (γn), (bn) and (δn). (γn)n∈N is decreasing with limit zero and
lim
n→∞
nγn =∞, lim sup
n→∞
γn−1
γn
<∞,
lim sup
n→∞
1
γn
(
1− δn
δn−1
) ≤ L and lim
n→∞
1
γn
(bn+1γn
bnγn+1
− 1
)
= 0.
(B) Regularity of f in θ∗. As θ → θ∗,
|f(θ)−H(θ − θ∗)| = O(|θ − θ∗|1+λ).
(C) Tale estimates for (δbiasn ) and (δ
diff
n ). One has
∞∑
k=1
bkδ
bias
k =∞ and
∞∑
k=1
(bkδ
diff
k )
2 =∞
and for arbitrary N-valued sequence (L(n))n∈N with L(n) ≤ n and n− L(n) = o(n)
lim
n→∞
∑n
k=L(n)+1 bkδ
bias
k∑n
k=1 bkδ
bias
k
= 0 and lim
n→∞
∑n
k=L(n)+1(bkδ
diff
k )
2∑n
k=1(bkδ
diff
k )
2
= 0.
(D) Assumptions on the bias (Rn). One has on {θn → θ∗}, up to nullsets,
(δbiasn )
−1Rn → µ ∈ Rd
and for a ε′ > 0
lim sup
n→∞
δ−1n E[1l{θn−1∈B(θ∗,ε′)}|Rn|2]1/2 <∞.
(E) Assumptions on the diffusivity (Dn). On {θn → θ∗},
(δdiffn )
−2cov(Dn|Fn−1)→ Γ, up to nullsets,
lim
n→∞
(εdiffn )
−2
n∑
l=1
b2l
b¯2n
E[1l{|Dl|>εb¯nεdiffn /bl}|Dl|2|Fl−1] = 0, in probability,
and for an ε′ > 0 one has
lim sup
n→∞
( δn√
γn
)−1
E[1lB(θ∗,ε′)(θn−1)|Dn|2]1/2 <∞.
(F) Negligibility of linearization error. The term
1
b¯n
n∑
l=1
blδ
1+λ
l(3)
is of order o(εbiasn ) or o(ε
diff
n ).
Then there exists (ϑn)n∈N such that on {θn → θ∗}
(εbiasn )
−1(ϑn − θ∗) = −H−1µ, in probability
and
(εdiffn )
−1(θ¯n − ϑn)⇒ N (0,H−1Γ(H−1)†).
The introduction of (ϑn) has technical reasons. In the case where one of the terms ε
bias
n or
εvarn asymptotically dominates the other, one can phrase a central limit theorem without the use
of (ϑn).
Corollary 1.3. Assume that all assumptions of Theorem 1.2 are satisfied.
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(1) If εbiasn = O(εdiffn ), then one has on {θn → θ∗}
(εdiffn )
−1(θ¯n − θ∗ + εbiasn H−1µ)⇒ N (0,H−1Γ(H−1)†).
(2) If εbiasn = o(ε
diff
n ), then one has on {θn → θ∗}
(εdiffn )
−1(θ¯n − θ∗)⇒ N (0,H−1Γ(H−1)†).
(3) If εdiffn = o(ε
bias
n ), then one has on {θn → θ∗}
(εbiasn )
−1(θ¯n − θ∗)→ −H−1µ, in probability.
Remark 1.4 (Discussion of the assumptions). The crucial quantities in the CLT (Theorem 1.2)
are (δdiffn ) and (δ
bias
n ). These control the contribution of the martingale differences (Dn) and the
adapted term (Rn) which is made explicit in (D) and (E). Beyond the latter assumptions we
only impose very weak assumptions on these quantities in (C). The role of (δn) is to control a
technical term appearing in our computations. It appears in assumptions (D) and (E). Further
with the assumed regularity of f , i.e. assumption (B), the proof uses that (F) implies negligibility
of a certain linearisation error. Additionally, (A) imposes a technical assumption on (δn). In the
context of Ruppert-Polyak averaging, one typically is in a setting where (δn) can be chosen such
that 1γn (1 − δnδn−1 ) converges to zero. In that case the strength of the contractivity L does not
need to be known. The further assumptions imposed in (A) are very weak and essentially only
exlclude the case where (γn) is of order (1/n).
In the proof we follow the approach that was taken in Sacks [15] for the first time to prove
distributional limit theorems for stochastic approximation schemes. First, one derives an a priori
bound for the order of convergence of (θn) to an L-contracting zero θ
∗. Second, one derives
limit theorems for a related linearised system. Finally, one shows with the help of the a priori
bound that the difference between the original dynamical system and a linearised version is
asymptotically negligible and that the results of the second part carry over to the Ruppert-
Polyak average of the original stochastic approximation scheme. For convenience of the reader
the proof is fully self-contained. Our proofs are based on a classical L2-bound which is provided
in the appendix for the convenience of the reader, see Theorem A.1. The linearised scheme (the
second step) is analysed in Section 2. We stress that the respective results do not require regular
variation assumptions as is standard in previous research. The proof of Theorem 1.2 will finally
be carried out in Section 3.
1.2. Averaged multilevel stochastic approximation in the slow regime. The introduc-
tion of multilevel stochastic approximation algorithms is based on approximations Fk : D×U →
R
d (k ∈ N) for F .
Definition 1.5. For every k ∈ N let
Fk : D × U → Rd
be a product measurable mapping such that for every θ ∈ D, Fk(θ, U) is integrable. Furthermore,
let θ∗ ∈ D, α, β > 0, M > 1, µ ∈ Rd and Γ ∈ Rd×d. We say that the mappings F1, . . . are
approximations for F of order (α, β) with asymptotic bias µ and variance Γ around θ∗ on scale
M if the following holds:
lim
θ→θ∗,k→∞
Mαk(E[Fk(θ, U)]− f(θ)) = µ,(BIAS)
lim
θ→θ∗,k→∞
Mβkcov(Fk(θ, U)− Fk−1(θ, U)) = Γ(VAR)
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and there exists q > 2, a neighbourhood Dθ∗ of θ
∗ and a constant CTAIL such that for all θ ∈ Dθ∗
E[‖Fk(θ, U)− Fk−1(θ, U)− E[Fk(θ, U)− Fk−1(θ, U)]‖q ]2/q ≤ CTAILM−βk.(TAIL)
In the following we will associate a simulation of Fk(θ, U)− Fk−1(θ, U) with a value Ck(θ) ∈
(0,∞), the cost of one simulation.
Definition 1.6. Let θ∗ ∈ D, M > 1 and κC > 0. We call a family (Ck : k ∈ N) of measurable
functions Ck : D → (0,∞) cost functions of scale M with contant κC around θ∗, if the following
holds
lim
θ→θ∗,k→∞
M−kCk(θ) = κC .(COST)
and there exists a neighbourhood Dθ∗ of θ
∗ and a constant CCOST such that for θ ∈ Dθ∗ and
k ∈ N
Ck(θ) ≤ CCOSTMk.(COST2)
Algorithm 1.7 (Multilevel stochastic approximation I). The definition depends on a family
F1, . . . of approximations of F , the scale M > 0 and on four further sequences:
• a monotonically decreasing (0,∞)-valued sequence (γn)n∈N ( step-sizes)
• a (0,∞)-valued sequence (Kn)n∈N ( time budgets),
• a N-valued sequence (sn)n∈N ( accuracies),
• a (0,∞)-valued sequence (bn)n∈N (weights).
For an U-valued sequence u = (uk,l : k, l = 1, . . . ), s ∈ N, K > 0 and θ ∈ D we let
Z(u; θ, s,K) =
s∑
k=1
1
Nk(s,K)
Nk(s,K)∑
l=1
(Fk(uk,l, θ)− Fk−1(uk,l, θ)),
where
Nk(s,K) =
⌈ K
M s
M
β+1
2
(s−k)
⌉
.
Let U = (Uk,l)k,l=1,... be a sequence of independent copies of U . For given θ0 ∈ D we define
(θn : n ∈ N0) iteratively via
θn = Π(θn−1 + γnZ(Un; θn−1, sn,Kn)),
where (Un : n ∈ N) is a sequence of independent copies of U. Moreover, we let
θ¯n =
1
b¯n
n∑
k=1
bkθk
and call (θ¯n)n∈N0 the output of the stochastic approximation algorithm with parameter tuple
((γn), (Kn), (sn), (bn)). If we are given measurable cost functionals
Ck : D → [0,∞)
we further associate the generation of θ¯n with the random cost
costn =
n∑
m=1
sm∑
k=1
Nk(sm,Km)Ck(θm−1).
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Theorem 1.8. Let θ∗ ∈ interiour(D) be a contracting zero of f(θ) = E[F (θ, U)] and suppose
that there exist H ∈ Rd×d and λ ∈ (0, 1] with
|f(θ)−H(θ − θ∗)| = O(|θ − θ|1+λ).(4)
Let M > 1, α, β > 0 with β < 2α and β < 1, and suppose that F1, . . . are approximations of F
of order (α, β) with asymptotic bias µ ∈ Rd and variance Γ ∈ Rd×d on scale M > 1 around θ∗.
Let ϕ, ρ and ψ be reals with
1
2α− β < ϕ, ϕ+ 1 < 2(ρ+ 1) and
(
1− 2λ
λ+ 1
(ϕ+ 1)r
)
+
< ψ < 1,(5)
where
r =
α
2α− β + 1 .
In dependence on two further parameters κK , κs > 0 we denote by (θ¯n) the averaged stochastic
approximation scheme as in Algorithm 1.7 with parameters
γn = n
−ψ, Kn = κK(ϕ+ 1)n
ϕ, sn = max
(⌊
logM κs K¯
1
2α−β+1
n
⌋
, 1
)
and bn = n
ρ,
where K¯n =
∑n
k=1Kk.
We set
r1 :=
ρ+ 1
ϕ+ 1
(2α − β + 1) and r2 :=
(
2
ρ+ 1
ϕ+ 1
− 1)(2α − β + 1),
let
ξn := logM κsK¯
1
2α−β+1
n − sn
and for u, v ∈ R with u > 0 and u− v > 0
ψu,v(z) =M
−z(u+v)
( Mu − 1
Mu+v − 1 +M
uz − 1
)
(z ∈ [0, 1]).
Then one has on {θn → θ∗}
1
εdiffn
(θ¯n − θ∗ + εbiasn H−1µ)⇒ N (0,H−1Γ(H−1)†),
where
εbiasn = κ
−α
s κ
−r
K ψr1,−α(ξn)n
−(ϕ+1)r
and
εdiffn =
1√
1−M− 1−β2
ρ+1
ϕ+1√
2 ρ+1ϕ+1 − 1
κ
1−β
2
s κ
−r
K
√
ψr2,1−β(ξn)n
−(ϕ+1)r.
Supposing further that C1, . . . are cost functions of scale M with constant κC > 0 around θ
∗ we
get in terms of costn on {θn → θ∗}
εbiasn ∼ κrC(1−M−
1−β
2 )−rκ−αs ψr1,−α(ξn) cost
−r
n
and
εdiffn ∼ κrC(1−M−
1−β
2 )−(r+
1
2
)
ρ+1
ϕ+1√
2 ρ+1ϕ+1 − 1
κ
1−β
2
s
√
ψr2,1−β(ξn) cost
−r
n .
The proof is carried out in Section 4.
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1.3. Averaged multilevel stochastic apparoximation in the critical regime. The critical
regime is the setting where the approximations are of order (α, 1). It is the most prominent regime
since it comprises (under appropriate assumptions) the case where f is given as expectation of
a payoff function applied to the final value of a stochastic differential equation and we mention
[5, 4] as classical references for the multilevel treatment of the respective case. In that setting
we derive a central limit theorem under weaker assumptions than in the slow regime and we
replace Definition 1.5 by the following one.
Definition 1.9. For every k ∈ N let
Fk : D × U → Rd
be a product measurable mapping such that for every θ ∈ D, Fk(θ, U) is integrable. Furthermore,
let θ∗ ∈ D, α > 0, M > 1 and Γ ∈ Rd×d. We say that the mappings F1, . . . are approximations
for F of order (α, 1) with asymptotic variance Γ around θ∗ on scale M if the following holds:
there exists a sequence (αk)k∈N tending to α such that
lim sup
θ→θ∗,k→∞
Mαkk|E[Fk(θ, U)]− f(θ)| <∞,(BIAS∗)
lim
θ→θ∗,k→∞
Mβkcov(Fk(θ, U)− Fk−1(θ, U)) = Γ(VAR)
and there exists a neighbourhood Dθ∗ of θ and a constant CTAIL such that for all θ ∈ Dθ∗
E[‖Fk(θ, U)− Fk−1(θ, U)− E[Fk(θ, U)− Fk−1(θ, U)]‖q ]2/q ≤ CTAILM−βk.(TAIL)
Remark 1.10. Obviously, assumption (BIAS∗) is weaker than assumption (BIAS).
We now consider the case β = 1. Note that in this case
Nk(s,K) =
⌈
KM−k
⌉
so that the parameter s has no influence on the iteration numbers and we write Nk(K) =
Nk(s,K) in the following.
Theorem 1.11. Let θ∗ ∈ interiour(D) be a contracting zero of f(θ) = E[F (θ, U)] and suppose
that there exist H ∈ Rd×d and λ ∈ (0, 1] with
|f(θ)−H(θ − θ∗)| = O(|θ − θ|1+λ).(6)
Let M > 1, α > 1/2 and suppose that F1, . . . are approximations of F of order (α, 1) with
asymptotic variance Γ ∈ Rd×d\{0} on scale M > 1 around θ∗.
Let ϕ, ρ and ψ be reals with
1
2α− 1 < ϕ, ϕ+ 1 < 2(ρ+ 1) and
(
1− λ
λ+ 1
(ϕ+ 1)
)
+
< ψ < 1,(7)
let (αk)k∈N be as in (BIAS
∗) and choose an increasing N-valued sequence (sn)n∈N with
M−αsnsn = o(n−
ϕ+1
2
√
log n) and αsn ∼ logM n
ϕ+1
2 .(8)
In dependence on two further parameters κK , κs > 0 we denote by (θ¯n)n∈N0 the averaged sto-
chastic approximation scheme as in Algorithm 1.7 with parameters
γn = n
−ψ, Kn = κK(ϕ+ 1)n
ϕ, sn and bn = n
ρ.
Then one has on {θn → θ∗}
1
εdiffn
(θ¯n − θ∗)⇒ N (0,H−1Γ(H−1)†),
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where
εdiffn =
1√
2ακK
ρ+1
ϕ+1√
2 ρ+1ϕ+1 − 1
n−
ϕ+1
2
√
logM n
ϕ+1.
Supposing further that C1, . . . are cost functions of scale M with constant κC > 0 around θ
∗ we
get in terms of costn on {θn → θ∗}
εdiffn ∼
√
κC
2α
ρ+1
ϕ+1√
2 ρ+1ϕ+1 − 1
logM costn√
costn
.
The proof is achieved in Section 5.
Remark 1.12 (Optimal choice of parameters). In the theorem only the choice of ρ+1ϕ+1 affects the
asymptotic efficiency. By assumption this value needs to be strictly bigger than 12 and elementary
analysis implies that the optimal choice is the value one. Consequently, we see the optimal speed
of convergence if we choose ϕ and ψ according to (7) and set ρ = ϕ which is always an allowed
choice.
Remark 1.13 (Availability of feasible sn). In the theorem it is left open whether sequences
(sn) with property (8) do exist. This is indeed a consequence of the other assumptions. We set
for α′ ∈ (0, α)
s(α
′)
n =
⌈ 1
α′
logM n
ϕ+1
2
⌉
.
Note that for sufficiently large n ∈ N, α
s
(α′)
n
> α′ and for these n
M
−α
s
(α′)
n
s
(α′)
n ≤ n−ϕ+12 .
By a diagonalisation argument we can choose α′n → α such that for sn = s(α
′
n)
n
M−αsnsn ≤ n−ϕ+12 = o(n−ϕ+12 √log n).
By construction one also has
sn = s
(α′n)
n ∼
1
α′n
logM n
ϕ+1
2 ∼ 1
α
logM n
ϕ+1
2 .
2. The Ruppert-Polyak system for linear systems
In this section, we treat the particular case where f is a linear function. In the following H
denotes a fixed contracting d× d-matrix. We denote by (Υn)n∈N a sequence of Rd-valued random
variables and let for n ∈ N
θn = θn−1 + γn(Hθn−1 +Υn)
θ¯n =
1
b¯n
(
b¯n−1θ¯n−1 + bnθn
)(9)
where (γn)n∈N and (bn)n∈N are sequences of strictly positive reals with the former sequence
being monotonically decreasing and with b¯n =
∑n
k=1 bk. Our analysis will rely on the following
assumptions:
(L1) ∃L > 0, ε0 ∈ N ∀ε ∈ [0, ε0] : ‖1l + εH‖ ≤ 1− εL,
(L2) nγn →∞,
(L3)
γn
γn+1
= O(1) and bn+1γn
bnγn+1
= 1 + o(γn).
MULTILEVEL STOCHASTIC APPROXIMATION 9
Theorem 2.1. Assume that properties (L1), (L2) and (L3) hold.
[I] Suppose that (δn)n∈N is a sequence of strictly positive reals such that up to nullsets, on
{θn → 0},
δ−1n Υn → µ
and that for every (L(n))n∈N with L(n) ≤ n and n− L(n) = o(n) one has
∞∑
k=1
bkδk =∞ and lim
n→∞
∑n
k=L(n)+1 bkδk∑n
k=1 bkδk
= 0.(10)
Then up to nullsets on {θn → 0} one has
lim
n→∞
( 1
b¯n
n∑
k=1
bkδk
)−1
θ¯n = −H−1µ.
[II] Suppose that (Υn)n∈N is a sequence of square integrable martingale differences and that
(δn)n∈N is a sequence of strictly positive reals such that up to nullsets, on {θn → 0},
lim
n→∞
1
δ2n
cov(Υn|Fn−1) = Γ.
Suppose further that for
σn =
1
b¯n
√√√√ n∑
l=1
(blδl)2
and all ε > 0, on {θn → 0}
lim
n→∞
σ−2n
n∑
l=1
b2l
b¯2n
E
[
1l
{‖Υl‖>
εb¯nσn
bl
}
‖Υl‖2
∣∣Fl−1] = 0, in probability.
Additionally, we assume that for all sequences (L(n))n∈N with L(n) ≤ n and n−L(n) =
o(n) one has
∞∑
k=1
(bkδk)
2 =∞ and lim
n→∞
∑n
k=L(n)+1(bkδk)
2∑n
k=1(bkδk)
2
= 0,(11)
then it follows that, on {θn → 0},
σ−1n θ¯n ⇒ N (0,H−1Γ(H−1)†).
[III] Suppose that (εn)n∈N is a sequence of strictly positive reals such that there exists n0 ∈ N
with
lim
n→∞
ε−1n b¯
−1
n
n∑
l=n0+1
blE[‖Υn‖] = 0.
Then
lim
n→∞
ε−1n θ¯n = 0, in probability.
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2.1. Some technical estimates. For the proof of Theorem 2.1 we derive several preliminary
results. Note that (9) is a linear equation and in terms of
H[l, k] =
k∏
r=l+1
(1l + γrH) (l, k ∈ N, l ≤ k)
we get for n, n0 ∈ N with n ≥ n0
θn = H[n0, n]θn0 +
n∑
k=n0+1
γkH[k, n]Υk
and
θ¯n =
1
b¯n
n∑
k=0
bkθk =
1
b¯n
n0−1∑
k=0
bkθk +
1
b¯n
n∑
k=n0
bk
(
H[n0, k]θn0 +
k∑
l=n0+1
γlH[l, k]Υl
)
=
1
b¯n
n0−1∑
k=0
bkθk +
1
b¯n
n∑
k=n0
bkH[n0, k]θn0 +
1
b¯n
n∑
l=n0+1
blH¯[l, n]Υl,
(12)
where
H¯[l, n] =
n∑
k=l
γlbk
bl
H[l, k].
In the proof of Theorem 2.1 we will show that the first two terms in representation (12) are
asymptotically negligible. As we will show in this section H¯[l, n] is for large l and n typically
close to −H−1.
We let for n ∈ N0
tn =
n∑
k=1
γk
and for l, k ∈ N with l ≤ k and s ∈ [tk−1 − tl−1, tk − tl−1) we set
Kl(s) := k.
Note that for each l ∈ N, Kl defines a function mapping [0,∞) onto {l, l+1, . . . }. Furthermore,
we let
Fl(s) :=
γl bKl(s)
γKl(s) bl
Understanding the behaviour of Fl will be the key tool for proving that H¯[l, n] is close to −H−1.
Lemma 2.2. Assumption (L3) implies that
(L3’) Fl converges pointwise to 1 and
(L3”) there exists a measurable function F¯ such that Fl ≤ F¯ for all l ≥ n0 with n0 ∈ N
sufficiently large, and ∫ ∞
0
F¯ (s) (s ∨ 1)e−Ls ds <∞.
Proof. Let δ > 0. By assumption (L3) there exists nδ such that for all n ≥ nδ∣∣∣ bn+1/bn
γn+1/γn
− 1
∣∣∣ ≤ δγn
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Now consider l ≥ nδ. The fuction Fl is constant on each interval [tk−1−tl−1, tk−tl−1) and attains
the value ak =
γlbk
γkbl
(k = l, l + 1, . . . ). Note that al = 1 and Fl(s) ≤ eδs for s ∈ [0, tl − tl−1). By
induction we prove that
Fl(s) ≤ eδs
for all s ∈ [tk−1−tl−1, tk−tl−1) with k ∈ N0. Indeed, using the induction hypothesis we conclude
that
ak+1 = ak
bk+1/bk
γk+1/γk
≤ (1 + δγk)ak ≤ eδγkFl(tk−1 − tl−1) ≤ eδ(tk−1−tl−1+γk) ≤ eδ(tk−tl−1)
and hence, for s ∈ [tk− tl−1, tk+1− tl−1), Fl(s) = ak+1 ≤ eδs. In particular, we get for the choice
n0 ≥ nL/2 that F¯ (s) = eLs/2 is an integrable majorant in the sense of (L3”).
To prove pointwise convergence (L3’) it remains to provide an estimate in the converse direc-
tion. Based on the estimate e−2x ≤ 1− x for x ∈ [0, 12 ] one argues in complete analogy to before
that for δ ∈ (0, (2γ1)−1) and l ≥ nδ
Fl(s) ≥ e−2δ(s−γl)
for all s ≥ 0. Since δ can be chosen arbitrarily small we obtain with the respective upper bound
the pointwise convergence of (L3’). 
Lemma 2.3. Assumption (L2) implies that for every C > 0
(L2’) lim
n→∞
1
n
#{l ∈ {1, . . . , n} : tn − tl ≤ C} = 0.
Proof. Let δ > 0 and fix nδ ∈ N such that δγn+1 ≥ n−1 for all n ≥ nδ. We show that for l ≥ nδ
one has
Kl(s) ≤ leδs.
Clearly this is true for s ∈ [0, tl − tl−1). We proceed by induction. Suppose we verified the
statement on [0, tk − tl−1) we show that it holds for s ∈ [tk − tl−1, tk+1 − tl−1). Using the
induction hypothesis we get that
Kl(s) = k + 1 =
k + 1
k
Kl(s− γk+1) ≤ e1/kleδ(s−γk+1) ≤ l eδs.
Note that for n ≥ l ≥ nδ
n+ 1 = Kl+1(tn − tl) ≤ (l + 1)eδ(tn−tl)
so that tn − tl ≥ δ−1 log n+1l+1 . Consequently,
lim sup
n→∞
1
n
#{l ∈ {1, . . . , n} : tn−tl ≤ C} ≤ lim sup
n→∞
1
n
#
{
l ∈ {1, . . . , n} : log n+ 1
l + 1
≤ δC
}
= 1−e−δC
and the statement follows since δ > 0 can be chosen arbitrarily small. 
Lemma 2.4. For a d× d-matrix A it holds
(i) ‖eA − 1l‖ ≤ e‖A‖‖A‖
(ii) ‖eA − (1l +A)‖ ≤ 12e‖A‖‖A‖2
Proof. One has eA − (1l +A) =∑∞k=2 1k!Ak so that
‖eA − (1l +A)‖ ≤
∞∑
k=2
1
k!
‖A‖k ≤ 1
2
‖A‖2
∞∑
k=2
1
k!
‖A‖k = 1
2
eξ‖A‖2
and (ii) follows. (i) follows by exactly te same argument. 
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Proposition 2.5. Suppose that (L1) holds for L > 0 and ε0 > 0 and let n0 ∈ N with γn0 ≤ ε0.
Then for all m ≥ r ≥ n0∥∥∥e(tm−tr)H − m∏
l=r+1
(1l + γlH)
∥∥∥ ≤ ‖H‖2eγ1(L+‖H‖)e−(tm−tr)L m∑
q=r+1
γ2q ,
where
tr =
r∑
l=1
γl.
Proof. We write
e(tm−tr)H −
m∏
l=r+1
(1l + γlH) =
m∑
q=r+1
e(tq−1−tr)H(eγqH − (1l + γqH))
m∏
l=q+1
(1l + γlH)
and consider the three terms on the right hand side separately.
First observe that for m ≥ q ≥ n0∥∥∥ m∏
l=q+1
(1l + γlH)
∥∥∥ ≤ m∏
l=q+1
(1l− γlL)︸ ︷︷ ︸
≤e−γlL
≤ e−L(tm−tq).
Using that e(tq−1−tr)H = limn→∞(1l +
tq−1−tr
n H)
n the above computation also implies that
‖e(tq−1−tr)H‖ ≤ e−L(tq−1−tr).
Consequently,∥∥∥e(tm−tr)H − m∏
l=r+1
(1l + γlH)
∥∥∥ ≤ 1
2
e−(tm−tr)L+γ1Leγ1‖H‖‖H‖2
m∑
q=r+1
γ2q .

Lemma 2.6. Suppose that properties (L1) and (L3) hold. One has
H¯[l, n] = γl
bl
n∑
k=l
bkH[l, k]→ −H−1
for l, n → ∞ with tn − tl → ∞. Further there exists n0 ∈ N such that the operator on the left
hand side is uniformly bounded for all n0 ≤ l ≤ n.
Proof. Recall that assumption (L3) implies (L3’) and (L3”), see Lemma 2.2. By (L1) we can fix
L > 0 and n0 ∈ N such that for n ≥ n0, ‖1l + γnH‖ ≤ 1 − Lγn. For n ≥ l ≥ n0 we consider
I1 = I1(l, n) = H¯[l, n],
I2 = I2(l, n) =
γl
bl
n∑
k=l
bke
(tk−tl)H and I3 = I3(l, n) =
n∑
k=l
γke
(tk−tl)H
and omit the (l, n)-dependence in the notation.
We analyse ‖I1 − I2‖. One has
I1 − I2 = γl
bl
n∑
k=l
bk(H[l, k]− e(tk−tl)H)
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By Proposition 2.5,
‖H[l, k] − e(tk−tl)H‖ ≤ ‖H‖2eγ1(L+‖H‖)e−(tk−tl)L
k∑
q=l+1
γ2q
≤ ‖H‖2eγ1(L+‖H‖)γle−(tk−tl)L(tk − tl)
so that
‖I1 − I2‖ ≤ ‖H‖2eγ1(L+‖H‖)︸ ︷︷ ︸
=:C
γl
n∑
k=l
γlbk
blγk
e−(tk−tl)L(tk − tl)γk
= Cγl
∫ tn−tl−1
0
Fl(s)e
−(tKl(s)−tl)L(tKl(s) − tl) ds
≤ Ceγ1Lγl
∫ tn−tl−1
0
Fl(s)e
−sLs ds,
where we used that tKl(s)− tl ≤ tKl(s)−1− tl−1 ≤ s < tKl(s)− tl−1 = tKl(s)− tl+γl in the previous
step. Property (L3”) implies that there exists an integrable majorant for the latter integrand.
Hence ‖I1 − I2‖ is uniformly bounded and converges to zero as l, n→∞ with l ≤ n.
We analyse ‖I2 − I3‖. One has
I2 − I3 =
n∑
k=l
(γlbk
blγk
− 1
)
γke
(tk−tl)H =
∫ tn−tl−1
0
(γlbKl(s)
blγKl(s)
− 1
)
e(tKl(s)−tl)H ds
and using that tKl(s) − tl ≤ tKl(s)−1 − tl−1 ≤ s and the definition of Fl we get that
‖I2 − I3‖ ≤
∫ tn−tl−1
0
|Fl(s)− 1| e−Ls ds.
As before there exists an integrable majorant (L3”). Hence ‖I2 − I3‖ is uniformly bounded and
with dominated convergence and (L3’) we conclude that the latter integral converges to zero as
l, n→∞ with l ≤ n.
We analyse ‖I3 +H−1‖. One has
I3 +H
−1 =
∫ tn−tl−1
0
e(tKl(s)−tl)H ds −
∫ ∞
0
esH ds
and noting that tKl(s)− tl ≤ tKl(s)−1− tl−1 ≤ s < tKl(s)− tl−1 = tKl(s)− tl+ γl we conclude that
‖I3 −H−1‖ ≤
∫ tn−tl−1
0
‖ e(tKl(s)−tl)H − esH︸ ︷︷ ︸
=e
(tKl(s)
−tl)H(1l−e
s−(tKl(s)
−tl))
‖ ds +
∫ ∞
tn−tl−1
‖esH‖︸ ︷︷ ︸
≤e−sL
ds
≤
∫ tn−tl−1
0
e−L(tKl(s)−tl)︸ ︷︷ ︸
≤e−Ls+Lγl
γl‖H‖eγl‖H‖ ds+ L−1e−L(tn−tl−1)
which converges to zero as l, n→∞ with tn − tl →∞. Here we used that ‖eA − 1l‖ ≤ ‖A‖e‖A‖
for a matrix A. Further ‖I3‖ is uniformly bounded since
‖I3‖ ≤
∫ tn−tl−1
0
‖e(tKl(s)−tl)H‖ ds ≤
∫ ∞
0
e−L(s−γl) ds ≤ e
Lγ1
L
.

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We state a classical result of linear algebra that is usually used in the theoretical analysis of
stochastic approximation.
Lemma 2.7. If for L > 0, H ∈ Rd×d is an L-contracting matrix in the sense that
sup{Re(λ) : λ e.v. of H} < −L,
then there exists a norm ‖ · ‖ on Rd×d induced by a scalar product on Rd and ε0 > 0 such that
for all ε ∈ [0, ε0]
‖1l + εH‖ ≤ 1− εL.
2.2. Proof of Theorem 2.1. We note that by Lemmas 2.2 and 2.3 properties (L2’), (L3’) and
(L3”) are satisfied and we choose n0 ∈ N sufficiently large such that all properties hold. The
proof of Theorem 2.1 relies on an asymptotic analysis of
Ξn :=
1
b¯n
n∑
l=n0+1
blH¯[l, n]Υl
for n ≥ n0. Note that by Lemma 2.6 all operators H¯[l, n] appearing above are uniformly bounded
and furthermore H¯[l, n]→ −H−1 as l, n→∞ with tn−tl →∞. For each of the three statements
of Theorem 2.1 we carry out the analysis separately. In each case it will be easy to see that the
remaining terms of the representation (12) are asymptotically negligible.
Proof of Theorem 2.1 I. For every ε > 0 there exists l0 ∈ N and C1 > 0 such that
‖H¯[l, n] +H−1‖ ≤ ε
for all n ≥ l > l0 ≥ n0 with tn − tl ≥ C1. Denote by L(n) the maximal index l with tn − tl ≥ C
and note that limn→∞(n−L(n))/n = 0 by Lemma 2.3. Using the uniform boundedness of H¯[l, n]
we get that for an appropriate constant C2, for sufficiently large n (L(n) ≥ l0)∥∥∥Ξn+ 1
b¯n
n∑
l=n0+1
blH
−1Υl
∥∥∥ ≤ 1
b¯n
n∑
l=n0+1
bl‖H¯[l, n] +H−1‖‖Υl‖
≤ C2 1
b¯n
l0∑
l=n0+1
bl‖Υl‖+ ε 1
b¯n
L(n)∑
l=l0+1
bl‖Υl‖+ C2 1
b¯n
n∑
l=L(n)+1
bl‖Υl‖(13)
By assumption, one has limn→∞ δ
−1
n Υn = µ, on {θn → 0}. Recalling (10) we conclude that the
first and third term in (13) are of order o(b¯−1n
∑n
k=1 bkδk) on {θn → 0} and the second term is
for sufficiently large n smaller than 2εb¯−1n ‖µ‖
∑n
k=1 bkδk. Since ε > 0 is arbitrary we get that on
{θn → 0} ∥∥∥Ξn + 1
b¯n
n∑
l=n0+1
blH
−1Υl
∥∥∥ = o( 1
b¯n
n∑
k=1
bkδk
)
.
On {θn → 0} we have that δ−1l Υl → µ so that with the same argument as above∥∥∥ 1
b¯n
n∑
l=n0+1
blH
−1(Υl − δlµ)
∥∥∥ = o( 1
b¯n
n∑
k=1
bkδk
)
.
Consequently, on {θn → 0}
lim
n→∞
( 1
b¯n
n∑
l=1
blδl
)−1
Ξn = −H−1µ.
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In view of (12) we have
θ¯n =
1
b¯n
n0−1∑
k=0
bkθk +
1
b¯n
n∑
k=n0
bkH[n0, k]θn0 + Ξn
and the first and second term on the right hand side are of lower order. Indeed, the terms are
of order O((b¯n)−1) (Lemma 2.6) which is asymptotically negligible. 
Proof of Theorem 2.1 II. We verify the validity of a central limit theorem (see [6, Cor. 3.1]) for
Ξn =
1
b¯n
n∑
l=n0+1
blH¯[l, n]Υl.
We note that the summands are martingale differences and consider
1
b¯2n
n∑
l=n0+1
b2l cov(H¯[l, n]Υl|Fl−1) =
1
b¯2n
n∑
l=n0+1
b2l H¯[l, n]cov(Υl|Fl−1)H¯[l, n]†
First we show convergence of the conditional covariances on {θn → 0}. One has
‖H¯[l, n]cov(Υl|Fl−1)H¯[l, n]† − δ2lH−1Γ(H−1)†‖
≤ ‖H¯[l, n] +H−1‖‖cov(Υl|Fl−1)‖‖H¯[l, n]†‖
+ ‖H−1‖‖cov(Υl|Fl−1)− δ2l Γ‖‖H¯[l, n]†‖+ δ2l ‖H−1‖‖Γ‖H¯[l, n]† + (H−1)†‖.
As a consequence of the convergence of the conditional covariances one has on {θn → 0} for
sufficiently large l, say l ≥ L with L being an appropriate random variable,
‖cov(Υl|Fl−1)‖ ≤ C1δ2l .
Further by Lemma 2.6 there exists a constant C2 such that ‖H[l, n]‖ ∨ ‖H[l, n]†‖ ≤ C2 for all
n0 ≤ l ≤ n. As in the proof of part I one shows that on {θn → 0} up to nullsets
1
b¯2n
n∑
l=n0+1
b2l ‖H¯[l, n] +H−1‖‖cov(Υl|Fl−1)‖‖H¯[l, n]†‖
≤ 1
b¯2n
L∧n∑
l=n0+1
b2l ‖H¯[l, n] +H−1‖‖cov(Υl|Fl−1)‖‖H¯[l, n]†‖+ C1C2
1
b¯2n
n∑
l=L∧n+1
(blδl)
2‖H¯[l, n] +H−1‖
is of order o(σ2n) with σ
2
n = b¯
−2
n
∑n
l=1(blδl)
2. The same is true for the terms
1
b¯2n
n∑
l=n0+1
b2l ‖H−1‖‖cov(Υl|Fl−1)− δ2l Γ‖‖H¯[l, n]†‖
and
1
b¯2n
n∑
l=n0+1
(blδl)
2‖H−1‖‖Γ‖‖H¯[l, n]† + (H−1)†‖.
Consequently, on {θn → 0}
σ−2n
1
b¯2n
n∑
l=n0+1
b2l cov(H¯[l, n]Υl|Fl−1)→ H−1Γ(H−1)†
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and the conditional covariances converge. It remains to verify the conditional Lindeberg con-
dition. Recall that there exists C2 such that ‖H¯[l, n]‖ ≤ C2 for n0 ≤ l ≤ n. Consequently, for
ε > 0,
σ−2n
n∑
l=n0+1
E
[
1l
{‖
bl
b¯n
H¯[l,n]Υl‖/σn≥ε}
∥∥∥ bl
b¯n
H¯[l, n]Υl
∥∥∥2∣∣∣Fn−1] ≤ C22σ2n n∑
l=n0+1
b2l
b¯2n
E
[
1l
{‖Υl‖≥
εb¯nσn
C2bl
}
‖Υl‖2
∣∣∣Fl−1]
and the latter term tends to zero in probability on {θn → 0} by assumption. Thus the central
limit theorem is applicable and on {θn → 0}
1
σn
Ξn ⇒ N (0,H−1Γ(H−1)†).
In view of (12) the statement of the proposition follows once we showed that on {θn → 0} the
terms
1
b¯n
bkθk, for k = 0, . . . , n0 − 1, and 1
b¯n
n∑
k=n0
bkH[n0, k]θn0
are of order o(σn). The terms are of order O(b¯−1n ) (since H[n0, k] is uniformly bounded by
Lemma 2.6) which is of order o(σn) since
∑∞
k=1(bkδk)
2 =∞. 
Proof of Theorem 2.1 III. We control E[‖Ξn‖]. By Lemma 2.6 there exists a constant C1 such
that for sufficiently large n0 and all n ≥ n0
E[‖Ξn‖] ≤ 1
b¯n
E
[∥∥ n∑
l=n0+1
blH¯[l, n]Υl
∥∥] ≤ 1
b¯n
C1
n∑
l=n0+1
bl E[‖Υl‖] = o(εn)
so that Ξn/εn → 0, in probability. Moreover, by assumption limn→∞ ε−1n b¯n = 0 which implies
that also the remaining terms in the representation (12) are of order o(εn). 
3. Proof of Theorem 1.2
In this section, we prove the central limit theorem for Ruppert-Polyak averaging. We as-
sume the setting of Section 1.1 and in particular we assume that all assumptions imposed in
Theorem 1.2 are satisfied.
Since all assumptions are translation invariant it suffices to show that the statement is true
in the case where θ∗ = 0. Note that the linear equation (9) is satisfied for the choice
Υn =
1
γn
(θn − θn−1)−Hθn−1.
Moreover the case that θn−1 + γn(f(θn−1) + Dn + Rn) is in D enters on {θ → 0} for all but
finitey many n’s (since 0 is not allowed to be a boundary point) and for all these n’s one has
Υn = f(θn−1)−Hθn−1 +Dn +Rn.
We will represent Υn as the sum of three terms and control their contribution by Theorem 2.1.
According to Lemma 2.7 we fix an inner product 〈·, ·〉 for which assumption (L1) is satisfied and
denote by ‖ · ‖ the respective norm. Assumptions (L2) and (L3) are satisfied by the choice of
parameters.
Choose C0 > trace(Γ) (with the trace being taken in the Hilbert space 〈·, ·〉) and ε′ > ε > 0
such that Assumptions (D) and (E) are satisfied and such that (29) holds as a consequence of
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Theorem A.1. We consider
Υ(diff)n = Dn1l{θn−1 ∈ B(0, ε′)}
Υ(rem)n = (f(θn−1)−Hθn−1)1l{θn−1 ∈ B(0, ε)}
Υ(bias)n = Υn −Υ(diff)n −Υ(rem)n
By linearity one has
θn = θ
(bias)
n + θ
(diff)
n + θ
(rem)
n and θ¯n = θ¯
(bias)
n + θ¯
(diff)
n + θ¯
(rem)
n
where the corresponding processes are the solutions of (9) when choosing the corresponding Υ
and starting the first process in θ0 and the second and third one in zero.
1) On the set {θn → 0} the projection Π will take effect only in a finite number of steps.
Furthermore, the indicators in the definitions of Υ
(diff)
n and Υ
(rem)
n will be one for all but finitely
many n. Hence, on {θn → 0} one has for all but finitely many n that Υ(bias)n = Rn so that by
part I of Theorem 2.1
lim
n→∞
(εbiasn )
−1θ¯(bias)n = H
−1µ, up to nullsets.
2) By definition, the process (Υdiffn )n∈N is a sequence of square integrable martingale differences
and on {θn → 0}, one has Υ(diff)n = Dn for all but finitely many n ∈ N. Hence, it follows by part
II of Theorem 2.1 that on {θn → 0}
(εdiffn )
−1θ¯(diff)n ⇒ N (0,H−1Γ(H−1)†).
3) For n0 ∈ N let
Υ(rem,n0)n = (f(θn−1)−Hθn−1)1l{θl ∈ B(0, ε) for all l = n0, . . . , n− 1}
Using property (B) together with Theorem A.1 we conclude that there are constants C1 and C2
not depending on the choice of n0 such that for sufficiently large n ∈ N one has
E[‖Υ(rem,n0)n ‖] ≤ C1E[‖θn−1‖1+λ1l{θl ∈ B(0, ε′) for l = n0, . . . , n− 1}]
≤ C1E[‖θn−1‖21l{θl ∈ B(0, ε′) for l = n0, . . . , n− 1}](1+λ)/2 ≤ C2δ1+λn−1.
Recall that assumption (A) implies that δn−1 = O(δn) so that there exists a constant C3 not
depending on n0 such that E[‖Υ(rem,n0)n ‖] ≤ C3δ1+λn for sufficiently large n.
First suppose that (3) is of order o(εbiasn ). Part III of Theorem 2.1 is applicable and we obtain
that
lim
n→∞
(εbiasn )
−1θ¯(rem,n0)n = 0, in probability.(14)
Note that on
Ωn0 = {θn → 0} ∩ {θl ∈ B(0, ε′) for all l = n0, . . . }
Υ(rem,n0) agrees with Υ(rem). Since
⋃
n0∈N
Ωn0 = {θn → θ∗}, we conclude that (14) still remains
true on {θn → θ∗} when replacing θ¯(rem,n0)n by θ¯(rem)n . We choose ϑn := θ¯biasn + θ¯(rem)n and observe
that in combination with 1) and 2) we have proved the statement.
Conversely in the case where (3) is of order o(εdiffn ) one concludes similarly with 1) and 2)
that the statement follows for ϑn = θ¯
(bias)
n .
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4. Proof of Theorem 1.8
Note that the states (θn)n∈N0 of the algorithm satisfy equation (1) when choosing
Rn =
{
E[Z(Un; θn−1, sn,Kn)|Fn−1]− f(θn−1), if θn−1 ∈ Dθ∗ ,
Z(Un; θn−1, sn,Kn)− f(θn−1), else,
and
Dn =
{
Z(Un; θn−1, sn,Kn)− E[Z(Un; θn−1, sn,Kn)|Fn−1], if θn−1 ∈ Dθ∗ ,
0, else,
where Dθ∗ is the neighbourhood of θ
∗ appearing in Assumptions (TAIL) and (COST2). We set
δbiasn =M
−αsn , (δdiffn )
2 =M (1−β)sn/nϕ and δn = n
−(ϕ+1)r+ 1
2
(1−ψ)
and
ǫbiasn = b¯
−1
n
n∑
l=1
blδ
bias
l and ǫ
diff
n = b¯
−1
n
√√√√ n∑
l=1
(blδ
diff
l )
2.
1) Verification of the assumptions of Theorem 1.2. Property (A) is a direct consequence of
the choice of the parameters and (B) holds by assumption.
To verify property (C) we first derive the asymptotics of M sn . Using the definition of ξn and
the asymptotic equivalence K¯n ∼ κKnϕ+1 we conclude that for sufficiently large n
M sn = κsK¯
1
2α−β+1
n M
−ξn ∼ κs(κKnϕ+1)
1
2α−β+1M−ξn .(15)
Consequently,
δbiasn ≈ n−(ϕ+1)r and (δdiffn )2 ≈ n(ϕ+1)
1−β
2α−β+1
−ϕ
= n−2(ϕ+1)r+1(16)
so that bnδ
bias
n ≈ nρ−(ϕ+1)r and (bnδdiffn )2 ≈ n−1+2(ρ+1)−2(ϕ+1)r with the previous exponents being
strictly bigger than −1 as a consequence of r < 12 and the second inequality of (5). Now (C)
follows by elementary analysis. We mention that this also implies that
ǫbiasn ≈ ǫdiffn ≈ n−(ϕ+1)r ≫ b¯−1n log n.(17)
Next we verify (D). On {θn → θ∗}, one hsa
(δbiasn )
−1Rn =M
αsn(E[Fsn(θ, U)]
∣∣
θ=θn−1
− f(θn−1))→ µ
as consequence of (BIAS). Note that by (16) and ψ < 1, δbiasn = o(δn). Furthermore, for ε
′ > 0
one has
E[1l{θn−1∈B(θ∗,ε′)}|Rn|2]1/2 ≤ sup
θ∈B(θ∗,ε′)
|E[Fsn(θ, U)]− f(θ)|.
Hence (D) follows if we can show that for some ε′ > 0
lim sup
n→∞
(δbiasn )
−1 sup
θ∈B(θ∗,ε′′)
|E[Fsn(θ, U)]− f(θ)| <∞.
If this were not be true for any ε′ > 0 one could define an increasing N-valued sequence (nm)m∈N
together with a D-valued sequence (ζm)m∈N such that ζm → θ∗ and (δbiasnm )−1|E[Fsnm (ζm, U)] −
f(ζm)| → ∞. This would contradict property (BIAS).
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Next we verify (E). Note that if θn−1 attains a value in Dθ∗ , then
cov(Dn|Fn−1) = cov(Z(Un; θn−1, sn,Kn)|Fn−1)
=
sn∑
l=1
1
Nl(sn,Kn)
cov(Fl(U, θ)− Fl−1(U, θ))
∣∣
θ=θn−1
.
(18)
Recall that Nl(sn,Kn) is formed by rounding
Kn
MsnM
β+1
2
(sn−l) and for each n ∈ N the smallest
value is obtained for l = sn. As consequence of the first assumption in (5) one has ϕ− ϕ+12α−β+1 > 0
so that
Kn
M sn
≈ nϕ− ϕ+12α−β+1 →∞
and rounding has no effect on the asymptotics of the sum appearing in (18). We thus get that
on {θn → θ∗}
cov(Dn|Fn−1) =
sn∑
l=1
1 + o(1)
Kn
MsnM
β+1
2
(sn−l)
cov(Fl(U, θ)− Fl−1(U, θ))
∣∣
θ=θn−1
=
M
1−β
2
sn
Kn
sn∑
l=1
(1 + o(1))M
1−β
2
lMβl cov(Fl(U, θ)− Fl−1(U, θ))
∣∣
θ=θn−1
.
(19)
By assumption (VAR) one has on {θn → θ∗} for n, l→∞
Mβl cov(Fl(U, θ)− Fl−1(U, θ))
∣∣
θ=θn−1
→ Γ.
Furthermore, (TAIL) implies existence of a constant C such that for all θ ∈ Dθ∗ and l ∈ N∥∥Mβl cov(Fl(U, θ)− Fl−1(U, θ))∥∥ ≤ C.
Consequently, it follows that on {θn → θ∗}
lim
n→∞
(δdiffn )
−2cov(Dn|Fn−1) = lim
n→∞
M
1−β
2
sn
(δdiffn )
2Kn
sn∑
l=1
M
1−β
2
lΓ =
1
κK
1
1−M− 1−β2
1
ϕ+ 1
Γ =: Γ′.
Next we show the second part of (E). Recall that we need to show for arbitrarily fixed ε > 0
and ι
(n)
l = εb¯nǫ
diff
n /bl (n, l ∈ N with l ≤ n) one has
lim
n→∞
(ǫdiffn )
−2
n∑
l=1
b2l
b¯2n
E[1l
{|Dl|>ι
(n)
l }
|Dl|2|Fl−1] = 0, in probability.(20)
First note that for q > 2 as in Assumption (TAIL) one has
E[|Dl|q|Fl−1] = 1lB′ε(θ∗)(θl−1)E
[|Z(U; θ, sn,Kn)− E[Z(U; θ, sn,Kn)]|q]∣∣∣
θ=θl−1
.
As consequence of the Burkholder-Davis-Gundy inequality and Assumption (TAIL) there exists
a constant C only depending on q, the dimension d and CTAIL such that for all θ ∈ Bε′(θ∗) and
n ∈ N one has
E
[|Z(U; θ, sn,Kn)− E[Z(U; θ, sn,Kn)]|q]2/q ≤ C sn∑
r=1
1
Nr(sn,Kn)
M−βr.
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The term on the right hand side does not depend on the choice of θ and following the same argu-
ments as in (18) we conclude that it is of orderO((δdiffn )2). We note that E[1l{|Dl|>ι(n)l }|Dl|
2|Fl−1] ≤
(ι
(n)
l )
−(q−2)
E[|Dl|q|Fl−1] so that (20) follows once we showed that
lim
n→∞
(ǫdiffn )
−2
n∑
l=1
b2l
b¯2n
(ι
(n)
l )
−(q−2)(δdiffl )
q = 0 or, equivalently, lim
n→∞
(ǫdiffn )
−q
n∑
l=1
bql
b¯qn
(δdiffl )
q = 0.
Using the asymptotic formulas for δdiffn and ǫ
diff
n , see (16) and (17), we conclude that the latter
term is of order n−
1
2
(q−2) which proves the second part of (E).
To verify the third part we notice that for ε′ > 0 with B(θ∗, ε′) ⊂ Dθ∗ one has
E[1lB(θ∗ ,ε′)(θn−1) |Dn|2] ≤ CTAIL
sn∑
r=1
1
Nr(sn,Kn)
M−βr ≈ (δdiffn )2
so that together with (16)
√
γn E[1lB(θ∗,ε′)(θn−1) |Dn|2]1/2 = O
(
n−
ψ
2
−(ϕ+1)r+ 1
2
)
= O(δn).
We verify (F). One has
1
b¯n
n∑
l=1
blδ
1+λ
l =
1
b¯n
n∑
l=1
lρ+(1+λ)(−(ϕ+1)r−
1
2
(ψ−1)) ≈ n(1+λ)(−(ϕ+1)r− 12 (ψ−1)),
if the exponent in the sum is strictly bigger than −1. In that case 1
b¯n
∑n
l=1 blδ
1+λ
l = o(ǫ
bias
n ) if and
only if (1+λ)(−(ϕ+1)r− 12(ψ− 1)) < −(ϕ+1)r (see (17)) which is by elementary calculations
equivalent to ψ > 1− 2λ1+λ(ϕ+1)r which we assumed in (5). Conversely, if the exponent is smaller
than −1, then
1
b¯n
n∑
l=1
blδ
1+λ
l = O(n−(ρ+1) log n)
and again 1
b¯n
∑n
l=1 blδ
1+λ
l = o(ǫ
bias
n ) since −(ρ + 1) < −(ϕ + 1)r as a consequence of r < 12 and
the second inequality of (5).
2) Analysis of ǫbiasn . One has
n∑
k=1
bkδ
bias
k =
n∑
k=1
kρM−αsk =
sn−1∑
j=1
M−αj
yj+1∑
k=yj+1
kρ +
n∑
k=ysn+1
kρM−αsn ,(21)
where for j ∈ N
yj := min{n ∈ N : κsK¯
1
2α−β+1
n ≥M j} − 1.
Note that as j →∞
yj ∼
( 1
κK
(M j
κs
)2α−β+1)1/(ϕ+1)
and, hence,
1
ρ+ 1
yρ+1j ∼ c1M r1j,(22)
where r1 =
ρ+1
ϕ+1(2α − β + 1) and c1 = 1ρ+1
(
1
κK
(
1
κs
)2α−β+1)(ρ+1)/(ϕ+1)
. Consequently,
yj+1∑
r=yj+1
kρ ∼
[ 1
ρ+ 1
xρ+1
]yj+1
yj
∼ c1(M r1 − 1)M r1j .
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As a consequence of (5) one has r1 > α and insertion of the above equivalences yields as n→∞
sn−1∑
j=1
M−αj
yj+1∑
r=yj+1
kρ ∼ c1(M r1 − 1)
sn−1∑
j=1
M (r1−α)j
∼ c1 M
r1 − 1
M r1−α − 1︸ ︷︷ ︸
=:c2
M (r1−α)sn .
(23)
Using again (22) we obtain
n∑
k=ysn+1
kρM−αsn ∼ 1
ρ+ 1
M−αsnyρ+1sn
(( n
ysn
)ρ+1 − 1) ∼ c1M (r1−α)sn(( n
ysn
)ρ+1 − 1).
We combine the previous estimate with the following consequence of (22) and (15)
ysn ∼
( 1
κK
( 1
κs
M sn
)2α−β+1) 1ϕ+1 ∼ nM− 2α−β+1ϕ+1 ξn
and get with (21), (23) and the definitions of r1, r, c1 and ψ that
n∑
k=1
bkδ
bias
k ∼ c1M (r1−α)sn(c2 +M
2α−β+1
ϕ+1
ξn − 1) ∼ c1(κs(κKnϕ+1)
1
2α−β+1M−ξn)r1−α(c2 +M
r1ξn − 1)
=
1
ρ+ 1
κ−αs κ
− α
2α−β−1
K ψr1,−α(ξn)n
−(ϕ+1)r+ρ+1.
Finally, we use that b¯n ∼ (ρ+ 1)−1nρ+1 to concude that
ǫbiasn ∼ κ−αs κ−rK ψr1,−α(ξn)n−(ϕ+1)r = εbiasn .
3) Analysis of ǫdiffn . We proceed similarly as in step two. Note that
n∑
k=1
(bkδ
diff
k )
2 ∼
sn−1∑
j=1
M (1−β)j
yj+1∑
k=yj+1
k2ρ−ϕ +M (1−β)sn
n∑
k=ysn+1
k2ρ−ϕ.(24)
Note that (5) implies that 2ρ− ϕ > −1. By (22) one has
1
2ρ− ϕ+ 1y
2ρ−ϕ+1
j ∼ c3M (2
ρ+1
ϕ+1
−1)(2α−β+1)j
for c3 =
1
2ρ− ϕ+ 1
( 1
κK
( 1
κs
)2α−β+1)2 ρ+1
ϕ+1
−1
.
As before we conclude that in terms of r2 = (2
ρ+1
ϕ+1 − 1)(2α − β + 1)
yj+1∑
k=yj+1
k2ρ−ϕ ∼ 1
2ρ− ϕ+ 1y
2ρ−ϕ+1
j
((yj+1
yj
)2ρ−ϕ+1 − 1) ∼ c3M r2j(M r2 − 1)
and
n∑
k=ysn+1
k2ρ−ϕ ∼ c3M r2sn
(( n
ysn
)2ρ−ϕ+1 − 1).
With c4 :=
M r2−1
M r2+1−β−1
we get that
sn−1∑
j=1
M (1−β)j
yj+1∑
k=yj+1
k2ρ−ϕ ∼ c3c4M (r2+1−β)sn
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We insert the previous equation into (24) and use equivalence (15) and the definitions of r, c3
and ψ to deduce that
n∑
k=1
(bkδ
diff
k )
2 ∼ c3M (r2+1−β)sn
(
c4 +M
r2ξn − 1)
∼ c3(κs(κKnϕ+1)
1
2α−β+1M−ξn)r2+1−β
(
c4 +M
r2ξn − 1)
∼ 1
2ρ− ϕ+ 1κ
1−β
2α−β+1
K κ
1−β
s ψr2,1−β(ξn)n
2(ρ+1)−2(ϕ+1)r
Using that b¯n ∼ (ρ+ 1)−1nρ+1 we get that
ǫdiffn ∼
ρ+ 1√
2ρ− ϕ+ 1κ
1
2
1−β
2α−β+1
K κ
1−β
2
s
√
ψr2,1−β(ξn)n
−(ϕ+1)r.
4) Analysis of the cost of the algorithm. On {θn → θ∗} one has
costn =
n∑
m=1
sm∑
k=1
Nk(sm,Km)Ck(θm−1)
∼
n∑
m=1
sm∑
k=1
Km
M sm
M
β+1
2
(sm−k)κCM
k
= κC
n∑
m=1
Km
sm∑
k=1
M−
1−β
2
(sm−k) ∼ κC
1−M− 1−β2
n∑
m=1
Km ∼ κCκK
1−M− 1−β2
nϕ+1.
5) Synthesis. By Theorem 1.2 there exists an adapted sequence (ϑn)n∈N such that on {θn →
θ∗}
(εbiasn )
−1(ϑn − θ∗) = H−1µ, in probability,
and
(ǫdiffn )
−1(θ¯n − ϑn)⇒ N (0,H−1Γ′(H−1)†).
As we showed so far εbiasn ∼ ǫbiasn ≈ ǫdiffn so that
ϑn − θ∗ − εbiasn H−1µ = oP (ǫbiasn ) = oP (ǫdiffn ),
where oP refers to small o in probability. Hence, on {θn → θ∗}
(ǫdiffn )
−1(θ¯n − ϑn)− (ǫdiffn )−1(θ¯n − (θ∗ + εbiasn H−1µ) = oP (1)
so that
(ǫdiffn )
−1(θ¯n − (θ∗ + εbiasn H−1µ))⇒ N (0,H−1Γ′(H−1)†)
and by definition of Γ′√
κK(1−M−
1−β
2 )(ϕ+ 1)(ǫdiffn )
−1(θ¯n − (θ∗ + εbiasn H−1µ))⇒ N (0,H−1Γ(H−1)†).
Now elementary computations show that the prefactor of (θ¯n − (θ∗ + εbiasn H−1µ)) is equivalent
to (εdiffn )
−1.
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5. Proof of Theorem 1.11
We proceed similarly as in the proof of Theorem 1.8. We note that the states (θn)n∈N0 of the
algorithm satisfy equation (1) with
Rn =
{
E[Z(Un; θn−1, sn,Kn)|Fn−1]− f(θn−1), if θn−1 ∈ Dθ∗ ,
Z(Un; θn−1, sn,Kn)− f(θn−1), else,
and
Dn =
{
Z(Un; θn−1, sn,Kn)− E[Z(Un; θn−1, sn,Kn)|Fn−1], if θn−1 ∈ Bε′(θ∗),
0, else,
where Dθ∗ is the neighbourhood of θ
∗ appearing in Assumptions (TAIL) and (COST2). We set
δbiasn = n
−ϕ+1
2
√
log n, δdiffn = (2ακK)
−1/2n−
ϕ
2
√
logM n and δn = n
−ψ+ϕ
2
√
log n
and
ǫbiasn = b¯
−1
n
n∑
l=1
blδ
bias
l and ǫ
diff
n = b¯
−1
n
√√√√ n∑
l=1
(blδ
diff
l )
2.
1) Verification of the assumptions of Theorem 1.2. Property (A) follows by elementary com-
putations and property (B) by assumption. Note that
bkδ
bias
k ≈ k
2ρ−ϕ−1
2
√
log k and (bkδ
diff
k )
2 ≈ k2ρ−ϕlog k
and as consequence of the second assumption in (7) the exponents 2ρ−ϕ−12 and 2ρ−ϕ are strictly
bigger than −1. Then property (C) follows easily by comparison with appropriate integrals.
Next we verify (D). By choice of sn one has M
−αsn = o(δbiasn ). Hence, one has on {θn → θ∗}
(δbiasn )
−1Rn = (δ
bias
n )
−1M−αsnsn︸ ︷︷ ︸
→0
Mαsnsn(E[Fsn(θ, U)]
∣∣
θ=θn−1
− f(θn−1))︸ ︷︷ ︸
eventually bounded
→ 0
as consequence of (BIAS∗). The second part of property (D) follows as in the proof of Theo-
rem 1.8.
Next we verify (E). Note that if θn−1 attains a value in Bε′(θ
∗), then
cov(Dn|Fn−1) = cov(Z(Un; θn−1, sn,Kn)|Fn−1)
=
sn∑
r=1
1
Nr(Kn)
cov(Fk(U, θ)− Fk−1(U, θ))
∣∣
θ=θn−1
.
(25)
One has logM (M
−snKn) = −sn+ϕ logM n+O(1) and sn ∼ ϕ+12α logM n by choice of sn. The first
assumption in (7) implies that ϕ+12α < ϕ so that limn→∞M
−snKn = ∞. Hence, as consequence
of (VAR) one has on {θn → θ∗} as n, r →∞ with r ≤ sn
Kn
1
Nr(Kn)
cov(Fk(U, θ)− Fk−1(U, θ))
∣∣
θ=θn−1
→ Γ.
Furthermore there exists a constant C such that for every n ∈ N and θ ∈ Dθ∗∥∥Kn 1
Nr(Kn)
cov(Fk(U, θ)− Fk−1(U, θ))
∥∥ ≤ C.
Altogether we thus get with (25) that on {θn → θ∗}
cov(Dn|Fn−1) ∼ sn
Kn
Γ ∼ (δdiffn )2 Γ.
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The second part of (E) is shown in complete analogy to the proof of Theorem 1.8.
To verify the third part we notice that as long as B(θ∗, ε′) ⊂ Dθ∗ one has
E[1l{θn−1∈B(θ∗,ε′′)}|Dn|2] ≤ CTAIL
sn∑
l=1
1
Nl(Kn)
M−l ≈ (δdiffn )2
so that using that δdiffn ≈ n−ϕ/2
√
log n
√
γn E[1l{θn−1∈B(θ∗,ε′′)}|Dn|2]1/2 = O
(
n−
ψ
2
−(ϕ+1)r+ 1
2
)
= O(δn).
We verify (F). We distinguish two cases. If ρ− (1 + λ)ϕ+ψ2 > −1 one has
1
b¯n
n∑
k=1
bkδ
1+λ
k ≈
1
nρ+1
n∑
k=1
kρ−(1+λ)
ϕ+ψ
2 (log k)(1+λ)/2 ≈ n−(1+λ)ϕ+ψ2 (log n)(1+λ)/2,
which is of oder o(εdiffn ) since ε
diff
n ≈ n−
ϕ+1
2
√
log n and ψ+ϕ2 (1 + λ) >
ϕ+1
2 as a consequence of
the third assumption of (7). If ρ− (1 + λ)ϕ+ψ2 ≤ −1, then
1
b¯n
n∑
l=1
blδ
1+λ
l O
( 1
nρ+1
n∑
l=1
l−1(log l)(1+λ)/2
)
= O(n−(ρ+1)(log n)(3+λ)/2)
which is of order o(εdiffn ) since ρ+ 1 >
ϕ+1
2 by the second assumption of of (7).
2) The asymptotics of ǫbiasn and ǫ
diff
n . One has
ǫbiasn ∼ (ρ+ 1)n−(ρ+1)
n∑
k=1
kρ−
ϕ+1
2
√
log k ∼ 2(ρ+ 1)
2ρ− ϕ+ 1n
−ϕ+1
2
√
log n,
where we used that the exponent ρ− ϕ+12 is strictly bigger than −1 as observed in the verification
of (C).
Note that using that 2ρ−ϕ > −1 as consequence of the second assumption in (7) we get that
n∑
k=1
(bkδ
diff
k )
2 =
n∑
k=1
k2ρ(2ακK)
−1k−ϕ logM k
∼ (2ακK(2ρ− ϕ+ 1))−1n2ρ−ϕ+1 logM n.
(26)
Consequently,
(ǫdiffn )
2 =
1
b¯2n
n∑
k=1
(bkδ
diff
k )
2 ∼ (ρ+ 1)2(2ακK(2ρ− ϕ+ 1))−1n−(ϕ+1) logM n
=
1
2ακK
( ρ+1
ϕ+1
)2
2 ρ+1ϕ+1 − 1
n−(ϕ+1) logM n
ϕ+1 = (εdiffn )
2.
(27)
3) Analysis of the cost of the algorithm. As a consequece of (COST) and (COST2) and the
choice of Kn and sn, one has on {θn → θ∗}
sn∑
k=1
Nk(Kn)Ck(θn−1) ∼ κCsnKn ∼ κCκKα−1(ϕ+ 1)nϕ logM n
ϕ+1
2
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so that
costn =
n∑
m=1
sm∑
k=1
Nk(Km)Ck(θm−1) ∼ κCκKα−1(ϕ+ 1)
n∑
m=1
mϕ logM m
ϕ+1
2
∼ κCκKα−1nϕ+1 logM n
ϕ+1
2 .
On {θn → θ∗} one has
logM costn ∼ logM nϕ+1 and thus n−(ϕ+1) ∼
κCκK
2α
logM costn
costn
.
Consequently, on {θn → θ∗}
εdiffn ∼
√
κC
2α
ρ+1
ϕ+1√
2 ρ+1ϕ+1 − 1
logM costn√
costn
.
4) Synthesis. We showed that ǫbiasn ≈ ǫdiffn . As a consequence of Theorem 1.2 we have on
{θn → θ∗}
(ǫdiffn )
−1(θ¯n − θ∗)⇒ N (0,H−1Γ(H−1)†)
and due to (27) we can replace ǫdiffn by ε
bias
n . The reformulation of ε
diff
n in terms of costn was
already derived in part 3).
Appendix A. L2-error bounds
Theorem A.1. Suppose that (θn)n∈N0 satisfies the recursion (1) and suppose that θ
∗ is an L-
contracting zero of f . Let (γn)n∈N and (δn)n∈N sequences of strictly positive reals with
∑∞
n=1 γn =
∞ and
lim sup
n→∞
1
γn
δn−1 − δn
δn−1
≤ L.(28)
Further suppose that there exists ε′ ∈ (0,∞) with
lim sup
n→∞
δ−1n E
[
1lBε′ (θ∗)(θn−1)|Rn|2
]1/2
<∞
and
lim sup
n→∞
( δn√
γn
)−1
E[1lBε′ (θ∗)(θn−1)|Dn|2]1/2 <∞.
Then there exist ε, C ∈ (0,∞) such that for all n0 ∈ N,
lim sup
n→∞
δ−1n E
[
1l{θm∈Bε(θ∗) for m=n0,...,n−1}|θn − θ∗|2
]1/2 ≤ C.(29)
For completeness we provide a proof.
Proof. Since the statement of the theorem is translation invariant we can and will assume that
θ∗ = 0. Since H is L-contracting there exists an inner product 〈·, ·〉 on Rd and ε0 > 0 such that
for sufficiently large n
‖I + γnH‖ ≤ 1− γn(L+ ε0)
for the induced matrix norm. Further there exist finite strictly positive constants C1, C2, C3, ε
′
such that for sufficiently large n
E[1lBε′ (0)(θn−1)‖Dn‖2] ≤ C1
δ2n
γn
, E[1lBε′ (0)(θn−1)‖Rn‖2] ≤ C2δ2n(30)
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and as a consequence of (28)
δn−1
δn
≤ C3.(31)
Moreover, assuming that ε′ > 0 is chosen sufficiently small one has for all θ ∈ Bε′(0)
‖f(θ)−Hθ‖ ≤ ε1‖θ‖
where ε1 :=
1
20C
−2
3 ε0.
We fix n0 ∈ N arbitrarily and consider for n ≥ n0
ϕn = δ
−2
n E[1lDn‖θn‖2],
where Dn := {∀l = n0, . . . , n− 1 : ‖θl‖ ≤ ε′}. One has for n ≥ n0
ϕn ≤ δ−2n E[1lDn−1‖θn−1 + γn(f(θn−1) +Rn +Dn)‖2]
= δ−2n E[1lDn−1‖θn−1 + γn(f(θn−1) +Rn)‖2]︸ ︷︷ ︸
=:I1(n)
+
γ2n
δ2n
E[1lDn−1‖Dn‖2]︸ ︷︷ ︸
=:I2(n)
.
By assumption the second summand satisfies I2(n) ≤ C1γn for sufficiently large n. In order to
estimate the first summand I1(n) we first note that for sufficiently large n
δn−1
δn
= 1 +
δn−1 − δn
δn
≤ 1 + (L+ ε0/2)γn,
(1− γn(L+ ε0))2(1 + (L+ ε0/2)γn)2 = 1− ε0γn + o(γn) ≤ 1− ε0
and
E[1lDn−1‖θn−1‖‖Rn‖] ≤ ε1E[1lDn−1‖θn−1‖2] +
1
ε1
E[1lDn−1‖Rn‖2].
Consequently, we get with the triangle inequality that for sufficiently large n
I1(n) = δ
−2
n E
[
1lDn−1
(‖θn−1 + γnHθn−1‖2 + 2γn〈θn−1 + γnHθn−1, f(θn−1)−Hθn−1 +Rn〉
+ γ2n‖f(θn−1)−Hθn−1 +Rn‖2
)]
≤ (1− γn(L+ ε0))2(1 + (L+ ε0/2)γn)2ϕn−1
+ 2γnδ
−2
n E[1lDn−1‖θn−1‖(‖f(θn−1)−Hθn−1‖+ ‖Rn‖)]
+ 2γ2nδ
−2
n E[1lDn−1(‖f(θn−1)−Hθn−1‖2 + ‖Rn‖2)]
≤ (1− 12ε0γn)ϕn−1
+ 2γnδ
−2
n
(
2ε1E[1lDn−1‖θn−1‖2] +
1
ε1
E[1lDn−1‖Rn‖2]
)
+ 2γ2nδ
−2
n E[1lDn−1(‖θn−1‖2 + ‖Rn‖2)].
As a consequence of (30) and (31) one has
δ−2n E[1lDn−1‖θn−1‖2] ≤ C23ϕn−1 and δ−2n E[1lDn−1‖Rn‖2] ≤ C2
and we thus obtain that for sufficiently large n
I1(n) ≤ (1− 12ε0γn)ϕn−1 + 4γnε1C23ϕn−1 +
2γn
ε1
C2 + 2γ
2
nC
2
3ϕn−1 + 2γ
2
nC2
=
(
1− (12ε0 − 4ε1C23 − 2γnC23 )γn
)
ϕn−1 +
( 2
ε1
C2 + 2γnC2
)
γn.
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By choice of ε1 we have that
1
2ε0− 4ε1C23 − 2γnC23 ≥ 14ε0 for sufficiently large n. Combining this
with the estimate for I2(n) we thus get that for sufficiently large n
ϕn ≤ (1− 14ε0γn)ϕn−1 + κγn
where κ := 4ε1C2. We rewrite the inequality as
ϕn − 4κε0 ≤ (1− 14ε0γn)(ϕn−1 − 4κε0 )
This implies that for a sufficiently large n1 ≥ n0 one has for all n ≥ n1
ϕn − 4κε0 ≤
(
ϕn1 − 4κε0
) n∏
l=n1+1
(1− 14ε0γl)→ 0,
where convergence holds since
∑∞
l=n1+1
γl =∞. It follows that
lim sup
n→∞
ϕn ≤ 4κε0
with the constant on the right hand side not depending on the choice of n0. 
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