In this paper, we show that simple Stochastic subGradient Decent methods with multiple Restarting, named RSGD, can achieve a linear convergence rate for a class of non-smooth and non-strongly convex optimization problems where the epigraph of the objective function is a polyhedron, to which we refer as polyhedral convex optimization. Its applications in machine learning include 1 constrained or regularized piecewise linear loss minimization and submodular function minimization. To the best of our knowledge, this is the first result on the linear convergence rate of stochastic subgradient methods for non-smooth and non-strongly convex optimization problems.
Introduction
The subgradient descent algorithm and its stochastic version are classical first-order methods for optimizing non-smooth problems. When the objective function is non-strongly convex, their convergence rate is O(1/ √ T ) with the T being the number of iterations. And it has been shown that this sublinear convergence rate is unimprovable for general non-smooth problems [19] . In this paper, we present linearly convergent stochastic subgradient methods as simple as standard stochastic subgradient descent methods for a class of non-smooth and non-strongly convex problems whose epigraph is a polyhedron. It can find applications in 1 or ∞ regularized/constrained piecewise linear loss minimization [9] and submodular function minimization [1] .
Our work on stochastic first-order methods is different from the mainstream of optimization in machine learning and signal processing that assume either some smoothness or strong convexity or both. When the objective function is only strongly convex, the stochastic subgradient descent with a particular design of step sizes can achieve an O(1/T ) convergence rate with an appropriate averaging scheme [25] or the multiple epochs scheme [14] . For smooth and strongly convex problems 1 , many stochastic algorithms have been developed that enjoy fast linear convergence rates. These include several recent developments in machine learning for finite sum problems, e.g., SVRG [16] , SAGA [8] and SDCA [24] .
When the objective function is only smooth or is composed of a smooth term and a simple nonsmooth term, it is well known that the Nesterov's deterministic first order method with the acceleration technique can improve the convergence to O(1/T 2 ) [20] . However, the acceleration of the convergence for stochastic first-order methods becomes more challenging with only some smoothness condition. Nevertheless, recently there emerge a surge of interests in accelerating stochastic first-order methods for non-strongly convex problems. Bach & Moulines [2] presented averaged stochastic gradient methods for minimizing the expected squared loss and logistic loss without the strong convexity assumption and showed that they can achieve an O(1/T ) convergence rate. SAGA applying to a finite sum smooth problem enjoys O(1/T ) convergence. Further acceleration to linear convergence is possible by exploring the error bound condition. Wang & Lin [28] studied the feasible descent approach for minimizing a family of non-strongly convex objective functions by exploiting the global error bound condition, an extension of the local error bound condition [18] . They showed that for certain problems with some special structure (e.g., the dual problem of SVM), one can achieve a linear convergence rate without the strong convexity assumption. Several other works [26, 15, 29, 12 ] also leverage the error bound conditions aiming for linear convergence of optimization for certain regularized/constrained empirical loss minimization problems without the strong convexity assumption. However, all of these works still assume the smoothness or partial smoothness condition. The present work brings these efforts one step further by accelerating stochastic subgradient methods by a very different technique for a class of convex optimization problems without smoothness and strong convexity assumptions.
In the present paper, we show that for a family of non-smooth and non-strongly convex optimization problems, a simple restarting scheme can make stochastic subgradient descent (SGD) method converge linearly, given that the epigraph of the objective function is a polyhedron. This technique is based on the fact that, for such a problem, the distance of a solution to the optimal set can be bounded by a multiple of the difference between the objective value of this solution and the optimal objective value, as illustrated by Figure 1 . We refer to this fact as polyhedral error bound condition and to the family of non-smooth and non-strongly convex optimization of interest as polyhedral convex optimization. Our strategy is to apply SGD method with multiple epochs where the SGD method is restarted after a certain constant number of iterations, using the averaged solution from the previous epoch as an initial solution. With a geometrically decreasing step size, we show that such a multistage SGD method enjoys a linear convergence rate. To the best of our knowledge, this is the first work that shows a linear convergence rate for a stochastic gradient method for a class of non-smooth and non-strongly convex problems.
Related Work
In this section, we present three pieces of work closely related to the present paper and discuss the differences between them and our developments.
Our work is motivated by [11] which established a version of the polyhedral error bound condition when the domain of the problem is a polytope and associated it with the Nesterov's smoothing method for solving the Nash equilibrium of a two-person zero-sum game. Their algorithm achieves a linear convergence rate. Compared to their method, the polyhedral error bound condition we consider here allows the domain to be a unbounded polyhedron, and thus, more general. We show that the stochastic subgradient methods can also benefit from this condition to obtain a linear convergence rate. In addition, to avoid the dependency of their algorithm on some unknown parameter, they reformulate the original problem into a larger saddle-point problem with an optimal objective value of zero, using additional copies of the primal and dual variables. This increases the computational cost in each iteration. In contrast, we propose primal dual updates based on our method to also remove the algorithmic dependence on this unknown parameter without duplicating the variables. Recently, Renegar [22] presented a framework of applying gradient methods to general conic optimization problems by transforming original problem into an equivalent convex optimization problem with only linear equality constraints and Lipschitz continuous objective function. Their result in Corollary 3.4 implies the linear convergence of subgradient methods with regards to any objective function whose epigraph is polyhedral. However, their algorithm needs to know the optimal objective value and they focus on deterministic methods only.
More recently, Freund & Lu [10] proposed new first-order methods for solving different convex optimization problems and provided new theoretical computational guarantees based on a function growth condition which is similar to the polyhedral error bound condition here. However, different from our condition, they consider the case where the distance of any feasible solution to the optimal set is bounded by a multiple of the distance between the objective value of the solution and a lower bound of the optimal objective value. As a consequence, their results were established with regard to the relative accuracy. In addition, their convergence rates are still sublinear, although there are improvements when the initial solution is far away from the optimal solution set.
Stochastic subGradient methods with Linear Convergence Rate
In this section, we describe the techniques that make stochastic subgradient descent methods converge linearly for a family of non-smooth and non-strongly convex problems. We also present several extensions including the proximal variant and removing the algorithmic dependence on the unknown parameter in the polyhedral error bound condition. We consider the following optimization problem:
where f (w) is a non-smooth and non-strongly convex function and Ω is a closed convex set in R d . We denote by ∂f (w) a subgradient of f (w) and by ∂f (w; ξ) a stochastic subgradient of f (w) that depends on a random variable ξ such that E ξ [∂f (w; ξ)] = ∂f (w). Throughout the paper, we make the following assumptions unless stated otherwise. Assumption 1. For a convex minimization problem (1), we assume a. There exist known w 0 ∈ Ω and 0 ≥ 0 such that f (w 0 ) − min w∈Ω f (w) ≤ 0 .
b. There exists a known constant G such that ∂f (w) 2 ≤ G or ∂f (w; ξ) 2 ≤ G almost surely.
c. The epigraph of f over Ω is a polyhedron, i.e., there exist a matrix C and a vector b such that
Remark: We refer to the convex problem (1) that satisfies the Assumption 1.c as polyhedral convex optimization. We make several remarks about the above assumptions: (i) different from [22] , the Assumption 1.a doest not assume the optimal value is known but rather a lower bound. In machine learning applications, the objective is usually bounded below by zero, i.e., f (w) ≥ 0, ∀w, thus any w 0 ∈ Ω and 0 = f (w 0 ) satisfy the condition; (ii) Assumption 1.b is a standard assumption also made in many previous gradient-based or stochastic gradient-based methods. ∇f (w) 2 ≤ G is required when we use subgradient to update the solution and ∇f (w; ξ) 2 ≤ G is required when we use a stochastic subgradient to update the solution; (iii) Assumption 1.c implies that the feasible set Ω must be a polyhedron as well. The matrix C and vector b that we use to characterize the epigraph are not required for running the proposed algorithms.
In Section 4, we show that many non-smooth and non-strongly convex machine learning problems satisfy the above assumptions, including
• 1 constrained/regularized hinge loss minimization, i.e.,
• 1 constrained/regularized absolute loss minimization, i.e.,
where R(w) is
for the constrained problems or for the regularized problems, respectively. More examples are deferred to Section 4.
In the sequel, we denote by · a general vector norm and by · 2 the Euclidean norm . Let ∆ and R + denote a simplex and a positive cone of an appropriate dimension, respectively. Since the objective function is not strongly convex, the optimal solutions may not be unique. Thus, we use Ω * to denote the optimal solution set and use f * to denote the unique optimal objective value. Let w + denote the closest optimal solution in Ω * to w measured in terms of norm · , i.e.,
The following lemma is the key to our analysis that is a result of the Assumption 1.c. Lemma 1 (Polyhedral Error Bound Condition). Suppose Assumption 1.c is satisfied, then there exists κ > 0 that depends on the definition of · such that
Remark: Lemma 1 above generalizes the Lemma 4 in [11] , which requires the feasible set to be a polytope (i.e., a bounded polyhedron), to a similar result where the feasible set can be a (unbounded) polyhedron. This generalization is essential because it allows the development of efficient algorithms for many unconstrained machine learning problems without artificially including a constraint. Different from [11] that used their Lemma 4 to develop a linearly convergent algorithm for solving the Nash equilibrium of a two-person zero-sum games based on Nesterov's smoothing technique [21] , we show in this paper that Lemma 1 provides the basis for a stochastic gradient method with linear convergence for the polyhedral convex minimization problems. A graphical illustration of Lemma 1 for an one dimensional problem is shown in Figure 1 .
Restarted Stochastic subGradient Descent (RSGD) Method
In the sequel, we present all results using Euclidean norm to define w + and the parameter κ. We first describe the vanilla stochastic subgradient descent method in Algorithm 1 that will serve as a subroutine in the proposed algorithm, where we make it an option to use either a subgradient or a stochastic subgradient and abuse the name SGD to denote both subgradient descent and stochastic subgradient descent methods. The step 4 in Algorithm 1 is a projection onto Ω defined as
The following lemma [30] provides guarantee on the convergence of SGD methods. For the sake of completeness, we provide its proof in the Appendix. Lemma 2. Let SGD run T iterations. Then we have 
Run SGD to obtain w k = SGD(w k−1 , η k , t)
Set k = k−1 /2 7: end for 8: Output: w K for using subgradients, and
.
for using stochastic subgradients.
Now, we are ready to present the proposed RSGD method. The key steps are presented in Algorithm 2. The algorithm uses SGD as a subroutine in multiple epochs. In each epoch, it runs SGD for a fixed number of iterations t and restarts SGD using the averaged solution in the previous epoch as the starting point. The algorithm geometrically decreases the step size η k between epochs. The returned solution w K is the averaged solution of updates in the K-th epoch. We would like compare the proposed RSGD method with two other stochastic optimization algorithms that also run in epochs, namely Epoch-SGD for strongly convex optimization [14] and SVRG for smooth and strongly convex optimization [16] . Different from Epoch-SGD that needs to increase the number of iterations per-epoch geometrically, RSGD uses a constant number of iterations per epoch similarly as in SVRG. Different from SVRG that uses the constant step size due to the smoothness, RSGD requires a decreasing step size due to non-smoothness similarly as in Epoch-SGD.
The main theorem regarding the convergence of the proposed RSGD is presented below. The convergence result without expectation is for using subgradients to update the solution and that with expectation is for using stochastic subgradients, where the expectation is take over the randomness over the stochastic subgradients. Theorem 1. Suppose the Assumption 1 is satisfied. Let Algorithm 2 run with a sufficiently large number of iterations per-epoch t such that t ≥ 4G 2 κ 2 . Then, depending on using either subgradients or stochastic subgradients, we have
and the total number of iterations is T = t log 2 ( 0 ) .
Remark: Since the number of iterations per-epoch t is a constant independent of , the overall iteration complexity is O(log(1/ )).
Proof. We prove the result for using the subgradients and the proof for stochastic subgradients is a straightforward extension. We prove the theorem by induction. The result holds obviously for
we only need to show that f (w k ) − f * ≤ k . We first apply Lemma 2 to each epoch of Algorithm 2 and get
By Lemma 1, we have
As a result of induction, we have
Restarted Coordinate Stochastic subGradient Descent
We can also apply the same restarting technique to coordinate stochastic subgradient descent method [7] that only updates a block of coordinates at each iteration for achieving linear convergence. The resulting algorithm is referred to as Restarted Coordinate Stochastic subGradient Descent (RCSGD). Let w = (w 1 , . . . , w m ) be a random partition of w ∈ R d and Ω = Ω 1 × Ω 2 . . . × Ω m . In CSGD, we randomly pick a block i t and update the w by
where g t i is the i-th block of a subgradient or a stochastic subgradient g t at w t , which satisfies E[g t ] ∈ ∂f (w t ). The following lemma provides guarantee on the convergence of CSGD method that is described in Algorithm 3. For the sake of completeness, we provide its proof in the Appendix. Lemma 3. Let CSGD run T iterations starting from w 1 , we have
Theorem 2. Suppose the Assumption 1 is satisfied. Let Algorithm 3 run with a sufficiently large number of iterations per-epoch t such that t ≥
Restarted Stochastic Dual Averaging for Non-smooth Composite Optimization
In this subsection, we present stochastic proximal methods for non-smooth composite optimization, where the objective is composed of two non-smooth terms:
We assume that R(w) is a simple function such that the proximal mapping
can be easily solved. One might think that the same restarting technique can be applied to the stochastic proximal gradient descent methods to achieve a linear convergence rate. However, our compute a subgradient or a stochastic subgradient of f (w) at w t denoted by g t
4:
randomly select a block i t ∈ {1, . . . , m} 
compute a stochastic subgradient of g(w) at w t denoted by g t = ∂g(w t ; ξ t ) 6:
compute z t+1 = arg min w∈Ωḡ t w + R(w) + compute w t+1 = arg min w∈Ω g t w + R(w) + 9: end for 10: Output: w T = w T +2 efforts towards analyzing its convergence fail to achieve a linear convergence rate. We highlight the difficulties below. Using the proximal mapping, the step 4 in Algorithm 1 is replaced by
According to previous analysis [9] , we have the following guarantee of the stochastic proximal subgradient method
where G 0 is the upper bound of the stochastic subgradient of g(w). To obtain guarantee on a single solution, we can compute the average w T = T t=1 w t /T and the convexity of g(w) and R(w) yield that
The additional term R(w 1 ) − R(w T +1 ) that is not necessarily less than 0 would make our restarting analysis fail.
To address this issue, we employ the optimal regularized dual averaging (ORDA) method proposed by Chen et al. [5] and show that when equipped with the proposed restarting technique it achieves linear convergence. We present the vanilla ORDA in Algorithm 4 for non-smooth composite optimization. To present the convergence guarantee of ORDA and its restarted variant, we need to make small changes to the assumptions, which are stated below. Assumption 2. For a convex minimization problem (3), we assume a. There exist known w 0 ∈ Ω and 0 ≥ 0 such that f (w 0 ) − min w∈Ω f (w) ≤ 0 .
b. There exists a constant σ such that E ∂g(w; ξ) − ∂g(w)
c. The epigraph of f over Ω is a polyhedron. 
Run ORDA to obtain w k = ORDA(w k−1 , η k , t) 6: end for 7: Output:
e. There exists a constant G such that ∂f (w) 2 ≤ G.
Remark: Assumption 2.b and 2.d can be replaced by a stronger assumption that E ∂g(w; ξ) 
With the above lemma, we can prove the following theorem regarding the Restarted ORDA (RORDA) algorithm. Theorem 3. Suppose the Assumption 2 is satisfied. Let Algorithm 5 run with a sufficiently large number of iterations per-epoch.
• If we set t large enough such that t ≥
64(σ+M )
independent of κ in the first result, and obtain
Compared with RSGD, the iteration complexity of RORDA could be smaller if κ ≥ 4(σ + M ).
Proof. To prove the first result, we define
We apply Lemma 4 to each epoch of Algorithm 5 and get
By noting the values of η k and t, we have
To prove the second result, we define k 0 /2 k . By minimizing the R.H.S of (4) over η k , we have
Remove the Algorithmic dependence on κ
Although the algorithms presented in previous subsections enjoy a linear convergence rate, they require that the number of iterations t per-epoch satisfy t ≥ 4G 2 κ 2 . Since κ is unknown, the value of t may not be easily set up, though in practice it can be tuned to achieve fast convergence. However, this is not always easy since the sub-optimality given by the difference between the objective value of a solution and the optimal objective value is difficult to compute. To address this issue, we propose stochastic primal dual updates to remove the algorithmic dependence on κ. To this end, we need to make a stronger assumption about the problem. Namely, we assume that Ω is a polytope (i.e., a bounded polyhedron). First, we notice that the dual problem of the problem (1) is given by
where s(u) = min w∈Ω w u is the support function of Ω and f * (u) is the convex conjugate of f (w). The key observation is that the dual problem also has a polyhedral epigraph. The reason is that (i) provided that Ω is a polytope, the support function s(u) = min w1,...,wm w i u is a polyhedral function where w 1 , . . . , w m are finite number of extreme points of Ω and (ii) the convex conjugate of a polyhedral function is also a polyhedral function.
Thus, we can apply the restarted subgradient descent method to solving the dual problem and obtain the guarantee that
κu , where G u and κ u are corresponding parameters of the dual problem and h * is the optimal value of the dual function. To remove the dependence of the algorithm on correctly setting t, we propose to update w and u simultaneously. As long as t ≥ max
Suming up the above inequalities and assuming the strong duality holds, i.e., f * = h * , we have
Therefore, we can use the above inequality as a certificate for determining when to restart the subgradient descent method.
Examples in Machine Learning
In this section, we present some examples of non-smooth and non-strongly convex optimization problems in machine learning that satisfy Assumption 1.
Non-smooth Regularized or Constrained Problems
First, we consider 1 or ∞ constrained/regularized empirical loss minimization problems on data {(x i , y i )} i=1,2,...,n , which is formulated as
where R(w) denotes either a constraint or a regularizer, for example
When R(w) is a constraint, the problem can be written as
where Ω p denotes the feasible solution set, i.e., Ω p = w ∈ R d | w p ≤ B for p = 1, ∞. The loss function (w x, y) that makes (5) satisfy Assumption 1 can be any piecewise linear loss function including hinge loss, generalized hinge loss, absolute loss, -insensitive loss, and quantile loss presented below.
• Hinge loss [27] :
• Generalized hinge loss [3] :
where a > 1.
• Absolute loss [13] :
(w x, y) = |w x − y|.
• -insensitive loss [23] :
(w x, y) = max(|w x − y| − , 0).
• Quantile loss [17] :
It is easy to show that the epigraph of f (w) defined by any combinations of these loss functions and R(w) is a polyhedron. In fact, we note that the loss functions given above can all be written as
where (a j , b j ) for j = 1, 2, . . . , m are finitely many pairs of scalars. The formulation (7) indicates that (w x, y) is a piecewise affine function so that its epigraph over Ω or R d is a polyhedron. In addition, the 1 or ∞ norm is also a polyhedral function. To see this, we have
Since the sum of finitely many polyhedral functions is also a polyhedral function, therefore the objective function f (w) is a polyhedral function and its epigraph is a polyhedron as well. Finally, we note that Assumption 1.a can be easily satisfied since the objective function is non-negative, hence we can choose any w 0 ∈ Ω and set 0 = f (w 0 ).
Submodular Function Minimization
In this subsection, we show that the proposed RSGD applied to submodular function minimization converges linearly. Let V = {1, . . . , d} be a set and 2 V denote its power set. A submodular function
for all subsets A, B ⊆ V and F (∅) = 0. Many algorithms have been developed to submodular function minimization including exact minimization algorithms and approximate minimization through convex optimization. Exact minimization algorithms usually come with a high per-iteration costs (e.g.,O(d 3 ) ). In contrast, approximate minimization algorithms based on the Lovász extension, including subgradient descent and conditional gradient, usually have low per-iteration complexity (e.g., O(d log d)). The subgradient descent algorithm can be applied to solving the Lovász extension and conditional gradient can be applied to solving the dual of the proximal problem that is composed of the Lovász extension and a Euclidean norm square. Nevertheless, both algorithms only imply a O(1/ √ T ) converge rate for the submodular function minimization. Next, we show that convex minimization based on the Lovász extension satisfies Assumption 1. As a result, the restarted subgradient descent can achieve a linear convergence rate.
Below, we first discuss the properties of the Lovász extension and its minimization. The readers are referred to [1] for more details. The definition of the Lovász extension of a set function is given below. Definition 1. Given a set-function F such that F (∅) = 0, the Lovász extension of f : R d → R is defined as follows; for w ∈ R d , order the components in decreasing order w j1 ≥ w j2 . . . ≥ w j d , where {j 1 , . . . , j d } is a permutation, and define f (w) through the following equation
A key property of the Lovász extension of a submodular function is that its minimal value over [0, 1] d is equal to the minimum value of the submodular function. This is stated formally in the following proposition. Proposition 1. Let F be a submodular function and f be its Lovász extension; then
To show that the problem min w∈[0,1] d f (w) has a polyhedral epigraph. We note that the Lovász extension is the support function of the base polyhedron associated with the submodular function. Proposition 2. Let the base polyhedron B(F ) be defined as
where s(A) = i∈A s i . Then we have
w s and a maximizer s * can be found by a greedy algorithm, that first sorts w in descending order, i.e., w j1 ≥ w j2 . . . ≥ w j d , and computes
It can be shown that the base polyhedron is a convex polytope [1] , which means that if we let K = {s 1 , . . . , s p } contain the finite number of extreme points of B(F ), we have
Hence, f (w) is a polyhedral function and its epigraph is a polyhedron. Therefore, the Assumption 1.c is satisfied. Next, we present the RSGD algorithm for solving the Lovász extension. We use the restriction of the problem and assume that the minimization problem min A⊆V F (A) satisfy (i)
which is nonegative by submodularity. Due to Proposition 2, the subgradient of f (w), i.e., s ∈ B(F )
To set up the initial solution w 0 and step size η 1 = 0 /2G 2 , we need to obtain a pair of (w 0 , 0 ) such that the following inequality (Assumption 1.a) holds
We construct such as pair as follows. Let w 0 ∈ [0, 1] d be any vector. We first employ the greedy algorithm to compute a maximizer of max s∈B(F ) w s. Let s 0 ∈ B(F ) denote the resulting maximizer. By the duality theory [4] , we have
As a result, we have
Now, we are ready to apply Algorithm 2 to solving min w∈[0,1] d f (w) using subgradients to update the solution and state its convergence guarantee. The main costly step is to compute the subgradient of f (w), which can be done by the greedy algorithm. The convergence of RSGD for solving the Lovász extension is stated in the following corollary. 
The standard subgradient decent method only yields an
convergence rate [1] . In order to obtain an -approximate solution, RSGD needs 
Conclusions
In this paper, we have proposed a restarted stochastic subgradient descent method that restarts SGD updates after a fixed number of iterations with the averaged solution obtained from previous epoch as the starting point and with a geometrically decreasing step size. We prove that the proposed method achieves a linear convergence for a family of non-smooth and non-strongly convex problems including many examples from machine learning.
where the first inequality is due to that M i=N +1 λ i w i + j∈S c γ j u j ∈ Ω * . Next, we will bound the two terms in the R.H.S of the above inequality.
To proceed, we construct δ and σ as follows: where the last inequality is due to the definition of δ.
On the other hand, we can represent
Since s j ≥ 0 for all j, we have
Thus,
Suppose µ = 0 (and thus λ i = 0 for i = 1, 2, . . . , N ). We can still have 
Finally, we note that when f 1 = . . . = f M = f * , the Lemma is trivially proved following the same analysis except that δ > 0 can be any positive value.
A.2 Proof of Lemma 2
We prove for the GD method.
Proof. For any u ∈ Ω, f (w t ) − f (u) ≤ −(u − w t ) ∇f (w t ) ≤ 1 η (u − w t ) (w t+1 − w t ) ≤ 1 2η ( u − w t (f (w t ) − f (u)) ≤ w 1 − u
