Abstract-In this paper, the problem of estimating the number of cisoids in colored noise is addressed. It is assumed that the noise can be modeled by an autoregression whose order has also to be estimated. A new criterion is proposed for estimating the number of cisoids and the autoregressive model order, as well as a new algorithm for estimating the cisoidal frequencies. In the derivation, a Bayesian methodology and subspace decomposition are employed. The proposed criterion significantly outperforms the popular MDL and AIC as applied in a paper by nagesha and Kay. In addition, an algorithm that reduces the computational complexity of the solution is developed. Computer simulations that demonstrate the performance of the criterion are included.
I. INTRODUCTION
HE estimation of the number and parameters of close T cisoids embedded in Gaussian noise is a crucial problem that arises in many fields ranging from radar, sonar, and radio communications to seismology. Recently, many so called highresolution schemes have been proposed to solve this problem [11] . However, most of these methods are based on a white noise process assumption, which is frequently inadequate and leads to poor estimation performance.
When the noise process has an unknown power spectral density, it is usually assumed that the process can be approximated by a rational transfer function model such as autoregressive (AR), moving average (MA), or autoregressive moving average (ARMA) models [5]-[15] . In our paper, as in most of the literature, we assume that the noise process can be modeled by an AR model. The use of the AR model is motivated by its mathematical tractability and good performance for a broad spectrum of scenarios.
Under this assumption and known number of cisoids and AR model order, the maximum likelihood (ML) frequency estimator has been derived in [5] , [12] , [15] , and its improved performance has been reported in [15] , [21] . In many practical situations, however, the number of cisoids and the order of the AR process are unknown, and they have to be estimated simultaneously. We will refer to this problem as mode2 selection, instead of "detection." One plausible approach for selecting the model is to apply the information criteria such as the AIC [2] and MDL [18] , [20] . Unfortunately, they tend to overestimate the number of signals [15] . Manuscript received August 20,1993; revised June 25,1995. This work was
The associate editor coordinating review of this paper and approving It for publication was Prof. Fu Li. In this paper, a new Bayesian solution for estimating the number of superimposed cisoids corrupted by additive AR random noise process is proposed. The solution also provides MAP estimates of the cisoidal frequencies which are identical to the ML estimates obtained in [5] and [12] , [15] . We derive the marginal a posteriori distribution of the signal parameters of interest as well as the Bayesian predictive densities of the data conditioned on the model hypotheses. The estimated number of signals and their parameters are then obtained by minimizing a criterion function derived from these densities. The criterion significantly outperforms the AIC and MDL as used in [15] . Moreover, we propose a recursive algorithm (RA) for solving the nonlinear, multi-dimensional maximization problem in the parameter estimation. With this algorithm which resembles a dynamic programming procedure, we are able to transform the multi-variable maximization to a sequence of single-variable maximizations. This considerably reduces the computational complexity associated with the frequency estimation and model selection.
The paper is organized as follows. The signal model and the problem of interest are defined in Section 11. In Section 111 we derive the Bayesian frequency estimator, and in Section IV we develop a model selection criterion that treats the estimates of the frequencies as true frequencies. The recursive algorithm is described in Section V. The performance of the proposed criterion is demonstrated by computer simulations, and the results are presented in Section VI. Finally, the conclusion is given in Section VII. 
PROBLEM FORMULATION
where qs is the number of cisoids, s2 is the complex amplitude of the ith cisoid, and B i is the frequency of the ith cisoid. The amplitudes sz and the parameters 0, are unknown deterministic constants. The sequence w[m] is a qath order AR noise process expressed by q, 
In. BAYESIAN PARANLETER ESTIMATION
Let X~t ( k ,~) denote the hypothesis that the number of cisoids is k and the order of the AR processes is p. Clearly, to use the data model (1) X ( k , p ) ) is derived by using the marginalization, where Q1 = {sa, a} are the nuisance parameters.
To deal with the margindizations of the nuisance parameters in (9) 
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where La = R(8)sa denotes a transformed nuisance parameter vector in the composite signal subspace and R (8) Since we assume that we know nothing about 3, and CJ, we choose noninformative priors by applying the Jeffreys' invariance principle [3]. According to the principle, a noninformative prior is derived by requiring invariance of inference under parameter transformation, which entails that the noninformative prior for a set of parameters is proportional to the square root of the determinant of the Fisher's information matrix. Here we introduce another approximation. Namely, the prior in (14) = q e ) .
When we assume that f ( 8 1 X ( k , p ) ) IX const., the marginal 
The matrices P A and PCB are the projection matrices onto the column spaces of the matrices A and PAB, respectively,
With this update formula, we get
c(e) = 2 /~+ 1 , N ) P~( B ) t f t Y Y ( P + 1 , N )
where and Not surprisingly, since we used the noninformative priors, the resulting Bayesian estimator coincides with the ML estimator derived by Chatterjee, et al. [5] and Nagesha and Kay [15] . However, the marginal subspace MAP estimator is instrumental in developing the Bayesian model selection criterion whose derivation is given in the sequel.
IV. MODEL SELECTION VIA BAYESIAN PREDICTIVE DENSITIES
Assume the maximum number of cisoids is Q s and the maximum model order of the AR process is Q,, where Q s +2Qa + 1 < N . The problem is to select the optimal number of cisoids and the optimal order of the AR process. Optimality will be defined by the approximate MAP principle employed via Bayesian predictive densities (BPD) [7] with ijs being the estimated number of cisoids and i j , the estimated AR model order. Note that the models with no cisoid and/or zeroth order AR process (white noise) are aIso considered as possible hypotheses.
First we sketch the derivation of the predictive density Bayesian inference scheme and the subspace decomposition. According to the subspace decomposition approach used in the previous section, the form of f(y[m] ly(l,m-l), 3 -l ( r~,~) ) can be written as
where q5 = {sa, c}. The last line in (25) are transformed from the observed data y(p+l,m) by
where the unitary transformation matrix G(fl(k))(p,m) is defined similarly as in (10). With the use of the same noninformative prior for q5 as in (15), we get is locally uniform in the neighborhood of O ( k ) , ' where B ( k ) is obtained from for m > k + 2p + 1. The case of m 5 k + 2p + 1 will be discussed later. We use the approximation sign in (34) l ) / v~)~"~. We also assume that the terms C ( O ( k ) ) ( p , m --l ) and C ( & ( k ) ) ( p , m ) are both evaluated at e ( k ) defined by (31). These assumptions are made to allow for simplified form of the model selection rule as well as great reduction in its computational complexity. Note that the first assumption is due to the fact that det(J[iim,) = O(m3k). The second assumption ignores the nonzero contribution of the first term of the Taylor expansion of . C(,,,) 
(B(k)).
However, all of these terms that appear in the overall criterion are canceled, except the first and the last one. The last one is zero, and the first one has expected value equal to zero. 
( m -2p -1)
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Now, we consider the case when there are no cisoids and the additive noise is white. The result is 
is, ia = arg min{J(k,p)>.
m=4 N m=6
In summary, we write the BPD model selection criterion as
Note that whenever the estimates of 0 for all the hypotheses are determined (from (31) or (36)), the computation of the cost function in the proposed BPD criterion can be found straightforwardly. The most difficult point is how to efficiently determine the estimate of B . We discuss this in the next section.
v. A RECURSIVE ALGORITHM FOR PARAMETER ESTIMATION
The computations of the MAP (or ML) estimator and the BPD model selection criterion proposed in the previous sections are intensive due to the multi-dimensional nonlinear parameter search. In order to reduce this intensity, we propose a recursive algorithm to estimate the nonlinear parameters. With this algorithm, the multi-dimensional optimization problem in (18) and (31) can be transformed into a multistage one-dimensional optimization problem. First we consider the application of the recursive algorithm to the frequency estimation, and then extend it to model selection. Before we present the basic algorithm, we need to define the cost function of the MAP estimator. For a particular pth order AR noise process, the cost function for estimating 
( Q ( k + i ) ) = y I ' P D ( e , , , )~y y + Y H % ( e~, ) ) d ( e , + , ) Y = g(%d + Y H P B ( f , , ) ) d ( e , + l p
Now, we derive a recursive equation to solve the maximization problem in (45). We define a cost function, The vector @(k-l) is a function of 01, (policy function) and is given by
@ ( k -l ) ( & ) = [&(e,)&(&). ..ek-,(ek-,)ek-1(Blc)]. (52)
The residual matrix B ( C b ( k -l ) :~k ) is also a function of 6'k and is defined by Equations (50)- (54) 
5)
Determine the number of signals and the order of the Finally, it should be noted that the computational load measured by the number of times we evaluate (50) and (51) is ( p + l)q,M2, where M is the number of grid points on the frequency axis. Clearly, this load increases linearly as we add new models to the set of competing models.
AR process by the BPD criterion.
VI. SrrYnnATION RESULTS
We examined the performance of the subspace MAP esti- 
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True log power spectrum of the signal in example 1 (SNR = 0 dB). algorithm was 1/100. The SNR is determined from were examined. The normalized frequencies of the four equal power cisoids were f l = 0.15, f 2 = 0.17, f 3 = 0.33, and f 4 = 0.35, and their phases were $1 = 0, $2 = ~/ 4 , 43 = 0, and 4 4 = -7r/4, respectively. The number of samples was 25 and the number of Monte Carlo runs was 100. In the first example, the colored noise was modeled by a second order wide-band AR process whose poles were located at 0.8 exp(-j1.05~) and 0.8 exp(-jO.gr). In the second example, the noise was a second order narrow-band AR process with poles located at 0.95 exp(-jl.07~) and 0.95 exp(-j0.88~). The true log power spectra of these examples (SNR = 0 dB) are shown in Figs. 1 and 2 .
To illustrate the performance of the proposed estimator, we compare it with the ML estimator derived for the white noise case for a wide range of SNR's [ll], [412. For brevity, we refer to the MAP estimator for the colored noise case as MAP-C, and the ML estimator for the white noise case as ML-W. The estimates of the parameters were computed via the recursive algorithm. The search resolution used in the recursive where a, for i = 1, . . . , qa, is the ith reflection coefjcient of the qath order AR process [Ill.
For the first example, the performance comparison of the MAP-C (or ML-C) estimator (see (21) or (31)) and the ML-W estimator (see (36)) are shown in Figs. 3 and 4 . We observe that the performance improvement of the proposed estimator is significant, especially when the cisoids are located in the regions with low noise power, i.e., f l and f 2 are better estimated than f 3 and f 4 . The performance of the proposed estimator degrades when the cisoid is very close to the poles of the AR process. The observed nonmonotonic degradation in performance with decrease of the SNR is due to the statistical fluctuations of the Monte Carlo experiment.
Next, we investigated the performance of the proposed estimator for the narrow-band AR noise case. The simulation *This comparison will show the degradation in performance of frequency estimation due to incorrect white noise assumption. Tables I and 11 . We observe that the BPD criterion has the best performance for correctly choosing the signal model. The MDL and AIC criteria tend to overestimate the signal model because the penalty terms in (56) and (57) are not stringent enough. The simulation results for the narrow-band AR noise process are shown in Tables I11 and IV . Again, the best performance is obtained by the BPD criterion.
Finally, we have also compared the performance of the selection rules in a white noise case scenario. There were two sinusoids whose frequencies and phases were f i = 0.45, f 2 = 0.5, 4 1 = ~/ 4 , and 42 = 0. The SNR was varied between 0 and 10 dF3 in steps of 1 dB. For each SNR there were 100 Monte Carlo runs. The results displayed in Table V show the number of times the correct hypothesis X F~ (~, O ) was selected. Again, the BPD had the best performance.
VII. CONCLUSION
In this paper, we have presented a marginal MAP estimator for frequency estimation and a Bayesian predictive density criterion for model selection of multiple cisoids in additive AR noise process. To choose properly the noninformative priors of the nuisance parameters and proceed with marginalization, we transformed the observed data by employing subspace decomposition. With this decomposition and applying a uniform prior for the frequencies, we obtained a MAP estimator that coincides with the ML estimator derived under the same signal and noise models. The derived BPD criterion for model selection significantly outperforms the MDL and AIC from [15] . The improvement in performance is greater when the SNR is small and/or the AR noise is narrow-band.
To reduce the computational complexity of the proposed criteria, we have developed an algorithm that reduces the multivariate maximization problem to a simple multistage single-variate maximization. From the simulation results, we observe that the proposed MAP estimator when implemented by our algorithm provides excellent estimation performance without involving tedious computations. (S'91-M'93) 
Chao-Ming Cho
