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Abstract
Based on the computation of a superset of the implicit support, implicitization of a
parametrically given (hyper)surface is reduced to computing the nullspace of a numeric
matrix. Our approach exploits the sparseness of the given parametric equations and of the
implicit polynomial. In this work, we study how this interpolation matrix can be used to
reduce some key geometric predicates on the (hyper)surface to simple numerical operations
on the matrix, namely membership and sidedness for given query points. We illustrate our
results with examples based on our Maple implementation.
Key words: geometric representation, implicitization, linear algebra, sparse polynomial,
membership, sidedness operation
1 Introduction
A fundamental question in changing representation of geometric objects is implicitization,
namely the process of changing the representation of a geometric object from parametric to
implicit. It is a fundamental operation with several applications in computer-aided geometric
design (CAGD) and geometric modeling. There have been numerous approaches for implic-
itization, including resultants, Groebner bases, moving lines and surfaces, and interpolation
techniques.
In this work, we restrict attention to hyper-surfaces and exploit a matrix representation
of hyper-surfaces in order to perform certain critical operations efficiently, without developing
the actual implicit equation. Our approach is based on potentially interpolating the unknown
coefficients of the implicit polynomial, but our algorithms shall avoid actually computing these
coefficients. The basis of this approach is a sparse interpolation matrix, sparse in the sense
that it is constructed when one is given a superset of the implicit polynomial’s monomials. The
latter is computed by means of sparse resultant theory, so as to exploit the input and output
sparseness, in other words, the structure of the parametric equations as well as the implicit
polynomial.
The notion that formalizes sparseness is the support of a polynomial and its Newton poly-
tope. Consider a polynomial f with real coefficients in n variables t1, . . . , tn, denoted by
f =
∑
a
cat
a ∈ R[t1, . . . , tn], a ∈ Nn, ca ∈ R, where ta = ta11 · · · tann .
The support of f is the set {a ∈ Nn : ca 6= 0}; its Newton polytope N(f) ⊂ Rn is the convex
hull of its support. All concepts extend to the case of Laurent polynomials, i.e. with integer
exponent vectors a ∈ Zn.
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We call the support and the Newton polytope of the implicit equation, implicit support and
implicit polytope, respectively. Its vertices are called implicit vertices. The implicit polytope
is computed from the Newton polytope of the sparse (or toric) resultant, or resultant polytope,
of polynomials defined by the parametric equations. Under certain genericity assumptions,
the implicit polytope coincides with a projection of the resultant polytope, see Section 3. In
general, a translate of the implicit polytope is contained in the projected resultant polytope, in
other words, a superset of the implicit support is given by the lattice points contained in the
projected resultant polytope, modulo the translation. A superset of the implicit support can
also be obtained by other methods, see Section 2; the rest of our approach does not depend on
the method used to compute this support.
The predicted support is used to build a numerical matrix whose kernel is, ideally, 1-
dimensional, thus yielding (up to a nonzero scalar multiple) the coefficients corresponding to
the predicted implicit support. This is a standard case of sparse interpolation of the polynomial
from its values. When dealing with hyper-surfaces of high dimension, or when the support con-
tains a large number of lattice points, then exact solving is expensive. Since the kernel can be
computed numerically, our approach also yields an approximate sparse implicitization method.
Our method of sparse implicitization, which relies on interpolation, was developed in [EKKB13a,
EKKB13b]. For details see the next section. Our method handles (hyper)surfaces given para-
metrically by polynomial, rational, or trigonometric parameterizations and, furthermore, auto-
matically handles the case of base points.
The standard version of the method requires to compute the monomial expansion of the
implicit equation. However, it would be preferable if various operations and predicates on
the (hyper)surface could be completed by using the matrix without developing the implicit
polynomial. This is an area of strong current interest, since expanding, storing and manipulating
the implicit equation can be very expensive, whereas the matrix offers compact storage and fast,
linear algebra computations. This is precisely the premise of this work.
The main contribution of this work is to show that matrix representation can be very useful
when based on sparse interpolation matrices, which, when non-singular, have the property that
their determinant equals the implicit equation. In particular, we use the interpolation matrix
to reduce some geometric problems to numerical linear algebra. We reduce the membership test
p(q) = 0, for a query point q and a hyper-surface defined implicitly by p(x) = 0, to a rank test
on an interpolation matrix for p(x). Moreover, we use the (nonzero) sign of the determinant of
the same matrix to decide sidedness for query points q that do not lie on the surface p(x) = 0.
Our algorithms have been implemented in Maple.
The paper is organized as follows: Section 2 overviews previous work. Section 3 describes
our approach to predicting the implicit support while exploiting sparseness, presents our im-
plicitization algorithm based on computing a matrix kernel and focuses on the case of high
dimensional kernels. In Section 4 we formulate membership and sidedness tests as numerical
linear algebra operations on the interpolation matrix. We conclude with future work and open
questions.
2 Previous work
This section overviews existing work.
If S is a superset of the implicit support, then the most direct method to reduce implic-
itization to linear algebra is to construct a |S| × |S| matrix M , indexed by monomials with
exponents in S (columns) and |S| different values (rows) at which all monomials get evaluated.
Then the vector of coefficients of the implicit equation is in the kernel of M . This idea was used
in [EKKB13a, EK03, MM02, SY08]; it is also the starting point of this paper.
An interpolation approach was based on integrating matrix M = SS>, over each parameter
t1, . . . , tn [CGKW00]. Then the vector of implicit coefficients is in the kernel of M . In fact,
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the authors propose to consider successively larger supports in order to capture sparseness.
This method covers polynomial, rational, and trigonometric parameterizations, but the matrix
entries take big values (e.g. up to 1028), so it is difficult to control its numeric corank, i.e.
the dimension of its nullspace. Thus, the accuracy of the approximate implicit polynomial is
unsatisfactory. When it is computed over floating-point numbers, the implicit polynomial does
not necessarily have integer coefficients. They discuss post-processing to yield integer relations
among the coefficients, but only in small examples.
Our method of sparse implicitization was introduced in [EKKB13a], where the overall al-
gorithm was presented together with some results on its preliminary implementation, including
the case of approximate sparse implicitization. The emphasis of that work was on sampling and
oversampling the parametric object so as to create a numerically stable matrix, and examined
evaluating the monomials at random integers, random complex numbers of modulus 1, and
complex roots of unity. That paper also proposed ways to obtain a smaller implicit polytope
by downscaling the original polytope when the corresponding kernel dimension was higher than
one.
One issue was that the kernel of the matrix might be of high dimension, in which case the
equation obtained may be a multiple of the implicit equation. In [EKKB13b] this problem
was addressed by describing the predicted polytope and showing that, if the kernel is not 1
dimensional, then the predicted polytope is the Minkowski sum of the implicit polytope and
an extraneous polytope. The true implicit polynomial can be obtained by taking the greatest
common divisor (GCD) of the polynomials corresponding to at least two and at most all of
the kernel vectors, or via multivariate polynomial factoring. A different approach would be to
Minkowski decompose the predicted polytope and identify its summand corresponding to the
implicit polytope. Our method handles (hyper)surfaces given parametrically by polynomial,
rational, or trigonometric parameterizations and, furthermore, automatically handles the case
of base points.
Our implicitization method is based on the computation of the implicit polytope, given the
Newton polytopes of the parametric polynomials. Then the implicit support is a subset of the
set of lattice points contained in the computed implicit polytope. There are methods for the
computation of the implicit polytope based on tropical geometry [STY07, SY08], see also [DS09].
Our method relies on sparse elimination theory so as to compute the Newton polytope of the
sparse resultant. In the case of curves, the implicit support is directly determined in [EKP10].
In [EFKP13], they develop an incremental algorithm to compute the resultant polytope, or
its orthogonal projection along a given direction. It is implemented in package ResPol1. The
algorithm exactly computes vertex- and halfspace-representations of the target polytope and it
is output-sensitive. It also computes a triangulation of the polytope, which may be useful in
enumerating the lattice points. It is efficient for inputs relevant to implicitization: it computes
the polytope of surface equations within 1 second, assuming there are less than 100 terms in
the parametric polynomials, which includes all common instances in geometric modeling. This
is the main tool for support prediction used in this work.
Approximate implicitization over floating-point numbers was introduced in a series of papers.
Today, there are direct [DT03, WTJD04] and iterative techniques [APJ12]. An idea used in
approximate implicitization is to use successively larger supports, starting with a quite small set
and extending it so as to reach the exact implicit support. Existing approaches have used upper
bounds on the total implicit degree, thus ignoring any sparseness structure. Our methods pro-
vide a formal manner to examine different supports, in addition to exploiting sparseness, based
on the implicit polytope. When the kernel dimension is higher than one, one may downscale
the polytope so as to obtain a smaller implicit support.
The use of matrix representations in geometric modeling and CAGD is not new. In [TBM09]
they introduce matrix representations of algebraic curves and surfaces and manipulate them to
1http://sourceforge.net/projects/respol
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address the curve/surface intersection problem by means of numerical linear algebra techniques
In [BB12], the authors make use of some generalized matrix-based representations of param-
eterized surfaces in order to represent the intersection curve of two such surfaces as the zero
set of a matrix determinant. Their method extends to a larger class of rational parameterized
surfaces, the applicability of a general approach to the surface/surface intersection problem in
[MC91]. In [Lau14] they introduce a new implicit representation of rational Be´zier curves and
surfaces in the 3-dimensional space. Given such a curve or surface, this representation consists
of a matrix whose entries depend on the space variables and whose rank drops exactly on this
curve or surface.
3 Implicitization by support prediction
This section describes how sparse elimination can be used to compute the implicit polytope by
exploiting sparseness and how this can reduce implicitization to linear algebra. We also discuss
how the quality of the predicted support affects the implicitization algorithm and develop the
necessary constructions that allow us to formulate the membership and sidedness criteria in the
next section.
3.1 Sparse elimination and support prediction
A parameterization of a geometric object of co-dimension one, in a space of dimension n + 1,
can be described by a set of parametric functions:
x0 = f0(t1, . . . , tn), . . . , xn = fn(t1, . . . , tn), : Ω→ Rn+1, Ω := Ω1 × · · · × Ωn, Ωi ⊆ R
where t := (t1, t2, . . . , tn) is the vector of parameters and f := (f0, . . . , fn) is a vector of continu-
ous functions, also called coordinate functions, including polynomial, rational, and trigonometric
functions. We assume that, in the case of trigonometric functions, they may be converted to
rational functions by the standard half-angle transformation
sin θ =
2 tan θ/2
1 + tan2 θ/2
, cos θ =
1− tan2 θ/2
1 + tan2 θ/2
,
where the parametric variable becomes t = tan θ/2. On parameterizations depending on both θ
and its trigonometric function, we may approximate the latter by a constant number of terms
in their series expansion.
The implicitization problem asks for the smallest algebraic variety containing the closure of
the image of the parametric map f : Rn → Rn+1 : t 7→ f(t). Implicitization of planar curves
and surfaces in three dimensional space corresponds to n = 1 and n = 2 respectively. The image
of f is contained in the variety defined by the ideal of all polynomials p(x0, . . . , xn) such that
p(f0(t), . . . , fn(t)) = 0, for all t in Ω. We restrict ourselves to the case when this is a principal
ideal, and we wish to compute its unique defining polynomial p(x0, . . . , xn) ∈ R[x0, . . . , xn],
given its Newton polytope P = N(p), or a polytope that contains it. We can regard the variety
in question as the (closure of the) projection of the graph of map f to the last n+1 coordinates.
Assuming the rational parameterization
xi = fi(t)/gi(t), i = 0, . . . , n, (1)
implicitization is reduced to eliminating t from the polynomials in (R[x0, . . . , xn])[t, y]:
Fi := xigi(t)− fi(t), i = 0, . . . , n, (2)
Fn+1 := 1− yg0(t) · · · gn(t),
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where y is a new variable and Fi+1 assures that all gi(t) 6= 0. If one omits Fn+1, the generator
of the corresponding (principal) ideal would be a multiple of the implicit equation. Then the
extraneous factor corresponds to the gi. Eliminating t, y may be done by taking the resultant
of the polynomials in (2).
Let Ai ⊂ Zn, i = 0, . . . , n+1 be the supports of the polynomials Fi and consider the generic
polynomials
F ′0, . . . , F
′
n, F
′
n+1 (3)
with the same supports Ai and symbolic coefficients cij .
Definition 1. Their sparse resultant Res(F ′0, . . . , F ′n+1) is a polynomial in the cij with integer
coefficients, namely
R ∈ Z[cij : i = 0, . . . , n+ 1, j = 1, . . . , |Ai|],
which is unique up to sign and vanishes if and only if the system F ′0 = F ′1 = · · · = F ′n+1 = 0 has
a common root in a specific variety. This variety is the projective variety Pn over the algebraic
closure of the coefficient field in the case of projective (or classical) resultants, or the toric
variety defined by the Ai’s.
The implicit equation of the parametric hyper-surface defined in (2) equals the resultant
Res(F0, . . . , Fn+1), provided that the latter does not vanish identically. Res(F0, . . . , Fn+1) can
be obtained from Res(F ′0, . . . , F ′n+1) by specializing the symbolic coefficients of the F ′i ’s to
the actual coefficients of the Fi’s, provided that this specialization is generic enough. Then
the implicit polytope P equals the projection Q of the resultant polytope to the space of the
implicit variables, i.e. the Newton polytope of the specialized resultant, up to some translation.
When the specialization of the cij is not generic enough, then Q contains a translate of P . This
follows from the fact that the method computes the same resultant polytope as the tropical
approach, where the latter is specified in [STY07]. Note that there is no exception even in the
presence of base points.
Proposition 2. [STY07, Prop.5.3] Let f0, . . . , fn ∈ C[t±11 , . . . , t±1n ] be any Laurent polynomials
whose ideal I of algebraic relations is principal, say I = 〈p〉, and let Pi ⊂ Rn be the Newton
polytope of fi. Then the resultant polytope which is constructed combinatorially from P0, . . . , Pn
contains a translate of the Newton polytope of p.
Our implicitization method is based on the computation of the implicit polytope, given the
Newton polytopes of the polynomials in (2). Then the implicit support is a subset of the set of
lattice points contained in the computed implicit polytope. In general, the implicit polytope is
obtained from the projection of the resultant polytope of the polynomials in (3) defined by the
specialization of their symbolic coefficients to those of the polynomials in (2). For the resultant
polytope we employ [EFKP13] and software ResPol2.
Sparse elimination theory works over the ring of Laurent polynomials C[t±11 , . . . , t±1n ] which
means that points in the supports of the polynomials may have negative coordinates. As a
consequence, evaluation points of polynomials cannot have zero coordinates. In the rest of the
paper we make the assumption that all polytopes are translated to the positive orthant and
have non-empty intersection with every coordinate axis. This allows us to consider points with
zero coordinates.
3.2 Matrix constructions
The predicted implicit polytope Q and the set S of lattice points it contains are used in our
implicitization algorithm to construct a numerical matrix M . The vectors in the kernel of M
contain the coefficients of the monomials with exponents in S in the implicit polynomial p(x).
2http://sourceforge.net/projects/respol
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Let us describe this construction. Let S := {s1, . . . , s|S|}; each sj = (sj0, . . . , sjn), j =
1, . . . , |S| is an exponent of a (potential) monomial mj := xsj = xsj00 · · ·xsjnn of the implicit
polynomial, where xi = fi(t)/gi(t), i = 0, . . . , n, as in (1). We evaluate mj at some generic
point τk ∈ Cn, k = 1, . . . , µ, µ ≥ |S|. Let
mj |t=τk :=
n∏
i=0
(
fi(τk)
gi(τk)
)sji
, j = 1, . . . , |S|
denote the evaluated j-th monomial mj at τk. Thus, we construct an µ × |S| matrix M with
rows indexed by τ1, . . . , τµ and columns by m1, . . . ,m|S|:
M =

m1|t=τ1 · · · m|S||t=τ1
... · · · ...
m1|t=τµ · · · m|S||t=τµ
 . (4)
To cope with numerical issues, especially when computation is approximate, we construct
a rectangular matrix M by choosing µ ≥ |S| values of τ ; this overconstrained system increases
numerical stability. Typically µ = |S| for performing exact kernel computation, and µ = 2|S|
for approximate numeric computation.
When constructing matrix M we make the assumption that the parametric hyper-surface
is sampled sufficiently generically by evaluating the parametric expressions at random points
τk ∈ Cn. Hence we have the following:
Lemma 3 ([EKKB13b]). Any polynomial in the basis of monomials S indexing M , with coef-
ficient vector in the kernel of M , is a multiple of the implicit polynomial p(x).
As in [EKKB13a], one of the main difficulties is to build M whose corank, or kernel dimen-
sion, equals 1, i.e. its rank is 1 less than its column dimension. Of course, we avoid values that
make the denominators of the parametric expressions close to 0.
For some inputs we obtain a matrix of corank > 1 when the predicted polytope Q is signif-
icantly larger than P . It can be explained by the nature of our method: we rely on a generic
resultant to express the implicit equation, whose symbolic coefficients are then specialized to
the actual coefficients of the parametric equations. If this specialization is not generic, then
the implicit equation divides the specialized resultant. The following theorem establishes the
relation between the dimension of the kernel of M and the accuracy of the predicted support.
It remains valid even in the presence of base points. In fact, it also accounts for them since
then P is expected to be much smaller than Q.
Theorem 4 ([EKKB13b]). Let P = N(p) be the Newton polytope of the implicit equation, and
Q the predicted polytope. Assuming M has been built using sufficiently generic evaluation points,
the dimension of its kernel equals r = #{a ∈ Zn+1 : a+P ⊆ Q} = #{a ∈ Zn+1 : N(xa ·p) ⊆ Q}.
The formula for the corank of the matrix in the previous theorem also implies that the
coefficients of the polynomials xap(x) such that N(xap(x)) ⊆ Q, form a basis of the kernel of M
(see [EKKB13b, Proof of Thm. 10]). This observation will be useful in the upcoming Lemma 9
but also implies the following corollary.
Corollary 5 ([EKKB13b]). Let M be the matrix from (4), built with sufficiently generic evalu-
ation points, and suppose the specialization of the polynomials in (3) to the parametric equations
is sufficiently generic. Let {c1, . . . , cλ} be a basis of the kernel of M and g1(x), . . . , gλ(x) be
the polynomials obtained as the inner product gi = ci ·m. Then the greatest common divisor
(GCD) of g1(x), . . . , gλ(x) equals the implicit equation up to a monomial factor x
e.
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Remark 6. The extraneous monomial factor xe in the previous corollary is always a constant
when the predicted polytope Q is of the form Q = P + R and, as we assume throughout this
paper, it is translated to the positive orthant and touches the coordinate axis. However, it is
possible that Q strictly contains P +R and the extraneous polytope R is a point e ∈ Rn+1, or
it is the Minkowski sum of point e and a polytope R′ which touches the axis. Let
∑
β cβx
β be
the GCD of the polynomials gi in Corollary 5, and let γ = (γ0, . . . , γn), where γi = minβ(βi),
i = 0, . . . , n. We can efficiently remove the extraneous monomial xe by dividing
∑
β cβx
β with
xγ , i.e. the GCD of monomials xβ.
We modify slightly the construction of the interpolation matrix M to obtain a matrix de-
noted M(x) which is numeric except for its last row. This matrix will be crucial in formulating
our geometric predicates.
Fix a set of generic distinct values τk, k = 1, . . . , |S| − 1 and recall that mj |t=τk denotes
the j-th monomial mj evaluated at τk. Let M
′ be the |S| − 1× |S| numeric matrix obtained by
evaluating m at |S| − 1 points τk, k = 1 . . . , |S| − 1:
M ′ =

m1|t=τ1 · · · m|S||t=τ1
... · · · ...
m1|t=τ|S|−1 · · · m|S||t=τ|S|−1
 , (5)
and M(x) be the |S| × |S| matrix obtained by appending the row vector m to matrix M ′:
M(x) =
[
M ′
m
]
. (6)
Algorithm 1 summarizes the construction of matrix M(x).
Algorithm 1: Matx
Input : Parameterization xi = fi(t)/gi(t), i = 0, . . . , n,
Predicted implicit polytope Q.
Output: Matrix M(x)
Nn+1 ⊇ S ← lattice points in Q
foreach si ∈ S do mi ← xsi // x := (x0, . . . , xn)
m← (m1, . . . ,m|S|) // vector of monomials in x
Initialize |S| − 1× |S| matrix M ′:
for i← 1 to |S| − 1 do
select τi ∈ Cn+1
for j ← 1 to |S| do
Mij ← mj |t=τi
Append row m to M ′:
M(x)←
[
M ′
m
]
return M ′, M(x)
Given a point q ∈ Rn+1, let M(q) be the matrix M(q) =
[
M ′
m|x=q
]
, where m|x=q denotes
the vector m of predicted monomials evaluated at point q. We assume that q does not coincide
with any of the points x(τk), k = 1, . . . , |S| − 1 used to build matrix M ′, which implies that the
rows of matrix M(q) are distinct. This can be checked efficiently. Obviously, when q lies on the
hyper-surface p(x) = 0, matrix M(q) is equivalent to matrix M in (4) in the sense that they
both have the same kernel.
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Remark 7. Let M be a matrix as in (4) and c be a vector in the kernel of M . Then the vector
λc, for any 0 6= λ ∈ R, is also in the kernel of M because the implicit polynomial is defined up
to a non-zero scalar multiple. This means that we can set an arbitrary coordinate of c equal to
1. As a consequence the matrices M ′ and M (and from the discussion above also M(q), where
p(q) = 0), have the same kernel of corank r, where r is given in Theorem 4.
Matrix M(x) has an important property as shown in the following
Lemma 8. Assuming M ′ is of full rank, the determinant of matrix M(x) equals the implicit
polynomial p(x) up to a constant.
Proof. Suppose that M ′ is of full rank equal to |S| − 1. Then there exists a non-singular
(|S| − 1) × (|S| − 1) submatrix of M ′. Without loss of generality we assume that is is the
submatrix M ′′ = M ′−|S| obtained from M
′ by removing its last column. By Remark 7, M ′ and
M have the same kernel consisting of a single vector c = (c1, . . . , c|S|), where we can assume
that c|S| = 1. Then
M ′ ·

c1
...
c|S|−1
1
 = 0⇔

m1|t=τ1 · · · m|S||t=τ1
... · · · ...
m1|t=τ|S|−1 · · · m|S||t=τ|S|−1
 ·

c1
...
c|S|−1
1
 = 0⇔

m1|t=τ1 · · · m|S|−1|t=τ1
... · · · ...
m1|t=τ|S|−1 · · · m|S|−1|t=τ|S|−1
 ·

c1
...
c|S|−1
1
 = −
 m|S||t=τ1...
m|S||t=τ|S|−1
 , (7)
which, by applying Cramer’s rule yields
ck =
detM ′′k
detM ′′
, k = 1, . . . , |S| − 1, (8)
where M ′′k is the matrix obtained by replacing the kth column of M
′′ by the |S|th column of
M ′, which plays the role of the constant vector in (7). Note that M ′′k equals (up to reordering
of the columns) M ′−k, where M
′
−k is the matrix obtained by removing the kth column of M
′.
Hence, detM ′′k equals (up to sign) detM
′
−k.
Now, the assumption that M ′ is of full rank in conjunction with Theorem 4 and Corollary
5 implies that
p(x) = m · c =
|S|∑
i=1
mi · ci =
|S|−1∑
i=1
mi · ci +m|S|,
which combined with (8) gives
p(x) =
|S|−1∑
i=1
mi · detM
′′
k
detM ′′
+m|S| = ±
|S|−1∑
i=1
mi ·
detM ′−k
detM ′−|S|
+m|S|
= ± 1
detM ′−|S|
|S|−1∑
i=1
mi · detM ′−k +m|S| = ±
1
detM ′−|S|
|S|∑
i=1
mi · detM ′−k
= ± detM(x)
detM ′−|S|
.
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4 Geometric Operations
In this section we formulate certain elementary geometric operations on the hyper-surface de-
fined by p(x) as matrix operations. In particular, we focus on membership and sidedness.
Membership predicate. Given a parameterization xi = fi(t)/gi(t), i = 0, . . . , n, and a
query point q ∈ Rn+1, we want to decide if p(q) = 0 is true or not, where p(x) is the im-
plicit equation of the parameterized hyper-surface. Our goal is to formulate this test using the
interpolation matrix in 6.
Working with matrices instead of polynomials, we cannot utilize Corollary 5 and Remark 6
to process the kernel polynomials. Thus, a kernel polynomial might be of the form xep(x). To
avoid reporting a false positive when evaluating such a polynomial at a query point having zero
coordinates, we restrict membership testing to points q ∈ (R∗)n+1, where R∗ = R \ {0}.
Lemma 9. Let M(x) be as in (6) and q = (q0, . . . , qn) be a query point in (R∗)n+1. Then q lies
on the hyper-surface defined by p(x) = 0 if and only if corank(M(q)) = corank(M ′).
Proof. For every point q, since M ′ is an (|S|−1)×|S| submatrix of the |S|×|S| matrix M(q), we
have that rank(M(q)) ≥ rank(M ′) which implies that corank(M(q)) ≤ corank(M ′). Moreover,
it holds that
kernel(M(q)) ⊆ kernel(M ′). (9)
(→) Assume that q lies on the hyper-surface defined by p, hence p(q) = 0. Then by Remark 7
the matrices M(q) and M ′ have the same corank.
(←) Suppose that corank(M(q)) = corank(M ′). Then the last row m|x=q of M(q) is linearly
dependent on the first |S| − 1 rows, hence there exist lk ∈ R, k = 1, . . . , |S|, not all zero, such
that m|x=q =
∑|S|
k=1 lkm|t=τk . Let c ∈ kernel(M ′). Then m|x=q · c = (
∑|S|
i=k lkm|t=τk) · c =∑|S|
i=k lk(m|t=τk · c) = 0, so c ∈ kernel(M(q), which, given relation (9), implies that M ′ and
M(q) have the same kernel.
Every vector c in the kernel of M ′, hence, also of M(q), is a linear combination of the
coefficient vectors of the polynomials xap(x), where a ∈ Zn+1 such that N(xap(x)) ⊆ Q, (see
also the discussion following Theorem 4). So we have m|x=q · c =
∑
a λaq
ap(q) = 0, where
λa ∈ R are not all equal to zero, which, since q ∈ (R∗)n+1, implies that p(q) = 0.
Lemma 9 readily yields Algorithm 2 that reduces the membership test p(q) = 0 for a query
point q ∈ Rn+1, to the comparison of the ranks of the matrices M ′ and M(q).
Algorithm 2: Membership
Input : Parameterization xi = fi(t)/gi(t), i = 0, . . . , n,
Predicted implicit polytope Q,
Query point q ∈ (R∗)n+1.
Output: 0 if p(q) = 0, 1 otherwise.
M ′,M(x)← Matx(fi(t)/gi(t), i = 0, . . . , n; Q)
if corank(M(q)) = corank(M ′) then α← 0
else
α← 1
return α
Sidedness predicate. Let us now consider the sidedness operation for the hyper-surface
p(x) = 0, which we define using the sign of the evaluated polynomial p(q), for q ∈ R:
9
Definition 10. Given a hyper-surface in Rn+1 with defining equation p(x) ∈ R[x], and a point
q ∈ Rn+1 such that p(q) 6= 0, we define side(q) = sign(p(q)) ∈ {−1, 1}.
See Figure 1 for an example of applying Definition 10 to the folium of Descartes curve
defined by y3 − 3xy + x3 = 0.
Figure 1: The sign of the polynomial defining the folium of Descartes.
We will use matrix M(x) defined in (6) to reduce sidedness in the sense of Definition 10, to
the computation of the sign of a numerical determinant. First we show that this determinant
is non-zero for relevant inputs.
Lemma 11. Suppose that the predicted polytope Q contains only one translate of the implicit
polytope P . Let M(x) be a matrix as in (6) and let q ∈ (R∗)n+1 such that p(q) 6= 0. Then
detM(q) 6= 0.
Proof. Since the predicted polytope Q contains only one translate of the implicit polytope P ,
Theorem 4 implies that corank(M) = 1 and by Remark 7 this means that corank(M ′) = 1,
where matrices M,M ′ are defined in (4),(5) respectively. Then since p(q) 6= 0, from Lemma 9
we have that corank(M ′) 6= corank(M(q), which implies that the matrix M(q) is of full rank
equal to |S|. Hence detM(q) 6= 0.
Next we show that, given matrix M(x) and a point q ∈ (R∗)n+1 such that p(x) 6= 0, the
sign of det(M(q)) is consistent with side(q) in the following sense: for every pair of query points
q1, q2, whenever side(q1) = side(q2), we have that sign(detM(q1)) = sign(detM(q2)).
The following theorem is the basic result for our approach.
Theorem 12. Let M(x) be as in (6) and q1, q2 be two query points in (R∗)n+1 not lying on the
hyper-surface defined by p(x) = 0. Assuming that the predicted polytope Q contains only one
translate of the implicit polytope P , then side(q1) = side(q2) if and only if sign(detM(q1)) =
sign(detM(q2)), where sign(·) is an integer in {−1, 1}.
Proof. For points q1, q2 as in the statement of the theorem, we have from Lemma 11 that
detM(q1)) and detM(q2)) are non-zero, hence their sign is an integer in {−1, 1}. We need
to show that sign(p(q1)) = sign(p(q2)) if and only if sign(detM(q1)) = sign(detM(q2)). But
this is an immediate consequence from Lemma 8, since detM(x) equals p(x) up to a constant
factor.
Algorithm 3 summarizes the previous discussions for deciding sidedness for any two query
points. The rank test at step 2 of the algorithm van be avoided if we directly compute
sign(detM(qi)) and proceed depending on whether this sign equals 0 (i.e. detM(qi) = 0)
or not.
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Algorithm 3: Sidedness
Input : Polynomial or rational parameterization xi = fi(t)/gi(t), i = 0, . . . , n,
Predicted implicit polytope Q, Query points q1, q2 ∈ (R∗)n+1.
Output: 1 if points lie on the same side of p, 0 if p(q1) = 0 or p(q2) = 0, and -1 otherwise.
M ′,M(x)← Matx(fi(t)/gi(t), i = 0, . . . , n, Q)
if corank(M(q1)) = corank(M
′) or corank(M(q2)) = corank(M ′) then α← 0
else if sign(detM(q1)) = sign(detM(q2) then α← 1
else
α← −1
return α
5 Conclusion
We have shown that certain operations can be accomplished on the matrix representation of
a hyper-surface, namely by using the interpolation matrix that we constructed. Our current
work includes the study of further operations, most notably ray shooting, either in exact or
approximate form.
To perform ray shooting, assume that a ray is parameterized by ρ > 0 and given by xi =
ri(ρ), i = 0, . . . , n, where the ri are linear polynomials in ρ. We substitute xi by ri(ρ) in M(x)
thus obtaining a univariate matrix M(ρ) whose entries are numeric except for its last row.
Assuming that M(x) is not singular, imagine that we wish to develop detM(ρ) by expanding
along its last row. Then in preprocessing we compute all minors detM|S|j , j = 1, . . . , |S|,
corresponding to entries in the last row, where Mij is the submatrix of M(ρ) obtained by
deleting its ith row and jth column, thus defining
p(ρ) =
|S|∑
j=1
(−1)|S|+j det(M|S|j)mj(ρ).
Note that every mj(ρ) is a product of powers of linear polynomials in ρ. Now ray shooting is
reduced to finding the smallest positive real root of a univariate polynomial. For this, we plan
to employ state of the art real solvers which typically require values of the polynomial in hand.
We are also extending our implementation so as to offer a complete and robust Maple
software. At the same time we continue to develop code that uses specialized numerical linear
algebra in Sage and Matlab. More importantly, we shall continue comparisons to other methods
which were started in [EKKB13a].
Future work includes studying the matrix structure, which generalizes the classic Vander-
monde structure, since the matrix columns are indexed by monomials and the rows by values
on which the monomials are evaluated. This reduces matrix-vector multiplication to multipoint
evaluation of a multivariate polynomial. However, to gain an order of magnitude in matrix oper-
ations we would have to implement fast multivariate interpolation and evaluation over arbitrary
points, for which there are many open questions.
Sparse interpolation is the problem of interpolating a multivariate polynomial when infor-
mation of its support is given [Zip93, Ch.14]. This may simply be a bound σ = |S| on support
cardinality; then complexity is O(m3δn log n + σ3), where δ bounds the output degree per
variable, m is the actual support cardinality, and n the number of variables. A probabilistic
approach in O(m2δn) requires as input only δ. The most difficult step in the type of algorithms
by Zippel for interpolation is computing the multivariate support: in our case this is known,
hence our task should be easier.
Lastly, we are developing algorithms for Minkowski decomposition in R2 and R3 which
should significantly reduce the size of polytope Q hence the number of lattice points that define
M when the predicated polytope is larger than the precise implicit polytope.
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