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Zusammenfassung
Atomistische Simulationen der Stabilita¨t und physikalischen Eigenschaften von Erdmate-
rialien spielen eine zunehmend wichtige Rolle in der Hochdruck-Mineralogie. Sie geben
Einblicke in Materialverhalten und ko¨nnen bei der Planung von Experimenten hilfreich
sein. Sie erlauben es auch, Eigenschaften zu untersuchen und physikalische Bedingun-
gen zu erreichen, die experimentell noch nicht zuga¨nglich sind. Besonders Methoden aus
der Dichtefunktional-Theorie haben sich dabei als zuverla¨ssig erwiesen. Es ist inzwis-
chen mo¨glich, ein großes Spektrum an Mineralzusammensetzungen und zahlreiche Eigen-
schaften mit Hilfe der Dichtefunktional-Theorie zu berechnen. Es gibt jedoch immer noch
interessante Probleme, die mit solchen Methoden nicht zuga¨nglich sind. Die Berechnung
von Phasendiagrammen in chemisch komplexen Systemen und Transporteigenschaften
von Schmelzen geho¨ren dazu.
Die Phasendiagramme der bina¨ren Karbide TiC-ZrC, TiC-HfC und ZrC-HfC wurden
hier mit Hilfe von Elektronenstruktur- und Energieberechnungen aus der Dichtefunktional-
Theorie bestimmt. Bildungsenergien einer großen Zahl von Zellen mit einer Zusam-
mensetzung (M,M’)C, mit M,M’=Ti, Zr oder Hf, wurden mit Hilfe von Pseudopoten-
tialen berechnet. Die dabei bestimmten Energien bilden die Basis fu¨r die Anpassung
eines Cluster-Entwicklungs Hamilton-Operators, der durch Monte-Carlo Simulationen ef-
fizient zur Berechnung des festen Phasendiagrams eingesetzt wird, d.h. zur Berechnung
der Mischbarkeit von verschieden Komponenten. Der Hamilton-Operator kann direkt aus
den statischen Bildungsenergien bestimmt werden oder unter Beru¨cksichtigung der Vi-
brationsenergie des Gitters. Da die Berechnung der Vibrationsenergie fu¨r die große Zahl
an Strukturen unmo¨glich ist, wird eine transferierbare Kraftkonstanten-Na¨herung ver-
wendet: Kraftkonstanten werden fu¨r direkte Nachbarn in Abha¨ngigkeit des Bindungsab-
standes berechnet. Diese Kraftkonstanten werden fu¨r alle Strukturen verwendet, in-
dem jeweils Bindungsla¨nge und Bindungspartner bestimmt werden und die entsprechende
Kraftkonstante Anwendung findet. Hiermit wurden in TiC-ZrC und HfC-TiC große Mis-
chungslu¨cken vorhergesagt, die erst bei Temperaturen von mehr als 2000 K geschlossen
werden. Das System HfC-ZrC zeigte vollsta¨ndige Lo¨slichkeit schon bei Raumtemperatur.
Fu¨r HfC-TiC wurde ein nahezu symmetrisches Phasendiagramm vorhergesagt, wa¨hrend
fu¨r HfC-ZrC und TiC-ZrC asymmetrische Phasendiagramme bestimmt wurden.
Flu¨ssiges Mg2SiO4 unter hohem Druck ist fu¨r den Magma-Ozean der fru¨hen Erde von
großer Wichtigkeit. Aufgrund des hohen Schmelzpunkts sind Experimente in diesem Sys-
tem schwierig, und das Wissen u¨ber thermodynamische und Transporteigenschaften ist
begrenzt. Simulationen mit Hilfe der Molekulardynamik ko¨nnen diese Lu¨cke fu¨llen. Im
Moment sind Berechnungen, die auf Dichtefunktional-Theorie beruhen auf wenige hundert
Atome und Simulationsdauern von wenigen Picosekunden beschra¨nkt. Wa¨hrend solche
Simulationen die Bestimmung von thermodynamischen Eigenschaften erlauben, sind zur
Berechnung von Transporteigenschaften mit ausreichender Genauigkeit la¨ngere Simula-
tionen und gro¨ßere Zellen notwendig. Im Gegensatz dazu erlauben klassische Potentiale
Berechnungen mit einer großen Zahl von Atomen und langen Simulationszeiten. Solche
Potentiale sind jedoch nur beschra¨nkt zwischen verschiedenen Bedingungen transferier-
bar, und Resultate deshalb von bedingter Aussagekraft. Die Entwicklung von flexiblen
(aspherischen) Potentialen, die an Ergebnisse aus der Dichtefunktionaltheorie angepasst
v
werden, fu¨llt die Lu¨cke zwischen diesen beiden Methoden.
Eine solche Potentialmethode wurde fu¨r Molekulardynamik-Simulationen an Mg2SiO4
Schmelze angewandt, um deren thermodynamische und Transporteigenschaften bei hohem
Druck (0-32 GPa) und hoher Temperatur (2600-3200 K) zu berechnen. Die Ergebnisse
fu¨r thermodynamische Eigenschaften stimmen gut mit den Berechnungen mit Hilfe der
Dichtefunktionaltheorie u¨berein. Ins Besondere wurde ein Gru¨neisen-Parameter γ gefun-
den, der mit Druck zunimmt. Die Simulationen ergaben fu¨r Diffusivita¨t eine Abnahme mit
Druck und fu¨r die Viskosita¨t eine Zunahme. Beide Transporteigenschaften folgen einem
Arrhenius-Gesetz u¨ber den gesamten Druck- und Temperaturbereich. Da Diffusivita¨t und
Viskosita¨t unabha¨ngig voneinander bestimmt wurden, kann hier die Eyring-Beziehung
untersucht werden, die oft zur Umrechnung von Diffusivita¨t zu Viskosita¨t verwendet
wird: der Proportionalita¨tsfaktor in dieser Beziehung, die La¨nge fu¨r ein Diffusionsereignis,
wurde mit λ=18 A˚ bei 0 GPa bestimmt. Dieser Wert stimmt gut mit Ergebnissen von
klassischen Molekulardynamik-Simulationen u¨berein, ist jedoch deutlich gro¨ßer als exper-
imentelle Bestimmungen, die 2.8 A˚ < λ < 5 A˚ ergaben. Aus den Ergebnissen wurden
eine Adiabate und das dazugeho¨rige Viskosita¨tsprofil fu¨r den Magmaozean berechnet.
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Summary
Atomistic simulations on stability and physical properties of Earth materials are playing
an increasingly important role in high pressure mineralogy. Such computations can pro-
vide guidance for experimental studies and insight into underlying causes of observations,
or explore conditions and properties that are inaccessible to experiments at the current
time. A variety of approaches have been applied in such research, with density functional
theory based methods having become a reliable tool in computational mineral sciences.
Despite this progress there are interesting problems which density functional theory based
methods are not able to tackle on a routine basis. These include computations of phase
diagrams and transport properties in liquids.
The sub-solidus phase diagrams of the binary systems TiC-ZrC, TiC-HfC, ZrC-HfC
at ambient pressure are computed based on electronic structure and energy calculations
within density functional theory. Formation energies for a large number of supercells with
compositions of (M,M’)C, M,M’=Ti, Zr, or Hf, are computed by a plane-wave pseudopo-
tential method. The energies serve as a basis for fitting cluster expansion Hamiltonians
that are used to explore the sub-solidus phase diagram, i.e. stability of ordered intermedi-
ate compounds and the degree of miscibility in the systems by Monte Carlo simulations.
Hamiltonians can be fit to the formation energies of the cells directly or after taking into
account vibrational free energy. As it is prohibitive to compute vibrational free energy for
all configurations they are approximated by the transferable force constant scheme: near-
est neighbor force constants are computed for the end-member crystals with imposed but
varying lattice parameters. The resulting bond stiffness versus bond length relationships
are applied to the superstructures, using the relaxed bond lengths and their chemical
identities as predictor. Significant miscibility gaps were predicted for the binaries TiC-
ZrC and HfC-TiC, with consolute temperature in excess of 2000 K, in good agreement
with experiments. The system HfC-ZrC shows complete miscibility at room temperature.
Approximately symmetric phase diagram for HfC-TiC and asymmetric phase diagrams
for HfC-ZrC and TiC-ZrC were predicted. With the success of the method in the sim-
ple carbide systems similar computations can now be performed for geologically relevant
mineral families.
Mg2SiO4 liquid at high pressure is of central importance in our understanding of melts
that occur in the deep Earth and in particular in the early history of our planet, when it
was in a magma ocean stage. Due to high melting temperatures little is known experimen-
tally about its high pressure thermodynamic and transport properties that govern magma
ocean structure and dynamics. Molecular dynamics simulations now fill this gap. Cur-
rently, density functional theory based computations are restricted to a few hundred atoms
and a few picoseconds. While such simulations allow for determination of thermodynamic
properties, longer run durations and larger cells are necessary to obtain transport proper-
ties such as diffusivity and viscosity with sufficient precision. By contrast, semi-empirical
pair potentials provide an efficient route to perform large-scale molecular dynamics sim-
ulations. They suffer, however, from the fact that the transferability of the potentials to
different conditions is not guaranteed. The development of aspherical flexible potentials
that are fit to density functional theory results bridge the gap between ab-initio methods
and classical potentials.
vii
Comprehensive large-scale molecular dynamics simulations using the aspherical ionic
model were performed on Mg2SiO4 melt to obtain thermodynamic properties as well as
diffusivity and viscosity. The pressure-temperature range covered was 0-32 GPa and 2600-
3200 K. The thermodynamic parameters agree well with density functional theory based
results: the Gru¨neisen parameter γ was found to increase significantly with pressure.
Diffusivity is predicted to decrease and viscosity to increase with pressure. Both trans-
port properties were readily fit with closed Arrhenius expression. Independent estimates
on diffusivity and viscosity allows an examination of their relation through the Eyring
equation, often employed to compute viscosity from diffusivity data. The proportionality
factor between them, the translation distance for a diffusion event λ, is determined as
λ=18 A˚ at 0 GPa, and decreases with pressure. This is in good agreement with previous
molecular dynamics simulations using classical potentials, but significantly larger than
other estimates of λ based on experimental data that yield 2.8 A˚ < λ < 5 A˚. Combining
the thermodynamic and viscosity fits a magma ocean adiabat and the associated viscosity
profile were computed.
viii
Chapter 1
Introduction
1.1 Motivation
Knowledge of the composition and structure of the Earth’s interior is necessary for un-
derstanding a wide range of geophysical phenomena and their origin and evolution. Our
information of the Earth’s deep interior comes from geophysical observations, geochemical
studies of natural rocks and minerals, numerical simulations of mantle dynamics, as well
as experimental and theoretical studies on the physical and chemical properties of Earth
materials at high pressures and temperatures.
The most detailed information about the structure of the Earth comes from analysis
of seismic waves. The mantle is characterized by major seismic velocity discontinuities at
410 and 660 km depths which forms a transition zone. These discontinuities are caused
by phase transformations. At a depth of 410 km, (Mg,Fe)2SiO4 olivine transforms to the
high-pressure polymorph of wadsleyite β-(Mg,Fe)2SiO4. At a depth of 660 km, which
is the bottom of the transition zone and top of the lower mantle, ringwoodite breaks
down to an assemblage of (Mg,Fe)(Si,Al)O3 with the perovskite structure and (Mg,Fe)O
magnesiowu¨stite. The region that lies just above the core-mantle boundary (D
′′
layer) is
one that exhibits significant heterogeneity and anomalous properties [1].
The phase stability of minerals plays a crucial role in understanding the geophysical
and geochemical properties of Earth. Relations between structural, thermodynamic and
physical properties are derived for various types of phase transition induced by chang-
ing temperature, pressure or composition. Phase diagrams of minerals help to explain
seismological data and the geochemical signature of rocks. The recent experimental and
theoretical [2–4] discovery of a post-perovskite phase (CaIrO3-type structure) in MgSiO3
holds the key to understanding the shear-wave discontinuity at the top of the D
′′
layer,
with important implications for heat transport, thermal instabilities, and chemical prop-
erties of the lower mantle.
Melting is a ubiquitous process in planetary interiors that has major consequences for
their chemical and thermal evolution. The properties of silicate liquids are thus essential
for understanding a wide range of geophysical phenomena related to the deep Earth and
its origin and evolution. There are a number of lines of evidence that strongly indicate
that the Earth and other terrestrial planets were partially or wholly molten, at least at
certain intervals, during the accretion process [5, 6]. In this context viscosity of silicate
melts is the most important physical property as it controls a range of processes such as
1
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convection dynamics [7], crystal growth [8], and crystal settling [9]. In addition, transport
properties of silicate melts (viscosity and diffusion) would have strongly influenced early
differentiation mechanisms. In the present mantle, partial melting may explain the ultra-
low-velocity zone (ULVZ) found in the D
′′
layer near the core-mantle boundary [10, 11].
In addition, gravitationally stable partial melt layers have also been proposed in the upper
mantle such as at the top of the 410 km discontinuity [12–14].
Despite this importance, the knowledge of thermodynamic and transport properties
of silicate melts is limited. Melt with bulk Earth composition is characterized by high
temperatures, which makes measurements challenging even at ambient pressure. Extrap-
olation of experimental data from supercooled liquids to high temperatures [e.g. 15] or
extrapolation using partial molar models [e.g. 16, 17] in order to obtain heat capacity
[15, 18, 19] or compressibility [16, 20, 21] at ambient pressure can be used as a benchmark
of thermodynamic investigation of silicate melts.
At ambient pressure, viscosity of liquid silicates [22] can be measured using the rotating
cup method [23]. At high pressure in-situ viscosity measurements of silicate melts are
investigated by the ”falling sphere” method, in which the sinking velocity of a solid
sphere through a liquid can be related to viscosity through Stokes’ law [24–26]. For low
viscosity depolymerized melts, such as diopside [25], peridotite [26] or the Mg2SiO4 liquid
studied in this thesis, the fast sinking velocity makes the measurements challenging. In
addition, the rapid increase of melting temperature with pressure for Mg2SiO4 [27] makes
high pressure experiments even more difficult and scarce.
1.1.1 Experimental approaches
High pressure experimental methods involve synthesising samples under high pressure
conditions and either studying them in-situ, or looking at quenched samples. This can
involve different techniques such as piston-cylinder presses, multi-anvil presses, diamond
anvil cell (DAC), or dynamic compression by shock waves.
The piston-cylinder apparatus [28] works by the principle of pressure amplification.
The sample is place in a cylindrical hole inside a ’bomb’ or pressure vessel made from
tungsten carbide. Pressure is applied by forcing a tungsten carbide anvil into the hole.
This uniaxial compression is converted to a more hydrostatic force by surrounding the
sample with a soft, deformable material such as pyrophyllite or NaCl. Samples are heated
using an internal graphite resistance furnace. With the piston cylinder apparatus, pres-
sures up to ∼5 GPa and temperatures up to 2200 ◦C can be achieved, with a sample
volume of typically ∼200 mm3. The piston-cylinder press is durable and robust, and
maintains high pressures and temperatures over long periods of time, days to even weeks.
Higher pressures can be achieved using a multi-anvil apparatus. The sample cell
in such designs is octahedral. Samples are loaded into holes drilled in ceramic octahedra
which acts as the pressure medium. The faces of the octahedron seat against the truncated
corners of a series of eight tungsten carbide (or occasionally sintered diamond) anvils [29].
This series of eight anvils forms one stage of the device. A second stage is comprised
of two sets of three wedges, which act upon the faces of the assemblage of anvils. As
with the piston-cylinder apparatus, an internal resistance furnace (graphite or LaCrO3)
is used to achieve simultaneously high temperatures. Multi-anvil apparatus can produce
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much higher pressures than the piston-cylinder. Depending on the choice of the cubes and
load, up to 25 GPa can be achieved at up to ∼2700 ◦C, and conditions can be controlled
for time periods of several hours. The sample volumes are between 14 mm3 for lower
pressures and ∼1 mm3 for higher pressures
The DAC is based upon the opposed-diamond configuration, in which a sample is
placed between the polished culets of two diamonds and is contained on the sides by a
metal gasket [30]. The two most common methods of heating on DACs are internal laser
heating and external electrical heating. In addition to being recognized as the hardest and
least compressible material, diamond has the important property of being transparent to
most of the spectrum of electromagnetic radiation, including X-ray, portions of ultraviolet,
visible, and most of the infrared region. The pressure at the centre of the Earth (365 GPa)
can be achieved with DAC at high temperatures. However, sample volumes are as small
as 0.0002 mm3.
In shock compression, shock waves are generated in a sample target essentially using
explosives or high-velocity projectiles launched by a light-gas (hydrogen) gun. The quan-
tities measured are the shock wave velocity Us and the ”particle velocity” Up (the velocity
imparted to the particles of the sample by shock wave) as well as the temperature. From
Us and Up the pressure and density can be obtained using the Rankine-Hugoniot equa-
tions. Details of the experimental apparatus and methods of measurement are given in
reference [31].
1.1.2 Computational approaches
Computational simulations provide an alternative approach to study properties of ma-
terials at high pressure and temperature which have supplemented experimental efforts
over the past two decades.
Molecular dynamics (MD) simulations using semi-empirical potentials have been used
to study structural, thermodynamical, and transport properties of silicate melts [e.g. 32–
34]. They have the advantage that the potentials allow for long simulation times that are
important for reliably constraining transport properties. However, the transferability of
the potentials used at high pressure and temperature must be evaluated carefully.
Recent developments in the atomistic simulation of solids and liquids based on the full
solution of the quantum mechanical equations for the electrons based on Hartree-Fock
and DFT allow the theoretical study from first principles of the structural, thermal, and
elastic properties of minerals at arbitrary conditions of pressure and temperature [e.g.
35–38]. First principles calculations are accurate and transferable to different structure
types and to different thermodynamic conditions. However, computational requirements
pose severe limitations on the maximum simulation cell sizes and run durations. In order
to go beyond the limitions of semi-empirical potentials and first principles calculations, a
flexible aspherical ion model [39, 40] has been proposed to bridge these two approaches.
The parameters of the potential are fitted to reproduce first principles results. This
potential has been applied successfully for oxides and silicates in solid and melt phases
[e.g. 39–42].
Computer simulations have been able to guide experiments or shed light on numerous
situations in the mineral and Earth sciences over the past year. Two examples illustrate
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the contributions of computational work in advancing our understanding of minerals and
physical properties at high pressure.
For lower mantle mineralogy Stixrude et al. [43] have investigated the lattice dynamics
of CaSiO3 with the linear response perovskite and predicted a low temperature distortion
from the commonly assumed cubic symmetry. This work has been followed up by a large
number of other ab-initio computations [44–49] that did also predict different types of
distortions, only recently been confirmed experimentally [50] and the distortion has been
identified to be tetragonal.
Elastic constants for hexagonal transition metals are the center of interest of Earth
sciences as the Earth’s solid inner core is most likely composed of hcp iron [51], and
elastic constants of this phase are necessary to interpret the elastic anisotropy in the
inner core [52]. In the late 1990s experimental efforts have focused on determining the
elastic constants in the diamond anvil cell through lattice strain experiments in which a
sample is exposed to non-hydrostatic stress and the resulting changes in lattice parameters
can be evaluated by means of the elastic constant tensor [53]. By computing the pressure
dependence of the elastic constant tensor for rhenium which crystallizes in the hcp phase
even at ambient pressure [54] and comparing the results to lattice strain experiments on
the same material [55] computations show that the method can not reliably be applied for
hcp metals as it measures not only the elastic but also the plastic response of the sample
[56].
1.2 Methods
Computer modeling has become a powerful tool in material science, engineering, nan-
otechnology, and geomaterials. Through direct access to the atomic structure and the
respective atomic motions, a fundamental atomistic understanding of macroscopic obser-
vations may be achieved. Furthermore, simulations allow to make predictions for physical
and chemical properties of materials, supplementing experimental efforts. Different tech-
niques exist to study materials from an atomistic viewpoint.
1.2.1 Electronic structure computations
Density functional theory (DFT) [57, 58] computations have the desirable aspects of
accuracy, and reliability with virtually no empirical input for most condensed matter
systems. DFT has become the primary tool for calculating the electronic structure in
condensed matter, and is increasingly important for quantitative studies of molecules and
other finite systems. The remarkable successes of the approximate local density (LDA) [59]
and generalized-gradient approximation (GGA) [60] functionals within the Kohn-Sham
approach [59] have led to widespread interest in DFT as the most promising approach for
accurate, practical methods in the theory of materials.
The modern formulation of DFT originated in Hohenberg and Kohn theorems, for-
mulated in 1964 [57]. They did show that a special role can be assigned to the electron
density in the ground state of a quantum many-body system: the electronic density n(r)
can be considered as a “basic variable”, i.e. all properties of the system can be considered
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to be unique functionals of the ground state density. Following in 1965, Mermin [58] ex-
tended the Hohenberg-Kohn arguments to finite temperature canonical and grand canon-
ical ensembles. Although the finite temperature extension has not been widely used, it
illuminates both the generality of DFT and the difficulty of realizing the promise of exact
DFT. Also in 1965 appeared the other classic work of this field by Kohn and Sham [59],
whose formulation of DFT has become the basis of most present-day methods for treating
electrons in atoms, molecules, and condensed matter.
Born-Oppenheimer Approximation
One of the most important approximations used in solid state physics is the Born-
Oppenheimer Approximation which deals with the motion of nuclei of atoms with re-
spect to electrons. Since the electronic problem (with N electrons) is already not trivial,
adding the nuclei of atoms into the equation is too complicated to be solved analytically
or numerically. A way to avoid these additional complications is to use the fact that
the mass of the electrons is much smaller than the mass of the nuclei, meaning that the
electrons move much faster than the nuclei and adjust adiabatically to the position of the
nuclei, which change on a much longer time scale. Therefore one may consider for the
electronic problems the positions of ions ( ~Ri) as fixed and determine the ground state
energy E0( ~R0, ... ~Rn) for these given positions ~R0, ... ~Rn of the n nuclei. The motion of the
nuclei then requires the solution of the Hamiltonian
∑
n′ − 12Mn′∇
2
n′ +E0(
~R0, ... ~Rn) where
the ground state energy of the electronic problem acts as an interaction potential for the
nuclei.
Here and in the following, atomic units are used (~ = 1; me =
1
2
; e2 = 2; energies in
Rydberg, 1 Ry = 13.6058 eV; lengths in units of Bohr radius).
Hohenberg-Kohn Theorems
The approach of Hohenberg and Kohn is to formulate a density functional theory as an
exact theory of many-body systems. The formulation applies to any system of interacting
particles in an external potential Vext(~r), including the problem of electrons in the field
of fixed nuclei, for which the Hamiltonian can be written as
H =
N∑
i=1
−∇2i +
∑
i,j
1
|~ri − ~rj| −
∑
i
Vext(~ri). (1.1)
Kohn-Sham Approach
Kohn and Sham [59] used the variational principle implied by the minimal properties of
the energy functional to derive single-particle Schro¨dinger equations for the electrons. For
this the energy functional is first split into four parts:
E[n] = T [n] +
∫ ∫
n(~r)n(~r′)
|~r − ~r′| d~rd
~r′ + Exc[n] +
∫
n(~r)Vext(~r)d~r (1.2)
which describes the kinetic, the Hartree, the exchange-correlation and the external energy.
In contrast to the Hartree integral, an explicit form of the other functionals, T and Exc,
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is not known in general. Ignoring this problem for the moment, the variational principle
is used and we obtain
δE[n]
δn(~r)
= −µδ(N −
∫
n(~r)d~r)
δn(~r)
= µ, (1.3)
where µ is a Lagrange multiplier taking care of particle conservation. The kinetic energy is
now split into a term T0 implying the kinetic energy functional T0[n(~r)] of noninteracting
particles and Txc which stands for the rest, i.e. we write
T = T0 + Txc. (1.4)
This is an important step because it is known how to calculate the kinetic energy
T0 for noninteracting particles and hence one can determine the functional derivative
δT0[n]/δn(~r) by using
n(~r) =
N∑
i=1
|Φi(~r)|2 (1.5)
where the summation is over N states with lowest eigenvalues and
T0[n] =
N∑
i=1
∫
∇Φ∗i (~r)∇Φi(~r), (1.6)
Φ being a single particle wave function.
By varying the latter equation and after adding a potential-energy term the Euler-
Lagrange equation is obtained which is also, in fact, a single-particle Schro¨dinger equation:
(−∇2 + v′(~r))Φi(~r) = ǫiΦi(~r) (1.7)
We try to determine the potential energy v′(~r) such that the density n(~r) obtained from
eq. (1.5) minimizes the total energy. Thus, multiplying eq. (1.7) with Φ∗i (~r), requiring the
functions Φi(~r) to be normalized, integrating and summing up, we obtain
T0[n] =
N∑
i=1
ǫi −
∫
v′(~r)n(~r)d~r. (1.8)
The variation (eq. (1.3)) is now easily carried out. We note that terms containing
δǫi cancel δv
′ (because of eq. (1.7)) and obtain v′(~r) which is called the effective single
particle potential veff (~r):
veff(~r) = vext(~r) + 2
∫
n(~r′)
|~r − ~r′|d
~r′ + vxc(~r) (1.9)
with
vxc(~r) =
δ(Exc + Txc)
δn(~r)
. (1.10)
By varying E[n(~r)] with respect to Φi(~r) instead of n(~r) and adding the Lagrange
constraint
∑
i ǫi(
∫
d~rΦ ∗ (~r))Φ(~r) − 1) for the normalisation of the Φ, the following
so-called Kohn-Sham equation is obtained for the single partial wave function Φi[−∇2 + veff(~r)− ǫi]Φi(~r) = 0. (1.11)
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It is a Schro¨dinger equation with the external potential replaced by the effective potential
which depends on the density. The density itself depends on the single-particle states Φi
via eq. (1.5). The Kohn-Sham equation thus constitutes a self-consistent field problem.
Although density-functional theory as outlined above provides a scheme to reduce
the entire many-body problem to a Schro¨dinger-like effective single-particle equation,
the eigenvalues ǫi have no direct physical meaning since they have been introduced only
as Lagrange parameters. Nevertheless, they are often and quite successfully taken as
approximate excitation energies.
Exchange and Correlation Approximations
The simplest approximation for the exchange-correlation functional is the local density
approximation (LDA), first suggested in the original work of Kohn and Sham [59], and
then generalized to spin-polarized systems [61–63] (local spin density approximation or
LSDA). In the LDA it is assumed that the contribution to the exchange correlation energy
from each point r with the local electron density n(r) is the same as in the uniform elec-
tron gas with the corresponding electron density n(r). That is, the exchange-correlation
functional takes the form
ELDAxc =
∫
d~rn(~r)ǫhomxc [n(~r)], (1.12)
where ǫhomxc (n) is the exchange-correlation energy per particle in the homogeneous electron
gas with density n. For the homogeneous electron gas, an accurate dependence of ǫxc on
the density n is extracted from quantum Monte Carlo calculations [64], and then, in one
or another way, parametrized to simplify its application [65–67].
Although by construction the LDA approximation is expected to work only for systems
with slowly varying density, it appears to be quite accurate for many atomic, molecular
and condensed matter systems even with significant density variations. Not surprisingly,
there are many situations where the LDA leads to unacceptably large errors and even
qualitatively wrong results (for details see Refs. [68, 69]). In particularly the LDA (and
the LSDA) noticeably overestimates the bonding strength in most transition metals [70]
and their compounds[71–74], and can give a wrong ground-state structure, like for iron
[75].
A natural way to improve on the LDA (LSDA) is to include density gradients in
the approximate exchange-correlation functional. The most straightforward procedure,
suggested in Ref. [59], is to add to the LDA functional one more non-zero term in the
gradient expansion of the exchange-correlation functional (gradient expansion approxi-
mation or GEA). In reality, the GEA appears to be much worse than the LDA. The basic
problem is that gradients in real materials are so large that the expansion breaks down.
To overcome these problems, the generalized gradient approximation (GGA) has been
introduced [60]. In GGA the gradient expansion is replaced by generalized functionals of
density gradients, which are designed to incorporate the important features of the exact
exchange-correlation functional. In contrast to the LDA, there is no unique definition of
ǫGGAxc , and many different functional forms have been suggested, as reviewed in Ref. [69].
The most commonly used version of GGA is that of Perdew and Wang 1991 (PW91)
[76] and Perdew, Burke and Ernzerhof [77] (PBE). The last one improves the accuracy
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of the description of the ground-state properties of many atomic, molecular and solid
systems [69, 78]. In view of this fact the present work uses GGA-PBE.
Implementations: basis functions
The first step of any numerical implementation of the DFT is to represent the Kohn-Sham
wave functions (Φi) as discrete functions of numbers. This is done by expanding the wave
functions in some basis functions, and truncating such an expansion at some finite number
of terms. Then the desired discrete representation is given by the coefficients of the
expansion. The choice of basis functions is crucial for the efficiency of the computational
method. With the optimal choice, as few expansion terms as possible should be necessary
to represent the wave functions with a reasonable accuracy. The most common basis
functions can be divided into three categories: plane waves, localized, and mixed basis
functions.
A basis of plane waves (PW) [79] presents several useful features: (i) plane waves
treat equally all regions of space; (ii) they constitute a complete and orthogonal set; (iii)
the plane wave basis is independent of the coordinates of the nuclei. In particular, for
periodic systems the PW basis presents the added advantage that they are inherently
periodic themselves. Of course, completeness is only achieved if an infinite number of
plane waves is used whereas a finite (truncated) set must be chosen for computational
reasons. However, convergence to completeness can be easily monitored by increasing the
number of plane waves until the calculated properties do not change as the size of the
basis set is increased.
For systems with localized states and large regions of vacuum or very low charge
density regions, methods using localized basis functions are often thought to represent
a more suitable choice [80]. The SIESTA code [81] is such an implementation, with
strictly confined numerical basis functions, that can include multiple-zeta and polarization
orbitals. The one-particle problem is solved using linear combination of atomic orbitals
(LCAO), within a ~k-space representation, in a standard norm-conserving pseudopotential
[82] scheme, so the basis refers only to valence electrons. The localized basis are written
in a real space numerical mesh, so the accuracy of a given calculation is dependent on
the mesh definition (fineness of the mesh). The way SIESTA is implemented relates the
fineness of the mesh to an energy cutoff, analogous to the cutoff in a PW basis set.
Mixed basis functions are built up by a basis set constituted by plane waves and
localized functions. They consists of localized functions centred at atomic sites which
are chosen to optimize the description of localized orbitals near atomic site, and plane
waves to account for the remaining (in interstitial region) smooth contributions of the
wave functions. The mixed basis functions are implimented in Linearized Augmented
Planewave (LAPW) Method [83]. The localized functions nature of the mixed basis
functions in the vicinity of the atoms leads to an efficient representation, while the plane
wave nature in the interstitial region allows for highly accurate solutions for any atomic
arrangement: close-packed or open, high-symmetry or low, surfaces or bulk. However,
the generality and accuracy of LAPW method comes at a price: there is a large basis set
of plane waves.
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Pseudopotentials
First-principles methods can be divided into two major categories: the all-electron (AE)
and pseudopotential [84] (PP) types. AE methods explicitly account for all electrons in the
system, usually employing mixed basis functions in which the plane waves are augmented
around each ionic species in order to describe the complex features of the wave function
near the nuclei. Although AE methods are very accurate, they are also generally quite
expensive. By contrast, PP methods are approximations to the AE case that dramatically
reduce the cost associated with such simulations and are based on the fact that the
electronic states of an atom generally are well separated energetically into discrete core
and valence electronic states. Since only valence electrons contribute significantly to the
bonding and many other properties, it is therefore tempting to reduce the AE problem to
one of pseudoatoms in which only valence electrons are taken into account explicitly in
the DFT equations. Such pseudopotentials are derived from first-principles calculations
on isolated atoms, where one first performs an AE calculation in order to get the AE wave
functions and eigenenergies. Then a new set of pseudo-wavefunctions is constructed so
that within some core cutoff radius rc, often corresponding to the outermost extremum
of the AE wave function, the AE wave functions are smoothed out to obtain smooth and
nodeless pseudo-wave-functions. Beyond this cutoff radius, and because it is desirable
that the atomic properties are correctly described in the valence region, the pseudo-wave-
functions match the AE.
Although PP methods are an approximation to the AE case, they have been shown to
yield results very similar to AE methods, and years of development of the method have
made it a very efficient, accurate, and robust tool for studying the electronic properties
of materials. Nevertheless, the otherwise reliable PP theory frequently produces unsat-
isfactory results (in the sense of being highly sensitive to parameter choice) for the case
of transition elements [85, 86] and as a consequence, the method has been used sparingly
for materials containing transition metal atoms.
1.2.2 Potential models: atomic discription
The impact of atomistic modeling is constrained mainly by two factors: the accuracy of
the model and the accessible length and time scales. Due to the considerable increase in
computing power in recent years, the usage of very accurate quantum-chemical methods
to calculate structural and dynamic properties of complex geomaterials has become feasi-
ble. Electronic structure methods in the framework of DFT provide a means of modeling
accurately a wide range of structures and chemical compositions from first-principles,
i.e. without specific assumptions for the atomic interaction in a specific structure. Ap-
proximations have to be made for the exchange-correlation functional. Although being
accurate and transferable, DFT is currently limited to systems with a few hundred atoms
and time scales of a few picoseconds. In many cases, this is sufficient to study, e.g. the
equations of state and the elastic constants of minerals [87], the relative phase stability
of different crystal phases as a function of pressure, P, and temperature, T [88], or crystal
defect calculations [89].
For larger scale problems (several hundreds to millions of atoms, hundreds of picosec-
onds to nanoseconds), required, e.g. for modeling of viscous melts, interfaces or grain
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boundaries, interatomic potentials are typically employed. In this case, the atomic in-
teractions are described by a more or less complex analytical function. Its parameters
are optimized either by reference to experimental data [90–92] or higher level theoretical
methods [93–95].
Typical pair potential: Rigid Ion Model (RIM)
Interatomic potentials for ionic materials have been developed over the years by using
the ionic model mostly with formal charges and describing the short-range interactions
in terms of pair potentials of the Born-Mayer and Buckingham form [96]. In this model
the ions are treated as rigid particles which are undistorted by their environment. The
typical form of this potential is
Vij(rij) =
qiqj
rij
+Bije
−αijrij − Cij
R6ij
− Dij
R8ij
, (1.13)
where Vij and rij are the interaction energy and the distance of particles i and j, respec-
tively. qi and qj are charges on the ions and the first term (V M) of the expression is
electrostatic energy (Madelung potential) of the point charges and is generally evaluated
by the method of Ewald summation [97]. The second term (V rep) reflects the fact that
an isolated electro distribution tails off exponentially and so the repulsion between ions
at short range due to the Pauli exclusion principle can be approximated by a constant
Bij times an exponential overlap of ionic charge distributions; the final two terms (V
pol)
model the ion dispersion interactions which are always attractive and which represent van
der Waals, as a sum of dipole-induced dipole (R6ij term), dipole-induced quadrupole (R
8
ij
term) and higher order terms which are generally neglected.
Recently, Guillot and Sator [33, 34], and Lacks et al. [32] have used this type of
potential to study silicate melts at high pressure. This potential form has the advantage
that it has a pairwise form and it is quick and easy to evaluate, so that relative large system
sizes and long times may be simulated with relative ease. However, it has been recognized
for a long time that this form does not contain some of physics relevant for many real ionic
systems. qi,αij ,Bij ,Cij, and Dij are parameters of the model which may be determined by
physical reasoning, empirical considerations or by fitting to data obtained from ab initio
calculations. Introducing a functional (self-consistence) or environment-dependent (such
as coordination) parameters can result in the force field method to become a many body
problem [39–42, 95, 98–103].
Flexible potential: Aspherical Ion Model (AIM)
Many systems contain anions, which have an appreciable size relative to interionic dis-
tances and which are not rigid, in the sense that they become aspherically distorted and
can change their size in the condensed phase depending on their environments. This, in
practice, can be realized by slightly modifying the second term (V rep) and the final two
terms (V pol) and the total Hamiltonian so that the parameters described above (Bij, Cij,
and Dij) become three dimensional variables. Such methods have been developed and
advanced by Madden et al. [39, 40].
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The repulsive part of the potential can be written as:
V rep =
∑
i∈O,j∈Mg,Si
[A−+e−a
−+ρij +B−+e−b
−+ρij + C−+e−c
−+rij ]
+
∑
i,j∈O
A−−e−a
−−rij
+
∑
i∈O
[D(eβδσ
i
+ e−βδσ
i
) + (eζ
2|νi|2 − 1) + (eη2|κi|2 − 1)], (1.14)
with
ρij = rij − δσi − S(1)α νiα − S(2)αβκiαβ. (1.15)
Summation over repeated indices is implied. a−+, b−+, and c−+ are characterizing the
rate at which the atomic electron densities decay. A−+, B−+, and C−+ are some universal
energies scale relating the amount of overlap to the replusive energy. The variable δσi
characterizes the deviation of the radius of oxide anion i from its default value, νiα are a set
of three variables describing the Cartesian components of a dipolar distortion of the ion,
and κiαβ are a set of five independent variables describing the corresponding quadrupolar
shape distortions (| κ |2= κ2xx + κ2yy + κ2zz + 2(κ2xy + κ2xz + κ2yz) with a traceless matrix κ).
S
(1)
α = rij,α/rij and S
(2)
αβ = 3rij,αrij,β/r
2
ij−δαβ are interaction tensors. The last summations
include the self-energy terms, representing the energy required to deform the anion charge
density, with β, ζ and η as effective force constants. The extent of each ion’s distortion
is determined at each molecular dynamics time-step by energy minimization.
The polarization part of the potential incorporates dipolar and quadrupolar contribu-
tions [104],
V pol =
∑
i,j∈O
(
(qiµjα − qjµiα)T (1)α + (
qiθjαβ
3
+
θiαβq
j
3
− µiαµjβ)T (2)αβ
+(
µiαθ
j
βγ
3
+
θiαβµ
j
γ
3
)T
(3)
αβγ +
θiαβθ
j
γδ
9
T
(4)
αβγδ)
)
+
∑
i∈O,j∈Mg,Si
(
qjµiα[1− gD(rij)]T (1)α +
θiαβq
j
3
[1− gQ(rij)]T (2)αβ
)
+
∑
i∈O
(
k1 | ~µi |2 +k2µiαθiαβµiβ + k3θiαβθiαβ + k4 | ~µi · ~µi |2
)
. (1.16)
Here k1 =
1
2α
, k2 =
B
4α2C
, k3 =
1
6C
, k4 =
−B2
16α4C
, α, B and C the dipole, dipole-dipole-
quadrupole and quadrupole polarizabilities of the oxygen ion, respectively, and Tαβγδ =
∇α∇β∇γ∇δ... 1rij are the multipole interaction tensors [105]. The instantaneous values
of these moments are obtained by minimization this expression. The charge-dipole and
charge-quadrupole cation-anion asymptotic functions include terms which account for
penetration effects at short-range by using Tang-Toennies damping functions [106] of the
form,
gD(r
ij) = cDe
−bDr
ij
4∑
k=0
(bDr
ij)k
k!
, (1.17)
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gQ(r
ij) = cQe
−bQr
ij
6∑
k=0
(bQr
ij)k
k!
, (1.18)
with D and Q standing for dipolar and quadrupolar parts. While the parameters bD and
bQ determine the range at which the overlap of the charge densities affects the induced
multipoles, the parameters cD and cQ determine the strength of the ion response to this
effect. Only oxygen ions are considered polarizable.
The AIM potential takes into consideration the compression of the electron densities
of the anions by the Madelung potential and overlap-mediated interactions with their
coordination shell, as well as the polarization effects arising from the large interionic
coulomb fields, which are importance of the many-body effects in ionic systems [40, 107,
108]. The parameters of AIM potential are fitted to reproduce forces, dipoles, quadrupoles
and the stress tensor of reference atomis configurations calculated from first-principles,
that is, without the help of any experimental input [39, 40, 103]. The AIM potential
is transferable not only for different coordination environments [110, 111] but also for
different temperature and pressure conditions [42, 103, 109].
1.2.3 Hamiltonian formulations
First-principles approaches to the modeling of phase equilibria rely on the integration of
accurate quantum-mechanical total-energy calculations and statistical-mechanical model-
ing. This requires an efficient way to examine many different configurations in a system.
Phase stability at constant temperature is determined by the free energy 1 F . The free
energy can be expressed as a sum of a configurational contribution Fconf and vibrational
contributions Fvib. The configurational contribution accounts for the fact that atoms can
jump from one lattice site to another, while the vibrational contribution accounts for the
vibrations of each atom around its equilibrium position. Depending on the material stud-
ied, contributions from magnetic effects Fmag and electronic effects Felec can be significant.
In this work we have considered only configurational and vibrational contributions to the
free energy.
Configurational contribution to free energy
The configurational contribution to free energy of an alloy can, in principle, be computed
as accurately as desired through a techique known as the cluster expansion [112–116]. The
cluster expansion is a generalization of the well-known Ising Hamiltonian. In the common
case of a binary alloy system, the Ising model consists of assigning a spinlike occupation
variable to each site i of the parent lattice, which takes the value −1 or +1 depending
on the type of atom occupying the site. A particular arrangement of spins of the parent
lattice is called a configuration and can be represented by a vector ~σ containing the value
of occupation variable for each site in the parent lattice.
1Striclty speaking, at constant pressure, the Gibbs free energy G = F + PV should be used instead
of the Helmotz free energy F , but at atmospheric pressure, the PV term is negligible for an alloy.
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The energy (per atom) is represented as a polynomial in the occupation variables:
E(σ) =
∑
α
mαJα〈
∏
i∈β
σi〉, (1.19)
where α is a cluster (a set of sites i). The sum is taken over all clusters α that are not
equivalent by a symmetry operation of the space group of the parent lattice, while the
average is taken over all clusters β that are equivalent to α by symmetry. The coefficients
Jα are called effective cluster interaction (ECI), and the multiplicity of a cluster, mα, is
the number of symmetrically equivalent clusters, divided by the number of lattice sites.
It can be shown that when all clusters α are considered in the sum, the cluster expan-
sion is able to represent any function E(σ) of configuration σ by an appropriate selection
of the values of Jα. However, the real advantage of the cluster expansion is that, in
practice, it is found to converge rapidly. An accuracy that is sufficient for phase diagram
calculations can be achieved by keeping only clusters α which are relatively compact
(e.g. short-range pairs or small triplets). The unknown parameters ECI’s can then be
determined by fitting them to the energy of a relatively small number of configurations
obtained through first-principle calculations using cross-validation (CV) score [117] which
is defined as
CV =
1
N
N∑
i=1
(Ei − Eˆi)2. (1.20)
Ei is the calculated energy of structure i, whereas Eˆi is the predicted value of the
energy of structure i obtained from a least-squares fit to the (N − 1) other structural
energies. This fitting approach is known as the structure inverse method or Connolly-
Williams method [118]. The advantage of CV score is that the chosen set of clusters
maximizes the predictive power of the cluster expansion for any structure, whether or not
it is included in the fit. This is an improvement relative to the standard mean square
error criterion which only minimizes the error for structures that are included in the fit.
Vibrational contribution to free energy
The quantum treatment of lattice vibrations in the harmonic approximation provides
a reliable description of thermal vibrations in many solids for low to moderately high
temperatures [119]. Under the harmonic approximation [119, 120] and in the high tem-
perature limit (also known as the classical limit), the vibrational energy of a phase α can
be obtained from equipartition theorem, and is independent of the phase α considered.
Hence, lattice vibrations are mainly expected to influence phase stability through their
entropy contribution. Under these assumptions, the vibrational entropy per atom can be
obtained from the phonon density of states (DOS), g(ω) [119]:
Svib = −kB
∫ ∞
0
g(ω)ln(ω)dω. (1.21)
In lattice dynamic theory [121], the phonon DOS can be determined from eigenvalues
of dynamical matrix which is defined as a function of the force constant tensor φ(i, j).
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This tensor relates the displacement u(j) of atom j from its equilibrium position to the
forces f(i) acting on atom i as follows:
f(i) = −φ(i, j)u(j). (1.22)
In order to calculate the force constants, we can employ the supercell method [122–
126]. The basic idea is to perturb an atom j away from its equilibrium position by an
amount u(j), calculate the force f(i) acting on atom i using first-principles calculations,
and then solve a set of linear equations f(i) = −φ(i, j)u(j) to yield the force constant
tensor φ(i, j). This process has to be repeated for many configurations and also for large
supercells, making the overall precedure computationally demanding. A way to alleviate
this problem is to use the transferable force constant (TFC) approach [127–130]. In this
approach, three assumptions are necessary:
1. Only the nearest neighbor interactions are considered (because the longer range
force constants do not exhibit good transferability).
2. The bending stiffnesses b are averaged over various spatial directions (i.e., to obtain
effective isotropic bending stiffnesses).
3. The off-diagonal terms in the bond stiffness tensor φ(i, j) are constrained to be zero.
Hence, the resulting bond stiffness tensor has only two independent terms, namely the
stretching stiffness s and the isotropic bending stiffness b:
φ(i, j) =

 b 0 00 b 0
0 0 s

 .
This symmetrization ensures that the force constants never have a symmetry that is lower
than the environment into which they are transferred. For this fact only nearest neighbor
force constants for high symmetry are needed to calculate them as functions of bond
lengths. The resulting bond stiffness versus bond length relationships are then used to
predict force constants for all remaining superstructures, using the relaxed bond lengths
and the chemical identities of bonds as predictors of their stiffnesses.
Configuration dependence of the vibrational free energy is parameterized with a cluster
expansion, in a similar manner as the configurational free energy, except that the resulting
ECI’s (Jα(T )) are now temperature-dependent.
The process of calculating the phase diagram of an alloy system can be summarized as
follows. First, the energy of the alloy in a relatively small number of configurations is cal-
culated through first-principles calculations. Next, the calculated energies (configurational
and vibrational) are used to fit the unknown coefficients of the cluster expansion (Jα(T )).
Finally, with the help of this compact representation (F (σ, T ) =
∑
αmαJα(T )〈
∏
i∈β σi〉),
the energy of a large number of configurations is sampled, in order to determine the phase
boundaries. This can be accomplished with either the Cluster Variation Method (CVM)
[131, 132], the low-temperature expansion (LTE) [133], or Monte Carlo (MC) simulations
[134]. In this work we have used MC in semi-grand-canonical ensemble, also known as the
transmutation ensemble. In this ensemble, the energy and concentration of an alloy with
a fixed total number of atoms are allowed to fluctuate while temperature and chemical
potentials are externally imposed.
1.3. SCOPE OF THE THESIS 15
1.3 Scope of the thesis
In the current thesis we have picked two avenues of research, partly motivated by the
scientific questions at hand, partly to explore methodological approaches, understand
and gain experience in the method.
In the first project (chapter 2) we compute from first-principles the phase diagram
of TiC-ZrC, TiC-HfC, and ZrC-HfC solid solutions at ambient pressure. We chose this
project in order to explore the possibilities of the cluster expansion approach to solid-
solution computations in a chemically and crystallographically simple, nevertheless tech-
nologically important, system and gain experience in using the method as implemented
in the ATAT package [117, 135, 136]. We were particularly interested in the application
and limits of the transferable force constant model [127–130] as implemented in ATAT.
Similar to NaCl-KCl [137] the carbide systems have the advantage that experimental
data on solubility limits are available [138–140] which allowed us to compare and explore
the computational phase diagram both in terms of consolute points and shape in detail.
The second project deals with large scale molecular dynamics simulations of thermody-
namic (chapter 3) and transport properties (chapter 4) in Mg2SiO4 melt. This project had
the scientific motivation to explore and understand the experimental finding of anomalous
viscosity behavior in depolymerized melts between 10-15 GPa [25, 26], as well as obtain-
ing viscosity values for higher pressures to better constrain magma ocean structure in the
early Earth. After exploring various approaches we realized transport properties could
not be computed with sufficient precision with density functional theory methods. Not
wanting to use classical potential because of potentially poor transferability, we decided
to apply the flexible potential method [39, 40] in the melt simulations, which promised a
decent compromise in transferability [41] and efficiency. With this method we were able
to run molecular dynamic simulations for more than 100 picoseconds (1 fs timestep) and
use cells with ∼ 2000 atoms.
Chapters 2-4 are based on the following manuscripts:
Chapter 2:
O. Adjaoud, G. Steinle-Neumann, B.P. Burton, and A. van de Walle, (2009) First-
principles phase diagram calculations for the HfC-TiC, ZrC-TiC and HfC-ZrC solid solu-
tions, Phys. Rev. B (to be submitted).
Chapter 3:
O. Adjaoud, G. Steinle-Neumann, and J. Sandro, (2008) Mg2SiO4 Liquid under High
Pressure from Molecular Dynamics, Chem. Geol., 256, 185-192.
Chapter 4:
O. Adjaoud, G. Steinle-Neumann, and J. Sandro, (2009) Transport properties of Mg2SiO4
melt at high pressure: Viscosity of the magma ocean, Geophy. Res. Lett. (to be submit-
ted).
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Chapter 2
Phase diagram calculations for the
(M,M’)C solid solutions
2.1 Abstract
We have performed first-principles phase diagram calculations for the quasibinary systems
HfC-TiC, TiC-ZrC and HfC-ZrC. We have used a plane-wave pseudopotential method to
compute formation energies which serve as a basis for fitting cluster expansion Hamiltoni-
ans, both with and without an approximation for excess vibrational entropy. Significant
miscibility gaps are predicted for the quasibinaries TiC-ZrC and HfC-TiC, with consolute
temperature in excess of 2000 K. The system HfC-ZrC shows complete miscibility at room
temperature. We have found an approximately symmetric phase diagram for HfC-TiC
and asymmetric phase diagrams for HfC-ZrC and TiC-ZrC.
2.2 Introduction
The transition metal carbides, including the group IV (Ti, Zr, Hf) carbides have extremely
high melting points and are therefore referred to collectively as the “refractory carbides.”
In addition to their stability at high temperatures, these compounds exhibit interesting
physical properties such as high hardness, high electrical conductivity and superconduc-
tivity [1]. These properties make them suitable as bulk or thin film materials in many
technological applications: they are used as first-wall coatings for fusion reactors, pro-
tective coatings for cutting tools, and low-friction coatings for bearings. Their hardness
is retained to very high temperatures, and they have low chemical reactivity. They are
attacked only by concentrated acid or base in the presence of oxidizing agents at room
temperature, and retain good corrosion resistance to high temperatures. The transition
metal carbides have been explored for their potential application as diffusion barrier in
electronic devices, too [2]. Aside from the pure end members the solid solutions formed
by these carbides are of significant importance as properties can be optimized by varying
the composition in the binary - and higher order - systems.
Systematic experimental investigations of the phase diagrams and physical properties
of such nonstoichiometric compounds are extremely challenging as many compositions
need to be explored, and due to the high melting points and limited solubility for the
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refractory carbide make it very difficult to look at their miscibility behavior in detail,
although experiments have been performed [3–5].
At the same time, calculations make it possible to establish the shape of the phase
diagram to a sufficient degree of accuracy if the interactions in the system as a func-
tion of temperature and composition are known. Several semiempirical methods exist to
construct phase diagrams based on approximate free energy functions such as the model
of subregular solutions [6–8] fitted to existing experimental data. Such thermodynamic
models have also been applied to the group IV carbides [9–11].
Although these methods are useful to obtain phase diagrams and thermodynamic func-
tions it is desirable to compute them strictly from knowledge of the constituent atoms
without empirical parameters. In order to calculate phase equilibria the Gibbs free energy
must be known for competing structures over a wide range of concentrations. The ener-
gies of formation for a large number of phases over a range of stoichiometries need to be
determined. At present, the three most widely employed approaches for this purpose can
be summerized as follows. The most direct approach is the supercell method (e.g.[12–16]),
which is commonly employed to analyze local atomic structures and variations in bond
lengths with chemical composition. The supercell method is based on the principle of
spatial ergodicity, according to which all possible finite atomic arrangements are realized
in a single infinite sample. This approach is computationally prohibitive when the size of
the supercell is on the order of hundreds of atoms. In contrast to the supercell approach,
methods based on perturbation theory perform the configurational average analytically.
The most well-known approximation within alloy theory is the so-called coherent po-
tential approximation (CPA) (e.g.[17–19]). Recently it has also been demonstrated how
short-range order effects can be incorporated in total energy calculations using a non-
local modification of the CPA [19]. Within the CPA-based methods no self-consistent
calculation of elastic relaxation energies has been demonstrated to date, and such effects
are generally treated using separate theoretical frameworks [20–22]. A third option is to
apply the cluster expansion (CE) approach [23–27]; this approach allows incorporating
contributions to solid-solution energies arising from short-range order as well as elastic
relaxations. In the CE method effective cluster interactions are fit to an extensive set of
formation energies of supercells in the binary system which is then explored to compute
the compute the phase diagram from Monte Carlo simulations. This approach is imple-
mented in the alloy theoretic automated toolkit (ATAT) code [28–30]. This code was
used to study phase stabilities of intermetallics, alloys, and pseudobinary systems: e.g.
[31–36].
In this study, we explore by means of the CE method the sub-solidus phase diagram of
the binary refractory carbide solid solutions HfC-TiC, ZrC-TiC and HfC-ZrC, by combin-
ing the ATAT package with ab initio total energy calculations. We look in detail at the
extent of miscibility between the phases and the consolute temperature and composition.
As experimental data and thermodynamic assessments of these systems are available we
compare predictions from the computations to measurements.
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2.3 Methodology
Formation energies, ∆Ef (Figs. 2.1) were calculated for transition metal carbides HfC,
TiC, and ZrC and many MmM
′
nC(m+n) supercells, in which M and M
′ are Hf, Ti, or Zr.
All electronic structure calculations were performed with the Vienna ab initio simula-
tion program (VASP,[37]) using ultrasoft Vanderbilt-type pseudopotentials [38] with the
generalized gradient approximation (GGA) for exchange and correlation [39]. Valence
electron configurations for the pseudopotentials are Hf = 5p66s25d2, Ti = 3d34s1, Zr =
4s24p65s24d2, and C = 2s22p2. Total energy calculations were converged with respect
to k-point sampling, and an energy cutoff of 500 eV was used which yields ∆Ef values
that are converged to within a few meV per cation (Hf, Ti, Zr). Cell constant and ionic
positions were fully relaxed in all supercell computations.
Based on these results the first-principles phase diagram (FPPD) calculations were
performed with the ATAT software package [28–30]. VASP calculations were used to con-
struct CE Hamiltonians [23], and the optimal cluster sets were determined by minimizing
the cross-validation score [28] between the ab initio computations and the CE prediction.
The cross-validation score is analogous to a weighted root mean square error, and provides
a quantitative measure of predictive power of the CE. The effective cluster interactions
(ECIs) which define the CE are obtained by a least-square fit to the VASP energies.
Contributions of lattice vibrations (Fvib) to the free energies were approximated [40]:
To reduce the computational burden of obtaining phonon densities of states for a large
set of superstructures, the bond-length-dependent transferable force constant scheme [40]
was employed: as discussed in Ref. [32], nearest-neighbor force constants were obtained
for the end members HfC, TiC, and ZrC as functions of imposed lattice parameters
that are relevant for the respective systems: in each system the lattice parameters are
varied between the end-member equilibrium constants, and forces are computed for five-
six volumes in-between. Depending on the variations in lattice constant this can lead to
slightly different force constants for the same end-member, e.g. HfC in the TiC-HfC and
the HfC-ZrC system.
The resulting bond stiffness versus bond length relationships were applied to predict
force constants for all remaining superstructures, using the relaxed bond lengths and the
chemical identities of bonds as predictors of their stiffnesses. The quantum mechanical
expression for the free energy was used, rather than the typical high-temperature (classi-
cal) limit. Then the resulting free energies were fit to temperature-dependent CE, which
served as input for grand-canonical Monte Carlo simulations in order to calculate phase
diagrams.
2.4 Results and Discussion
Figure 2.1 shows the databases of static (0 K) formation energies from the ab initio com-
putations, ∆Ef , that were used in fitting the cluster expansion Hamiltonians, and the
corresponding formation energies predicted from the CEs. The formation energies of all
the ordered structures studied in the three systems are positive (Fig. 2.1). This is con-
sistent with the fact that the experimental phase diagrams show no ordered intermediate
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compound [3, 4]. We further see large formation energies for both the HfC-TiC and TiC-
ZrC systems (several 100 meV/cation) which are one order of magnitude larger than for
the HfC-ZrC solid solution. This suggests extensive miscibility gaps with large consolute
temperatures for these two systems (Fig. 2.1), as is the case for AlN-InN in previous work
[33]. The formation energies in the HfC-ZrC are more in line with AlN-GaN in the same
study and can be expected to lead to complete miscibility even at room temperature,
consistent with experimental data.
The CEs were fitted with a moderate number of structures to obtain a good cross-
validation score (Table 2.1): they consist mostly of pair interactions plus 1-2 triplet
clusters (Table 2.1 and Fig. 2.2). The convergence of the effective cluster interactions
(Fig. 2.2) is relatively fast: pair interactions of less than the 5th neighbor shell are
required to obtain converged CEs. This is in contrast to studies in metal based solid
solutions, e.g. Al-TM (TM = Ti, Zr and Hf) where interactions beyond the 10th neighbor
shell are required [36], and a large number of many-body (triplet and four-body) clusters
are needed. The ECIs show a general trend of decreasing in amplitude with distance
(Fig. 2.2), as expected, except for a significant negative value at four times the nearest
neighbor distance. Examining the crystal structure this corresponds to ordering of metal
ions of the same type on second neighbor sites along the cell edges. As no ordered phases
are found that are energetically stable this can be understood as an indication of phase
separation in the carbide systems. For all three systems the resulting cross-validation
score is significantly below 10 meV/atom which is considered an excellent value for the
CE [28]. We have explored different expansions of the CEs and added additional structures
to explore the ECI behavior at four times the nearest neighbor distance and found the
feature to be robust.
The presence of three-body terms (Table 2.1) in the CE Hamiltonians for the three
systems implies that the FPPD calculations yield asymmetric phase diagrams.
Fig. 2.3 shows the cluster expansions of volumes as functions of bulk composition.
Trends for all three systems are close to linear, ideal solution, behavior with a fit for HfC-
ZrC that is within computational error of ideal mixing (Vegard’s law). A positive deviation
from ideal behavior in HfC-TiC and TiC-ZrC is observed; the excess volume of mixing
in these systems again implies immiscibility that would even increase if the system was
pressurized. In contrast, immiscibility caused by a negative volume of mixing as computed
for the wurtzite-structured nitrides [33] would result in a decrease of immiscibility under
pressure.
The dependence of the stretching and bending force constants on bond length are
shown in Fig. 2.4. The stretching force constants decrease monotonically with increasing
bond length. The bending terms, by contrast, are relatively insensitive to changes in bond
length. Furthermore, the Ti-C stretching and bending force constants in the systems HfC-
TiC and TiC-ZrC are found to lie in the single curve. This explains the transferable force
constants for the bond Ti-C between different chemical systems. This effect was also
found in the Au-Cu, Au-Pd, and Cu-Pd systems by Wu et al. [41]. However, in the
Al-TM systems, the Al-Al bond force constants exhibited differences amongst the three
binary alloy sytems [35].
The phase diagrams of the binary systems are computed with and without vibrational
free energy contributions (Fig. 2.5). As expected from the presence of three-body terms in
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the ECIs (Table 2.1 and Fig. 2.2) the phase diagrams are asymmetric. The system HfC-
TiC and TiC-ZrC show complete immiscibility below ∼ 750 K and ∼ 1000 K, respectively,
consistent with experimental data [3, 4]. By contrast, the HfC-ZrC system is completely
miscible at room temperature. In all cases the asymmetry in solubility is slightly shifted
towards the side with the larger cation [42] (Fig. 2.6), i.e. ZrC in the systems HfC-ZrC
and TiC-ZrC, and HfC in the system HfC-TiC. The consolute temperature (TC) for the
HfC-TiC and TiC-ZrC without Fvib are considerably higher than experimental estimates
(Table 2.2), with consolute compositions (XC) at 0.50 for HfC-TiC and TiC-ZrC, and
0.58 for HfC-ZrC.
Adding vibrational contributions to the free energy in the carbide solid solutions yields
lower TC in all three cases . Most significant changes occur in the TiC-ZrC system where
TC is lowered by 655 K (∼ 19%) and the composition is shifted to the TiC side (XC = 0.59)
(Figs. 2.5 and 2.6, Table 2.2), with TC still significantly larger than the experimental
data [3]. As they are at least partially based on the experimental data thermodynamic
assessments of the system [9–11] are in much better agreement with experiments.
In the HfC-TiC and HfC-ZrC systems TC decreases by 155 K (∼ 7%) and 10 K (∼ 4%),
respectively (Figs. 2.5 and 2.6, Table 2.2). After accounting for vibrational contributions
the agreement with experimental data for HfC-TiC is excellent [3, 4] (Table 2.2). They
also compare favorably with macroscopic thermodynamics [9–11] . In agreement with our
computations the system HfC-ZrC shows complete miscibility at room temperature in the
thermodynamic data [10] .
The consolute temperature can also be rationalized in terms of the difference between
the ionic radii of the exchangeable cations %∆Rij = 200|Ri −Rj |/(Ri +Rj) (Fig. 2.6):
the positive correlation between %∆Rij and TC supports the notion that the immiscibility
in these systems is caused by an ionic size effect. Similarly, the reduction of TC due to
vibrational free energy (%∆TC) correlates with %∆Rij and hence with TC as well: within
these systems relative contributions to the free energy increase as TC increases. This
is in contrast to the to wurtzite-structured nitrides [33] where the reduction in TC is
anti-correlated to the %∆Rij .
Considerations of elastic energy in the binary systems provides an alternative way
to assess the energetics of substituting cations in the solid solutions and rationalize the
asymmetry of the phase diagrams. Here we compute the elastic energy by the ǫ − G
approximation [43–46] for the three binary systems . This energy is calculated as follow:
The equations of state (EoS) of end members HfC, TiC, and ZrC are computed, i.e. E(V)
where the volume of the cell for the end members are varied and then transformed to E(X)
via the CE volumes (Fig. 2.3). Finally ∆E(X) is approximated by a linear combination
of end member EoS (e.g. for HfC-TiC, ∆E(X) = (1− X)EHfC(X) +XET iC(X)). The
resulting ∆E(X) for HfC-ZrC is symmetric (Fig. 2.7), for HfC-TiC and TiC-ZrC ∆E(X)
is asymmetric with mixima closer to the end member with the smaller ion [42] (Fig. 2.7).
This implies that more energy is required to replace a smaller ion with a larger one than
vice versa - and that the deviation from X = 0.5 is directly correlated with difference in
ionic radius between the cations (Fig. 2.6). This is consistent with previous work on the
wurtzite-structured nitrides [33] and the quasibinary system TiC-ZrC [46].
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2.5 Conclusions
First principles phase diagram calculations for the quasibinary systems HfC-TiC, TiC-
ZrC, and HfC-ZrC predict miscibility gaps with consolute temperatures, TC = 2120 K,
2695 K, and 238 K, respectively. Miscibility gaps are predicted for all three quasibinaries
with approximately symmetric phase diagram for HfC-TiC and asymmetric phase dia-
grams for HfC-ZrC and TiC-ZrC, consistent with thermodynamic assessments in these
system. For the carbide binary solid solutions the degree of miscibility and TC is directly
related to differences in ionic radii of the exchangeable cations, with larger ions more
readily replaced by smaller ones than vice a versa.
2.6 Acknowledgments
This work was in part funded by the Graduate School ”Oxides” in the Elite Netzwerk
Bayern, funded by the State of Bavaria and the collaboration between GSN and AvdW
has been supported by the Bavaria California Technology Center (BaCaTeC). We greatly
appreciate helpful discussion with Dan Frost and Nico de Koker.
2.7. TABLES 31
2.7 Tables
Table 2.1: Characteristics of the calculated cluster expansions.
Characteristics HfC-TiC TiC-ZrC HfC-ZrC
Number of structures 45 41 29
Number of clusters 2+11+1 2+10+1 2+11+2
Cross-Validation scores (meV/atom) 7.1 5.2 2.2
Table 2.2: Calculated consolute points.
System Without Fvib With Fvib Method
Method {XC , TC(K)} {XC , TC(K)} references
HfC-TiC 0.50, 2275 0.50, 2120 FPPD1
0.55, 2133 Exp.2
0.55, 2053 Exp.3
0.60, 2173 SE4
0.56, 2075 SR5
TiC-ZrC 0.50, 3350 0.41, 2695 FPPD1
0.45, 2273 Exp.2
0.45, 2373 SE4
0.35, 2281 SR5
HfC-ZrC 0.58, 248 0.58, 238 FPPD1
−, <300 SR5
1 FPPD = First principles phase diagram, this work. 2 Experimental results from
Kieffer et al. [3]. 3 Experimental results from Rogl et al. [4]. 4 SE = Combined
CALPHAD modelling with experimental data and ab initio results from Markstro¨m et
al. [9]. 5 SR = Subregular model from Gusev [10].
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Figure 2.1: Formation energies, ∆Ef , for (a) Hf1−xTixC, (b) Ti1−xZrxC, and (c)
Hf1−xZrxC supercells. Closed circles are VASP results, and open squares are values cal-
culated with cluster expansion Hamiltonians that were fit to VASP results.
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Figure 2.2: Calculated ECIs as functions of cluster diameter (normalized by nearest neigh-
bor distance) in (a) HfC-TiC, (b) TiC-ZrC, and (c) HfC-ZrC sytems.
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Figure 2.3: Cluster expansion fits (solid lines), and VASP supercell calculations (circles,
squares, and diamands), of volume as functions of composition for the systems HfC-TiC,
TiC-ZrC, and HfC-ZrC. The dashed lines connect end points for supercell calculations.
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Figure 2.4: Nearest neighbor strectching and bending force constants versus bond length
in (a) HfC-TiC, (b) TiC-ZrC, and (c) HfC-ZrC sytems. Squares and crosses indicate ab
initio data points, and lines are linear fits used in the calculations of the vibrational free
energy.
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Figure 2.5: Calculated phase diagrams for the systems: (a) HfC-TiC, (b) TiC-ZrC, and
(c) HfC-ZrC. Dashed (blue) curves are for calculations that did not include Fvib, and solid
(red) curves are for calculations that did. Open circles are experimental data from Kieffer
et al. [3]. Open squares are experimental data from Kowalskii and Vrzheshch [5].
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Figure 2.6: (a) Variation of the consolute temperature TC as a function of the percentage
difference in the ionic radii of exchangeable ions [42] from the calculations with (trian-
gles) and without Fvib (squares). Experimental data are included for reference [3, 4]. (b)
Related percentage reduction in TC from including Fvib in the cluster expansion Hamilto-
nian.
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Figure 2.7: Elastic energy estimated by the ǫ − G approximation [45] for the systems
HfC-TiC, TiC-ZrC, and HfC-ZrC. The dotted line connects the maximas.
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Chapter 3
Mg2SiO4 liquid under high pressure
from molecular dynamics
3.1 Abstract
We use a flexible potential model to perform large-scale molecular dynamics simulations
of Mg2SiO4 melt up to pressures of 24 GPa and at temperatures between 2390 K and 3200
K. We find that thermal pressure and the Gru¨neisen parameter γ increase linearly with
density, independent on temperature. γ increases from 0.5 at ambient pressure to 0.75 at
24 GPa. While Si stays overwhelmingly in tetrahedral coordination, the coordination of
Mg increases significantly under compression, from an average 5-fold coordination at room
pressure to 7-fold coordination at 24 GPa. Medium range order in Mg2SiO4 as expressed
by X-ray and neutron structure factors change considerably with pressure, with features
at low wave-vectors q sharpening considerably and shifting to higher q. Diffusivity of
the atomic species in Mg2SiO4 decrease uniformly with pressure and are well described
by an Arrhenius law. For viscosity η we find good agreement with experiments at room
pressure, and predict a rapid increase with pressure.
3.2 Introduction
Melting is a ubiquitous process in planetary interiors that has major consequences for
their chemical and thermal evolution. The importance of melts in the Earth range from
extraction of basalt at mid-ocean ridges to the large scale magma ocean that governed the
dynamics of the early planet [1]. As the major component of the Earth’s upper mantle
the magnesium orthosilicate Mg2SiO4 is of considerable importance.
Despite this importance the knowledge of thermodynamic and transport properties of
Mg2SiO4 melt is limited. This is partly caused by the high melting point of Mg2SiO4
(2163±25 K [2]) that has lead to extrapolations of properties from supercooled liquids
to high temperatures [e.g. 3] or extrapolation from other compositions to Mg2SiO4 [e.g.
4, 5]. Such extrapolations produce conflicting results for a number of properties, such as
heat capacity [3, 6, 7] or compressibility [4, 8, 9] (Table 1). As the melting temperature
increases rapidly with pressure [10], high pressure experiments on Mg2SiO4 melts are even
more difficult and scarce.
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Aside from the thermodynamic properties mentioned in the previous paragraph trans-
port properties of the melt, such as viscosity, are of central importance as crystal growth
[11], crystal settling [12] and convection dynamics [13] critically depend on them. De-
spite this importance there is limited information on melt viscosity, in particular at high
pressure. At high pressure viscosity is measured most directly by the ”falling sphere”
method, in which the sinking velocity of a solid sphere through a liquid can be related to
viscosity by Stokes’ law [14–16]. For low viscosity depolymerized melts, such as diopside
[15], peridotite [16] or the Mg2SiO4 liquid studied here, the fast sinking velocity makes
the measurements challenging.
Ultimately, changes in physical properties must be caused by structural changes in
the melt that are difficult to monitor experimentally. For a quantitative analysis using
nuclear magnetic resonance for 27Al, 29Si or 17O [17–19] samples must be synthesized at
high pressure and temperature, and the quenched glass can then be analyzed at room
pressure.
Alternatively, structure factors of quenched glasses can be measured with X-rays or
neutrons and reveal structural correlations between different components. Such studies on
Mg2SiO4 [20] reveal that glass/melt connectivity result from Mg-O polyhedra. SiO4 units,
that typically serve as network formers, show almost no connectivity, with Si2O7 dimers
(Q1 species) coexisting with isolated SiO4 units (Q
0 species). In analogy to the crystalline
phases, connectivity in the melt and coordination of Si can be expected to increase with
pressure, but quantitative experiments to this extent have not been performed to date.
In light of these difficulties numerous molecular dynamics simulations on structure and
physical properties of silicate melts have been performed over the past few years, with the
goal to predict physical properties and to relate structural properties with macroscopic
observables. These include the properties mentioned above, but the interpretation of inte-
grated structural signals such as X-ray or neutron structure factors also depend critically
on an understanding of the various partial contributions to the measured signal [21].
Computations for liquids typically fall in two categories: electronic structure (ab-initio)
computations [22–28] and potential model simulations [29–33]. Ab-initio computations
provide an accurate description of bonding and electronic structure and are transferable
between different structure types and to different thermodynamic conditions (e.g. high
pressure). Computational requirements, however, pose severe limitations on the maximum
simulation cell size and run duration: Ab-initio studies are typically limited to a few
hundred atoms in the cell and run durations of a few picoseconds (ps). While such short
run durations allow for the evaluation of thermodynamic properties, longer runs and
larger cells are needed to reliably obtain transport properties. Pair potentials [30] or shell
models [29] are often used to efficiently explore physical properties; large system sizes
and long run durations are readily accessible. However, such potentials suffer from the
fact that they are typically fit to a set of experimental data and their transferability to
different compositions or different thermodynamic conditions is limited.
Both of these simulation approaches have limitations for a comprehensive study of
thermodynamic and transport properties of melts at high pressure and temperature, and
here we attempt to bridge the gap between them. We apply an advanced ionic model
that is derived from electronic structure calculations. The so called Aspherical Ion Model
(AIM) [34, 35] has been applied successfully before for oxide melts, e.g. MgO melt [36],
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Al2O3 melt [21] and MgO-Al2O3 melts [37]. Recently, a set of AIM-type potentials was
constructed for silicates, which has successfully been applied to study crystalline magne-
siosilicate materials in a wide range of pressures and temperatures [38]. Here we explore
structural, thermodynamic, and transport properties of Mg2SiO4 liquid over a wide pres-
sure and temperature range of 0-24 GPa and 2390-3200 K, respectively. The current
manuscript is organized as follows: after briefly introducing the method and computa-
tional setup we explore the thermodynamics of the melt using a Mie-Gru¨neisen description
of the thermal equation of state. We look at structural properties and transport proper-
ties in the melt along an isotherm of 2800 K. Results are compared to experimental data
where available, and the behavior predicted is discussed. In the final section, conclusions
are given.
3.3 Model and computational details
Details of the AIM interaction model and its parameterization are described elsewhere
[34, 35]. In short, the AIM interatomic potential V is constructed from four components
V = V qq + V disp + V rep + V pol (3.1)
The first two components, the charge-charge (V qq) and dispersion (V disp) interactions, are
purely pairwise additive:
V qq =
∑
i≤j
qiqj
rij
, (3.2)
V disp = −
∑
i≤j
[f ij6 (rij)C
ij
6 /r
6
ij + f
ij
8 (rij)C
ij
8 /r
8
ij], (3.3)
where qi is the formal charge on ion i (+4 for Si, +2 for Mg and -2 for O), Cij6 and C
ij
8 are
the dipole-dipole and dipole-quadrupole dispersion coefficients respectively, and f ijn are
Tang-Toennies dispersion damping functions [39], which describe short-range corrections
to the asymptotic dispersion term.
The overlap repulsion component (V rep) is given by
V rep =
∑
i∈O,j∈Mg,Si
[A−+e−a
−+ρij +B−+e−b
−+ρij + C−+e−c
−+rij ]
+
∑
i,j∈O
A−−e−a
−−rij
+
∑
i∈O
[D(eβδσ
i
+ e−βδσ
i
) + (eζ
2|νi|2 − 1) + (eη2|κi|2 − 1)], (3.4)
with
ρij = rij − δσi − S(1)α νiα − S(2)αβκiαβ, (3.5)
and summation of repeated indexes is implied. The variable δσi characterizes the devia-
tion of the radius of oxide anion i from its default value, {νiα} are a set of three variables
describing the Cartesian components of a dipolar distortion of the ion, and {κiαβ} are a set
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of five independent variables describing the corresponding quadrupolar shape distortions
(| κ |2= κ2xx+κ2yy+κ2zz+2(κ2xy+κ2xz+κ2yz) with a traceless matrix κ). S(1)α = rij,α/rij and
S
(2)
αβ = 3rij,αrij,β/r
2
ij − δαβ are interaction tensors. The last summations include the self-
energy terms, representing the energy required to deform the anion charge density, with
β, ζ and η as effective force constants. The extent of each ion’s distortion is determined
at each molecular dynamics time-step by energy minimization.
The polarization part of the potential incorporates dipolar and quadrupolar contribu-
tions [40],
V pol =
∑
i,j∈O
(
(qiµjα − qjµiα)T (1)α + (
qiθjαβ
3
+
θiαβq
j
3
− µiαµjβ)T (2)αβ
+(
µiαθ
j
βγ
3
+
θiαβµ
j
γ
3
)T
(3)
αβγ +
θiαβθ
j
γδ
9
T
(4)
αβγδ)
)
+
∑
i∈O,j∈Mg,Si
(
qjµiα[1− gD(rij)]T (1)α +
θiαβq
j
3
[1− gQ(rij)]T (2)αβ
)
+
∑
i∈O
(
k1 | ~µi |2 +k2µiαθiαβµiβ + k3θiαβθiαβ + k4 | ~µi · ~µi |2
)
, (3.6)
where k1 =
1
2α
, k2 =
B
4α2C
, k3 =
1
6C
, k4 =
−B2
16α4C
, α, B and C the dipole, dipole-dipole-
quadrupole and quadrupole polarizabilities of the oxygen ion, respectively, and Tαβγδ =
∇α∇β∇γ∇δ... 1rij are the multipole interaction tensors [41]. The instantaneous values of
these moments are obtained by minimization of this expression. The charge-dipole and
charge-quadrupole cation-anion asymptotic functions include terms which account for
penetration effects at short-range by using Tang-Toennies damping functions [39] of the
form,
gD(r
ij) = cDe
−bDr
ij
4∑
k=0
(bDr
ij)k
k!
, (3.7)
gQ(r
ij) = cQe
−bQr
ij
6∑
k=0
(bQr
ij)k
k!
, (3.8)
with D and Q standing for dipolar and quadrupolar parts. While the parameters bD and
bQ determine the range at which the overlap of the charge densities affects the induced
multipoles, the parameters cD and cQ determine the strength of the ion response to this
effect. Only oxygen ions are considered polarizable.
The set of AIM potentials used here was parameterized for the Ca-Mg-Al-Si-O system
by reference to electronic structure calculations. The model was shown to be accurate
and transferable in a wide range of pressures, temperatures and compositions [38]. Here,
the same set of interatomic potentials and the same AIM code is used.
Molecular dynamics (MD) simulations are performed using a cubic simulation box
with 2016 ions (288 formula units). At each MD step, the energy of the ’electronic
degrees of freedom’ (ionic polarization and deformation) is minimized before the ions are
moved. This effectively describes many-body interactions (for more details see [34]). To
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integrate Newton’s equation of motion for the ions the code uses the Leapfrog algorithm
[42], and we choose a time step of 1 fs. The starting configuration was obtained from a
disordered structure of an aluminate melt by replacing the respective cations, which was
followed by a 200 ps equilibration run at high temperature (3000 K). In the second half of
this run, no measurable changes in the structural and dynamic properties of interest are
observed and hence we concluded that equilibrium was achieved. At each pressure and
temperature, additional equilibration runs of 50 ps are performed in the NPT ensemble
using an isotropic barostat [43] coupled to a Nose´-Hoover thermostat [44] with a relaxation
time of 6 ps. After equilibration, the barostat is switched off and production runs of 150
ps length are started in the NVT ensemble. Trajectories, the stress tensor and other
properties are recorded every 10 time steps, i.e. with time interval of 10 fs. We explore a
pressure range from 0 to 24 GPa, with steps of 4 GPa, and temperatures of 2390, 2600,
2800, 3000 and 3200 K.
3.4 Results and Discussion
3.4.1 Thermodynamics properties
In order to describe the thermodynamic properties of the Mg2SiO4 liquid we fit the results
from the simulations with the thermal equation of state:
P (V, T ) = Piso(V, Tref) + Ptherm(V, T ), (3.9)
where the isothermal equation of state Piso(V, Tref) is evaluated at Tref = 2800 K by
a third order finite strain (Birch-Murnaghan) equation of state [45]:
Piso(V, Tref) = 3K0f (1 + 2f)
5/2
[
1 +
3
2
(
K
′
0 − 4
)]
, (3.10)
with the Eulerian finite strain
f =
1
2
[(
V0
V
) 2
3
− 1
]
. (3.11)
V0, K0, and K
′
0 are the volume, isothermal bulk modulus (KT ), and its pressure
derivative at zero pressure, respectively. The third order finite strain equation of state is
found to represent well the results from the simulations for all temperatures considered
(Fig. 3.1). Equation-of-state parameters for Tref are V0 = 55.0 ± 0.3 cm3/mol (or ρ0 =
2.56 g/cm3), K0 = 26± 2 GPa, and K ′0 = 5.8± 0.5.
We approximate the thermal pressure Ptherm by the Mie-Gru¨neisen model:
Ptherm =
(
∂P
∂T
)
V
(T − Tref). (3.12)
Through Maxwell relations the prefactor (∂P/∂T ) is related to KT , the thermal ex-
pansivity (α), the Gru¨neisen parameter (γ) and the isochoric heat capacity (CV ):
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(
∂P
∂T
)
V
= αKT =
γCV
V
. (3.13)
We evaluate ∂P/∂T by fitting isothermal equations of state for all simulation tem-
peratures to obtain KT and compute the thermal expansion coefficient from the volume-
temperature relation at constant pressure:
α =
1
V
(
∂V
∂T
)
P
. (3.14)
Similar to solids [e.g. 46] we find α to decrease rapidly with pressure. In our simulations
it is, however, essentially independent on temperature for the range considered (Fig. 3.2).
This is similar to results by Guillot and Sator [32] that find thermal expansivity constant
for a wide range of melt compositions and a fairly large temperature range.
From considering the energetics (enthalpyH) of our simulations we are able to compute
the isobaric heat capacity (CP ) of the liquid:
CP =
(
∂H
∂T
)
P
. (3.15)
As for α we find CP to be independent on T, and use CP , α, KT , and V to compute
CV :
CV = CP − V Tα2KT . (3.16)
We find an isochoric heat capacity of CV = 3.75± 0.1 R. CV is not only temperature-
but also pressure-independent in our simulations, and we can readily invert eq. 3.13 for
γ and find it is best described by a linear volume dependence (Fig. 3.3):
γ = γ0 + γ
′
(V − V0,ref) , (3.17)
where we choose again T = 2800 K as the reference temperature. Fitting eq. 3.17 we
obtain γ0 = 0.50± 0.05 and γ′ = −0.016± 0.003 mol/cm3.
To compare our results with previous experimental [3, 4, 6, 8, 9, 47] and computational
estimates [28, 32, 33] on thermodynamic data we have compiled a table with physical
properties, combining different experiments where necessary to compute properties (Table
1).
We find our results to be consistent with the ab-initio computations [28], except for
heat capacity CV where we predict a value considerably smaller (3.75 R compared to 4.4 R
in the ab-initio results). The simulations using classical potentials [32, 33] unfortunately
do not report a full set of thermodynamic properties, but only isothermal equations-
of-state (Table 1); in these calculations, however, the zero pressure volume is predicted
larger, accompanied in part by a smaller bulk modulus.
The results for the thermal equation-of-state are consistent with experimental data, al-
though some of the compressional parameters (bulk modulusK0 and its pressure derivative
K
′
0 show large variations between different experiments. K0 from Rivers and Carmichael
[9] is in good agreement with all computational results, while values from Lange and
Carmichael [4] and Bottinga [8] are significantly more and less compressible, respectively.
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The one experimental value reported forK
′
0 = 3.8 [8] is considerably smaller than all com-
putational results, making the melt less compressible at higher pressure. The difference
in bulk moduli is also reflected in the Gru¨neisen parameter γ where good agreement be-
tween computational results and experiments can only be obtained with the bulk modulus
from Rivers and Carmichael [9]. For heat capacity our results are consistent with lower
estimates, but the majority of values based on the experimental literature are larger, in
good agreement with the ab-initio results [28].
The increase of γ with pressure predicted here agrees with the recent ab-initio results
on Mg2SiO4 melt [28], although the increase predicted here is somewhat smaller (Fig. 3.3).
It also follows systematics of other recent simulations on MgSiO3 melt [24] and MgO [25].
Such behavior is in contrast to solids where the Gru¨neisen parameter generally decreases
with increasing pressure [48], and only structural changes can lead to an increase of γ,
e.g. for the α to β transition in Mg2SiO4 [49]. Shock wave experiments on Mg2SiO4 [50]
also infer a strong increase of γ for the melt with pressure and obtain γ ∼ 2.6 at pressures
between 150-200 GPa.
A significant increase of γ has considerable bearings on the thermal state of a magma
ocean as it would result in a much steeper adiabat in the magma ocean [50] than con-
ventionally thought [51]. As Mosenfelder et al. [50] demonstrate this could lead to a
crystallization of the magma ocean beginning near the surface or at depths of the transi-
tion zone.
3.4.2 Structural properties
Structural changes in the liquid are likely to be the underlying cause for the increase
in γ discussed above and therefore we explore the structure of the liquid as a function
of pressure from our simulations. From particle positions we compute the partial radial
distribution functions gij(r) (i, j ∈ [Mg, Si, O]). Oscillations in gSiO(r) only extend to
the next nearest neighbor distance (∼ 4.2 A˚) (Fig. 3.4) showing the SiO4 structural unit
behaves rather rigidly. This holds not only for low pressures, but persists to 24 GPa; up to
this pressure ∼ 80% of the Si is in four-fold coordination (see discussion below). gMgO(r)
and gOO(r) show fluctuations well beyond that range, indicating an ionic-like character
of the liquid (Fig. 3.4). While the nearest neighbor cation-oxygen distances are almost
unaffected by pressure, the oxygen-oxygen and second neighbor cation-oxygen distances
are considerably shifted to lower r with increasing pressure.
Cation coordination numbers are obtained by counting the number of oxygens within
the first coordination shell. The cutoff distance is defined by the first minimum in the
respective gij(r). We find only a modest increase in Si-O coordination, with an average
coordination increase from 4.0 at 0 GPa to 4.2 at 24 GPa (Fig. 3.5). This stems from the
fact that in our simulations ∼ 80% of the Si remain four-fold coordinated while the rest
of the Si are five-fold coordinated. Even at 24 GPa there is only a negligible amount of
the Si in six-fold coordination. This is in contrast to the ab-initio results [28] that show
a stronger increase in coordination (and connectivity). The rigid ion molecular dynamics
[32] also predicts a rapid increase with pressure, capturing structural changes in the melt
well.
Coordination for Mg increases considerably with pressure, and here our results agree
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with those of the ab-initio computations [28] and the rigid ion model [32] (Fig. 3.5).
Apparently, the atomic structure of the melt depends in a sensitive way on the details
of the interaction model. The high stability of the SiO4 suggests that the Si-O interaction
in the AIM potential may be slightly too strong.
In the pressure range considered, compression in the melt structure is taken up mostly
by rearrangements of the second neighbor Si-O and O-O distances which is also repre-
sented by a rearrangement in the Si-O-Si bond angle (Fig. 3.6). Under compression the
Si-O-Si angle distribution is shifted to smaller angles, allowing for a more dense packing
of the SiO4 tetrahedra.
In experiments the radial distribution function can not be obtained directly, but its
Fourier transform is accessible in diffraction experiments where the total X-ray (SX−ray(q))
or neutron structure factors (Sneu(q)) are measured. For a multicomponent system, the
total structure factor is a weighted sum of partial structure factors, which represent struc-
tural correlations between the different components.
Since X-ray scattering gives almost equal weight to all three different species (O2−,
Mg2+ and Si4+ are isoelectronic), and neutrons are particularly sensitive to the positions
of the oxygen ions, these two techniques give complementary structural information. The
X-ray weighted structure factor, SX−ray(q), is determined from partial structure factors
Sαβ(q) by weighting them with X-ray form factors,
SX−ray(q) =
1∑
αNαf
2
α(q)
∑
αβ
√
NαNβfα(q)fβ(q)Sαβ(q), (3.18)
with α, β ∈ [Mg, Si, O] and Nα,β being the total number of ions of type α and β, respec-
tively. The form factors fα(q) depend on the magnitude of the wave-vector q. Note that
the fα(q) are taken from the literature [52]. Similarly, the neutron weighted structure
factor, Sneu(q), is determined by weighting them with the experimental coherent neutron
scattering lengths bα(α ∈ [Mg, Si, O]) [53]:
Sneu(q) =
1∑
αNαb
2
α
∑
αβ
√
NαNβbαbβSαβ(q). (3.19)
Hence, the partial structure factors are needed to interpret diffraction data of complex
melts but they are very difficult to obtain experimentally. However, the Sαβ(q) are readily
available from molecular dynamics simulations. At ambient pressure both SX−ray(q)
and Sneu(q) of Mg2SiO4 melt show few distinct features (Fig. 3.7). In S
X−ray(q) two
peaks at q ∼ 2.3 A˚−1 (A) and q ∼ 4.5 A˚−1 (C) can be identified. Contributions to
(A) and (C) are from Mg-Mg and Mg-Si interactions primarily, with negative (canceling)
contributions from Mg-O. In Sneu(q) only (C) is clearly identifiable. At higher pressure
the peaks sharpen, and an additional peak (B) becomes visible in SX−ray(q). This peak
has significant contributions from O-O and Mg-O pairs, and is located in between the
peaks of these two partial structure factors. At low pressure the broad O-O peak makes
(B) invisible. Due to the smaller amplitude of the Mg-Mg and Mg-Si pairs in Sneu(q),
with the negative contribution from Mg-O essentially the same (A) can not be observed in
Sneu(q). The q position of the peak (A) at 0 GPa (∼ 2.3 A˚−1) is in good agreement with
the experimental data of Kohara et al. [20] on the structure of Mg2SiO4 glasses (∼ 2.2
A˚−1).
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The first Si-O peak at 0 GPa (∼ 1.6 A˚−1), only visible in the partial structure factor is
comparable to the position of the Si-O peak in vitreous silica and other nonorthosilicate
glasses and melts (< 1.8 A˚−1) [54, 55].
Changes in the shapes of both SX−ray(q) and Sneu(q) with pressure are significant:
amplitudes of (A), (B) and (C) increase and shift to higher q.
3.4.3 Transport properties
Due to the long run durations and large system size we can reliably compute the diffusion
coefficient D of the individual atomic species from the molecular dynamics runs via the
Einstein relation [42]:
Dα = lim
t→∞
1
Nα
Nα∑
i=1
〈(ri(t+ t0)− ri(t0))2〉
6t
, (3.20)
where ri is the position of i
th ion of species α at time t after origin time t0, and
ensemble averages of the mean square displacements are taken for a specific species with
a total number of ions Nα. As in the case for solid Mg2SiO4 [56] we find that the network
modifying ion (Mg) diffuses much faster than the network forming cation (Si): DMg >>
DO >> DSi (Fig. 3.8).
We analyze our time series of mean square displacement in terms of uncertainty and
found a standard deviation that is smaller than the symbol size in Fig. 3.8.
The diffusion coefficients decrease with pressure following an Arrhenius law (Fig. 3.8),
and unlike for more polymerized melts [26] there is no initial increase in D. Diffusivities
computed from ab-initio by de Koker et al. [28] and the potential model by Lacks et al.
[33] report diffusivities larger by ∼ 0.5 log units, and there is good agreement between
the potential model and the ab-initio results. The ab-initio results show a much larger
uncertainty in the diffusion constants, due to the smaller simulation cell. Experimental
data on melt diffusivities are not available at the present time.
We compute the shear viscosity η from the Green-Kubo relation [42] which involves
integration over time of the autocorrelation function for the off-diagonal components of
the stress tensor:
η =
V
kBT
∫ ∞
0
dt〈σij(t+ t0)σij(t0)〉. (3.21)
Here 〈−〉 denotes the thermal average, kB is the Boltzmann constant, and σij (i 6= j)
are the off-diagonal components of the stress tensor σij . The three components of the
stress tensor are averaged to obtain η. Uncertainties in η are estimated from fluctuations
in the stress tensor.
The computed viscosity of Mg2SiO4 liquid at 2800 K at zero pressure is consistent
with experimental data at ambient pressure [57] extrapolated to 2800 K (Fig. 3.9).
Within the standard deviations we can fit the pressure dependence of viscosity with
an exponential function, increasing with pressure. In the rigid ion model [33] the viscosity
is computed considerably smaller, consistent with their larger values for D.
This is in contrast to experimental estimates on melt viscosity for depolymerized
melts, where for both diopside [15] and peridotite [16] viscosity initially increase with
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pressure, then decrease. In Liebske et al. (2005) the initial increase was attributed to a
redistribution of intertetrahedral angle, while the subsequent decrease was interpreted as
an increase in coordination of network-forming cations. However, here we do not find any
indication of sudden changes in coordination, but a continuous change, as many other
computational studies [24–26, 28, 32] although to a smaller extent (Fig. 3.5).
In order to elucidate the experimentally observed anomaly by computations careful
studies will be necessary, with a dense simulation grid in pressure and temperature, in
order to pinpoint an anomaly closely. Also, the fluctuations in the stress tensor will
need to be decreased considerably in order to improve the uncertainty in viscosity. From
our simulations we find that longer run durations will do little to decrease the standard
deviation, simulations on yet larger cells may be necessary.
3.5 Conclusions
Here we perform molecular dynamics simulations on Mg2SiO4 melt on a dense pressure -
temperature grid over a wide pressure (0-24 GPa) and temperature (2390 - 3200 K) range,
using a flexible potential model that has been successfully applied for high pressure and
temperature properties of solids in the CMAS system and in oxide melts. We find that
over the pressure range considered structural changes in the Mg2SiO4 melt are continuous,
with only a slight increase in coordination of Si, and considerable coordination change
in Mg. The observed change in Si coordination is smaller than in ab-initio [28] and
rigid ion [32] simulations, hinting at a Si-O bond that is too strong in our potential
model. Structural changes predicted by the present model should be observable in X-ray
and neutron experiments as significant changes in the respective static structure factors
occur, mostly driven by changing Mg coordination and interactions in the melt.
Contrary to solids under pressure we find thermal pressure and the Gru¨neisen param-
eter to increase with compression, consistent with recent shock wave experiments [50] and
simulations in Mg2SiO4 [28] and other depolymerized silicate (and oxide) melts [24–26].
Large simulation cells and long run durations allow us to analyze the simulations in
terms of transport properties of the melt, diffusivity and viscosity and estimate uncer-
tainties on these properties from the simuations. We find that Mg is the fastest diffusing
species over the whole compression range, but the difference between O- and Mg-diffusivity
decreases considerably at high pressure. Diffusivities obtained are somewhat smaller than
those of other recent ab-initio [28] and potential [33] simulations. The diffusivities com-
puted can be fit readily with an Arrhenius law. For viscosity we find good agreement
between the value computed from the Kubo-Green relations in the simulations and ex-
periments at room pressure. Viscosity increases as a function of pressure.
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3.7 Table
Table 3.1: Thermodynamic parameters for Mg2SiO4 melt at 0 GPa and 2390 K, com-
paring our fit to experimental data, extrapolated to 2390 K. Experimental data at other
temperatures are included for comparison and the temperature are included. Equation of
state parameters are also included for recent ab-initio and rigid ion molecular dynamics.
Property AIM Experiment Simulations Olivine ∗,g ab initio i
(2390 K, 0 GPa) Mg2SiO4
h
V0 (cm
3/mol) 53.5 ± 0.2 54.9 ± 0.2 a 56.3 g (2273 K) 53.55 (2163 K)
53.6 ± 0.3 b 58.1 h (3000 K)
K0 (GPa) 27 ± 3 11b 18 g (2273 K) 23 ± 8 (2163 K)
59 c (2494 K) 16 h (3000 K)
20 ± 1 e
K
′
0 6.3 ± 0.5 3.8 c (2494 K) 7.2 g (2273 K) 7 ± 1 (2163 K)
6.4 h (3000 K)
α (10−6 K−1) 74± 15 119 ± 7 a 121 ± 50 (2163 K)
82 c (2163 K)
CV (R) 3.75 ± 0.1 4.5 ± 0.4 a,b,d 4.4 ± 0.5 (2163 K)
3.5 a,b,f
4.2 ± 0.2 a,d,e
γ 0.50 ± 0.08 0.27 ± 0.05 a,b,d 0.6 ± 0.1 (2163 K)
0.34 ± 0.03 a,b,f
0.52 ± 0.08 a,d,e
∗ composition close to Fo90
a Lange, 1997
b Lange and Carmichael, 1987
c Bottinga, 1985
d Stebbins et al., 1984
e Rivers and Carmichael, 1987
f Tangemann et al., 2001
g Guillot and Sator, 2007b
h Lacks et al., 2007
i de Koker et al., 2008
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3.8 Figures
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Figure 3.1: (color online) Pressure-volume equation of state for Mg2SiO4 liquid. Re-
sults from the molecular dynamics simulations (open symbols) and third-order Birch-
Murnaghan equation of state fits (lines) at 3200 K (purple, triangles), 2800 K (green,
squares), and 2390 K (black, circles) are shown. For comparison ab-initio [28] (red,
crosses) and rigid ion simulation results [33] at 3000 K are included (blue, stars).
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Figure 3.2: Thermal expansion (α) as a function of pressure for Mg2SiO4 liquid. α is
found independent on temperature.
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Figure 3.3: Gru¨neisen parameter γ as a function of volume for Mg2SiO4 liquid. Values
for different temperature simulations are shown by the symbols, and a linear fit to the
results is included. For comparison γ from recent ab-initio results [28] are included.
56 CHAPTER 3. Mg2SiO4 liquid under high pressure from molecular dynamics
0.0 2.0 4.0 6.0 8.0 10.0
r (Å)
0
3
6
9
12
g i
j (r
)
0 GPa
24 GPa
Si-O
Mg-O
O-O
Figure 3.4: (color online) Radial distribution functions of Si-O (black), Mg-O (blue) and
O-O (red) at 0 GPa (solid lines) and 24 GPa (dashed lines) at 2800 K.
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Figure 3.5: (color online) Average Si (a) and Mg (b) coordination numbers of Mg2SiO4.
Closed circles present our results at 2800 K. For comparison we have included simulation
results from ab-initio [28] at 3000 K (black squares) and rigid ion simulations [32] on
peridotite liquid at 2273 K (blue line).
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Figure 3.6: (color online) Bond-angle distribution of Si-O-Si bonds at 0 GPa (solid black
line) and 24 GPa (dashed red line) at 2800 K. Vertical lines show the maximum in the
distribution function.
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Figure 3.7: (color online) Neutron (a) and X-ray (b) weighted total structure factors of
Mg2SiO4 liquid at 2800 K and four different pressures. Contribution of partial structure
factors to the neutron (c) and X-ray (d) total structure factor at 8 GPa.
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Figure 3.8: (color online) Diffusivity of the atomic species in Mg2SiO4 melt as a function
of pressure. The upper panel shows the diffusivity for Mg, the middle panel for Si and
the lower panel for O. Open red triangles present our results at 2800 K. Filled blue circles
are from the rigid ion simulations Lacks et al. [33] and open diamonds from the ab-initio
molecular dynamics by de Koker et al. [28], both at 3000 K.
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Figure 3.9: (color online) Viscosity of Mg2SiO4 melt as a function of pressure. Open red
diamonds show our results at 2800 K, including an estimate of uncertainty.. Filled blue
circles are from the rigid ion simulations of [33] at 3000 K. The star shows the experimental
viscosity of Urbain et al. [57] at 0 GPa, extrapolated to 2800 K.
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Chapter 4
Transport properties of Mg2SiO4
melt at high pressure:
Viscosity of the magma ocean
4.1 Abstract
We use a flexible potential model to perform large-scale molecular dynamics simulations on
diffusivity and viscosity of Mg2SiO4 melt up to pressures of 32 GPa and over a temperature
range of 2600 to 3200 K. We find that diffusivity decreases uniformly with pressure, and
viscosity increases unformly with pressure from values of 10−2 at 0 GPa to 10−1 Pas at
32 GPa (2600 K). Both transport properties can be readily fit with a closed Arrhenius
expression over the whole pressure and temperature range considered. The independent
estimates on diffusivity and viscosity allow us to examine their relation through the Eyring
equation. The proportionality factor between them, the translation distance for a diffusion
event, is determined as 18 A˚ at 0 GPa, and decreases with pressure. Combining previous
simulation results on thermodynamics with the current viscosity fit we compute a magma
ocean adiabat and the associated viscosity profile. These estimates allow us to constrain
bounds on the Prandtl (Prmax < 75) and Rayleigh number (Ra > 10
27) of the magma
ocean that determine its convective regime.
4.2 Introduction
Viscosity of silicate melts is of central importance in many geological settings as it deter-
mines how magmas bodies cool, flow and erupt. Knowing the dependence of viscosity on
temperature (e.g. Urbain et al. [1]), pressure [2–4], composition [1, 4] and water content
[5–7] is hence of great importance in geochemistry and geophysics. High pressure (P )
properties of silicate melts are necessary in order to interpret the potential occurrence of
partial melt on top of the 410 km discontinuity [8] and the core-mantle boundary [9, 10].
In the young Earth the thermal and chemical evolution of our planet is governed by
physical properties of melt that made up the magma ocean [11]. Viscosity of the silicate
magma ocean is central to the understanding of convective dynamics [12] and its thermal
evolution [12, 13] and has a strong influence on crystal growth and settling [14, 15] as well
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as equilibration between the core-forming metal liquid and the proto-mantle [16].
With (MgO+FeO)/SiO2 ratios of ∼1.7 for the primitive Earth (chondritic, [17]) and
the eutectic point moving towards Mg2SiO4 at higher pressures [18–20] melts in the Earth
are dominated by Mg2SiO4. As the major component in the magma ocean the properties
of liquid Mg2SiO4 are of fundamental interest in understanding its structure and dynamics.
Despite this importance the knowledge of thermodynamic and transport properties
of Mg2SiO4 melt from experiment is limited. This is partly caused by the high melting
point of Mg2SiO4 (2163±25 K [21]) that has lead to extrapolations of properties from
supercooled liquids to high temperatures [e.g. 22] or extrapolation from other compositions
to Mg2SiO4 [e.g. 23, 24]. As the melting temperature increases rapidly with pressure [18]
high P experiments on Mg2SiO4 melts are even more difficult and scarce. Viscosity
measurements of Mg2SiO4 are restricted to ambient pressure (2300 K . T . 2500 K) [1].
At high pressure, direct measurements of viscosity are based on the ”falling sphere”
method, in which the viscosity of a liquid can be computed from the sinking velocity of a
solid sphere through a liquid by Stokes’ law, monitored by X-ray radiography [2, 3, 25].
Due to the low viscosity (high velocity) the falling sphere method is extremely challenging
for depolymerized melt compositions, including Mg2SiO4. Experiments on depolymerized
liquid compositions have been performed for CaMgSi2O6 [2] and a peridotite liquid [3].
In both cases viscosity increased with pressure up to ∼ 9 GPa, and then decreased up to
the highest pressures examined (∼ 13 GPa).
Determination of self-diffusion of oxygen and silicon are more readily accessible in the
laboratory and can be measured over a wider pressure and temperature range [26–28] and
then related to viscosity through the Eyring relation:
D =
kBT
λη
. (4.1)
Here, D is the diffusion coefficient, kB the Boltzmann constant, T the temperature, η
the viscosity, and λ the ionic translation distance for a diffusion event. The value of
λ is subject of debate. Phenomenologically it is found that λ =2R (with R the ionic
radius of the diffusing species [29]) yields good correlation between D and η for oxygen
diffusivity [26, 27] while other studies require a larger λ [e.g. 2, 30]. The anomaly reported
for viscosity in CaMgSi2O6 [2] and peridotite [3] is reflected in diffusivity measurements
[28, 31] which show a minimum at 10 GPa and 9 GPa, respectively. For peridotite, D
shows a maximum near 16 GPa, after which the diffusivity decreases again [31].
Molecular dynamics (MD) simulations provide a complementary route to explore the
high P and high temperature (T ) behavior of silicate melts, including Mg2SiO4 Ab-inito
computations based on density functional theory (DFT) are accurate and transferable,
but they are computationally demanding, and cell sizes for simulations for silicate melts
have been restricted to a few atoms and run durations to a few picoseconds (ps) [32–
36]. This allows for accurate determination of structural and thermodynamic properties,
but in order to obtain good statistics for the fluctuation formula that define transport
properties much longer run durations are required (hundreds of ps). As statistical noise
decreases with 1/
√
N , where N is the number of atoms in the system, large simulation
cells are required to obtain geophysically relevant precision of transport properties.
Empirical potentials [4, 37–40] are often used to efficiently explore physical properties;
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large system sizes and long run durations are readily accessible. However, such poten-
tials suffer from the fact that they are typically fit to a set of experimental data and
their transferability to different compositions or different thermodynamic conditions is
not guaranted. Using potential methods Guillot and Sator [40] have investigated diffu-
sivity for peridotite at 2273 K up to 20 GPa, and found a maximum in D at 3 GPa.
Similarly, Lacks et al. [4] computed D and viscosity for both MgSiO3 and Mg2SiO4 at
3000 K and up to ∼ 50 GPa using pair potentials and, in agreement with Guillot and
Sator [40], found an initial increase in D (as well as a decrease in η) for MgSiO3 up to
3 GPa; for Mg2SiO4, by contrast, they do not predict an increase in D. Neither of these
studies show the anomaly characteristic of the experiments in the depolymerized melt
compositions at ∼10 GPa discussed above.
As pointed out in the previous paragraphs these simulation approaches have limita-
tions for a comprehensive study of transport properties of melts at high pressure and
temperature, and here we attempt to bridge the gap between them. We apply the As-
pherical Ion Model (AIM) [41, 42] that is derived from electronic structure calculations.
In AIM, potentials were constructed for silicates which have successfully been applied to
study crystalline magnesiosilicate materials over a wide range of P and T [43] as well
as Mg2SiO4 melts [45]. Overall, the AIM results for Mg2SiO4 melts show good agree-
ment with the ab-initio thermodynamic results [36] and good experimental zero pressure
η [1]. Here we expand our previous study on thermodynamic and transport properties of
Mg2SiO4 melt and compute the pressure (P ) and T dependence of diffusivity and viscos-
ity between 0-32 GPa and 2600-3000 K, covering the proposed P -T range of the magma
ocean (e.g. Righter [44]). As we obtain D and η independently from one another the
computations provide a direct means to explore the validity of the Eyring relation.
4.3 Method
The AIM interaction model and its parameterization are described elsewhere [41, 42]. The
model takes into account the Coulomb interaction between charged particles, short-range
repulsion due to the overlap of the charge densities, dispersion, ionic polarization effects
and ion shape deformations. The set of AIM potentials used here was parameterized for
the Ca-Mg-Al-Si-O system by reference to electronic structure calculations. We use the
same set of potentials that was constructed for crystalline magnesiosilicate [43] and that
we applied in our previous work on the thermodynamics of Mg2SiO4 melt [45].
Molecular dynamics simulations were performed using a cubic simulation box with
2016 ions (288 formula units, similar to the simulation cell by Lacks et al. [4]), with a
time step of 1 fs for the numerical integration of the equations of motion. Simulations
are performed at constant P and T until equilibrium is achieved, then the volume is
held constant. T is controlled by a Nose´-Hoover thermostat [46] with the relaxation time
of 6 ps. The equilibration is performed with an isotropic barostat [47] coupled to the
thermostat for 50 ps before the production run of 150 ps length is started. We explore a
pressure range from 0 to 32 GPa, with steps of 4 GPa, and temperatures of 2600, 2800,
3000 and 3200 K.
Due to long run durations and large system size we can reliably compute the diffusion
coefficient D of the individual atomic species from the molecular dynamics runs via the
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Einstein relation [48]:
Dα = lim
t→∞
1
Nα
Nα∑
i=1
〈(ri(t)− ri(0))2〉
6t
, (4.2)
where ri is the position of i
th ion of species α at time t, and ensemble averages of the
mean square displacements are taken for a specific species with a total number of ions
Nα.
Shear viscosity η is computed by the Green-Kubo relation [48] which involves inte-
gration over time of the autocorrelation function for the off-diagonal components of the
stress tensor:
η =
V
kBT
∫ ∞
0
dt〈σij(t)σij(0)〉. (4.3)
Here 〈−〉 denotes the thermal average, V is the system volume, kB is the Boltzmann
constant, and σij (i 6= j) are the off-diagonal components of the stress tensor σij . The
three components of the stress tensor are averaged to obtain η.
In contrast to smaller cell sizes our computations do not suffer from finite size effects
and both D and η are well converged. We have looked at finite cell size effects in detail
and find well converged results for ∼ 1000 atoms.
4.4 Results
Aggregate diffusivity of Mg2SiO4 in our simulations increases slightly with T in our simu-
lations and decreases uniformly with P (Fig. 4.1), being reduced by ∼ 0.3 log-units from
0 to 32 GPa at 3000 K. Overall, it is well represented by a closed Arrhenius relation
D = D0exp
[
−Ea + PVa
RT
]
, (4.4)
where Ea and Va are the activation energy and volume, respectively. D0 is a pre-
exponential factor (Table 4.1 and Fig. 4.1). The computed pressure dependence of D
is similar to results by de Koker et al. [36] and Lacks et al. [4], although our D values
are ∼ 0.5 log-units lower than in those studies. As discussed above we can here see the
low precision in the ab-initio simulations [36] due to small cell sizes: the uncertainty on
D can reach values in excess of one log-unit.
Total diffusivity in Mg2SiO4 is well approximated by the O-diffusivity, as O is the
dominant ionic species and has intermediate diffusivity compared to the network modifyers
(Mg) and the network former (Si) [4, 36, 45]. In agreement with the previous simulations
we do not compute an anomalous behavior in D in the 10-15 GPa range as has been
observed experimentally for diopside [2, 28] and peridotite [3].
Similar to diffusivity, viscosity η decreases with T and increases with P (Fig. 4.1), again
consistent with previous simulations using ionic potentials [4], except for their highest
pressure point which shows a much stronger increase in η. Consistent with lower values
in D viscosity in our simulations is computed higher (by ∼ 0.3 log-units) than in Lacks
et al. [4]. As for D the computed viscosities can readily be fit with a closed Arrhenius
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expression, with η0 as a pre-exponential factor (Table 4.1):
η = η0exp
[
Ea + PVa
RT
]
. (4.5)
At zero pressure simulation results for D and η can be related via the Eyring relation
(eq. 4.1) with a diffusion distance λ = 18 A˚ (or ∼ 13 RO, with RO = 1.4 A˚ the ionic radius
for oxygen, [29]) (Fig. 4.2). From the simulations a T depedence cannot be resolved, but
using the Arrhenius fit to both D and η a slight increase in λ with T is apparent (Fig.
4.2). λ computed here is lower than that obtained by Lacks et al. [4] (∼ 16 RO), but
significantly larger than for CaMgSi2O6 (λ =3.2 RO) [2] and more polymerized melts (e.g.
Shimizu and Kushiro [26], Poe et al. [27], Reid et al. [28], Tinker et al. [30]).
The Eyring relation can also be derived from considering the Brownian motion of a
sphere moving through a fluid, leading to the Stokes-Einstein equation which is equivalent
to eq. 4.1. Here, λ is related to the radius of the moving sphere (r) by λ = 4πr for a
free-slip fluid-sphere and λ = 6πr for a no-slip boundary sphere [4]. The value obtained
for bulk diffusivity in Mg2SiO4 melt is very similar to the theoretical value for a free slip
fluid sphere with r = RO.
With the activation energy Ea and volume Va for D and η different (Table 4.1) it is
apparent that λ depends on P and T . We find that λ decreases with P (to ∼ 9 RO
at 32 GPa) but as for zero pressure the simulation results themselves can not resolve a
T -dependence at high pressure (Fig. 4.2).
4.5 Discussion
With a ratio of non-bridging oxygen per tetrahedrally coordinated cation (NBO/T) of
4.0, Mg2SiO4 categorizes as a depolymerized composition. With NBO/T=2 MgSiO3, the
other major component of mantle mineralogy, is also a depolymerized composition. As
thermodynamic [49, 50] and transport properties [4] between these two melt compositions
are predicted to be very similar, it is possible to explore magma ocean structure by
thermodynamic and viscosity results for Mg2SiO4 alone.
The magma ocean adiabat (Fig. 4.3) is based on the previously published thermody-
namic data [45] and shows a significantly steeper slope than the komatiite adiabat that
has long been considered for the magma ocean [51], in qualitative agreement with recent
shock wave results [52]. The Gru¨neisen parameter γ governs the adiabat through
γ =
[
∂ lnT
∂ ln ρ
]
S
, (4.6)
with ρ the density. We compute an adiabat with a potential temperature T0=2163 K
(the melting point of forsterite, [21]), and give a slightly colder (T0=2000 K) and hotter
(T0= 2400 K) adiabat as envelopes for the thermal profile in the magma ocean. Using
this adiabat we can establish a viscosity profile of the magma ocean using the viscosity
fit (eq.4.5, Table 4.1) and find η ∼ 2.10−2 Pas at the surface, increasing to η ∼ 6.10−2
Pas at 32 GPa (∼ 700 km).
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Using these values of η we can compute an upper bound on the Prandtl number (Pr)
and a lower bound on the Rayleigh number (Ra) for the terrestrial magma ocean to
explore its convection dynamics:
Pr =
ηcP
k
, (4.7)
Ra =
αcPg∆TL
3ρ2
kη
. (4.8)
The thermodynamic parameters, i.e. thermal expansivity α, heat capacity cP , and
the mean density ρ can be estimated from our thermodynamic fit [45] (Table 4.2). For
a magma ocean in the accretion stage the graviational accelaration g is in the range
of a martian sized planet and the current Earth. The depth of the magma ocean L is
estimated between 600 km (e.g. Righter [44]) to the depth of the whole mantle. With
a dense insulating atmosphere [53, 54] the temperature difference ∆T throughout the
magma ocean is that of the adiabat. The thermal conductivity k of silicate melts at high
pressures is unexplored, but ambient pressure measurments on lavas [55] and synthetic
samples [56] provide useful bounds.
Using the numerical values from Table 4.2 we obtain Prmax = 75 and Ramin = 10
27
which places the convection dynamics of the magma ocean in the convective regime of
hard turbulence [13, 57]. In such a regime coherent large scale circulation occurs through
constructive interference of random plume-like features. In the case of the magma ocean
cold plumes sinking from the surface are the most likely cause of such coherent motion.
4.6 Conclusions
Simulations on transport properties of Mg2SiO4 by molecular dynamics at high pressures
and temperatures by the flexible aspherical ion method yield results on diffusivity and
viscosity that can readily be fit with an Arrhenius equation, but do not show the anomaly
that was found for experimental measurements of depolymerized melts in the 10-15 GPa
range. Combining a thermodynamic model for Mg2SiO4 melt [45] with the viscosity fit
we are able to constrain an adiabat and a related viscosity profile through the magma
ocean. The thermodynamic data and constraints on viscosity allow us to qualitatively
consider the dynamic regime of the magma ocean by establishing an upper bound on the
Prandtl (Pr < 75) and a lower bound on the Rayleigh number (Ra > 1027). Further
tighting of these constraints will depend on future work in geochemistry and simulations
to determine the depth of magma ocean and size of the Earth at magma ocean stage.
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4.8 Tables
X0 Ea (kJ/mol) Va (cc/mol)
Diffusivity D (212 ± 9)·10−9 m2/s 101 ± 1 1.069 ± 0.004
Viscosity η (23.6 ± 3.2)·10−5 Pas 83 ± 4 1.344 ± 0.021
Table 4.1: Parameters derived from fitting an Arrhenius relation to diffusivity (eq. 4.4)
and viscosity (eq. 4.5). X0 refers to D0 and η0, respectively.
Property upper bound lower bound
α (K−1) 5 · 10−5 2 · 10−5
cP (J/kgK) 250 250
g (m/s2 10 4
∆T (K) 3000 1500
L (km) 3000 600
ρ (g/cm3) 3.0 2.65
k (W/mK) 1.0 0.1
η (Pas) 3 · 10−2 1 · 10−2
Table 4.2: Upper and lower bounds on properties of the magma ocean and Mg2SiO4 melt.
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Figure 4.1: Pressure and temperature dependence of total diffusivity (a) and viscosity
(b) in Mg2SiO4 melt. Values of different temperatures are shown by symbols and colors.
The dashed lines represent fits to Arrhenius relation (eq. 4.4 for diffusivity and eq. 4.5 for
viscosity). In the upper panel triangle show diffusivity results from ab initio computations
at 3000 K [36]. In lower panel plus symbols are from rigid ion simulations at 3000 K [4].
The star shows ambient pressure viscosity from experiments extrapolated to 2800 K [1].
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Figure 4.2: The pressure dependence of diffusion length λ, relating viscosity to diffusivity
(eq. 4.1). Open circles are the λ values calculated directly from our simulations and
dashed lines show λ from the independent fits of D and η with the Arrhenius equation.
The open square is the result from the rigid ion simulations at 0 GPa [4].
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Figure 4.3: The adiabatic temperature profile of a forsterite magma ocean with a potential
temperature T0=2163 K (panel a) based on our previously published thermodynamic
results on Mg2SiO4 melt [45] (blue solid line). Dashed lines represent slightly colder
(T0=2000 K) and hotter (T0=2400 K) adiabats. Corresponding viscosity profiles of an
Mg2SiO4 magma from our simulations using the Arrhenius fit (Table 4.1) are shown in
panel b. For comparison the komatiite adiabat from Miller et al. [51] with T0= 2300 K
and corresponding viscosity profile are included, along with the liquidus of Mg2SiO4.
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