Flow of CO 2 in wells is associated with substantial variations in thermophysical properties downhole, due to the coupled transient processes involved: complex flow patterns, density changes, phase transitions, and heat transfer to and from surroundings. Large temperature variations can lead to thermal stresses and subsequent loss of well integrity, and it is therefore crucial to employ models that can predict this accurately. In this work, we present a model for vertical well flow that includes both two-phase flow and heat conduction. The flow is described by a two-fluid model, where mass transfer between the phases is modelled by relaxation source terms that drive the phases towards thermodynamic equilibrium. We suggest a new formulation of the mass transfer process that satisfies the second law of thermodynamics, and that is also continuous in the single-phase limit. This provides a more robust transition from two-phase to single-phase flow than the previous formulation. The model predicts which flow regimes are present downhole, and calculates friction and heat transfer depending on this. Moreover, the flow model is coupled with a heat conduction model for the layers that comprise the well, including tubing, packer fluid, casing, cement or drilling mud, and rock formation. This enables prediction of the temperature in the well fluid and in each layer of the well. The model is applied to sudden shut-in and blowout cases of a CO 2 injection well, where we employ the highly accurate Span-Wagner reference equation-of-state to describe the thermodynamics of CO 2 . We predict pressure, temperature and flow regimes during these cases and discuss implications for well integrity.
Introduction
Carbon Capture and Storage (CCS) will play an important role on the path to a low-carbon society. In the two-degree scenario of the International Energy Agency (IEA), CCS is expected to reduce the global emissions of CO 2 by about seven gigatonnes per year in 2050 [25] . The captured CO 2 can be transported to storage sites using both pipelines and ships. Several authors [3, 27, 55, 68] have concluded that ship transport can be a cost-efficient solution for many offshore storage sites. Ship transport creates additional challenges when CO 2 is injected through a well into a reservoir. The transported CO 2 will typically be kept at a low temperature and pressure, close to the triple point (5.1 bar and −56.6
• C). Some heating will be required before the CO 2 is pumped into the well, in order to avoid damage to the well and the reservoirs due to low temperatures or high pressures. To predict the temperature and pressure conditions in a well, accurate and reliable models are required.
A significant body of research concerns the flow of CO 2 in reservoirs, and leakage through sealed wells [46] [47] [48] . The thermal effects of CO 2 flow in reservoirs have also been specifically considered [2, 18] . However, models developed specifically for well flow of CO 2 seem to be scarce, especially for transient scenarios.
For wells without any downhole measuring equipment, steady state models can provide predictions for the pressure and temperature conditions in the well under steady conditions. Lindeberg [32] proposed a simple model using Bernoulli's equation and a model for heat exchange with the surrounding rock, and used it to the predict temperature and pressure in the Sleipner CO 2 injection well. Pan et al. [51] derived an analytic solution for steadystate flow of a CO 2 -water mixture in a well using a drift-flux model. Similarly, Lu and Connell [35] proposed a quasi-steady model to predict the bottomhole pressure and injection rate in a CO 2 injection well. Singhe et al. [59] presented a simple quasi-steady analytical model for temperature effects in a gas injection well, and compared their model to results from the Ketzin injection well [24] . Han et al. [22] considered injection of relatively hot (supercritical) CO 2 at 35
• C to 45
• C, using a model based on that of Lu and Connell [35] . They focused on the effects of CO 2 injection on injectivity, due to cooling when water vaporizes in supercritical CO 2 , and the following precipitation of salt. Precipitation of salt has been identified as one of the main causes of the pressure build-up experienced during CO 2 injection at Snøhvit [23] .
Transient models allow the prediction of conditions in wells that are subject to more transient operations such as blowout, shut-in and varying injection rates. Ruan et al. [56] considered an axisymmetric two-dimensional model, accounting for the convection of water in the annulus in addition to that of the CO 2 in the tubing. They simulated injection using the Peng-Robinson cubic equation of state with a reservoir pressure of 27 MPa, which resulted in the CO 2 being in a single, dense phase during the injection scenario. Pan et al. [50] implemented a drift-flux model in the TOUGH2 code with the ECO2N equation of state, and used it to simulate upwards flow of CO 2 and brine in a wellbore. Lu and Connell [37] simulated CO 2 injection using the homogeneous equilibrium model and the Peng-Robinson cubic equation of state, coupled with a heat conduction model. The same authors have also presented a drift-flux model with phase slip [36] .
Krogh et al. [29] simulated offloading of CO 2 from ships and injection of liquid CO 2 using OLGA and HYSYS. They found that there is a high risk of hydrate formation and freezing in the formation and on the outside of the riser. Klinkby et al. [28] also used OLGA to study transient variations in pressure, temperature and phase composition during injection of CO 2 -brine mixtures into the proposed Vedsted pipeline, injection well, and reservoir. Li et al. [31] focused on the well-head temperature during shut-in and start-up, also using OLGA. Azaroual et al. [4] presented experiments and modelling of injection of supercritical CO 2 into saline aquifers. They focused on how e.g. precipitation of salt due to dryout in the near wellbore can lead to changes in injectivity. Three commercial simulators -PipeSIM, PROSPER and NEWSIM -were used and their results compared, which showed significant differences.
The available research on flow in vertical CO 2 wells is to a large extent based on either simplified steady-state models, or commercial simulators. The use of complex commercial simulators can make model validation difficult, since there is often little public data available about the details of the models.
Contributions of the current paper
In this paper, we aim to present a model that is suitable for vertical flow of CO 2 , and to explain to a sufficient level of detail all parameters and submodels used. The flow is described by a physically consistent two-fluid model, with the Span-Wagner reference equation-of-state [61] to describe the thermodynamics of CO 2 . Friction and heat transfer in the flow is modelled specifically for each flow regime, such as bubbly, annular and mist flow. The flow model is coupled to a model for heat conduction through the various layers of the well, such as tubing, packer fluid, casing, cement and rock. Large temperature variations can be detrimental to well integrity and are therefore given special attention. The performance of the model is demonstrated by using it to simulate transient well operations; in particular critical incidents such as sudden shut-in and blowout.
Paper outline
In Section 2, we present the model including flow equations, heat conduction model and correlations employed for friction and fluid-to-wall heat transfer. Section 3 gives a brief description of the numerical methods used, with references to relevant literature, and Section 4 presents the simulation cases considered. In Section 5 we present results from simulations of sudden blowout and shut-in of a vertical CO 2 well, with emphasis on pressure and temperature conditions in the well. We also discuss the implications of the simulation results on well operations and well integrity. Finally, in Section 6, we summarize and draw conclusions.
Model
In this section, we present the model used in our simulations.
Flow model
In the present work, we consider pure CO 2 in at most two phases, i.e. liquid and gas. Since the vertical length scale of a well is several orders of magnitude larger than the radial scale, we consider a fluid flowing in one dimension. Modelling the flow in more than one dimension could require detailed resolution of the gas-liquid interface, as well as a much higher computational cost. For this reason, most models for well and pipeline flow are onedimensional, with constitutive relations that implicitly account for higher-dimensional effects that cannot be explicitly captured in a one-dimensional model.
In order to allow for three-dimensional effects, such as phase separation, we employ a two-fluid model. This class of two-phase flow models is characterized by the property that the two phases are allowed to have individual velocities, i.e. each phase is governed by a separate momentum equation [44, 49, 62, 67] . This is in contrast to the further simplified class of drift-flux models [16, 41, 58, 69] , wherein the velocities of the two phases are related by a functional relation (a slip law).
Two-fluid models have been extensively studied in the literature, and are commonly used in numerous applications. A general seven-equation model for two-phase flow was derived by Baer and Nunziato [5] , and later revived by Saurel and Abgrall [57] , upon which many of later two-phase flow models have been based. To bring the phases towards equilibrium in velocity, pressure, temperature or specific Gibbs free energy at a finite rate, relaxation source terms are typically included in the equations of motion. This has been studied by a range of authors [6, 26, 45, 52, 53] . By assuming instantaneous equilibrium, i.e. infinitely stiff relaxation source terms, in zero or more of these variables, a hierarchy of models can be derived [15, 33, 38] . For each imposed equilibrium condition, the number of partial differential equations (PDEs) in the model is reduced by one. Popular models in this context include e.g. a six-equation two-fluid model used in nuclear industry [8, 66] , and a five-equation model used in simulation of pipeline transport of petroleum [7] .
For the purpose of our simulations, we assume that the time scale of the thermodynamic relaxation is much smaller than that of the flow, and hence we assume instantaneous equilibrium in pressure (p), temperature (T ) and specific Gibbs free energy (µ). However, for practical reasons (which we shall discuss in Section 2.2), we choose to allow the specific Gibbs free energy to be out of equilibrium and model mass transfer using a relaxation process. The resulting five-equation twofluid model (the pT -model, cf. [33] ) was studied by Martínez Ferrer et al. [40] and further by Morin and Flåtten [42] . Hammer and Morin [20] combined the model with the Span-Wagner equation of state [61] .
With source terms accounting for the interaction between phases and with the pipe wall, the model may be stated as the following set of PDEs, for time t and spatial coordinate x,
• Mass balance:
• Momentum balance:
• Energy conservation:
Herein, we have used the volume fraction α k , the density ρ k , and the velocity v k for each phase k ∈ {g, }, where g denotes gas and denotes liquid. We have defined the total phasic energy by
where e k is the specific internal energy. The common pressure is denoted by p, the mixed density and mixed total energy are respectively given by
and the volume-averaged velocity is given bȳ
The regularizing interface pressure, which makes the model hyperbolic, is modelled as [64] 
where δ ≥ 1, and in this work we choose δ = 1.2. Further, f i is an interfacial friction term, g x is the gravitational acceleration along the x coordinate, f wall,k represents the fluid-wall friction of phase k, and Q represents heat exchange with the surroundings. Finally, Ψ represents the mass transfer between the two phases, and v i is the interfacial velocity. Expressions for these terms will be given in the following.
Mass transfer
The term Ψ, representing mass transfer between phases, can in general be expressed as Ψ = K(µ − µ g ), where K is associated with a characteristic relaxation time for the mass transfer. As K > 0, the relaxation term drives the two phases asymptotically towards equilibrium in specific Gibbs free energy, i.e. mass is transferred from the phase with the highest Gibbs free energy to the phase with the lowest, until the values are equal. If the mass transfer is taken to be instantaneous (as advocated in the previous section), i.e. K → ∞ (zero relaxation time), the model is equivalent to the four-equation model with full thermodynamic equilibrium [20] , as described by Morin and Flåtten [42] . In particular, solutions of the relaxation model should approach solutions to the equilibrium model as K → ∞. For a recent survey of the underlying theory for general hyperbolic relaxation systems, consider Solem et al. [60, Sec. 1] and the references therein.
Mass transfer also leads to transfer of momentum, represented by the term v i Ψ in eqs. (3) and (4) . As Morin and Flåtten [42] point out,
/2 is the only interfacial velocity that satisfies the second law of thermodynamics (i.e. that the global entropy is nondecreasing), and that is also independent of the difference in specific Gibbs free energy µ g − µ .
The relation between change in entropy and in kinetic energy, when transferring mass from one phase to the other, is found from the fundamental thermodynamic relation,
where have utilized that the total mass is constant, dρ = 0, and introduced the total volumetric entropy S and the mixture specific Gibbs free energy µ = e + (p − T S)/ρ. The total energy E = ρe + E kin is conserved,
Combining eqs. (10) and (11) yields
in other words the second law of thermodynamics, implied by the local relation dS ≥ 0 [15, 33, 38, 42] , is satisfied as long as the kinetic energy is not increasing during the mass transfer process. Note that these relations only apply to the local mass transfer process, not the fluid flow model as a whole. The interfacial velocity suggested by Morin and Flåtten [42] conserves kinetic energy during the mass transfer relaxation process, and, in other words, no entropy is generated. However, this interfacial velocity presents problems if the mass transfer process brings us from a two-phase to a single-phase solution. In this case, kinetic energy cannot be conserved and entropy must be generated, as we will see next.
We will solve the equation system (1)-(5) using a fractional-step method, in which we 1. solve the equation (1)- (5) system with Ψ = 0, 2. solve an ODE system for mass transfer given by
where we have introduced the shorthands M k ≡ α k ρ k and Π k ≡ α k ρ k v k for mass and momentum of phase k, respectively. The mass transfer term is Ψ = K(µ − µ g ) where K → ∞, so the ODE system approaches thermodynamic equilibrium where
We therefore rather solve a more straightforward discrete equation system. Let M * k and Π * k denote the mass and momentum of phase k after the homogeneous step (step 1), and M k and Π k denote values after mass has been transferred (step 2). We need to conserve total mass, momentum and energy,
Through the equation of state we ensure thermodynamic equilibrium,
Together with k α k = 1, this gives us 7 equations and 8 unknowns (α k , e k , ρ k , v k ), which allows us to make a choice that determines the amount of entropy generated by the mass transfer, or in other words how much kinetic energy is lost. However, if the equation of state predicts that the mass transfer will lead to a single-phase solution, we are forced to set α V = v V = 0, where V is the vanishing phase. Interestingly, this uniquely determines the total kinetic energy after the mass transfer,
where K is the phase that is kept. The change in kinetic energy is given by
As we see, kinetic energy is lost, which corresponds to an increase in entropy as given by eq. (12) . With this insight, we therefore suggest a general expression for the kinetic energy lost,
where ∆v * k ≡ v * k −v * , and
is the centre-of-mass velocity. This expression (26) gives a smooth transition between cases where kinetic energy must be lost, and those where it can be conserved. For example, ∆E kin = 0 if the velocities are equal or if no mass is transferred, while eq. (25) is fulfilled if M g = 0 or M = 0. We propose that this gives a numerically more robust transition from two-phase to single-phase flow than the previous formulation, which we experienced to give unphysical oscillations in the transition region.
Equation of state
The state-of-the-art reference equation-of-state (EOS) for CO 2 is that of Span and Wagner [61] , which gives the Helmholtz free energy in terms of phasic density and temperature, i.e. a(ρ, T ). It is formulated in terms of the non-dimensional Helmholtz free energy φ = a/RT , where R is the specific gas constant; and is comprised of an ideal gas part, φ 0 , and a residual part, φ r ,
Here, τ = T c /T is the non-dimensional inverse temperature, and δ = ρ/ρ c is the non-dimensional density. ρ c and T c are the critical density and temperature, respectively. The expressions in the original paper [61] contain a total of 51 terms, including logarithms and exponentials, making it computationally demanding to solve compared to e.g. cubic equations of state. However, due to their simplicity, cubic equations of state do not accurately describe the thermophysical properties of CO 2 on the vast range of densities and temperatures required for simulating CO 2 injection wells, in contrast to the Span-Wagner EOS. The energy-density equilibrium problem is solved using the approach of Hammer et al. [21] .
Flow regimes
The behaviour of two-phase flow can change dramatically depending on the amount of gas in the flow and the velocity of each phase. This behaviour can typically be divided into flow regimes, such as bubbly, stratified, slug, churn, annular and dispersed/mist flow.
Since experimental data and mathematical models for flow regimes in vertical CO 2 flow are rather scarce, we use the RELAP [54] code to classify flow regimes. RELAP was developed for simulation of water-steam flow in cooling systems for nuclear reactors. Nevertheless, its expressions for flow regimes and friction are formulated so that the properties of any fluid can be used as input, which allows us to use them for CO 2 flow. We limit ourselves to bubbly, annular and mist flow, since these flow regimes are most relevant for the cases we look at. Slug flow is not expected to occur in vertical pipes of such large diameters as those we consider; in the RELAP code the maximum diameter where slug flow can occur is 8 cm.
Friction
The friction correlations we have employed are based on the RELAP code [54] . Since experimental data on CO 2 in large-diameter tubes are scarce, we assume that RELAP's correlations hold also for CO 2 , as long as physical parameters for CO 2 are used as input.
Heat transfer
Heat transfer between the fluid and the pipe wall can depend significantly on which flow regime is present. For turbulent flow we use the correlation by Dittus and Boelter [13] . For subcooled and saturated boiling, we use the correlations by Chen [12] and Forster and Zuber [17] .
Heat conduction
Heat conduction is modelled in the layers extending outwards from the well tubing. In a radial geometry this can be expressed as [10] ρ(r)c p (r)∂ t T (r, t) = 1 r ∂ r (rκ(r)∂ r T (r, t)) , (29) where κ(r), ρ(r) and c p (r) are the thermal conductivity, density and specific heat capacity (at constant pressure) at radius r, respectively. Using this formulation, we neglect any heat conducted along the pipe (in the axial direction). Heat is nevertheless transported along the pipe by the fluid inside the well.
Numerical method
In this section, we present the numerical methods used in the simulations. We may write the equation system (1)- (5) as
In general terms, we can write eq. (30) as
where A and B are the solution operators for the flow and source terms, respectively. If u n is the solution at time t n , then the solution u n+1 at time t n+1 = t n + ∆t can be formally written as [30] 
Since the flow and source terms have somewhat different time scales, we treat them separately using a fractional-step approach. A fractional-step approach applies the solution operators in separate steps, as opposed to simultaneously. Strang splitting [63] is a second-order fractional-step method, as long as each step is of second order, and applies the operators in three steps,
In other words, we first apply flux terms with time step ∆t/2, then the source terms with time step ∆t, and finally flux terms again. This splitting allows us to solve each substep in the most efficient way.
In the following, we describe how each substep is solved.
Flow equations
The flow equations
are solved with a finite-volume scheme. To achieve second spatial order, we use piecewise linear reconstruction based on the MUSCL approach, and use the FORCE flux to calculate the numerical fluxes. For more details, see Hammer and Morin [20] . A main advantage of employing a finite-volume scheme is that conserved quantities are well conserved over shocks, not only for smooth solutions. However, such numerical schemes generally apply to the flux part (∂ x f ) of eq. (34), and the nonconservative part (B∂ x w) must be integrated separately, e.g. as a source term. In our context, this affects only the numerical integration of the momentum eqs. (3) and (4) .
An important property that should be satisfied, is therefore that the total momentum should be conserved (up to the accuracy of the finite-volume scheme), according to its evolution equation, which is found by summing eqs. (3) and (4):
Here we disregard wall friction, gravity and heat transfer for the sake of the argument, and Π ≡ Π g + Π is the total momentum. In order to conserve the total momentum, summing the discretizations of eqs. (3) and (4), the numerical scheme should therefore reduce to a pure flux formulation,
In the model formulation of Hammer and Morin [20] , the momentum equations are discretized as
which yields the total momentum discretization
The superfluous last term in eq. (39), with respect to eq. (36), shows that this formulation does not conserve total momentum properly. In the present model formulation, i.e. eqs. (3) and (4), we have
which adds up to
Identifying F i±1/2 = F g,i±1/2 + F ,i±1/2 , this complies with eq. (36) . In other words, our model formulation ensures that whatever amount of momentum is added to one phase due to non-conservative terms, is subtracted from the other phase. Hence, the total momentum is conserved according to eq. (35), up to the accuracy of the flux-based numerical scheme.
Source terms and closure relations
The source term ODEs
are solved using the Forward Euler method. Since we let the flow equations determine the global time step ∆t, it might need to be reduced to ensure stability in the source terms ODE. In this case, more than one smaller time step ∆t s is performed that in total add up to ∆t.
Heat equations
The heat equation (29) is solved using a finite volume scheme as described by Lund et al. [39] .
Reservoir boundary condition
The injection rate into a reservoir can be described by the injectivity I, which determines the injection rate resulting from a certain pressure difference between the well and the reservoir. This is implemented as a ghost cell with prescribed pressure p = p reservoir + (Aρv)/I where Aρv is the flow rate. The same procedure is used when fluid flows out of the reservoir, in which case the pressure in the well will be lower than the reservoir pressure. In other words we assume that the productivity and injectivity are equal.
Simulation cases
In the following, we describe the simulation cases including material parameters, initial and boundary conditions. In all cases, we use the same well geometry and material parameters. Key parameters are listed in Table 1 . The parameters used are inspired by the conditions at the Sleipner CO 2 injection well [29, 32] , and hence the results are to some extent applicable to this well. However, in our case we consider a purely vertical well of length 1000 m, whereas the Sleipner well has significant horizontal deviation. In a real-world application, the reservoir injectivity/productivity will typically be time-dependent when the well starts to produce. However, since the effect of injectivity is not our main focus, we here assume a constant reservoir injectivity.
The heat conduction model assumes that the well is divided into five layers, whose properties are listed in Table 2 . The layers are a 7 inch tubing, packer fluid, 9.5 inch casing, drilling mud (or cement for the lower 100 meters), and a sandstone formation.
Sudden blowout
In this case, we consider an abrupt blowout scenario from a well. In the initial state, the well is closed at the top, and in contact with the reservoir at the bottom. The initial condition consists of a column of liquid in the lower part of the well, and gas in the upper part of the well. The pressure is assumed to be hydrostatic, extrapolated from the reservoir pressure in the bottom of the well. The temperature is assumed to be equal to the rock temperature until the boiling point is reached (at around 250 m depth), above which the temperature is set to be slightly above the boiling point, so that the fluid is in a gas state. The initial condition is illustrated in Figure 1 . At t = 0, the well head is opened to atmospheric pressure, p = 1.013 bar. If the flow reaches sonic velocities, the flow is choked (see e.g. [34] ) by imposing the choke pressure at the outlet, rather than the atmospheric pressure [43] . The lower end of the well is in contact with the reservoir, as described in Section 3.4, which causes CO 2 to flow from the reservoir into the well.
Sudden shut-in
In the shut-in case, we assume that there is a steady injection of CO 2 into the reservoir in the initial condition. The flow is set to 28.7 kg/s, similar to the flow in the Sleipner well [65] . The bottom temperature is set to the reservoir temperature, and the pressure is set according to Section 3.4. The pressure in the rest of the well is set so that it balances the friction and gravity forces,
The temperature is set by assuming the flow is isentropic, which leads to the initial condition depicted in Figure 2 . At t = 0, valves at both ends of the pipe are abruptly closed. It turns out that the resulting initial well-head conditions are rather close to those present at Sleipner. The pressure and temperature at the Sleipner well-head are known to be 65 bar and 24
• C, whereas the gas fraction has been estimated to be around 0.85 [65] .
Results and discussion

Blowout
The blowout case was simulated for 150 s, after which a somewhat steady flow out of the reservoir was reached. Figure 3 shows the pressure at three locations in the pipe. The pressure at the outlet drops rapidly from 60 bar to approximately 10 bar in the first seconds, before it increases somewhat around t = 7 s. At this time, the speed of sound suddenly drops, since flow changes from pure gas to a two-phase mixture, as seen in Figure 4 . This causes the flow to be choked, resulting in a pressure jump. The pressure in the bottom part of the well drops slowly as the flow out of the reservoir increases, as specified in Section 3.4. Figure 4 shows the gas volume fraction for the well head and the middle of the well. A small amount of liquid occurs at the well head in early phases of the blowout, which is likely to have been sucked up from the liquid column due to the rapid flow of gas. The middle of the well transitions gradually from pure liquid to almost pure gas over the course of the simulation, as the pressure slowly drops. Figure 5 shows the flow regimes present in each part of the well. In the initial condition, the whole well is in a single-phase state (either pure liquid or pure gas). During the first 50-55 seconds, the upper part of the liquid column quickly boils and creates a zone of bubbly flow. When the velocity has increased sufficiently, most of the upper well has annular flow, with a liquid annulus and gas flowing in the middle. After around 100 seconds, the flow at the well head is purely gaseous.
During blowouts, very low temperatures can occur, which can be detrimental to well integrity and materials. Figure 6 shows the temperature at three well locations. Since the flow in the bottom of the well comes directly from the reservoir, which has a temperature of 319 K, the lower part of the well does not experience any significant temperature drop. At the well head, however, temperatures as low as 225 K (or −48
• C) occur in the initial phase. The well head temperature rises somewhat when the flow is choked after around 7 seconds, and is thereafter steady at around 240 K (or −33
• C). This temperature is not necessarily low enough to cause damage to the steel pipe itself, but may be problematic due to mechanical stresses that arise due to thermal contraction.
It is important to note that our simulations do not predict any formation of dry ice in the well itself, although it might be formed just beyond the outlet at the well head. However, we assume that the temperature of the flow out of the reservoir is equal to the long-scale reservoir temperature. This is unlikely to hold on longer time scales, since some Joule-Thomson cooling will occur as the CO 2 fluid flows through the pores of the reservoirs and out into the well. The prediction of this phenomenon will require coupling the flow model to a reservoir model. Over time, the temperature of the flow from the reservoir will likely decrease, potentially damaging the well and allowing dry ice to form.
Shut-in
The shut-in case is simulated for around 40 seconds, which allows us to capture the most important features of the initial phase of a shut-in. Since valves are closed in both ends of the well, we can expect a pressure jump (water hammer) at the bottom valve, and a pressure decrease at the well head. As shown Figure 7 , the bottom pressure increase is close to 10 bar. The pressure decrease at the well head is smaller, since there is two-phase flow in the upper part of the well, which makes the fluid more compressible. The fluid column, which is in motion initially, will be compressed at the bottom and decompressed at the top. This will cause pressure waves that propagate up and down the well, which are slowly damped by friction. These pressure oscillations are clearly seen in Figure 7 . Figure 8 shows the temperature at three positions in the well. The temperature oscillations follow the pressure oscillations, since the fluid temperature is increased by compression.
Finally, Figure 9 shows the flow regimes during the shut-in. The bottom of the well has a dense/liquid phase column which stretches up to a depth of around 370 meters. At this depth, the liquid starts boiling, which leads to a layer of bubbly flow. Above this layer, the flow is predicted to be in a transition phase between bubbly flow and annular flow. These flow regimes are similar to what was observed by camera inspection in the Ketzin well during a shut-in [24] . In the upper part of the well, CO 2 was condensing and raining down on a layer of bubbly flow at around 300 meters depth. The amount of bubbles decreased with depth until a stationary single-phase liquid column was reached. Although the geothermal conditions in our simulations are different than those at Ketzin, the results are qualitatively similar.
Conclusion
We have presented a two-fluid model for flow of CO 2 in a vertical injection well, coupled with a model for heat conduction in the layers that comprise the well. The flow model predicts what flow regime the flow is in, and calculates friction and heat transfer accordingly. It was derived with emphasis on making sure that the mass transfer was continuous in the single-phase limit. The thermodynamic closure of the flow was provided by the Span-Wagner reference equation-of-state for CO 2 .
The model was applied to sudden blowout and shut-in cases. The well was chosen to mimic the Sleipner CO 2 injection well, with similar well depth, geothermal gradient, reservoir temperature and reservoir pressure. The predicted temperature in the blowout case was not low enough to lead to dry ice in the well itself. Dry ice may nevertheless form as the flow exits the well head, but this is outside the modelled domain. The assumption that flow out of the reservoir is at the reservoir temperature leads to steady temperature conditions in the lower parts of the well, but this assumption disregards any Joule-Thomson effect that may occur in the reservoir. We also predicted that annular flow is prevalent where the flow is in a two-phase state.
In the shut-in case, we predicted the water hammer effect resulting from simultaneously closing well-head and bottom-hole valves when there is a steady downwards flow. With a flow rate similar to that in the Sleipner well, the bottom-hole pressure jump was predicted to be around 10 bar. The pressure then oscillates in ≈ 13 second cycles as the fluid is compressed and decompressed. The fluid is found to be in a single-phase state up to around 370 meters depth, above which the liquid starts to boil.
Further work
In further work, the model could be used to predict other transient operations of a well, such as shut-in on longer time scales, blowout with JouleThomson cooling in the reservoir, or intermittent injection from ships with resulting temperature variations. More realistic blowout and shut-in scenarios could also include valves that do not close or open suddenly, but are opened/closed over a certain time. The effect of a non-constant (timedependent) injectivity, rather than a constant one used here, should also be considered. Moreover, horizontally deviating wells may behave differently due to e.g. different flow regimes, and could be worth looking into.
When it comes to applying the model for longer time scales (such as injection over several days/years), different numerical schemes are probably necessary to keep the computational cost at an acceptable level. For intermediate time scales, a semi-implicit scheme which solves pressure waves implicitly, could be used (see e.g. Chalons et al. [11] , Evje and Flåtten [14] ). For even longer time scales, the flow may be considered to be in a steady state, hence one can solve the steady-state (∂(·)/∂t = 0) version of eqs. (1) to (5) using an ODE solver.
Currently, there is little available high resolution experimental data for CO 2 wells. If such data become available, a proper model validation could be performed to uncover potential modelling inaccuracies.
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