Abstract. We study the equationu = log det(u αβ ) − Au + f (z, t) in domains of C n . This equation has a close connection with the Kähler-Ricci flow. In this paper, we consider the case where the boundary condition is smooth and the initial condition is irregular.
Introduction
Let Ω be a bounded smooth strictly pseudoconvex domain of C n , i.e., there exists a smooth strictly plurisubharmonic function ρ defined on a bounded neighbourhood of Ω such that Ω = {ρ < 0}.
Let A ≥ 0, T > 0. We consider the equation If u 0 is a smooth strictly plurisubharmonic function onΩ and satisfies the compatibility condition on ∂Ω × {0} ϕ = log det(u 0 ) αβ − Au 0 + f (z, 0), then (1) admits a unique smooth solution [HL10] . After studying the case where u 0 is continuous or just bounded [Do15] , we want to understand the situation when u 0 is a more general plurisubharmonic functions, first with zero Lelong numbers, then in some special cases where positive Lelong numbers are involved.
On compact Kähler manifolds, the corresponding problem was considered and solved [GZ13, DL14] . By using approximations and a priori estimates, it was shown that the Parabolic complex Monge-Ampère equation admits a unique solution in a sense close to classical solution. We expect that a similar situation obtains on the domain Ω.
In order to study the situation with irregular initial data, we give a notion of "weak solution" for (1), consider the existence of weak solutions, and "describe" weak solutions in some particular cases.
The function u ∈ USC(Ω × where SP SH(Ω) = {strictly plurisubharmonic functions on Ω}.
For the convenience, we also denote by k A the functions 
2. Preliminaries 2.1. Hou-Li theorem. The Hou-Li theorem states that equation (1) has a unique solution when the conditions are good enough. We state the precise problem to be studied:
We first need the notion of a subsolution to (6).
is called a subsolution of the equation (6) if and only if
n be a bounded domain with smooth boundary. Let T ∈ (0, ∞]. Assume that
• ϕ is a smooth function inΩ × [0, T ).
• f is a smooth function in [0, T ) ×Ω × R non increasing in the lastest variable.
• u 0 is a smooth strictly plurisubharmonic funtion in a neighborhood of Ω.
• u 0 (z) = ϕ(z, 0), ∀z ∈ ∂Ω.
• The compatibility condition is satisfied, i.e.
• There exists a subsolution to the equation (6).
Then there exists a unique solution
Remark 2.3.
(i) There is a corresponding result in the case of a compact Kähler manifold [Cao85] . On the compact Kähler manifold X, we must assume that 0 < T < T max , where T max depends on X. In the case of domain Ω ⊂ C n , we can assume that T = +∞ if ϕ, u are defined onΩ × [0, +∞) and f is defined on [0, +∞) ×Ω × R.
(ii) If Ω is a bounded smooth strictly pseudoconvex domain of C n then one can prove that a subsolution always exists onΩ × [0, T ′ ), for any 0 < T ′ < T , and so Theorem 2.2 does not need the additional assumption of existence of a subsolution.
Maximum principle.
The following maximum principle is a basic tool to establish upper and lower bounds in the sequel (see [BG13] and [IS13] for the proof).
Theorem 2.4. Let Ω be a bounded domain of C n and T > 0. Let {ω t } 0<t<T be a continuous family of continuous positive definite Hermitian forms on Ω. Denote by ∆ t the Laplacian with respect to ω t :
) and satisfies
Then sup
• u(., t) and v(., t) are strictly plurisubharmonic functions for any t ∈ [0, T ),
Corollary 2.6. Let Ω be a bounded domain of C n and T > 0. We denote by L the operator on
where a αβ , b ∈ C(Ω × (0, T )), (a αβ (z, t)) are positive definite Hermitian matrices and
The Laplacian inequalities.
We shall need two standard auxiliary results (see [Yau78] , [Siu87] for a proof).
Theorem 2.7. Let ω 1 , ω 2 be positive (1, 1)-forms on a complex manifold X.Then n ω
where tr ω 1 (ω 2 ) = nω
Remark 2.8. Applying Theorem 2.7 for ω 1 = dd c u and ω 2 = dd c |z| 2 , we have
Theorem 2.9. Let ω, ω ′ be two Kähler forms on a complex manifold X. If the holomorphic bisectional curvature of ω is bounded below by a constant B ∈ R on X,then
where Ric(ω ′ ) is the form associated to the Ricci curvature of ω ′ .
Remark 2.10. Applying Theorem 2.9 for ω = dd c |z| 2 and ω ′ = dd c u, we have
Some properties of weak solutions
In this section, we assume that Ω is a bounded smooth strictly pseudoconvex domain of C n , A ≥ 0, T > 0. We will study some properties of the weak solutions of (1). The proof of Theorem 1.1 and the proof of Theorem 1.3 are contained in this section. Theorem 1.1 is the union of Proposition 3.2 and Corollary 3.4. Theorem 1.3 is a corollary of Proposition 3.9 and Proposition 3.10.
Then u = lim u m is a weak solution of (1).
Thus the sequence {v m } is decreasing, and
Moreover, it follows from (8) thaṫ
Hence, u = lim v m = lim u m is a weak solution of (1). with smooth kernels, we can take
Note that u 0 | ∂Ω is continuous. Then
where ζ is a smooth function on R such that ζ is decreasing, ζ| ( 
It follows from (10) that, for any m > 0,
Then we can choose a subsequence {ϕ m k } such that (12) sup
for any k > 0. Using (9), (12) and applying Corollary 2.5, we have
It follows from Lemma 3.1 that u = lim u m k is a weak solution of (1).
Proposition 3.3. Assume that u is a weak solution of (1) and v is a weak solution of
where v 0 is a plurisubharmonic function in a neighbourhood ofΩ and g, ψ are smooth
Fix m > 0, ǫ > 0, 0 < T ′ < T . We need to show that there exists k m > 0 satisfying
Indeed, if we denote
It follows from Corollary 2.5 that
Note that
By the compactness of
By the monotonicity of {u k }, we have
Similarly, there exists k
When m → ∞, we obtain
When ǫ → 0 and T ′ → T , we obtain
Corollary 3.4. The weak solution of (1) is unique.
Remark 3.5. By Proposition 3.2 and Corollary 3.4, if 0 < T ′ < T and v is the weak solution of
where u is the weak solution of (1) onΩ × [0, T ). 
where u is the weak solution of (1).
Proof. By Proposition 3.3, we have
We need to show that lim v m ≤ u. Let 0 < T ′ < T and ǫ > 0. By Dini's theorem, there exists m 1 > 0 such that
Moreover, by Hartogs lemma, there exists m 2 > 0 such that
Then, for any m > max{m 1 , m 2 }, we have
It follows from Proposition 3.3 that
Proof. Fix 0 < ǫ < 1 and 0 < t 0 < T . Denote
Moreover,
Applying Corollary 2.5, we obtain
Remark 3.8. Under the conditions of Lemma 3.7, C(t) is an increasing function satisfying lim t→0 C(t) = 0.
Then u is the weak solution of (1).
Proof. By Lemma 3.7, there exists t m ց 0 such that
By the condition "u(., t)
Passing to a subsequence, we can assume that
Applying Proposition 3.6, we have
where v is the weak solution of (1) onΩ
Applying Proposition 3.3, we have sup
Hence u is the weak solution of (1) onΩ
When k → ∞, we have u is the weak solution of (1) onΩ × [0, T ).
Proof. We need to show that u(a, t) = −∞ for t ∈ [0, ǫ A (ν)) when 0 < ν < ν u 0 (a), so that we have
where B 1 > 0 is given. Let χ : R → R + be a smooth increasing convex function such that χ| (−∞,−1) = 0, χ| (1,∞) = Id. For any m, we denote
We will show that there exists B > 0 such that
for any m > 0 and (z, t) ∈Ω × [0, ǫ A (ν)). Here g(t) = k A (ν, t) as in (3). It is easy to show thaṫ
When |z − a| < e −m−1 , we have w m = −m, |D 2 w m | = 0. Then
When |z − a| ≥ e −m−1 , we have
where B 2 > 0 is independent of m. Then log det(v m ) αβ = log det(g(t)w m + |z| 2 ) αβ ≤ log B 3 |z − a| 2n , where B 3 > 0 is independent of m.
Hence
By (22), (23) and (24), there exists B > 0 such that, for any m,
Applying Proposition 3.3, we have
In particular, u(a, t) = −∞ for t ∈ [0, ǫ A (ν)).
4. Proof of Theorem 1.2 4.1. Bounds onu.
Then the following hold (i) If
where B = 2 sup |φ| + T sup |ġ| + n and u 0 = u(., 0).
where B = 2 sup |φ| + T sup |ġ| + n and u 0 = u(., 0) and (u 0 ) + = max{u 0 , 0}.
Proof. We denote by L the operator
where (u αβ ) is the transpose of the inverse of the Hessian matrix (u αβ ).
(i) When A = 0, we have, for any B > 0,
Then, for any B ≥ T sup |ġ| + n, we have
It follows from Corollary 2.6 that, for any B ≥ 2 sup |φ| + T sup |ġ| + n,
Hence, if B = 2 sup |φ| + T sup |ġ| + n then
for any (z, t) ∈Ω × [0, T ).
(ii)When A > 0, we have
where B > 0.
4.2. Proof of Theorem 1.2.
Smoothness.
As in the proof of Proposition 3.2, we can construct a sequence of functions
where ǫ m ց 0.
∀ǫ ∈ (0, T ), ∀m ≫ 1, u m (., ǫ) verifies
where
By Lemma 4.1 and Proposition 3.10, we have, for m ≫ 1,
where C 1 , C 2 > 0 depend only on Ω, ǫ, T, A, f, ϕ. By Skoda's theorem (see [Sko72] ), we have F m ∈ L p (Ω) for any p > 1. Applying Kolodziej theorem (Theorem B [Kol98]), we have
where C is independent of m.
Hence, the weak solution u satisfies
By Corollary 3.4, Proposition 3.9 and the case where u 0 is bounded ([Do15]), we have u is smooth onΩ × (ǫ, T ) and verifies
When ǫ ց 0, we have u is smooth onΩ × (0, T ) and verifies (29) onΩ × (0, T ).
Continuity at zero.
Applying Lemma 3.7, we have
for any z ∈Ω. Note that u is the limit of a decreasing sequence of smooth functions, then u ∈ USC(Ω × [0, T )). We have
for any z ∈Ω.
Combining (30) and (31), we obtain
Hence, by the dominated convergence theorem, u(., t) → u 0 in L 1 , as t → 0.
A priori estimates
In this section, we will prove a priori estimates which will be used in the proof of Theorem 1.4.
We suppose that Ω be a bounded smooth strictly pseudoconvex domain of C n , C 0 , A, T, N 1 , ..., N l > 0 and a 1 , ...a l ∈ Ω. We also suppose that ϕ, g are smooth functions inΩ × [0, T ] and u 0 is a plurisubharmonic function in Ω satisfying
. Throughout this section, unless specified otherwise, we always assume that u 0 is smooth and strictly plurisubharmonic inΩ. The main result of this section is following
Then for any 0 < ǫ < T and K ⋐Ω \ {a 1 , ..., a l }, there exists C 1 , C 2 > 0 depending on Ω, T, C 0 , N 1 , ..., N l , a 1 , ..., a l , ǫ, K such that
By Lemma 3.7, we have
By Lemma 4.1, we also have the bounds ofu. Then it remains to estimate ∆u.
Bounds on ∇u.
Let 0 < ǫ < T . We need to estimate ∇u near ∂Ω × (ǫ, T ) in order to bound ∆u on ∂Ω × (ǫ, T ).
Lemma 5.2. For any T > ǫ > 0, there exists B > 0 depending only on n, Ω, T, C 0 , a 1 , ..., a l ,
Proof. For any (z, t) ∈ ∂Ω × (0, T ), ξ ∈ T R,z ∂Ω, we have
It remains to show that , for any (z, t) ∈ ∂Ω × (ǫ, T ),
where η is an interior normal vector of ∂Ω at z, η = 1. We need to construct functions
and |∇u|, |∇h| are bounded by a constant which depending only on n,Ω, T , C 0 ,a 1 ,...,a l , N 1 ,...,N l , ǫ. Let u 0 be a smooth plurisubharmonic function onΩ such that u 0 ≤ u 0 and
Let h 0 be a harmonic function onΩ such that
Let ζ : R → [0, 1] be a smooth increasing function such that ζ(0) = 0, ζ(ǫ) = 1. We consider the functions
where ρ ∈ C ∞ (Ω) such that dd c ρ ≥ dd c |z| 2 and ρ| ∂Ω = 0 and B 1 ≥ 1 n exp(supφ + 3A sup |ϕ| + sup |g|) such that u(., t) ∈ SP SH(Ω) for any t ∈ [0, T ]. We have
It follows from Corollary 2.5 that u ≤ u. Now, let h :Ω × [0, T ) → R be a spatial harmonic function satisfying
Then for any (z, t) ∈ ∂Ω × (ǫ, T ), we have
where η is an interior normal vector of ∂Ω at z, η = 1. Hence
where B 2 > 0 depends only on n,Ω, T , C 0 ,a 1 ,...,a l , N 1 ,...,N l , ǫ.
Lemma 5.3. For any T > 2ǫ > 0 and K ⋐Ω \ {a 1 , ..., a l }, there exists B > 0 depending only on n, Ω,
Proof. We will use the technique of Blocki as in [Blo08] . By Lemma 4.1, there exists M > 0 depending only on n, Ω, T, C 0 , ǫ, N 1 , ..., N l such that
where log − |z − a j | = max{− log |z − a j |, 0}.
The f j are in fact polynomials, which could be written explicitly, but tediously, using the multinomial formula. Note that the choice of f 1 , ..., f N depends only on a 1 , ..., a l , M.
Then there exists C 1 > 0 depending only on Ω, a 1 , ..., a l , M such that
Without loss of generality, we can assume that 0 ∈ Ω and C 0 > 1. We denote, for (z, t) ∈Ω × [ǫ, T ),
By an orthogonal change of coordinates, we can assume that (u αβ (z 0 , t 0 )) is diagonal. For convenience, we denote λ α = u αᾱ (z 0 , t 0 ). Assume that
where (u αβ ) is the transpose of inverse matrix of Hessian matrix (u αβ ). We compute, at (z 0 , t 0 ),
By (39), we have,
Then, we have, by (40), (41),
By (36), (38), there exists C 2 > 0 depending only on n, Ω,
We can also assume that C 2 − M log |z − a j | > 0. By the condition L(ψ)| (z 0 ,t 0 ) ≥ 0, we have,
Hence, by (42),
where C 3 > 0 depends only on n, Ω, T, C 0 , a 1 , ..., a l , N 1 , ..., N l , K, ǫ. Then, by (36) and Lemma 3.7, we have,
where C(t 0 ) is defined as in Lemma 3.7 and C 4 > 0 depends only on C 3 , M, a 1 , ..., a l .
By (38) and (44), we have,
Hence, t 0 ≥ t 1 > ǫ, where t 1 depends only on n, Ω, T, C 0 , a 1 , ..., a l , N 1 , ..., N l , K, ǫ. We have, by (44), (46) ψ(z 0 , t 0 ) ≤B,
Note thatB is independent of T ′ . Then,
ψ ≤B.
In particular, there exists B > 0 depending only on n, Ω, T, C 0 , a 1 , ..., a l , N 1 , ..., N l , K, ǫ such that sup
5.2. Higher order estimates.
Lemma 5.4. For any T > ǫ > 0, there exists B > 0 depending only on n, Ω, T, C 0 , a 1 , ..., a l ,
Proof. By Lemma 4.1 and Lemma 5.3, we can estimateu and ∇u near ∂Ω × (ǫ, T ). Then the proof of this lemma is the same as the case u 0 ∈ L ∞ (Ω) (see [Do15] ).
Using the 2-order estimates on ∂Ω × (0, ǫ), we will estimate ∆u on K × (2ǫ, T ), for any K ⋐Ω \ {a 1 , ..., a l }.
Lemma 5.5. For any T > 2ǫ > 0 and K ⋐Ω \ {a 1 , ..., a l }, there exists B > 0 depending only on n, Ω, T, C 0 , a 1 , ..., a l , N 1 , ..., N l , K, ǫ such that
Proof. By Lemma 3.7 and Lemma 5.4, there exist B 1 , B 2 > 0 depending only on n, Ω, T, C 0 , a 1 , ..., a l , N 1 , ..., N l , ǫ such that (47) sup
where u ǫ = u(., ǫ). We consider the function φ ∈ C ∞ (Ω × [ǫ, T )) defined by
where B 3 = C 0 (A + T + 1) + log(n!) + n + 1. We will show that (49) sup
Without loss of generality, we can assume that
Denote by L the operator
where (u αβ ) is the transpose of inverse matrix of Hessian matrix (u αβ ). We have
We compute
Applying Theorem 2.9, we have
Applying Theorem 2.7, we have log ∆u ≤ log n + log det(u αβ ) + (n − 1) log(
where third inequality holds due to the conditions (32), (33) and the inequalities (n − 1) log x − x ≤ (n − 1) log(n − 1) − (n − 1), ∀x > 0, and (n − 1)
We have a contradiction. Thus sup
6. Proof of Theorem 1.4
6.1. Smoothness. As in the proof of Proposition 3.2, we can construct a sequence of
Applying Theorem 5.1, we obtain, for any K ⋐Ω \ {a 1 , ..., a l } and 0 < ǫ < T ,
, where C K,ǫ depends only on n, Ω, T, C 0 , N 1 , ..., N l , a 1 , ..., a l , ǫ, K.
It follows from C 2,α -estimates (see, for example, [Do15] ) that
, where γ and C K,ǫ,γ depend only on n, Ω, T, C 0 , N 1 , ..., N l , a 1 , ..., a l , ǫ, K.
By Ascoli theorem, we obtain 0, T ) ). Fix 0 < r < min j =k |a j − a k |. We need to show that u ∈ C ∞ (B r (a j ) × (ǫ A (N j ), T )) when where C 1 , C 2 , C 3 > 0 depend only on Ω, ǫ, T, f, ϕ.
Then, we have, for K ⋐ B r (a j ),
2 .
where C 4 , C 5 , C 6 , C 7 > 0 are independent of m. The last inequality holds due to [AT84] and [Zer01] . Applying Kolodziej theorem (Theorem B [Kol98]), we have u m (., ǫ A (N j ) + 2ǫ) L ∞ (Br (a j )) ≤ C 8 , where C 8 is independent of m. Then u(., ǫ A (N j ) + 2ǫ) L ∞ (Br (a j )) ≤ C 8 . Applying the case "u 0 ∈ L ∞ (Ω)" (see [Do15] ) , we have u ∈ C ∞ (B r (a j ) × (ǫ A (N j ) + 2ǫ, T )). Let ǫ → 0. We have u ∈ C ∞ (B r (a j ) × (ǫ A (N j ), T )). If A > 0, by the same arguments, we also obtain u ∈ C ∞ (B r (a j ) × (ǫ A (N j ), T )). Thus u ∈ C ∞ (Q). By (51), for any (z, t) ∈Ω \ {a 1 , ..., a l } × (0, T ), (52)u = log det(u αβ ) − Au + f (z, t).
Taking the limits, we obtain (52) on Q.
6.2. Singularity. Let j ∈ {1, ..., l}. By Proposition 3.10, we have u(a j , t) = −∞ for any t ∈ [0, ǫ A (n j )).
We need to show that if n j = N j then ν u(.,t) (a j ) = k(N j , t). By the proof of Proposition 3.10, we have, for any t ∈ [0, ǫ A (N j )), (53) ν u(.,t) (a j ) ≥ k(N j , t),
Then, it remains to show that (54) ν u(.,t) (a j ) ≤ k(N j , t), for any t ∈ [0, ǫ A (N j )).
If there exist t 0 ∈ (0, ǫ A (N j )) and ǫ > 0 such that ν u(.,t 0 ) (a j ) ≥ k(N j , t 0 ) + ǫ then, by Proposition 3.10, there exists t 1 > ǫ A (N j ) such that ν u(.,t 1 ) (a j ) > 0.
This contradicts the smoothness of u on Q. Then we obtain (54).
Combining (53) and (54), we obtain ν u(.,t) (a j ) = k(N j , t). Hence, by the dominated convergence theorem, u(., t) → u 0 in L 1 , as t → 0.
b) Convergence in capacity
Let ǫ > 0 andΩ be a neighbouhood ofΩ. We need to show that there exists an open set U ǫ such that CapΩ(Ω \ U ǫ ) ≤ ǫ and u(., t km ) ⇒ u 0 on U ǫ ∩Ω. Indeed, by quasicontinuity of plurisubharmonic function, there exists K ǫ ⋐ Ω such that CapΩ(Ω \ Int(K ǫ )) ≤ ǫ and u 0 is continuous on K ǫ .
By Lemma 3.7 and Dini theorem, for any t k ց 0, there exists a subsequence t km ց 0 such that u(., t km ) ⇒ u 0 on K ǫ , as m → ∞. Then u(., t) ⇒ u 0 on K ǫ , as t → 0.
