Adequate management of contaminated sites requires information with improved spatio-temporal resolution, in particular to assess bio-geochemical processes, such as the transformation and degradation of contaminants, precipitation of minerals or changes in groundwater geochemistry occurring during and after remediation procedures. Electrical Resistivity Tomography (ERT), a geophysical method sensitive to pore-fluid and poregeometry properties, permits to gain quasi-continuous information about subsurface properties in real-time and has been consequently widely used for the characterization of hydrocarbon-impacted sediments. However, its application for the long-term monitoring of processes accompanying natural or engineered bioremediation is still difficult due to the poor understanding of the role that biogeochemical processes play in the electrical signatures. For in-situ studies, the task is further complicated by the variable signal-to-noise ratio and the variations of environmental parameters leading to resolution changes in the electrical images. In this work, we present ERT imaging results for data collected over a period of two years on a site affected by a diesel fuel contamination and undergoing bioremediation. We report low electrical resistivity anomalies in areas associated to the highest contaminant concentrations likely due transformations of the contaminant due to microbial activity and accompanying release of metabolic products. We also report large seasonal variations of the bulk electrical resistivity in the contaminated areas in correlation with temperature and groundwater level fluctuations. However, the amplitude of bulk electrical resistivity variations largely exceeds the amplitude expected given existing petrophysical models. Our results suggest that the variations in electrical properties are mainly controlled by microbial activity which in turn depends on soil temperature and hydrogeological conditions. Therefore, ERT can be suggested as a promising tool to track microbial activity during bioremediation even though further research is still needed to completely understand the bio-geochemical processes involved and their impact on electrical signatures.
Introduction
The industrial development, combined with a lack of adequate regulations to protect the environment in the past, has resulted in a large number of contaminated sites, which poses a serious problem for our society (Panagos et al., 2013) . Identification and characterization of such sites conventionally rely on the analysis of groundwater and soil samples, thus requiring the drilling of boreholes for sampling. This approach provides concentrations and characteristics of the pollutants, but it only brings sparse information at the field scale. Nevertheless, an adequate management of contaminated sites requires information with improved spatio-temporal resolution, in particular to assess contaminant transformation and degradation during and after remediation.
Hence, there is a growing interest in the application of non-intrusive geophysical methods, which permit to characterize the bulk physical properties of the subsurface to gain information of relevance such as the geometry of contaminant plumes, changes in contaminant concentrations, degradation or transport of pollutants. Considering the sensitivity of electrical methods to pore fluid properties, electrical imaging methods -such as the electrical resistivity tomography (ERT) -, have been largely investigated to improve the characterization of contaminated areas. Imaging results have reported an increase of electrical resistivity due to fresh spills of hydrocarbons (e.g., DeRyck et al., 1993; Benson et al., 1997; Yang et al., 2007) ; while measurements collected in "aged" hydrocarbon contaminant plumes have reported a decrease of the electrical resistivity over time with respect to the background (e.g., Sauck et al., 1998; Atekwana et al., 2000; Cassidy et al., 2001; Werkema et al., 2003; Che-Alota et al., 2009) . The increase in the electrical resistivity in fresh spills clearly reflects the electrical properties of the hydrocarbons as electrical insulators; whereas the decrease in the electrical resistivity is more complex and is attributed to different biogeochemical processes, such as: (i) the stimulation of microbial growth due to the available carbon source; (ii) the increase of total dissolved solids due to the release of organic and carbonic acids as metabolic products by bacteria; (iii) the weathering of minerals and related increase in porosity and salinity (e.g., Sauck et al., 1998; Werkema et al., 2003; Atekwana et al., 2004) ; (iv) the accumulation of electrical conductive biomass (e.g., Abdel Aal et al., 2004; Davis et al., 2006; Davis et al., 2010; Albrecht et al., 2011) , (v) the changes of oil wettability and (vi) the precipitation of conductive minerals due to the action of Fe(III)-reducing microorganisms (Flores Orozco et al., 2011 , 2013 Revil et al., 2010; Mewafy et al., 2011) . For a detailed description of such processes and associated geophysical signatures, we refer to the study of Atekwana and Atekwana (2010) and references therein.
At field scale, only a few studies have addressed the long-term monitoring of biodegradation (or natural attenuation) of hydrocarbons (Che-Alota et al., 2009; Gasperikova et al., 2012; Flores Orozco et al., 2013; Blondel et al., 2014; Heenan et al., 2014; Noel et al., 2016; Ntarlagiannis et al., 2016) . In particular, Heenan et al. (2014) reported ERT results for monitoring data collected over a period of 18 months at a fresh spill of hydrocarbons in a highly saline environment. They observed a general decrease in resistivity with time in zones impacted by the contaminants while most of uncontaminated areas only exhibited negligible variations. The resistivity decrease was attributed to the effect of microbial degradation of contaminant mass. The increase in the electrical conductivity following microbial attenuation has also been reported in other field studies (e.g., Flores Orozco et al., 2012a). However, long-term observations of such effects are still scarce and there are still gaps in our understanding of the role that the above biogeochemical processes play in the electrical signatures over time. For in-situ studies, this is further complicated by the variable resolution in the electrical images and variations of environmental parameters.
In this study, we present ERT monitoring results for data collected over 2-years monitoring period conducted at a site impacted by oil leakage in underground tanks. We investigate temporal variations in the electrical signature due to chemical transformation of the contaminants following an engineered bioremediation procedure as well as bio-geochemical processes enhanced due to seasonal fluctuations in the groundwater table and temperature. Particular attention is paid to the adequate data error estimation and image appraisal to permit an unbiased use of electrical models.
Material and methods

Site description
The site is located in the province of Liège (Belgium). It is covered by a concrete/asphalt layer that extends to a depth of approximately 0.2 m below ground surface (bgs). The latter is underlain by ballasts or backfill deposits (≈ 0.8 m thickness). Underneath the surface cover, we find alluvial deposits (see geological background in Fig. 1 ) consisting mostly of Quaternary clayey and loamy soils with thin horizons of altered chalks and peat generally associated to clayey loam rich in fossils.
According to sediments recovered during the drilling of a deep well (borehole position indicated as DP in Fig. 1 ), the thickness of the Quaternary deposits is 7 m. The investigated zone occupies an area of approximately 2000 m 2 . The site is referred to an oil-spill caused by leakage in buried (or underground) storage tanks, which was initially assessed between 2005 and 2006 through the analysis of groundwater and soil samples by Eurofins Analytico B.V. Such investigations reported that the main contaminated area is located around the two southernmost tanks, which extends approximately over 30 m (as presented in Fig. 2a , note that contaminant concentrations are expressed as a total hydrocarbon oil index C 10 -C 40 ) and affects only the backfill and alluvial deposits (i.e., a maximum depth of 7 m bgs). The groundwater contaminant plume spreads over a slightly larger area than the impacted soil. Two other groundwater contaminant plumes were detected during sampling. The first is located in the northern part of the site (see sampling point FC7 in Fig. 2a ) and can probably be attributed to some leaks in the buried 12,000 L diesel tank. The second is located in the western part of the site (see sampling points PZ2 and PZ4 in Fig. 2a ). Its origin is unknown but could be related to the presence of another contamination source located north of the site (not shown in Fig. 2a) .
The groundwater table at the site was found at a mean depth of 1.62 m bgs. The minimum and maximum depths were reported during the winter (e.g., 1.25 m in January 2011) and summer (e.g., 2 m in August 2012) periods respectively. Measurements in groundwater samples reported a mean electrical conductivity value of 1473 μS/cm and a mean temperature of 11.8°C. A map of the groundwater flow is presented in Fig. 2a , with the pattern in groundwater flow explained by the presence of a pumping well located 30 m south of the site (represented as PW in Fig. 1 ).
Between June 2008 and June 2011, a bioremediation technique, based on aerobic degradation, was conducted at the site to reduce the concentrations of groundwater contaminants. In particular, groundwater was pumped from several wells located in the center of the contaminant plume (see yellow markers in Fig. 2a ) and delivered to bioreactor tanks where it was oxygenated by air diffusion and amended with nutrients (i.e., a nitrogen source). After concluded the treatment, water amended with H 2 O 2 was reinjected into the ground in the fringes of the contaminated zone to further promote the activity of degrading bacteria. H 2 O 2 has first a bactericidal effect to avoid clogging of the injection wells and then rapidly dissociates to H 2 O and O 2 , serving as an oxygen source for aerobic bacteria in the subsurface.
During the geochemical characterization in [2005] [2006] and during the setup of the bioremediation technique in 2008, several piezometers, screened in the Quaternary deposits, were installed on the site (see blue circumferences in Fig. 2a ).
Electrical resistivity tomography (ERT)
ERT aims at imaging variations of the bulk electrical resistivity ρ b (or its inverse, the bulk electrical conductivity σ b , with σ = ) of the subsurface. The interpretation of the resistivity images is often based on the petrophysical relation linking ρ b and porosity ϕ, fluid electrical conductivity σ f , groundwater saturation S w and surface electrical conductivity σ s , following the model proposed by Revil (2013) :
where F is the formation factor and n an empirical value referred to as the saturation exponent. According to Archie (1942) , the formation factor can be expressed as:
where m is the so-called cementation exponent.
As observed in Eq. 1, the electrical conduction in sediments free of metallic materials is dominated by fluid and surface conduction. Fluid electrical conduction takes place through the electrolyte filling the pore space (ionic conduction), whereas surface conduction takes place at the electrical double layer at the grain-fluid interface (Waxman and Smits, 1968; Revil and Glover, 1998) . Surface conduction is often assumed to be relevant only in media containing clay minerals, yet some reserves may need to be considered as some studies (e.g., Revil et al., 2014 ) have also reported non-negligible surface conduction in clay-free sandstones.
Field instrumentation and data acquisition
For ERT data collection, we used an ABEM Lund Imaging System SAS 1000 (1 recording channel, resolution of 1 μV at 0.5 s integration time) from November 2010 to November 2011 and an ABEM Terrameter LS (12 recording channels, resolution of 3 nV at 1 s integration time) from January 2012 to December 2012. Measurements were collected along one profile (P1 in Fig. 2a ) using 48 electrodes with a separation of 1 m between them (see Fig. 2b ), and a Dipole-Dipole configuration (Dahlin and Zhou, 2004) . The DipoleDipole sequence deployed has a total of 629 measurements, with a maximum separation between current and potential dipoles limited to 30 m and a maximum dipole length (for both current and potential dipoles) of 8 m. To enhance the galvanic contact, stainless steel electrodes were installed 40 cm inside holes drilled through the asphalt layer and filled with salty bentonite.
The location of the profile P1 was designed to gain information about the electrical properties in the subsurface associated with different contaminant concentrations, in particular high contaminant concentrations between 0 and 27 m along the profile direction. 
Results
Data error analysis
The resolution of inverted resistivity distribution is highly dependent on an adequate quantification of data noise (LaBrecque et al., 1996) . If the actual data noise is underestimated, imaging results may reveal the presence of numerical artifacts. Inversely, if the actual data noise is overestimated, imaging results may be affected by a loss of resolution. Therefore, a reliable assessment of the data error is critical to solve for electrical images with enhanced resolution and quantitative meaning (Flores Orozco et al., 2012b) . LaBrecque et al. (1996) suggested to introduce the data error (e) as a function of the measured transfer resistance (R) in the inversion of ERT datasets. Slater et al. (2000) proposed a linear model of the type:
where a is the absolute error (expressed in Ω) and b is the relative error (expressed in %). Note that such error model takes into account only random errors, inherit to any measurements, characterized by a Gaussian distribution. Correlated errors are associated to systematic sources of errors, such as poor contact between the electrodes and the soil, disconnected or damaged cables, etc. For an adequate estimation of random data-error, measurements revealing systematic errors need to be removed first as outliers.
To assess the quality of collected data, we repeated each one of the 14 monitoring measurements at least 2 times. Analysis of the data was performed for each independent data: we discarded outliers defined as those measurements associated with negative resistances and variations larger than 3% in our repetitivity test. To avoid the comparison of monitoring datasets associated with a different number of independent quadrupoles (i.e., configurations that were measured in all monitoring D. Caterina et al. Journal of Contaminant Hydrology 201 (2017) 19-29 measurements), inversion was performed with datasets containing only quadrupoles common to all monitoring datasets (428 out of the 629 readings).
To estimate data-error, we collected several reciprocal measurements, where reciprocal refers to the re-collection of the data after interchanging current and potential electrodes. The analysis of the misfit between normal and reciprocal readings is a widely accepted technique to quantify error parameters in Eq. 3 (e.g., LaBrecque et al., 1996; Slater et al., 2000; Slater and Binley, 2006; Koestel et al., 2008; Flores Orozco et al., 2012b) . For our study, we computed error models for each dataset based on the bin-analysis of the misfit between normal and reciprocal readings as proposed by Koestel et al. (2008) . Variations in the error parameters for the different monitoring datasets can be observed in Fig. 3 . The relative error (b) is almost constant over time; D. Caterina et al. Journal of Contaminant Hydrology 201 (2017) 19-29 whereas the absolute error (a) is particularly high in the datasets collected in 2011, likely due to a lower resolution and/or precision in the measuring device. To permit a fair comparison in the electrical images, we inverted all monitoring datasets to the same error level determined by the highest error parameters found in the independent analysis. We opted for this alternative to minimize the risk of solving for artifacts in the images due to an under-estimation of data error (i.e., overfitting the data within the inversion). Hence, all monitoring datasets were fitted to the same error-level, namely an absolute error of 3.5 mΩ and a relative error of 3.57%, giving an error model which can be written as: e R = 3.5 × 10 + 0.0357 × −3 (4)
Inversion procedure
Inversion schemes which rigorously minimize the data misfit, rather than minimizing a model objective function subject to fitting the data to a pre-defined uncertainty (as it is done in this work), always bear the risk of over-fitting the data and thus creating artifacts in the images. Hence, inversion of our data was performed with the smoothnessconstraint algorithm CRTomo by Kemna (2000) , which permits the incorporation of the error parameters in the inversion. Here, at each iteration step of the inversion, a univariate search is performed to find the optimum value of the regularization parameter which locally minimizes the data misfit. The iteration process is stopped when the root mean square of the error weighted data-misfit (εRMS) reaches the value of one. In detail, the εRMS is written as:
where d obs is the observed data, d calc is the calculated data through forward modelling and N is the number of data. The mesh used for the inversion is composed of finite-elements with a size of 0.5 × 0.5 m. We used a standard constraint on the data (L 2 norm) and a smoothness constraint on the model for the inversion. For all monitoring images, we used the same starting model, corresponding to the image obtained in December 2010.
Two approaches were considered to invert our datasets: individual and time-lapse inversions. The first consists in inverting each individual dataset separately using the inversion scheme detailed above. The major drawback of such approach is that it may lead to misinterpretation when analyzing changes between models that do not present the same resolution. The risk of misinterpretation may be reduced by inverting data corresponding to quadrupole configuration common to all datasets with the same error model and using the same starting model. The second approach, proposed by Daily et al. (1992) and Labrecque and Yang (2000) , consists in inverting the data difference rather than the individual dataset. Such approach, used for instance in Revil et al. (2013) , is referred to time-lapse inversion. It may allow reducing the effect of systematic errors present in the data that cancel out by subtraction and obtaining models that are constrained by the background solution. However, Flores Orozco et al. (2011) demonstrated that proper data-error quantification was enough to solve for quantitative changes in the electrical images, even in the lack of a timeregularization. In our case, with measurements collected with a rather long time-gap and under different hydrogeological conditions, and with different instruments, temporal regularization is not expected to significantly improve the results. Therefore, the individual inversion approach was preferred.
A common issue for a quantitative interpretation of imaging results is the reliability of inverted parameters. Several tools have been developed to investigate the image appraisal in electrical resistivity tomography, such as the sensitivity uncertainty (e.g., Kemna, 2000; Nguyen et al., 2009; Beaujean et al., 2014; Hermans et al., 2015) , the Depth of Investigation Index -DOI (e.g., Oldenburg and Li, 1999; Marescot et al., 2003; Robert et al., 2011) , and the resolution matrix (e.g., Friedel, 2003; Oldenborger and Routh, 2009; Caterina et al., 2013) .
In this study, we assess the reliability of our imaging results using the DOI, which can be defined as the depth below which the model parameters are not constrained by the data anymore (Oldenburg and Li, 1999) but by the reference model. The computation of DOI requires running two inversions of the same dataset that only differ by the damped reference model used. The comparison of both inversion results permits to investigate the effect due to variations in the reference model (for a detailed revision, we refer to Oldenburg and Li, 1999) . DOI maps are normally composed of values ranging between 0 and 1, with values close to zero for model parameters in the inverted model still constrained by the surface data; whereas DOI values close to one means that the reference model is progressively mapped into the resulting image. The transition from low to high DOI values occurs generally in a relatively narrow range which allows the selection of a threshold value which defines the data-constrained area in the electrical images for interpretation. In our study, we opted for a threshold value defined as the maximum gradient of the DOI, which was found in our inversion results at a maximum depth of 7 m (to the center of the profile), as it can be observed in Fig. 4 for the inversion of the baseline measurements (December 2010).
Baseline measurements (December 2010)
Imaging results for profile P1 collected for the baseline of the monitoring are presented in Fig. 4 . Lithological information, as obtained from wellbore data, is added to the electrical image to facilitate the interpretation of the electrical units. Fig. 4 permits to distinguish two main areas related to contrasting electrical properties: (i) on one hand, in the western part of P1 (from 30 to 47 m along the profile direction), the asphalt and backfills deposits are defined by a layer characterized by high resistivity values (> 40 Ω·m) on top of conductive materials (< 20 Ω·m), which corresponds to the clayey loams characteristic of the site; (ii) on the other hand, electrical properties of the contaminated area (between 10 and 28 m along the 
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Journal of Contaminant Hydrology 201 (2017) 19-29 profile direction) reveal the opposite pattern, with low resistivity values (~10 Ω·m) associated to the asphalt and backfill materials, and slightly higher resistivity values for the clayey loams (20-40 Ω·m); such area is also related to the highest hydrocarbon concentrations reported (up to 6300 mg/kg in soils samples, as indicated in Fig. 4 ).
In the contaminated area mapped by P1 (1 to 25 m along profile direction), it is also possible to delineate a few anomalies characterized by higher resistivity values (approximately 40-60 Ω·m) at depths between 3 and 6 m bgs, with such anomalies not found in the western section of P1 (in clean sediments).
Seasonal monitoring 2010-2012
Resistivity changes occur throughout the monitoring in all areas of P1 (Fig. 5) , with significant variations particularly observed in the contaminated anomalies described above (between 3 and 6 m bgs).
To quantitatively investigate temporal changes in the electrical properties, we extracted model parameters from the electrical images at four different locations (indicated by black crosses and circles in Fig. 5 ). Such voxels represent four different areas along the profile direction associated with different contaminant concentrations. Their evolution over time, expressed in percentage of resistivity change compared to baseline measurements, is shown in Fig. 6 . Plots of the electrical resistivity for voxels extracted from the contaminated area, at a depth of 3.75 m bgs, reveal a periodic pattern: electrical resistivity values show an important decrease (> 40%) from December 2010 to August 2011, which then increase until January 2012 (+ 40%), when they decrease again until July 2012 (−30%) and then increase again from July 2012 to December 2012 (+20%). Variations are periodical, with slightly lower resistivity changes in 2012 than in 2011. Resistivity values extracted at 1.75 m bgs, also in the contaminated area, reveal similar periodical fluctuations but for lower magnitudes (maximum changes of~20%), which are also slightly reduced in 2012. In contrast, resistivity values extracted from the uncontaminated area reveal minimal variations over time and no periodical fluctuations. Large changes of electrical resistivity observed in depth between 0 and 2 m bgs are mostly related to seasonal changes in the saturation of the backfill materials and will not be further discussed.
Discussion
December 2010: baseline measurements
To explain the low electrical resistivity observed in the most contaminated area, we argue that the release of metabolic products increases the salinity (i.e., fluid conductivity). Hydrocarbons likely act as electron donors, enhancing bacterial activity; thus, promoting the release of organic and carbonic acids, which in turn enhances the weathering of grains and increases the electrical conductivity of the electrolyte, as described in detail in Abdel Aal et al. (2006) and discussed by Atekwana and Atekwana (2010) taking into account observations from different studies (e.g. Sauck et al., 1998; Atekwana et al., 2000; Bradford, 2007; Cassidy, 2008) . Furthermore, biomass accumulation may also lead to the increase in the electrical conductivity due to surface conduction along the membrane of microbial cells or biofilm (Revil et al., 2012) . Furthermore, recent studies have demonstrated the stimulation of iron reducers in aged hydrocarbon plumes, promoting the precipitation of metallic minerals (Mewafy et al., 2011) ; thus modifying the electrical response of impacted sediments due to enhanced electronic conduction. To investigate the presence of such metallic minerals in the contaminated area, we drilled a hole down to a depth of 4.4 m at the distance of 20 m along P1 and collected 5 soil samples representing different depth intervals (see Table 1 ).
We then measured the mass magnetic susceptibility of each sample using a Kappabridge KLY-3 susceptibility meter (AGICO Corporation, Brno, Czech Republic, operating frequency of 875 Hz). Results are illustrated in the Fig. 7a . For each data presented, we made the measurement on 5 subsamples to assess the variability of mass X at each depth interval. Sample no 1 is characterized with higher mass X (6.9 × 10 − 6 m 3 kg − 1 ) compared to the underneath samples. The mean values of samples no 2, 3 and 4 are in the same order of magnitude (respectively 1.9 × 10 ) while the value of sample no 5 is one order of magnitude lower (3.1 × 10 − 8 m 3 kg − 1 ).
We analyzed the percentage of material retained by a bar magnet to determine the proportion of iron-rich material in each depth interval. Backfill deposits (sample no 1) contain up to 25% of magnetic minerals, while the underneath samples contain < 1%. Although zones of active iron-reduction are difficult to identify with certainty (due to the low vertical sampling resolution, the high variability of mass magnetic susceptibility measurements and the masking effect of the backfill layer with high content of magnetic material), they are however suspected for samples no 3 and no 4 that lay within the hydrocarbon smear zone induced by groundwater table fluctuations (see Fig. 7b ).
The presence of contaminants in concentrations ranging from 25 to 200 mg/kg (see boreholes F102, PH1, FM1, F103 and PH2 in Fig. 2a and Fig. 4) suggests that resistive anomalies observed at depths between 3 and 6 m in the contaminated area are related to the presence of hydrocarbon contaminants but with reduced or minimal biodegradation (i.e., negligible release of carbonic acids). Hence, such anomalies may be interpreted as source-zones associated with trapped hydrocarbons in phase, underlying the increase in the electrical resistivity, as observed in previous studies (e.g., Atekwana et al., 2002) . The leakage of hydrocarbons from buried tanks and historical depths in the ground- Fig. 4 . Resistivity model for P1 with available lithological logs in combination with measurements of mineral oil concentrations in soil (expressed in mg/kg) at different depths along the profile (red and yellow numbers) and definition of the DOI limit (white line). Anthropogenic deposits are mainly composed of a thin layer of asphalt (20 cm) overlying a layer of backfills with a variable thickness (max. 1.2 m). Underneath it, loamy or clayey-loamy soils are mainly found with small beds of peat and altered chalks at some locations (see FC9). Highest contaminant concentrations are found in the first 3 m of soil though contaminants are still detected down to 5 m. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) D. Caterina et al. Journal of Contaminant Hydrology 201 (2017) 19-29 water level (levels down to 4 m bgs were, for instance, reported in summer 2008) can explain the transport of free-phase contaminants to 5 m depth, as observed in P1. The application of the bioremediation to the source zone is in line with our interpretation of the resistive anomalies observed in P1.
Seasonal monitoring
The periodic changes observed in the resistivity values for the contaminated area follow the trend of seasonal temperature variations (Fig. 6c) , as well as from groundwater level fluctuations (Fig. 6d) , suggesting that both influence the resistivity variations. Bulk electrical conductivity increases with temperature Hayley et al., 2007; Hermans et al., 2014) . Temperature influences both σ f (via fluid viscosity and ionic mobility) and σ s (via surface ionic mobility). According to , σ f and σ s increase linearly with increasing temperature. We calculated the fractional change in σ f per degree Celsius from a water sample collected in FM1 (see location in . Hayley et al. (2007) found, for similar materials, a value of the fractional change in surface ionic mobility (directly affecting surface conductivity) per degree Celsius equals to 0.018°C − 1 . Both σ f and σ s vary in the same range with temperature. Consequently, approximately 2% of σ b change per degree Celsius is expected at the site. Air temperature variations (Fig. 6c) reveal a consistent pattern with the periodical changes observed in the electrical resistivity values for pixels extracted from the contaminated region of P1, which also reflects the seasonal variations observed in groundwater table. During the biostimulation phase (from June 2008 to July 2011), the temperature of groundwater coming from the pumping wells was monitored. Seasonal variations between 7°C and 21°C were reported (Fig. 8a) suggesting that air temperature still directly affects soil temperature at depth below 2 m. Variations in electrical conductivity measured in groundwater samples (Fig. 8d ) also reveal consistent seasonal variations with groundwater temperature. Nevertheless, the plot in Fig. 8d D. Caterina et al. Journal of Contaminant Hydrology 201 (2017) 19-29 shows some scattering along the monitoring period, likely related to variations in the samples. Analysis of the temporal variations in other geochemical parameters such as pH (Fig. 8b) , dissolved oxygen ( Fig. 8c ) and nitrate concentrations (Fig. 8e) reveal only a poor correlation with the change observed in the electrical resistivity. We provide in Fig. 9 soil temperature data collected with a distributed temperature sensor (AP Sensing Linear Pro Series N4386, 10 cm resolution) in September 2012 and November 2012 in two piezometers (F103 in Fig. 9a and FC3 in Fig. 9b ) located along the profile direction. From the data provided, it is clear that the influence of air temperature on soil temperature is still significant at least down to 4 m bgs.
To illustrate the maximum possible influence of temperature on electrical properties, we computed the estimated changes in the electrical resistivity due to air temperature variations (see dashed curve in Fig. 10 ) using the following petrophysical model and assuming a fractional change of σ b per degree Celsius of 2%.
where σ b , estimated is the estimated bulk electrical conductivity at the date of interest, σ b , Dec2010 is the bulk electrical conductivity extracted from the baseline model, T is the air temperature at the date of interest, and T Dec2010 is the baseline air temperature. The solid curve (Fig. 10) presents the evolution of model parameters (i.e., electrical resistivity) extracted from the contaminated region at 3.75 m bgs. Although both curves reveal a consistent evolution over time, there are clear discrepancies in the magnitude, in particular for the winter periods. Thus, it is clear that the only effect of temperature on fluid viscosity and ionic mobility cannot explain the changes in the electrical resistivity. However, temperature is also known to control bacterial activity and growth in the sense that a higher temperature generally results in a higher enzymatic activity (Alvarez and Illman, 2006) . For instance, Blume et al. (2002) showed that for an increase of soil temperature from 3 to 20°c, the microbial activity in soil could increase by 83%. Furthermore, an increase in temperature also enhances the solubility of hydrocarbons. An increase in the microbial activity will directly lead to the release of carbonic acids. Hence, it is possible to explain seasonal variations in the electrical resistivity as a clear indication of microbial activity, which is promoted at higher temperatures and is indirectly stimulated by a larger availability of carbon sources (due to the higher solubility of hydrocarbon at higher temperatures). Thus, winter periods, associated to shallow depths to the groundwater table and lower temperatures, are clearly correlated to a decrease in the electrical resistivity due to the decrease in temperature, lower hydrocarbon solubility and the transport of free-phase from deeper horizons.
In combination with the effect of temperature, we believe that fluctuations in groundwater (see Fig. 6d ) also influence the electrical resistivity by controlling the microbial activity taking place at the site, in particular, the switch between aerobic and anaerobic conditions, which in turn controls geochemical changes in groundwater associated to changes in redox-conditions, accumulation of biomass, the release of metabolic products as well as groundwater temperature variations (e.g., Warren and Bekins, 2015) .
Hence, it is possible to confirm that periodic variations in the electrical properties of hydrocarbon-impacted sediments are related to geochemical changes in the subsurface mainly induced by microbial activity which is in turn controlled by seasonal changes in the soil temperature and the depth to groundwater table. D. Caterina et al. Journal of Contaminant Hydrology 201 (2017) 19-29 
Conclusions
We applied ERT monitoring to investigate bio-geochemical changes in the bulk electrical resistivity in a site impacted by the leakage of underground diesel fuel storage tanks. ERT data were collected over a monitoring period of two years following three years of biostimulation (pump and treat, nutrient addition & reinjection). Our results reveal that the most contaminated areas above the groundwater table level are associated to low resistivity (< 10 Ω·m), likely due to microbial transformations of the oil contaminants and in particular to the release of carbonic acids, biomass accumulation and bioprecipitation of conductive minerals, as it has been observed in numerous studies. Below the groundwater level, we report resistive anomalies in clayey sediments associated to trapped hydrocarbons below the groundwater level that do not undergo active biodegradation. Our results reveal seasonal variations of the bulk electrical resistivity in the contaminated areas correlated to seasonal fluctuations in the depth of the groundwater table and temperature. In agreement with existing petrophysical models, electrical resistivity in our monitoring images decreases during the summer periods (lower temperatures) and increases in winter.
Computed changes in the electrical resistivity, based on the temperature variations, cannot fully explain the variations observed. Thus, it is possible to conclude that variations in the bulk electrical resistivity are controlled by microbial activity (release of metabolic products such as carbonic acids and biomass accumulation among other processes), which in turn is strongly influenced by seasonal variations. However, further research is needed to completely understand the biogeochemical processes taking place in hydrocarbon contaminated areas and the associated electrical signatures.
Future works performed at the field scale should involve the more D. Caterina et al. Journal of Contaminant Hydrology 201 (2017) 19-29 frequent acquisition of electrical measurements to further capture the dynamic of microbial activity. In addition, electrical measurements should include induced polarization (IP) data that may provide a clearer picture of the effects associated with the presence of hydrocarbons, as evidenced by Flores Orozco et al. (2012a) and Flores Orozco et al. (2015) , and spontaneous potential (SP) data that are sensitive to redox conditions and may therefore reveal areas of active biodegradation (e.g., Naudet et al., 2004) . For the inversion, the application of spatio-temporal regularization schemes (e.g., Karaoulis et al., 2011) could be particularly relevant and interesting to explore. Similarly to Sihota et al. (2016) , the collection of soil temperature, soil volume water content, precipitation data and CO 2 effluxes is also recommended. Finally, as a complement to the field measurements, the collection of soil samples to study petrophysics (e.g., Revil et al., 2011) or microbial processes (e.g., Masy et al., 2016) in laboratory would be also be helpful for the interpretation of field data.
