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Abstract
The Brown–Ravenhall operator describes an electron under a Coulomb force and subject to relativity and is
de0ned in terms of the associated Dirac operator and the projection onto the positive spectral subspace of the
free Dirac operator. For a speci0c optimal charge range it is known to be positive. The paper investigates the
following properties of the angular momentum channels: the optimal charge range for positivity, the location
and nature of the spectrum and the existence of embedded eigenvalues.
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1. Introduction
The fact that the Dirac operator is unbounded below creates problems if it is used to describe
multi-particle relativistic systems since the resulting operator has a spectrum which covers the whole
of the real line. To overcome this di=culty Brown and Ravenhall in [3] (see also [2]) proposed
the following one-particle model. To describe an electron in the 0eld of its nucleus and subject to
relativistic e@ects, the operator of Brown and Ravenhall is
B :=+
(
D0 − e
2Z
| · |
)
+ (1.1)
acting in the Hilbert space H :=+(L2(R3)⊗ C4). The notation in (1.1) is as follows:
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• D0 is the free Dirac operator
D0 = cQ
˜
i
∇+ mc2 ≡
3∑
j=1
c
˜
i

j
9
9xj
+ mc2;
where Q= (
1; 
2; 
3) and  are the Dirac matrices given by

j =
(
0 j
j 0
)
;  =
(
12 02
02 −12
)
with 02; 12 the zero and unit 2× 2 matrices, respectively, and j the Pauli matrices
1 =
(
0 1
1 0
)
; 2 =
(
0 −i
i 0
)
; 3 =
(
1 0
0 −1
)
:
• + denotes the projection of L2(R3) ⊗ C4 onto the positive spectral subspace of D0, that is
(0;∞)(D0), where (0;∞) is the characteristic function of (0;∞). If we set
fˆ(p) ≡F(f)(p) =
(
1
2˜
)3=2 ∫
R3
e−ix·p=˜f(x) dx
for the Fourier transform of f, then it follows that
(+f)∧(p) = +(p)fˆ(p);
where
+(p) =
1
2
+
cQ · p+ mc2
2e(p)
; e(p) =
√
c2p2 + m2c4 (1.2)
with p= |p|.
• 2˜ is Planck’s constant, c the velocity of light, m the electron mass, −e the electron charge, and
Z the nuclear charge.
A number of interesting properties of (1.1) have been uncovered in recent years. For instance,
the following have been established.
(i) In [5] B is shown to be bounded below if and only if 
Z6 
Zc=2=[2=+=2], where 
=e2=(˜c)
is Sommerfeld’s 0ne structure constant, thus con0rming a prediction of Hardekopf and Sucher
[7] based on a numerical argument. On taking 
 = 1137 , its physical value, we have Zc  124
and hence all known elements are included in the range Z6Zc. For Z6Zc; B is, in fact,
shown to be strictly positive in [4,11], the estimate B¿m(1 − 
Z)¿ 0:09 being obtained in
[11]; a sharper lower bound for all Z6Zc is derived numerically in [10].
(ii) The essential spectrum ess(B) is proved in [5, Theorem 2] to coincide with [mc2;∞) when
Z ¡Zc and the singular continuous spectrum shown to be empty. In [12, Theorem 8], it is
proved that ess(B) = [mc2;∞) when Z = Zc. When Z ¡Zc; B is a form sum whereas when
Z=Zc this is not so, and is de0ned as the Friedrichs extension of the restriction of B to rapidly
decreasing Pauli spinors.
(iii) In [1] a virial theorem is established for B, and this yields the result that B has no embed-
ded eigenvalues when Z6Z ′ = 3=4
¡Zc, and hence its spectrum is absolutely continuous
in [mc2;∞) in this range. The number Z ′ has a special signi0cance in [12] concerning the
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self-adjointness of operators bl; s in the partial wave decomposition of B; in bl; s; l denotes
the angular momentum channel and s the spin, and bl; s has domain L2(0;∞; [1 + p2] dp). Tix
proves that for (l; s) =(0; 12) or (1;− 12), the operators bl; s are all self-adjoint for Z ¡Zc, but
b0;1=2 and b1;−1=2 are self-adjoint if Z ¡Z ′, essentially self-adjoint when Z = Z ′ and symmetric
with a one-parametric family of self-adjoint extensions when Z ′¡Z6Zc. In [1] it is proved
that when (l; s) =(1;− 12), the bl; s have no eigenvalues in [mc2;∞) for Z ¡Zc, but only for
Z6Z ′ when (l; s) = (1;− 12).
With the exception of some of those in [1], the results mentioned above have been obtained from
a partial wave decomposition of B. In order to be speci0c, we start by observing that a spinor is in
the positive spectral subspace of D0 if and only if its Fourier transform can be written as
 ˆ (p) =
1
n(p)
(
[e(p) + e(0)] u(p)
c(p · ) u(p)
)
; n(p) = [2e(p)(e(p) + e(0))]1=2 (1.3)
for some u∈L2(R3) ⊗ C2, a Pauli spinor. An orthonormal basis of L2(S2) ⊗ C2 is given by the
spherical spinors
l;m;s(!) :=




√
l+ s+ m
2(l+ s)
Yl;m−1=2(!)
√
l+ s− m
2(l+ s)
Yl;m+1=2(!)

 ; s=
1
2 ;


−
√
l+ s− m+ 1
2(l+ s) + 2
Yl;m−1=2(!)
√
l+ s+ m+ 1
2(l+ s) + 2
Yl;m+1=2(!)

 ; s=−
1
2
(1.4)
with l = 0; 1; 2; : : : ; m = −l − 12 ; : : : ; l + 12 and Yl;k are the normalised spherical harmonics on the
unit sphere S2 which vanish for |k|¿l; we denote by I the set of admissible indices (l; m; s). The
index l denotes the angular momentum channel and s the spin. Any u∈L2(R3)⊗C2 can be written,
with p= |p|; != p=|p|, as
u(p) =
∑
(l;m; s)∈I
p−1al;m; s(p)l;m;s(!) (1.5)
and a calculation yields
( ;B ) = (u; bu)
=
∑
(l;m; s)∈I
l;m; s[al;m; s]
=
∑
(l;m; s)∈I
(al;m; s; bl; sal;m; s)
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=
∑
(l;m; s)∈I
{∫ ∞
0
e(p) |al;m; s(p)|2 dp
−
cZ

∫ ∞
0
∫ ∞
0
Lal;m; s(p′)kl; s(p′; p)al;m; s(p) dp′ dp
}
; (1.6)
where
kl; s(p′; p) =
[e(p′) + e(0)]Ql( 12 [p
′=p+ p=p′])[e(p) + e(0)]
n(p′)n(p)
+
c2p′pQl+2s( 12 [p
′=p+ p=p′])
n(p′)n(p)
=: k(1)l; s (p
′; p) + k(2)l; s (p
′; p) (1.7)
say, and Ql denotes the Legendre function of the second kind; see [5] for details. For Z ¡Zc, the
quadratic forms l;m;s have domain L2(0;∞; e(p) dp) and are closed and positive in L2(0;∞). The
operators bl; s are the associated self-adjoint operators.
The value of the critical charge Zc for B is determined by the operator b0;1=2 (see [5, Lemma
1]) and results in [1,4,10–12] are focused on this value of Zc. In fact, there is a critical value,
Zc(l; s) say, which is such that bl; s is de0ned and positive in the charge range Z6Zc(l; s) and
Zc(l; s)¿Zc ≡ Zc(0; 12). The objective in this paper is to determine Zc(l; s) and then analyse the
spectral properties of bl; s for Z6Zc(l; s). Analogues of the results in (i)–(iii) above are given for
all values of l; s and the full range Z6Zc(l; s).
We shall need the following properties of the Mellin transformM. It is de0ned on L2((0;∞); dr=r)
by
 ](s) := (M )(s) :=
1√
2
∫ ∞
0
p−1−is (p) dp; s∈R (1.8)
and has inverse
(M−1 ])(p) =
1√
2
∫ ∞
−∞
pis ](s) ds; p∈ (0;∞): (1.9)
It is a unitary map from L2((0;∞); dr=r) onto L2(R). Convolution on L2((0;∞); dr=r) is de0ned by
( ∗ ’)(s) = 1√
2
∫ ∞
0
 (p)’
(
s
p
)
dp
p
(1.10)
and we have that
M( ∗ ’) =  ] · ’]: (1.11)
The Mellin transform of the Legendre functions of the second kind satis0es
M
[
Ql
(
1
2
(
· + 1·
))]
(z) =
1
2
√

2
'([l+ 1− iz]=2)'([l+ 1 + iz]=2)
'([l+ 2− iz]=2)'([l+ 2 + iz]=2) : (1.12)
2. Positivity of bl; s
The operator bl; s is the self-adjoint operator associated with the closed sesquilinear form
l;s(’;  ) =
∫ ∞
0
e(p) L (p)’(p) dp− 
cZ

∫ ∞
0
∫ ∞
0
L (p′)kl; s(p′; p)’(p) dp′ dp; (2.1)
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de0ned for ’;  ∈L2(0;∞; e(p) dp), where the kernel kl; s is given by (1.7). It follows from
[12, Corollary 1] that bl; s has the same domain as the operator b0l; s in which the mass m = 0,
and bl; s− b0l; s can be extended to a bounded operator on L2(R+). We start by proving the following
lemma in which the critical charge Zc(l; s) is evaluated.
Lemma 2.1. For all admissible values of (l; s); b0l; s¿ 0 for Z6Zc(l; s); where

Zc(l; s) = 4
{
'2( 12 [l+ 1])
'2( 12 [l+ 2])
+
'2( 12 [l+ 2s+ 1])
'2( 12 [l+ 2s+ 2])
}−1
: (2.2)
For Z ¿Zc(l; s); b0l:s is unbounded below.
Proof. The lemma will follow if we can prove that Zc(l; s) is the optimal value of Z in the inequality

cZ

∫ ∞
0
∫ ∞
0
L’(p′)k0l; s(p
′; p)’(p) dp′ dp6
∫ ∞
0
p |’(p)|2 dp
for ’∈L2(0;∞; e(p) dp); or; with  (p) =√p’(p);

cZ

∫ ∞
0
∫ ∞
0
1√
pp′
k0l; s(p
′; p) L (p′) (p) dp′ dp6
∫ ∞
0
| (p)|2 dp
for  ∈L2(0;∞); note that we have written k0l; s for the kernel in the massless case. Since (1=
√
pp′)
k0l; s(p
′; p) is homogeneous of degree −1 and positive; it follows from [8; Section 9.3(319)] that


Zc(l; s)
=
1
2
{∫ ∞
0
Ql
(
1
2
[
r +
1
r
])
dr
r
+
∫ ∞
0
Ql+2s
(
1
2
[
r +
1
r
])
dr
r
}
=
1
2
√
2
{
M
[
Ql
(
1
2
(
· + 1·
))]
(0) +M
[
Ql+2s
(
1
2
(
· + 1·
))]
(0)
}
; (2.3)
where M denotes the Mellin transform;
=

4
{
'2( 12 [l+ 1])
'2( 12 [l+ 2])
+
'2( 12 [l+ 2s+ 1])
'2( 12 [l+ 2s+ 2])
}
by (1.12). Hence (2.2) is proved. If Z ¿Zc(l; s); bl; s ceases to be positive; and if d) denotes the
dilation operator de0ned by
(d)u)(p) = ) −1=2u(p=));
we have that b0l; s=)
−1d−1) b
0
l; sd). Since ) is arbitrary and d) is unitary on L
2(0;∞); b0l; s is unbounded
below if Z ¿Zc(l; s).
We have that bl; s¿ 0 for Z6Zc(l; s) if and only if∫ ∞
0
∫ ∞
0
’(p′)kl; s(p′; p)’(p) dp′ dp6


cZc(l; s)
∫ ∞
0
e(p) |’(p)|2 dp (2.4)
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for all real ’∈L2(0;∞; e(p) dp). Set
p= mcx; p′ = mcy;  (x) =
√
e(mcx)’(mcx); gl(r) = Ql( 12 [r + 1=r]); l∈N 0: (2.5)
Then (2.4) becomes∫ ∞
0
∫ ∞
0
t(x; y) (x) (y) dx dy6


Zc(l; s)
∫ ∞
0
 2(x) dx; (2.6)
where
t(x; y) =
1
2


√√
x2 + 1 + 1
x2 + 1
gl(x=y)
√√
y2 + 1 + 1
y2 + 1
+
√√
x2 + 1− 1
x2 + 1
gl+2s(x=y)
√√
y2 + 1− 1
y2 + 1

 : (2.7)
Therefore, if T denotes the symmetric operator
(T )(x) =
∫ ∞
0
t(x; y) (y) dy (2.8)
on L2(0;∞), then bl; s¿ 0 for Z6Zc(l; s) if and only if
‖T‖ := ‖T :L2(0;∞)→ L2(0;∞)‖= 

Zc(l; s)
: (2.9)
Theorem 2.2. For the operator T in (2.7)


Zc(l; s)
6 ‖T‖6 1
2
sup
0¡x¡∞
F(x);
where
F(x) =
(√
x2 + 1 + 1
)
x
∫ ∞
0
zgl(z)
x2z2 + 1
dz
+
(√
x2 + 1− 1
) x
x2 + 1
∫ ∞
0
gl+2s(z)
dz
z
and Zc(l; s) is given in (2.2).
Proof. It follows as in [4; Lemma 3.4] that with f/ = 1=
√
x for x∈ (1; /) and 0 otherwise; where
/¿ 1; we obtain by l’Hospital’s Rule
‖T‖¿ lim
/→∞
(Tf/; f/)
‖f/‖2
= lim
/→∞
{
(ln /)−1
∫ /
1
(∫ /
1
t(x; y)
dy√
y
)
dx√
x
}
= lim
/→∞
{√
/
∫ /
1
t(/; y)
dy√
y
+
√
/
∫ /
1
t(x; /)
dx√
x
}
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= 2 lim
/→∞
∫ 1
1=/
/t(/; /u)
du√
u
= 2
∫ 1
0
lim
/→∞
[/t(/; /u)]
du√
u
=
∫ 1
0
[gl(u) + gl+2s(u)]
du
u
=
1
2
∫ ∞
0
[gl(u) + gl+2s(u)]
du
u
=


Zc(l; s)
by (2.3). In deriving this lower bound; we have used that
/t(/; /u)√
u
6
gl(u) + gl+2s(u)
u
∈L1(0; 1)
to justify taking the limits under the integral sign; and
lim
/→0
/t(/; /u)√
u
=
gl(u) + gl+2s(u)
2u
:
The proof of [4, Lemma 3.5] remains valid in our case but we give a sketch proof for completeness.
The key step is the following inequality which is a simple consequence of the Cauchy–Schwarz
inequality: for a positive measurable function h and real positive measurable functions f; g with
g(1=u) = g(u) on (0;∞)∫ ∞
0
∫ ∞
0
f(x)g(x=y)f(y) dx dy
6
(∫ ∞
0
∫ ∞
0
f2(x)g(x=y)
h(y)
h(x)
dx dy
)1=2(∫ ∞
0
∫ ∞
0
f2(y)g(y=x)
h(x)
h(y)
dx dy
)1=2
=
∫ ∞
0
f2(x)
(∫ ∞
0
g(y=x)
h(y)
h(x)
)
dx:
It follows that for all positive measurable functions h0; h1 on (0;∞)∫ ∞
0
∫ ∞
0
t(x; y)’(x)’(y) dx dy
=
1
2


∫ ∞
0
∫ ∞
0
√√
x2 + 1 + 1
x2 + 1
’(x)gl(x=y)
√√
y2 + 1 + 1
y2 + 1
’(y) dx dy
+
∫ ∞
0
∫ ∞
0
√√
x2 + 1− 1
x2 + 1
’(x)gl+2s(x=y)
√√
y2 + 1− 1
y2 + 1
’(y) dx dy


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6
1
2
∫ ∞
0
(√
x2 + 1 + 1
x2 + 1
∫ ∞
0
h0(y)
h0(x)
gl(y=x) dy
+
√
x2 + 1− 1
x2 + 1
∫ ∞
0
h1(y)
h1(x)
gl+2s(y=x) dy
)
’2(x) dx:
Hence,
‖T‖ 6 A(h0; h1)
:=
1
2
sup
0¡x¡∞
{(√
x2 + 1 + 1
x2 + 1
)∫ ∞
0
h0(y)
h0(x)
gl(y=x) dy
+
(√
x2 + 1− 1
x2 + 1
)∫ ∞
0
h1(y)
h1(x)
gl+2s(y=x) dy
}
=
1
2
sup
0¡x¡∞
F(x);
where
F(x) =
(√
x2 + 1 + 1
) x
x2 + 1
∫ ∞
0
h0(xz)
h0(x)
gl(z) dz
+
(√
x2 + 1− 1
) x
x2 + 1
∫ ∞
0
h1(xz)
h1(x)
gl+2s(z) dz:
The choice
h0(x) =
x
x2 + 1
; h1(x) =
1
x
(2.10)
ensures that the operator T has no extremal functions, and hence, for all real ’∈L2(0;∞); ’ =0
a.e.,
(T’; ’) =
∫ ∞
0
∫ ∞
0
t(x; y)’(x)’(y) dx dy¡
(
1
2
sup
0¡x¡∞
F(x)
)∫ ∞
0
’2(x) dx; (2.11)
this remark follows by the same argument as that used in [4, Lemmas 3.5 and 3.7]. We also have(
x
x2 + 1
)∫ ∞
0
h0(xz)
h0(x)
gl(z) dz = x
∫ ∞
0
z
x2z2 + 1
gl(z) dz
and ∫ ∞
0
h1(xz)
h1(x)
gl+2s(z) dz =
∫ ∞
0
gl+2s(z)
dz
z
to give Theorem 2.2.
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Fig. 1. F(x); l= 0.
To prove that bl; s¿ 0 for Z6Zc(l; s), it is therefore su=cient to show that 12 sup0¡x¡∞ F(x) =
=(
Zc(l; s)). Note that
lim
x→∞
1
2
F(x) =
∫ ∞
0
gl(z)
dz
z
+
∫ ∞
0
gl+2s(z)
dz
z
=


Zc(l; s)
:
It is therefore su=cient to prove that F(x) attains its supremum at in0nity. We may consider only
the case s= 12 since Zc(l;− 12)¿Zc(l; 12): this follows from the identity
'(x)'( 12)
'(x + 12)
=
∫ 1
0
tx−1(1− t)−1=2 dt; (2.12)
which implies that '(x)='(x+ 12) is a non-increasing function. The fact that F(x) has this property
in the case (l; s)= (0; 12), and hence b0;1=2¿ 0, was established in [4]. For other values of (l; s), the
analysis is complicated, and we have resorted to a numerical procedure, and only for l=0; 1; 2. Each
of the analysed graphs of F(x) has the shape of Fig. 1. Of course, much depends on the choice of
h0; h1 in (2.10), but as the graphs indicate, this choice seems to be adequate for the cases considered.
The above analysis implies that for Z ¡Zc(l; s); bl; s is de0ned as the form sum
bl; s = eu
(
−
cZ

kl; s
)
;
where
(e )(p) = e(p) (p)
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and
(kl; s )(p) =
∫ ∞
0
kl; s(p′; p) (p′) dp′;
also bl; s has form domain L2(0;∞; e(p) dp). When Z = Zc(l; s); bl; s is de0ned as the Friedrichs
extension of the restriction of e − (
cZ=)kl; s to the rapidly decreasing functions. The proof of
[5, Theorem 2; 12, Theorem 8] can be used to prove
Theorem 2.3. For Z6Zc(l; s); ess(bl; s) = [mc2;∞). When Z ¡Zc(l; s)sc(bl; s) = ∅.
Thus in (0; mc2), the spectrum of bl; s (bl; s) consists only of eigenvalues. For su=ciently small
values of Z it was established in [6], using a new min–max principle, that the eigenvalues of
the Brown–Ravenhall operator are bounded below by the eigenvalues of the Dirac operator with
Coulomb potential. Their proof is invariant under spherical decomposition. This implies that bl; s has
an in0nite number of eigenvalues in (0; mc2) for all su=ciently small values of Z . Since mc2 is the
bottom of the essential spectrum of bl; s and increasing Z leads to smaller bl; s, the standard min–max
principle gives us
Theorem 2.4. For Z6Zc(l; s); (bl; s)∩ (0; mc2] consists of an in<nity of eigenvalues accumulating
at mc2.
3. Absence of embedded eigenvalues
In the 0rst part of this section we apply the Virial Theorem established in [1] to determine
al; s ∈ [mc2;∞) which is such that bl; s has no eigenvalues in [al; s;∞) for Z6Zc(l; s). This will yield
a Z∗(l; s)¡Zc(l; s) which is such that bl; s has no eigenvalues embedded in its essential spectrum
[mc2;∞) if Z6Z∗(l; s).
Theorem 3.1 (Balinsky and Evans [1, Lemma 2.1]). Let U (a); a∈R+; be a one parameter family
of unitary operators on a Hilbert space H which converges strongly to the identity as a → 1. Let
T be a self-adjoint operator in H and Ta =f(a) U (a)TU (a)−1; where f(1) = 1 and f′(1) exists.
If ’∈D(T ) ∩D(Ta) is an eigenvector of T corresponding to an eigenvalue 3 then
lim
a→1
(
’a;
[
Ta − T
a− 1
]
’
)
= 3f′(1)‖’‖2;
where ’a = U (a)’.
A consequence of the Virial Theorem (see [1, (3.9)]) is
Corollary 3.2. Let Z ¡Zc(l; s) and bl; s’= 3’. Then(
3
e(0)
− 1
)∫ ∞
0
|’(p)|2
{
1− e(0)
e(p)
+
e(0)2
e(p)2
}
dp
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=

cZ

∫ ∞
0
∫ ∞
0
L’(p′)k(2)l; s (p
′; p)’(p)
[
1
e(p′)
+
1
e(p)
]
dp′ dp
−
∫ ∞
0
|’(p)|2 [e(p)− e(0)][2e(p)− e(0)]
e(p)2
dp
=

cZ

I1 − I2 (3.1)
say; where; k(2)l; s is de<ned in (1.7); namely
k(2)l; s =
c2p′pQl+2s( 12 [p
′=p+ p=p′])
n(p′)n(p)
; n(p) = [2e(p)(e(p) + e(0))]1=2:
Theorem 3.3. The operator bl; s has no eigenvalues in the interval [max{1; 32 [Z=(Z∗(l; s)) − 13 ]}
mc2;∞); where 
Z∗(l; s) = 32(l + 2s + 12). In particular; bl; s has no eigenvalues in [mc2;∞) if
Z6Z∗(l; s).
Proof. For an arbitrary positive measurable function h; we have in (3.1)
I16 c2
∫ ∞
0
∫ ∞
0
|’(p′)| |’(p)| p
′p
n(p′)n(p)
Ql+2s
×
(
1
2
[
p′
p
+
p
p′
])√
h(p)
h(p′)
√
h(p′)
h(p)
×
[
1
e(p′)
+
1
e(p)
]
dp′ dp
6 c2
∫ ∞
0
∫ ∞
0
|’(p)|2 p
2
n(p)2
h(p′)
h(p)
Ql+2s
(
1
2
[
p′
p
+
p
p′
])[
1
e(p′)
+
1
e(p)
]
dp′ dp
by the Cauchy–Schwarz inequality and symmetry;
= c2
∫ ∞
0
|’(p)|2 p
2
n(p)2
{
1
h(p)
∫ ∞
0
h(p′)
e(p′)
Ql+2s
(
1
2
[
p′
p
+
p
p′
])
dp′
+
1
h(p)e(p)
∫ ∞
0
h(p′)Ql+2s
(
1
2
[
p′
p
+
p
p′
])
dp′
}
dp:
Let h(p) = 1=p4; when the choice of 4 is deferred until later. Then
I16 c2
∫ ∞
0
|’(p)|2 p
2
n(p)2
{
p4
∫ ∞
0
1
(p′)4e(p′)
Ql+2s
(
1
2
[
p′
p
+
p
p′
])
dp′
+
p4
e(p)
∫ ∞
0
1
(p′)4
Ql+2s
(
1
2
[
p′
p
+
p
p′
])
dp′
}
dp
6 c2
∫ ∞
0
|’(p)|2 p
2
n(p)2
{
1
c
∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du
u4+1
+
p
e(p)
∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du
u4
}
dp: (3.2)
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On substituting into (3.1) and setting p= mcx;  (x) = ’(mcx) we obtain
06
∫ ∞
0
| (x)|2
(
1− 1√
x2 + 1
+
1
x2 + 1
){
1− 3
mc2
+5(x)
}
dx;
where
5(x) =
(
1− 1√
x2 + 1
+
1
x2 + 1
)−1{
Z
2
x2√
x2 + 1(
√
x2 + 1 + 1)
×
(∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du
u4+1
+
x√
x2 + 1
∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du
u4
)
− [
√
x2 + 1− 1][2√x2 + 1− 1]
x2 + 1
}
=
x2
√
x2 + 1
(x2 + 2−√x2 + 1)(√x2 + 1 + 1)
{

Z
2
(∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du
u4+1
+
x√
x2 + 1
∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du
u4
)
− 2
√
x2 + 1− 1√
x2 + 1
}
: (3.3)
The choice 4= 12 gives
5(x) =
x2
√
x2 + 1
(x2 + 2−√x2 + 1)(√x2 + 1 + 1)
{

Z
2
(
1 +
x√
x2 + 1
)
×
∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du√
u
− 2
√
x2 + 1− 1√
x2 + 1
}
=
x2(x +
√
x2 + 1)
(x2 + 2−√x2 + 1)(√x2 + 1 + 1)
{

Z
2
I(l; s)− 2
√
x2 + 1− 1
x +
√
x2 + 1
}
6
x2(x +
√
x2 + 1)
(x2 + 2−√x2 + 1)(√x2 + 1 + 1)
{

Z
2
I(l; s)− 3
4
}
; (3.4)
where
I(l; s) =
∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du√
u
=
√
2M
(
Ql+2s
(
1
2
[
· + 1·
]))(
i
2
)
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=

2
'( 12 [l+ 2s+
3
2])'(
1
2 [l+ 2s+
1
2])
'( 12 [l+ 2s+
5
2])'(
1
2 [l+ 2s+
3
2])
=

2
'( 12 [l+ 2s+
1
2])
'( 12 [l+ 2s+
5
2])
=

l+ 2s+ 12
:
The inequality implies that 5(x)6 0; and hence 3¡mc2 if

Z6
3
2
(
l+ 2s+
1
2
)
=: 
Z∗(l; s):
If Z ¿Z∗(l; s); then
5(x)6 2
(

Z
2(l+ 2s+ 12)
− 3
4
)
and 3¡mc2
(

Z
l+2s+12
− 12
)
. The theorem is therefore proved.
Our choice 4= 12 in 5(x) is justi0ed numerically. From (3.3), 5(x)6 0 if

Z
2
6 (2
√
x2 + 1− 1){
√
x2 + 1C1(l+ 2s; 4) + xC2(l+ 2s; 4)}−1
=
2

(2
√
x2 + 1− 1)M (l+ 2s; 4; x);
say, where, by (1.8) and (1.12)
C1(l+ 2s; 4) =
2

∫ ∞
0
Ql+2s
(
1
2
[
u+
1
u
])
du
u4+1
=
'( 12 [l+ 2s+ 1− 4])'( 12 [l+ 2s+ 1 + 4])
'( 12 [l+ 2s+ 2− 4])'( 12 [l+ 2s+ 2 + 4])
and
C2(l+ 2s; 4) = C1(l+ 2s; 4− 1):
Since we seek the largest value of Z for which 5(x)6 0, we need to determine the value of 4
for which supx¿0 M (l + 2s; 4; x) attains the maximum. Our numerical procedure (using MAPLE)
indicates that 4= 12 is the appropriate value. Figs. 2 and 3 for the case l+ 2s= 6 are typical of the
general picture.
In Theorem 3.3, 
Z∗(1;− 12) = 34 , a number which was shown to have considerable signi0cance
by Tix [12] following the path of Le Yaouanc et al. [9] in their analysis of the Herbst operator. It
was proved by Tix that for (l; s) =(0; 12) or (1;− 12) the operators bl; s on L2(R+; [p2 + 1] dp), the
domain of p, are all self-adjoint for Z6Zc, while for (l; s) = (0; 12) or (1;− 12); bl; s are self-adjoint
for Z ¡Z ′, essentially self-adjoint for Z = Z ′ and are symmetric with a one-parameter family of
self-adjoint extensions when Z ′¡Z6Zc. We now investigate if this interesting apparent connection
between the self-adjoint properties of bl; s and the Virial Theorem is a coincidence, or a feature of
other operators bl; s.
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Fig. 2. (g; x) → M (6; g; x).
Fig. 3. x → M (6; 12 ; x).
In view of the fact noted in the 0rst paragraph of Section 2 that bl; s − b0l; s can be extended to a
boundary operator on L2(R+), it is su=cient to consider the massless operator b˜l; s having domain
L2(R+; [p2 + 1] dp) and
b˜l; s = c[p− 
Zvl; s];
where
(vl; s )(p) =
1

∫ ∞
0
k0l; s(p
′; p) (p′) dp′
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and
k0l; s(p
′; p) =
1
2
{
Ql
(
1
2
[
p′
p
+
p
p′
])
+ Ql+2s
(
1
2
[
p′
p
+
p
p′
])}
:
On setting b]l; s =Mb˜l; sM
−1, where M denotes the Mellin transform (see (1.8)), we have on using
(1.11)
b]l; s 
](z) = cM(p )(z)− c
Z

M(
√
2k0l; s(p
′; p) ∗ p′ (p′))
= c ](z + i)− c
Z
4
{
'([l+ 1− iz]=2)'([l+ 1 + iz]=2)
'([l+ 2− iz]=2)'([l+ 2 + iz]=2)
+
'([l+ 2s+ 1− iz]=2)'([l+ 2s+ 1 + iz]=2)
'([l+ 2s+ 2− iz]=2)'([l+ 2s+ 2 + iz]=2)
}
 ](z + i)
= c[1− 
ZVl;s(z)] ](z + i)
say. It follows by the argument of [9, Theorem 1] (cf. [12, Theorem 3]) that b]l; s is closed if and
only if

Z = 
Z ′(l; s) = Vl;s(i=2)−1 = 4
{
'([l+ 12]=2)
'([l+ 52]=2)
+
'([l+ 2s+ 12]=2)
'([l+ 2s+ 52]=2)
}−1
:
Note that the de0nition of the Mellin transform we have adopted is slightly di@erent to that in [9,12].
This leads to the analogue of Tix’s result in [12, Theorem 7] for the cases (l; s)= (0; 12) or (1;− 12),
namely, that b˜l; s is self-adjoint for Z ¡Z ′(l; s), essentially self-adjoint for Z=Z ′(l; s) and symmetric
with defect indices (1; 1) for Z ′(l; s)¡Z6Zc(l; s).
Thus, in the notation of Theorem 3.3,

Z ′(l; 12)¡l+
3
2 ¡
Z
∗(l; 12);

Z ′(l;− 12) = l− 1=4l6 
Z∗(l;− 12)
with equality in the last inequality if and only if l = 1. Hence, the question raised earlier about a
connection between Z ′(l; s) and Z∗(l; s) is resolved; it is indeed special to the case (l; s) = (1;− 12).
Note that from (2.12), it follows that Z(l; s) is non-decreasing in l and also that Z ′(l; s)6Zc(l; s),
since
√
2l+ 1
'([l+ 2]=2)
'([l+ 1]=2)
¿ 12 :
It is interesting to know if Zc(l; s)=Z∗(l; s)¿ 1. When s = − 12 , we see in Fig. 4 that Zc(l;− 12)=
Z∗(l;− 12)¿ 1 except when l= 2, and
Zc(2;− 12)
Z∗(2;− 12)
=
16
15
1
16
9 +
4
9
= 0:99573 : : :
¡ 1:
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Fig. 4. x → Zc
(
x;− 12
)
Z∗
(
x;− 12
) .
Fig. 5. x → Zc
(
x;
1
2
)
Z∗
(
x;
1
2
) .
When s= 12 , Fig. 5 indicates that Zc(l;
1
2)=Z
∗(l; 12)¿ 1 if and only if l¿ 6; when l= 6
Zc
(
6; 12
)
Z∗
(
6; 12
) = 16
45
1
25
256+
1
25
= 1:025258 : : :
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and when l= 5
Zc
(
5; 12
)
Z∗
(
5; 12
) = 16
39
1
256
225
1
 +
4
81
= 0:996860 : : : :
Hence, for (2;− 12) and (l; 12); l6 5; bl; s has no embedded eigenvalues in [mc2;∞) for the whole
charge range Z6Zc(l; s).
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