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We investigate the impact of topology on the existence of impurity subgap states in a time-reversal-invariant
superconductor with an extended s-wave pairing and strong spin-orbit coupling. By simply tuning the chemical
potential we access three distinct phases: topologically trivial s-wave, topologically non-trivial s±-wave, and
nodal superconducting phase. For a single potential impurity we find subgap impurity bound states in the topo-
logical phase, but notably no subgap states in the trivial phase. This is in sharp contrast with the expectation that
there would be no subgap state in the presence of potential impurities in s-wave superconductors. These subgap
impurity states have always finite energies for any strength of the potential scattering and subsequently, the su-
perconducting gap in the topological s±-wave phase survives but is attenuated in the presence of finite disorder.
By creating islands of potential impurities we smoothly connect the single impurity results to topological edge
states of impurity island. On the other hand, magnetic impurities lead to the formation of Yu-Shiba-Rusinov
states in both the trivial and topological phases, which even reach zero energy at certain scattering strengths. We
thus propose that potential impurities can be a very valuable tool to detect time-reversal-invariant topological
superconductivity.
I. INTRODUCTION
Questions about the role of impurities for the properties
of materials have for a long time been one of the most im-
portant challenges in condensed matter physics [1–3]. This
is also true for superconductors (SCs), where many different
features have already been attributed to impurity effects [4].
Already soon after the development of BCS theory, conven-
tional spin-singlet s-wave superconductivity was found to be
very robust against the random potential disorder induced by
non-magnetic impurities, a result coined as Anderson’s Theo-
rem [5–8]. In contrast, in the presence of time-reversal sym-
metry breaking perturbations, such as magnetic impurities, or
when the superconducting gap has a nodal structure, like p-
wave or d-wave pairing symmetry, impurity scatterings has
been found to suppress superconductivity [9–11]. For exam-
ple, the competitive interplay of magnetism and supercon-
ducting orders in the vicinity of a single classical spin im-
purity, has been shown to give rise to so-called subgap Yu-
Shiba-Rusinov (YSR) states [12–14]. These spin-polarized
bound states have been experimentally extensively verified us-
ing low-temperature scanning tunneling microscopy (STM)
and scanning tunneling spectroscopy (STS) techniques [15–
18].
Recently, the interest in impurity effects in SCs has been
further boosted by the theoretical predictions and subse-
quent experiments suggesting that topological superconduc-
tivity can emerge in an atomic chain of magnetic impuri-
ties on top of a conventional SC [19, 21–28]. Topological
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SCs are particularly interesting as they host exotic excitations
such as Majorana bound states with promising applications
in fault-tolerant quantum computations [29–34]. The most
well known example of topological superconducting phases is
the spinless chiral p-wave phase, in which time-reversal sym-
metry is broken and this can be engineered in semiconduc-
tor/SC heterostructures [35–38] or with magnetic impurities
as mentioned above. But, based on the periodic table of topo-
logical phases many other possibilities exists[39]. In particu-
lar, topological time-reversal-invariant (TRI) superconductiv-
ity in class DIII has recently been intensively studied, where
Kramer’s pairs of Majorana bound states are predicted to ex-
ist [39–46]. Beside many proposals for TRI topological SCs
exploiting exotic interactions or complex structures [47–55],
a more simple route has been proposed based on proximity ef-
fect between Rashba semiconductors and s±-wave SCs. [56].
Unconventional s± pairing is believed to exist in the iron-
based SCs and is characterized by two separate s-wave gaps
with opposite signs in different parts of the first Brillouin zone
[57–61].
Motivated by both theoretical predictions and experimental
observations of topological superconductivity, various works
have explored the effects of both magnetic and non-magnetic
impurities on the order parameter and bound states formation
in chiral p + ip-wave and other time-reversal symmetry bro-
ken phases [62–69]. In addition, general symmetry analyses
of the existence of zero-energy impurity states have been per-
formed in both topological insulators [63] and superconduc-
tors [64, 65]. Furthermore, impurity-related phenomena in
iron-based SCs have also been the subject of intense inves-
tigation on on theory and experiment fronts [71–78]. Specif-
ically, exploiting a multi-band model, it has been shown that
it is needed to invoke interband scattering in s±-wave SCs to
generate potential impurity bound states [71].
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2In this work, we turn the attention to impurity effects in
a two-dimensional Rashba spin-orbit semiconductor together
with an extended s-wave pairing. This system has multiple
advantages. It can easily be realized in hybrid structures com-
bining a Rashba spin-orbit coupled semiconductor with an
s±-wave iron-based SC [56]. It also has a wide range of tun-
ability, where it is very simple to tune from a topological non-
trivial to a trivial regime, and also to incorporate a nodal phase
in-between. This offers exemplary opportunities for both the-
ory and experiment to investigate the impact of topology on
impurity states, where the superconducting state itself has the
normally expected very robust s-wave symmetry.
As a key finding we reveal distinct behaviors of poten-
tial impurities in topologically trivial and non-trivial phases
of the system. In fact, while a non-magnetic impurity does
not induce any subgap states in the trivial phase, subgap
bound states emerges in the topological phase. Nevertheless,
non-magnetic impurities never give rise to zero-energy bound
states and they thus only moderately suppress pairing in topo-
logical phase of the system, but never fully deplete it. This
is in sharp contrast to the behavior of standard s-wave SCs
for which no subgap state is induced as a result of interac-
tion with a non-magnetic impurity. We are able to attribute
these subgap states to the bulk-boundary correspondence of
topological matter [79], viewing the impurity region as a triv-
ial domain within the topological non-trivial bulk. The con-
nection becomes even more evident when studying finite size
islands of potential impurities. Moreover, we show that, ir-
respective of topology, adding a magnetic impurity results in
YSR subgap states. Our results both demonstrate that poten-
tial impurities can be used as a probe of the topology in TRI
Rashba coupled SCs and establish that interband scattering is
not the only mechanism in which potential impurities generate
sub gap states in s±-wave SCs as stated in Ref. [71].
The remainder of the paper is organized as follows. In
Sec. II, we introduce the system and its Hamiltonian and
discuss its distinct phases, as well as describe both the T -
matrix and numerical lattice diagonalization formalisms used
to study the impurity effects. In Sec. III we first present the
results for single magnetic and potential impurities. Then, we
discuss small island of impurities. Finally, the summary and
concluding remarks are presented in Sec. IV.
II. MODEL AND METHOD
In this section, we first introduce the model Hamiltonian
of the system under study, namely, a two-dimensional Rashba
spin-orbit coupled material with an extended s-wave SC pair-
ing and then present our methods for solving the impurity
scattering problem. This system can be realized in a hybrid
structure composed of a thin Rashba layer in proximity to
an s±-wave superconductor. A large tunability of this hybrid
structure take it through three distinct phases: TRI topologi-
cal s±-wave, nodal, and trivial s-wave superconducting phase
and makes it a very promising model to study topological ef-
fects. To in-detail investigate impurity scattering, we imple-
ment two different methods: the T -matrix approach, which is
performed in momentum space, and tight-binding (TB) cal-
culations in the real-space lattice basis for a finite size square
lattice.
A. Bulk Hamiltonian
A TRI topological SC can be constructed at the interface
of a two-dimensional (2D) Rashba material with an s±-wave
spin singlet SC, as originally proposed in Ref. [56]. In order
to model such an interface, we assume a 2D square lattice
with nearest neighbor hoping t, Rashba spin-orbit interaction
λR, and superconducting pairing which consists of on-site ∆0
and isotropic nearest neighbor ∆1 terms, which give extended
s-wave symmetry. The TB Hamiltonian within the standard
mean-field framework for superconductivity reads,
HTB0 =
∑
ijσ
[−1
2
(tij + µδij)c
†
iσcjσ + ∆ijc
†
iσc
†
jσ¯]
− λR
∑
i,η=±
ηc†i,↑(ci−ηxˆ,↓ − ici−ηyˆ,↓) + H.c., (1)
with ∆ij = ∆0 for i = j, while we restrict the range of
hopping and pairing to nearest neighbors as ti6=j = t and
∆i6=j = ∆1. Since superconductivity is induced by proximity
effect, e.g. from an iron-based SC substrate, self-consistency
should not play a major role, even for the electronic structure
of impurities (see e.g. Ref. [68, 80, 81]), and we can safely
assume constant order parameters.
The resulting Bogoliubov-de Gennes (BdG) Hamiltonian in
momentum space for the fully translationally invariant bulk is,
H0 =
∑
k
Ψ†khkΨk,
hk = τ3 [σ0ξk + 2λR (σx sin ky − σy sin kx)] + τ1σ0∆k,(2)
where we define
ξk = −2t(cos kx + cos ky)− µ,
∆k = ∆0 + 2∆1 (cos kx + cos ky) . (3)
Here, σi and τi are the Pauli matrices in spin and Nambu
(particle-hole) spaces, respectively. The so-called Nambu
spinor ΨTk = (ck↑, ck↓, c
†
−k↓,−c†−k↑), consists of four el-
ements corresponding to annihilation and creation of elec-
trons with different spins. The extended s-wave pairing ∆k in
Eq. (3) can lead to a sign-changing order parameter between
the Γ(0, 0) and the M(pi, pi) points in the Brillouin zone,
which subsequently leads to the topologically non-trivial s±-
wave superconducting phase. The significance of this is that
it provides a very rich phase diagram including TRI topolog-
ically trivial, non-trivial, and nodal phases but still within a
single spin-full band picture. It is worth mentioning that ac-
cording to the presence of strong spin-orbit coupling in the
system, all these phases are achievable for a wide range of
parameters.
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FIG. 1. (Color online.) Fermi surfaces ε±(k) = 0 and nodal-lines
of the gap function ∆k in the topologically non-trivial (a), nodal (b),
and trivial (c) phases.
The energy dispersion of the Hamiltonian Eq. (2) reads
E±(k) = ±
√
ε2±(k) + |∆k|2,
ε±(k) = ξk ± 2λR
√
sin2 kx + sin
2 ky. (4)
The Fermi surface consists of two portions, which encircle ei-
ther the Γ or M points and are given by the solutions of the
equation ε±(k) = 0. The superconducting gap function also
reveals a nodal curve governed by ∆k = 0, along which the
superconducting gap confronts a sign-change. Fig. 1 shows
the Fermi surface of the normal Hamiltonian (ε± = 0) to-
gether with nodal lines of the gap function (∆k = 0).
As shown in Fig. 1(a,c), two different gapped phases can
be obtained, depending on whether both Fermi lines lie com-
pletely inside a region with a single sign of the pairing poten-
tial ∆k (in Fig. 1(c)) or if they lie in different regions with
different signs of ∆k (Fig. 1(a)). The former is a topologi-
cal trivial conventional s-wave SC where the order parameter
does not change sign, while the latter corresponds to a topo-
logical s±-wave SC. The topology can be identified by ob-
serving that the system belongs to class DIII of topological
states [39] which has a Z2 topological index ν = 0(1) for the
topologically trivial (non-trivial) phases, respectively, and is
protected by time-reversal, particle-hole, and chiral symme-
tries. A gapless (nodal) phase also takes place when one of
the Fermi pockets crosses this nodal curve, as illustrated in
Fig. 1(b). It is clear that in this phase, there exist multiple
points in the Brillouin zone with E±(k) = 0 which gives rise
to gapless or nodal superconducting state. The large benefit of
our model is thus that three distinct phases are easily achiev-
able by simply tuning the chemical potential which moves the
Fermi surface positions.
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FIG. 2. (Color online.) Electronic DOS in the bulk for Eq. (2), in
the topologically non-trivial (blue solid), nodal (black dashed), and
trivial (red dotted) phases.
To obtain the spectral properties for the system, we utilize
the bulk Green’s function which can be calculated from the
Hamiltonian Eq. (2) as
G0(k, ω) =
1
2
∑
η=±
ωτ0 + εη(k)τ3 + ∆(k)τ1
ω2 − ε2η(k)− |∆(k)|2
⊗ (σ0 + ησ1 sinφk − ησ2 cosφk), (5)
where φk = arcsin
(
sin ky/
√
sin2 kx + sin
2 ky
)
. Fig. 2
shows the electronic density of states (DOS) in the bulk cal-
culated from
ρe(ω) =
−1
pi
∑
k
Im
{
Tr [(
τ0 + τz
2
)G(k, ω)]
}
. (6)
and in all three phases; fully gapped topological non-trivial
s±- and trivial s-wave states, as well as in the nodal phase.
Throughout this work, we set the hopping parameter t = 1,
order parameters ∆0 = ∆1 = 0.2 and Rashba spin-orbit cou-
pling λ = 0.5. Moreover, we choose µ = 1, 2, and 2.9 to rep-
resent the topologically non-trivial, the nodal, and the topo-
logically trivial phases respectively, unless we clearly men-
tion other choices of parameters. This choice of parameters
is both convenient and, most importantly, generates the same
size gaps in both the trivial and non-trivial topological phases.
The nodal phase appears in between and illustrates the topo-
logical phase transition. As seen in Fig. 2, it is thus not pos-
sible to distinguish between the two gapped phases by only
studying the DOS, but other means are needed. We note that
several other choices of parameters can be used to model the
three different phases, but our conclusions remain intact.
In order to capture the edge modes in the different phases,
we instead find the spectrum of the real space Hamiltonian
Eq. (1) for a 50 lattice sites wide nano-ribbon, as shown in
Fig. 3. While the nodal phase is clearly gapless also for a
nano-ribbon as we see in Fig. 3(b), the topologically non-
trivial, Fig. 3(a), and trivial, Fig. 3(c), phases both have a
4band gap of 2∆g ' 0.25. In the topological phase helical
edge states also appear at the nano-ribbon edges. These are
illustrated in Fig. 3(a) by red (green) color, indicating right
(left) moving states. Due to time-reversal symmetry these
edge states emerge as Majorana Kramers pairs.
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FIG. 3. (Color online.) Energy dispersion of a 50 lattice site wide
nano-ribbon of Eq. (1) in the topologically non-trivial (a), nodal (b),
and topologically trivial (c) phases. A Majorana Kramers pair appear
in the (a) as signature of non-trivial topology, with left (red) and right
(green) moving Majorana states.
B. Impurity scattering
We add a single impurity into the system and compare the
results in different topological phases of the system. For mag-
netic impurities we treat the spin of the impurity as a classical
vector Sˆ and neglect quantum fluctuations. Thus the impurity
can be modeled as
Himp =
∑
σσ′
c†aσ
(
Uδσσ′ − J Sˆ · σσσ′
)
caσ′ , (7)
where U is the strength of the impurity potential, J the mag-
netic coupling, and a indicates the position of the impurity
in the lattice. We find that the energy of any bound states as
well as their emergence do not depend on the impurity spin
orientation since we only consider the first harmonic in the
scattering [82]. Thus, we assume the impurity moment to be
aligned in z-direction and the Hamiltonian can be written as
H = H0 +Himp, where
Himp =
∑
kk′
Ψ†khˆimpΨk′ ,
hˆimp = Uτ3σ0 + Jτ0σ3. (8)
The system in Eq. (8) and more generally any location depen-
dent perturbation can be treated using the T -matrix formalism.
The Green’s function defined as G = (ω − H0 − Himp)−1
is then expanded using the Dyson equation to we obtain the
Green’s function in momentum representation as below,
G(k,k′, ω) = G0(k, ω)δk,k′ +G0(k, ω)T (ω)G0(k′, ω),
T (ω) = [1− himp
∑
k
G0(k, ω)]
−1himp, (9)
where G0(k, ω) = (ω − hk)−1 is the bare Green’s function
given in Eq. (5). Notice that singularities of the T -matrix im-
mediately gives the impurity induced bound states.
We also perform numerical lattice calculations and we di-
rectly solve Eq. (1) on a finite lattice with Lx = Ly = 50 lat-
tice points employing periodic boundary conditions to avoid
possible hybridization of subgap states with Majorana edge
states in the topological phase. We have checked that this su-
percell size is large enough to prevent any hybridization be-
tween impurities in different supercells. The maximum size
of the impurity islands are chosen to be 25 impurities in a
5× 5 square and placed to preserve rotation symmetry of the
system. The full system including impurities is then solved by
exact diagonalization.
III. RESULTS AND DISCUSSION
Having presented the system and established its different
topological phases in the bulk in the previous section, we now
turn to the main purpose of this work and study the effects of
impurities and how they can be used to discern topology. To
tackle the problem of a single impurity, we first use the mo-
mentum space representation of the T -matrix formalism given
by Eq. (9) to find the local density of states (LDOS) close to
the impurity. Then we exploit the lattice model based on the
real-space Hamiltonian in Eq. (1) to gain complementary in-
formation. We finally turn to investigating islands of impuri-
ties to connect the single impurity limit to properties of edge
states. Before proceeding we note that the two approaches
5give the same result for the same system in the thermodynamic
limit, but, the numerical investigation of the lattice model is
more convenient for certain studies and especially for impu-
rity islands.
A. Momentum-space T -matrix approach
We start our survey by studying the LDOS at the vicinity
of a single magnetic and non-magnetic impurity embedded in
the 2D Rashba semiconductor with extended s-wave pairing.
Using the impurity Hamiltonian himp, introduced in Eq. (8)
for the magnetic and potential scattering, we obtain the real
space Green’s function and LDOS, subsequently from the T-
matrix formulation in Eq. (9). In Fig. 4 we show the resulting
LDOS in all three phases in the bulk (dotted green) and for
pure magnetic (dashed red) and potential (solid blue) scatter-
ing, when we set the magnetic (potential) strength to J = 3
(U = 3). Although both topologically trivial and nontrivial
phases of the system have similar gapped electronic DOS, as
can be seen in Fig. 2, the impurity scattering is dramatically
different.
A magnetic impurity induces states inside the supercon-
ducting gap in both the topological (ν = 1) and trivial (ν = 0)
phases. These states are the well-known YSR states, which
are formed due to the local breaking of time-reversal symme-
try (TRS). Much more interestingly is, however, that a pure
potential impurity, which preserves time-reversal symmetry
of the system, can generate subgap bound states in the topo-
logical phase, as clearly seen in Fig. 4(a). These subgap states
are clearly different from YSR states, which appear only in
the presence of a classical spin (or equivalently tiny local-
ized magnet) and upon TRS breaking. While the potential-
impurity induced subgap states are two-fold degenerate, YSR
states are non-degenerate and spin-polarized. The existence
of these subgap states is also completely contrary to the usual
expectation that there can be no state inside the gap for s-
wave SCs. It is here worth mentioning that subgap impurity
states has previously been found to appear in multiband s±-
wave SCs in the presence of non-magnetic impurities [71–74].
However, the appearance of subgap states in these mutliband
SCs is due to interband scattering processes induced by the
potential impurities. In contrast, in our topological s±-wave
SC, no scattering takes place between the two helical Fermi
surfaces and there is also no interband impurity scattering, as
the topological features protected by TRS prohibits any such
interband scattering. In fact, one can straightforwardly show
that any superficially enforced real-valued interband scatter-
ing results in a TRS breaking term, equivalent to scattering
from a magnetic impurity. Thus, per definition, potential im-
purities in helical TRI SCs as studied here cannot give rise to
interband processes and the sub gap states we find are thus
not of the same origin as those previously found in multiband
s±-wave SCs.
In addition, in the trivial phase shown in Fig. 4(c), only
magnetic impurities induce subgap states and the gap is fully
protected against potential scattering in the same way as any
conventional s-wave SC. Therefore, we deduce that the ap-
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FIG. 4. (Color online.) LDOS at the impurity site for potential (U =
3) and magnetic impurities (J = 3) in the three different phases,
topologically non-trivial (a), nodal (b), and topologically trivial (c).
pearance of the bound states induced by potential impurity
scatterings is a signature of the topological features of the
host superconducting material. It should also be mentioned
that the topologically non-trivial phase is a result of strong
spin-orbit coupling. In the λR = 0 limit corresponding to a
topologically trivial phase the LDOS instead resembles that
of the trivial phase in Fig. 4(c). This further supports that
potential impurities can be used to distinguish between differ-
ent topological classes in spin-orbit coupled extended s-wave
SCs. Possibly related, potential impurities has been shown to
generate subgap states in topological d + id′-wave SCs with
a small d′ parameter, while no subgap states are present in
the trivial d + is state, when there is instead a subdominate
s-wave part [68]. Contrary to the gapped phases, in the nodal
phase the presence of any impurity does not give rise to any
strong fingerprints and LDOS close to the impurity is only
changed by small amounts close to the Fermi energy, as seen
in Fig. 4(b).
B. Numerical results of TB model
In the following we apply complementary numerical lattice
calculations.
61. Single impurity
As expected from our T-matrix discussion, we find in the
trivial phase that a magnetic impurity leads to the formation of
a pair of YSR-states, while scattering from a potential impu-
rity never induce any subgap state. In Fig. 5(a) we show how
the YSR-states from a magnetic impurity crosses zero energy
for a critical coupling Jc and then tend towards the gap edge
as we increase J . For the case of magnetic impurities, the sub-
gap states behave qualitatively similar in the topological and
trivial phases. For the case of potential impurity, no subgap
states emerge for any coupling strength U in the trivial s-wave
phase. In contrast, in the topological s±-wave phase, not only
does a magnetic impurity induce subgap YSR states, but also a
potential impurity induces two-fold degenerate subgap bound
states, as clearly illustrated in Fig. 5(b). Intriguingly, poten-
tial impurities lead to the formation of bound states, although
no level crossing takes place. We can understand the exis-
tence of sub gap states from potential impurities, using simple
topological arguments. The potential impurity site represents
a small, one site large, domain where we can define a local ef-
fective chemical potential µeff = µ+ U . Although the chem-
ical potential is a formally global property, this local value is
still very helpful to understand the physics of the system. The
black dashed line in Fig. 5(b) marks the value where µeff is
such that the impurity site, if considered by itself, enters the
trivial phase. Clearly, this remarkably coincides with the im-
purity states starting to appear in the subgap region. Thus,
the subgap states of a potential impurity are the edge states
between a trivial region, defined by the impurity, and the sur-
rounding topologically nontrivial bulk. The fact that the edge
states are not at zero energy but found at higher energies, is
attributed to a finite size effect, causing severe hybridization
of the would-be edge states for single impurities. The results
in the next subsection, directly connect these results to those
of larger impurity domains. As is clearly seen in the inset of
Fig. 5(b), where we plot the subgap state as function of 1/U
instead, the subgap states energies not only avoid crossing at
zero energy, even slightly tending to the edge of the super-
conducting gap when the scattering potential becomes very
large, corresponding to a vacancy. The lack of level cross-
ing implies that the superconducting gap will survive even for
finite concentration of potential scatterers and in the thermo-
dynamic limit, although the gap will be attenuated compared
to a clean system. It is possible to also connect this result with
the Anderson’s theorem, which states that any scatterings that
preserve the time-reversal symmetry cannot break the Cooper
pairing in s-wave SCs with fully isotropic gap functions in
momentum space. Subsequently, bound states with an energy
inside the gap cannot be induced due to the potential impuri-
ties in such conventional SCs. For the topological s±-wave
phase, a formal violation of the theorem is allowed since the
order parameter is not fully isotropic. Our results shows that
such violation also indeed take place, but at the same time,
since the subgap states never cross zero energy for any value
of the potential scattering strength, the Anderson’s theorem
is not strongly violated. Therefore superconductivity is also
preserved in a dirty sample of a TRI topological SC, but with
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FIG. 5. Energy of subgap states from magnetic (red dashed) and
potential (blue) impurities in the topologically trivial (a) and non-
trivial (b) phases as function of impurity scattering strengths. Inset
of panel (b) shows subgap states as a function of 1/U .
reduced gap and weakened superconducting correlations.
The subgap state from potential impurities in the topolog-
ical non-trivial phase can be experimentally probed by using
STM/STS. These techniques can not only confirm the appear-
ance of subgap states, but can also scan the spatial distribution
for both positive and negative biases. Previously, these kind
of measurements for high-Tc SCs has been performed for both
potential [83] and magnetic [84] impurities and in both cases
different spatial patterns were observed for positive and neg-
ative biases. The spatial extent of the subgap impurity states
at both negative and positive bound states energies for the po-
tential impurity is illustrated in Fig. 6(a) and (b), respectively.
These figures illustrate very strong localization of the bound
states wave function to the impurity, although the tail of the
bound state wave function extends along y= ±x. Moreover,
the figures show an asymmetric behavior. While for the nega-
tive bias peak, as illustrated in Fig. 6(a), the maximum inten-
sity occurs on top of the impurity itself and sharply decreases
moving to its neighbors, for positive bias we see in Fig. 6(b)
how the intensity accumulates on the nearest neighbors to the
impurity. This asymmetry is a result of the constant sum of
electron and hole parts in each BdG state. Thus, with the
electronic DOS accumulated on top of the impurity for the
negative energy bound state, the electronic DOS of the pos-
itive energy bound state appear instead on nearest neighbor
sites. As we increase the potential scattering into the unitary
limit, the impurity-induced states remain localized to the im-
purity site, as shown in Figs. 6(c,d). This is notably in spite of
the energy of the impurity state tending towards the gap edge,
thus making the impurity-induced state not isolated in energy.
In this limit there is naturally no LDOS on the impurity site,
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FIG. 6. (Color online.) Magnitude squared of electronic wave func-
tion of subgap bound states due to a potential impurity. U = 3
potential impurity at negative (a) and positive (b) energy, as well as
vacancy at negative (c) and positive (d) energy.
with the electron wave functions instead accumulate on the
nearest neighbor sites.
2. Impurity island
So far we have shown that a potential impurity only induces
subgap bound states in the topological phase and can thus be
used to distinguish between different topological classes in the
under study system. However, these bound states do not go
very deep inside the gap regardless of the impurity scattering
strength. The potential impurity in its extreme limit, i.e. for
a vacancy, can be seen as creating a topologically trivial area
inside the host. In this case, the impurity subgap bound states
can also be viewed as an edge effect between two different
topological regions, non-trivial in the host, trivial on the va-
cancy. However, since the size of a single impurity is only one
lattice site, strong finite quantization along the edge leads to
states far from zero, albeit in the subgap regime. Here we in-
vestigate connecting the single impurity limit to that of proper
edge states for a large hole inside the host material. We do this
by increasing the spatial size of the impurity, where we thus
expect the impurity bound states to appear deeper inside the
gap since finite quantization effects decreases with increasing
hole size [85, 86].
In Fig. 7(a) we compare the results for a single potential im-
purity of strength U = 4 and an island of the same impurities
as a function of chemical potential, which probes the topo-
logically non-trivial phase to the topologically trivial phase.
Since the potential scattering U enters into the Hamiltonian
-0.1
 0
 0.1
ω
One impurity
Island of impurities (a)
ν = 1 ν = 0
-0.1
 0
 0.1
 1  1.5  2  2.5
ω
µ
Vacancy
Island of vacancies
(b)
ν = 1 ν = 0
FIG. 7. (Color online.) Impurity bound states energy as a function of
the chemical potential for (a) U = 4 and (b) vacancy (U →∞) for a
single impurity (red) and a 5 square island of impurities (blue). Tun-
ing the chemical potential drive the impurity’s host from topological
non-trivial (ν = 1, pink) to trivial state (ν = 0, cyan) past the nodal
region (white).
as an additional local chemical potential, this choice of U
brings the impurity island locally into the trivial phase. As
seen, for a single potential impurity the subgap bound states
in the non-trivial region appear relatively close to the band gap
edge. However, for a square island composed of 5×5 potential
impurities the bond states are deep inside the gap. For this is-
land, we only plot the lowest in energy bound states, but there
are in fact more subgap states. Concentrating on the trivial
region, we can see that all the states closely follow the band
gap, although for the impurity island, there are some states
that are technically inside the gap. The deep subgap states for
an impurity island in the topologically non-trivial phase are
entirely dissimilar to their shallow counterpart in the trivial
phase. To shed more light on the difference of impurity scat-
tering in topological and trivial phases, we plot the local den-
sity of states for subgap states in both phases. As it is shown in
the Fig. 8, while the subgap states in the topological phase are
strongly localized at the boundaries of the island (a,c), in triv-
ial phase they are not localized at all and fully penetrate inside
the island (b,d). So the states with energies slightly below the
superconducting gap in the trivial phase are crucially different
from the subgap states attributed to impurity effects. Putting
this together with the fact that states with energies close to the
gap edge can be veyr hard to distinguish in experiments, the
strong subgap states in the topological phase which are absent
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FIG. 8. (Color online.) Density (magnitude squared) of electronic
wave function of subgap bound states due to a potential impurity
island (U = 4) for topologically non-trivial (a,c) and trivial (b,d)
phases. Here µ = 1.0 and 2.7 for topological and trivial phases
respectively. (a,c) correspond to negative bias, (c,d) to positive bias,
and the yellow square marks the boundary of the impurity island,
with size 13× 13 lattice points.
in the trivial phase can still be used as a true fingerprint of TRI
topological SC phase.
Let us now return to Fig. 7(b) where we consider the uni-
tary limit of scattering, i.e. vacancies. In this limit, there is no
bound state in the trivial region while there are deep subgap
states for topological case, specially for the vacancy island
which is then a small hole in the material. For even larger is-
lands the lowest energy state will move even further down in
energy, until it reaches zero. At the same time there will be
a proliferation of subgap states, as there should be two prop-
agating one-dimensional edge states with minimal finite size
quantization surrounding a large hole. Note that the oscilla-
tory behavior of the impurities states, in Fig. 7(a,b), is related
to the finite size of the full lattice, i.e. Lx = Ly = 51 lat-
tice points in this case. We expect a smoother behavior in the
limit of L → ∞. We can therefore conclude that an island of
potential impurities further enhances the dicotomy between
topological and trivial phases as it deepens the energy of the
subgap impurity bound states.
IV. CONCLUDING REMARKS
In summary, we investigate the effect of magnetic and po-
tential impurities on the electronic properties of a hybrid struc-
ture constructed from a Rashba layer in proximity to an ex-
tended s-wave superconductor. This time-reversal invariant
system can undergo a topological phase transition from a triv-
ial s-wave superconductor to a non-trivial phase with s±-
wave symmetry through a nodal phase. We find that a sin-
gle magnetic impurity induces bound subgap states in both
the topologically trivial and non-trivial phases. In contrast,
a single potential impurity only induces bound subgap states
in the topological phase. This marks a sharp difference be-
tween the topological s± SC and s-wave SCs in which non-
magnetic impurities cannot induce any subgap state. In fact
this offers explicit proof that potential impurities can produce
in-gap states in s-wave SCs. Interband scattering has previ-
ously been needed to explain why potential impurities gener-
ate subgap states in s±-wave superconductors [71]. However,
in our system there is no interband scattering, even from im-
purities. Thus our results reveal an entirely other mechanism
for generating subgap states from potential impurities in ex-
tended s-wave superconductors. The mechanism in this work
is intimately tied to topology, with subgap states only appear-
ing in the non-trivial topological phase. To further strengthen
the connection to topology, and particularly the associated
helical edge states, we also study small islands of potential
impurities. The impurity bound states appear progressively
deeper within the energy gap for increasing size of impurity
islands, but due to finite-size quantum confinement effects
they are generally found at non-zero energy for all small is-
lands. Still, note that subgap states appear even for single
impurity sites. This behavior should be contrasted with the
trivial phase, where neither single potential impurities nor im-
purity islands create notable subgap states, even in the strong
scattering limit.
These results suggest that impurity effects provide a very
valuable probe to detect time-reversal invariant topological su-
perconductivity in such systems. Opposite to the major cur-
rent tools, which use the edge states and related effects at the
boundaries to study topological features, our work belong to
another category in which the information about the topology
is gathered from inside bulk. This we hope will also trigger
further investigations of time-reversal invariant superconduct-
ing topological states and bulk impurity effects from both the-
oretical and experimental perspectives.
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