In the last few decades optically stimulated luminescence (OSL) dating has become an important tool in geochronological studies. The great advantage of the method, i.e. dating the depositional age of sediments directly, can be impaired by incomplete bleaching of grains. This can result in a scattered distribution of equivalent doses (D E ), leading to incorrect estimation of the depositional age. Thoroughly tested protocols as well as good data analysis with adequate statistical methods are important to overcome this problem. In this study, samples from young fluvial sand and flood plain deposits from the Elbe River in northern Germany were investigated to compare its depositional ages from different age models with well-known historical dates. Coarse grain quartz (100-200 µm and 150-250 µm) and polymineral fine grains (4-11 µm) were dated using the single aliquot regenerative (SAR) dose protocol. The paleodose (D P ) was calculated from the D E data set using different approaches. Results were compared with the development of the Elbe River, which is well-documented by historical records and maps covering the last 1,000 years. Depending on the statistical approach it can be demonstrated that depositional ages significantly differ from the most likely depositional age. For the investigated coarse grain quartz samples all ages calculated from the MAM-3 UL , including their uncertainties, are within the historical documented age. Results of the polymineral fine grain samples are overestimating the historically documented depositional age, indicating undetectable incomplete bleaching. This study shows the importance of using an adequate statistical approach to calculate reliable OSL ages from fluvial sediments.
INTRODUCTION
In the context of the ongoing KLIMZUG-NORD project, several studies were conducted in 'The Biosphere Reserve Niedersächsische Elbtalaue' (Lower Saxonian Elbe Valley) with the aim of investigating the impact of climatic changes on the landscape evolution (cultural and natural). One target of the KLIMZUG-NORD project is the development of strategies for adaption to climatic changes with concepts for sustainable land use as well as protection of landscape and natural habitats. Accompanying these studies, samples for OSL dating have been taken to investigate the timing of flood plain deposition and soil development along the Middle Elbe River (Urban et al., 2011a) .
The OSL dating method has been developed over the last three decades and routine application to date sediments from different geological environments, e.g. aeolian, fluvial, marine and glacial is common. In recent years, dating of fluvial deposits with OSL has become more important because of the advantage of directly determining the time elapsed since deposition, therefore indirect dating with radiocarbon dating or other methods can be avoided (e.g. Wallinga and Bos, 2010) . A descriptive review of the application of OSL dating on fluvial deposits is given in Wallinga (2002) and Rittenour (2008) .
Despite the advantages of using OSL dating on fluvial deposits, the sediments deposited by fluvial processes often have the problem of incomplete bleaching of grains. During fluvial transport grains might not be fully bleached under turbid water conditions, with events having short or rapid transportation, or transport in deep water which attenuates most of the incoming solar radiation (Dietlefsen, 1992; Rendell et al., 1994) . After deposition and during burial the OSL signal builds up again adding to a remnant signal resulting in age overestimation. The incomplete and non-uniform bleaching of grains under this depositional environments may result in a wide distribution of equivalent doses (D E ) making the estimation of the true depositional age difficult using OSL dating method (Fiebig and Preusser, 2007; Duller, 2008) .
In recent years, different approaches have been developed to deal with scattered D E distributions from partially bleached sediments. Most of them were developed for a specific set of samples or based on subjective criteria (e.g., Murray et al. (1995) , the lowest x% method from Olley et al. (1998) , Fuchs and Lang (2001) ). Whereas the leading edge model from Lepper and McKeever (2002) , the central age model (CAM) and minimum age models (MAM) from Galbraith et al. (1999) and the unlogged counterparts from Arnold et al. (2009) are objective and mathematically unambiguous approaches. The logged and unlogged CAM and MAM are currently the most suitable age models for equivalent dose calculation (Galbraith and Roberts, 2012) . These models are based on a well-specified statistical basis and there suitability has been approved in empirical and modeling studies (e.g. Olley et al., 2004; Bailey and Arnold, 2006; Arnold et al., 2009) . A recent review of statistical aspects of equivalent dose calculation in OSL dating was given in Galbraith and Roberts (2012) .
Based on the historically well-documented development, land use and hydro engineering impact on the Elbe River in North Germany, this place is ideal for comparison of different statistical methods for OSL dating of fluvial sediments. For this reason, two sections were sampled for OSL dating. The depositional ages were calculated using the CAM, MAM and their unlogged counterparts, the leading edge model and the approach from Fuchs and Lang (2001) . The aim of this study is to demonstrate the differences in ages due to the application of different statistical methods or age models. The comparison of the obtained ages with the historicallydocumented river evolution will give indication about the most suitable age model in obtaining reliable results.
STUDY AREA

Regional setting
The study area is located at the Elbe River (river kilometer 513 to 515) around 90 km southeast of Hamburg close to the village Wehningen in North Germany ( Fig.  1a and 1b) . With 1094 km length and 148,268 km² catchment area, the Elbe River is one of the major rivers in Europe (IKSE). The course of the Elbe River changed significantly during the last Quaternary glaciations of Northern Europe. The pre-glacial (Late Neogene) river course was very likely in a northern direction from the German/Czech border passing Berlin into the Baltic Sea (Woldstedt, 1956; Genieser, 1962) . Due to the extent of the Scandinavian ice sheet in Germany during the Elsterian (MIS 12), Saalian (MIS 6 to 8) and Weichselian (MIS 2 to 4) glaciations, the drainage pattern of the river changed to a northwestern direction. During periods of ice retreat, the Elbe River changed its course and almost followed the old pathway to the north (Woldstedt, 1956) . In northern Germany the present river course developed during the maximum extent of the Weichselian ice sheet between 22,000 and 18,000 years BP (Ehlers et al., 2007) . The flow to the Baltic Sea was blocked and in front of the ice sheet the Elbe Urstromtal developed which is now the drainage valley of the Elbe River. Since the beginning of the 19 th century, the German part of the Elbe River has been massively influenced by human activities. River engineering was intensified to make the river navigable as well as to control floods and drift ice (Rommel et al., 2012) .
The Elbe River is a meandering river. Remnants of previous meanders like oxbow lakes or abandoned river arms are still visible (Fig. 1c) . The area under investigation is located in the Middle Elbe flood plain and has an area of approximately 140 ha. Based on the evolution of (Weniger, 2010) . The Old Foreland developed during the natural change of the meander to a more southward position. An abandoned river arm in the northern part indicates the former position of the active river channel. The development of the Younger Foreland is due to human activities. At the end of the 18 th century river engineering activities started in this area. Due to the use of gabions, fascines and construction of groins, new land was gained and as a result, the river moved about 400 m to the south (Fig. 1d) . The present riverbed is kept in a fixed position with groins, which are constructed in such a way that erosion and sedimentation along the riverbanks are mostly equal.
Two sections have been investigated and sampled for OSL dating, one located in the Old Foreland (section 1) and the other in the Young Foreland (section 2) (Fig. 1d) . Section 1 (Fig. 2) is located in the eastern part of the study area on a plateau. With an elevation of 13.7 m above the present sea level and 2.3 m above the mean water level of the river this area represents the higher elevated part of the Old Foreland. The section was excavated to a depth of 1 m. The basal part is built of medium to fine grained fluvial sand. Drillings show that this sand continues to a depth of at least 2 m below the surface. The sand appears homogenous with no apparent sedimentological structures. The upper part of the section is comprised of a 78 cm thick floodplain deposit which is mostly silty sand. The uppermost 17 cm of the floodplain deposit is sandy loam. The transition between the floodplain deposit and the sand is characterized by a 15 cm thick unit of alternating sand and silt layers. From section 1, two samples for OSL dating were collected, one from the floodplain deposit (WEH1-1) and one from the basal fluvial sand (WEH1-2).
Section 2 (Fig. 3) is located in the western part of the study area at an elevation of 12.9 m above present sea Weniger, 2010) . level in the Younger Foreland. The section was excavated to a depth of 1.3 m. The basal part is built of medium grained fluvial sand. Drillings show that the sand continues to a depth of at least 2 m below surface. The upper part of the investigated section is mostly a loamy and silty floodplain deposit with intercalated 1 to 5 cm thick layers of medium grained sand. The contact between the sand layers and the floodplain deposit is sharp. From section 2, five samples were collected; three from the fluvial sand (WEH2-2, WEH2-4 and WEH2-5) and two samples were taken from the floodplain deposit (WEH2-1 and WEH2-3).
Historical evolution of the Elbe River in the study area
The anthropogenic impact on the landscape happened at different times and by different activities such as building of dams and founding settlements. Wehningen began to be populated in 1158 AD (Fabel, 2001) , and three years later in the year 1261 AD a first dam was constructed to protect the village from floods (Puffahrt, 1999) . The location of this dam was approximately along a levee which is today the border between the Old Foreland and the Young Foreland (Fig. 1d) Weniger, 2010) . section 1 is located. The age of deposition for sample WEH1-2 should therefore be older than 749 years (all ages mentioned here are related to the year of sampling in 2010 AD). Due to the lack of historical records older than the year 800 AD the position of the river cannot be reconstructed beyond this point.
In the year 1590 AD the old dam was demolished and a new dam was constructed close to the present dam location (Greve, 1999) . From this time the area where section 1 is located could be flooded and deposition of sediment was possible. Hence, the upper part of the floodplain deposit should be younger than 420 years (Fig.  2) . It is likely that the lower part of the floodplain deposit in this section is older than 420 years. But there is no visible unconformity in the sedimentary record to distinguish this.
The young foreland, where section 2 is located, developed since 1775 AD due to intensified river management (Weniger, 2010) . On historical maps from 1726 AD and 1775 AD it is clearly visible that at the position where section 2 is located was an active river channel (Fig. 4) . Due to construction of fascines and groins, new land was gained successively. In the time period from 1843 AD to 1881 AD the area of section 2 finally became land (Figs. 1d and 4) . Based on this development, the depositional age of sample WEH2-5 from the sand at the base in section 2 should be between 129 years and 210 years old. For the floodplain deposit with the intercalated sand layers, an age younger than 129 years can be expected. An ongoing study of heavy metal distribution in the flood plain deposit of section 2 shows increased concentrations of Hg at a depth of 30-40 cm (max. 19 mg/kg Hg) and a second peak at a depth of about 15 cm (max. 15 mg/kg Hg). The first peak corresponds with the years 1950-1960 AD, a period of heavy pollution of the river with dioxin, Hg and other heavy metals (Urban et al., 2011a; Götz et al., 2007) . And the second peak corresponds with the year 1980 AD where again heavy pollution with Hg in the Elbe River occurred (Urban et al., 2011a) . Based on these data the depositional age of samples WEH2-1, WEH2-2, WEH2-3 and WEH 2-4 may fall between 50 and 129 years ago (Fig. 3) .
OPTICALLY STIMULATED LUMINESCENCE DATING
Paleodose estimation
Samples for OSL dating were collected using opaque plastic tubes. After cleaning the section, the tubes were hammered into the wall. The samples were prepared in the Luminescence Laboratory at the Section S3: Geochronology and Isotope Hydrology in the Leibniz Institute for Applied Geophysics in Hannover (Germany). In the laboratory the tubes were opened under subdued red light and the light-exposed outer parts from each side of the tubes were removed. The remaining material passed through the standard sample preparation procedures for density. The quartz fraction was etched with concentrated hydrofluoric acid (40% HF) for 60 minutes to remove feldspar and the outer layer of the grains which is affected by α-radiation. The remaining material was re-sieved to remove damaged grains. The purified quartz fraction with a grain size from 100-200 µm and 150-250 µm was used for OSL dating. Quartz grains were mounted using silicon oil (Rüsch Silkospray) on stainless steel discs. The grains were placed in the center of the aliquot which covered an area of 2-3 mm in diameter containing ~400 grains on average. The preparation of the fine grained samples was done according to Frechen et al. (1996) . This method includes removal of carbonates, organic material and destruction of aggregates using similar method as discussed for coarse grain sand. Separation of the 4-11 µm fraction was done by settling (based on Stokes law) using a centrifuge. The prepared polymineral fine grain material was mounted on aluminum discs by settling in acetone. Each aliquot contained 2 mg of sample material covering the complete disc.
Coarse grained quartz from fluvial deposits and polymineral fine grain samples from flood plain deposits have been dated. Samples have been measured in the Luminescence Dating Laboratory in the Department of Geosciences at the National Taiwan University in Taipei (Taiwan, R.O.C.). Two TL/OSL systems TL-DA-15 from Risø have been used for equivalent dose estimation. Optical stimulation of quartz samples was performed using blue LEDs with a wavelength of 470 nm and a power of ~45 mW/cm 2 . A 7.5 mm thick Hoya U-340 filter was used to filter the luminescence signal from quartz. The polymineral fine grain samples were stimulated using infra-red LEDs with a wavelength of 875 nm and a maximum power of 400 mW/cm². A combination of Schott BG 59 and Corning 7-59 filter was used to filter the luminescence signal from feldspar. Signals were detected with a bialkali EMI 9235QA photomultiplier tube. Irradiation of the samples was done using a 90 Sr/ 90 Y β-source with a dose rate of 0.25 Gy/s and 0.08 Gy/s, respectively. According to studies from Mauz and Lang (2004) and Mauz et al. (2006) , the dose rate has to be reduced for calculation of the equivalent dose obtained from fine grained samples. Our experiments showed that the dose rate for our reader using fine grains on aluminum discs is 16% lower than for coarse grain quartz on stainless steel discs.
Quartz samples were measured using the single aliquot regenerative dose (SAR) protocol based on Murray and Wintle (2000) and Wintle and Murray (2006) . The aliquots were checked for contamination with feldspar using the IR-depletion ratio from Duller (2003) . The feldspar in the polymineral fine grain samples was measured using a SAR protocol based on Wallinga et al. (2007) and Murray et al. (2009) . Measurements of fading rates and age correction for the feldspar samples were done using the methods from Auclair et al. (2003) and Huntley and Lamothe (2001) . Prior to D E measurement, samples were subjected to a thermal transfer test and preheat-combined dose recovery test to find the suitable preheat temperature. For each sample a dose recovery test was carried out to see if the laboratory dose could be recovered with the SAR protocol.
An early background was subtracted from the initial part of the quartz OSL signal following Cunningham and Wallinga (2010) . This has the advantage that the OSL signal is more dominated by the fast component. For the initial signal we took the first 0.5 s of stimulation and for the background, the 1.25 s following the initial signal. The signal from feldspar was derived from the first 10 s of stimulation minus a background from the last 50 s of stimulation.
The appropriate parameters of the SAR protocol were obtained by preheat and thermal transfer tests on selected samples as the sediment in the study area has the same source. The preheat plateau test shows if there is any temperature dependent transfer of charge which could cause erroneous D E determination (Wintle and Murray, 2006) . Since the investigated samples are young and very likely poorly bleached we expect a scattered D E distribution, and obtaining the right preheat plateau would be difficult. Hence, we used a combination of preheat and dose recovery in our study. For this test the aliquots were bleached in the OSL reader using blue LEDs two times for 40 s to reset the natural signal. The bleached aliquots were then irradiated with a fixed β-dose of 2.5 Gy and measured with a SAR protocol with preheat and same cutheat temperatures ranging from 160°C to 300°C in intervals of 20°C. For each temperature step three aliquots were measured and the mean and standard deviation were calculated. Fig. 5a shows the result of the preheat test for sample WEH2-4. For preheat temperatures from 160°C to 220°C the ratio between given and measured dose is close to unity and the scatter between the aliquots is low. For preheat temperatures from 240°C to 300°C, the ratio between given and measured dose increases as does the scatter between the aliquots. Also the recycling ratios for preheat temperatures higher than 240°C are beyond of 10% uncertainty. The recuperation also increases strongly to mean values of 20% and 40% for preheat temperatures higher than 260°C.
Young quartz samples can be affected by thermal transfer (Madsen et al., 2005; Wintle and Murray, 2006) . A procedure similar to the preheat-dose recovery test was used to estimate thermal transfer at various temperatures without giving any artificial irradiation after bleaching the natural signal. The results of the thermal transfer test (Fig. 5b) have shown, that for preheat temperatures from 160°C to 220°C there is no significant luminescence signal due to thermal transfer. For preheat temperatures from 240°C to 300°C the equivalent dose is increasing from around 0.2 Gy to a maximum value of 2.1 Gy. Based on the results of these tests a preheat and cut-heat temperature of 200°C was chosen for all quartz samples.
For the polymineral fine grain samples a low preheat and cut-heat temperature of 160°C was taken. The results of the thermal transfer test showed a strong increase of the equivalent dose for preheat temperatures higher than 200°C from around 0.2 Gy to a maximum value of 6.9 Gy (Fig. 5b) .
Dose recovery tests have been performed for all samples to test whether a laboratory dose can be recovered by the applied SAR protocol. For each sample 10 aliquots were measured. The aliquots were bleached in the OSL reader by blue LEDs or infrared LEDs to remove the natural signal. After bleaching the samples were given a fixed β-dose which was close to the expected equivalent dose and was measured using the selected SAR protocol. For an optimum SAR protocol the ratio of the recovered dose to the applied dose should be in the range of 1.0±0.1 (Murray and Wintle, 2003) . The results of the dose recovery tests are summarized in Table 1 . Based on the results of the tests a SAR protocol was developed ( Table  2 ) and the equivalent doses were determined using this protocol.
Dose rate estimation
The natural luminescence signal is the result of the interaction of radiation from the surrounding sediment with the crystal structure. Radiation in the sediment derives from the natural radioactivity mainly from the decay of U, Th, K, and their daughters. It is essential for the calculation of the age to know the dose rate of the sediment. Dose rate estimation was done by gamma-ray spectrometry in the Section S3: Geochronology and Isotope Hydrology at the Leibniz Institute for Applied Geophysics in Hannover (Germany). Untreated samples were dried, homogenized and filled into Marinelli beakers which had been sealed to avoid exchange of Rn and were stored for at least 4 weeks to attain equilibrium. An N-type coaxial HPGe detector was used for measurement. Energy and efficiency of the detector were calibrated using reference material from the International Atomic Energy Agency: IAEA-RGK-1, IAEA-RGU-1 and IAEA-RGTh-1. Measurements were performed for 700 g samples in Marinelli beakers for at least 24 hours or until the 40 K peak reached 1,000 counts. Uranium series activity was calculated from the activities of the daughter nuclides 234 The activity of 40 K was measured directly. The cosmic radiation contributes to the dose rate in the sediment and depends on latitude, altitude and depth of deposition. In this study the approach from Prescott and Stephan (1982) and Prescott and Hutton (1994) was used to calculate the cosmic dose rate. As samples were taken from very thin layers or close to adjacent layers the dose rates were corrected by calculating the dose rates from the activity concentration at the sampling depth and from adjacent layers (Aitken, 1985) . The annual dose rate was corrected for attenuation by water in the sediment using the percentage of present day moisture content to the dry weight of the sample. As the investigated sections are periodically flooded and ground water level can change, the error for the water content was set large to take these seasonal fluctuations into account. Details of moisture content used and dose rate calculation are summarized in Table 3 . Fuchs and Lang (2001) . Aitken (1985) and the corrected dose rate was then used for age calculation. For calculation of the dose rates conversion factors published by Guerin et al. (2011) were used. A systematic error of 8% is included for the calculation of the dose rates including uncertainties from beta-attenuation, conversion factors, calibration of the gamma-ray detector and effects of past disequilibrium (Murray and Olley, 2002; Olley et al., 1996) . 
DATA ANALYSIS Preparation of the data set
For each coarse grained quartz sample, 96 aliquots were measured to get sufficient number of equivalent doses for statistical analysis. For polymineral fine grain samples, 40 aliquots were measured. The growth curves of the quartz samples were fitted using a linear function and for the polymineral fine grain samples, a single exponential rise to maximum function was used. The error of each equivalent dose includes counting statistic, error in curve fitting and 2% measurement error. D E values were accepted for final D E estimate, only when the recycling ratio obtained within 15% uncertainty, the IRdepletion ratio is between 1.0 and 0.8, indicating no feldspar contamination and the recuperation is not exceeding 5% of the natural signal. The number of accepted aliquots is shown in Table 4 . It can be seen that for samples WEH1-2 and WEH2-5 from the basal sand layers, 70% of the measured aliquots passed whereas for samples WEH2-2 and WEH 2-4 from the sand layers, almost 90% passed. Most of the rejected aliquots had shown poor signal to noise ratio and lower sensitivity. In Fig. 6 examples of OSL signal decay curves and growth curves for sample WEH2-5 are shown. All aliquots from the polymineral fine grain samples showed bright signals and good growth curves as demonstrated in Fig. 6 . All aliquots from the polymineral fine grain samples passed the acceptance criteria and were used for D E estimation. Our data sets were not checked for outliers. Tests for outliers are based on the assumption that the data has a normal distribution, which is not the case for the fluvial samples here. Applying outlier tests would truncate the data sets. The D E distributions of the polymineral fine grain samples show clearly the absence of outliers so no statistical test was applied.
To characterize the distribution for each sample, statistical parameters were calculated ( Table 4) . These are overdispersion (σ OD ) using the central age model from Galbraith et al. (1999) and the overdispersion (σ OD(UL) ) from the unlogged central age model (Galbraith and Roberts, 2012) , skewness and kurtosis with their standard error using the formulas presented in Bailey and Arnold (2006) . We also used the Kolmogorov-Smirnov-test to see if the distribution of equivalent doses follows a normal distribution. The D E distributions for all coarse grain quartz samples are shown in Fig. 7 and for all polymineral fine grain samples in Fig. 8 . For each sample we included a scatter plot showing the errors against the D E values on a linear scale, a kernel density estimate (KDE) which is an estimate of the probability density function and a radial plot which is an ideal plot to show variations in D E values and their different precisions. Details and advantages of these forms of graphical displays are highlighted in Galbraith and Roberts (2012) . Radial plots and kernel density estimate plots were generated using Radial Plotter 1.3 from Vermeesch (2009) .
Age models and paleodose calculation
In completely bleached sediments, the distribution of the equivalent doses of a sample should be close to the arithmetic mean. In heterogeneously bleached samples, such as fluvial sediments, the D E distribution generally shows larger variability. Several authors (e.g. Duller, 1994; Murray et al., 1995; Olley et al., 1998; Lepper and McKeever, 2002; Geyh, 2008 ) described a strong positively-shifted distribution in younger sediments. In such cases it is hard to decide which of the equivalent doses represents the 'true' depositional age. Different techniques were worked out to exclude insufficiently bleached signal components from the paleodose (D P ) estimation and statistical test can in many cases improve the degree of confidence in the results. In this study we calculated the paleodose (D P ) from equivalent dose (D E ) distribution using the following methods such as mean and median, method after Fuchs and Lang (2001) , leading edge model from Lepper and McKeever (2002) , central age model and minimum age model after Galbraith et al. (1999) and their unlogged counterparts based on Arnold et al. (2009) . For completeness we also mention the approaches from Murray et al. (1995) , Olley et al. (1998) and Cunningham and Wallinga (2012) . These models were not used in this study and the reasons are described in the following sections. Galbraith et al. (1999) and σOD(UL) was calculated from the unlogged central age model following Galbraith and Roberts (2012) . Skewness and kurtosis are shown with their standard error, which was calculated using the formulas presented in Bailey and Arnold (2006) 
Method after Fuchs and Lang (2001)
This method was developed for samples having less proportion of heterogeneously bleached grains. Dose recovery tests are used to characterize the precision and accuracy of the SAR procedure. It is assumed that the scatter of the D E values obtained from dose recovery tests represents the best achievable precision for natural samples, whereas larger scatter is the result of incomplete bleaching of grains before deposition. For each sample, dose recovery tests have to be made and from all recovered dose, the arithmetic mean and relative standard deviation is calculated. This value is used as threshold for calculation of the paleodose D P from the set of D E ob tained by the SAR measurement. Practically, this is done by calculating the arithmetic mean starting from the two lowermost D E and stepwise increasing the number of D E creating a running mean. This procedure stops when the relative standard deviation reaches the same value as the relative standard deviation of the dose recovery test. This mean is used for age calculation. In this study, dose recovery tests as described in the previous section were made for all samples using 10 aliquots. The relative standard deviation from the arithmetic mean of the obtained doses was calculated ( Table 1 ) and used as the threshold for calculation of the burial dose here. The error is the standard deviation.
Fig. 6. Examples of OSL signals and growth curves for coarse grain quartz sample WEH2-5 (a) to (f) and polymineral fine grain sample WEH1-1 (g) to (i). Diamond in growth curves (c), (f), (i) represents the Ln/Tn of the natural signal. Circles are showing the Lx/Tx values for the regenerative doses. Some error bars are too small to be seen in the figure. The uppermost two rows are showing the natural OSL signals (a), (d), the OSL signals after beta-irradiation with 2 Gy (b), (e), and the resulting growth curves (c), (f), for different aliquots from sample WEH2-5. In the row (d) to (f) one aliquot with not acceptable OSL behavior is shown. There was no natural OSL signal (d) detectable and after beta-irradiation with 2 Gy the OSL signal was still low (e). These low OSL signals are leading to Lx/Tx values with large errors and unreliable equivalent dose estimation for this aliquot. All aliquots from the polymineral fine grain samples showed signals and growth curves as represented by the aliquot shown in the row (g) to (i). RR = recycling ratio.
Fig. 7. Equivalent dose (DE) distributions of the coarse grained quartz samples. For each sample a graph of standard error versus DE estimate, kernel density estimate (both on unlogged DE scale) and a radial plot (on a log DE scale) is shown. The overdispersion value calculated from the central age model is given as σOD and from the unlogged central age model as σOD(UL). Overdispersion values displayed in squared brackets are calculated without the highest DE value from the distribution.
Leading edge model from Lepper and McKeever (2002)
This model is based on the assumption that on the rising limb (leading edge) of a dose distribution an edge effect occurs. In well bleached sediments, as in loess or fine grained dune sands, the luminescence signal of nearly all grains should be set to zero at deposition which is expressed in a narrow D E distribution. On the other hand, young fluvial sediments tend to show a broader D E distribution due to different amount of bleaching and re-setting of the luminescence signal before deposition. As the reset of the grains can never be less than zero, an edge effect in the D E distribution can still exist. This leading edge is associated with grains that were completely reset before deposition, therefore the leading edge equivalent dose should represent the age of deposition best. The paleodose D P is calculated from the second derivative of the Gaussian equation which is fitted to the rising limb of a histogram of the D E distribution. This method has the advantage of being straightforward and easy to apply, but it suffers from the issue of the appropriate bin width for the histogram. With this step, subjectivity can enter into the analysis as bin widths for histograms are an arbitrary choice. If the bin width is too small, the resolution of the histogram will be too high and no clear rising limb is
Fig. 8. Equivalent dose (DE) distributions of the polymineral fine grain samples. For each sample a graph of standard error versus DE estimate, kernel density estimate (both on unlogged DE scale) and a radial plot (on a log DE scale) is shown. The overdispersion value calculated from the central age model is given as σOD and from the unlogged central age model as σOD(UL).
recognizable. This hampers proper fitting of the Gaussian equation and can lead to age underestimation as only a few lowest D E values are taken into account. On the other hand, a bin width which is too large will reduce the resolution of the histogram and fitting to the rising limb may result in higher ages. Lepper and McKeever (2002) suggest as an objective bin width the median of the errors from the equivalent doses. For our samples we used the same method to obtain the bin width for each dose histogram which was then used to calculate the paleodose. The error for the paleodose is calculated using the formula presented in Lepper and McKeever (2002) .
Central age and minimum age models
These models have been originally developed for fission track analysis (Galbraith and Laslett, 1993; Galbraith and Green, 1990) and later adapted to OSL dating (Galbraith et al., 1999) . The central age model (CAM) was developed to be used for distributions of equivalent doses that are not consistent with a common value. The central age model is based on the assumption that the true log paleodoses δ i are a random sample from a normal distribution with the mean δ and standard deviation σ (Galbraith et al. 1999) . When σ is zero the central age model becomes equivalent to the common age model (similar to weighted average) (Galbraith et al. 1999) . The central log paleodose δ is interpreted as the mean of the true log paleodose δ i and is calculated from a weighted average. For the minimum age model (MAM) it is assumed that the distribution of the equivalent doses for partially bleached grains has a truncated normal distribution. The lower truncation point represents the average D E of the fully bleached grains. Due to the use of log-transformed datasets the CAM and MAM is difficult to apply for young or modern samples with near-zero or zero D E values. Therefore un-logged versions of the CAM (CAM UL ) and MAM (MAM UL ) have been developed by Arnold et al. (2009) . In this study we used the CAM and MAM-3 and the un-logged counterparts CAM UL and MAM-3 UL to calculate the 'true' paleodose for our samples. Calculations of the MAM-3 and MAM-3 UL were done using scripts for MATLAB provided by the Netherlands Centre for Luminescence Dating, whereas the CAM and CAM UL were calculated using Excel spreadsheets.
Age models from Murray et al. (1995), Olley et al. (1998) and Cunningham and Wallinga (2012)
In the work from Murray et al. (1995) young fluvial sediments from Australia with independent age control have been investigated. Murray et al. (1995) suggested calculating the equivalent doses from the arithmetic mean of all measured aliquots excluding the three highest D E values. Technically this approach cannot be regarded as an age model as their decision to remove the three highest D E values from the distribution is too arbitrary and has no empirical basis. In the study from Olley et al. (1998) quartz grains from young fluvial sediments were dated. For this specific set of samples, independent age control was available and validation of their results was possible. Olley et al. (1998) found that 5% of the D E values from the modern sample are consistent with zero and calculated the burial dose from the lowest 5% of D E values from the distribution in the fluvial samples. In practice this method has the issue that it requires calibration to knownage material assuming that it has the same luminescence characteristics as the sample of unknown age. Hence, we cannot apply this method in our study as no modern sample material of the fluvial sand is available for calibration. Recent major flood events in the years 2006 AD and 2011 AD did not leave any sand deposits in the study area. In the approach from Cunningham and Wallinga (2012) the software OxCAL v4.1 is used to calculate the depositional age from fluvial samples. Before doing this, probability density functions (PDF) have to be created for each data set. As this is not straightforward for partially bleached samples, a method using bootstrap likelihoods is applied to obtain PDF for each data set. To use the full potential of Bayesian statistics, this method requires high resolution sampling.
From each statistical approach the paleodose D P was calculated. The depositional age was then obtained by dividing D P by the annual dose rate which includes the corrected sediment dose rate and contribution from cosmic rays following Aitken (1998).
RESULTS
The ages obtained are in stratigraphic order and generally in agreement with the historical records, except of the polymineral fine grain samples. The results of the gamma-ray spectrometry and annual dose rate are summarized in Table 3 . Higher concentration of uranium, thorium and potassium were observed in the floodplain deposits compared to the sand layers. Annual dose rates at sampling position for the sand layers are around 1 mGy/a and for the floodplain deposits it is 3.3 mGy/a and 3.6 mGy/a. The corrected annual dose rates are slightly higher according to contributions of the neighboring layers.
D E distribution of coarse grain quartz samples
For coarse grain quartz samples, the D E values were distributed largely towards the lower end of the distribution with few values towards the higher side.
Samples WEH1-2 from section 1 and WEH2-2 from the upper sand layer in section 2 are showing a broad D E distribution with a dominant peak in the KDE plot and a tail with evenly distributed higher D E values up to 70 Gy (Fig. 7) . A slightly different D E distribution can be seen for samples WEH2-4 from the lower sand layer in section 2 and WEH2-5 from the sand at the base in section 2. For both samples the obtained D E values are in a narrow range (0.2-0.4 Gy for WEH2-4 and 0.1-0.5 Gy for WEH2-5) and only a few values with higher D E (Fig. 7) . In both data sets one aliquot with higher D E value occurs. The OSL properties of these specific aliquots are very good with bright luminescence signals. It could be likely that they contain grains which were not bleached before deposition.
The lowest overdispersion values were obtained for sample WEH2-2 with 37±4% and 42±4% and the highest values for sample WEH1-2 with 115±10% and 162±36% (Table 4) calculated from the CAM and CAM UL , respectively.
A positive skew of all D E distributions is also reflected by positive values for skewness ranging from 2.79±0.27 (WEH2-2) to 7.90±0.27 (WEH2-4) ( Table 4) . Values of the kurtosis (Table 4 ) are indicating leptokurtic distributions with sharp peaks for samples WEH1-2 and WEH2-2 and very sharp peaks for samples WEH2-4 and WEH2-5. The Kolmogorov-Smirnov-Test results (K-STest) show values for all samples which are two or three times higher than the critical K-S-Test values ( Table 4) .
D E distribution of polymineral fine grain samples
The D E distribution of the polymineral fine grain samples (WEH1-1, WEH2-1 and WEH2-3) differs significantly from the coarse grain samples. They all show a unimodal distribution with a very low scatter of D E values (Fig. 8) . Overdispersion values σ OD and σ OD(UL) are very low and range from 2±1% to 5±1%, typical for fully bleached sediments (Alappat et al. 2011; Kunz et al. 2010) . In the radial plot, all samples show high precision values of around 25% and low relative errors of 3%. The values for skewness are close to zero (for WEH2-3) indicating a symmetrical distribution of D E values (Table 4) . Similarly, the values for the kurtosis are also close to zero indicating a shape of the distribution close to a normal distribution. This is also supported by the K-S-test values which are lower than the critical K-S-test values.
Ages of coarse grain quartz samples
The ages for the coarse grain sample WEH1-2 have shown wide variation ( Table 5, Fig. 2 ). They range from 5330±1180 a to 820±230 a (All ages presented here, related to the year of sampling in 2010 AD). Ages calculated from the mean and the CAM UL are the highest and also show large errors with 4680±9000 a and 5330±1180 a, respectively. The youngest ages are calculated from the method after Fuchs and Lang (2001) and the leading edge model with 840±110 a and 820±230 a, respectively, with all ages falling at the higher end of the historical documented age. However, it is difficult to ascertain a maximum age of sand deposition from historical records.
For sample WEH2-2 from a sand layer, all calculated ages are in the historical documented age range ( Table  5 ). They range from 70±10 a to 120±30 a but do not overlap within errors. The method from Fuchs and Lang (2001) and the leading edge model giving the youngest ages, whereas the oldest ages are obtained from the mean, CAM and CAM UL .
The age results from sand layer WEH2-4 show a larger variation than in WEH2-2. Here the ages range from 90±10 a to 250±90 a. Ages calculated after the method from Fuchs and Lang (2001) , leading edge model, and MAM-3 and MAM-3 UL are in the historical documented age range (Fig. 3) . The result from the median is overlapping within error to the historical documented age range. The mean, CAM and CAM UL are overestimating the historical documented age significantly.
For sample WEH2-5 from the sand at the base of section 2, the age results show the largest variation (Fig. 3,  Table 5 ). They range from 110±20 a to 260±270 a. Ages calculated from the method after Fuchs and Lang (2001) and leading edge model are underestimating, whereas mean, CAM and CAM UL are overestimating the historical documented age range. Only the results from median, MAM-3 and MAM-3 UL are in the historical documented 
Age results for polymineral fine grain samples
The fading corrected ages from the polymineral fine grain samples are overestimating the historical documented age by around 200 years (Table 6) . Nevertheless, in section 1 the ages for WEH1-1 in stratigraphical order compared with WEH1-2 from the base of the section (Fig. 2) . The ages from WEH1-1 range from 590±70 a to 660±50 a and overlapping within their errors. There is no significant difference between results of different age models.
In section 2 the ages from samples WEH2-1 and WEH2-3 are not in stratigraphical order (Fig. 3) . The upper sample WEH2-1 is around 50 years older than the lower sample WEH2-3. Also compared with the age results for the coarse grain samples WEH2-2, WEH2-4 and WEH2-5, the polymineral fine grain samples are older. Ages from WEH2-1 are in the range from 300±20 a to 330±40 a and overlapping within errors. There is a slight difference between the age models. Mean, median, CAM and CAM UL are giving older ages than the method after Fuchs and Lang (2001) , leading edge model, MAM-3 and MAM-3 UL . The age results from sample WEH2-3 are in the range from 230±10 a to 250±10 a and overlapping within errors (Table 6 ). But still it can be seen that the results from mean, median, CAM and CAM UL are slightly higher than from the method after Fuchs and Lang (2001) , leading edge model, MAM-3 and MAM-3 UL .
DISCUSSION
Coarse grain quartz
From the depositional environment incomplete bleaching of the samples is expected and can be seen from the D E distributions (Fig. 7) and statistical parameters ( Table 4 ). All coarse grain quartz samples show skewed D E distributions and high overdispersion values ranging from 37% to 116%. The scatter and overdispersion values of the D E distribution differs for each sample indicating different amounts of incomplete bleaching. Interestingly, the overdispersion for the two event layers WEH2-2 and WEH2-4 are very different. The lower sand layer WEH2-4 has an overdispersion of 135% and the upper sand layer WEH2-2 an overdispersion of 42%. The grains in sample WEH2-2 are much better bleached than for the other coarse grain quartz samples. For both event layers a similar process of transport and deposition can be assumed which would result in similar overdispersion values. It could be due to two flood events differing in strength and duration. Another possibility is that during the flood event of sample WEH2-2 the sand came from a source that was deposited briefly prior to the flooding, leaving less residual signal.
For incompletely bleached samples different age models have been developed to obtain the best estimate of the burial dose. These are the approach from Fuchs and Lang (2001) , the leading edge model and the minimum age model (MAM). Other age models or statistical approaches like the approach from Murray et al. (1995) , the lowest 5% method from Olley et al. (1998) and bootstrapped likelihoods and Bayesian processing after Cunningham and Wallinga (2012) were not applied here. The approach from Fuchs and Lang (2001) , the leading edge model (Lepper and McKeever, 2002) and the minimum age model, both logged and unlogged, give ages which are in the historical documented age range. Although these methods are all based on taking the lowest D E into account there are significant differences between each model. The youngest ages are resulting from the approach from Fuchs and Lang (2001) . Slightly older ages are obtained with the leading edge model. Both models, however, tend to underestimate the expected age, which is obvious for samples WEH2-5 and WEH1-2 where the result is on the lower limit of the historical documented age. The approach from Fuchs and Lang (2001) was developed for samples with a limited number of aliquots. In their study, only 10 aliquots per sample were measured due to very low amount of available sample material. The use of the dose recovery test results as indicator for bleaching behavior is a good way to account for OSL properties. For a limited amount of D E values, this approach might work well as shown by Fuchs and Lang (2001) . But for larger data sets it becomes problematic as it is solely based on dose recovery test and does not take the D E distribution itself into account. Depending on the dose recovery test, the threshold for samples with good bleaching behavior will be low, which will result in taking only the few lowest D E values for age calculation. In our study, for sample WEH2-5, only the lowest 10 D E values were taken with this method and lead to clear underestimation of the expected age. For sample WEH2-4, only the lowest 4 D E values (out of 85 accepted aliquots) were taken. In the work from Fuchs and Lang (2001) it is not clearly stated how many aliquots should be used for the dose recovery test. Depending on the number of aliquots used the threshold changes. It can be expected that the standard deviation in the dose recovery will be lower when using more aliquots which then reduces the threshold and the amount of aliquots chosen later for the age calculation. Another practical issue is that measuring the same amount of aliquots for the dose recovery test as later for the SAR measurements requires much more machine time.
The results obtained from the leading edge model are almost similar as the approach from Fuchs and Lang (2001) . In this model it is assumed that the lowest D E values representing the best bleached grains in a distribution. Based on the fitting of the Gaussian equation to the rising limb, the paleodose is always lower than the D E in the first main peak of the histogram giving the tendency toward age underestimation. For sample WEH2-5, the age obtained from the leading edge model is well below from the historical documented age and for sample WEH1-2 the obtained age is at the lower boundary of the historical documented age.
The results from the minimum age model are all in the historical documented age range. Compared with the CAM, the differences between the results from the MAM-3 and MAM-3 UL are small and overlapping within errors. For samples WEH2-2, WEH2-4 and WEH2-5, the MAM-3 UL gives slightly younger ages than from the MAM-3. This difference is also observed from Arnold et al. (2009) . Our results show that the MAM-3 and MAM-3 UL ages are higher than from Fuchs and Lang (2001) and leading edge model. This is the opposite of the observation in Arnold et al. (2009) where the leading edge model gave ages which are older than from minimum age models. In the study of Lauer et al. (2011) fluvial sediments from a Roman harbor in Cologne (Germany) were investigated and different statistical approaches were used to calculate the OSL age. The method from Fuchs and Lang (2001) and the leading edge model from Lepper and McKeever (2002) gave results which are consistent with the expected historical age, whereas the result from the MAM-3 underestimates the expected historical age.
Polymineral fine grain samples
The D E distributions of the polymineral fine grain samples WEH1-1, WEH2-1 and WEH2-3 are all unimodal and the statistical parameters are indicating a normal distribution, which is typical for fully bleached samples as, for example, dune sands (Alappat et al., 2011; Kunz et al., 2010) . Based on the fluvial deposition of the sediments, incomplete bleaching of the polymineral fine grain samples has to be expected but cannot be detected from the D E distribution. The reason for that are the averaging effects of the large multi grain aliquots masking the partial bleaching signature. Each aliquot contains between 1.1×10 6 and 2.2×10 7 grains with different levels of bleaching. The number of grains on an aliquot is an estimate based on the assumption that each grain is a sphere having a density of 2.65 g cm -3 and with diameters ranging from 4 µm to 11 µm. Each aliquot contains 2 mg sample distributed on the complete area of the disc. Averaging effects of polymineral fine grain samples from fluvial samples are observed in several studies (Preusser, 1999; Urban et al., 2011b) . Only the overestimation of the expected age gives a hint that the samples are not fully bleached. But without any idea about the depositional age, OSL dating results of fluvial deposited polymineral fine grain samples should be treated with caution.
For each sample, the ages from each age model are similar and overlapping within error ranges. In contrast to the results of the logged and unlogged central and minimum age models for the coarse grain samples, there is no difference between logged and unlogged CAM and MAM for the polymineral fine grain samples. For sample WEH1-1, all D E values >1 Gy and the log D E values are positive. It is the same for sample WEH2-1 where all D E values just larger than 1 Gy, except for one aliquot with 0.950 Gy. Its contribution, however, is too small that it has any effect on the CAM or MAM results. For sample WEH2-3, all D E values just lower than 1 Gy, except for one aliquot with 1.016 Gy. All log D E values are negative and the only positive value also has no significant influence on the result.
Age results compared with historical documented river evolution
For the coarse grain quartz samples the most reliable ages are obtained using the unlogged minimum age model MAM-3 UL . For sample WEH1-2, from section 1 located on the Old Foreland, the results from the leading edge model and the approach from Fuchs and Lang (2001) give deposition ages of around 830 years ago. This is close to the period of construction of the dam 749 years ago. Considering the uncertainties of the results, they are overlapping with the historical documented age and the leading edge model give younger values. From the historical documents it is known that the dam was located along a levee which is today the border between the Old Foreland and the Young Foreland (Greve, 1999) . This means that the northern river bank was in a similar location than the present river bank. Section 1 is located about 300 m away from the previous dam and the river bank, respectively. It is very unlikely that the river bed shifted within about 80 years by 300 m. There are also no reports that the river was artificially relocated during construction of the dam. The depositional age given by the MAM-3 UL with 1050±110 years ago is apparently more realistic. With this age the river would have changed the bed to a more southern position with a mean rate of 1.5 m per year. A natural migration rate of this order was also observed by Rommel et al. (2012) , who reconstructed the migration of the German part of the Elbe River over the last 200 years. They found that the natural migration of meandering part the river varies between 0.5 m to 7.5 m per year due to frequent occurring strong floods along the Elbe River.
Section 2 is located in a position which experienced different periods of sedimentation and erosion which are documented over the last 284 years (Fig. 4) . Around 1800 AD more sediment was accumulated at the northern river bank. River engineering and construction of groins supported the accumulation of this sand. From 1843 AD until 1881 AD more groins were constructed (Weniger, 2010) so that more sediment could be accumulated and the river changed its bed to a southward direction (Fig. 4) . Since 1843 AD the area were section 2 is located became finally land (Fig. 1d) . The result of the MAM-3 UL with 180±20 years for sample WEH2-5 falls into a period (1810 AD to 1850 AD) were the location of section 2 changed from an active river channel to land. This result could mark the beginning of sedimentation for that part of the Younger Foreland. The depositional ages from the leading edge model and Fuchs and Lang (2001) are too young. With a depositional age of 110±30 years and 110±20 years, respectively, they are in a time period (1900 AD) were the location was definitely land (Fig. 1) . Even if the uncertainties are considered the age of deposition is still in a time (1870-1880 AD) were the area was already mapped as land (Fig. 1) .
The sand layers in section 2 are related to flood events which occur frequently along the Elbe River mostly in March and April. Floods are driven by snow melt in mountain areas in the border area of Germany, Poland and Czech Republic as well as strong rainfall in the catchment areas of the tributary rivers. In the gauge station Neu Darchau, which is located 20 km downstream of the study area, major flood events with a discharge of more than 3000 m 3 /s were documented in the years 1881 , 1895 , 1920 , 1940 , 1941 , 1947 , 1975 , 1982 , 1988 , 2002 (IKSE, 2004 IKSE, 2012) . During these events the water level in the study area rises up to 3.6 meters above mean water level which makes deposition of sand possible. The recurrence interval for events with a discharge of 3000 to 4000 m 3 /s is between 10 and 50 years (Helms et al., 2002) . As the uncertainties of the OSL age results for samples WEH2-2 and WEH2-4 are in the same order as the recurrence interval, it is difficult to relate them to one of these events and multiple solutions are possible. Based on the heavy metal distribution in section 2 (Urban et al., 2011a) deposition of the sand layers happened before 1960 AD. Hence, events from 1881 AD to 1947 AD could be possible. The results from the MAM-3 UL coincide with the events from 1881 AD and 1920 AD and do not overlap with their uncertainties with other major flood events. In contrast the leading edge model gives only one age which coincides with the flood event in 1940 AD. For the lower sand layer (WEH2-4) the age does not correlate with any event. Considering the uncertainties of the ages from the leading edge model, then they span the whole range of events making these results imprecise. The results from the approach of Fuchs and Lang (2001) coincide with the events from 1920 AD and 1940 AD. The uncertainties overlap only for the younger sample (WEH2-2) with other flood events in 1941 AD and 1947 AD. As the method from Fuchs and Lang (2001) has a tendency for age underestimation and the ages from the leading edge model have too large uncertainties, the results from the MAM-3 UL are considered as the most likely age of deposition of the flood plain layers.
The age results of the polymineral fine grain samples overestimating the historically documented ages. In section 1 the depositional age for the floodplain deposits from sample WEH1-1 span a time period from 1300 AD to 1490 AD, if all ages including their uncertainties are considered. This falls into the time when the area of the Old Foreland was protected by a dam. In section 2 on the Young Foreland the ages, including their uncertainties, for sample WEH2-1 span a time of deposition from 1640 AD to 1730 AD and for sample WEH2-3 1740 AD to 1790 AD. From historical documents it is known that the area of section 2 became finally land in 1881 AD (Fig. 1) . Before 1881 AD it underwent different periods of sedimentation and erosion (Fig. 4) . Hence, deposition of the floodplain sediments is very unlikely at the time given by the OSL dating results.
CONCLUSION
In this study we investigated fluvial sediments from the Elbe River in North Germany. For each sample different age models have been used to calculate the age of deposition and compared with the historical documented river evolution. Following conclusions can be drawn from this study: -Our study showed that OSL dating of fluvial samples with incomplete bleaching can give reliable results when appropriate age models are used. This will help for future OSL studies along the Elbe River to reconstruct the river evolution beyond the historical documented period. -For the coarse grain quartz samples, all age models which are based on taking the lowest D E values from a skewed distribution into account, give results which are consistent with the historical documented age. -OSL ages for coarse grain quartz samples calculated from the MAM-3 UL , agree well with the historical documented evolution of the Elbe River. Results from the approach of Fuchs and Lang (2001) show a tendency for age underestimation. Ages calculated using the leading edge model show higher uncertainties and making them less precise. -Ages for incomplete bleached coarse grain samples obtained by the mean, median, CAM or CAM UL overestimate the historical documented age or giving ages with high errors making the results imprecise and unreliable. -The results from the investigated polymineral fine grain samples from floodplain deposits overestimate the historical documented ages significantly due to not detectable incomplete bleaching, OSL dating using polymineral fine grain samples from fluvial environments should be done with caution, especially when working with young sediments.
