The contrasting melting behavior of different surface orientations in metals can be explained in terms of a repulsive or attractive effective interaction between the solid-liquid and the liquid-vapor interface. We show how a crucial part of this interaction originates from the layering effects near the liquid metal surface. Its sign depends on the relative tuning of layering oscillations to the crystal interplanar spacing, thus explaining the orientational dependence.
Surface melting (SM), i.e. complete wetting of a crystal surface by a thin film of its own melt, is very common in nature. For example, all faces of a real system, like rare gas solid Ar [1] , as well as of its popular model, the fcc Lennard-Jones (LJ) crystal [2] , are believed to melt completely. On the other hand, most metals have at least one close-packed face which does not melt, and is crystalline right up to T m [3] . This non-melting (NM) behavior is often explained phenomenologically, in terms of a low solid-vapor (SV) surface free energy γ SV , which in this case can be lower than the sum of solid-liquid (SL) plus liquid-vapor (LV) interface free energies γ SL + γ LV . Open faces, by contrast, tend to have a higher energy when solid and this favors SM, in agreement with observations. At a more microscopic level, Chernov and Mikheev [4] made the interesting additional remark that surface non-melting could in fact be ascribed to large minima in a strong oscillatory effective interaction between the SL and the LV interface. This oscillatory interaction is caused by a layering effect: the solid (similarly to a hard wall) induces in the liquid film a layer-like density oscillation with periodicity 2π/Q • [Q • is the wavevector where the liquid structure factor S(Q) has its strongest peak], which in turn generates the interaction. Binding of the two interfaces in the deepest oscillation at ℓ = 0 is then responsible for a minimum of γ SV and leads to NM.
Alternatively, if the oscillations are weak, they can be washed out by capillary waves, the two interfaces unbind and there will be SM.
The purpose of this Letter is to argue theoretically, and to demonstrate through detailed simulations, that in non-LJ systems, particularly in metals, there are in reality not one, but two distinct layering oscillations-one with periodicity 2π/Q • , tied to the LV interface, and one with the periodicity of the interlayer spacing a, tied to the SL interface-which overlap and interfere inside a liquid metal film. Tuning and detuning of the two oscillations depends on orientation, and may dramatically change the strength of the interaction, thus affecting deeply the surface melting behavior. In particular, while as expected well-tuned layering effects disfavor surface melting (and can make the close-packed surface very resistant to overheating), the same does not happen for large detuning, where SM is favored.
We will proceed in three stages. First, we give a qualitative, analytical argument show-ing that layering effects are strongly dependent on the orientation. Second, we make this more concrete through a model 1D wetting calculation [5] adapted to our case. Lastly, we present detailed surface recrystallization molecular dynamics (MD) non-equilibrium simulations which illustrate realistically the effect of attractive layering forces for a fcc(111) NM face, in contrast with a fcc(110) SM face where repulsion dominates.
Consider a liquid film of thickness ℓ, wetting its own solid. The effective SL-LV interface interaction free energy can be written as f (ℓ) = f SR (ℓ) + f L (ℓ) where f SR is a short-range effective interaction, accounting for the merging of the two interfaces at close contact, and f L is a residual part due to layering effects, which can be characterized as follows. The underlying solid propagates into the liquid film a first density oscillation roughly of the form δρ SL (z) ≈ k S exp [−(z − z SL )/ξ S ] cos (2πz/a) which has the periodicity of the (face-dependent) interlayer spacing a, and decays outwards from the SL interface center z SL into the liquid (z grows going from solid to liquid to vapor) within some characteristic length ξ S [5] . The LV interface of a metal originates however a second density oscillation
which propagates inwards, with the typical liquid periodicity, 2π/Q • , and with a decay length ξ V related to the peak width δQ in the liquid structure factor S(Q), 2π/ξ V ∼ δQ [6] . This second oscillation is not universally present: it is only expected for a strongly relaxed and contracted surface, like that of a metal, which represents a heavy disturbance for the liquid below [7] . In this sense, the LV interface in a metal is similar to a hard wall. By contrast, at the more disordered LJ liquid surface this oscillation (still present in principle) is below 2% [8] and practically irrelevant at T m . A quantitative picture obtained by simulation ( fig. 1 , described later) shows that a large oscillation is present for Au and absent in LJ. When ℓ = z LV − z SL decreases, the two density oscillations overlap, giving rise, within linear response, to
where the integration should be restricted to the liquid region z SL ≤ z ≤ z LV , and
is the liquid density response function. Taking as a simple approximation for large r the form C(r) = C • exp(−r/ξ) cos(Q • r), the integral can be carried out explicitly. The (111) surface corresponds to Q • a = 2π, the (110) surface to
is oscillatory, with a wavelength 2π/Q • controlled by C(r), and the lower envelope of the minima indicates interface attraction. However, as a consequence of tuning (commensurability), we find that the attractive minima of (1) 
The above result suggests that f L contributes much more to ∆γ in a well-tuned case. In a poorly packed, poorly tuned face, the short-range repulsion cannot easily be reversed.
In this case, fluctuations are very effective in washing out the shallow layering minima [4] , whence a negative overall ∆γ, leading to SM. In contrast, the good tuning of a well-packed face can cause f L to prevail and yield the final ∆γ > 0 typical of a NM surface.
We have tested this qualitative picture by a microscopic 1D model calculation. We extend the Tarazona-Vicente (TV) scheme [5] -which demonstrates layering of a fluid near a wall-to describe a fluid confined between a wall (the LV interface) and a density-wave solid with adjustable periodicity. A 1D lattice-gas fluid (occupation ρ i = 0, 1, lattice spacing equal to 1), is described by a grand canonical free energy
We take
so as to describe a simple fluid. The first term in (3) The value of these concepts, if correct, should be readily recognizable in experiments
(not yet available), or at least in a realistic MD simulation. For this purpose, we have conducted parallel simulations on Au(111) and Au(110), the former being a well known NM face [10] , and the latter a SM face [11] . We have used the "glue model" many-body potential [12] , which reproduces correctly, among other things, the bulk melting temperature (within ∼ 1%), the solid-vapor [12] and the liquid-vapor [7] surface energies, the main surface reconstructions of gold [12] , as well as the NM and SM behavior of these two surfaces [9, 13, 14] . MD simulations were done on a variety of systems, in the form of N-layer slabs In order to obtain information on the behavior of the total free energy as a function of ℓ,
we have developed a new method based on non-equilibrium recrystallization runs. Starting from a slab configuration with a large number of melted layers, the temperature T is suddenly reduced from an initial value T i > T m to a final value T < T m . The SL interface moves towards its final equilibrium position with a velocity dℓ/dt ( fig. 3 ). As long as the liquid film is thick, the interface motion is approximately uniform. At small thickness, however, we find a final speedup for the (111) face but, in contrast, a final slowdown for the (110) face. The reverse experiment, i.e. fast melting, can also be done, and the reverse behavior is observed:
initially, the melting front moves out quickly on (110), slowly on (111). By analyzing the behavior of ℓ as a function of time t, we extract the effective SL-LV interaction free energȳ f (ℓ), the average now fully including interface fluctuation effects. The driving force on the SL interface is given by −dF /dℓ, where dF is the change in the total free energy per unit area when the liquid thickness is changed from ℓ to ℓ + dℓ:
where ρ is the density of the liquid, and L the latent heat of melting. Close to T m , the velocity may be assumed to be proportional to the driving force (classical body in a viscous medium):
For ℓ > 20Å,f ′ (ℓ) appears to be negligible, and we obtain A 111 = 3.0 × 10 11Å4 s −1 meV
and A 110 = 4.0 × 10 11Å4 s −1 meV −1 . We checked that they do not depend on T in the region of interest (within 100K from T m ). By assumingf (ℓ) = −∆γ exp(−ℓ/ξ), eq. (5) can be easily integrated, giving
where τ = ξ/[AρL(1 − T /T m )] and C is the integration constant, fixed by the initial liquid thickness ℓ(0). In the equilibrium limit t → +∞, and if ∆γ < 0, eq. (6) reduces to the well-known logarithmic growth law of ℓ as a function of T [3] . From previous equilibrium or quasi-equilibrium simulations [9, 13, 14] we extract (using also the relationship between maximum overheating temperature and ∆γ [15] ) ∆γ 110 = −8. as a function of the interface separation L, using the lattice gas models described in the text. 
