Statistical analysis of the scatter (noise) in the oceanic heat flow data (about 800 measurements) has revealed the following statistical structure: the scatter in the ridge data is proportional to the background signal. Reduced scatter, that is, actual scatter divided by the mean is homogeneous. The probability density function of the reduced scatter is asymmetric with a peak on the negative side. Variance of the basin data depends upon the thickness of the sediment. The thermal field when continued downwards to the bottom of the sediment has a variance approximately equal to that of the ridge data. From this it is suggested that the ocean bottom underneath the sediments is as rough as in the ridge region. The entire ocean bottom must have been formed by the same process, for example, by a mechanism of dyke intrusion along the crest and lateral movement of the oceanic crust.
Introdnction
The oceanic heat flow data, which play a central role in our understanding of deep crustal and mantle processes, are unfortunately subjected to a serious scattering by a variety of sources of which random ocean bottom topography and random sediment distribution are important. An individual measurement may be as much as 100 per cent off the mean value. An estimation of true heat flow is, therefore, made difficult, if not impossible.
A number of authors (Bullard et al. 1956; Lachenbruch 62 Marshall 1966; Langseth et al. 1966) have described the different sources of scattering. It is generally agreed that a rough topography modified by sediments is the major source of scattering and other sources such as different rates of sedimentation, water circulation through sediments, sudden deposition of sediments, etc. are generally minor sources w o n Herzen & Uyeda 1963). Langseth et al. (1966) and Birch (1967) have considered a ' saw tooth ' type periodic topography. They predict that heat flow in the troughs may be as low as 30 per cent below the normal. The actual ocean bottom topography is far from a ' saw tooth ' type or any other simple type of the periodic function. An appropriate description of the actual ocean bottom topography is a random function, and therefore the appropriate techniques of analysis are those of the information theory. We adopt this approach in this paper.
In the language of information theory the scatter is noise which corrupts the true heat flow, that is, signal. It is possible to extract the true signal from the corrupted one provided the statistical structure of the signal and the noise differ in some respects. It is, therefore, important to study the statistical structure of the noise (those of signal are assumed to be known). Furthermore, such a study is interesting in its own right for it leads to a better understanding of the scattering source(s). In the present case it provides us with an indirect means of studying the statistical structure of the ocean bottom particularly the small-scale topography, which cannot be resolved by the present-day echo-sounders; however, Loughridge (1 966) has shown with the help of a narrow-beam echo-sounder that the ocean bottom is indeed very rough on small scale.
The statistical techniques used in the present work such as mean, variance, probability density function are well known and relatively simple in principle. In practice, however, there are several problems connected with the stable estimates of the above quantities from a finite data. Another problem is the presence of extremely large values, much above the average figure. In an excellent article, Tukey (1965) discusses the deteriorating influence of such extreme values and suggests, in absence of precise knowledge of the distribution function, that these be deleted. Experience has shown that by carefully trimming the data one can improve the stability of the estimates. These extreme values may represent an abnormal local condition, or a large experimental error (or an error in drafting!).
Analysis of ridge data
It is convenient to divide the oceanic heat flow data into two broad groups, namely ridge data and basin data. The first group includes all data from the midoceanic ridges, approximately loo0 kilometres on both sides of the crest of a ridge. This part of the ocean is characterized by little or no sediments. This is a crude approximation made for simplicity. Significant amounts of sediments are found particularly on the flanks. The second group includes data from the basins which are covered with sediments of variable thickness. This group may be further divided into a number of subgroups depending upon the thickness of the sediments. In this section we shall deal with the ridge data.
A mid-oceanic ridge is generally characterized by high heat flow along the crest and low heat flow on the flanks. In Fig. 1 we have plotted heat flow data from the mid-Atlantic ridge as a function of distance from the crest. These were taken from Lee & Uyeda (1965) and Langseth et al. (1966) . The solid curve is the theoretically predicted heat flow anomaly by Mackenzie (1967) model of hot material (dykes) being added at the crest and the whole ocean floor up to a depth of about 50 km being pushed apart at an average rate of 1 cm yr-'. We have prepared similar plots for the mid-Indian and the midPacific (East Pacific) ridges (not shown). The data were taken from Lee & Uyeda (1965) , Von Herzen & Vacquier (1966) and Langseth & Taylor (1967) . In a previous paper author (Naidu 1968) has shown that the scatter in the East Pacific ridge heat flow data is governed approximately by the following law:
(1) where N ( x ) is the scatter, S(x) is the signal, and N ( x ) is a zero mean homogeneous random function. The observed heat flow is given by
(2) This model has been tested on the mid-Atlantic and mid-Indian ridge data. The procedure is to divide the data into a number of groups such that in each group the signal S ( x ) is approximately a constant. Each group must include a sufficiently large sample; when this was not possible we have increased the width of the group even where the signal showed a rapid gradient. This situation arises around the crest, where, it may be noted, that Mackenzie's (1967) theory is only approximate. Sample length was never smaller than fifteen. The first step is to compute the mean for each group. Next we divide each sample by the group mean and subtract one.
This gives us W ( x ) in equation (1). We shall call m(x) as reduced noise. We can now compute the variance of the reduced noise for each group. In Fig. 2 we plot the variance as a function of distance (km) from the crest. We observe that the variance is uniform within the expected variation on account of finite size of the sample. To see this let us assume that the reduced scatter is normal (this is only approximately true). The computed variance will then follow a chi-square distribution. If the true variance of the Pacific and the Atlantic Ocean Ridge data is 0.33, the computed variance may lie between 0.15 and 0.55 in 90 per cent of the cases. From Fig. 2 we see that all fourteen estimates lie within these limits; thus we fail to reject the hypothesis of uniform variance. Vertical axis is frequency (left)/probability density (right), and horizontal axis is reduced scatter. The solid curve is Gaussian probability density function.
estimates lie within these limits, we fail to reject the hypothesis of uniform variance. It may be noted that this test will not point out systematic variations, if any, within these wide limits. For this we would like to have a larger sample length to reduce the limits and more number of estimates to enable us to test for the randomness. Until we have more data, we accept the hypothesis of uniform variance and hence conclude that m(x) is a homogeneous random function. The average variance is shown in Table 1 . We observe that the reduced variances of mid-Atlantic and mid-Pacific ridge data are very similar, whereas that of mid-Indian Ocean data appears to be different.
Further, the fact that R(x) is homogeneous suggests that the scattering source must itself be homogeneous. Assuming the ocean bottom is the main source of scattering the above finding would imply that the ocean bottom particularly the small-scale topography is homogeneous.
The next step in the analysis is to compute the probability density function. The reduced scatter as described above was first normalized. It is easy to construct a frequency diagram and then to convert this into a probability density function by dividing out the frequency by the total sample length. The computed probability density functions of mid-Atlantic, mid-Indian, and mid-Pacific ridge data are shown in Fig. 3 . For the sake of comparison we have superimposed the Gaussian probability density function over each computed probability density curve. In Fig. 4 we have plotted the probability density function of the combined ridge data. From Figs 3 and 4 we make the following important observations: (i) the probability density function is asymmetric with a significant peak on the left-hand side and (ii) the right-hand side is much closer to the Gaussian curve. The asymmetry can be explained as an effect of non-linear scattering due to a rough random ocean bottom (see Section 4).
Analysis of basin data
The ocean basins are relatively flat and covered with sediments. The sediment thickness generally increases as we go towards the continents, where it is greatest. Langseth et al. (1966) have observed that the variance of heat flow is low where sediment thickness is large, as if the sediment cover acts as a damper. In order to valuate the effect of sediment we have divided the basin data according to the thickness of sediment. Owing to lack of detailed sediment isopach maps only a coarse division has been possible. Thus, using Langseth et al. (1966) isopach map of the'Atlantic we have divided the Atlantic data as follows: (i) 0-200m isopach-ridge data; (ii) 200-500 m isopach-thin sediment data; and (iii) 500-1000 m isopach (which generally corresponds to the continental margin)-thick sediment data. We have already presented an analysis of the first group in the previous section. First we compute the reduced variance as described in the previous section. Table 2 summarizes the results of analysis of the Atlantic basin data. Table 3 we summarize the results of analysis of the Indian Ocean data.
It has not been possible to analyse the Pacific data in the above fashion because the position of the ridge is such that it is difficult to divide the data as above. We have, however, grouped all the data outside the ridge area into a group, which we may call as off-ridge data, and have found the mean and the reduced variance to be 1.15 and 0.31 respectively. The reduced variance is not significantly different from that of the ridge data (see Table 1 ). Now let us compare the results given in Tables 2 and 3 with those given in Table 1 . It is more than evident that the reduced variance of the heat flow scatter is low in the sediment-filled basins and it decreases with increasing thickness of the sediments.
It is interesting to speculate on what would be the variance had there been no sedi- From equation ( 5 ) we can evaluate the ratio of variances at these two different levels
At this stage we must make a suitable assumption regarding SIH(u, u, z = h). The easiest thing to do is to assume it to be a band limited function:
SdH(u, v, z = h) = ! 2 when J(u2 +uz) < a = 0 otherwise. We now have instead of equation (6) 
---
In Fig. 5 we have plotted the above function.
Let us hypothesize that the variance of the thermal field continued downwards to the bottom of the sediments is the same as the reduced variance of the ridge data. We may verify this hypothesis by plotting the ratios of the observed variance over basins to the observed variance of the ridge data as a function of sediment thickness. These we have plotted in Fig. 5 . For best fit (visually and not in the least square sense) we have assumed ci = 0.0057 (wave length ll00m). The agreement
Fro. 6. Frequency/probability density function of combined basin data, between the observed and the predicted behaviour is quite good. Hence, we believe, our hypothesis is supported by observations. There is only one major point of deviation corresponding to the thin sediment group of the Indian Ocean. The physical implication of this finding is that the ocean bottom underneath the sediments is as rough as in the ridge region. This has other implications which will be discussed in the last section. Let us now turn to the study of probability density function of the basin data. We first normalize the reduced scatter and construct a frequency diagram. This is next converted to probability function by converting the frequency axis into the probability axis. In Fig. 6 we have plotted the probability density function of the combined basin data. The dashed curve results when we average three neighbouring points. The solid curve is the Gaussian curve drawn for the sake of comparison. Let us compare this figure with Fig. 4 where the probability density function of the ridge data is shown. The most striking difference is that the probability density function of the basin data is much closer to the Gaussian function. The asymmetry, found in the ridge data probability density function, has disappeared. Clearly it is the presence of sediments that makes this difference. In the next section we shall show theoretically that the interaction between the thermal field and the random ocean bottom is generally non-linear; consequently, the probability density function of the scattered field will not be Gaussian even if the ocean bottom is Gaussian. This follows from the well-known property that a Gaussian random variable, when transformed non-linearly, will result into a non-Gaussian random variable (Pugachev 1965, p. 113 ). As we shall see in the next section, the theoretically expected density is indeed asymmetric and resembles the observed density function. The role of sediment is apparently to linearize the interaction by reducing the conductivity contrast at the ocean bottom.
Finally, in Fig. 7 we present the probability density functions of the combined ridge and basin data computed separately for all three oceans. Observe that all three curves are very much alike, This similarity of the Probability density functions stands as a clear evidence that the scattering process is universal.
Theory of scattering by rough ocean bottom
First we present an exact theory of scattering by a random surface and later we shall introduce a series of simplifications leading to some well-known results. In Fig. 8 we sketch the physical situation under consideration. We assume that the ocean bottom can be represented by a homogeneous random function, Az(x,y). The medium underneath the random surface is uniform in conductivity. We shall not consider small pockets of sediments often found in the troughs. We would much wish to do that but the analytical difficulties are unsurmountable. Next, because the heat transfer in water is more efficient than in the solid medium, the ocean bottom will be almost isothermal. This would be invalid where To is a constant and 6 T ( x , y ) is a homogeneous random function. The fictitious temperature is so chosen that it will together with the normal thermal gradient produce the prescribed temperature distribution on the rough ocean bottom, which, for simplicity, we assume to be a constant, T,. We have, then, 
since To is arbitrary we may set To = T, . We have then the following basic equation (1 1) is possible by introducing canonical expansion of a homogeneous random function (Pugachev 1965, p. 306 
which we substitute in equation (11). We obtain
A Z ( X ,~) exp ( i ( u ( x -x ' ) + a ( y -y ' ) ) )
-
The last double integral in equation (12) may be reduced to
We have, therefore,
This is a non-linear integral equation whose closed form solutions are impossible. We shall introduce a few simplifying assumptions. The first simplification involves approximating the exponential function in equation (1 3) by unity. exp (-J(u' + v') Az(x, y ) ) w 1 which is valid only when ,,/(u'+u') Az(x, y ) 4 1. To satisfy this condition we must have Az(x,y) 4 wavelength and A z ( x , y ) must be a narrow band limited random function. Geometrically speaking slopes of Az(x, y ) must be ' gentle '.
Introducing the above approximation we get the well-known approximation by Jeffreys (1 940) Having obtained the fictitious temperature on z = 0 surface we proceed to compute the thermal field at any point inside the lower half space.
6 T(x', y r ) dx' dy'
which may be further simplified by using the canonical expansion of 6 T ( x , y ) as we did earlier. The final expression is
To find the thermal gradient we differentiate equation (16) 
Using equation (14) and the property of ~T ( u , u) (see equation (4)) we write equation (18) as follows:
where SAz(u, u) is spectral density function of Az(x, y). Let us assume that Az(x, y ) is band limited S,,(u, u) = Q when J(u2 + u2) < cc = 0 otherwise. (20) Dividing both sides of equation (19) by the variance of Az we obtain Fig. 9 , from which it is evident that the reduced variance falls off very rapidly with depth. As an application of the above analysis let us make an estimate of Var{Az). From equation ( Therefore, the topographic undulations must be of the order of a few tens of metres. It must be kept in mind that this is a very approximate figure, yet it appears to be of the right order of magnitude.
As a second approximation to equation (13) we investigate the following:
where so is some constant to be chosen such that it approximates exp (-J(u2 + u2) Az)
in the region where 6T(x, y ) has a significant spectrum. We shall use equation (23) to find the probability density function of 6 T ( x , y ) given the probability density function of Az(x,y). Let us express equation (23) as follows:
(24) The probability density function of 6T, (6T), is given by (see Pugachev 1965, p. 119) . It is easy to determine d$(hT)/d6Tnumerically from equation (23). In Fig. 10 we show the probability density function of 6T assuming that the random surface is Gaussian. We selected So = 0.2 and variance of the Gaussian random surface was set to unity. On the other hand, if we were to consider the previously estimated variance (2 x 104m2), so must be set to 0.0014. This choice of so is quite reasonable considering the earlier estimated value of K (04057).
It may be noted that we have computed the probability density function of the fictitious temperature and not the gradient; however, we expect these to be similar. It is interesting to observe the computed probability density function resembles closely the observed probability density function of the ridge data (see Fig. 4 ). This observation strongly points to the fact that the observed asymmetry of the probability density function is a result of non-linear scattering as indicated by the nonlinear integral equation (equation (13) ).
Discussion and conclusion
In this final section we summarize the statistical structure of the scatter in the oceanic heat flow data and give some geophysical interpretation. In the ridge region, where sediments are practically absent, the scatter appears to be proportional to the signal. The reduced variance of the scatter (that is, the actual variance divided by the square of the mean value) is constant within the expected variability due to a finite sample. From this it may be concluded that the reduced scatter is homogeneous. Such a scatter is generated by the interaction of a signal and a random homogeneous surface. The theory which we developed in the previous section is applicable provided the signal is broad or slowly varying. The probability density function is asymmetric and has a peak on the negative side. Such an asymmetry is practically absent in the basin data. The principal reason for this is that in the ridge region, on account of sediments, the scattering is linear.
We have shown an interesting phenomenon that if we continue the thermal field downwards to the bottom of the sedimentary layer and make a suitable assumption regarding the spectral density function of the scatter, the variance of the continued field is approximately equal to the variance of the ridge data. This observation implies that the surface buried under the sediments is as rough as that in the ridge region. It is, therefore, possible to speculate that the rough ocean bottom found in the ridge region continues under the sediments perhaps right up to the continental margin.
The statistical structure of the scatter has a most remarkable property that it is similar in all three oceans; for example, compare the probability density functions in Fig. 7 . Further we note that the reduced variance of the scatter in the ridge region is nearly the same for the Pacific and the Atlantic Oceans (however, it is much greater for the Indian Ocean). These similarities point to the fact that the process of scattering must be identical in all three oceans.
The Indian Ocean data appear to be somewhat different: the reduced variance of the ridge data is about 50 per cent higher than the reduced variance of the Atlantic or the Pacific ridge data; secondly, the reduced variance in the thin sediment region is comparatively very low. It is known that the Indian Ocean floor is generally highly fractured by NNE tending shear zones. For example, Langseth & Taylor (1967) believe that the southwest branch and the ridge between 0" and 20" S is highly fractured (see their Fig. 4) . One obvious effect of shearing on a random surface is to make it more random, that is, to increase the width of the spectrum and thus enhance the variance. This then explains the increased variance on the ridge and anomalously low variance in the thin sediment zone.
Having learned some simple characteristics of the random ocean bottom topography, e.g. homogeneity, height and width of undulations, it is interesting to reflect upon the process generating such a topography. It should be remembered that the erosional processes as those found on land are limited on the ocean bottom and hence the ocean bottom topography is left nearly intact. There has been a considerable evidence from the magnetic studies (Vine 1966 , where there are many other references) that fresh hot material in the form of dykes is being continually injected along the crest of the ridge and thus displacing the oceanic crust laterally. This is the well-known concept of ocean floor spreading first introduced by Dietz (1961) .
Evidently, the ocean bottom topography is a result of lava outflow. Now, in order that the topography be homogeneous, the time sequence of dyke intrusion must be stationary, i.e. time invariant. In other words, the rate of ocean floor spreading must be a constant or utmost have stationary random fluctuations about the mean.
There is some evidence from the above study of heat flow scatter to support the idea that the ocean bottom underneath the sediments is simply a continuation of the ocean bottom in the ridge region. From the magnetic field studies it has been con-cluded that the basins are magnetically similar to the ridges (for example, see Pitman et al. 1968) . Thus our evidence appears to be in conformity with the evidence from the magnetic field studies. However, we will have to wait for more heat flow data and sediment distribution data before we can firmly establish this hypothesis, which, if true, gives us an independent evidence in support of ocean floor spreading.
