An item response theory model for dealing with test speededness is proposed. The model consists of two random processes, a Rasch process and a random guessing process, with the random guessing gradually taking over from the Rasch process. The involved change point and change rate are considered random parameters in order to model examinee differences in both respects. The proposed model is evaluated on simulated data and a case study.
Introduction
Let Y pi denote the binary response (incorrect/correct, coded Y pi = 0 and Y pi = 1, respectively) of examinee p, p = 1, . . . , P , to item i, i = 1, . . . , I. In the classical one-parameter Rasch model (1PL) (Rasch, 1960 ) Y pi depends on the examinee ability θ p and item difficulty β i in the following way
and θ p ∼ N (0, σ 2 θ ) if the marginal maximum likelihood formulation is chosen. Moreover, conditional on θ p all responses of subject p are assumed independent; this is the so-called local item independence condition. Formally, denoting Y p = (Y p1 , . . . , Y pI ),
The Rasch model has been extended in several ways. In the two-parameter logistic model (2PL) (Birnbaum, 1968 ) the difference θ p − β i is weighted by an item discrimination parameter α i :
so that the influence of examinee ability on outcome depends on the item. The three-parameter logistic model (3PL) (Birnbaum, 1968) extends the 2PL with an item specific guessing parameter c i :
.
The parameter c i clearly reflects the probability of a correct answer under random guessing. For further interpretations of the 3PL, we refer to Hutchinson (1991 
with m = 0, . . . , M − 1. Clearly, speededness is unlikely to be so straightforward, as students do not switch immediately to random guessing beyond some point. Bolt et al. (2002) extend the mixture Rasch model proposed by Rost (1990) to distinguish latent classes of examinees according to the existence of speededness in their item response patterns. Ordinal constraints are imposed on the item difficulty parameters across classes so as to distinguish a class having no speededness effects from a class whose responses are affected by speededness. In particular, for items early in the test, the item difficulty parameters are constrained to be equal in the two classes; however, the item difficulty parameters of end-oftest items in the speeded class are constrained to be larger than the respective item difficulty parameters in the nonspeeded class. Let g denote a class indicator with g = 0, 1 referring to the nonspeeded and speeded class respectively and let k denote the first item where the examinees experience the effects of test speededness. The mixture Rasch model can then be stated as
The item difficulty estimates obtained in the nonspeeded class provide more suitable estimates of the Rasch difficulties of end-of-test items than the difficulties estimated using all examinees. Although this model has worked quite well at identifying test speededness, it is likely overly simplistic as it does not allow for different examinees becoming speeded at different points in the test.
The remainder of this paper is organized as follows. In the next section we propose an item response model that accommodates the disadvantages of the hybrid model and the mixture Rasch model. The model can be seen as consisting of two random processes, a Rasch process and a random guessing process, with the random guessing gradually taking over from the Rasch process. The involved change point and change rate are considered random parameters in order to model examinee differences in both respects. The model was first formulated by Wollack and Cohen (2004) as a model to simulate speededness data, but it will be treated here as a full-fledged model for test data which can also be estimated. In section 3 we evaluate the performance of the model on the basis of a simulation study. The final section reports the results of applying the model to a mathematics placement test.
A model for speeded test data with gradual process change
In this section we propose a new item response model for dealing with speeded test data. Under the model, responses to items early in the test are governed by a Rasch model. Beyond some point the success probability gradually decreases and eventually reduces to the success probability under random guessing. Both change point and change rate are examinee specific.
Using the same notation as before, the model can be stated as
where P i (θ p ) is given by (1) or (2), η p (η p ∈ [0, 1]) represents the speededness point and λ p (λ p ≥ 0) the speededness rate of examinee p. The speededness point parameter η p identifies the point in the test, expressed as a fraction of the number of items, where examinee p first experiences an effect due to speeding. For items with i ≤ η p I there is no effect of speeding. Once the examinee passes his/her speededness point, i/I − η p is positive, resulting in a decrease of π pi . The rate of decrease of π pi is controlled by the parameter λ p , with larger λ p values resulting in a faster decrease. In Figure 1 we illustrate the role of η and λ by plotting the decay function min{1, [1 − (x − η)] λ } for some values of η and λ. The rationale for the proposed model is as follows.
When examinee p encounters item i, he/she answers according to either a Rasch process or a random guessing process, with probabilities P i (η p , λ p ) and 1 − P i (η p , λ p ) respectively. Under random guessing the answer is correct with probability c i . Under the Rasch process the examinee knows the answer with probability P i (θ p ); if ignorant the examinee guesses at random. In Figure  2 we visualize the model with a decision tree. Clearly,
which simplifies to (3).
Model (3) has some interesting limiting cases: • in case λ = 0 or η = 1, the proposed model reduces to 1PL extended with random guessing or 3PL,
• in case η = 0 and λ > 0 the examinee guesses at random at least to some degree for the first item up to the final item,
• similarly to 3PL, c i is the lower asymptote for θ → −∞.
As is usual in item response theory, the person ability parameter is assumed to be normally distributed with mean zero and variance σ 2 θ . Concerning the parameters η p and λ p we make, without loss of generality, the following distributional assumptions:
For estimation we restrict the discussion to the marginal maximum likelihood method. If the model of interest is given by (3)-(1) with a common unknown random guessing parameter c, then the parameters to be estimated are (β 1 , . . . , β I , c, σ 2 θ , α, β, µ λ , σ 2 λ ), whereas under (3)-(2) the parameters to be estimated are (α 1 , . . . , α I , β 1 , . . . , β I , c, α, β, µ λ , σ 2 λ ). In the latter case σ 2 θ has to be fixed at some positive constant for identification purposes. For convenience the vector of unknown parameters will be denoted by ξ. In the marginal maximum likelihood method the random effects are integrated out and the resulting likelihood is maximized with respect to be unknown parameters. Under (3) and denoting joint density function of θ p , η p and λ p by g the marginal likelihood function is simply
The integrals involved in (4) can be numerically approximated by a quadrature method and the optimization can be performed using a standard Newton-Raphson algorithm. The SAS NLMIXED procedure fits nonlinear mixed models with multivariate normal random effect distributions. However, as long as g in (4) is characterized by a normal dependence structure (copula) NLMIXED can be used to fit model (3), whatever the functional form of the (continuous) marginal random effect distribution functions. Indeed, as shown in Proposition 1 (see Appendix 2), in case of a normal dependence function, appropriately chosen compositions of probability integral transforms and inverse probability integral transforms of the marginal distributions yield a multivariate normal distribution for the transformed random effects. In some cases, besides ξ also the person specific effects θ p , η p and λ p are of special interest. Estimates of these parameters can be obtained from an empirical Bayes analysis of the postulated model.
Simulation study
In this section we discuss the results of a small simulation study. Three data sets each containing responses of 2000 examinees on 40 items were generated. Sample 1 was generated under model (3)- (1) with moderately high speededness (α = 9 and β = 2). Sample 2 was generated under model (3)-(1) with moderately low speededness (α = 20 and β = 9). Finally, a third sample was generated from 1PL with random guessing. The complete list of parameter values is given in Table 1 . The random effects are assumed to be independent. 
The effect of test speededness is illustrated in Figure 3 (a), Figure 4 (a) and Figure 5 (a) where we plot the empirical proportions correct answers together with the theoretical ones, given by
in case of (3) and by
in case of 1PL with random guessing, where G 1 , G 2 and G 3 denote the distribution functions of θ p , η p and λ p respectively, versus item number. Since all β i are equal, these proportions should not depend on item number in the absence of test speededness (see Figure 5 (a)). Clearly, test speededness decreases the probability of a correct answer for end-of-test items. The ultimate effect depends on the distribution of the speededness point and rate.
To do:
• graphical presentation of estimation results proc nlmixed data=simdata1 method=gauss noad technique=newrap maxiter=500 maxfu=5000 qpoints=5;
parms b1-b40=-1 c=.2 s2t=1 a=9 b=2 ml=0 s2l=1 ; beta = b1*x1+b2*x2+b3*x3+b4*x4+b5*x5+b6*x6+b7*x7+b8*x8+b9*x9+b10*x10+ b11*x11+b12*x12+b13*x13+b14*x14+b15*x15+b16*x16+b17*x17+b18*x18+b19*x19+b20*x20+ b21*x21+b22*x22+b23*x23+b24*x24+b25*x25+b26*x26+b27*x27+b28*x28+b29*x29+b30*x30+ b31*x31+b32*x32+b33*x33+b34*x34+b35*x35+b36*x36+b37*x37+b38*x38+b39*x39+b40*x40; 
where
So essentially a n-copula is a n-dimensional distribution function on [0, 1] n with standard uniform marginal distributions. The next theorem, due to Sklar, is central to the theory of copulas and forms the basis of the applications of that theory to statistics. As is clear, Sklar's theorem separates a joint distribution into a part that describes the dependence structure (the copula) and parts that describe the marginal behavior (the marginal distributions). For further details on copula functions we refer to Joe (1997) and Nelsen (1999) . 
Proposition 1 Consider a n-dimensional random vector X with joint distribution function G and continuous marginal distribution functions
which is the distribution function of a multivariate normal distribution. 
