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Abstract In this paper, we identify two current challenges
associated with watershed segmentation algorithms which
attempt to fuse the visual cues of texture and intensity. The
first challenge is that most existing techniques use a com-
peting gradient set which does not allow boundaries to be
defined in terms of both visual cues. The second challenge
is that these techniques fail to account for the spatial uncer-
tainty inherent in texture gradients. We present a watershed
segmentation algorithm which provides a suitable solution
to both these challenges and minimises the spatial uncer-
tainty in boundary localisation. This is achieved by a novel
fusion algorithm which uses morphological dilation to inte-
grate intensity and texture gradients. A quantitative and quali-
tative evaluation of results is provided demonstrating that our
algorithm outperforms three existing watershed algorithms.
Keywords Feature fusion · Spatial uncertainty ·
Texture · Watershed segmentation
1 Introduction
In many object-recognition systems image segmentation is
typically used as a pre-processing step to define objects upon
which a classification method operates [1,2]. Image seg-
mentation is a very active research area with thousands of
papers published on the subject [3]. Despite many promising
approaches it is often difficult to produce segmentation of
sufficiently high quality that could allow reliable calculation
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of object specific information such as object shape. Con-
sequently, many of the current best approaches to object-
recognition do not employ segmentation [4,5]. The goal of
this work is to implement a segmentation algorithm which
is capable of providing a set of meaningful objects for an
object-recognition system.
Most segmentation strategies can be classified as region-
or boundary-based methods. In region-based methods a
grouping of homogenous areas is performed to produce seg-
mentation. In contrast boundary-based methods attempt to
extract the boundaries between these homogenous areas. The
watershed transform is a technique which combines both
region- and boundary-based methods [6]. Pixels are grouped
around the regional minima of a gradient image and bound-
aries are located along the crest lines of this image. The
watershed transform is a function of an input gradient image.
Therefore in order to obtain accurate segmentation a suitable
gradient image must first be estimated. Many strategies exist
for calculating a gradient image in terms of the visual cues of
texture and intensity but all are subject to two challenges. We
now describe each of these under the headings of description,
current solutions and proposed solution.
1.1 Challenge 1: non-harmonising gradients
1.1.1 Description
Raw intensity and texture gradients do not harmonise. A
gradient operator applied to a raw intensity image will not
only respond to intensity boundaries between objects but
it will also respond to intensity variation due to object
texture which results in a large number of false-positives.
Texture is a spatial property and therefore any features used
to describe it must be calculated within a neighbourhood.
At object boundaries this neighbourhood can contain a large
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Fig. 1 An image containing a
pure intensity edge and
corresponding texture feature
image are shown in a and b,
respectively. Larger response
values in b are represented by
the colour white
Fig. 2 Corresponding intensity and texture gradients for an individual
edge are plotted by solid and dashed lines , respectively, in a. Although
both gradients correspond to the same edge they are located in different
spatial locations. The result of performing a summation of the individual
gradient in a is displayed in b
intensity edge and multiple objects textures. This can result
in unwanted unique responses, known as texture boundary-
responses, along object boundaries [7]. For example, con-
sider the image in Fig. 1a of a pure intensity edge. Despite the
absence of texture the corresponding texture feature image in
Fig. 1b contains a relatively large response along the intensity
edge. A gradient operator applied to such a raw texture feature
image will not give the desired measure of object to object
gradient at the object boundary. Instead a double response
will occur where each response represents an object to bound-
ary-response gradient. These double responses represent an
inaccurate estimate of object boundary gradient and can be
falsely interpreted as an object lying along the boundary.
1.1.2 Current solutions
Many authors [8–10] propose to use texture and intensity
gradients in their raw form and perform fusion using the
principle of a competing gradient set. This strategy is based
on the assumption that each object boundary is predomi-
nately a texture or intensity boundary and only the corre-
sponding gradient should be used to define it. The authors in
[8,10] use a measure of texturedness to modulate both texture
and intensity gradients. Intensity gradients in the presence
of texture are inhibited reducing the number of false-pos-
itives due to texture intensity variation. On the other hand
texture gradients in the absence of texture are suppressed
removing false-positives due to boundary-responses at pure
intensity boundaries. In [9] the authors only modulate the
intensity gradients and remove texture boundary-responses
by performing separable median filtering. Many boundaries
in natural images are defined by both the visual cues of texture
and intensity. Since all the above competing gradient set strat-
egies estimate each individual gradient value in terms a single
visual cue they result in inaccurate boundary gradients and
reduced discrimination strength.
1.1.3 Proposed solution
We propose to extract a complementary set of texture and
intensity gradients. This set can then be fused to give a result-
ing gradient image which represents the summation of both
texture and intensity gradients. Since each gradient value is
estimated using both visual cues this strategy offers increased
discrimination strength over competing gradient approaches.
1.2 Challenge 2: spatial uncertainty in texture gradients
1.2.1 Description
Texture, unlike intensity, is a spatial phenomenon and there-
fore the locations of its boundaries are subject to a degree of
spatial uncertainty. This phenomenon is known as the uncer-
tainty principle and asserts that we cannot simultaneously
know ‘what happens when’ [11]. Consequently, texture and
intensity gradients corresponding to the same boundary may
be located in different spatial locations. This point is illus-
trated using a one-dimensional example extracted from a real
image in Fig. 2. The solid and dashed lines in Fig. 2a represent
intensity and texture gradients respectively for a single edge.
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The intensity gradient does not suffer from spatial uncertainty
and is therefore spatially located at the actual boundary which
is left of centre. On the other hand the texture gradient suf-
fers from spatial uncertainty and as a result in not spatially
located at the actual boundary location. This uncertainty in
the spatial location of boundary gradients must be taken into
consideration when fusion is performed.
1.2.2 Current solutions
The authors are unaware of any existing works which attempt
to provide a solution to this challenge. In all cases the gradi-
ent magnitude at a particular spatial location is determined
by summing the gradient values at the same spatial loca-
tion in each of the corresponding gradient images [8,9]. This
approach is based on the invalid assumption that all gradient
values corresponding to the same edge will be situated at the
same spatial location in each gradient image. For a particular
edge the result of such a summation will not be the desired
sum of all gradients corresponding to the edge in question.
This point is illustrated by Fig. 2b which corresponds to the
summation of the intensity and texture gradients of Fig. 2a.
The two peaks in this image correspond to the individual
intensity and texture gradients. Neither peak represents the
desired sum of the two gradients in question.
1.2.3 Proposed solution
To address this challenge we propose to post-process the
texture gradient images such the spatial location of each
edge and its corresponding gradient value intersect. Since
all gradient values for a particular edge intersect at their cor-
responding edge location the sum at this location will be
the desired sum of all gradient values corresponding to that
edge.
This paper presents a strategy for computing a gradient
image which represents a solution to the two challenges pre-
sented above. The layout of this paper is as follows. In Sect. 2,
we describe the proposed complementary texture and inten-
sity gradient set. Section 3 describes a novel algorithm used to
fuse these complementary gradients and the watershed algo-
rithm. In Sect. 4, we present an evaluation of the proposed
segmentation method. Finally in Sect. 5, we draw conclu-
sions from this work and propose future research directions.
2 Complementary gradient set extraction
To overcome the challenge of non-harmonising gradients,
we propose to extract a complementary set of texture and
intensity gradients which will be later fused using a strategy
presented in Sect. 3. The individual gradients in this set are







 Gradient Image 
Normalization / Summation 





Gabor Filter Bank 
Complementary Texture 
 Gradient Images 
Fig. 3 Flowchart of the overall gradient extraction process
this work is the proposal that if fused correctly, their fusion
represents an estimate of total boundary gradient in terms of
both visual cues.
2.1 Complementary intensity gradient extraction
In this section, we describe how the complementary inten-
sity gradient image, denoted IG is extracted. A flowchart of
the overall this process is shown in the top right of Fig. 3.
In summary, to generate an intensity image containing only
edges due to object boundaries while removing those due
to texture intensity variation we employ a non-linear diffu-
sion process. Accurate gradients are then extracted from this
diffused image using a multi-scale gradient operator.
In non-linear diffusion, first introduced in [12], the amount
of diffusion performed at each location is controlled by an
edge-stopping function of gradient magnitude. The textures
contained in natural image will be of different scales and
therefore it is recommended to use a spatially varying diffu-
sion scale. This is implemented using the strategy proposed
in [13]. This strategy will smooth the texture intensity varia-
tion of each object and will replace it with an area of uniform
intensity with values equal to the mean grey value for that
object. This effect is known as the principle of grey level
invariance [14].
Following generation of the diffused image a correspond-
ing gradient image is extracted using the multi-scale gradient
operator proposed in [15]. Using a process of edge track-
ing this operator combines large scale gradient estimation
with small scale localisation. The resulting gradient image
contains accurate intensity gradient values for each object-
to-object boundary and few false-positives due to texture
intensity variation. As a consequence of the principle of grey
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Fig. 4 A complementary
intensity gradient imageIG
extracted from a is displayed
in b
Fig. 5 A section of Fig. 4a is
displayed in a. Following
non-maximum suppression
those intensity and texture
gradients extracted above a
certain threshold are represented
by white and superimposed on
the original image in b and c,
respectively
level invariance the gradients located at the boundary
between two objects specify the contrast between the mean
grey values of the objects in question.
An example of a complementary intensity gradient image
is displayed in Fig. 4. Figure 5b displays a section of the
image in Fig. 4a with those corresponding complementary
intensity gradient magnitudes, following non-maximum sup-
pression, which are above a certain threshold represented by
white overlay. Due to the edge preserving properties of the
non-linear diffusion these gradients are localised to the pixel
scale.
2.2 Complementary texture gradient extraction
In this section, we describe how a set of n complementary
texture gradient images are extracted. Each individual image
is denoted T Gi for i = 1 to n. A flowchart of the overall
process is shown in the top left of Fig. 3. In summary, a set
of raw texture feature are extracted using a Gabor filter bank.
These features are then filtered with separable median fil-
ters to remove texture boundary-responses and reduce noise.
Finally gradients are extracted. The remainder of this section
describes each of these steps.
2.2.1 Gabor filter bank
Gabor filters have been increasingly considered and applied
to image analysis [16]. Spatially a Gabor function is a Gauss-
ian of aspect ratio σx/σy modulated by a sinusoid of fre-
quency F and orientation θ . In this work, we implemented
the Gabor filter bank design strategy proposed by Clausi
and Jernigan [16]. The Empirical Rule informs us that for
a Gaussian function 99.7% of the area under this function
falls within plus and minus 3σof the mean [17]. Therefore a
Gaussian or Gabor function has a spatial extent of approx-
imately 6σ . This fact will be utilised in Sect. 3. To extract
features from the raw Gabor filter outputs we calculate the
magnitude response as recommended by [16].
2.2.2 Median filtering
As stated earlier any texture features will exhibit texture
boundary responses resulting in inaccurate texture bound-
ary gradients. To overcome this problem we propose that
any strategy which attempts to remove texture boundary-
responses should exhibit the property that it returns a single
edge at each boundary from which it is possible to extract
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Fig. 6 A section of a texture feature image extracted from Fig. 4a is
displayed in a, and the result following median filtering in b. A 1-D plot
of a cross-section of a , represented by the black line in a, is plotted in
c using a solid line. The result following median filtering is represented
by a dashed line in c. An edge is returned within the area of the original
boundary-response
an accurate object to object gradient. Most existing solu-
tions to the texture boundary-response problem do not exhibit
this property. Shao and Forstner [18] proposed to smoothed
the gradient image with a Gaussian function converting the
double peaks at boundaries due to boundary-responses into
single peaks. Although the generation of false objects along
boundaries is prevented, this strategy does not return accurate
boundary gradient values. Kruizinga and Petkov [19] mod-
elled grating cells in the primary visual cortex (V1). Grating
cells respond strongly to a grating of bars but respond weakly
to single bars which do not form part of such a grating. The
problem with this approach is that natural images do not con-
tain gratings and this model will not respond in any way when
applied to such images. In [20] the authors choose a set of
texture features which give a ramp-edge response at bound-
aries in remotely sensed datasets. If segmentation is carried
out at a sufficiently large scale the boundary-response values
will be assigned to classes either side of the boundary. It is
difficult to prove that a given feature extraction algorithm will
always result in a ramp-edge at object boundaries for a given
data type. This approach is not data and feature extraction
algorithm independent and only those features which give a
ramp edge boundary-response for a given data type may be
used.
An approach which tackles the issues resulting from
boundary-responses and exhibits the above property which
we require is separable 2-D median filtering [9]. This tech-
nique will remove noise having a scale less than half the
scale of the median filters applied. Consequently, any sep-
arable median filters used to remove boundary-responses
must be at least twice the scale of the boundary-responses
if they are to be removed. O’Callaghan and Bull [9] pro-
pose to remove texture boundary-responses using a sepa-
rable median filtering approach and we have adapted this
strategy. The maximum possible scale of a texture boundary-
response is equal to the scale of the corresponding Gabor fil-
ter. Therefore to remove boundary responses a median filter
of twice the scale of the corresponding Gabor function is
applied.
2.2.3 Gradient extraction
Smoothing is known to improve the texture discrimination
strength of Gabor features [16]. The separable median filter-
ing presented earlier for removing boundary responses also
performs the dual task of smoothing the feature images. Now
that texture boundary responses have been removed and the
feature images smoothed we extract gradients using the same
operator as Sect. 2.1. Figure 5c displays gradients extracted
from a texture feature image overlaid on the original image
and represented by white. The texture gradients, for example
those corresponding to the boundaries of the man, are not
entirely localised accurately.
This spatial uncertainty in the texture gradients is due to
the fact that texture is a spatial property and is subject to
the uncertainty principle which states that there is a trade
off between spatial and spatial-frequency resolutions [11].
In order to discriminate between textures we require the spa-
tial-frequency resolution of our features to be sufficiently
high which in turn results in a lower spatial resolution and
introduces a loss in boundary localisation. The Gabor func-
tion minimises this trade-off between spatial and spatial-fre-
quency resolution [11]. When a texture boundary-response
is filtered with a median filter an edge will result within the
location of the original boundary-response. Since the maxi-
mum scale of a boundary-response is equal to the scale of the
corresponding Gabor filter applied, this edge will be local-
ised correctly to the scale of the corresponding Gabor filter.
This fact is illustrated using an example in Fig. 6.
Comparing Fig. 5b with c, we can see that the complemen-
tary texture gradients are localised to a broader scale than
the corresponding complementary intensity gradients. When
fusing such gradient images this property must be taken into
consideration.
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Fig. 7 A texture gradient
image extracted from Fig. 4a is
displayed in a. The result
following the dilation of a is
displayed in b
3 Gradient fusion and segmentation
The goal of the work presented in this paper is provide a
segmentation technique which integrates the visual features
of texture and intensity. In Sect. 2, we presented a strategy
for calculating a set of complementary intensity and texture
gradients denoted IG and T Gi , respectively. In order for a
segmentation to accurately exploit this gradient set a suitable
fusion strategy must be used. A flowchart of the overall fusion
strategy we propose is in the lower half of Fig. 3. First, a mor-
phological dilation operation is applied to all texture gradi-
ent images. Next, a series of normalisation and summation
steps are then performed to produce a final gradient image.
This gradient image is then used as input to the watershed
algorithm to generate a segmentation result. The following
subsections describe each of these steps in turn.
3.1 Morphological dilation
This section describes the first step in the proposed fusion
strategy which is morphological dilation. The standard
approach to fusing multi-spectral and texture gradient images
is to perform a weighted summation [8,9]. This strategy is
based on the invalid assumption that different gradients cor-
responding to the same boundary will be located in the same
spatial location. Texture unlike intensity is a spatial phenom-
enon and therefore is subject to the uncertainty principle as
discussed in Sect. 1. This uncertainty must be taken into con-
sideration when performing fusion. If corresponding texture
and intensity gradients are located in different positions, a
sum of their values will result in a double peak effect, with
neither peak being a true sum of the individual gradients.
These effects are illustrated in Fig. 2b.
To overcome this issue we use grey scale morphological
dilation. The dilation of the image f at the location (x, y) by
a structuring element b is given by Eq. 1 [6].
[ f  b] (x, y) = max
(s,t)∈b
{ f (x − s, y − t)} (1)
For a Gabor filter to respond to an edge the edge must located
within the region over which the filter integrates. Therefore
the distance between the location of an edge detected by a
Gabor filter and its true location will be less than or equal to
the size or scale of this region. The dilation of the gradient
image by a structuring element of equal scale will there-
fore result in the gradient value corresponding to the edge in
question, assuming it is a local maximum, being assigned to
the true location of the edge. We dilate the texture gradient
images using a flat disk-shaped structuring element so that
the scale of dilation is equal in all directions. An example of
a texture gradient image and the result following dilation is
displayed in Fig. 7.
The location of an intensity gradient corresponding to an
edge will equal the true location of the edge in question and
that location only. Following dilation the location of a texture
gradient corresponding to an edge will equal the true location
of the edge and the neighbourhood of this location. A logical
AND of these location gives a single location corresponding
to the true location of the edge. Following the summation
of gradients with equal location, this location will be the
only one which contains a sum of both corresponding gra-
dient values. Hence the gradient will be maximised at this
location.
If the watershed transform locates a boundary resulting
from these gradient values it will locate the boundary at
this maximum location, which is the location of the inten-
sity boundary. Since the intensity gradient minimises spa-
tial uncertainty the resulting boundary will in turn minimise
this uncertainty. This property is illustrated in 1-D example
in Fig. 8 where the peak of in this example is an accurate
sum of individual gradients and the location of the intensity
boundary. In Sect. 4, we will illustrate this property in the
context of 2-D images. Chen et al. [21] proposed an alterna-
tive approach to minimise boundary localisation error using
intensity features by applying an iterative post-processing of
an initial crude segmentation using intensity features.
A side-effect of dilating the texture gradient images is
that if a boundary has a texture gradient in a single texture
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Fig. 8 The result of dilating the texture gradient in Fig. 2a before sum-
ming it with the intensity gradient in Fig. 2a is displayed
feature image and no intensity gradient, this boundary could
be located most accurately if no dilation is performed. Per-
forming dilation in this case would actually increase uncer-
tainty. For example, if the texture gradient image of Fig. 7a
was the only gradient image which contained non-zero val-
ues it would not need to be fused with other gradient images.
Therefore dilation would not be required and the watershed
transform could be applied directly to this image. Textures
will generally not have a sufficiently narrow frequency band-
width such that they only respond to a single filter. Clausi [16]
refers to this effect as “leakage”. It is therefore likely that an
object boundary will have a gradient in more than a single
feature image and dilation must then be performed in order
to generate an accurate sum of gradient values.
3.2 Normalisation and summation
Following dilation of texture gradients, all intensity and tex-
ture gradient must be summed to form a final single gradient
image. Before this summation can be performed, each must
be normalised to correctly weigh its contribution. Shao and
Forstner [18] proposed to normalise by variance or maximum
filter response. In this section, we describe the normalisation
and summation steps used in this work. These steps are rep-
resented graphically by the flowchart displayed in Fig. 3.
O’Callaghan and Bull [9] normalised by maximum filter
response and then normalised by the sum of individual filter
responses. In [8] the authors chose to perform no weighting
operation and instead summed the gradient values in their
original forms. There is no strong evidence to suggest any
one normalisation strategy is superior and usually a trial and
error approach is required to define a suitable one. The nor-
malisation approach used in this work contains the following
steps. We normalise each gradient image, denoted T Gi , by
its maximum response. We then sum these images and nor-
malise again by the maximum value to give a single gradient
image denoted TG. These steps are described by Eq. 2. An
example of a gradient image TG is displayed in Fig. 9a.
T G (x, y) =
∑




i ̂T Gi (x, y)
) (2)
where
̂T Gi (x, y) = T Gi (x, y)
max
x,y
(T Gi (x, y))
Given the gradient image IG and TG we fuse these into a sin-
gle gradient image as follows. We divide IG by four times its
median value and TG by its median value. This step aligns
the noise floor of each image and was originally proposed
in [9]. The additional factor of four in the intensity gradi-
ent normalisation reflects the fact that the intensity gradient
image has sharp peaks while the texture gradient image has
broader peaks. The latter must be amplified to avoid being
dominated by the former. Finally, IG and TG are summed to
form a final single gradient image CG and again this is norma-
lised to the range [0 1]. This fusion process is represented by
Eq. 3.
CG (x, y) =
∑




i ĈG (x, y)
) (3)
where
ĈG (x, y) = I G (x, y)
4wI
+ T G (x, y)
wT
In Eq. 3 wI and wT represent the median values of IG and
TG, respectively. All further segmentation analysis is per-
formed on this image; an example of which is displayed in
Fig. 9b.
3.3 Segmentation
To generate segmentation from the gradient image CG we use
the watershed transform [6]. The most intuitive formulation
of the watershed transform is based on flooding simulation
where the gradient image is considered to be a topographic
surface. The watershed transform determines the watershed
lines on this surface. To achieve this holes are punched in each
regional minima of the image. The image is then flooded by
letting water rise from each at a uniform rate. When the water
from two distinct minima merge a segmentation boundary is
created. The gradient image may contain noise in the form of
unwanted extra regional minima and flooding from these will
result in a greater number of segments than desired. To over-
come this problem the gradient image is filtered to remove
all regional-minima except those of a depth greater than a
specified parameter h. This is achieved using a technique
known as the h-minima transform [6] which can determine
all regional minimum in a given gradient having a depth less
than a specified parameter h. Varying h controls the scale of
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Fig. 9 The complementary
texture gradient image extracted
from Fig. 4a is displayed in a.
This image is fused with its
corresponding complementary
intensity gradient image, which
is displayed in Fig. 4b, to form
the final gradient image
displayed in b
Fig. 10 The segmentation
result for Fig. 4a achieved by
fusing the proposed
complementary gradients is
shown in a. A post-processing
of this result is performed to
remove small segments with the
result shown in b
regional-minima which are suppressed and in turn the scale
of segmentation.
Figure 10a shows a segmentation result achieved using
this fusion method. From this example it can be seen that
this method tends to over-segment in some textured regions
returning a large number of very small segments. For an
example of this see the bottom of Fig. 10a. To remove this
inaccuracy we implemented a post-processing step where
segments of small size, that is less than 10 pixels in size,
are removed and their corresponding regions assigned to
the largest neighbouring segment. This size was determined
by trial and error. Figure 10b shows the improvement in
segmentation this step brings.
4 Results
To perform a quantitative evaluation of the proposed water-
shed segmentation method a state of the art dataset and per-
formance metric were used. The dataset in question is the
Berkeley segmentation dataset [22] which contains a large
collection of images of natural scenes and is very suitable for
determining the performance of any segmentation method.
Segmentation is an ill-posed problem with most images hav-
ing many possible segmentation solutions. To capture this
variability in possible solution, each image in the dataset has
between five and ten corresponding ground-truths. The data-
set contains 300 images which are divided by its creators
into 200 training and 100 test images. Using all images in
the dataset performance was determined using a raining-fol-
lowed-by-testing evaluation methodology.
In order to determine segmentation performance a state
of the art technique known as the Normalised Probabilistic
Rand (NPR) index [23] was used. The NPR index quantifies
the agreement of segmentation with its corresponding set of
ground-truths with greater agreement resulting in a higher
index value. The range of the NPR index is [−1, 1]. It is
normalised such that a random segmentation will result in
an index close to 0. Any segmentation which results in an
index significant greater than 0 can be regarded as useful
[23]. The index is sensitive to errors in boundary localisation
and the degree of such errors is reflected in corresponding
index values. From extensively working with the NPR index
we observed that an increase of around 0.05 in the index
generally corresponds to good improvement in segmentation
quality. An increase of around 0.1 or above generally cor-
responds to a very good improvement. These facts may be
confirmed by viewing segmentation results and correspond-
ing index values presented later.
The remainder of this section is divided into the follow-
ing three parts. Firstly, we present a comparison of segmen-
tation results achieved by applying the marker-controlled
watershed to the complementary texture and intensity gra-
dients in isolation and to their fusion. Next, we evaluate the
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contribution made by each major component in the proposed
segmentation algorithm by determining performance in its
absence. Finally, we present a comparison of segmentation
results achieved by the proposed segmentation method rela-
tive to three other existing methods.
4.1 Individual complementary gradients
In this section we present a comparison of segmentation
results achieved by applying the marker-controlled water-
shed to the complementary texture and intensity gradients
in isolation and their fusion. We perform this evaluation to
demonstrate that when such gradients are fused correctly they
complement each other to generate superior results. For all
results in this sub-section we choose not to perform post-
processing to remove small segments because we wanted to
directly evaluate the strengths and weaknesses of our fusion
strategy.
Thereafter we will refer to the segmentation derived by
applying the marker-controlled watershed transform to the
complementary intensity gradients, the complementary tex-
ture gradients and the fused complementary gradients as
the Complementary Intensity (CI) watershed, the Comple-
mentary Texture (CT) watershed and the Complementary
Intensity Texture (CIT) watershed respectively. All gradient
images were normalised to the range [0, 1] before appli-
cation of the h-minima transform. Each of these watershed
algorithms requires the specification of the h-minima trans-
form scale parameter h. For each algorithm this parame-
ter was optimised on the training set using all parameters
from the following set: h = {0.0100, 0.0311, 0.0522, 0.0733,
0.0944, 0.1156, 0.1367, 0.1578, 0.17889, 0.2}. These h val-
ues were chosen because they result in segmentations rang-
ing from over- to under-segmented. The degree of over- or
under-segmentation was determined by visual inspection of
corresponding segmentations. The parameters of each algo-
rithm were optimised on the training set and these were used
when evaluating the corresponding performance on the test
set. These optimal parameters and the mean and variance of
NPR values on the test are presented Table 1. On the test
set the CIT watershed achieved a mean NPR index of 0.397.
This represents a good improvement in segmentation quality
relative to the CI and CT watersheds by which accomplished
mean NPR index values of 0.350 and 0.352 respectively on
the same data. The fact that each method produced a mean
significantly above zero informs us that they generally pro-
duce a segmentation which is much better than random.
Using the same approach as [23] the individual NPR
values are presented in plot and histogram form in Fig. 11.
Figure 11a shows the NPR index on each image for each
algorithm in the test set. The indices are plotted in increas-
ing order for each algorithm; hence image 10 refers to the
Table 1 Table showing for each
algorithm the optimal
parameters on train set with
corresponding mean and
variance of NPR index values on
test set
CI CT CIT CIT-PP JSEG Canny BG+TG
σ -value – – – – – 3.5 –
h-value 0.03111 0.07333 0.05222 0.05222 – 0.09444 0.01673
Mean NPR 0.350 0.352 0.397 0.4176 0.322 0.363 0.376
Variance NPR 0.085 0.080 0.086 0.0862 0.0770 0.1056 0.0854
Fig. 11 NPR index values on test set. Plot a shows the indices achieved
on each image individually, ordered by increasing values. The x-axis
represents the image index while corresponding NPR value is repre-
sented by the y-axis. Plot b shows the same information in the form
of a group histogram. The x-axis represents the range of NPR index
values for each group while y-axis represents the number of images
falling within the corresponding range. For example the first group of
bars represents the number of images with index values between the
range −0.4 and −0.2
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Fig. 12 An image taken from
the test dataset is displayed in
a. The corresponding
segmentation results achieved
using the CIT, CI and CT
watersheds are displayed in
b, c and d, respectively, and have
NPR index values of 0.7951,
0.7217 and 0.7615, respectively
Fig. 13 An image taken from
the test dataset is displayed in
a. The corresponding
segmentation results achieved
using the CIT, CI and CT
watersheds are displayed in
b, c and d, respectively, and
have NPR index values of 0.658,
0.491 and 0.485, respectively
images with the tenth lowest index value for each algorithm,
and may not represent the same image across algorithms.
From this plot we see that the CIT watershed curve is gener-
ally above those corresponding to the CI and CT watersheds,
indicating its superior performance. The CI and CT water-
shed curves are close together indicating a similar level of
performance. Figure 11b shows the individual NPR values in
histogram form. An optimal histogram would be centred to
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Fig. 14 An image taken from
the test dataset is displayed in
a. The corresponding
segmentation results achieved
using the CIT, CI and CT
watersheds are displayed in
b, c and d, respectively, and have
NPR index values of 0.7712,
0.7498 and 0.7601, respectively
the right with minimal spread. The CIT histogram is centred
to the right more so than the corresponding CI and CT his-
tograms. The CIT histogram spread is similar to that of the
CI and CT histograms but it is less skewed to the left. Both
CI and CT histograms are centred in the roughly the same
region and have similar variance. The corresponding mean
and variance values in Table 1 verify these facts. The above
histogram analysis again reflects the better performance of
the CIT watershed relative to the CI and CT watersheds. This
superior performance is not surprising. It has been shown
several times in the past [24–27] that a fusion of texture and
multi-spectral features results in superior segmentation per-
formance compared to using these features in isolation.
Some segmentation results achieved by each algorithm
on the test dataset with corresponding NPR index values are
displayed in Figs. 12, 13 and 14. In all results segmenta-
tion boundaries are represented by the colour white. These
segmentation examples illustrate a number of properties of
the CI, CT and CIT watersheds. In all examples it was clear
by visual inspection and reference to the corresponding NPR
index values that the CIT watershed outperformed both the
CI and CT watersheds.
Boundaries which are represented in only a single comple-
mentary watershed segmentation, either CI or CT watershed,
will still likely be represented in the segmentation derived
from their fusion in the CIT watershed. For example, the
boundary of the island in the background on the right hand
side of Fig. 12a is represented by the CI watershed but is
Fig. 15 A crop of the image in Fig. 4a is displayed in a. The corre-
sponding segmentation result achieved using the CIT watershed is dis-
played in b. The boundaries of the man, which have both an intensity
and texture boundary, are localised to the spatial scale of the intensity
boundary
not represented by the CT watershed. Despite this fact this
boundary is represented by the CIT watershed. This illus-
trates that the CIT watershed fuses boundary information
contained in both complementary gradient images to achieve
superior segmentation performance. Figure 13 illustrates
that the individual CI and CT watersheds may individually
over-segment an image region but this effect will be reduced
following fusion. In this example the grass region is over-
segmented by both the CI and CT watersheds but this is sig-
nificantly reduced by the CIT watershed.
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Fig. 16 A Brodatz texture and
its corresponding and the
corresponding segmentation
achieved using the CIT
watershed algorithm are
displayed in a and b,
respectively
Fig. 17 Segmentation results
of Fig. 12a without intensity
smoothing, texture smoothing
and texture gradient dilation are
displayed in a, b and c,
respectively
The image of the tiger in Fig. 14a represents a very chal-
lenging image to segment. This is due to the fact that the tiger
is covered in patches which have both strong intensity and
texture boundaries. As a result the CI and CT watershed both
over-segment the tiger into a set of smaller regions which gen-
erally correspond to individual patches. Consequently, such
regions are also represented in the CIT segmentation. This
example highlights an inability of the proposed technique in
some cases to distinguish object boundaries and strong object
texture. This inaccuracy could be introduced by integrating
prior knowledge in the form of specific object shape infor-
mation or more generic rules regarding the shape of genuine
object contours [31].
It is evident from segmentation results that the CI water-
shed tends to over-segmented in some textured regions
returning a large number of very small segments in such
regions. For example see the bottom of Fig. 12c. Much of
these very segments are removed in CIT watershed segmen-
tation results but some still remain; again see Fig. 12. These
may be removed using the post-processing step we proposed
earlier.
As discussed earlier the CIT watershed minimises the
boundary localisation error when it fuses the individual com-
plementary gradient images and this point is illustrated in
Fig. 15. It was shown in Fig. 5 that the boundary of the
man in this figure has both an intensity and texture gradient
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respectively. In the CIT watershed segmentation these bound-
aries are localised to the spatial scale of the intensity bound-
ary therefore minimising spatial uncertainty.
To demonstrate the ability of the proposed algorithm to
segment very textured images we applied it the pure texture
image in Fig. 16a. The corresponding segmentation result is
displayed in Fig. 16b and is very accurate despite the pres-
ence of some over and under segmentation. Although other
techniques exist which offer superior performance for pure
texture images these have been optimised for this task and
are not as generic as the proposed technique [16].
4.2 Individual algorithm components
In order to determine the contribution of each major com-
ponent in CIT watershed we evaluated segmentation perfor-
mance when the component in question was removed. Using
this strategy we evaluated the contribution of smoothing the
intensity features, smoothing the texture features and dilating
the texture gradients. Through analysing results on multiple
images the following conclusion were drawn and are illus-
trated using the sample results in Fig. 17. It was generally
found that failure to smooth intensity features resulted in
an over-segmented image in textured regions; for example
see Fig. 17a. Failure to smooth texture features did not have
a significant impact on results. For example the segmenta-
Table 2 Table showing for each algorithm the optimal parameters on
train set with corresponding mean and variance of NPR index values
on test set
CIT
No intensity No texture No
smoothing smoothing dilation
σ -value – – –
h-value 0.0522 0.0311 0.0522
Mean NPR 0.282 0.383 0.307
Variance NPR 0.092 0.088 0.094
tion result of Fig. 17b is very similar the corresponding CIT
segmentation of Fig. 12b. We attribute this to the fact that
texture features are calculated over an area which has the
inherent effect of smoothing. Removal of the dilation step in
general resulted in segmentations which were significantly
worse both in terms of over- and under-segmentation. Again
referring to Fig. 12b, the CIT segmentation is superior. To
determine segmentation performance in a quantitative man-
ner we used the training and testing methodology of Sect.
4.1. The results of this analysis are shown in Table 2. Com-
paring these results to that of the CIT algorithm in Table 1 we
see that the removal of each component resulted in reduced
performance. In particular the removal of intensity smooth-
ing and gradient dilation returned a significant reduction in
performance.
4.3 Fused complementary gradients
In this section, we evaluate the CIT watershed which has
been post-processed to remove small segments. We refer to
this segmentation algorithm as the CIT-PP watershed and
evaluate it against segmentation results produced by the fol-
lowing benchmark methods:
1. BG + TG watershed: watershed transform applied to
the Brightness Gradient (BG) + Texture Gradient (TG)
operator of Martin et al. [7].
2. Canny watershed: watershed transform applied gradients
extracted from a Gaussian smoothed image.
3. JSEG: segmentation method proposed by Deng and
Manjunath [28].
The BG + TG operator is an algorithm which given ground-
truth will learn to determine gradient values using texture
and intensity features. Since it returns gradient values this
method can be used as input for the watershed transform to
Fig. 18 NPR index values on test set. Plot a shows the indices achieved on each image individually, ordered by increasing values. Plot b shows
the same information in the form of a group histogram
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Fig. 19 The segmentation
results achieved for a using the
Canny, BG + TG, CIT and JSEG
algorithms are displayed in b, c,
d and e, respectively, and have
corresponding NPR index
values of 0.4940, 0.5383, 0.5970
and 0.5916 respectively
generate segmentation. To operate this algorithm requires the
specification of the h-minima transform scale parameter h.
The Canny watershed algorithm which we have selected
for use in this study has strong similarities to the edge detec-
tion technique proposed by Canny [29]. In both algorithms an
initial gradient image is calculated by performing Gaussian
smoothing followed by the application of a gradient opera-
tor. Canny then applied non-maximum suppression to sup-
press all gradient values which are not local maximums and
remove multiple responses at each boundary. If the watershed
transform locates a boundary due to a particular gradient
response it will locate it once along the crest of that response.
It therefore performs the same function as non-maximum
suppression. This algorithm requires the specification of the
h-minima transform scale parameter h and the scale of the
Gaussian used for smoothing.
The JSEG algorithm is a multi-scale region based
segmentation algorithm which fuses texture and intensity
information to derive segmentation. It has the ability to para-
meterise itself based on the content of the image in question
and therefore does not need require any input from the user.
This should not be seen as a disadvantage as this method
has been shown to produce useful segmentation results [28].
A C++ implementation of this algorithm, which is available
from Deng’s website [30], was used.
The CIT-PP watershed was optimised on the training
set using the parameter set: h = {0.0100, 0.0311, 0.0522,
0.0733, 0.0944, 0.1156, 0.1367, 0.1578, 0.17889, 0.2}. The
BG + TG watershed was optimised on the training set using
the parameter set: h = {0.0001, 0.0056, 0.0112, 0.0167,
0.0223, 0.0278, 0.0334, 0.0389, 0.0445, 0.0500}. Finally the
Canny watershed was optimised on the training set using
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Fig. 20 The segmentation
results achieved for a using the
Canny, BG + TG, CIT and JSEG
algorithms are displayed in b, c,
d and e, respectively, and have
corresponding NPR index
values of 0.4076, 0.3727, 0.4469
and 0.4274 respectively
the parameter set h = {0.0100, 0.0311, 0.0522, 0.0733,
0.0944, 0.1156, 0.1367, 0.1578, 0.17889, 0.2} and σ =
{0.5, 1.5, 2.5, 3.5, 4.5, 5}. In the above parameter sets the σ
parameters were chosen because they result in images rang-
ing from slightly to significantly smoothed; the h parameters
were chosen because they result in segmentations ranging
from over- to under-segmented. All gradient images were
normalised to the range [0 1] before application of the
h-minima transform.
The parameters of each algorithm were optimised on
the training set and these were used when evaluating the
performance of each on the test set. These optimal param-
eters used, along with the mean and variance of NPR val-
ues on the test are presented in Table 1. On the test set the
CIT-PP watershed achieved a mean NPR index of 0.4176.
The improvement in mean performance compared to the
CIT watershed is impressive and we believe this justifies
that use of such a post-processing step. This result rep-
resents a good improvement in performance relative to
the Canny watershed, the BG + TG watershed and the
JSEG algorithm which accomplished mean NPR index val-
ues of 0.3589, 0.3767 and 0.322 respectively on the same
data.
The individual NPR values for each algorithm are pre-
sented in plot and histogram form in Fig. 18. In the plot the
CIT-PP watershed curve is generally above those correspond-
ing to the other algorithms showing that it generally performs
better. The curves of the BG + TG and Canny watersheds are
similar with the BG + TG curve being slightly higher. Of all
algorithms the JSEG algorithm curve was the worst and is
significantly below the CIT-PP curve. The histograms for the
CIT–PP and BG + TG have a similar level of spread, while the
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Fig. 21 The segmentation
results achieved for a using the
Canny, BG + TG, CIT and JSEG
algorithms are displayed in b, c,
d and e, respectively, and have
corresponding NPR index values
of 0.2941, 0.76184, 0.84947 and
0.5254, respectively
Canny histogram has slightly more spread and the JSEG his-
togram slightly less. The CIT–PP histogram is centred more
to the right than any other. The corresponding mean and vari-
ance values in Table 1 verify these facts. From this histogram
analysis we can say that of all algorithms tested the CIT–PP
watershed does not have the least variance in segmentation
quality but it generally performs better.
Some segmentation examples achieved by each algorithm
on the test dataset with corresponding NPR index values are
displayed in Figs. 19, 20, 21 and 22. In all examples, bound-
aries are represented by the colour white. These segmentation
examples reveal a number of properties of the all segmenta-
tion algorithms. On all images it is clear by visual inspection
and reference to the corresponding NPR index values that the
CIT–PP watershed generally outperforms the other methods.
Although all methods over-segment to a degree, the bench-
mark methods tend to over-segment more than the CIT–PP
watershed. Examples where this is evident are the central
bear in Fig. 20 and the trees in the background of Fig. 21.
Due to the fact that it does not integrate texture information,
the Canny watershed regularly fails to detect a number of key
boundaries. Example of this would be the boundary between
the two animals in Fig. 19 and the boundary between the
trees and grass in left of Fig. 21. The JSEG method tends to
over-segment and fails to detect key boundaries at the same
time. This point is illustrated in Fig. 21 where JSEG over-
segmented the grass area at the bottom of the image while it
failed to detect the elephant head boundaries in the centre of
the image.
Due to image segmentation being an ill-posed problem it
would be difficult to eliminate all over-segmentation from the
CIT–PP watershed even through the incorporating top-down
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Fig. 22 The segmentation
results achieved for (a) using the
Canny, BG + TG, CIT and JSEG
algorithms are displayed in b, c,
d and e, respectively, and have
corresponding NPR index
values of 0.6420, −0.1420,
0.6555 and 0.6193, respectively
knowledge into the segmentation process. One individuals
perception of an accurate segmentation may be perceived as
inaccurate by another individual. It is because of this fact
that the Berkeley dataset contains multiple ground-truths for
each image. It is also because of this fact that the NPR index
measures performance by comparison to such a set of ground
truths. Top-down knowledge could improve the segmentation
in some cases. For example the central bear in Fig. 20 has
some very strong internal texture and intensity edges; there-
fore top-down knowledge would be required to prevent these
from being represented as genuine boundaries. Despite this
fact the proposed method has been shown in both a quanti-
tative and qualitative manner to outperform existing state of
the art techniques which also attempt to derive segmentation
in a bottom-up manner.
From the above segmentation examples, particularly the
trees in the background of Fig. 21, we see that object bound-
aries which have both an intensity and texture boundary are
localised very accurately by the CIT-PP watershed. The other
methods do not minimise this spatial uncertainty and there-
fore their corresponding segmentation boundaries are not
localised so accurately.
5 Conclusions
This paper presents a new watershed based segmentation
algorithm which overcomes the challenges of a competing
gradient set and the spatial uncertainty inherent in texture
gradients. A complementary texture and intensity gradient
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set is described which allows boundary gradients to be mea-
sured in terms of both visual cues. It therefore offers a more
accurate measure of boundary gradient compared to existing
competing gradient sets, where each boundary gradient can
only be described in terms of a single visual cue. Texture,
unlike intensity, is a spatial property and therefore its gradi-
ents suffer from the uncertainty principle resulting in poorer
boundary localisation compared to intensity gradients. A new
fusion strategy, namely the CIT-PP watershed, is proposed
which accounts for this uncertainty and minimises the error
in boundary localisation.
An in-depth qualitative and quantitative evaluation of the
CIT-PP watershed against a total of seven other segmentation
methods is presented. The accuracy of the proposed fusion
strategy is demonstrated by an evaluation against segmenta-
tion achieved by the individual features in isolation. To eval-
uate the usefulness of the CIT-PP watershed against other
previously published techniques in the domain of computer
vision, three benchmark methods were selected. In all cases
the CIT-PP watershed produced impressive results and out-
performed all other methods. Although segmentation results
achieved by the CIT-PP watershed are of a good quality some
over-segmentation was evident. Reducing such false-posi-
tives may be achieved by the integration of top-down knowl-
edge into the segmentation process. Colour is another very
important cue used by the visual system to define boundaries.
In this work we have ignored its presence and concentrated
on the visual cues of intensity and texture. We believe that
incorporating colour information would increase segmenta-
tion performance and this shall be the focus of future research
work.
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