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Analytic functions
Given a C∞ function f(x) we say that is real analytic in the interval
(x0 − ρ, x0 + ρ) if it is possible to expand f(x) in Taylor series
f(x) =
∞∑
n=0
f (n)(x0)
n!
(x− x0)n
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Analytic functions
Given a C∞ function f(x) we say that is real analytic in the interval
(x0 − ρ, x0 + ρ) if it is possible to expand f(x) in Taylor series
f(x) =
∞∑
n=0
f (n)(x0)
n!
(x− x0)n
Examples
1
1− x =
∞∑
n=0
xn, |x| < 1
ex =
∞∑
n=0
xn
n!
, x ∈ R, sinx =
∞∑
n=1
(−1)n−1 x
2n−1
(2n− 1)! , x ∈ R
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Theorem
If
∞∑
n=1
fn a series of positive functions on X then
∫
X
∞∑
n=1
fndµ =
∞∑
n=1
∫
X
fndµ
It is an immediate consequence of Beppo Levi theorem
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Example. Evaluate ∫ 1
0
lnx
x2 − 1dx
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Example. Evaluate ∫ 1
0
lnx
x2 − 1dx
We use the geometric series
∞∑
n=1
xn−1 =
1
1− x, |x| < 1 to infer
1
1− x2 =
∞∑
n=1
x2(n−1) =
∞∑
n=0
x2n
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Example. Evaluate ∫ 1
0
lnx
x2 − 1dx
We use the geometric series
∞∑
n=1
xn−1 =
1
1− x, |x| < 1 to infer
1
1− x2 =
∞∑
n=1
x2(n−1) =
∞∑
n=0
x2n
then use Levi’s theorem∫ 1
0
lnx
x2 − 1dx =
∫ 1
0
− lnx
1− x2dx =
+∞∑
n=0
∫ 1
0
(−x2n lnx) dx.
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Integrating by parts yields∫ 1
0
(−x2n lnx) dx =
[
− x
2n+1
2n+ 1
lnx
]1
0
+
∫ 1
0
x2n
2n+ 1
dx
(L)
5/25 Pi?
22333ML232
Integrating by parts yields∫ 1
0
(−x2n lnx) dx =
[
− x
2n+1
2n+ 1
lnx
]1
0
+
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Integrating by parts yields∫ 1
0
(−x2n lnx) dx =
[
− x
2n+1
2n+ 1
lnx
]1
0
+
∫ 1
0
x2n
2n+ 1
dx
=
1
(2n+ 1)2
(L)
so that considering (L), we can write∫ 1
0
lnx
x2 − 1dx =
+∞∑
n=0
1
(2n+ 1)2
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Fatou’s Lemma
Given (X,A, µ) , measure space, and (fn)n sequence of measurable
positive functions on X. Then∫
X
lim inf
n→∞ fndµ ≤ lim infn→∞
∫
X
fndµ
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Dominated convergence Theorem
Given a measure space (X,A, µ) and (fn)n sequence of measurable
functions such that
lim
n→∞ fn(x) = f(x)
If there exists a nonnegative summable g ∈ L(X) such that for any
x ∈ X and any n ∈ N
|fn(x)| ≤ g(x)
Then
lim
n→∞
∫
X
fndµ =
∫
X
f dµ
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Esercise. Evaluate
lim
n→∞
∫ ∞
1
ne−nx
1 + nx
dx
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Esercise. Evaluate
lim
n→∞
∫ ∞
1
ne−nx
1 + nx
dx
Consider, for x ∈ [1,+∞), hn(x) = n
1 + nx
.
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Esercise. Evaluate
lim
n→∞
∫ ∞
1
ne−nx
1 + nx
dx
Consider, for x ∈ [1,+∞), hn(x) = n
1 + nx
. It is a decreasing
function of x in x ∈ [1,∞) since h′n(x) = −
n2
(1 + nx)2
< 0
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Esercise. Evaluate
lim
n→∞
∫ ∞
1
ne−nx
1 + nx
dx
Consider, for x ∈ [1,+∞), hn(x) = n
1 + nx
. It is a decreasing
function of x in x ∈ [1,∞) since h′n(x) = −
n2
(1 + nx)2
< 0 Then, since
lim
x→∞
n
1 + nx
= 0
and
sup
x∈[1,∞)
n
1 + nx
= hn(1) =
n
1 + n
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We can infer that
|hn(x)| ≤ n
1 + n
< 1
so that ∣∣∣∣ ne−nx1 + nx
∣∣∣∣ < e−nx ≤ e−x
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In such a way we can use Dominated convergence theorem
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We can infer that
|hn(x)| ≤ n
1 + n
< 1
so that ∣∣∣∣ ne−nx1 + nx
∣∣∣∣ < e−nx ≤ e−x
In such a way we can use Dominated convergence theorem
lim
n→∞
∫ ∞
1
ne−nx
1 + nx
dx =
∫ ∞
1
lim
n→∞
ne−nx
1 + nx
dx =
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We can infer that
|hn(x)| ≤ n
1 + n
< 1
so that ∣∣∣∣ ne−nx1 + nx
∣∣∣∣ < e−nx ≤ e−x
In such a way we can use Dominated convergence theorem
lim
n→∞
∫ ∞
1
ne−nx
1 + nx
dx =
∫ ∞
1
lim
n→∞
ne−nx
1 + nx
dx =
∫ ∞
1
0 dx = 0
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Differentiation under the integral sign
If [α, β], ]a, b[⊂ R and f :]a, b[×[α, β]→ R verifies
(i) for any t ∈]a, b[ function x 7→ f(t, x) is summable in [α, β]
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Differentiation under the integral sign
If [α, β], ]a, b[⊂ R and f :]a, b[×[α, β]→ R verifies
(i) for any t ∈]a, b[ function x 7→ f(t, x) is summable in [α, β]
(ii) for almost any x ∈ [α, β] function t 7→ f(t, x) is differentiable in
]a, b[
(iii) for any t ∈]a, b[ and for almost any x ∈ [α, β] there exists g
summable on [α, β] such that∣∣∣∣∂f∂t (t, x)
∣∣∣∣ ≤ g(x)
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then;
F (t) :=
∫ β
α
f(t, x)dx
is differentiable and
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then;
F (t) :=
∫ β
α
f(t, x)dx
is differentiable and
F ′(t) =
∫ β
α
∂f
∂t
(t, x)dx
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Theorem (De Moivre, Gauss, Laplace, Poisson)
∫ ∞
−∞
e−x
2
dx =
√
pi
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Theorem (De Moivre, Gauss, Laplace, Poisson)
∫ ∞
−∞
e−x
2
dx =
√
pi
Corollary ∫ ∞
−∞
e−pix
2
dx = 1
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We follow J. van Yzeren: Moivre’s and Fresnel’s Integrals by Simple
Integration. The American Mathematical Monthly, Vol. 86, No. 8
(Oct., 1979), pp. 690-693
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We follow J. van Yzeren: Moivre’s and Fresnel’s Integrals by Simple
Integration. The American Mathematical Monthly, Vol. 86, No. 8
(Oct., 1979), pp. 690-693
Let
G :=
∫ ∞
−∞
e−x
2
dx
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Define for t ≥ 0
f(t) :=
∫ ∞
−∞
e−t(1+x
2)
1 + x2
dx (a)
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Define for t ≥ 0
f(t) :=
∫ ∞
−∞
e−t(1+x
2)
1 + x2
dx (a)
Observe that f(t) ≤ pi e−t. In fact:
f(t) = e−t
∫ ∞
−∞
e−tx
2
1 + x2
dx ≤ e−t
∫ ∞
−∞
1
1 + x2
dx = pi e−t
thus lim
t→∞ f(t) = 0.
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Using the theorem for the derivation under the integral sign we get
f ′(t) = −
∫ ∞
−∞
e−t(1+x
2)dx = −e−t
∫ ∞
−∞
e−tx
2
dx
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Using the theorem for the derivation under the integral sign we get
f ′(t) = −
∫ ∞
−∞
e−t(1+x
2)dx = −e−t
∫ ∞
−∞
e−tx
2
dx
Change variable putting x =
1√
t
z so that
f ′(t) = −e
−t
√
t
∫ ∞
−∞
e−z
2
dz = −e
−t
√
t
G
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Using the theorem for the derivation under the integral sign we get
f ′(t) = −
∫ ∞
−∞
e−t(1+x
2)dx = −e−t
∫ ∞
−∞
e−tx
2
dx
Change variable putting x =
1√
t
z so that
f ′(t) = −e
−t
√
t
∫ ∞
−∞
e−z
2
dz = −e
−t
√
t
G
Integrating on [t,∞)∫ ∞
t
f ′(s)ds = −G
∫ ∞
t
e−s√
s
ds
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that is
f(t) = G
∫ ∞
t
e−s√
s
ds (?)
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that is
f(t) = G
∫ ∞
t
e−s√
s
ds (?)
from (a) follows that f(0) = pi while from (?) that f(0) = G2 thus
G =
√
pi =
∫ ∞
−∞
e−x
2
dx
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Integrals with respect to a generated measure. From the gen-
erated measure theorem together with the monotone convergence the-
orem we infer a theorem of great interest in probability. Recall that
if µ is a measure and f a measurable function in some measure space
(X,A, µ) then φ(A) =
∫
A
fdµ is a measure.
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Theorem If f : X → [0,+∞] is µ measurable and if g : X →
[0,+∞] is φ measurable then∫
X
gdφ =
∫
X
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In such situation f is called density of φ with respect to µ.
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Integrals with respect to a generated measure. From the gen-
erated measure theorem together with the monotone convergence the-
orem we infer a theorem of great interest in probability. Recall that
if µ is a measure and f a measurable function in some measure space
(X,A, µ) then φ(A) =
∫
A
fdµ is a measure.
Theorem If f : X → [0,+∞] is µ measurable and if g : X →
[0,+∞] is φ measurable then∫
X
gdφ =
∫
X
gfdµ (\)
In such situation f is called density of φ with respect to µ. In parti-
colar if f is such that
∫
X
fdµ = 1 then φ is a probability measure.
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Idea of the proof. From the generation measure theorem we
see that (\) holds true when g = 1E being E ∈ A. Thus (\) holds
for any simple function. The general case then follows from Beppo
Levi’s theorem, via the approximation of a measurable function with
a converging sequence of simple functions.
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Observe that when measure φ is obtained from f and µ as in the
former theorem, then a null set for µ is a null set for φ also, that is
µ(E) = 0 =⇒ φ(E) = 0
So the following definition makes sense.
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Observe that when measure φ is obtained from f and µ as in the
former theorem, then a null set for µ is a null set for φ also, that is
µ(E) = 0 =⇒ φ(E) = 0
So the following definition makes sense.
Definition Let φ and µ measures on the same σ algebra A. We say
that φ is absolutely continuous with respect to µ if
µ(E) = 0 =⇒ φ(E) = 0
in such a case we write φ µ
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When φ is built from µ integrating a nonnegative µ-measurable func-
tion f , measure φ is absolutely continuous with respect to µ. As a
matter of fact this statement can be reversed, that is a measure φ
is absolutely continuous with respect to µ, there is a a nonnegative
µ-measurable function which allows the representation of µ.
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Radon-Nikodym Theorem
Let (X,A, µ) a σ-finite measure space and let φ a measure on A
assolutamente absolutely continuous with respect to measure µ.
There is a nonnegative measurable function h such that for any E ∈ A
φ(E) =
∫
E
hdµ
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Radon-Nikodym Theorem
Let (X,A, µ) a σ-finite measure space and let φ a measure on A
assolutamente absolutely continuous with respect to measure µ.
There is a nonnegative measurable function h such that for any E ∈ A
φ(E) =
∫
E
hdµ
h is unique (a.e) it is called Radon-Nikodym derivative of φ re-
spect to µ and it is denoted by
[
dφ
dµ
]
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Moreover for each f ≥ 0φ-measurable we have∫
X
f dφ =
∫
X
f h dµ
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Properties of Radon-Nikodym derivative
a. If φ µ and ϕ is nonnegative and measurable∫
ϕ dφ =
∫
ϕ
[
dφ
dµ
]
dµ
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Properties of Radon-Nikodym derivative
a. If φ µ and ϕ is nonnegative and measurable∫
ϕ dφ =
∫
ϕ
[
dφ
dµ
]
dµ
b.
[
d (φ1 + φ2)
dµ
]
=
[
dφ1
dµ
]
+
[
dφ2
dµ
]
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Properties of Radon-Nikodym derivative
a. If φ µ and ϕ is nonnegative and measurable∫
ϕ dφ =
∫
ϕ
[
dφ
dµ
]
dµ
b.
[
d (φ1 + φ2)
dµ
]
=
[
dφ1
dµ
]
+
[
dφ2
dµ
]
c. If φ µ λ then
[
dφ
dλ
]
=
[
dφ
dµ
] [
dµ
dλ
]
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Properties of Radon-Nikodym derivative
a. If φ µ and ϕ is nonnegative and measurable∫
ϕ dφ =
∫
ϕ
[
dφ
dµ
]
dµ
b.
[
d (φ1 + φ2)
dµ
]
=
[
dφ1
dµ
]
+
[
dφ2
dµ
]
c. If φ µ λ then
[
dφ
dλ
]
=
[
dφ
dµ
] [
dµ
dλ
]
d. If ν  µ e µ ν then
[
dν
dµ
]
=
[
dµ
dν
]−1
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Product Measure
Goal: extend Lebesgue measure from R to R2.
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Product Measure
Goal: extend Lebesgue measure from R to R2.
A rectangle is a set such as
R = I1 × I2
with I1, I2 real intervals. The “lenght” of the rectangle is its area
a(R) = `(I1)`(I2)
In one dimension null sets are: finite or countable sets, but in the
plane there are null sets more complicated such as lines, and in general
all graphics of functions. Every strip A×{a} must have measure zero.
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In three dimensions R3 we use parallelepipeds whose “lenght” is the
volume
C = I1 × I2 × I3, v(C) = `(I1)`(I2)`(I3)
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In three dimensions R3 we use parallelepipeds whose “lenght” is the
volume
C = I1 × I2 × I3, v(C) = `(I1)`(I2)`(I3)
In Rn we deal with pluri n-dimensional intervals
I = I1 × · · · × In, mn(I) =
n∏
i=1
`(Ii)
