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Abstract
In this paper we count the number of isomorphism classes of geometrically indecomposable
quasi-parabolic structures of a given type on a given vector bundle on the projective line over a
finite field. We give a conjectural cohomological interpretation for this counting using the moduli
space of Higgs fields on the given vector bundle over the complex projective line with prescribed
residues. We prove a certain number of results which bring evidences to the main conjecture. We
detail the case of rank 2 vector bundles.
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31 Introduction
Fix a reduced divisor D = b1 + · · · + br of P1Fq with bi of degree di (di is the degree of the field
extension Fq(bi)/Fq). We call a quasi-parabolic structure 1 on a rank n vector bundle E on P1Fq an
r-tuple E = (Ea1 , . . . , Ear ) of infinite non-increasing sequences
Ebi : E(bi) = Ei0 ⊇ Ei1 ⊇ · · · ⊇ Eiri ⊇ · · ·
of Fq(bi)-vector spaces with only finitely many non-zero terms. A vector bundle equipped with a
quasi-parabolic structure is called a quasi-parabolic bundle.
The type of a quasi-parabolic structure E is the r-tuple s = (s1, . . . , sr) of non-increasing sequences
si : si0 = n ≥ si1 ≥ · · · ≥ sili ≥ · · · such that dim Ei, j = si, j for all i, j.
A quasi-parabolic vector bundle is geometrically indecomposable if it remains indecomposable
after extension of scalars from Fq to Fq and a quasi-parabolic structure E on E is (geometrically)
indecomposable if the quasi-parabolic bundle (E, E) is (geometrically) indecomposable.
We denote byAEs,D(q) the number of isomorphism classes of geometrically indecomposable quasi-
parabolic structures of type s on E.
As a motivation for studying AEs,D(q), consider the total counting
A
n,d
s,D(q) :=
∑
E
AEs,D(q)
where the sum is over the isomorphism classes of vector bundles of degree d and rank n. This sum is
finite by Theorem 2.2.3. It is also conjectured to be independent on d (see Conjecture 5.1.3).
When (s, d) is sufficiently general and assuming that deg(ai) = 1 for all i = 1, . . . , r, the counting
A
n,d
s,D(q) gives the Poincare´ polynomial of a certain moduli space of stable parabolic meromorphic
Higgs bundles. As Schiffmann told me, this follows from an adaptation to the parabolic case of his
strategy in the non-parabolic case [30] using the work of Lin [25].
Via non-abelian Hodge theory and the Riemann-Hilbert monodromy map, these moduli spaces
of stable parabolic meromorphic Higgs bundles are diffeomorphic to certain character varieties with
generic semisimple local monodromy of type s at punctures. The existence of the diffeomorphism
arising from non-abelian Hodge theory we want is a particular case of Biquard, Boalch [2, Theorem
5] [1] by setting the irregular types to be zero. The tame case (i.e. the particular case of [2][1] where
the irregular types equal zero) was known before but does not seem to be explicitly written in the
literature in the form we want. As Boalch explained to me the tame case follows from the work of
many authors including Simpson [31], Konno [19] and Nakajima [28].
The above character varieties (studied in [12]) are of the following form. Let Cs = (C1, . . . ,Cr) be
a generic tuple of semisimple conjugacy classes of GLn(C) of type s, namely for each i = 1, . . . , r, the
1In the literature the terminology parabolic means quasi-parabolic together with a weight structure. However, unlike in
the introduction, we will never use the terminology “parabolic ” in the common sense (i.e. with weight structure) in the
main text of the paper and so from Section 2 we will say for short “parabolic ” instead of “quasi-parabolic ” as there will be
no possible confusion.
4multiplicities of the eigenvalues of Ci are given by the successive differences si j − si( j+1), then define
the affine GIT quotient
MCs := {(x1, . . . , xr) ∈ C1 × · · · ×Cr | x1 · · · xr = 1}//GLn(C),
where GLn(C) acts diagonally by conjugation.
Then it follows from the above discussion that for a general (s, d) and some Cs as above we have
A
n,d
s,D(q) = q−
1
2 dimMCs
∑
i
dim(H2ic (MCs ,C)) qi.
A computable formula for An,ds,D(q) was not given in the literature. However, using the work of Lin
[25], it may be possible (at least in theory) to extend Schiffmann’s work in the non-parabolic case [30]
to get a formula for An,ds,D(q) (not only for P1 but also for higher genus curves).
One motivation for computing An,ds,D(q) is to bring evidences for the conjectural formula for the
mixed Hodge polynomial of MCs [12] which formula involves Macdonald polnomials. Schiffmann’s
type formulas (even in the non-parabolic case where everything is explicit) are not easily comparable
with the conjectural formulas in [12][15]. In this paper we give a formula for the individual quantities
AEs,D(q) (see Theorem 1.2.2) using the same kind of technics as in [12][14][22] (we could generalize
our work to higher genus curves assuming that E is semisimple). The resulting formula for An,ds,D(q)
looks similar to those in [12] even if we can not yet prove any precise relation. For instance we see
the appearance of Hall-Littlewood polynomials which are specializations of Macdonald polynomials.
An other motivation for studying An,ds,D(q) comes from a conjecture of Drinfled [9] on the existence
of a Lefschetz trace formula for the counting of certain l-adic local systems on smooth projective
curves in positive characteristics. In this direction, Deligne [7, Theorem 3.5] related the quantity
A
n,d
s,D(q) with the counting of certain l-adic local systems with some constraints on local monodromy.
We can also see the study of the individual terms AEs,D(q) as a generalisation of Kac’s work on
quiver representations of star-shaped quivers. Indeed in the special case where E = O(a)n and d1 =
· · · = dr = 1, the counting AEs,D(q) is given by the evaluation at q of the so-called Kac polynomial
which was introduced 35 years ago and which still very well studied in the literature (see §2.2.8 and
Remark 5.1.4 for more details). Also in the case E = O(a)n and d1 = · · · = dr = 1, a cohomological
interpretation of AEs,D(q) is given in [14] (see also [6] when s is indivisible, i.e. gcd(si, j) = 1). In this
paper we give a conjectural cohomological interpretation (see §1.1 below) of the terms AEs,D(q) for
any E and arbitrary d1, . . . , dr. We prove this conjecture for E = O(a)n and arbitrary degrees d1, . . . , dr
by adapting the ideas of [14]. For a general E, the difficulty for proving the conjecture comes the fact
that Aut(E) is not reductive and so we can not use GIT.
Before stating precisely the results of this paper let us remark (see Corollary 3.3.9) that the quantity
AEs,D(q) depends only on the multi-partition ν = (ν1, . . . , νr) of n arising from s = (s1, . . . , sr) where
the parts of νi are given by the successive differences si j − si( j+1) of the terms of the sequence si.
Therefore in the following we will use the notation AE
ν,D(q) instead of AEs,D(q).
51.1 The main conjecture
Consider a reduced divisor D = a1 + · · · + al on P1C. Choose a generic l- tuple S = (S 1, . . . , S l) of
semisimple regular adjoint orbits of gln(C) (see §4.1 for the definition of generic tuples). Given a rank
n vector bundle E on P1
C
we define
XES = X
E
S,D := {ϕ : E → E ⊗Ω1(D) | Resai(ϕ) ∈ S i, for all i = 1, . . . , l
}
.
The action of Aut(E) on XES induces a free action of PAut(E) := Aut(E)/C×.
We expect that the categorical quotient XES of X
E
S by PAut(E) exists (in the category of algebraic
variety) and that the quotient map is a principal PAut(E)-bundle in the e´tale topology. We also expect
that the quotient XES is non-singular with pure mixed Hodge structure and has polynomial count (see
Conjecture 5.2.2). In particular, conjecturally it has vanishing odd cohomology.
This is the case when E = O(a)n (see [12, Theorem 2.2.4]) as Aut(E) = GLn and
XO(a)
n
S ≃ {(X1, . . . , Xl) ∈ S 1 × · · · × S l | X1 + · · · + Xl = 0} .
For now we may define XES as the quotient stack [XES /PAut(E)].
Fix a multi-partition µ = (µ1, . . . , µl) ∈ (Pn)l and let S µ be the stabilizer of µ in Sl acting on (Pn)l
by permutation. The group S µ is of the form
∏s
i=1 Sli where l1, . . . , ls are the multiplicities of the
distinct coordinates µh1 , . . . , µhs of µ. Define the C[(Sn)l]-module
Rµ = indSnS
µ1
(1) ⊠ · · · ⊠ IndSn
S
µl
(1),
where for a partition λ = (λ1, . . . , λs), we put Sλ := ∏si=1Sλi and IndSnSλ(1) is the C[Sn]-module
induced from the trivial C[Sλ]-module. The action of (Sn)l on Rµ extends in the obvious way to an
action of (Sn)l ⋊ S µ.
Say now that a reduced divisor on P1
Fq
is compatible with w ∈ S µ =
∏s
i=1 Sli if it is of the form
Dw =
s∑
i=1
pi∑
j=1
ai, j,
where for each i = 1, . . . , s, the degrees di,1, . . . , di,pi of ai,1, . . . , ai,pi form a partition of li that gives
the cycle-type decomposition of the coordinate of w in Sli . We let r =
∑s
i=1 pi be the total number of
closed points of Dw and denote by µw ∈ (Pn)r the multi-partition which has coordinate µhi at ai, j.
The following conjecture is the main conjecture of the paper (see Conjecture 5.2.7).
Conjecture 1.1.1. There exists a structure of C[(Sn)l ⋊ Sl]-module on Hic(XES ,C) such that for any
µ ∈ (Pn)l, any w ∈ S µ, any finite field Fq and any reduced divisor Dw on P1Fq compatible with w we
have
AEµw,Dw(q) = q−
1
2 dimX
E
S
∑
i
Tr
(
w |W2iµ
)
qi,
where W iµ := Hom(Sn)l
(
Rµ, εl ⊗ H2ic (XES ,C)
)
, εl := ε ⊠ · · · ⊠ ε︸      ︷︷      ︸
l
with ε the sign representation of Sn
and where S µ acts on W iµ as (w · f )(v) = w · f (w−1 · v).
6Remark 1.1.2. The expectation that the quantities AE
µ,D(q) are given by polynomials with coefficients
in the character ring of products of symmetric groups (see Conjecture 5.1.1 for a precise statement)
was suggested to me by Deligne. The above conjecture gives a geometric realization of Deligne’s
expectation.
Following ideas of Nakajima [29], Crawley-Boevey and van den Bergh [6] we can define an action
of the group H := (Sn)l ⋊ Sl on the compactly supported cohomology Hic(XO(a)
n
S ,C) (see §5.2.2 for
more details) and we prove that the above conjecture is true when E = O(a)n (see Theorem 5.2.8).
The difficulty is that the group H does not act on the variety itself but only on its cohomology. The
same strategy for constructing the action of H on Hic(XES ,C) should work also for a general E but
some theoritical arguments are more delicate due to the fact that Aut(E) is not a reductive group for
instance.
When µ = (µ1, . . . , µl) ∈ (Pn)l is indivisible (i.e. when the gcd of all parts of the partitions
µ1, . . . , µl equals 1) we have a more direct conjectural geometrical interpretation of AE
µw,Dw(q) (see
Conjecture 5.2.2).
1.2 Main results
Let D = b1 + · · · + br be a reduced divisor on P1Fq with di = deg(bi) and let µ = (µ1, . . . , µr) ∈ (Pn)r.
We fix a vector bundle E on P1
Fq
of rank n.
We first start with a representation theoritical interpretation of AE
µ,D(q).
For each i, consider the subgroup Li = GLµi1 × · · · × GLµisi of GLn where (µ
i
1, . . . , µ
i
si) = µi. For
i = 1, . . . , r, put Li(qd) := Li(Fq(bi)) and denote by RGLn(q
di )
Li(qdi ) the Harish-Chandra induction which is
a Z-linear map from the ring of complex characters of Li(qdi ) to the ring of complex characters of
GLn(qdi ).
We prove the following result (see Theorem 3.3.7).
Theorem 1.2.1. For any generic r-tuple (α1, . . . , αr) of linear characters of L1(qd1 ), . . . , Lr(qdr ) we
have
AEµ,D(q) =
1
|Aut(E)|
∑
f∈Aut(E)
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)( f (bi)),
where f 7→ f (bi) is the evaluation map Aut(E) → GLn(qdi ).
We use this result to prove our second result.
Write
E =
f⊕
i=1
O(bi)mi ,
with b1 > b2 > · · · > b f , and for v = (v1, . . . , vr) ∈ Zr≥0 put
Ev :=
f⊕
i=1
O(bi)vi
7and |v| =
∑r
i=1 vi.
For a multipartition λ = (λ1, . . . , λr) and v = (v1, . . . , vr) such that |λ1| = · · · = |λr | = |v| define
Hvλ,D(q) :=
#{h ∈ Aut(Ev) | h(bi) ∈ Cλi(qdi ) for all i = 1, . . . , r}
|Aut(Ev)| ,
where Cλi(qdi ) denotes the unipotent conjugacy class of GLn(qdi ) of Jordan type λi (i.e. the size of the
Jordan blocks are given by the parts of λi).
Let Y = {Y1, . . . , Yr} be an other set of commuting variables. Then for any integer s > 0 and any
multipartition λ = (λ1, . . . , λr) ∈ (Ps)r, we define
Hλ,D(q, Y) :=
∑
v,|v|=s
Hv
λ,D(q) Yv,
where Yv := Yv11 · · ·Y
vr
r if v = (v1, . . . , vr).
For each i = 1, . . . , r, let xi = {xi,1, xi,2, . . . } be an infinite set of commuting variables and denote
by Λ(xi) the ring of symmetric functions in the variables of xi.
Put
ΩD(q) = ΩD(x1, . . . , xr; q, Y) := 1 +
∑
s>0
∑
λ=(λ1,...,λr)∈(Ps)r
Hλ,D(q, Y)
r∏
i=1
˜Hλi (xi; qdi ),
where for a partition λ of s, ˜Hλ(xi; q) is the modified Hall-Littlewood symmetric function which is of
homogeneous degree s (see §3.5.2).
For a partition µ denote by hµ(xi) the corresponding complete symmetric function.
We prove the following theorem (see Theorem 3.5.3).
Theorem 1.2.2. We have
AEµ,D(q) =
〈
Coeff Ym
[(q − 1)LogΩD(q)] , hµ1(x1) · · · hµr (xr)〉 ,
where m = (m1, . . . ,mr), Log is the pletystic logarithm (see §3.2 and §3.5.1) and 〈 , 〉 is the usual Hall
pairing on symmetric functions.
Remark 1.2.3. The important feature of this result, which is crucial for us, is the fact that it separates
the quasi-parabolic structure (on the right hand side of the pairing) from the data coming from the di-
visor D and the vector bundle E (on the left hand side). The strategy for proving the main conjecture is
to decompose (as shown in §5.2.4) the complete symmetric functions in the basis of power symmetric
functions from which we see the appearance of the Sn-modules IndSnS
µi
(1) and XES in Conjecture 1.1.1.
The problem of computing explicitly AE
µ,D(q) using Theorem 1.2.2 is discussed in §3.6. In the
case where E = O(b1)m1 ⊕O(b2)m2 , there is an efficient way to compute AEµ,D(q) and we can prove the
following result (see Corollary 3.6.6).
Theorem 1.2.4. Assume that E = O(b1)m1 ⊕ O(b2)m2 . Then AEµ,D(q) is given by the evaluation at
q of a polynomial with integer coefficients which depend only on the degrees d1, . . . , dr of the points
a1, . . . , ar (and not on their position).
8Note that Conjecture 1.1.1 implies that the above statement is true for any E.
Let us state our last main result which is proved using Theorem 1.2.1.
Assume that µ is indivisible (namely the gcd of the parts of all coordinates of µ equals 1).
Then under some condition on the characteristic of Fq (see §5.2) and for q sufficiently large we
can always make a choice of a generic r-tuple A = (A1, . . . , Ar) of semisimple adjoint orbits of
gln(qd1 ), . . . , gln(qdr ) of type µ, i.e. the multiplicities of the eigenvalues of Ai coincides with the parts
of the partition µi.
We then consider
XEA,D :=
{
ϕ : E → E ⊗Ω1(D)
∣∣∣Resai (ϕ) ∈ Ai for all i = 1, . . . , r }
and we prove the following result using Fourier analysis (see Theorem 4.4.2).
Theorem 1.2.5.
|XEA,D|
|PAut(E)| = q
1
2 dAAEµ,D(q),
with dA :=
∑r
i=1 di dim Ai(Fq) − 2n2 + 2.
This result is used to bring evidences to the more direct conjectural geometric interpretation of
AE
µ,D(q) in the indivisible case (see Conjecture 5.2.2 and Remark 5.2.3) but also to Conjecture 1.1.1
when applied to r-tuple of semisimple regular adjoint orbits.
1.3 Example : Rank 2 case
We keep the same notation as in §1.2.
We use Theorem 1.2.2 to compute explicitly AE
µ,D(q) when n = 2. Reducing the number of points
of D if necessary, we assume without loss of generality that the coordinates of µ are all equal to the
partition (1, 1) of 2.
Put l = ∑ri=1 di. For 0 < m ≤ l denote by Xlm the set of subsets of {1, . . . , l} of size m. The
symmetric group Sl acts naturally on Xlm and we denote by χlm the character of the representation of
Sl in the C-vector space freely generated by Xlm.
Let w ∈ Sl be of cycle-type decomposition (d1, . . . , dr).
We use the formula in Theorem 1.2.2 to prove the following result (see §3.7).
Theorem 1.3.1. (i) If E = O(a)2, then
AEµ,D(q) =

∑l−3
m=0
(∑[ l−m−12 ]
i=1 χ
l
m+2i+1(w)
)
qm if l ≥ 3,
0 otherwise.
(ii) If E = O(a) ⊕ O(b) with a > b, then
AEµ,D(q) =

∑l−(a−b+2)
m=0
(∑l
s=m+a−b+2 χ
l
s(w)
)
qm if l ≥ a − b + 2,
0 otherwise.
9Remark 1.3.2. We see from the above theorem that the polynomials AE
µ,D(q) are monic when n = 2
and so the corresponding spaces XES of §1.1 must be irreducible thanks to Theorem 1.2.5.
We deduce the following corollary which confirm the independence ofAn,d
µ,D(q) from d in the n = 2
case.
Corollary 1.3.3. For any d ∈ Z,
A
2,d
µ,D(q) =

∑l−3
m=0
∑[ l−m−12 ]
a=1
(∑l
s=m+2a+1 χ
l
s(w)
)
qm if l ≥ 3,
0 otherwise.
Let C = (C1, . . . ,Cr) be a generic r-tuple of semisimple regular conjugacy classes of GL2(C). The
Poincare´ polynomial of the character variety MC has been computed first by Boden and Yokogawa [3]
and one can verify that the above formula for q 12 dimMCA(2,d)
µ,D (q), with d1 = · · · = dr = 1 (i.e. w = 1),
matches their calculation and also that of [12, §1.5.3] for the conjectured mixed Hodge polynomial of
MC.
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2 Geometrically indecomposable parabolic bundles: Generalities
Let k be a field and denote by P1k the projective line over k. For a closed point a of P1k , we denote by
k(a) its residue field.
2.1 Parabolic vector bundles: Definitions
2.1.1. Generalities on vector bundles over P1. Denote by Bun(P1k) the category of all vector bundles
over P1k (which we identify with locally free sheaves on P1k) and by Bunn,d(P1k) the full subcategory of
vector bundles of rank n and degree d. The trivial line bundle is denoted by O = OP1k . By a well-known
result of Grothendieck, any vector bundle on P1k is isomorphic to a direct sum O(b1)m1 ⊕ O(b2)m2 ⊕
· · · ⊕ O(b f )m f and the two sequences of integers b1 > b2 > · · · > b f and (m1, . . . ,m f ) ∈ (Z≥0)s are
uniquely determined by E. For a vector bundle E on P1k and a closed point a of P
1
k, we denote by E(a)
the k(a)-vector space Ea ⊗ k(a) and for a vector bundle morphism ϕ : E → E′, we denote by ϕ(a) the
induced k(a)-linear map E(a) → E′(a).
For a non-negative integer d, we identify Hom (O,O(d)) with the global sections of O(d) by map-
ping ϕ ∈ Hom (O,O(d)) to ϕ(1). Writing P1k as a gluing of U1 = Spec k[t] with U2 = Spec k[t−1],
the global sections of O(d) are given by pairs of polynomials (P(t), Q(t−1)) ∈ k[t] × k[t−1] satisfying
the relation P(t) = tdQ(t−1), and so the projection (P, Q) 7→ P gives an isomorphism between the
global sections of O(d) and the polynomials in k[t] of degree less or equal to d. If d ≥ d′, we identify
Hom (O(d′),O(d)) with the k-vector space of polynomials of k[t] of degree less or equal to d−d′. The
10
closed points of P1k of degree d correspond to irreducible monic polynomials of degree d in k[t] and
so define injections O ֒→ O(d).
Consider a rank n vector bundle E ≃
⊕ f
i=1 O(bi)mi with b1 > b2 > · · · > b f . We denote by
LE the standard Levi subgroup GLm1 × · · · × GLm f of GLn, by GE the unique parabolic subgroup of
GLn having LE as a Levi factor and containing the upper triangular matrices, and by UE the unipotent
radical of GE. For any commutative ring R, identify Matn(R[t]) with ∏1≤i, j≤ f Matmi,m j(R[t]) in the
obvious way and denote by UE,t(R) the subgroup of UE(R[t]) whose (i, j)-component are mi × m j-
matrices with coefficients in the R-module of polynomials of degree less or equal to bi − b j whenever
i < j, is the matrix 0 when i > j and the identity matrix Imi when i = j. We then put GE,t(R) :=
LE(R) ⋉ UE,t(R). The automorphism group Aut(E) is then naturally identified with the group GE,t(k)
and the endomorphism algebra End(E) with Lie(GE,t)(k). For a closed point a of P1k contained in
U1, the natural map End(E) → Endk(a)(E(a)) coincides then with the evaluation map Lie(GE,t)(k) →
Lie GE(k(a)) given by the canonical map k[t] → k(a).
Recall that the semisimple elements of a connected affine algebraic group G lives in a maximal
torus of G and that all maximal tori are conjugate. Therefore, the semisimple element of the algebraic
group GE,t are all conjugate to a semisimple element of LE.
2.1.2. Parabolic vector bundles. Fix a reduced divisor D = a1 + · · · + ar of P1k with ai of degree
di. We assume that a1, . . . , ar are all in U1. Given a vector bundle E, we consider the set F (E) of all
r-tuples E = (Ea1 , . . . , Ear ) of infinite non-increasing sequences
Eai : E(ai) = Ei0 ⊇ Ei1 ⊇ · · · ⊇ Eiri ⊇ · · ·
of k(ai)-vector spaces with only finitely many non-zero terms.
We call an element of F (E) a parabolic structure on E. A Borelic structure is a parabolic structure
with full flags.
The category BunparD (P1k) of parabolic2 vector bundles on P1k is defined as follows. The objects of
BunparD (P1k) are pairs (E, E) with E ∈ Bun(P1k) and E ∈ F (E) and morphisms (E, E) → (E′, E′) are
vector bundles morphisms ϕ : E → E′ such that for each i = 1, . . . , r, the induced k(ai)-linear map
ϕ(ai) preserves the partial flags, namely ϕ(ai)(Ei j) ⊆ E′i j for all positive integer j which for short will
be denoted by ϕ(E) ⊆ E′. The obvious definition of direct sums makes BunparD (P1k) a k-linear additive
category.
Remark 2.1.3. Each point ai defines an inclusion of locally free sheaves O ⊆ O(di) and so an inclusion
E ⊆ E(di) := E ⊗ O(di) for any vector bundle E. Note that giving a non-increasing filtration E(ai) =
Ei,0 ⊇ Ei,1 ⊇ · · · ⊇ Ei,l of k(ai)-vector spaces is equivalent to giving a non-increasing filtration
E(di) = Ei,0 ⊇ Ei,1 ⊇ · · · ⊇ Ei,l ⊇ E
of locally free sheaves. This correspondence is given by Ei,s = Ker
(
E(ai) → Ei,s(ai)).
Recall the following fact [11, Corollary 1.8.1].
Proposition 2.1.4. The category BunparD (P1k) is a Krull-Remak-Schmidt category, i.e., any non-zero
object is a finite direct sum of indecomposable objects and up to a permutation, the indecomposable
components in such a direct sum are unique up to isomorphism.
2In the literature, the terminology quasi-parabolic is rather used, see footnotes in the introduction.
11
Given a parabolic type of rank n, that is an r-tuple s = (s1, . . . , sr) of infinite non-increasing
sequences si : si0 = n ≥ si1 ≥ · · · ≥ sili ≥ · · · of non-negative integers with finitely many non-zero
terms, we denote by Fs(E) the set of parabolic structures E = (Ea1 , . . . , Ear ) ∈ F (E) of type s on a
rank n vector bundle E, namely the k(ai)-vector subspaces Ei j of E(ai) are of dimension si j. The rank
of a parabolic type s is denoted by |s|. The group Aut(E) acts in the obvious way on Fs(E). Say that
two parabolic structures E and E′ on E are isomorphic if the two parabolic bundles (E, E) and (E, E′)
are isomorphic, i.e. if they live in the same Aut(E)-orbit in Fs(E) for some parabolic type s.
For a non-increasing sequence of integers n ≥ n1 ≥ n2 ≥ · · · ≥ nh > 0 consider the unique
parabolic subgroup of GLn containing both the upper triangular matrices and the block diagonal ma-
trices GLnh ×GLnh+1−nh × · · · ×GLn−n1 . For each i = 1, . . . , r, let Psi denote the parabolic subgroup of
GLn corresponding to the sequence si. Then the natural action of Aut(E) on Fs(E) is identified with
the action of GE,t(k) on
GLn(k(a1))/Ps1(k(a1)) × · · · × GLn(k(ar))/Psr (k(ar))
given by f · (g1Ps1 , . . . , grPsr ) = ( f (a1)g1Ps1 , . . . , f (ar)grPsr ) where f 7→ f (ai) is the evaluation map
GE,t(k) → GLn(k(ai)) given by k[t] → k(ai) on each matrix coordinate.
2.2 Geometrically indecomposable parabolic vector bundles
2.2.1. Definition and finiteness property. Let k be a finite field and let K/k be an algebraic field
extension. We denote by f = fK/k : P1K → P1k the canonical map. We define extension of scalars
of parabolic vector bundles from k to K as the pull back functor f ∗ : BunparD (P1k) → BunparDK (P1K)
where DK = K ×k D. If (E′, E′) = f ∗(E, E) with E =
⊕
i OP1k
(bi)mi , then E′ =
⊕
i OP1K
(bi)mi and
if bi is a closed point of P1K above ai, then E
′(bi) ≃ E(ai) ⊗k(ai) K(bi) and E′ is obtained from E as
E′
bi
= Eai ⊗k(ai) K(bi), i.e., E′i j = Ei j ⊗k(ai) K(bi) for all j.
We have isomorphisms
End( f ∗E) ≃ K ⊗k End(E) , End( f ∗(E, E)) ≃ K ⊗k End(E, E).
A parabolic vector bundle (E, E) is said to be geometrically indecomposable over k, if for K = k,
with k an algebraic closure of k, the parabolic vector bundle f ∗(E, E) is indecomposable.
For (E, E) ∈ BunparD (P1k), denote by Jac(E, E) the Jacobson radical ideal of the k-algebra End(E, E).
It is the largest two-sided nilpotent ideal.
If (E, E) is indecomposable then Jac(E, E) = Endnil(E, E). Indeed (E, E) is indecomposable if and
only if any element of End(E, E) is either nilpotent or invertible.
Since the extension K/k is separable, by [4, §7, no 2, Corollaire 2] we have an isomorphism
K ⊗k Jac(E, E) ≃ Jac( f ∗(E, E)).
Put
topEnd(E, E) := End(E, E)/Jac(E, E).
We then have
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K ⊗k topEnd(E, E) ≃ topEnd( f ∗(E, E)). (2.2.1)
From the above isomorphisms, we deduce the following criterion for geometrical indecomposability.
Proposition 2.2.2. Let (E, E) ∈ BunparD (P1k). The following statements are equivalent :
(1) (E, E) is geometrically indecomposable.
(2) topEnd(E, E) ≃ k.
(3) End(E, E) does not contain non-scalar semisimple elements.
Proof. From the isomorphism (2.2.1), the parabolic vector bundle (E, E) is geometrically indecom-
posable if and only if k ⊗k topEnd(E, E) is a division ring. The assertion (2) implies thus (1) and for
the converse implication we recall that k is the only finite dimensional associative division algebra
over k.

Say that a parabolic structure E ∈ F (E) is indecomposable (resp. geometrically indecompos-
able) if the parabolic bundle (E, E) is indecomposable (resp. geometrically indecomposable). We
denote by Fs(E)ind (resp. Fs(E)geo−ind) the subset of Fs(E) of indecomposable (resp. geometrically
indecomposable) parabolic structures on E.
We want to prove the following result.
Theorem 2.2.3. Given integers n ≥ 1 and d, there is only a finite number of isomorphism classes of
geometrically indecomposable parabolic bundles (E, E) with E of degree d and rank n.
It is a consequence of the following proposition.
Proposition 2.2.4. Consider the vector bundle on P1k
E =
f⊕
i=1
O(bi)mi ,
with b1 > b2 > · · · > b f and f ≥ 2, and assume that for some i = 1, . . . , f − 1 we have bi − bi+1 + 1 ≥∑r
s=1 ds. Then there is no geometrically indecomposable parabolic structure on E.
Before proving Proposition 2.2.4 let us recall the following standard result (see for instance [21,
Lemma 2.6.6] for Lie algebras).
Lemma 2.2.5. Let Q = M ⋉ U be a parabolic subgroup of GLn(k) with U the unipotent radical of
Q. Let σ ∈ GLn such that the centralizer CGLn (σ) ⊂ M. Then the map U → σU, u 7→ uσu−1 is an
isomorphism.
Proof of Proposition 2.2.4. We are reduced to prove the statement for algebraically closed fields. We
thus assume that k is algebraically closed. In particular, ∑rs=1 ds = r. We are going to define for any
parabolic structure E on E a non-scalar semisimple element of End(E, E). The proposition will be
then a consequence of Proposition 2.2.2.
We put n =
∑ f
i=1 mi and assume that bi − bi+1 + 1 ≥ r for some i = 1, . . . , f − 1. Let a, b be any
distinct non-zero elements of k. Denote by σ = (ahh) the diagonal matrix in GLn(k) with ahh = a for
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h ≤
∑
j≤i m j and ahh = b elsewhere. Denote by M the centralizer of σ in GLn and by Q the parabolic
subgroup of GLn containing the upper triangular matrices and having M as a Levi subgroup. Then
clearly M contains LE and Q contains the parabolic GE. Denote by U the unipotent radical of Q.
Chose any parabolic subgroups P1, . . . , Pr of GLn and a parabolic structure E = (g1P1, . . . , grPr). We
need to prove that there exists non-trivial u1, . . . , ur ∈ U such that for each i = 1, . . . , r, the element
σui stabilizes giPi, namely g−1i σuigi ∈ Pi. Indeed, because of the assumption bi − bi+1 + 1 ≥ r, there
exists a non-trivial u ∈ Aut(E) whose off-diagonal coordinates are zero outside the block defining U
such that for any i = 1, . . . , r, we have u(ai) = ui. The element σu belongs then to Aut(E, E) and by
Lemma 2.2.5 it is semisimple.
Since for any parabolic subgroup P of GLn we have
GLn =
⋃
w∈Sn
QwP
from Bruhat decomposition, we can write each gi in the form qiwi for some qi ∈ Q and wi ∈ Sn. Now
write qi as tivi with ti ∈ M and vi ∈ U where U is the unipotent radical of Q. Then for any ui in U we
have q−1i σuiqi = v
−1
i t
−1
i σtit
−1
i uitivi. Since σ is central in M, we have q
−1
i σuiqi = v
−1
i σviv
−1
i t
−1
i uitivi.
Using again Lemma 2.2.5, we see that v−1i σvi = σ fi for some fi ∈ U. We now choose ui such that
fiv−1i t−1i uitivi = 1. Then q−1i σuiqi = σ. Since σ is diagonal it belongs to the parabolic subgroup
wiPiw−1i and so σui stabilizes giPi. 
2.2.6. Example: Rank-two parabolic bundles. Vector bundles on P1k of rank two are of the form
Ea,b = O(a) ⊕ O(b) with a ≥ b. We have
Aut(Ea,a) ≃ GL2(k), Aut(Ea,b) ≃

 α P(t)0 β

∣∣∣∣∣∣ α, β ∈ k, P(t) ∈ k[t] of degree ≤ a − b

if a > b. Note that the only proper parabolic subgroups of GL2 are the Borel subgroups. Let thus B be
the Borel subgroup of GL2 of upper triangular matrices and consider the space of borelic structures
Fbor(Ea,b) = GL2(k(a1)/B(k(a1)) × · · · × GL2(k(ar))/B(k(ar)).
Let us prove the following result.
Lemma 2.2.7. (i) There exists a geometrically indecomposable borelic structure on Ea,a if and only
if ∑rs=1 ds ≥ 3. Moreover there is a unique geometrically borelic structure on Ea,a up to isomorphism
if and only if ∑rs=1 ds = 3.
(ii) There exists a geometrically indecomposable borelic structure on Ea,b , with a > b, if and only if
a − b + 2 ≤ ∑rs=1 ds. Moroever it is unique (up to isomorphism) if and only if a − b + 2 = ∑rs=1 ds.
Proof. We use Proposition 2.2.2.
Let us prove (i).
Consider
ui =
 1 ci0 1
 , σ =
 0 11 0
 , g =
 α β
γ δ

14
with ci ∈ k(ai)\k, g ∈ GL2(k). The element g stabilizes uiσB if and only if
− γc2i + (α − δ)ci + β = 0. (2.2.2)
In particular if di ≥ 3 this equation holds if and only if γ = β = 0 and α = δ, i.e., if g is a central matrix.
Hence if one of the degrees d1, . . . , dr, say di, is larger than 3, then any borelic structure having uiσB
in its i-th coordinate is geometrically indecomposable. If now we have di = 2 and d j = 1, then any
borelic structure having uiσB in its i-th coordinate and B in its j-th coordinate will be geometrically
indecomposable. Indeed, g ∈ GL2(k) stabilizes B if and only if γ = 0. Now by equation (2.2.2), if
γ = 0 we must have α − δ = β = 0. The last case is when di = d j = ds = 1. In this case it is easy
to see that any borelic structure having B in its i-th coordinate, σB in its j-th coordinate and usσB in
its s-th coordinate must be geometrically indecomposable. Conversely, from the above discussion we
prove easily that if ∑i di < 3, then there is no geometrically indecomposable borelic structures.
Let us now prove (ii). Note that the “only if” part is precisely Proposition 2.2.4. We assume that
a − b + 1 < ∑rs=1 ds and we construct a geometrically indecomposable borelic structure. Let ui, σ be
as above and consider
g(t) =
 α P(t)0 β
 ∈ Aut(Ea,b).
Notice that g(ai) always stabilizes B. It stabilizes σB if and only if P(ai) = 0 and stabilizes uiσB if
and only if P(ai) = ci(β − α). Consider the borelic structure E = (σB, . . . , σB, urσB). Suppose that
g(t) stabilizes E. We must have P(ai) = 0 for 1 ≤ i ≤ r−1 and P(ar) = cr(β−α). For each i = 1, . . . , r,
let Pi be a generator of the prime ideal ai. If P(t) , 0, the first constraint implies that P = P1 · · · Pr−1T
for some T ∈ k[t]. Put Q = P1 · · ·Pr−1. The second constraint implies that T (ar) = cr(β − α)Q(ar)−1.
Since a − b < ∑rs=1 ds − 1 we must have deg(T ) ≤ dr − 2. If β − α , 0, we can choose cr ∈ k(ar)
such that T (ar) , cr(β − α)Q(ar)−1 for all T ∈ k[t] of degree less or equal to dr − 2. The constraints
P(ai) = 0 for 1 ≤ i ≤ r − 1 and P(ar) = cr(β − α) are then possible only if α = β and P = 0, i.e., if g(t)
is central. We thus deduce that E is geometrically indecomposable. 
2.2.8. Parabolic structures on O(a)n. Assume that E = O(a)n so that Aut(E) = GLn(k), and that
d1 = · · · = dr = 1. Let s = (s1, . . . , sr) be a parabolic type of rank n.
Let li be such that li + 1 is the length of si, i.e., si : n ≥ si1 ≥ · · · ≥ sili > 0. Consider the following
quiver Γ = (I,Ω) with I the set of vertices {0} ∪ {[i, j]}i, j and Ω the set of arrows. It is equipped with a
dimension vector v = (vi)i∈I ∈ ZI≥0 defined by v0 = n and v[i, j] = si j.
[1, 1] [1, 2] [1, l1]
[2, 1] [2, 2] [2, l2]
[r, 1] [r, 2] [r, lr]
0
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For an arrow γ ∈ Ω, denote by t(γ) the tail of γ and by h(γ) its head. Recall that a representation of
(Γ, v) over k is a collection of k-linear maps ϕ = {φγ : Vt(γ) → Vh(γ)}γ∈Ω with dimkVi = vi. It is then
clear that if ϕ is indecomposable then its coordinates must be all injective (see [13, Lemma 3.2.1]).
Therefore, by taking the images of the V[i, j] in V0 along the arrows of each leg, we define a surjective
map from the set of (geometrically) indecomposable representations of (Γ, v) to the set of (geomet-
rically) indecomposable parabolic structures on O(a)n of type s. It is not hard to see (see [13, §3.2])
that this map is a bijection between isomorphism classes of (geometrically) indecomposables. We can
thus deduce a necessary and sufficient condition for the existence of geometrically indecomposable
structures on O(a)n using the following theorem due to Kac [17].
Theorem 2.2.9. There exists a geometrically 3 indecomposable representation of (Γ, v) over k if and
only if v is a root of the Kac-Moody algebra associated to Γ. Moreover, v is a real root if and only if
the geometrically indecomposable representations of (Γ, v) over k are all isomorphic.
2.2.10. Constructability. In this section we assume that k is an algebraically closed field and that E
is a rank n vector bundle on P1k . The set Fs(E)ind is then a constructible subset of the k-variety
Fs(E) ≃ GLn/Ps1 × · · · × GLn/Psr .
The proof goes along the same line as in the quiver case (see [20, §2.5]). We reproduce it for the
convenience of the reader.
For any integer d, define
Fs(E)d : = {E ∈ Fs(E) | dim End(E, E) = d}
= {E ∈ Fs(E) | dim StabAut(E)(E) = d}.
By a standard argument, this set is locally closed in Fs(E).
Consider now the closed subvariety
X =
{(E, f ) ∈ Fs(E) × End(E) | f (E) ⊂ E, f nilpotent}
of Fs(E) × End(E) and the projection on the first coordinate p : X → Fs(E). Then using the fact
that the function X → Z, x 7→ dimx p−1(p(x)) is upper semicontinuous we see that for all integer h
the set {(E, f ) ∈ X | dim f Endnil(E, E) ≥ h} is closed. The set {E ∈ Fs(E) | dim0 Endnil(E, E) ≥ h}
is thus closed. But Endnil(E, E) being a cone, the trivial endomorphism 0 belongs to all irreducible
components of Endnil(E, E) and so {E ∈ Fs(E) | dim Endnil(E, E) ≥ h} is closed in Fs(E). Hence
for all integers d and h, the set Fs(E)hd := {E ∈ Fs(E)d | dim Endnil(E, E) ≥ h} is closed in Fs(E)d.
Now by Proposition 2.2.2, an object E ∈ Fs(E) is indecomposable if and only if dim Endnil(E, E) ≥
dim End(E, E) − 1. Putting ho := dim End(E, E) − 1, we see that Fs(E)ind = ⋃d Fs(E)hod and so that it
is a constructible subset of Fs(E).
2.2.11. Galois descent theory. Here k = Fq is a finite field and let K/k be a Galois extension. Consider
the generator σ : K → K, x 7→ xq of Gal(K/k) and denote by Kσ the K-algebra with underlying ring
K and structural morphism K → Kσ = K, λ 7→ λq. Denote by Fabs : P1K → P
1
K the absolute Frobenius
3Kac used the terminology “absolutely” instead of “geometrically”.
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which on each chart Spec K[z] with z = t, t−1 is induced by the ring homomorphism K[z] → K[z],
P 7→ Pq. Then Fabs factorizes as F ◦ F accordingly to the following commutative diagram
P1K
F
//
((P
PP
PP
PP
PP
PP
PP
PP
Kσ ×K P1K

F
// P1K

Spec K σ // Spec K
The obvious k-structure on P1K gives a natural identification P
1
K ≃ K
σ ×K P
1
K. Under this iden-
tification the relative Frobenius F is given on each chart Spec K[z] with z = t or z = t−1 by the K-
algebra homomorphism P(z) 7→ P(zq) while F is given by the k-algebra homomorphism K[z] → K[z],∑
i aiz
i 7→
∑
i a
q
i z
i
. Notice that F∗(O(n)) ≃ O(qn) and F∗(O(n)) ≃ O(n) for all integer n.
The divisor DK being defined over k, we have a natural identification DK with Kσ ×K DK. The
functor F∗ acts on BunparDK (P1K) as follows. If (E′, E′) = F∗(E, E) then E′ = E and for any closed point
b of the divisor DK ≃ Kσ ×K DK, the partial flag E′b is K
σ ×K EF(b). Notice that if (E, E) is obtained
by extension of scalars from a parabolic vector bundle on P1k , then it is automatically F
∗
-stable as the
following diagram commutes
P1K ≃ K
σ ×K P
1
K
fK/k
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑
F
// P1K
fK/k
  
 
 
 
 
 
 
P1k
From Galois descent theory we get the following result.
Proposition 2.2.12. If the parabolic bundle (E, E) ∈ BunparDK (P1K) is F∗-stable then it is of the form
f ∗K/k(Ek, Ek) with (Ek, Ek) ∈ BunparD (P1k).
3 Counting geometrically indecomposable parabolic bundles over finite
fields
3.1 Preliminaries and notation
Unless specified k is a finite field Fq and k for an algebraic closure of k. Recall that D = a1+a2+· · ·+ar
is a reduced divisor on P1k and di is the degrees of ai.
We denote by MEs (q) = MEs,D(q) (resp. IEs (q) = IEs,D(q), AEs (q) = AEs,D(q)) the number of
isomorphism classes of parabolic structures of type s on E (resp. indecomposable parabolic structures,
geometrically indecomposable parabolic structures).
Fix once for all line bundles O(b1), . . . ,O(b f ) on P1k with b1 > b2 > · · · > b f .
Then if m = (m1, . . . ,m f ) is an f -tuple of non-negative integers, we put
Em :=
f⊕
i=1
O(bi)mi ,
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and call m a vector bundle type. The rank of a vector bundle type m is by definition the rank of Em that
is
∑
i mi and is denoted by rk(m). We use the notation Ams (q), Ims (q) and Mms (q) instead of AE
m
s (q),
IE
m
s (q) and ME
m
s (q).
Denote by gcd(m, s) the gcd of the coordinates of the sequences m and s. If r | gcd(m, s), we
denote by m/d and s/d the sequences obtained from m and s by dividing all coordinates by d.
We have the following relation bewteen the number of indecomposables and geometrically inde-
composables.
Proposition 3.1.1.
Ams (q) =
∑
d | gcd(m,s)
∑
r | d
µ(r)
d I
m/d
s/d (qr),
Ims (q) =
∑
d | gcd(m,s)
∑
r | d
µ(r)
d A
m/d
s/d (qd/r).
In particular if gcd(m, s) = 1 we have Ams (q) = Ims (q).
Proof. From Galois descent theory (see [20] in the quiver representations case) we find
Xms (q) :=
∑
d | gcd(m,s)
1
dI
m/d
s/d (q) =
∑
d | gcd(m,s)
1
dA
m/d
s/d (qd). (3.1.1)
We then use the Mo¨bius function to obtain
Ims (q) =
∑
d | gcd(m,s)
µ(d)
d X
m/d
s/d (q).
and then use the identity (3.1.1) to prove the second formula of the proposition and so also the first
one.

3.2 Relation between MEs (q) and AEs (q)
Let X be an infinite set {Xi j | i = 1, . . . , r, j ∈ Z≥0} of independent commuting variables and Y be a
finite set {Y1, . . . , Y f } of independent commuting variables.
For a vector bundle type m = (m1, . . . ,m f ) and a parabolic type s, we put
Ym := Ym11 · · · Y
m f
f , X
s :=
∏
i, j
Xsi ji j .
Denote by R = Ko(Sch/Fq) the Grothendieck group of the category Sch/Fq of separated Fq-schemes
of finite type. The map Sch/Fq → Z, that maps X to #X(Fq) extends to a map R → Z, γ 7→ #γ(Fq).
For any formal power series
f (q, X, Y, T ) :=
∑
n>0
∑
rk(m)=|s|=n
#γms (Fq)YmXsT n,
where γms ∈ R, we define for each integer d > 0 the series
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ψd( f ) := f (qd, Xd, Yd, T d),
where Xd and Yd denotes the set of variables {Xdi j} and {Y
d
i }.
We then put
Ψ( f ) :=
∑
d>0
ψd( f )
d ,
and we define the plethystic exponential Exp of f as
Exp( f ) := exp(Ψ( f )).
The pletystic logarithm of a power series g of the form 1 + f , with f as above, is defined as
Log(g) = Ψ−1(log(g)),
with Ψ−1(g) = ∑d>0 µ(d)ψd(g)d where µ is the ordinary Mo¨bius function. The operators Exp and Log
are inverse of each other.
Remark 3.2.1. If f = #γ(Fq)T , then Exp( f ) is the usual zeta function of γ ∈ Sch/Fq.
Proposition 3.2.2. We have
Log
1 +
∑
n>0

∑
|s|=n
∑
rk(m)=n
Mms (q)YmXs
 T n
 =
∑
n>0

∑
|s|=n
∑
rk(m)=n
Ams (q)YmXs
T n.
Proof. The proof goes along the same lines as in the quiver representations case [16]. We recall it for
the convenience of the reader. From the fact that the category of parabolic bundles is Krull-Remak-
Schmidt, we have the following formal identity
1 +
∑
n>0
∑
|s|=n
∑
rk(m)=n
Mms (q)YmXs =
∏
n>0
∏
|s|=n
∏
rk(m)=n
(
1 − YmXs
)−Ims (q) .
Taking the formal log of this identity we find
log
1 +
∑
n>0
∑
|s|=n
∑
rk(m)=n
Mms (q)YmXs
 =
∑
i>0
∑
n>0
∑
|s|=n
∑
rk(m)=n
1
i
Ims (q)Y imXis.
We now apply the operator Ψ−1 and we use Proposition 3.1.1.

3.3 Character formula for MEs (q) and AEs (q)
In this section we give formulas for MEs (q) and AEs (q) in terms of character values of general linear
groups over finite fields.
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3.3.1 Harish-Chandra induction: Review
For simplicity, we call the Levi factors of the parabolic subgroups of a connected reductive algebraic
group G, the Levi subgroups of G. We consider on GLn the usual Fq-structure which corresponds
to the relative Frobenius F : GLn(k) → GLn(k), (ai j) 7→ (aqi j). For a subgroup H of GLn which
is defined over Fq, we denote by H(q) the finite group of Fq-rational points of H. We will call the
block diagonal subgroups GLn1 ×GLn2 × · · · ×GLns of GLn the standard Levi subgroups of GLn. The
standard parabolic subgroups are the parabolic subgroups of GLn that contains the upper triangular
matrices. Let L be a standard Levi subgroup. Choose a parabolic subgroup P of GLn defined over Fq
and having L as a Levi factor (for instance take P to be standard). Denote by UP the unipotent radical
of P so that P = L ⋉ UP. Consider the C-vector space M generated by the finite set GLn(q)/UP(q) =
{gUP(q) | g ∈ GLn(q)}. It is endowed with an action of GLn(q) by left multiplication and with an action
of L(q) by right multiplication (which is well-defined as UP is a normal subgroup of P). Obviously
these two actions commutes. We define the Harish-Chandra functor RGLn(q)L(q) from the category of
finite dimensional left C[L(q)]-modules to the catgeory of finite dimensional C[GLn(q)]-modules as
V → M ⊗C[L(q)] V.
It is well-known that the Harish-Chandra functor depends only on L and not on the choice of P.
The functor induces a C-linear map, denoted again RGLn(q)L(q) , from the C-vector space C(L(q)) of class
functions on L(q) to C(GLn(q)). It is given by the following explicit formula for any f ∈ C(L(q)) and
g ∈ GLn(q):
RGLn(q)L(q) ( f )(g) =
1
|P(q)|
∑
h∈GLn(q), h−1gh∈P
f (πP(h−1gh)),
where πP : P → L is the canonical projection.
We have the following easy lemmas.
Lemma 3.3.1. Let 1 denotes the identity character. For any linear character α : F×q → C× we have
RGLn(q)L(q) (α ◦ det) = R
GLn(q)
L(q) (1) · (α ◦ det).
Lemma 3.3.2. For any g ∈ GLn(q), we have
RGLn(q)L(q) (1)(g) = #
{
h P(q) ∈ GLn(q)/P(q)
∣∣∣ h−1gh ∈ P(q)} ,
from which we see that for any conjugacy class C of GLn(q) we have
RGLn(q)L(q) (1)(C) =
|C ∩ P(q)| · |G(q)/P(q)|
|C| .
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3.3.2 Character formulas
To a parabolic type s = (s1, . . . , sr) of rank n, we can associate an r-tuple (L1, . . . , Lr) of standard Levi
subgroups of GLn such that the size of the blocks of each Li is given by the differences si j− si( j+1) ≥ 0
of the terms of the sequence si. It also defines in the obvious way an r-tuple (P1, . . . , Pr) of standard
parabolic subgroups of GLn, each Pi having Li as a Levi factor.
For f ∈ Aut(E), recall that f (ai) is the induced automorphism E(ai) → E(ai) of k(ai)-vector spaces.
It defines a conjugacy class of GLn(qdi ) := GLn(k(ai)) and we denote again by f (ai) a representative
of this conjugacy class.
Proposition 3.3.3. Let s = (s1, . . . , sr) and (L1, . . . , Lr) be related as above. Then
MEs (q) =
1
|Aut(E)|
∑
f∈Aut(E)
k∏
i=1
RGLn(q
di )
Li(qdi ) (1)( f (ai)).
Proof. The group Aut(E) acts on Fs(E) in the obvious way and MEs (q) is precisely the number of
Aut(E)-orbits on Fs(E). Hence by Burnside formula (for the number of orbits of a finite group acting
on a finite set) we have
MEs (q) =
1
|Aut(E)|
∑
f∈Aut(E)
# {E ∈ Fs(E) | f (E) = E} . (3.3.1)
We conclude from Lemma 3.3.2 and the fact that there is an Aut(E)-equivariant bijection between
Fs(E) and ∏ri=1 GLn(k(ai))/Pi(k(ai)). 
Denote by P the set of all partitions (including the empty partition) and let Pn be the set of
partitions of size n. A partition λ of n will be denoted either in the form (λ1, λ2, . . . , λt) with λ1 ≥ λ2 ≥
· · · ≥ λt and
∑
i λi = n or in the form (1m1 , 2m2 , . . . ) where mi denotes the number of j = 1, . . . , t such
that i = λ j. If λ = (λ1, . . . , λt), we call the λi’s the parts of λ.
Let µ = (µ1, . . . , µr) ∈ (Pn)r be the multi-partition obtained from the parabolic type s = (s, . . . , sr)
such that the parts of µi are given by the successive differences si j − si( j+1). The multi-partitions
µ = (µ1, . . . , µr) considered in this paper will always have their coordinates µi all of the same size. We
denote by |µ| the common size of the coordinates.
Say that two parabolic types s and s′ are equivalent if they give the same multi-partition.
Since Harish-Chandra induction does not depend on the choice of the parabolic subgroup, the
above proposition has the following consequence.
Corollary 3.3.4. If s and s′ are equivalent parabolic types then
MEs (q) =MEs′(q).
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When µ is the multi-partition arising from a parabolic type s, we will use the notation MEµ(q) in-
stead of MEs (q), and Mmµ (q) instead of Mms (q) (to avoid any confusion we will use the Greek alphabet
for multi-partitions and the latin alphabet for parabolic types).
For a group H, denotes by ZH the center of H.
Remark 3.3.5. If α : F×q → C× is a linear character of order n (i.e. the subgroup generated by α is of
order n) then the restriction of (α ◦ det) : GLn(q) → C× to ZGLn is trivial but its restriction to ZL is
non-trivial for any proper Levi subgroup L of GLn defined over Fq.
Proposition 3.3.6. Let (L1, . . . , Lr) be an r-tuple of standard Levi subgroups of GLn obtained from a
parabolic type s. Then for any linear character α : F×q → C× of order n, we have
AEs (q) =
1
|Aut(E)|
∑
f∈Aut(E)

r∏
i=1
RGLn(q
di )
Li(qdi ) (1)( f (ai))
 · (α ◦ det)( f ).
Proof. Following the proof of Proposition 3.3.3, we need to see that
AEs (q) =
1
|Aut(E)|
∑
f∈Aut(E)
# {E ∈ Fs(E) | f (E) = E} (α ◦ det)( f ). (3.3.2)
Write
Fs(E) =
∐
H≤Aut(E)
{
E ∈ Fs(E)
∣∣∣StabAut(E)(E) = H }
where the union is over the subgroups of Aut(E). Put F Hs (E) :=
{
E ∈ Fs(E)
∣∣∣ StabAut(E)(E) = H }.
Then the RHS of (3.3.2) equals
1
|Aut(E)|
∑
H≤Aut(E)
|F Hs (E)|
∑
h∈H
(α ◦ det)(h).
Assume that H = StabAut(E)(E), with E ∈ Fs(E), contains a non-central semisimple element, then the
character (α◦det) is a non-trivial character of H. Indeed, conjugating H in Aut(E) if necessary, we may
assume that H contains a non-central semisimple element s of LE. Now an element of GLn stabilizes
E if and only if it lives in the intersection of the parabolic subgroups Pi = StabGLn (Ei), i = 1, . . . , r,
where Ei is the i-th coordinate of E. Denote by L the centralizer in GLn of s. Then ZL ⊂ Pi for all
i = 1, . . . , r and so ZGLn ( ZL ⊂ H. By Remark 3.3.5, the restriction of (α ◦ det) to ZL is non-trivial
from which we have that (α ◦ det) : H → C× is non-trivial. We thus have ∑h∈H(α ◦ det)(h) = 0 when
H contains a non-central semisimple element.
We deduce that
AEs (q) =
1
|Aut(E)|
∑
H
|H| |F Hs (E)|,
where the sum is over the subgroups H of Aut(E) which do not contains non-central semisimple
elements. By Proposition 2.2.2, a parabolic structure E ∈ Fs(E) is geometrically indecomposable if
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and only if StabAut(E)(E)/ZGLn does not contain semisimple elements. It is then not difficult using
Burnside formula for AEs (q) to prove Formula (3.3.2).

Say that an r-tuple (α1, . . . , αr) of linear characters of L1(qd1 ), . . . , Lr(qdr ) is generic, if for any
Levi subgroup M of GLn defined over Fq and such that ZM(q) ⊂ giLi(qdi )g−1i for some gi ∈ GLn(qdi ),
the linear character (g1α1)|ZM (q) · · · (grαr)|ZM (q) is non-trivial except for M = GLn. If α : F×q → C× is
of order ndr and if N = NFqdr /Fq : Fqdr → Fq is the norm map x 7→ xx
q · · · xq
dr−1
, then the r-tuple
(1, 1, . . . , 1, α ◦ N ◦ det) is generic by Remark 3.3.5.
Theorem 3.3.7. Let (L1, . . . , Lr) be an r-tuple of standard Levi subgroups of GLn obtained from a
parabolic type s. Then for any generic tuple (α1, . . . , αr) of linear characters of L1(qd1 ), . . . , Lr(qdr )
we have
AEs (q) =
1
|Aut(E)|
∑
f∈Aut(E)
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)( f (ai)).
For each i = 1, . . . , r, the character RGLn(q
di )
Li(qdi ) (αi) defines, by composing with the natural evaluation
map Aut(E) → GLn(qdi ) = GLn(k(ai)), a character of Aut(E) which we denote by RELi(qdi ),αi . Denote
by 〈 , 〉 the usual inner product of class functions on Aut(E). Then we may re-write Proposition 3.3.3
and Theorem 3.3.7 as
MEs (q) =
〈
REL1(qd1 ),1 ⊗ · · · ⊗ R
E
Lr(qdr ),1, 1
〉
,
AEs (q) =
〈
REL1(qd1 ),α1 ⊗ · · · ⊗ R
E
Lr(qdr ),αr , 1
〉
,
for any generic tuple (α1, . . . , αr) of linear characters of L1(qd1 ), . . . , Lr(qdr ).
Notice that if E = O(a)n then Aut(E) = GLn and so the above inner products are inner products of
characters of GLn(Fq).
To prove the theorem we need the following theorem which will be proved in the next section (see
below Theorem 3.4.4).
Theorem 3.3.8. The inner product
〈
RE
L1(qd1 ),α1 ⊗ · · · ⊗ R
E
Lr(qdr ),αr , 1
〉
does not depend on the choice of
the generic tuple (α1, . . . , αr).
Proof of Theorem 3.3.7. From Lemma 3.3.1 and Proposition 3.3.6 we have
AEs (q) =
1
|Aut(E)|
∑
f∈Aut(E)

r−1∏
i=1
RGLn(q
di )
Li(qdi ) (1)( f (ai))
RGLn(qdr )Lr(qdr ) (αr)( f (ar)),
with αr = (α ◦ N ◦ det) where α is a linear character of F×q of order ndr. The Theorem follows then
from Theorem 3.3.8 and the fact that (1, . . . , 1, αr) is a generic tuple. 
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From the independence of Harish-Chandra induction from the choice of the parabolic subgroup,
Theorem 3.3.7 implies the following result.
Corollary 3.3.9. If s and s′ are equivalent parabolic types then
AEs (q) = AEs′(q).
If µ is the multi-partition obtained from the parabolic type s we will use also the notation AEµ(q) =
AE
µ,D(q) instead of AEs (q) = AEs,D(q) and Amµ (q) = Amµ,D(q) instead of Ams (q) = Ams,D(q).
3.4 Intermediate formula
Write
〈
REL1(qd1 ),α1 ⊗ · · · ⊗ R
E
Lr(qdr ),αr , 1
〉
=
∑
(C1,...,Cr)
#{ f ∈ Aut(E) | f (ai) ∈ Ci}
|Aut(E)|
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)(Ci),
where the sum if over the set of r-tuples of conjugacy classes of GLn(qd1 ) × · · · × GLn(qdr ).
We now identify Aut(E) with the group GE,t(q) = LE(q) ⋉ UE,t(q) as in §2.1.1. The semisimple
part fs of any f ∈ Aut(E) is Aut(E)-conjugate to an element in LE(q). Therefore if f ∈ Aut(E) satisfies
f (ai) ∈ Ci for all i = 1, . . . , r, then the conjugacy classes C1, . . . ,Cr must have a common semisimple
part in GLn(q).
The sum of the above formula is then a sum over the set C of r-tuples (C1, . . . ,Cr) of conjugacy
classes of GLn(qd1 )×· · ·×GLn(qdr ) such that there exist elements x1, . . . , xr ∈ C1, . . . ,Cr with (x1)s =
· · · = (xr)s ∈ GLn(q).
Let (C1, . . . ,Cr) be an element of C and let l ∈ GLn(q) be the common semisimple part of
x1, . . . , xr ∈ C1, . . . ,Cr. Denote by M the centralizer CGLn(l) of l in GLn and for each i = 1, . . . , r, let
Oi be the M(qdi)-conjugacy class of the unipotent part of xi. If we choose other elements x′1, . . . , x′r ∈
C1, . . . ,Cr with common semisimple part l′ ∈ GLn(q), then the corresponding tuple (M′,O′1, . . . ,O′r)
will be GLn(q)-conjugate to (M,O1, . . . ,Or). We call the GLn(q)-conjugacy class of (M,O1, . . . ,Or)
the type of (C1, . . . ,Cr) ∈ C (for short we will say that (M,O1, . . . ,Or) is the type of (C1, . . . ,Cr)).
For a Levi subgroup M of GLn, denote by (ZM)reg the set of elements of GLn whose centralizer in
GLn equals M. We clearly have (ZM)reg ⊂ ZM.
Remark 3.4.1. Notice that for any Levi subgroup L of GLn, if (ZM)reg ∩ L , ∅, then (ZM)reg ⊂ L.
Remark 3.4.2. (i) The r-tuples (C1, . . . ,Cr) ∈ C of type (M,O1, . . . ,Or) are all of the form (Cl,1, . . . ,Cl,r),
l ∈ (ZM)reg(q), where Cl,i is the GLn(qdi )-conjugacy class of lOi.
(ii) If there exists f ∈ Aut(E) satisfying f (ai) ∈ Ci for all i = 1, . . . , r and if (C1, . . . ,Cr) is of type
(M,O1, . . . ,Or), then we can always find a GLn(q)-conjugate M′ of M such that ZM′ ⊂ LE.
Proposition 3.4.3. The cardinality #{ f ∈ Aut(E) | f (ai) ∈ Ci, i = 1, . . . , r} depends only on the type of
(C1, . . . ,Cr).
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Proof. Assume that (M,O1, . . . ,Or) is the type of (C1, . . . ,Cr) and that ZM ⊂ LE. Since any semisim-
ple element of Aut(E) is conjugate to a semisimple element of LE(q), we are reduced to prove that
cardinality of { f ∈ Aut(E) | fs = l, f (ai) ∈ Cl,i, i = 1, . . . , r}, where fs denotes the semisimple
part of f , is constant when l runs over (ZM)reg(q). But this is clear as this cardinality equals that of
{u(t) ∈ CAut(E)(l) | u(ai) ∈ Oi, i = 1, . . . , r} and CAut(E)(l) = CAut(E)(l′) for all l, l′ ∈ (ZM)reg. 
If (C1, . . . ,Cr) is of type (M,O1, . . . ,Or), we put
HE(M,O1,...,Or)(q) :=
#{ f ∈ Aut(E) | f (ai) ∈ Ci}
|Aut(E)| .
For a Levi subgroup L of GLn defined over Fq, we define the constant KoL as follows. Since
L is defined over Fq, there exists a multi-set {(ei, ni)}i=1,...,s of pairs of positive integers such that
L ≃
∏s
i=1 GLni(k)ei and L(q) ≃
∏s
i=1 GLni(qei ). Define
KoL =

(−1)s−1es−1µ(e)(e − 1)! if ei = e for all i,
0 otherwise.
For a Levi subgroup M of GLn defined over Fq, we put
WGLn(q)(M,O1, . . . ,Or) := NGLn(q)(M,O1, . . . ,Or)/M(q).
We have the following formula.
Theorem 3.4.4. For any generic r-tuple (α1, . . . , αr) of linear characters of L1(qd1 ), . . . , Lr(qdr ), we
have
〈
REL1(qd1 ),α1 ⊗ · · · ⊗ R
E
Lr(qdr ),αr , 1
〉
=
∑
(M,O1,...,Or)
(q − 1)KoM HE(M,O1,...,Or)(q)
|WGLn(q)(M,O1, . . . ,Or)|
r∏
i=1
RGLn(q
di )
Li(qdi ) (1)(lM .Oi),
where lM is a fixed element of (ZM)reg(q).
Note that RGLn(q
di )
Li(qdi ) (1)(lM .Oi) does not depend on the choice of lM ∈ (ZM)reg(q).
Since the right hand side does not depend on the αi, this proves the independance of the left hand
side from the choice of a generic tuple (α1, . . . , αr).
Proof of Theorem 3.4.4. Going through the same computation as the one performed in the proof of
[12, Theorem 4.3.1 (2)] we find that
∑
(C1 ,...,Cr)
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)(Ci),
where the sum runs over the set of (C1, . . . ,Cr) ∈ C of fixed type (M,O1, . . . ,Or), equals
(q − 1)KoM
|WGLn(q)(M,O1, . . . ,Or)|
r∏
i=1
RGLn(q
di )
Li(qdi ) (1)(Oi).

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3.5 Formulas in terms of Hall-Littlewood symmetric functions
We use the notation of §3.2.
3.5.1 Re-writting Proposition 3.2.2
Let x = {x1, x2, . . . } be a set of infinitely many commuting variables and denote by Λ(x) the ring of
symmetric functions in the variables x as in [26]. For a partition µ, denote by mµ = mµ(x) ∈ Λ(x) the
corresponding monomial symmetric function. Recall that the set of monomial symmetric functions
{mµ}µ∈P forms a Z-basis of Λ(x).
Make the change of variables
Xi0 = xi,1, Xi j = x−1i, j xi, j+1, i = 1, . . . , r, j ∈ Z,
and for each i = 1, . . . , r, denote by xi the set of new variables {xi,1, xi,2, . . . }. For a multi-partition
µ = (µ1, . . . , µr), put
mµ := mµ1(x1)mµ2(x2) · · ·mµr(xr).
It belongs to the ring Λ = Λ(x1) ⊗Z Λ(x2) ⊗Z · · · ⊗Z Λ(xr) of functions separately symmetric in
each set x1, x2, . . . , xr.
With this change of variables we have ∑
s
Xs = mµ,
where the sum is over the set of parabolic types giving µ.
From corollaries 3.3.4 and 3.3.9 we deduce the following identities.
Lemma 3.5.1. We have
∑
|s|=n
MEs (q)Xs =
∑
|µ|=n
MEµ(q)mµ
∑
|s|=n
AEs (q)Xs =
∑
|µ|=n
AEµ(q)mµ
Proposition 3.2.2 can be re-written as follows.
Proposition 3.5.2. We have
Log
1 +
∑
m>0
∑
|µ|=rk(m)
Mmµ (q) mµ Ym
 =
∑
m>0
∑
|µ|=rk(m)
Amµ (q) mµ Ym,
where the first sum (in each side) is over the set of vector bundle types.
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3.5.2 Hall-Littlewood symmetric functions
For a partition λ = (λ1, λ2, . . . , λt) of n, with λ1 ≥ λ2 ≥ · · · ≥ λt > 0, we denote by Cλ the unipotent
conjugacy class of GLn with t Jordan blocks of size λ1, λ2, . . . , λt.
It is well-known that for any two partitions λ, µ ∈ Pn, there exists a polynomial ˜Kλµ(t) ∈ Z[t],
called the modified Kostka-Foulke polynomial, such that for any finite field Fq, the evaluation ˜Kλµ(q)
coincides with the value of Uλ at Cµ. It is also known that the polynomials ˜Kλµ(t) have non-negative
integer coefficients (see for instance [23] for a cohomological interpretation of the coefficients).
Denote by sλ(x) ∈ Λ(x) the Schur symmetric function associated with a partition λ. The set
{sµ(x)}µ∈P forms a Z-basis of Λ(x). We denote by 〈 , 〉 the Hall pairing on Λ(x). Recall that it makes
the basis {sµ(x)}µ an orthonormal basis. We define the modified Hall-Littlewood symmetric functions
˜Hλ(x; q) ∈ Q(q) ⊗Z Λ(x), λ ∈ P, as
˜Hλ(x; q) =
∑
µ
˜Kλµ(q)sµ(x).
There are other equivalent definitions from the theory of symmetric functions (see [26]) but the defi-
nition here will be sufficient for us.
3.5.3 Main formula
For a vector bundle type m of rank n and a multi-partition µ = (µ1, . . . , µr) of size n, put
Hmµ (q) = Hmµ,D(q) :=
#{h ∈ Aut(Em) | h(ai) ∈ Cµi(qdi ) for all i = 1, 2, . . . , r}
|Aut(Em)| . (3.5.1)
This is just the H-function HEm(M,O1,...,Or)(q) introduced earlier with M = GLn and Oi = Cµi(qdi ). Define
Hµ(q, Y) = Hµ,D(q, Y) :=
∑
rk(m)=n
Hmµ (q)Ym.
For a multi-partition µ = (µ1, . . . , µr) ∈ (Pn)r,
˜Hµ(x1, . . . , xr; q) :=
r∏
i=1
˜Hµi(xi; qdi ) ∈ Q(q) ⊗Z ⊗Λ.
We denote by P the subset of multi-partitions in Pr whose coordinates are all of same size.
Put
Ω(q) = ΩD(q) := 1 +
∑
µ∈P\{∅}
Hµ(q, Y) ˜Hµ(x1, . . . , xr; q).
Denote by {hµ(x)}µ∈P the Z-basis of Λ(x) of complete symmetric function. It is the dual basis of
monomial symmetric functions {mµ(x)}µ∈P with respect to the Hall pairing 〈 , 〉.
We extend the definition of the Hall pairing to Λ by setting
〈a1(x1) · · · ar(xr), b1(x1) · · · br(xr)〉 = 〈a1(x1), b1(x1)〉 · · · 〈ar(xr), br(xr)〉.
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Theorem 3.5.3. For a vector bundle type m of rank n and a multi-partition µ of size n, we have
Amµ (q) =
〈
Coeff Ym
[(q − 1)LogΩ(q)] , hµ〉 , (3.5.2)
with hµ = hµ1(x1) · · · hµr (xr).
The rest of this section is devoted to the proof of this theorem.
We now attached combinatorial data to the types of the tuples (C1, . . . ,Cr) ∈ C.
By type we shall mean a function ω : Z>0 × (P\{∅}) → Z≥0 which has a finite support, i.e., the
set of pairs (e,µ) such that ω(e,µ) , 0 is finite. The size of the type ω is defined as the non-negative
integer |ω| := ∑(e,µ) eω(e,µ). The integers e for which there exists µ ∈ P such that ω(e,µ) , 0 are
called the degrees of ω. We denote by T the set of all types and by Tn the set of types of size n.
The set Tn parametrizes the types of the r-tuples (C1, . . . ,Cr) ∈ C as follows. Assume that
(M,O1, . . . ,Or) is the type of (C1, . . . ,Cr). The Levi subgroup M being defined over Fq, there ex-
ists a unique multiset {(ei, ni)}i=1,...,s of pairs of positive integers such that M ≃ ∏si=1 GLni (k)ei and
M(q) ≃ ∏si=1 GLni (qei ). Now the unipotent conjugacy classes O1, . . . ,Or of M(qd1), . . . , M(qdr) are
completely determined by multipartitions µ1, . . . ,µs of n1, . . . , ns: The i-th coordinate of µ j is the
partition that gives the size of the Jordan blocks of Oi in GLn j . The corresponding type is then the
function in Tn that maps (e,µ) to its multiplicity in the multiset {(ei,µi)}i=1,...,s.
If (C1, . . . ,Cr) is of type ω ∈ Tn, and if m is a vector bundle type of rank n, we define Hmω (q)
by the right hand side of Formula (3.5.1) with Cµi(qdi ) replaced by Ci (this notation is consistent with
Proposition 3.4.3). We then put
Hω(q, Y) :=
∑
rk(m)=n
Hmω (q)Ym.
Proposition 3.5.4. We have
Hω(q, Y) =
∏
(e,µ)
Hµ(qe, Ye)ω(e,µ),
where (e,µ) runs over the set Z>0 × (P\{∅}).
Proof. Consider a type ω ∈ Tn which we write (as explained above) in the form of a multiset
{(ei,µi)}i=1,...,s. We need to check the following identity
Hmω (q) =
∑
(v1 ,...,vs)
s∏
i=1
H
vi
µi (qei ), (3.5.3)
where the sum is over the set of s-tuples (v1, . . . , vs) of vector bundle types, with each vi of rank |µi|,
such that
∑s
i=1 ei · vi = m (the vector e · v being the vector obtained by multiplying all coordinates of
v by e). To see this, we fix an r-tuple (C1, . . . ,Cr) of type ω and we choose a common semisimple
part l ∈ LEm(q) of C1, . . . ,Cr (we may assume that such a choice in LEm(q) exists since otherwise
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Hmω (q) = 0). Let M be the centralizer in Aut(E) of l. Then M is isomorphic to
∏s
i=1 Aut(EviFqei ) where
E
vi
Fqei
is a rank |µi| vector bundle over P1Fqei of type vi with the condition that
∑s
i=1 ei · vi = m. From
this we see that #{ f ∈ Aut(Em) | fs = l, f (ai) ∈ Ci} divided by |M| equals
s∏
i=1
H
vi
µi (qei ).
We obtain the identity (3.5.3) by summing over all possible choices for l (up to conjugation in
LEm(q)). 
We are now in position to prove Theorem 3.5.3.
For a family of symmetric functions Aµ(x1, . . . , xr; q, Y) indexed by P with A∅ = 1, we extend its
definition to types ω ∈ T as
Aω(x1, . . . , xr; q, Y) =
∏
(e,µ)
Aµ(xe1, . . . , xer ; qe, Ye)ω(e,µ),
where (e,µ) runs over Z>0 × (P\{∅}).
From the formal properties of Log (see [12, see page 355] for more details) we see that
Log

∑
µ∈P
Aµ(x1, . . . , xr; q, Y)T |µ|
 =
∑
ω∈T
CoωAω(x1, . . . , xr; q, Y)T |ω|,
where
Coω :=
µ(e)
e
(−1)ℓ(ω)−1 (ℓ(ω) − 1)!∏
µω(e,µ)!
,
with ℓ(ω) := ∑(e,µ) ω(e,µ), if e is the only degree of ω and Coω = 0 otherwise.
Theorem 3.5.3 reduces thus to the following statement.
Amµ (q) = (q − 1)
∑
ω∈T
CoωHmω (q)
〈
˜Hω(x1, . . . , xr; q), hµ
〉
, (3.5.4)
which by Theorem 3.3.7 reduces to
1
|Aut(E)|
∑
h∈Aut(E)
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)(h(ai)) = (q − 1)
∑
ω∈T
CoωHmω (q)
〈
˜Hω(x1, . . . , xr; q), hµ
〉
. (3.5.5)
This is a consequence of Theorem 3.4.4. Indeed from [13, Corollary 2.2.3] we have
〈
˜Hω(x1, . . . , xr; q), hµ
〉
=
r∏
i=1
RGLn(q
di )
Li(qdi ) (1)(lM .Oi) (3.5.6)
whenever (M,O1, . . . ,Or) corresponds to the type ω, and L1, . . . , Lr are standard Levi subgroups of
GLn whose block sizes are given by the parts of the coordinates of the multi-partition µ. Moreover
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Coω =
KoM
|WGLn(q)(M,O1, . . . ,Or)|
.
Indeed, the group WGLn(q)(M,O1, . . . ,Or) is isomorphic to
∏
(e,µ)
(
(Z/eZ)ω(e,µ) ⋊Sω(e,µ)
)
.
3.6 Explicit computation
To compute explicitly Amµ (q) from Formula (3.5.2) we need, as shown by Formula (3.5.4), to compute
the following two quantities
〈
˜Hω(x1, . . . , xr; q), hµ
〉
and Hmω (q).
The computation of the first one reduces to the computation of the modified Kostka-Foulke poly-
nomials (see §3.5.2) which can be done by a combinatorial algorithm. The problem of computing
Kostka-Foulke polynomials is very well-known and can be found in many places in the literature.
The computation of the quantities Hmω (q) does not seem to appear in the literature. By Proposition
3.5.4 it reduces to the unipotent case, namely to the computation of Hmµ (q) defined by Formula (3.5.1)
with µ a multi-partition. Working with unipotent conjugacy classes or nilpotent orbits is equivalent,
therefore we are reduced to understand the quantities
NEµ (q) = NEµ,D(q) := #{h ∈ End(E) | h(ai) ∈ Nµi for all i = 1, . . . , r},
where E is rank n vector bundle on P1k , µ = (µ1, . . . , µr) ∈ (Pn)r and where for a partition λ of n, Nλ
denotes the nilpotent orbit of gln with Jordan blocks of size given by the parts of λ.
A nilpotent orbit N of gln is completely determined by the sequence n1, n2, . . . of non-negative
integers such that if A ∈ N then ni is the rank of Ai. Since End(E) is explicit we have an obvious
algorithm for computing the terms NEµ (q).
We have the following conjecture :
Conjecture 3.6.1. Let m = (m1, . . . ,m f ) ∈ Z f≥0 such that
∑ f
i=1 mi = n. For d = (d1, . . . , dr) ∈ Zr≥0 and
µ = (µ1, . . . , µr) ∈ (Pn)r there exists a polynomial Nmµ;d(t) ∈ Q[t] such that for any finite fields Fq, and
any divisor D = ∑ri=1 ai on P1Fq with deg(ai) = di we have
Nmµ;d(q) = NEµ,D(q),
where E is a vector bundle on P1
Fq
of type m.
A priori, the above conjecture implies that the right hand side of Formula (3.5.4) is only a rational
function in q, but since Amµ (q) counts also the number of points of a constructible set over finite fields
(see §2.2.10), it must be a polynomial with integer coefficients. Therefore Conjecture 3.6.1 implies
the following one.
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Conjecture 3.6.2. Let m = (m1, . . . ,m f ) ∈ Z f≥0 such that
∑ f
i=1 mi = n. For d = (d1, . . . , dr) ∈ Zr≥0 and
µ = (µ1, . . . , µr) ∈ (Pn)r there exists a polynomial Amµ;d(t) ∈ Z[t] such that for any finite fields Fq, and
any divisor D = ∑ri=1 ai on P1Fq with deg(ai) = di we have
Amµ;d(q) = AEµ,D(q),
where E is a vector bundle on P1
Fq
of type m.
It is easy to compute explicitly NEµ (q) and verify Conjecture 3.6.1 in the following cases :
(1) E = O(a)n, i.e. Aut(E) = GLn.
(2) for each i = 1, . . . , r, the partition µi is either the trivial partition (1n) (which corresponds to
the zero orbits of gln) or the partition (n1) (which corresponds to the regular nilpotent orbit).
We have the following proposition.
Proposition 3.6.3. Conjecture 3.6.1 is true if for all i = 1, . . . , f − 1, we have bi − bi+1 + 1 ≥ ∑rs=1 ds.
The above proposition is not very interesting for us as in this case, there is no geometrically
indecomposable parabolic structure on E by Proposition 2.2.4, however it is instructive to see why the
conjecture is true in this case.
Proof of Proposition 3.6.3. We use the notation of §2.1.1, and we put lE = Lie(LE), uE = Lie(UE).
We see under the assumption of Proposition 3.6.3 the evaluation map
ε : End(E) → lE(q) ×
(
uE(qd1 ) × · · · × uE(qdr )
)
h 7→ (h(a1), . . . , h(ar)) is surjective with fibers all of same cardinality qc for some explicit non-negative
integer c. Therefore we are reduced to see that the set
{
(l, u1, . . . , ur) ∈ lE(q) × uE(qd1 ) × · · · × uE(qdr ) | l + ui ∈ Nµi(qdi ) for all i = 1, . . . , r
}
.
has polynomial count. The equation lui ∈ Nµi with l ∈ lE and u ∈ uE forces l to be nilpotent. The set
of nilpotent elements of lE is the (finite) union of its nilpotent orbits and so we are reduced to prove
that for any nilpotent orbit C of lE(q), the cardinality of the set
{
(l, u1, . . . , ur) ∈ C × uE(qd1 ) × · · · × uE(qdr ) | l + ui ∈ Nµi(qdi ) for all i = 1, . . . , r
}
is a polynomial in q.
Choosing a representative l of C, the cardinality of the above set equals
|C| · #
{
(u1, . . . , ur) ∈ uE(qd1 ) × · · · × uE(qdr ) | lui ∈ Nµi(qdi ) for all i = 1, . . . , r
}
=
|C| ·
r∏
i=1
#
{
ui ∈ uE(qdi ) | l + ui ∈ Nµi(qdi )
}
.
Moreover for each i = 1, . . . , r
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#
{
ui ∈ uE(qdi ) | l + ui ∈ Nµi(qdi )
}
=
#
{
(t, u) ∈ C(qdi ) × uE(qdi ) | t + ui ∈ Nµi(qdi )
}
|C(qdi )| .
We are reduced to prove that if P = L ⋉ UP is a Levi decomposition of a parabolic subgroup of
GLn defined over Fq (with Lie algebra decomposition p = l ⊕ uP), then for any nilpotent orbit N of
gln(q) and any nilpotent orbit C of l(q), the cardinality of
{(t, u) ∈ C × uP | t + u ∈ N} = (C + uP) ∩ N.
is a polynomial in q. Consider the unipotent conjugacy classes U = N + 1 and O = C + 1. For x ∈ U,
we have the formula
RGLn(q)L(q) (1O)(x) =
#
{
g ∈ GLn(q) | g−1 xg ∈ OUP
}
|P(q)|
=
|OUP ∩ U | · |GLn(q)|
|P(q)| · |U |
=
|(C + uP) ∩ N| · |GLn(q)|
|P(q)| · |N|
where 1O is the characteristic function of O (it takes the value 1 on O and zero elsewhere). From the
character formula for RGLn(q)L(q) (1O) (see for instance [10, Proposition 12.2]) we see that the computation
of RGLn(q)L(q) (1O)(x) reduces to the computation of the so-called (two-variable) Green functions (see
[10, Definition 12.1]). Because we are in GLn, the computation of the values of the two-variable
Green functions reduces to the computation of the Green polynomials which are linear combination
of Kostka-Foulke polynomials [26, III, §7, (7.11)]. We therefore deduce that the cardinality of (C +
uP) ∩ N is a polynomial in q. 
Remark 3.6.4. In the situation of Proposition 3.6.3, it is possible, as suggested by the proof, to write
an explicit formula for NE
µ,D(q) in terms of Kostka-Foulke polynomials.
We now prove Conjecture 3.6.1 in a more interesting case.
Theorem 3.6.5. Conjecture 3.6.1 is true if m = (m1,m2), i.e. if E is of the form O(b1)m1 ⊕ O(b2)m2 .
Proof. For simplicity we write the proof for m = (n − 1, 1), i.e. E = O(b1)n−1 ⊕O(b2), and d1 = · · · =
dr = 1.
Define
ZEµ := {h ∈ End(E) | h(ai) ∈ Nµi for all i = 1, . . . , r},
and put m := b1 − b2 and denote by k[t]≤m the k-subspace of k[t] of polynomials of degree ≤ m. We
have LE = GLn−1 × GL1 ⊂ GLn and put lE := Lie(LE).
Then
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End(E) ≃ lE ⊕
(
k[t]≤m
)n−1
,
and
End(E)nil ≃ (gln−1(k))nil ×
(
k[t]≤m
)n−1
.
Clearly we have
ZEµ =
∐
C
ZEµ,C,
where the union runs over the set of nilpotent orbits of gln−1(k) and
ZEµ,C :=
{
(A, X(t)) ∈ C ×
(
k[t]≤m
)n−1
| MA,X(ai) ∈ Nµi for all i = 1, . . . , r
}
,
with
MA,X(ai) =
 A X(ai)0 0
 .
We need to prove that |ZE
µ,C | is a polynomial in q that does not depend on the position of the points
ai’s.
We fix a nilpotent orbit C of gln−1(k) and a Jordan form matrix A ∈ C. Then
|ZEµ,C | = |C| · #
{
X(t) ∈
(
k[t]≤m
)n−1
| MA,X(ai) ∈ Nµi for all i = 1, . . . , r
}
.
Since |C| is a polynomial in q we only care about the right factor. The nilpotent orbit Nµi is charac-
terized by the strictly decreasing sequence ni,1 > ni,2 > · · · > ni,si = 0 such that if B ∈ Nµi , then ni,s
is the rank of Bs for all s = 1, . . . , si. This sequence can be read off directly from the partition µi as
n − li,1, n − li,1 − li,2, . . . where li,1, li,2, . . . , li,si are the lengths of the columns of the Young diagram of
µi.
Saying that MA,X(ai) is in Nµi is equivalent to saying that the rank of
(
MA,X(ai)
)s equals ni,s for all
s = 1, 2, . . . , si. But
(
MA,X(ai)
)s
= MAs,As−1X(ai) and the rank hs of A
s is known from C. Therefore for
each s, saying that the rank of (MA,X(ai))s equals ni,s if and only if we are in one of the following two
stuations

As−1X(ai) ∈ Im(As) and ni,s = hs.
As−1X(ai) < Im(As) and ni,s = hs + 1.
(3.6.1)
For i = 1, . . . , r, consider the i-th evaluation map
εi :
(
k[t]≤m
)n−1
→ (kn−1)si−1
given by εi(X(t)) = (X(ai), AX(ai), . . . , Asi−1X(ai)), and define the k-linear map
ε = (ε1, . . . , εr) :
(
k[t]≤m
)n−1
→ (kn−1)s1−1 × · · · × (kn−1)sr−1.
33
The fibers ε−1(x), with x ∈ Im(ε), are all of same cardinality qc for some explicit non-negative integer
c which is independent from q. Therefore, for any k-vector subspace W of (kn−1)s1−1× · · ·× (kn−1)sr−1,
the cardinality of ε−1(W) is a polynomial in q. On the other hand, if not empty, by (3.6.1) the set
XA,µ :=
{
X(t) ∈
(
k[t]≤m
)n−1
| MA,X(ai) ∈ Nµi for all i = 1, . . . , r
}
is the inverse image by ε of a set of the form ∏ri=1 ∏si−1j=1 Ai with Ai a k-vector subspace of kn−1 or the
complementary in kn−1 of a k-vector subspace. We can therefore express the cardinality of XA,µ as a
simple combination of cardinalities of inverse images by ε of k-vector subspaces of (kn−1)s1−1 × · · · ×
(kn−1)sr−1. 
Corollary 3.6.6. Conjecture 3.6.2 is true if m = (m1,m2), i.e. if E = O(b1)m1 ⊕ O(b2)m2 .
3.7 Example : Rank-two parabolic bundles
In Example 2.2.6 we gave a necessary and sufficient condition for Ea,b = O(a) ⊕ O(b), with a ≥ b
to support geometrically indecomposable borelic structures. In this section we compute explicitly the
number AEa,bbor (q) of isomorphism classes of indecomposable borelic structures on Ea,b using Formula
(3.5.4).
For a subset I of {1, . . . , r}, we put µI the multi-partition (µ1, . . . , µr) with µi = (12) if i ∈ I and
µi = (21) if i < I. Then the possible types of size 2 are (1, (1, . . . , 1))2, (2, (1, . . . , 1)) and (1, µI) where
I runs over the subsets of {1, . . . , r}.
We compute Formula (3.5.4) using the two following tables.
(a, b) ω HEa,bω (q)
a = b (1, (1, . . . , 1))2 1(q−1)2
a = b (2, (1, . . . , 1)) 1q2−1
a = b (1, µI)

1
q(q−1) if I = ∅
1
q(q−1)2(q+1) if I = {1, . . . , r}
0 otherwise.
a > b (1, (1, . . . , 1))2 2(q−1)2
a > b (2, (1, . . . , 1)) 0
a > b (1, µI) #{P(t)∈k[t] | deg P≤a−b, P(ai)=0 for all i∈I, P(ai),0 for all i<I}(q−1)2qa−b+1
(3.7.1)
Since we are working with borelic structures, we apply Formula (3.5.4) with µ = ((12), . . . , (12)).
ω Coω
〈
˜Hω(x1, . . . , xr; q), hµ
〉
(1, (1, . . . , 1))2 − 12 2r
(2, (1, . . . , 1)) − 12

0 if 2 ∤ di for some i
2r if 2 | di for all i
(1, µI) 1 ∏ri=1

(qdi + 1) if µi = (12)
1 if µi = (21)
(3.7.2)
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3.7.1 The case a = b
From the tables we find
Proposition 3.7.1.
A
Ea,a
bor (q) =

−2r−1
q−1 +
1
q +
1
q(q2−1)
∏r
i=1(qdi + 1) if 2 ∤ di for some i,
−2r−1
q−1 +
1
q +
−2r−1
q+1 +
1
q(q2−1)
∏r
i=1(qdi + 1) if 2 | di for all i.
We see from the above formula that AEa,abor (q) depends only on the partition λ of l =
∑r
i=1 di whose
parts are d1, . . . , dr and not on the ordering of the di’s. In the following, for the sake of clarity we will
write AEa,abor,λ(q) instead of A
Ea,a
bor (q).
For an integer 0 < m ≤ l denote by Xlm the set of subsets of {1, . . . , l} of size m. The symmetric
group Sl acts naturally on Xlm and we denote by χlm the character of the representation of Sl in the
C-vector space freely generated by Xlm. For l ≥ 3, consider the polynomial
A(a,a)bor (t) =
l−3∑
m=0

[
l−m−1
2
]∑
i=1
χlm+2i+1
 tm,
with coefficients in the character ring of Sl. For w ∈ Sl, put
A(a,a)bor,w(t) :=
l−3∑
m=0

[
l−m−1
2
]∑
i=1
χlm+2i+1(w)
 tm ∈ Z≥0[t].
Proposition 3.7.2. Let w ∈ Sl be an element of cycle-type λ, then
A
Ea,a
bor,λ(q) =

A(a,a)bor,w(q) if l ≥ 3,
0 otherwise.
Proof. It follows by calculation from the formulas of Proposition 3.7.1. 
Example 3.7.3. For l = 4 we have A(a,a)bor (t) = t+χ41, with χ41 the character of the standard representation
of S4. On the other hand we have the following table.
r λ = (d1, . . . , dr) AEa,abor,λ(q)
4 (1, 1, 1, 1) q + 4
3 (2, 1, 1) q + 2
2 (3, 1) q + 1
2 (2, 2) q
1 (4) q
(3.7.3)
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3.7.2 The case a > b
We have
A
Ea,b
bor (q) = −
2r
q − 1
+ (q − 1)
∑
I⊆{1,...,r}
H
Ea,b
µI (q)
r∏
i=1

(qdi + 1) if µi = (12)
1 if µi = (21)
. (3.7.4)
Note that the right hand side depends only on the partition λ of l = ∑ri=1 di with parts d1, . . . , dr.
In the following we use the notation AEa,bbor,λ(q) instead of A
Ea,b
bor (q).
For l ≥ a − b + 2, define
A(a,b)bor (t) =
l−(a−b+2)∑
m=0

l∑
s=m+a−b+2
χls
 tm,
and for w ∈ Sl, put A(a,b)bor,w(t) =
∑l−(a−b+2)
m=0
(∑l
s=m+a−b+2 χ
l
s(w)
)
tm.
Theorem 3.7.4. Let w ∈ Sl an element of cycle-type λ, we have
A
Ea,b
bor,λ(q) =

A(a,b)bor,w(q) if l ≥ a − b + 2,
0 otherwise.
Before proving Theorem 3.7.4, let us give some consequences.
Corollary 3.7.5. If λ = (l) (i.e. r = 1), we have
A
Ea,b
bor,λ(q) =

∑l−(a−b+2)
m=0 q
m if l ≥ a − b + 2
0 otherwise.
Theorem 3.7.6. For any integer d and w ∈ Sl of cycle-type λ, we have
∑
a+b=d
A
Ea,b
bor,λ(q) =

∑l−3
m=0
∑[ l−m−12 ]
a=1
(∑l
s=m+2a+1 χ
l
s(w)
)
qm if l ≥ 3,
0 otherwise.
In particular this sum does not depend on d.
Proof. We need to see that
∑
a+b=0
A
Ea,b
bor,λ(q) =
∑
a+b=1
A
Ea,b
bor,λ(q).
It is easy to see from Theorem 3.7.4 that
∑
a+b=1
A
Ea,b
bor,λ(q) =
l−3∑
m=0
[
l−m−1
2
]∑
a=1

l∑
s=m+2a+1
χls(w)
 qm.
Now
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∑
a+b=0
A
Ea,b
bor,λ(q) = A
E0,0
bor,λ(q) +
∑
a≥1
A
Ea,b
bor,λ(q),
The term AE0,0bor,λ(q) is computed in Proposition 3.7.2 and from Theorem 3.7.4 we find that
∑
a≥1
A
Ea,b
bor,λ(q) =
l−4∑
m=0
[
l−m−2
2
]∑
a=1

l∑
s=m+2a+1
χls(w)
 qm.

Proof of Theorem 3.7.4. We prove it for λ = (1l), i.e., l = r and d1 = · · · = dr = 1. We assume that
a − b + 2 ≤ r as otherwise we have AEa,bbor,(1r)(q) = 0 by Lemma 2.2.7. For s ≤ r, we denote by hs(q)
the cardinality of the set Hs of polynomials of degree less or equal to a − b that vanishes exactly at
a1, . . . , as in {a1, . . . , ar} (the polynomials may vanish outside the later set). We also denote by hs(q)
the cardinality of the set Hs of polynomials of degree less or equal to a − b that vanish at least at
a1, . . . , as. Note that the quantities hs(q) and hs(q) do not depend on the position of a1, . . . , ar. For
k = s + 1, . . . , r, denote by Hs,k the set of polynomials of degree less or equal to a − b that vanish at
least at a1, . . . , as, ak. Then
Hs = Hs\
r⋃
k=s+1
Hs,k.
By the inclusion-exclusion principle we have
hs(q) =
r−s∑
k=0
(−1)k
(
r − s
k
)
hs+k(q).
Then
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A
Ea,b
bor,(1r)(q) = −
2r
q − 1
+ (q − 1)
r∑
s=0

∑
|I|=s
µI(q)
 (q + 1)s
= −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
s=0
(
r
s
)
hs(q)(q + 1)s
= −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
s=0
(
r
s
) r−s∑
k=0
(−1)k
(
r − s
k
)
hs+k(q)(q + 1)s
= −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
s=0
r−s∑
k=0
s∑
j=0
(−1)k
(
r
s
)(
r − s
k
)(
s
j
)
q j hs+k(q)
= −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
s=0
r∑
n=s
s∑
j=0
(−1)n−s
(
r
s
)(
r − s
n − s
)(
s
j
)
q j hn(q)
= −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
n=0
n∑
s=0
s∑
j=0
(−1)n−s
(
r
s
)(
r − s
n − s
)(
s
j
)
q j hn(q)
= −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
n=0
n∑
j=0
n∑
s= j
(−1)n−s
(
r
s
)(
r − s
n − s
)(
s
j
)
q j hn(q)
From the identities
(
r − s
n − s
)(
r
s
)
=
(
n
s
)(
r
n
)
,
(
n
s
)(
s
j
)
=
(
n
j
)(
n − j
s − j
)
,
we find
A
Ea,b
bor,(1r)(q) = −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
n=0
n∑
j=0
(
r
n
)(
n
j
) n∑
s= j
(−1)n−s
(
n − j
s − j
)
q j hn(q)
= −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
n=0
n∑
j=0
(
r
n
)(
n
j
) n− j∑
s=0
(−1)n− j−s
(
n − j
s
)
q j hn(q)
But
n− j∑
s=0
(−1)n− j−s
(
n − j
s
)
= 0
unless n = j in which case it equals 1.
Hence
A
Ea,b
bor,(1r)(q) = −
2r
q − 1
+
1
(q − 1)qa−b+1
r∑
n=0
(
r
n
)
qn hn(q)
Noticing that hn(q) = 1 if a − b − n + 1 ≤ 0 and hn(q) = qa−b−n+1 otherwise, we deduce that
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A
Ea,b
bor,(1r)(q) =
1
q − 1
−2r +
a−b∑
n=0
(
r
n
)
+
r∑
n=a−b+1
(
r
n
)
qn−(a−b+1)

=
r−(a−b+2)∑
m=0
r∑
s=m+a−b+2
(
r
s
)
qm.

4 Connection with the moduli space of Higgs bundles
4.1 Higgs bundles with prescribed residues
Unless specified k is a finite field Fq or an algebraically closed field, D = a1+ · · ·+ar a reduced divisor
on P1k as before and di is the degree of ai. A Higgs bundle on P
1
k is a pair (E, ϕ) with E a vector bundle
on P1k and ϕ : E → E ⊗ Ω
1(D). The map ϕ is called a Higgs field. We fix an r-tuple A = (A1, . . . , Ar)
of adjoint orbits of gln(k(a1)), . . . , gln(k(ar)) respectively.
We are interested in the space
XEA = X
E
A,D :=
{
ϕ : E → E ⊗Ω1(D)
∣∣∣Resai(ϕ) ∈ Ai for all i = 1, . . . , r } .
It can be explicitly described by equations. To see this, write E =
⊕ f
i=1 O(bi)mi with b1 > b2 > · · · >
b f and identify End(E) with ∏1≤u≤v≤ f Matmu,mv (k[t]≤bu−bv) where k[t]≤bu−bv is the subspace of k[t] of
polynomials of degree smaller or equal to bu − bv. For f ∈ End(E) denote by fu,v(t) its coordinate
in Matmu,mv
(
k[t]≤bu−bv
)
and for y ∈ gln(k) ≃
⊕
1≤u,v≤ f Matmu,mv(k), denote by yu,v its coordinate in
Matmu,mv(k). Let ti be the image of t in the residue field k(ai).
Lemma 4.1.1. We have XEA ≃ A
δE
k × Y
E
A where
YEA = Y
E
A,D : =
(y1, . . . , yr) ∈ A1 × · · · × Ar
∣∣∣∣∣∣∣
r∑
i=1
di−1∑
s=0
F s
(
yiu,vt
j
i
)
= 0, 1 ≤ v ≤ u ≤ f , j = 0, . . . , bv − bu
 ,
=
(y1, . . . , yr) ∈ A1 × · · · × Ar
∣∣∣∣∣∣∣∀h ∈ End(E),
r∑
i=1
di−1∑
s=0
Tr
(
F s(yih(ti))
)
= 0

where δE =
∑
1≤u<v≤ f mumv(bu − bv − 1) and F denotes the Frobenius ti 7→ tqi on k(ai)/k if k = Fq (if
k = k then di = 1 for all i and F = id).
Proof. Assume that k = k. To see the lemma we use that (locally) the coordinate ϕ j,i : O(bi) →
O(b j) ⊗Ω1(D) of ϕ : E → E ⊗Ω1(D) is of the form
r∑
i=1
λi
t − ai
dt + T (t)dt, with T (t) ∈ k[t]≤b j−bi−2, if b j > bi,
r∑
i=1
λi
t − ai
dt, with
r∑
i=1
λit
s
i = 0 for all s = 0, . . . , bi − b j, if bi ≥ b j,
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with the convention that k[t]≤−1 = {0}. 
Remark 4.1.2. Note that the condition
r∑
i=1
di−1∑
j=0
Tr(F j(Ai)) = 0,
on A is a necessary condition for XEA to be non-empty.
Example 4.1.3. E = O(a)n, d1 = · · · = dr = 1, then XEA ≃ YEA is identified with(X1, . . . , Xr) ∈ A1 × · · · × Ar
∣∣∣∣∣∣∣
r∑
i=1
Xi = 0
 .
Example 4.1.4. If r = 1, k = Fq, E = O(a)n, then XEA ≃ YEA is identified with
{
X ∈ A1
∣∣∣ X + F(X) + · · · + Fd1−1(X) = 0} .
Example 4.1.5. If n = 2, d1, . . . , dr = 1 and E = O(1) ⊕ O(−1), then XEA ≃ A1 × YEA with YEA =


 α1 β1
γ1 δ1
 , . . . ,
 αr βr
γr δr

 ∈ A1 × · · · × Ar
∣∣∣∣∣∣∣
r∑
i=1
αi =
r∑
i=1
δi =
r∑
i=1
γi =
r∑
i=1
γiti =
r∑
i=1
γit
2
i = 0
 .
Remark 4.1.6. Assume that k = Fq and choose an algebraic closure k with Frobenius F : k → k,
x 7→ xq and identify k(ai) with Fqdi ⊂ k.
Consider the divisor ˜D = D ×k k = t1 + tq1 + · · · + t
qd1−1
1 + · · · + tr + t
q
r + · · · + t
qdr−1
r on P
1
k
. Put
d = d1+ · · ·+dr and consider the d-tuple ˜A =
(
˜A1, F( ˜A1), . . . , Fd1−1( ˜A1), . . . , ˜Ar, F( ˜Ar), . . . , Fdr−1( ˜Ar)
)
of adjoint orbits of gln(k) (where ˜Ai is the GLn(k) saturated of Ai). Consider the permutation w ∈ Sr
which acts on gln(k)d ≃ gln(k)d1×· · ·×gln(k)dr by cyclic permutation on each gln(k)di , with i = 1, . . . , r.
The Frobenius wF on gln(k) preserves the subvariety Y ˜E
˜A, ˜D, where
˜E is the vector bundle on P1
k
obtained
from E by scalars extension, and
(
Y ˜E
˜A, ˜D
)wF
≃ YEA,D.
Say that an r-tuple (O1, . . . ,Or) of adjoint orbit of gln(k) is generic if the following two conditions
are satisfied :
(1) For any integer 1 ≤ m < n, we choose m eigenvalues of Oi (counted with multiplicities) for
each i = 1, . . . , r, the sum of all selected eigenvalues (mr in total) is never equal to zero.
(2) ∑ri=1 Tr(Oi) = 0.
In [22, §5.1] we discuss the existence of generic tuples with prescribed Jordan form.
Say that A = (A1, . . . , Ar) is generic if ˜A is generic.
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4.2 Higgs bundles over finite fields and Fourier transforms
Assume k = Fq and, as before, to alleviate the notation write gln(qdi ) instead of gln(k(ai)). Fix a rank n
vector bundle E on P1k . The aim of this section is to give a formula for |X
E
A|. We will use this formula
to relate |XEA| with the count of geometrically indecomposable parabolic bundles.
Choose a non-trivial linear additive character ψ : k → C× and for i = 1, . . . , r, put ψqdi/q :
ψ ◦ Trk(ai)/k : k(ai) → C×. Denote by Fun(gln(qdi )) the C-vector space of all functions gln(qdi ) → C.
Define the Fourier transform F gln(qdi ) : Fun(gln(qdi )) → Fun(gln(qdi )) by
F gln(q
di )( f )(x) =
∑
y∈gln(qdi )
ψqdi /q (Tr(xy)) f (y),
for any f ∈ Fun(gln(qdi )) and x ∈ gln(qdi ).
Proposition 4.2.1. We have
|XEA| = q
−n2
∑
h∈End(E)
r∏
i=1
F gln(q
di )(1Ai)(h(ai)), (4.2.1)
where 1Ai : gln(qdi ) → C is the characteristic function of Ai, i.e. it takes the value 1 on Ai and zero
elsewhere.
Proof. We have
∑
h∈End(E)
∏r
i=1 F
gln(qdi )(1Ai)( f (ai))
=
∑
h∈End(E)
r∏
i=1
∑
y∈gln(qdi )
ψqdi /q (Tr(yh(ai))) 1Ai(y)
=
∑
(y1 ,...,yr)∈A1×···×Ar
∑
h∈End(E)
r∏
i=1
ψ

di−1∑
s=0
Tr
(
yih(ai)
)qs
=
∑
(y1 ,...,yr)∈A1×···×Ar
∑
h∈End(E)
ψ

r∑
i=1
di−1∑
s=0
Tr
(
yih(ai)
)qs
=
∑
(y1 ,...,yr)∈A1×···×Ar
∑
h∈End(E)
ψ

r∑
i=1
di−1∑
s=0
Tr

f∑
u=1
f∑
v=1
yiu,vhv,u(ai)

qs
=
∑
(y1 ,...,yr)∈A1×···×Ar
∑
h∈End(E)
ψ

f∑
u=1
f∑
v=1
Tr

r∑
i=1
di−1∑
s=0
F s
(
yiu,vhv,u(ai)
)

=
∑
(y1 ,...,yr)∈A1×···×Ar
∏
1≤v≤u≤ f
∑
hv,u(t)∈Matmv ,mu (k[t]≤bv−bu )
ψ
Tr

r∑
i=1
di−1∑
s=0
F s
(
(yiu,vhv,u(ai)
)

Recall that ti is the image of t in k(ai) and write hv,u(ai) = ∑bv−buj=0 X jv,ut ji with X jv,u ∈ Matmv,mu(k). Then
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∑
h∈End(E)
r∏
i=1
F gln(q
di )(1Ai)(h(ai)) =
∑
(y1,...,yr)∈A1×···×Ar
∏
1≤v≤u≤ f
bv−bu∏
j=0
∑
X∈Matmv ,mu (k)
ψ
Tr
X
r∑
i=1
di−1∑
s=0
F s
(
yiu,vt
j
i
)

= q
∑
1≤u≤v≤ f mumv(bu−bv+1) |YEA| = |End(E)| |YEA|,
that is
|YEA| =
1
|End(E)|
∑
h∈End(E)
r∏
i=1
F gln(q
di )(1Ai)(h(ai)).
The result follows from the relation qδEqn2 = |End(E)|. 
4.3 Fourier transforms and characters of GLn(q)
4.3.1 Harish-Chandra induction : The Lie algebra case
We use the same notation as in §3.3.1. Let P = L ⋊ UP be an F-stable Levi decomposition of a
parabolic subgroup P of GLn. Denote by p = l ⊕ uP the corresponding Lie algebra decomposition
in gln (i.e. p = Lie(P), l = Lie(L) and uP = Lie(UP)). We denote by C(l(q)) the C-vector space of
functions l(q) → C that are constant on L(q)-(adjoint) orbits of l(q). The Harish-Chandra induction
Rgln(q)
l(q) : C(l(q)) → C(gln(q)) is the C-linear operator defined by the formula
Rgln(q)
l(q) ( f )(x) =
1
|P(q)|
∑
g∈G(q),g−1xg∈P
f (πp(g−1 xg)),
where πp is the projection p→ l.
Recall that since we working in GLn, centralizers of semisimple elements of gln are always Levi
subgroups of GLn and all Levi subgroups of GLn can be realized as the centralizer of some semisimple
element in gln.
Let A be an adjoint orbit of gln(q) with y ∈ A such that L = CGLn(ys). We denote by AL the L(q)-
orbit of y in l(q). We have the following well-known result (it is a particular case of [21, Proposition
7.1.8]).
Proposition 4.3.1.
Rgln(q)
l(q) (1AL) = 1A.
Denote by F l(q) : Fun(l(q)) → Fun(l(q)) the Fourier transform with respect to the additive char-
acter ψ : k → C× and the trace map. We have the following result (see for instance Lehrer [24]).
Theorem 4.3.2.
F gln(q) ◦ Rgln(q)
l(q) = q
dimUPRgln(q)
l(q) ◦ F
l(q).
Assume now that A is semisimple orbit. Since y ∈ A is central in l, the function F l(q)(1AL) is the
linear additive character ηAL : l(q) → C×, x 7→ ψ(Tr(xy)). From the above results we have
F gln(q)(1A) = q
1
2 dim A(k) Rgln(q)
l(q)
(
ηAL
)
. (4.3.1)
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4.3.2 Sum of character values
If m is a Lie subalgebra of gln, we denote by zm its center.
Assume given standard Levi subgroups L1, . . . , Lr of GLn. Above Theorem 3.3.7 we defined the
notion of generic r-tuples of linear characters of L1(qd1 ), . . . , Lr(qdr ). Let us now define the Lie algebra
version of it.
Say that an r-tuple (η1, . . . , ηr) of linear additive characters of l1(qd1 ), . . . , lr(qdr ) is generic if for
any Levi subgroup M of GLn defined over k (with Lie algebra m) such that ZM(q) ⊂ giLi(qdi )g−1i
for some gi ∈ GLn(qdi ), the linear additive character (g1η1)|zm(q) · · · (grηr)|zm(q) is trivial if and only if
M = GLn.
Assume that (α1, . . . , αr) is a generic r-tuple of linear characters of L1(qd1 ), . . . , Lr(qdr ) and that
(η1, . . . , ηr) is a generic r-tuple of linear additive characters of l1(qd1 ), . . . , lr(qdr ). We have the follow-
ing result.
Theorem 4.3.3. For any rank n vector bundle E on P1k we have
(q − 1)
∑
h∈End(E)
r∏
i=1
Rgln(q
di )
li(qdi ) (ηi)(h(ai)) = q
∑
h∈Aut(E)
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)(h(ai)).
Proof. If E is the rank n trivial vector bundle, in which case Aut(E) = GLn, the theorem is a particular
case of [22, Theorem 6.9.1, Formula (6.9.1)]. The proof for an arbitrary vector bundle E is similar.
More precisely, by Theorem 3.4.4, we have
∑
h∈Aut(E)
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)(h(ai)) =
∑
(M,O1,...,Or)
(q − 1)KoM ˆHE(M,O1,...,Or)(q)
|WGLn(q)(M,O1, . . . ,Or)|
r∏
i=1
RGLn(q
di )
Li(qdi ) (1)(lM .Oi),
where ˆHE(M,O1,...,Or)(q) is the numerator of H
E
(M,O1,...,Or)(q).
As we did for conjugacy classes we introduce the set B of r-tuples (B1, . . . , Br) of adjoint orbits
of gln(qd1 ), . . . , gln(qdr ) which have a common semisimple part. Then as in the group case we have
the notion of type for the elements of B which can be written in the form (M,N1, . . . ,Nr) (up to
GLn(q)-conjugation) where M is the centralizer of a common semisimple part and N1, . . . ,Nr are the
nilpotent conjugacy classes in m defining the orbits B1, . . . , Br.
Similarly to the group case we prove
∑
h∈End(E)
r∏
i=1
Rgln(q
di )
li(qdi ) (αi)(h(ai)) =
∑
(M,N1,...,Nr)
qKoM ˆH
E
(M,N1,...,Nr)(q)
|WGLn(q)(M,N1, . . . ,Nr)|
r∏
i=1
Rgln(q
di )
li(qdi ) (1)(l
′
M .Ni),
where
ˆHE(M,N1,...,Nr)(q) := #{ f ∈ End(E) | f (ai) ∈ Bi}
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for some r-tuple (B1, . . . , Br) of type (M,N1, . . . ,Nr). Note that as in the group case (cf. Proposition
3.4.3), the right hand side depends only on the type of (B1, . . . , Br).
The natural bijection between unipotent conjugacy classes and nilpotent orbits induces a bijec-
tion between types of elements of C and types of elements of B. If (M,O1, . . . ,Or) corresponds to
(M,N1, . . . ,Nr), then for all i = 1, . . . , r
Rgln(q
di )
li(qdi ) (1)(lM .Ni) = R
GLn(qdi )
Li(qdi ) (1)(lM .Oi).

4.4 Higgs bundles over finite fields and indecomposable bundles
We assume that k = Fq.
Recall that A = (A1, . . . , Ar) is a fixed r-tuple of adjoint orbits of gln(qd1 ), . . . , gln(qdr ) and let ˜A
be defined from A as in Remark 4.1.6. For each i = 1, . . . , r, we choose an element σi which is the
semisimple part of an element of Ai. We put Li = CGLn(σi) and li = Lie(Li). We consider the linear
additive characters ηi := F li(q
di )(1σi ) : li(qdi ) → C× for i = 1, . . . , r.
Lemma 4.4.1. If A is generic then the r-tuple (η1, . . . , ηr) is generic.
Proof. Assume that ˜A is generic and let M be a Levi subgroup of GLn defined over k such that for all
i = 1, . . . , r, we have ZM(q) ⊂ giLi(qdi )g−1i for some gi ∈ GLn(qdi ). Let z ∈ zm(q). Then
r∏
i=1
(giηi)(z) =
r∏
i=1
ψqdi/q
(
Tr(giσig−1i z)
)
=
r∏
i=1
ψ
Tr
z
di−1∑
j=1
F j(giσig−1i )


= ψ
Tr
z
r∑
i=1
di−1∑
j=1
F j(giσig−1i )


Since σi is central in li, the element giσig−1i is central in gilig
−1
i and so it commutes with all
element of zm, i.e. giσig−1i ∈ Cgln(zm) = m. The element
∑r
i=1
∑di−1
j=1 F
j(giσig−1i ) is thus in m(q).
Now we may write m ≃
⊕s
i=1 gl(Vi) over k. The result follows thus from the fact that for any
X = (Xi)i=1,...,s ∈ m(q), the character θ : zm(q) → C×, z 7→ ψ(Tr(zX)) is trivial is and only if Tr(Xi) = 0
for all i = 1, . . . , s. 
From A = (A1, . . . , Ar) we define a multi-partition µ = (µ1, . . . , µr) such that for each i = 1, . . . , r,
the parts of µi are the multiplicities of the eigenvalues of Ai.
We put
dA :=
r∑
i=1
di dim Ai(k) − 2n2 + 2, (4.4.1)
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and
PAut(E) := Aut(E)/Gm(Fq),
where Gm(Fq) is identified with the homotheties in Aut(E).
Theorem 4.4.2. Assume that A is generic, then
|XEA|
|PAut(E)| = q
1
2 dAAEµ(q).
Proof. Applying Proposition 4.2.1 and Formula (4.3.1) we have
|XEA|
|PAut(E)| =
(q − 1)q−n2
|Aut(E)|
∑
h∈End(E)
r∏
i=1
F gln(q
di )(1Ai )(h(ai))
=
(q − 1)q 12
∑r
i=1 di dim Ai(k)−n2
|Aut(E)|
∑
h∈End(E)
r∏
i=1
F gln(q
di )(ηALii )(h(ai))
Applying Theorem 4.3.3 we deduce
|XEA|
|PAut(E)| =
q 12
∑r
i=1 di dim Ai(k)−n2+1
|Aut(E)|
∑
h∈Aut(E)
r∏
i=1
RGLn(q
di )
Li(qdi ) (αi)(h(ai))
for some generic tuple (α1, . . . , αr).
The theorem is thus a consequence of Theorem 3.3.7. 
5 Conjectures and geometric interpretations
For b = (b1, . . . , b f ) ∈ Z f with b1 > · · · > b f and m = (m1, . . . ,m f ) ∈ Z f≥0 we put
Eb;m :=
f⊕
i=1
O(bi)mi
on P1k . Note that in §3, the f -tuple b was fixed and we wrote Em instead of Eb,m. The reason is that
below we will need to vary b. Define the degree of (b; m) to be the degree of the vector bundle Eb;m.
Let µ = (µ1, . . . , µl) be an l-tuple of partitions of n = ∑ fi=1 mi. We denote by S µ the stabilizer
of µ in Sl. It is of the form
∏s
i=1Sli where l1, . . . , ls are the multiplicities of the distinct partitions
µh1 , . . . , µhs in µ. We put Pµ := Pl1 × · · · × Pls . Say that a reduced divisor D on P1k is compatible with
λ = (λ1, . . . , λs) ∈ Pµ where λi = (λi1, . . . , λipi ) if D =
∑s
i=1
∑pi
j=1 ai, j and deg(ai, j) = λij. If w ∈ S µ is of
cycle-type decomposition λ ∈ Pµ we will also say that D is compatible with w if it is compatible with
λ.
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5.1 Some conjectures
For a divisor D as above compatible with λ ∈ Pµ, we denote by AE
b;m
µ,λ,D(q) the number of isomorphism
classes of geometrically indecomposable parabolic structures (of type µhi at ai, j) on the vector bundle
Eb;m on P1k . The appearance of both λ and D in the notation A
Eb;m
µ,λ,D(q) is redundant as D determines
λ (which explains by the way why we omitted both D and λ in the previous sections as D was fixed).
However this notation should clarify slightly the statement of the conjectures below.
We denote by Ch(S µ) the character ring of S µ over Z, and for a polynomial P(t) ∈ Ch(S µ)[t]
we denote by Pw(t) the polynomial obtained by evaluating the coefficients of P(t) at w ∈ S µ. We
denote by Ch(S µ)+ the subset of Ch(S µ) of positive linear combinations of irreducible characters. The
following conjecture was suggested to me by Deligne.
Conjecture 5.1.1. There exists a polynomial Ab;mµ (t) ∈ Ch(S µ)[t] with coefficients in Ch(S µ)+ such
that for any finite field k = Fq, for any λ ∈ Pµ and any reduced divisor D on P1k compatible with λ, we
have
AE
b;m
µ,λ,D(q) = Ab;mµ,w (q).
for any element w ∈ S µ of cycle-type λ.
We proved the conjecture when n = 2 in §3.7.
Remark 5.1.2. This conjecture is a stronger version of Conjecture 3.6.2 which is proved for vector
bundles E of the form O(b1)m1 ⊕ O(b2)m2 (Corollary 3.6.6).
Conjecture 5.1.3. Let d be an integer. Then for any finite field k = Fq, any positive integer n, any
µ ∈ (Pn)l, any λ ∈ Pµ and any reduced divisor D on P1k compatible with λ, the sum
∑
deg(b;m)=d,∑ fi=1 mi=n
AE
b;m
µ,λ,D(q)
is independent of d.
In the rank n = 2 case we already proved this conjecture (see Theorem 3.7.6).
Remark 5.1.4. (Generalisation of Kac’s conjecture to non-trivial bundles) In §2.2.8 we noticed that
when E is a trivial rank n bundle and the coordinates of λ are the trivial partitions, the quantity
AE
µ,λ,D(q) coincides with the number of isomorphism classes of geometrically indecomposable repre-
sentations of the quiver in §2.2.8 equiped with a certain dimension vector vµ (the relation between s
in §2.2.8 and µ is explained above Corollary 3.3.4). On the other hand Kac [17] proved that for any
finite quiver Γ equiped with any dimension vector v, there exists a polynomial AΓ,v(t) ∈ Z[t], so-called
Kac polynomial, such that for any finite field Fq, the evaluation AΓ,v(q) is the number of isomor-
phism classes of geometrically indecomposable representations of (Γ, v) over Fq. He conjectured that
this polynomial has non-negative coefficients. Kac’s conjecture was proved in [14] in full generality.
Notice that Conjecture 5.1.1 implies a generalisation of Kac’s results to non-trivial bundles.
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5.2 The geometric interpretation
In the following we put E := Eb;m to alleviate the notation. We say that µ is indivisible if the gcd of
all parts of the partitions µ1, . . . , µl equals 1.
We assume that
char(k) ∤ d!,
where d = mini max j µij. Recall [12, §2.2] that if µ is indivisible then there always exists a generic
l-tuple A = (A1, . . . , Al) of adjoint orbits of gln(k) of type µ, i.e. such that the multiplicities of the
eigenvalues of Ai are given by the partition µi. If µ is divisible (i.e. not indivisible), generic tuples of
adjoint orbits of type µ do not exist.
5.2.1 Polynomial count varieties
Let R be a subring of C which is finitely generated as a Z-algebra and let X be a separated R-scheme
of finite type. According to Katz [15, Appendix], we say that X is strongly polynomial count if
there exists a polynomial P(T ) ∈ C[T ] such that for any finite field Fq and any ring homomorphism
ϕ : R → Fq, the Fq-scheme Xϕ obtained from X by base change is polynomial count with counting
polynomial PX, i.e., for every finite extension Fqn/Fq, we have
#Xϕ(Fqn) = PX(qn).
We call a separated R-scheme X which gives back X/C after extension of scalars from R to C a
spreading out of X/C.
Say that X/C has polynomial count if it admits a spreading out X which is strongly polynomial
count.
As an easy consequence of [15, Appendix] we have.
Proposition 5.2.1. Assume that X/C has polynomial count and that its compactly supported cohomol-
ogy Hic(X/C,C) has pure mixed Hodge structure. Then its odd cohomology vanishes and
PX(t) =
∑
i
dim H2ic (X/C,C) ti.
5.2.2 The indivisible case
Assume that µ is indivisible and let A = (A1, . . . , Al) be a generic l-tuple of adjoint orbits of gln(C)
of type µ and consider the complex affine algebraic variety XEA defined in §4.1 with respect to some
reduced divisor D = a1 + · · · + al on P1C. We have the following conjecture.
Conjecture 5.2.2. (i) The categorical quotient XEA of XEA = XEA,D by PAut(E) exists (in the category
of algebraic varieties) and the quotient map XEA → XEA is a principal PAut(E)-bundle in the e´tale
topology.
(ii) The variety XEA is non-singular, has polynomial count and the compactly supported cohomology
Hic(XEA,C) has pure mixed Hodge structure.
47
(iii) There is a natural structure of C[S µ]-module on Hic(XEA,C) such that Ab,mµ (t) in Conjecture 5.1.1
is given by
Ab;mµ (t) = t−
1
2 dA
∑
i
[H2ic (XEA,C)]ti, (5.2.1)
where dA is defined by (4.4.1), and [H2ic (XEA,C)] is the corresponding element in Ch(S µ).
The integer dA is the dimension of the moduli space of Higgs bundles
X
n,d
A =
{
(E, ϕ) | E ∈ Bunn,d(P1C), ϕ ∈ XEA
}
/ ∼,
which, unlike its strata XEA, is known to be a complex algebraic variety.
Remark 5.2.3. Theorem 4.4.2 is an evidence for the assertion (iii) as detailed below in the special case
where E = On.
Assume that E = O(a)n (i.e. b = (a) and m = (n)), and write XA instead of XEA. The assertions
(i) and (ii) are [12, Theorem 2.2.4, Proposition 2.2.6]. The identity (5.2.1) evaluated at w = 1 ∈ S µ is
true by Crawley-Boevey [5] together with Crawley-Boevey and van den Bergh [6]. Roughly speaking
Crawley-Boevey identified in [5] the affine GIT quotient
XA =
(X1, . . . , Xl) ∈ A1 × · · · × Al
∣∣∣∣∣∣∣
∑
i
Xi = 0

//
GLn
with a certain generic quiver variety attached to the star shaped quiver in §2.2.8. By the results of [6]
and [12] we can choose an appropriate subalgebra R of C which is a finitely generated Z-algebra, a
separated R-scheme XA which gives back XA after scalar extension from R to C and such that for any
ring homomorphism ϕ : R → Fq
A(a);(n)
µ,1 (q) = q−
1
2 dA |XϕA(Fq)|,
where A(a),(n)
µ,1 (t) is the Kac polynomial mentioned in §5.1.4. In particular we get that the variety XA
has polynomial count. The variety XA has pure mixed Hodge structure [12, Proposition 2.2.6] and so
the formula (5.2.1) evaluated at w = 1 is true by Proposition 5.2.1. We can also argue as in [6] where
it is proved that the eigenvalues of Frobenius F∗ on Hic(XϕA(Fq),Qℓ) are exactly qi/2.
We now prove the assertion (iii) of Conjecture 5.2.2 in the case E = On.
To a partition λ = (λ1, λ2, . . . , λr), we denote by Hλ the stabilizer of λ in Sr (for the permutation
action of Sr on Zr≥0). The group S µ acts on
∏l
i=1 Hµi by permutation of the coordinates and we
consider the semi-direct product
Hµ :=

l∏
i=1
Hµi
 ⋊ S µ.
We now define an action of Hµ on Hic(XA,C) as follows (for this section only the action of S µ matters).
We denote by tgenµ the set of generic l-tuples (σ1, . . . , σl) of diagonal matrices of GLn such that for
each i, the diagonal matrix σi is of type µi = (µi1, µi2, . . . ), i.e.
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(
µi1︷      ︸︸      ︷
α1, . . . , α1,
µi2︷      ︸︸      ︷
α2, . . . , α2, . . . ).
The space tgenµ is endowed with a natural action of Hµ where S µ acts by permutation of the coor-
dinates and Hµi acts on the set of diagonal matrices of type µi par permutation of the blocks (of size
given by the parts of the partitions).
Denote by Li the Levi subgroup CGLn (σi). Consider the space
Xµ =
((Xi)i=1,...,l, (σi)i=1,...,l, (giLi)i=1,...,l) ∈ glln × tgenµ ×
l∏
i=1
GLn/Li
∣∣∣∣∣∣∣
l∑
i=1
Xi = 0, g−1i Xigi = σi

//
GLn.
where GLn acts as
g ·
((Xi)i, (σi)i, (giLi)i) = ((gXig−1)i, (σi)i, (ggiLi)i).
Consider the projection π : Xµ → tgenµ . Then the projection π−1(σ) → glln defines an isomorphism
π−1(σ) ≃ XA if for each i the adjoint orbit of the i-th coordinate of σ ∈ tgenµ is Ai.
For each i, the group Hµi is naturally isomorphic to WGLn(Li) := NGLn(Li)/Li where NGLn(Li) is
the normalizer of Li in GLn (see [22, §6.2, §6.3] for details). For w ∈ Hµi = WGLn(Li) we denote by
w˙ ∈ NGLn (Li) a representative of w. The group
∏l
i=1 Hµi acts on Xµ as
(w1, . . . ,wl) · ((X1, . . . , Xl), (σ1, . . . , σl), g1L1, . . . , glLl) =
((X1, · · · , Xl), (w˙−11 σ1w˙1, . . . , w˙−1l σlw˙l), g1w˙1L1, . . . , glw˙lLl),
and the group Sµ by permutation of the coordinates.
The map π : Xµ → tgenµ commutes with the action of Hµ and so for w ∈ Hµ and σ ∈ t
gen
µ , the
corresponding isomorphism π−1(σ) → π−1(w˙σw˙−1) induces an isomorphism w∗ on cohomology.
Following the arguments in [14, §2.2] which appeared first in the work of Nakajima [29], Maffei
[27] and that of Crawley-Boevey and van den Bergh [6], we prove that the sheaf Riπ!C is constant.
This implies the following result.
Theorem 5.2.4. For each σ, τ ∈ tgenµ there exists a canonical isomorphism iσ,τ : Hic(π−1(σ),C) →
Hic(π−1(τ),C) such that for all σ, τ, ζ ∈ tgenµ we have iσ,τ ◦ iζ,σ = iζ,τ.
Theorem 5.2.5. The map ρi : Hµ → GL
(
Hic(π−1(σ),C)
)
, w 7→ iw˙σw˙−1,σ ◦ (w∗)−1 is a representation of
Hµ that does not depend on the choice of σ ∈ tgenµ .
We now prove the assertion (iii) of Conjecture 5.2.2 for E = O(a)n, namely.
Theorem 5.2.6. For any w ∈ S µ and any reduced divisor Dw =
∑s
i=1
∑pi
j=1 ai, j of P1Fq compatible with
w, the polynomial
q−
1
2 dA
∑
i
Tr
(
w |H2ic (XO(a)
n
A ,C)
)
qi
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counts the number of isomorphism classes of geometrically indecomposable parabolic structures of
type µhi at ai, j on the vector bundle O(a)n of P1Fq (where we recall that µh1 , . . . , µhs are the distinct
coordinates of µ).
Proof. The strategy is similar to that in [14, §2.2.2]. By Remark 4.1.6 together with Theorem 4.4.2 the
counting polynomial A(a);(n)µ,w (t) of the isomorphism classes of geometrically indecomposable parabolic
structures on O(a)n of type µhi at ai, j verify an identity of the form
A(a);(n)µ,w (q) = q−
1
2 dA
∣∣∣∣∣∣
(
XA/
Fq
)wF ∣∣∣∣∣∣ .
for some generic l-tuple A/
Fq
= (A1/Fq , . . . , Al/Fq) of semisimple adjoint orbits of gln(Fq) of same
type as A (namely the multiplicities of the eigenvalues are given by µ). Then we apply Grothendieck
trace formula to get
A(a);(n)µ,w (q) = q−
1
2 dA
∑
i
Tr
(
(wF)∗ |H2ic (XA/Fq ,Qℓ)
)
.
We can proceed as in [14] to see that the above construction of the action ρi of Hµ can be done over
the ℓ-adic cohomology Hic(XA/Fq ,Qℓ) and that the trace of w ∈ Hµ is the same on both Hic(XA/Fq ,Qℓ)
and Hic(XA,C).
The Frobenius map wF acts on XA/
Fq
but w and F don’t. Therefore instead we choose a generic
l-tuple B/
F
of F-stable semisimple adjoint orbits of gln(Fq) of same type as A. Now the Frobenius
F acts on XB/
Fq
and we can prove that the two maps F∗ ◦ ρi(w) on Hic(XB/Fq ,Qℓ) and (wF)∗ on
Hic(XA/Fq ,Qℓ) are conjugate by ισ,τ where σ ∈ (t
gen
µ )wF is such that π−1(σ) = XA/Fq and τ ∈ (t
gen
µ )F is
such that π−1(τ) = XB/
Fq
.
The theorem follows from the fact that ρi(w) commutes with F∗ and that the unique eigenvalue of
F∗ on H2ic (XB/Fq ,Qℓ) is qi (see below Remark 5.2.3). 
5.2.3 The geometric conjecture in the general case
The idea is to consider a larger generic variety XES .
We choose a generic l-tuple S = (S 1, . . . , S l) of regular semisimple adjoint orbits of gln(C). It
corresponds to the multi-partition α = ((1n), . . . , (1n)) and H = Hα =
(∏l
i=1Sn
)
⋊Sl.
Starting from our µ we consider the (Sn)l-module
Rµ = IndSnS
µ1
(1) ⊠ · · · ⊠ IndSn
S
µl
(1),
where for a partition λ = (λ1, . . . , λs), Sλ is the subgroup ∏si=1Sλi of Sn, and IndSnS
µi
(1) is the Sn-
module induced from the trivial Sµi-module.
Note that the group (Sn)l ⋊ S µ acts naturally on Rµ.
If V1 and V2 are two C[(Sn)l ⋊ S µ]-modules, the group S µ acts on
W = Hom(Sn)l (V1,V2)
as (r · f )(v) = r · f (r−1 · v) for f ∈ W , r ∈ S µ and v ∈ V1, and we denote by [W] its class in Ch(S µ).
50
Conjecture 5.2.7. There exists an action of the group H on Hic(XES ,C) such that the polynomial Ab,mµ (t)
in Conjecture 5.1.1 is given by
Ab;mµ (t) = t−
1
2 dS
∑
i
[W2iµ ]ti, (5.2.2)
where W iµ is the C[S µ]-module Hom(Sn)l
(
Rµ, εl ⊗ H2ic (XES ,C)
)
, εl :=
l︷      ︸︸      ︷
ε ⊠ · · · ⊠ ε with ε the sign char-
acter of Sn.
Theorem 5.2.8. Conjecture 5.2.7 is true if E = O(a)n.
The proof of this theorem will be given after Theorem 5.2.13 below.
5.2.4 Strategy/evidences for Conjecture 5.2.7
Let w ∈ S µ ⊂ Sl, Dw =
∑s
i=1
∑pi
j=1 ai, j be a reduced divisor on P
1
Fq
compatible with w. Let r =
∑s
i=1 pi
be the total number of points of Dw.
If Conjecture 5.1.1 is true, by Theorem 3.5.3 we must have
Ab;mµ,w (t) =
〈
CoeffYm
[(t − 1)LogΩDw(t)] , hµw〉 ,
where µw is the multi-partition in (Pn)r with coordinate µhi at the point ai, j of Dw.
For a partition µ of n, the complete symmetric function hµ decomposes into the basis of power
symmetric function {pλ}λ∈P as follows
hµ =
∑
ν
z−1ν Rµ,ν pν,
where zν is the cardinality of the centralizer inSn of an element u of cycle-type ν, and Rµ,ν is the trace
of u on the Sn-module Rµ = IndSnSµ(1). Therefore
Ab;mµ,w (t) =
∑
λ∈(Pn)r
z−1λ Rµw,λ
〈
CoeffYm
[(t − 1)LogΩDw(t)] , pλ〉 . (5.2.3)
Write (Sn)l = ∏si=1 ∏pij=1(Sn)di, j . For an element vi, j = (v1, . . . , vdi, j ) ∈ (Sn)di, j we denote by vi, j
the product v1v2 · · · vdi, j ∈ Sn of its coordinates.
We have the following conjecture.
Conjecture 5.2.9. If λ ∈ (Pn)r =∏si=1 ∏pij=1 Pn we have
〈CoeffYm [(t − 1)LogΩDw(t)] , pλ〉 = t− 12 dS ∑
i
Tr
(
(vλ,w) | εl ⊗ H2ic (XES ,C)
)
ti, (5.2.4)
for any element vλ = (vi, j) ∈ ∏si=1 ∏pij=1(Sn)di, j such that the element (vi, j) ∈ ∏si=1 ∏pij=1Sn is of
cycle-type λ.
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Remark 5.2.10. If λ = ((1n), . . . , (1n)) then pλ = hλ and so, if vλ = 1, the conjecture is a particular
case of Conjecture 5.2.2(iii) by Theorem 3.5.3.
We will prove that this conjecture is true for E = O(a)n, but before let us prove that Equation
(5.2.3) together with (5.2.4) implies Conjecture 5.2.7.
Combining (5.2.3) and (5.2.4) we have
Ab;mµ,w (t) = t−
1
2 dS
∑
i
∑
λ∈(Pn)r
z−1λ Rµw,λ Tr
(
(vλ,w) | εl ⊗ H2ic (XES ,C)
)
ti.
Now we have (see for instance [22, Lemma 6.2.3])
Rµw,λ = Tr
(
(vλ,w) |Rµ
)
.
Hence
Ab;mµ,w (t) = t−
1
2 dS
∑
i
1
|(Sn)l|
∑
v∈(Sn)r
∑
v∈(Sn)l,v7→v
Tr
(
(v,w) |Rµ
)
Tr
(
(v,w) | εl ⊗ H2ic (XES ,C)
)
ti
= t−
1
2 dS
∑
i
1
|(Sn)l|
∑
v∈(Sn)l
Tr
(
(v,w) |Rµ
)
Tr
(
(v,w) | εl ⊗ H2ic (XES ,C)
)
ti,
where v 7→ v means that if v = (vi, j) ∈∏si=1 ∏pij=1 Sdi, jn , then v = (vi, j) ∈∏si=1 ∏pij=1Sn.
By [22, Proposition 6.1.1] we conclude that
Ab;mµ,w (t) = t−
1
2 dS
∑
i
Tr
(
w |Hom(Sn)l(Rµ, εl ⊗ H2ic (XES ,C))
)
ti = t−
1
2 dS
∑
i
Tr
(
w |W2iµ
)
ti.
5.2.5 Evidences for Conjecture 5.2.9
We first give a representation theoritical meaning of 〈CoeffYm [(t − 1)LogΩDw(t)] , pλ〉.
Recall that the GLn(Fq)-conjugacy classes of the maximal tori of GLn(Fq) defined over Fqd (i.e.
Fqd -stable) are naturally parametrized by the conjugacy classes of Sn. If v ∈ Sn we choose an Fqd -
stable maximal torus Tv in the corresponding conjugacy class and we denote by Tv(Fqd ) the group of
its rational points. Let ℓ be a prime invertible in Fq. Then Deligne and Lusztig [8] defined for any
Qℓ-character α of Tv(Fqd ) a virtual Qℓ-character R
GLn(Fqd )
Tv(Fqd )
(α) of GLn(Fqd ). If v = 1, then the Deligne-
Lusztig character R
GLn(Fqd )
Tv(Fqd )
(α) is the Harish-Chandra induced of α as T1 is contained in a rational
Borel subgroup.
Theorem 5.2.11. If (αi, j)i, j is a generic r-tuple of linear characters of the finite tori Tvi, j (qdi, j ), i =
1, . . . , s, j = 1, . . . , pi, then
〈CoeffYm [(q − 1)LogΩDw(q)] , pλ〉 = 1|Aut(E)|
∑
h∈Aut(E)
s∏
i=1
pi∏
j=1
RGLn(q
di, j )
Tvi, j (q
di, j )(αi, j)(h(ai, j)),
where v = (vi, j)i, j ∈∏si=1 ∏pij=1Sn is of cycle-type λ.
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Proof. We need to prove the analogue of Formula (3.5.5) but the proof is completely similar (see also
[22, §6.10.5 and Theorem 6.10.1] in the case E = O(a)n and w = 1). 
As for Harish-Chandra induction (see §4.3.1) there exists a Lie algebra version of Deligne-Lusztig
characters (see [21]) which we denote by Rgln(q
di, j )
tvi, j (q
di, j )(ηi, j) and the analogue of Theorem 4.3.3 hold.
On the other hand we have the commutation formula (see [21, Remark 6.2.15])
F gln(q
d) ◦ Rgln(q
d)
tv(qd) = ε(v)q
dim URgln(q
d)
tv(qd) ,
where U is the group upper triangular unipotent matrices. We deduce
F gln(q
d)(1S v ) = ε(v)q
1
2 dim S v(Fq)Rgln(q
d)
tv(qd) (ηS v ), (5.2.5)
where S v is the GLn(qd)-orbits of a semisimple regular element σv ∈ tv(qd) and ηS v : tv(qd) → Qℓ,
x 7→ ψ
(
Tr(xσv)).
Remark 5.2.12. Formula (5.2.5) is more complicated than its analogue for Harish-Chandra induction
(see Formula (4.3.1)) and is originally due to the combination of the work of Kazhdan and Springer
[18][32].
If λ = (λi, j)i, j ∈∏si=1 ∏pij=1Sn and vi, j ∈ Sn is of cycle-type λi, j, put
ελ :=
∏
i, j
ε(vi, j).
We have ελ = (−1)r(λ) where
r(λ) = rn +
s∑
i=1
pi∑
j=1
ℓ(λi, j),
with ℓ(λi, j) the length of the partition λi, j.
Following the proof of Theorem 4.4.2 we finally deduce that
Theorem 5.2.13. 〈
CoeffYm
[(q − 1)LogΩDw(q)] , pλ〉 = ελq− 12 dS |X
E
Sλ,Dw |
|PAut(E)| ,
where
XESλ,Dw :=
{
ϕ : E → E ⊗Ω1(Dw)
∣∣∣Resai, j (ϕ) ∈ S vi, j for all i = 1, . . . , s, j = 1, . . . , pi } .
Proof. By Theorem 5.2.11 we need to prove the following formula
ελq−
1
2 dS
|XESλ,Dw |
|PAut(E)| =
1
|Aut(E)|
∑
h∈Aut(E)
s∏
i=1
pi∏
j=1
RGLn(q
di, j )
Tvi, j (q
di, j )(αi, j)(h(ai, j)).
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Using the analogue of Theorem 4.3.3 together with Formula (5.2.5) we are reduced to prove the
formula
|XESλ,Dw | = q
−n2
∑
h∈End(E)
s∏
i=1
pi∏
j=1
F gln(q
di, j )(1S vi, j )(h(ai, j)),
whose proof is completely similar to that of Proposition 4.2.1.

In the case where E = O(a)n, we understand the action of Hν = (S)l ⋊ Sl on the cohomology
Hic(XES ,C) and we can show that Conjecture 5.2.9 (and so Conjecture 5.2.7 by the discussion in §5.2.4)
is true from the above theorem, namely we can show that
ελ
|X O(a)
n
Sλ,Dw |
|PAut(E)| =
∑
i
Tr
(
(vλ,w) | εl ⊗ H2ic (XO(a)
n
S ,C)
)
qi
for any vλ = (vi, j)i, j ∈∏si=1 ∏pij=1Sdi, jn such that vi, j is of cycle-type λi, j.
We proved this formula in the proof of Theorem 5.2.6 in the case where the coordinates of λ are all
equal to the trivial partition (1n). We also proved it in [14, Theorem 2.6][22, §7.4] when λ is arbitrary
but w = 1. The proof of this slightly more general formula is not more difficult and is a combination
of these two extreme cases.
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