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Abstract 
Repeated measures of data have been widely analyzed in many fields, such as biology and medicine, but we can find a few works 
that study repeated measures in the geostatistical field. In this work, we present global diagnostics techniques for case deletion to 
assess the influence of observations on Gaussian spatial linear models with multiple replications. We present Cook’s distance 
likelihood-based and Q-function-based with one-step approximation. Moreover, we propose to use the expected information 
matrix and the expectation of the second derivative of the Q-function as part of this measure. An application to real data 
illustrates the methodology developed. The results show that the methods are effective on the detection of influential 
observations.
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1. Introduction 
Geostatistical data are data collected at known locations in space, from a process that has a value at every location 
in a certain domain. Recent proposals have discussed Gaussian spatial linear models to study the structure of 
dependence in spatially referenced data 7,4,10,5,6. 11 suggested several practical procedures to detect outliers for the 
repeated measurements model based on the global influence approach. 9 present the model of multiple replications of 
a spatial process and parameter estimation process. 
In this work, we propose the study of repeated measures in the geostatistical field. We focus on the Gaussian 
spatial linear models and we present diagnostic studies. For this study, the observations are taken from different 
experimental units, which is different geographical location for our case, where each variable are observed more 
than once. We discuss some global diagnostic tools for case deletion based on the likelihood and Q-function and we 
present an application to real data to illustrate the methodology developed.  
2. Gaussian Spatial Linear Model with Multiple Repetitions 
For a spatial process, the basic object considered is a stochastic process Yi(s),  (bi-dimensional 
Euclidean space), usually though not necessarily in , and i=1 means one single realization of the process. We 
expect to get better estimates if there are multiple repetitions of the process. Let Y= Y(s) = vec(Y1(s),...,Yr(s))  be an 
nr x 1 random vector of r independently stochastic process of n elements each, that belong to the family of Gaussian 
distributions and depend on the position s. It is assumed that the i-th stochastic represents an n x 1 vector, for 
i=1,…r, which as in 9, the mean is , i.e., the same for each repetition. The linear model in matrix notation is 
given by  
           (1)
for i=1,…,r, where  is a p x 1 vector of unknown parameters,   is an n x p
matrix of p explanatory variables, i.e., the design matrix  is the same for all r repetitions,  and is the stochastic 
error. 
Let  be an n x n covariance matrix of  for the i-th repetition, i=1,…,r. The matrix is non-
singular, symmetric and positive defined, associated to the vector , where for the stationary and isotropic 
process, the elements of  depend on the Euclidean distance between points  and .
As assumed by 9, we shall assume a homogeneous process. We consider the same covariance structure for each 
repetition, i.e., the covariance matrix  has the structure  
,
that is function of the vector of parameters  or depending on the form of 
the covariance structure;   is known as nugget effect;   is known  as sill; is an n x n  identity 
matrix;   or    is an  n x n  symmetric matrix, which is function  of  
0,  and sometimes also function of    where  rju depends  on the Euclidean distance  dju = ||sj – su||,
between points sj and su ;   is a function of the model range (a),  when exists is known as the smoothness 
parameter. For example, exponential and Gaussian model depend on three parameters and Matérn model depends on 
four, where  is known as smoothness parameter (  or ). 
The Gaussian spatial linear model (GSLM) presented in (1) can be considered as a particular case of the linear 
mixed model
where is an identity matrix of order n,  and 
are n x 1 independent vectors. 
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2.1. Global Influence 
Case-deletion in a diagnostic technique that evaluate the impact on the parameters estimates given the model, by 
eliminating one or more observations from the data set. This diagnostic technique has been discussed, for instance, 
by 3, 1 and 8. We can eliminate a subject, each observation or an entire location, by using the idea of the technique 
proposed by 2 known as Cook's distance.  
2.2. Likelihood-based diagnostics 
The Cook's Distance case-deletion case is where we eliminate a subject to evaluate it influences on the analysis, 
and the formula by using one step approximation, and substituting the second derive of the loglikelihood minus the 
expectation of it, is given by  
for  i = 1, ...,r, where is the score function formula without the i-th subject evaluated 
at , and  is the expected information matrix. By the fact that  is block diagonal, it can be written as 
, which means that the diagnostic measure of   is the sum of the diagnostic measures of the 
fixed effects and the variance components  in terms of  , where  and
2.3. Q-function-based diagnostics 
8 presented case-deletion diagnostics for linear mixed models. For the spatial linear model in study we consider 
, then , ,  and  that 
results on the particular case of the Q-function for the spatial linear mixed model given by 
where the * symbol means that the objects are in function of 
and
. The modified Q-function-based Cook's statistic is of the form 
where the term modified is related to the use of the expectation of the second derivative of the Q-function, which 
guarantee that it is block diagonal, consequently the Q-function-based Cook's statistic can be decomposed as =
, and we can analyze separated the influence of an observation for each vector of parameter. 
parameter. The term  is the first derivative of the Q-function without the i-th subject, and the index 1 at 
 means that we used the one-step approximation to obtain the formula. 
3. Application to a real data set 
It were collected soybean productivity data and four chemical contents for the harvest years 1998/1999, 
1999/2000, 2000/20001, 2001/2002 2002/2003 with 255 observations for each harvest year. The chemical contents 
of soil considered as explanatory variables in the model to explain the expectation value of the productivity were 
phosphorus (P)[mg.dm-3], potassium (K)[cmolc.dm-3], calcium (Ca)[cmolc.dm-3] and magnesium (Mg)[cmolc.dm-3]. 
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Using cross validation and the maximum value of the likelihood criteria, we choose the Gaussian geostatistical 
model to fit the covariance matrix and study the spatial variability. 
We consider case-deletion global influence technique to evaluate the individual contribution of each repetition in 
the process of estimation, where each repetition correspond to a harvest year. Fig. 1 shows Cook's distance for case 
deletion. It shows that the subject 5, that correspond to the year 2002/2003 has more influence on the analysis. For 
the sake of brevity, the other figures are not presented. They showed by Cook’s distance based on likelihood 
function that the subject 5 has influence on the estimation of  ’s and ’s, and by Q-function it showed that the 
same subject has more influence on ’s and on , and does not have influence on ’s. 
Fig. 1. Cook’s distance for case deletion based on (a) likelihood function; (b) Q function. 
4. Conclusions 
In this work, we investigated global diagnostic technique in Gaussian spatial linear models with multiple repetitions. 
We illustrated the methodology with a real data set, where we can appreciate the behaviour of this model. The use of 
the expected information matrix and the expected of the second derivative of the Q-function allowed us to analyse 
separated the influential of the subject on the parameters.  
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