Given n samples X 1 , X 2 , . . . , X n from N (0, Σ), we are interested in estimating the p × p precision matrix Ω = Σ −1 ; we assume Ω is sparse in that each row has relatively few nonzeros.
Introduction
There is always the story of "four blind men and the elephant" [2] . A group of blind men were asked to touch an elephant to learn what it is like. Each one touched a different part, but only one part (e.g., the tusk, the ear, or the leg). They then compared notes and learnt that they were in complete disagreement, until the King pointed out to them: "All of you are right. The reason that every one of you is telling it differently is because each one of you touched the different part of the elephant. So actually the elephant has all the features you mentioned".
There are several similarities between the elephant tale and the problem on estimating large precision matrices; some are obvious, but some are not.
• Both deal with something enormous: an elephant or a large matrix.
• Both encourage parallel computing: either with a group of blind men or a cluster of computers. Individuals only communicate with a 'center' (a king, a master computer), but do not communicate with each other.
• Both are modest in memory use. If we are only interested in a small part of the elephant (e.g., the tail), we do not need to scan the whole elephant. If we are only interested in a row of a sparse precision matrix, we don't need to use the whole empirical covariance matrix.
Modesty in memory use is especially important when we only have a modest computing platform (e.g., Matlab on a desktop), where it is easy to hit the RAM limit or memory ceiling. Given a data matrix X ∈ R n,p . We write X = [x 1 , x 2 , . . . , x p ] = [X 1 , X 2 , . . . , X n ] , where X i is the i-th row and x j is the j-th column, 1 ≤ i ≤ n, 1 ≤ j ≤ p. We assume the rows satisfy
Denote byΣ by the empirical covariance matrix Σ(i, j) = (x i , x j )/n. (1.
2)
The precision matrix
is unknown to us but is presumably sparse, in the sense that each row of Ω has relatively few nonzeros, and the primary interest is to estimate Ω. Our primary interest is in the 'large n, really large p' regime [34] , where it is challenging to estimate Ω precisely with real-time computing.
The glasso [21] is a well-known approach which estimates Ω by optimizing the 1 -penalized objective function of the log-likelihood associated withΣ. The glasso is not exactly modest in memory use, and for large p (e.g., p = 10K), the glasso can be unsatisfactorily slow, especially when the tuning parameter is small [21] . Also, by its design, it is unclear how to implement the glasso with parallel computing. This makes the glasso disadvantageous when p is large and resources for parallel computing are available.
Alternatively, we can estimate Ω row by row. Such approaches include but are not limited to Nearest Neighborhood (NN) [11] , scaled-lasso (slasso) [35] , and CLIME [9] . These methods relate the problem of estimating an individual row of Ω to a linear regression model and apply some variable selection approaches: NN, slasso and CLIME apply the lasso, scaled-lasso, and Dantzig Selector correspondingly. Unfortunately, for p = 10K or larger, these methods are unsatisfactorily slow, simply because the lasso, scaled-lasso, and Dantzig Selector are not fast enough to accomplish 10K different variable selections in real time. They are not exactly modest in memory use either: to estimate a row of Ω, they need either the whole matrix ofΣ or X.
We propose Partial Correlation Screening (PCS) as a new approach to estimating the precision matrix. PCS has the following appealing features.
• Allowing for real-time computing. PCS estimates Ω row by row using a fast screening algorithm, and is able to estimate Ω for p = 10K or larger with real-time computation on a modest computing platform.
• Modesty in memory use. To estimate each row of Ω, PCS does not need the whole matrix ofΣ. It only needs the diagonals ofΣ and a few rows ofΣ determined sequentially, provided that Ω is sufficiently sparse. This enables us to bypass the RAM limit (of Matlab on a desktop, say) and to accommodate Ω with much larger p.
However, we must note that, practically, estimating Ω is rarely the ultimate goal. In many applications, the goal is usually to use the estimated Ω to improve statistical inference, such as classification, inference on the genetic networks, large-scale multiple testing, and so on and so forth.
In this paper, largely motivated by interests in gene microarray, we focus on how to use the estimated precision matrix to improve classification results with microarray data. Table 1 displays two microarray data sets we study in this paper. In each data set, we have samples from two classes (e.g., normal versus diseased), and each sample is measured over the same set of genes. The main interest is to use the data set to construct a trained classifier. We propose to combine PCS with the recent classifier of Higher Criticism Thresholding (HCT) [12, 20] , and to build a new classifier HCT-PCS. In [12, 20] , they investigated a two-class classification setting with a Gaussian graphical model. Assuming samples from two classes share the same sparse precision matrix Ω, they showed that, given a reasonably good estimate of Ω, HCT enjoys optimal classification behaviors. The challenge, however, is to find an algorithm that estimates the precision matrix accurately with real-time computation; this is where PCS comes in.
We apply HCT-PCS to the two data sets above. In these data sets, the precision matrix is unknown, so it is hard to check whether PCS is more accurate for estimating Ω than existing procedures. However, the class labels are given, which can be used as the 'ground truth' to evaluate the performance of different classifiers. We find that
• HCT-PCS significantly outperforms other versions of HCT (say, HCT-glasso, where Ω is estimated by the glasso), suggesting that PCS yields more accurate estimates of Ω than other approaches (the glasso, say).
• HCT-PCS is competitive, in both computation time (especially when n is large) and classification errors, to the more popular classifiers of Support Vector Machine (SVM) [8] and Random Forest (RF) [6] .
PCS: the idea
We present the key idea of PCS, leaving the formal introduction to Section 1.2. To this end, we consider an idealized case where we are allowed to access all 'small-size' principal submatrices of Σ (but not any 'large-size' sub-matrices), and study how to use such sub-matrices to reconstruct Ω. Since any small-size principal sub-matrix of Σ can be well-approximated by the corresponding sub-matrix ofΣ (despite thatΣ as a whole is a bad approximation to Σ due to p n), once we understand such an idealized case, we know how to deal with the real one.
Write Ω = (ω 1 , ω 2 , . . . , ω p ) so that ω i is the i-th row of Ω. Fixing 1 ≤ i ≤ p, we wish to understand what could be a reasonable approach to reconstructing ω i using only 'small-size' sub-matrices of Σ. Define
Note that {i} ∪ S (i) (Ω), not S (i) (Ω), is the support of ω i . Such a notation is a little bit unconventional; we choose it for simplicity in presentation. Here is an interesting observation. For any subset W such that ({i} ∪ S (i) (Ω)) ⊂ W ⊂ {1, 2, . . . , p}, (1.5)
we can reconstruct ω i by only knowing a specific row of (Σ W,W ) −1 ! Lemma 1.1 Suppose (1.5) holds, and index i is the k-th index in W . The k-th row of Ω W,W coincides with that of (Σ W,W ) −1 , despite that two matrices are generally unequal.
The proof of Lemam 1.1 is elementary so we omit it; see also Figure 1 . Lemma 1.1 motivates a two-step Screen and Clean approach (an idea for variable selection that is applicable in many cases [19, 27, 28, 29, 37] ).
• In the Screen stage, we identify a subset S (i) * = S (i) * (Σ, p), in hopes of S (i) (Ω) ⊂ S (i) * .
• In the Clean stage, we reconstruct ω i from the matrix Σ W * ,W * following the idea in Lemma 1.1, where W * = {i} ∪ S (i) * .
Seemingly, the key is how to screen. Our proposal is to use the partial correlation, a concept closely related to the precision matrix [7] . Consider an (ordered) subset W ⊂ {1, 2, . . . , p} where i and j are the first and the last indices, respectively. Let S = W \ {i, j}.
The first row of Ω only has nonzeros at column 1, 3, 5, marked with " * ". For any subset W such that {1, 3, 5} ⊂ W , the first rows of Ω W,W and (Σ W,W ) −1 are the same.
For any vector Z ∼ N (0, Σ), the partial correlation between Z(i) and Z(j) given {Z(k) : k ∈ S} is defined as
product of the first and last diagonals of
Note that ρ ij (S) = 0 if and only if the numerator is 0. By Lemma 1.1 above and Lemma 2.2 to be introduced below, we have the following observation:
This observation motivates a stage-wise screening algorithm for choosing S (i) * , where we use the partial correlation to recruit exactly one node in each step before the algorithm terminates. Initialize with S k−1 = {j 1 , j 2 , . . . , j k−1 } be all the nodes recruited (in that order) by far. In the k-th step, if
k ), let j = j k be the index with the largest value of |ρ ij (S (i) k−1 )|, and update with S
It is shown in Theorem 2.1 that under mild conditions, the algorithm terminates at ≤ C|S (i) (Ω)| 2 steps, at which point,
(i) * , we can then use Σ W * ,W * to reconstruct ω i , following the connection given in Lemma 1.1.
Since all small-size sub-matrices of Σ can be well-approximated by their empirical counterparts inΣ, the ideas above are readily extendable to the 'real case', provided that |S (i) (Ω)| is sufficiently small. This idea is fleshed out in Section 1.2, where PCS is formally introduced.
PCS: the procedure
From time to time, especially for analyzing microarray data, it is desirable to use the ridge regularization when we invert a principal sub-matrix ofΣ on an as-needed basis, even when the size of the matrix is small. Fixing a ridge regularization parameter δ > 0, for any positive definite matrix W , define the Ridge Regularized Inverse by
where I k denotes the k × k identity matrix (we may drop "k" for simplicity).
For any indices i, j and subset S ⊂ {1, 2, . . . , p}\{i, j}, let W = {i}∪S ∪{j} and suppose i and j are the first and last indices in the subset. Introduce the regularized empirical partial correlation bŷ
Note that if we take δ = 0 and replaceΣ by Σ everywhere, thenρ (δ) ij (S) reduces to the partial correlation ρ ij (S) defined in (1.6).
PCS is specifically designed for very large precision matrices, and we may need to depositΣ in the 'data center' instead of the software to bypass the memory ceiling. A 'data center' can be many things: a hard disk of a laptop, a master machine of a computer cluster, or a large data depository. For example, suppose we wish to run PCS using Matlab on a laptop. For moderately large p, we can always load the wholeΣ to Matlab directly. However, for much larger p, this becomes impossible, and depositingΣ in a 'data center' becomes necessary (which then poses great challenges for many procedures, say, glasso). Fortunately, PCS is able to overcome such a challenge: to estimate a row of Ω, PCS only needs to load a few rows of the empirical covariance matrix from the 'data center'. See details below. PCS estimates Ω row by row. Fixing a tuning parameter q > 0, and set a threshold in the form of
For a small number δ > 0 and an appropriately large integer L > 0, to estimate the i-th row of Ω, 1 ≤ i ≤ p, PCS consists of 4 steps; see Figure 2 .
• Initial step. LetŜ (i) 0 = ∅, and load the i-th row and the diagonals ofΣ (from the data center to the software; same below).
• Screen step. Suppose the algorithm has not yet terminated at the end of step (k − 1), and letŜ
. . , j k−1 } be all the nodes recruited so far (in that order). If k < L, and max 10) let j = j k be the node satisfying j k = argmax {j:j / ∈({i}∪Ŝ
k−1 )| (when there are ties, pick the smallest index). We load the j k -th row ofΣ to the software and updateŜ
Otherwise, the algorithm terminates, and we setŜ
, where the indices are arranged in the order they are recruited.
• Clean step. Denote byη the first row of I δ (ΣŴ * ,Ŵ * ), whereŴ * = {i} ∪Ŝ (i) * for short. WriteŴ * = {i, j 1 , j 2 , . . . , j k } (nodes arranged in that order). Denote the set of selected nodes after cleaning byŜ
(i) * * (where i is the first node) and writing A = I δ (ΣŴ * * ,Ŵ * * ) for short, we estimate the i-th row of Ω bŷ Ω * (i, j) = first row -th column of A, j is the -th node inŴ * * , 0, j / ∈Ŵ * * .
• Symmetrization.Ω pcs = [Ω * + (Ω * ) ]/2.
PCS has three tuning parameters (q, δ, L), but its performance is not sensitive to different choices of (δ, L), as long as they are in a reasonable range. In this paper, we set (δ, L) = (.1, 30), so essentially PCS only has one tuning parameter q. In practice, how to set q is generally a difficult problem. Our primary focus on real data analysis is classification, in which settings we select q by cross validations. See Section 1.4 for details. The computation cost of PCS is O(p 2 L 3 + np 2 ), where O(np 2 ) is the cost of obtaininĝ Σ from the data matrix X, and the L 3 term comes from the step of sequentially inverting matrices of sizes 2, 3, . . . , L + 1. Also, PCS estimates Ω row by row and allows for parallel computing. Together, these make PCS a fast algorithm that can have real time computing for large precision matrices. For example, with (q, δ, L) = (.2, .1, 30), it takes the PCS only about 5 and 7.5 minutes on the rats and the liver data sets, respectively.
PCS is also modest in memory use: to estimate one row of Ω, PCS only needs the diagonals and no more than L rows ofΣ. This enables PCS to bypass the memory ceiling for very large p. Of course, in such cases, some communication costs between the software and 'data center' are expected, but these seem unavoidable when we hit the memory ceiling. How to design an efficient 'communication scheme' is an interesting problem. For reasons of space, we leave this to the future work.
Applications to classification
Consider a classification setting where we have samples (X i , Y i ), 1 ≤ i ≤ n, from two classes, whereX i ∈ R p are the feature vectors and Y i ∈ {−1, 1} are the class labels. Given a fresh sampleX ∈ R p where the associated class label Y ∈ {−1, 1} is unknown, the goal is to use (X i , Y i ) to construct a trained classifier and to use it to predict Y .
Following [20] , we modelX i with a Gaussian graphical model, where for two distinct mean vectors µ ± ∈ R p and a covariance matrix Σ ∈ R p,p ,
Similar to that of (1.3), we assume the precision matrix Ω = Σ −1 is sparse, in the same sense. Additionally, let µ be the contrast mean vector:
We assume µ is sparse in that only a small fraction of its entries is nonzero. We are primarily interested in classification for microarray data. For the two data sets in Table 1 , model (1.11) might deviate from the ground truth, but the good thing is that PCS is not tied to model (1.1) and our proposed classifier works quite well on these data sets; Section 1.4.
Higher Criticism Thresholding (HCT) is a recent classifier proposed in [12, 20] , which adapts Fisher's Linear Discriminant Analysis (LDA) to the modern regime of 'large n, really large p'. In the idealized case where Ω is known or can be estimated reasonably well, HCT is shown to have optimal classification behaviors for model (1.11). The question is then how to estimate Ω accurately with real time computing.
In this paper, we consider three approaches to estimating Ω: PCS, the glasso [21] , and FoBa. FoBa stands for the classical forward-backward method for variable selection [33] , and it has not yet been proposed as an approach to estimating Ω. However, we can still develop it into such a procedure; we discuss this in details in Section 1.6. CLIME and scaled-lasso are not included for comparison, as they are unsatisfactorily slow for large p (e.g., p = 8K). Bickel and Levina [5] proposed to estimate the precision matrix by the inverse of a thresholded version of the empirical covariance matrix. This method is not included either, for it focuses on the case where Σ is sparse (but Ω may be non-sparse).
To apply PCS, the glasso, or FoBa, it is more convenient to start with the empirical correlation matrixR (see below) than withΣ. Let n 1 and n 2 be the sample sizes of Class 1 and Class 2, letμ ± ∈ R p be the sample mean vectors for Class 1 and Class 2, respectively, and letŝ ± ∈ R p be the vectors of sample standard deviations for class 1 and class 2, respectively. The pooled standard deviation associated with feature j is then
(1.13)
(1.14)
OnceR is obtained, we apply each of the three methods (PCS, glasso, FoBa) and denote the estimates byΩ pcs ,Ω glasso , andΩ f oba . ForΩ being either of the three estimates, the corresponding HCT-classifier (denoted by HCT-PCS, HCT-glasso, and HCT-FoBa) consists of the following steps for classification.
• Let Z ∈ R p be the vector of summarizing t-scores:
• Normalize Z by Z * (j) = (Z(j) − u(j))/d(j), where u(j) and d(j) are the mean and standard deviation of different entries of Z.
• Apply the Innovated Transformation [20] :Z =ΩZ * .
• Threshold choice by Higher Criticism. For each 1 ≤ j ≤ p, obtain a P -value by
. Letĵ be the index among the range 1 ≤ j ≤ α 0 p and that maximizes the so-called HC functional
j in the range of 1 ≤ j ≤ α 0 p (we usually set α 0 = .2, as suggested by [12] ). The HC threshold t HC p = t HC p (Z,Ω, p, n) is the magnitude of theĵ-th largest entry (in magnitude) ofZ.
• Assign weights by thresholding.
• Classification by post-selection LDA. We normalize the test featureX byX
The rationale behind step 2 is the phenomenal work by Efron [16] on empirical null. Efron found that for microarray data, there is a substantial gap between the (marginal) distribution of the theoretical null and that of the empirical null, and it is desirable to bridge the gap by renormalization. This step is specifically designed for microarray data, and may not be necessary for other types of data (say, simulated data). Also, note that when normalizing the test featureX, we use (μ ± ,ŝ) which do not depend onX.
Comparison: classification errors with microarray data
We consider the two gene microarray data sets in Table 1 . The original rats data set was collected in a study on gene expressions of live rats in response to different drugs and toxicant, and we use the cleaned version by [38] . The data set consists of 181 samples measured on the same set of 8491 genes, where 61 samples are labeled by [38] as toxicant, and the other 120 as other drugs. The original liver data set was collected in a study on the hepatocellular carcinoma (HCC), and we also use the cleaned version by [38] . The data set consists of 157 samples measured on the same set of 10, 237 genes, 82 of them are tumor samples, and the other 75 non-tumor. We consider a total of 6 different classifiers: naive HCT (where we pretend that Ω is diagonal and apply HCT without estimating off-diagonal of Ω; denoted by nHCT), HCT-PCS, HCT-glasso, HCT-FoBa, and two popular classifiers: Support Vector Machine (SVM) and Random Forest (RF).
Among them, nHCT is tuning free, three methods have one tuning parameter: λ for HCT-glasso, 'cost' for SVM, and 'number of trees' for RF. The tuning parameter for HCTglasso (and also those of HCT-PCS and HCT-FoBa) come from the method of estimating the precision matrix. HCT-PCS has three tuning parameters (δ, L, q), but it is relatively insensitive to (δ, L). In this paper, we set (δ, L) = (0.1, 30), so PCS only have one tuning parameter q. For HCT-FoBa, we use the package by [40] , which has three tuning parameters: a back fitting parameter (set by the default value of −.5 here), a ridge regression parameter δ > 0 and a step size parameter L. As parameters (δ, L) have similar roles to (δ, L) in PCS, we set them as (δ, L) = (0. 1, 30) . The performance of either PCS or FoBa is relatively insensitive to different choices of (δ, L), as long as they fall in a certain range.
In our study, we use two layers of 3-fold data splitting. To differentiate one from the other, we call them the data-splitting and cv-splitting. The former is for comparing classification errors of different methods across different data splitting and it is particularly relevant to evaluating the performance on real data, while the latter is for selecting tuning parameters. The latter is not required for nHCT or HCT-FoBa.
• Data-splitting. For each data set, we apply 3-fold random split to the samples in either of the two classes (25 times, independently).
• Cv-splitting. For each resultant training set from the data splitting, we apply 3-fold random split to the samples in either of the two classes (25 times, independently).
Sample indices for the 25 data splitting and sample indices of the 25 cv-splitting associated with each of the data splitting can be found at www.stat.cmu.edu/~jiashun/Research/ software. We now discuss how to set the tuning parameters in HCT-PCS, HCT-glasso, SVM, and RF. For HCT-PCS, we find the interesting range for q is 0.05 ≤ q ≤ 0.5. We discretize this interval evenly with an increment of 0.05. The increment is sufficiently small, and a finer grid does not have much difference. For each data splitting, we determine the best q using 25 independent cv-splitting, picking the one that has the smallest "cv testing error". This q value is then plugged into HCT-PCS for classification.
For HCT-glasso, the interesting range for the parameter λ is 0.8 ≤ λ ≤ 1. Since the algorithm starts with empirical correlation matrix, it is unnecessary to go for λ > 1 (the resultant estimate would be a scalar times the p × p identity matrix, a simple result of the KKT condition [21] ). On the other hand, it is very time consuming by taking λ < 0.8. For example, if we take λ = 0.65, 0.7, and 0.75, then on a 12GB RAM machine, it takes the glasso more than a month for λ = 0.65, about a month for λ = 0.7, and about 180 hours for λ = 0.75 to complete all 25 × 25 combinations of data-splitting and cv-splitting, correspondingly. Similar to that of HCT-PCS, for each data splitting, we take λ ∈ {0.8, 0.85, 0.9, 0.95, 1} and use the 25 cv-splitting to decide the best λ, which is then plugged into HCT-glasso for classification.
For SVM, we use the package from http://cran.r-project.org/web/packages/e1071/ index.html. We find the interesting range for the 'cost' parameter is between 0.5 and 5, so we take 'cost' to be {0.5, 1, 1.5, . . . , 5} and use cv-splitting to pick the best one. For RF, we use the package downloaded from http://cran.r-project.org/web/packages/ randomForest/index.html. RF has one tuning parameter 'number of trees'. We find that the interesting range for 'number of trees' is between 50 to 500, so we take it to be {50, 100, . . . , 500} and use cv-splitting to decide the best one.
The average classification (testing) error rates of all 6 methods across 25 different data splitting are tabulated in Table 2 . The standard deviations of the error rates are relatively large, due to the large variability in the data splitting. For more informative comparison, we present the number of testing errors associated with all 25 data splittings in Figure 3 (rats data) and Figure 4 (liver data), respectively. In these figures, the 25 data splittings are arranged in a way so that the corresponding errors of HCT-PCS are increasing from left to right. From the left panel of Figure 3 , we see that for the rats data, HCT-glasso, nHCT and RF are all above HCT-PCS. To better show the difference among HCT-PCS, HCT-FoBa and SVM, we further plot the number of testing errors in the right panel. Figure 4 provides the similar information for liver data, with HCT-PCS, SVM and RF being highlighted in the right panel. The results suggest: for rats data, HCT-PCS outperforms all methods with the average errors, including SVM and RF; for liver data, HCT-PCS is slightly inferior to SVM, but still outperforms all other methods; for both data sets, HCT-PCS significantly outperforms all other HCT-based methods (nHCT, HCT-glasso, HCT-FoBa), which further suggests PCS gives a better estimate for the precision matrix than the glasso and FoBa.
The computation time is hard to compare, as it depends on many factors such as the data-splitting in use, how professional the code is written, and how capable the user handles the computation. Therefore, the complexity comparison summarized in Table 3 can only be viewed as a qualitative one (for the complexity of the glasso, see [31] ). We run all methods using Matlab, with an exception of FoBa, SVM and RF by R, on a workstation with 8 CPU cores and 12GB RAM, and the real time elapsed in computation is recorded upon one splitting. Note that for HCT-FoBa, the reported computation time accounts for no cross validation.
It is noteworthy for much larger n (e.g., n = 2000), SVM becomes much slower, showing a disadvantage of SVM, compared to PCS, FoBa, and the glasso. See Section 3 (simulation section) for settings with much larger n.
Remark. Both PCS and FoBa use ridge regression, but PCS uses ridge regression on an as-needed basis (see (1.7)) and FoBa uses conventional ridge regression at each iteration. Comparison of computational complexity of all classifiers and running time for rats and liver data at a single data splitting. Here, n is the number of samples, p is the number of variables and T is the number of trees used in RF (assuming p ≥ n and L 3 ≤ O(n); computation times are based on 25 cross validations for all but HCT-FoBa and nHT). In Table 4 , we compare the classification error rates of PCS and FoBa for the cases of with (δ = .1) and without ridge regularization (δ = 0). The results suggest a substantial improvement by using ridge regularization, for both methods. On the other hand, we find that the classification errors for both methods are relatively insensitive to the choice of δ, as long as they fall in an appropriate range. In this paper, we choose δ = .1 for all real data experiments. 
Comparison with glasso over the estimated Ω
That HCT-PCS significantly outperforms HCT-glasso and HCT-FoBa in classification errors suggests that PCS gives 'better' estimations of Ω than the other two methods. We take a look at the estimated precision matrices by the glasso, PCS, and FoBa on the two mi-croarray data. Figure 5 presents the histograms of the number of nonzeros of different rows inΩ for the three different methods. For all histograms, we use the whole data set (either the rats or the liver data), without data splitting. For PCS, we use (q, δ, L) = (0.2, 0.1, 30).
For the glasso, we use λ = 0.8. For FoBa, we use (δ, L) = (0.1, 30) so that it is consistent with PCS. The histograms look similar when we change the tuning parameters in the appropriate range. Figure 5 reveals very different patterns of the estimated Ω.
• For the majority of the rows, the glasso estimate is 0 in all off-diagnal entries, but for some of the rows, the glasso estimate can have several hundreds of nonzeros.
• For either of the PCS and the FoBa estimates, the number of nonzeros in each row can be as large as a few ten's, but no smaller than 10.
While the ground truth is unknown, it seems that the estimates by PCS or FoBa make more sense: it is hard to believe that the off-diagonals of Ω are all 0 for most of the rows; it is more likely that in most of the rows, we have at least a few nonzeros. Partially, this explains why the classification errors of the glasso is the largest among the three methods. It also explains why the naive HCT has unsatisfactory behaviors (recall that in nHCT, we pretend that Ω is diagonal). histograms of the number of nonzeros in different rows ofΩ for the rats data by PCS, FoBa, and the glasso (y-axis in Panel 3 is log(#of nonzeros)). For PCS and FoBa, the number of nonzeros range from 33 to 108 and from 11 to 176, respectively. For the glasso, in 7550 out of 8491 rows, all off-diagonals are estimated as 0 (maximal number of nonzeros in a row is 83). Panels 4-6: similar but are for the liver data.
Comparison with FoBa over the estimated Ω
Forward and Backward regression (FoBa) is a classical approach to variable selection, which is proposed by Draper and Smith as early as 1960's [33] . FoBa can be viewed as an extension of the classical Forward Selection (FS) procedure [33] , where the difference is that FoBa allows for backward elimination, but FS does not. FS and FoBa have been studied carefully recently (e.g., [14, 39, 40] ).
To the best of our knowledge, FS and FoBa have not yet been proposed as an approach to estimating the precision matrix, but we can always develop them into such an approach as follows.
It is known that we can always associate each row of Ω with a linear regression model as follows [7] :
where
x j is independent of {x j : j = i}. We can then apply either FS or FoBa to (1.15) for each 1 ≤ i ≤ p, and symmetrize the whole matrix in the same way as the last step of PCS; the resultant procedure is an approach to estimating Ω. A small gap here is that, for each 1 ≤ i ≤ p, FS and FoBa attempt to estimate the vector (ω i (i)) −1 ω i , not ω i itself (as we desire). This is closely related to PCS, but differs in several important ways. Since FoBa is viewed as an improvement over FS, we only compare PCS with FoBa.
The most obvious difference between PCS and FoBa is that, in their 'forward selection' steps, the objective function for recruiting new nodes are different. PCS uses the partial correlation (1.8), and FoBa uses the correlation between x j and the residuals. The following lemma elaborates two objective functions and is proved in Section 5. Lemma 1.2 For i, j, and S ⊂ {1, 2, . . . , p} such that i = j, i, j / ∈ S, and |S| ≤ n − 2, the objective functions in the 'forward selection' steps of PCS and FoBa associated with δ = 0 are well-defined with probability 1, equallinĝ
respectively, where H S is the projection from R n to the subspace {x k : k ∈ S}.
PCS and FoBa are also different in philosophy. It is well-known that FS tends to select "false variables". For remedy, FoBa proposes "immediate backward elimination": in each step, FoBa is allowed to add or remove one or more variables, in hopes that whenever we falsely select one or more variables, we can remove them immediately. PCS takes a very different strategy. We recognize that, from a practical perspective, the signals are frequently "rare and weak" [13, 28] , meaning that Ω is sparse and that nonzero entries are relatively small individually. In such cases, "immediate backward elimination" is impossible and we must tolerate many "false discoveries". Motivated by this, PCS employs a Screen and Clean methodology, which attempts to include all the true nodes while keeping the "false discoveries" as few as possible. Our results on the two microarray data sets support the "rare and weak" viewpoint: for example, in Figure 5 , the symmetrization step has a significant impact on the histograms of PCS and FoBa for both data sets, which implies that "false discoveries" are unavoidable.
Though it can be viewed as a method for variable selection, Screen and Clean method has a strong root in the literature of large-scale multiple testing and in genetics and genomics, where the "rare and weak" viewpoint is especially appropriate. In rare and weak settings, Screen and Clean is more appropriate than other variable selection approaches whose focus is frequently on rare and strong signals. See [13, 28] for more discussions.
In practice, the above differences may lead to noticeable differences between the estimates of Ω by PCS and FoBa. To illustrate, we consider the estimation of row #3823 of Ω associated with data splitting #25 of the rats data, and compare how the forward selection steps of PCS (δ = 0.1) and FoBa (δ = 0.1) are different from each other. The cleaning step of PCS and the backward selection of FoBa are omitted for comparison.
• PCS (δ = 0.1). In the Screen step, PCS stops at step 26 
Summary and contributions
While it is widely accepted that estimating the precision matrices is an interesting problem for high dimensional data analysis, little attention has been paid to either the problem of how to develop methods that are practically feasible for very large precision matrices or the problem of how to integrate the estimated precision matrices for statistical inference. Motivated by the immediate need for the analysis of microarray data, the main goal of this paper is to find an approach that is executable in real time and also useful in improving statistical inference. The contribution of this paper is three-fold. First, we propose PCS as a new approach to estimating large sparse precision matrices. PCS estimates the precision matrix row by row. To estimate each row, we develop a stage-wise algorithm which greedily recruits one node at a time using the empirical partial correlations. PCS is computational efficient and modest in memory use. These two features enable PCS to execute accurate estimation of the precession matrices with real-time computing, and also open doors to accommodating much larger precision matrices (e.g., p ≥ 50K).
Second, we combine PCS with HCT [20] for a new classifier HCT-PCS and apply it successfully to two microarray data sets. HCT-PCS is competitive in classification errors, compared to the more popular classifiers of SVM and RF. HCT-PCS is tuning free (given an estimate of Ω), enjoys theoretical optimality [20] , and fully exploits the sparsity in both the feature vectors and the precision matrix. SVM and RF, however, can be unstable with regard to tuning. For example, the tuning parameter in SVM largely relies on training data and structure of the kernel function employed to transform the feature space; this instability of regularization could end up with non-sparse support vectors [4, 10] . SVM and RF are found faster than HCT-PCS in Section 1, but such an advantage is much less prominent for larger n.
HCT-PCS gives more satisfactory classification results than HCT-glasso, suggesting that PCS gives 'better' or 'more useful' estimates for the precision matrix. The glasso is relatively slow in computation when p is as large as 10K, especially when the tuning parameter is small. For either of two microarray data sets, the glasso estimates are undesirable: in a majority of rows ofΩ, all off-diagonals are 0. HCT-PCS also gives more satisfactory classification results than HCT-FoBa, and two main differences between PCS and FoBa are (a) PCS and FoBa use very different objective functions in screening, (b) FoBa proposes to remove 'falsely selected nodes' by immediate backward deletion, while PCS adopts a "rare and weak signal" view point, and proposes to keep all 'falsely selected nodes' until the end the Screen step and then remove them in the Clean step.
Last, we justify carefully in Section 2 why and when PCS and HCT-PCS work using a general theoretical framework. Also, in Section 2.5, we further compare PCS with other methods theoretically. Our theoretical studies shed interesting new light on the behaviors of stage-wise algorithms.
Content and notations
The remaining sections are arranged as follows. Section 2 presents the main theoretical results. Section 3 presents the simulations. Section 4 contains discussions and extensions. Section 5 contains the proofs of lemmas and theorems.
In this paper, for any vector a, a denotes the vector 2 -norm. For any matrix A, A denotes the matrix spectral norm, A 1 denotes the matrix 1 -norm and A max denotes the entry-wise max norm. λ max (A) and λ min (A) denote the maximum and minimum eigenvalues of A, respectively. For any matrix B ∈ R n,p and two subsets I, J , B I,J is the same as in Definition 1.1.
We simply set L = p, so PCS has only one tuning parameter q. In this section, C > 0 is a generic constant which may vary from occasion to occasion.
Theoretically, to characterize the behavior of PCS, there are two major components: how PCS behaves in the idealized case where we have access to 'small-size' principal submatrices of Σ (but not any of the 'large-size' sub-matrices), and how to control the stochastic errors. Below, after some necessary notations, we discuss two components in Sections 2.1-2.2. The main results are presented in the end of Section 2.2.
For any positive definite matrix A, recall that λ min (A) and λ max (A) denote the smallest and largest eigenvalues, respectively. For any 1 ≤ k ≤ p, define
where S is a subset of {1, 2, . . . , p}. Also, for an integer 1 ≤ K ≤ p, we say that a matrix A ∈ R p,p is K-sparse if each row of A has no more than K nonzero off-diagonals. Let M p be the set of all p × p positive definite matrices, let 0 < c 0 ≤ 1 be a fixed constant, and let
We consider the following set of Σ (as before, Ω and Σ are tied to each other by
We use p as the driving asymptotic parameter, so n → ∞ as p → ∞. We allow s (and other parameters below) to depend on p. However, c 0 is a constant not depending on p. Recall that
Introduce the minimum signal strength by
We need the following terminology (whenever there is no confusion, we may drop the part "in row i").
Definition 2.1 Fix 1 ≤ i ≤ p. We call j a signal node (in row i) if j = i and Ω(i, j) = 0, and a noise node (in row i) if j = i and Ω(i, j) = 0.
The so-called Lagging Time and Energy At Large (EAL) play a key role in characterizing PCS. Suppose we apply PCS to estimate the i-th row of Ω.
Denote the k-th Selecting Time for row i bym (i) (k) =m (i) (k; X, Σ), 1 ≤ k ≤ |S (i) (Ω)|; this is the index of the stage at which we select a signal node for the k-th time. By default, m(0) =m(0; X, Σ) = 0. The k-th Lagging Time for row i is then
This is the number of noise nodes PCS recruits between the steps we recruit the (k − 1)-th and the k-th signal nodes. Additionally, suppose we are now at the beginning of stage m in the Screen step of PCS, and letŜ 
In the idealized case when we apply PCS to Σ, Selecting Time, Lagging Time and EAL reduce to their non-stochastic counterparts, denoted correspondingly by
, and
Whenever there is no confusion, we may drop the superscript "(i)" for short.
Behavior of PCS in the idealized case
Consider the idealized case where we have access to all 'small-size' principal sub-matrices of Σ. We wish to investigate how the Screen step of PCS behaves. Let ρ ij (S) be the partial correlation in (1.6). In this idealized case, recall that PCS runs as follows. Initialize with S 
Recall that Σ ∈ M * p (s, c 0 ), so µ • The sum of squares of all such partial correlations associated with noise nodes we recruit between the (k − 1)-th and the k-th Selecting Times is smaller than a constant C times the EAL associated with the signal nodes that are currently At Large.
• PCS is a greedy algorithm. For each noise node we recruit between the (k − 1)-th and the k-th Selecting Times, the square of the associated partial correlation is no smaller than that of one of the signal nodes At Large, which in turn is greater than C(|S (i) (Ω)|−k+1) −1 times the EAL associated with all signal nodes that are currently At Large.
• As a result, the k-th Lagging Time
, and PCS must have recruited all true signal nodes in no more than C s k=1 (s− k + 1) ≤ Cs 2 steps, at which point, all partial correlations are 0 and the algorithm stops immediately.
The above arguments are made precise in the following theorem, the proof of which can be found in Section 5.
Theorem 2.1 Suppose Σ ∈ M * p (s, c 0 ), and s 2 log(p) = o(n). In the idealized case that we can access all principal sub-matrices of Σ with size no more than N (p, n) defined in (2.
p , and PCS keeps running.
• PCS takes no more than Cs 2 steps to terminate.
• When PCS terminates, ρ ij (S
Stochastic fluctuations, consistency of PCS
In this section, we aim to extend Theorem 2.1 to the real case where we have access to small principal sub-matrices ofΣ instead of Σ. Recall that in the Screen step of PCS, we use the threshold
We hope that there is a q > 0 such that except for a negligible probability,
• The algorithm stops at no more than Cs 2 steps.
• Suppose we are at stage m of the Screen step of PCS. If the algorithm has not yet recruited all the signal nodes by stage (m − 1), then there is a j / ∈ ({i} ∪Ŝ
If the algorithm has recruited all signal nodes by stage (m − 1), then for all j / ∈ ({i} ∪Ŝ
Such a 'phase transition' effect ensures PCS to run till all signal nodes are recruited. The key is to characterize the stochastic fluctuations. Under mild conditions, we can show that except for a probability of o(p −3 ), there is a constant c 1 that only depends on c 0 in (2.20) such that for each m ≥ 1,
We need the minimum signal strength to be large enough to counter the effect of stochastic fluctuations. In light of this, we assume 23) and assume that 2c 1 s 2 log(p)/n ≤ t * −1) , then the partial correlation associated with the next node to be recruited is at least Cτ * p − c 1 s 2 log(p)/n which is much larger than the threshold t * q and so PCS continues to run. On the other hand, once all signal nodes are recruited, the partial correlation associated with all remaining nodes fall below c 1 s 2 log(p)/n which is no larger than t * q /2, and PCS stops immediately. The above arguments are made precise in the following theorem, which is the main result of this paper and proved in Section 5.
Theorem
, the minimum signal strength τ * p satisfies (2.23), and the threshold t * q (p, n) satisfies (2.24) with the constant c 1 properly large. With probability at least 1 − o(p −3 ):
• At each stage m before all signal nodes are recruited, there exists j ∈ (S (i) (Ω) \Ŝ
and PCS keeps running.
• Once PCS recruits the last signal node, it stops immediately, at which point, |ρ ij (Ŝ
An explicit formula for c 1 can be worked out but is rather tedious; see the proofs of Theorems 2.2-2.3 for details. The first two claims of the theorem are still valid if t * q (p, n) s 2 log(p)/n but t * q (p, n) ≤ c 1 s 2 log(p)/n. In such a case, the difference is that, PCS may continue to run for finitely many steps (without immediate termination) after all signals are recruited.
Remark. We can slightly relax the condition (2.23) by allowing τ * p ∼ r · s log(p)/n for some constant r > 0. In this case, there exists a constant r * that only depends on c 0 such that whenever r > r * , we can find constants c = c(c 0 , r) and c = c(c 0 , r), so that Theorem 2.2 continues to hold when c ≤ q ≤ c. Furthermore, if we only want the first two claims of Theorem 2.2 to hold, we do not need the lower bound c for q. Theorem 2.2 discusses the Screen step of the PCS for individual rows. The following theorem characterizes properties of the estimatorΩ pcs =Ω pcs (t * q , X; p, n), and is proved in Section 5.
Theorem 2.3
Under conditions of Theorem 2.2, with probability at least 1 − o(p −2 ), each row ofΩ pcs has the same support as the corresponding row of Ω, and Ω pcs − Ω max ≤ C log (p)/n. While Theorem 2.3 is for Ω pcs − Ω max , the results can be extended to accommodate other types of matrix norms (e.g., Ω pcs − Ω 1 ).
Remark. In Theorems 2.1-2.2, we use the lower bound (s − k)(τ * p ) 2 for the EAL associated with signals that are At Large between the (k − 1)-th and k-th Selecting Time. Such a bound is not tight, especially when a few smallest nonzero entries are much smaller than other nonzero entries (in magnitude). Here is a better bound. Suppose row i has s off-diagonal nonzeros, denoted as η 1 , · · · , η s . We sort η 2 j in the ascending order: , m) ). In (2.25), K(p, m) = p m which is the most conservative bound. How to find a tighter bound for K(p, m) is a difficult problem [1] . We conjecture that in a broad situation, a better bound is possible so (2.25) can be much improved.
At the same time, if we are willing to impose further conditions on Σ, then such a tighter bound is possible; we investigate this in Section 2.3.
Consistency of PCS for much weaker signals
In the above results, in order for PCS to be successful, we need τ * p s log(p)/n. We wish to relax this condition by considering
where r > 0 is a fixed constant. (2.26)
We show PCS works in such cases if we put additional conditions on Σ. Let
here, we always assume j as the first index listed in {j} ∪ S (i) (Ω). The quantity κ * is motivated by a similar quantity in [39] for linear regressions, and γ * is a normalizing factor which comes from the definition of partial correlations. Fix a constant δ ∈ (0, 1). In this sub-section, we assume
the second assumption is only for simplicity in presentation. Introduce
The following theorem is proved in Section 5.
Theorem 2.4 Fix 1 ≤ i ≤ p and apply the Screen step of PCS to row i. Suppose Σ ∈ M * p (s, c 0 ), (2.27) holds for some δ ∈ (0, 1), s 2 log(p) = o(n), the minimum signal strength τ * p satisfies (2.26) with r ≥ 5Ω(i, i)[θ * (Σ)] −1 max θ * (Σ) + 2δ −1 , 2 Ω(i, i) , and the threshold t * q (p, n) satisfies √ 5 < q ≤ θ * (Σ)r/Ω(i, i). With probability at least 1 − o(p −3 ),
• Before all signal nodes are recruited, PCS keeps running and recruits a signal node at each step.
• PCS takes exactly |S (i) (Ω)| steps to terminate.
• When PCS stops, |ρ ij (Ŝ
By Theorem 2.4, the claim of Theorem 2.3 continues to hold, the proof of which is straightforward so we omit it. In Theorem, 2.4, we require r ≥ 5Ω(
The first condition ensures that PCS always recruits signal nodes before termination. The second one ensures the existence of a threshold by which PCS terminates immediately once all signals are recruited.
Optimal classification phase diagram by HCT-PCS
Combe back to model (1.11)
In this model, the optimality of HCT was justified carefully in [12, 20] in theory. At the heart of the theoretical framework is the notion of classification phase diagram. Call the two-dimensional space calibrating the signal sparsity (fraction of nonzeros in the contrast mean vector (µ + − µ − )) and signal strength (minimum magnitudes of the nonzero contrast mean entries) the phase space. The phase diagram is a partition of the phase space into three sub-regions, where successful classification is relatively easy, possible but relatively hard, and impossible simply because the signals are too rare and weak. We say a trained classifier achieves the optimal phase diagram if it partitions the phase space in exactly the same way as the optimal classifier does. It was shown in [20, Theorm 1.1-1.3] that HCT achieves the optimal phase diagram (with some additional regularity conditions) provided that
• Ω is s p -sparse, where s p ≤ L p .
• Ω is known, or can be estimated byΩ
Here, L p > 0 is a generic multi-log(p) term such that for any constant c > 0,
We now consider HCT-PCS. By results in Sections 2.2-2.3, we have shown
Therefore, HCT-PCS achieves the optimal phase diagrams in classification, provided that s p ≤ L p . See [20] for details. Note that the condition on s p is relatively strict here. For much larger s p (e.g., s p = p ϑ for some constant 0 < ϑ < 1), it remains unknown which procedures achieve the optimal phase diagram, even when Ω is known.
Comparisons with other methods
There are some existing theoretical results on exact support recovery of the precision matrix, including but are not limited to those on the glasso [32] , CLIME [9] , and scaled-lasso [35] .
For exact support recovery, the glasso requires the so-called "Incoherent Conditions" (IC) [32] . The IC condition is relatively restrictive, which can be illustrated by the following simple example. Suppose p is divisible by 3, and Ω is block-wise diagonal where each diagonal block is a symmetric matrix D ∈ R 3,3 satisfying D(1, 1) = D(2, 2) = 1, D(1, 2) = 0, D (1, 3) = a, D(2, 3) = b, and D(3, 3) = c, where c 2 > a 2 + b 2 so D is positive definite. In this example, the IC condition imposes a restriction |a| + |b| + 2|ab| < 1.
The conditions required for CLIME to achieve the exact support recovery is given in [9] , which in our notations can be roughly translated into that the minimum off-diagonals of Ω are no smaller than C Ω 1 / √ n. Such a condition overlaps with ours in many cases. It also covers some cases we do not cover, but the other way around is also true. As for scaled-lasso, note that the primary interest in [35] is on the convergence in terms of the matrix spectral norm, where conditions for exact support recovery are not given.
Note that the largest advantage of PCS is that, it allows for real-time computing for very large matrices, and has nice results in real data analysis.
The method in [5] and FoBa [39, 40] are also related. However, the main results of [5] is on the case where Σ is sparse. Since the primary interest here is on the case where Ω is sparse, their results do not directly apply. The results in [39, 40] are on variable selection, and have not yet been adapted to precision matrix estimation. Recall that in Section 1.6, we have already carefully compared PCS with FoBa, from the perspective of real data applications: PCS is different from FoBa in philosophy, method and implementation, and yields much better classification results.
The results (numerical and theoretical) presented in this paper suggest that PCS is an interesting procedure and is worthy of future exploration. In particular, we believe that, with some technical advancements in proofs, the conditions required for the success of PCS can be largely weakened.
Simulations
We conducted simulation studies under various data set configurations, to assess the behavior of PCS in estimating the precision matrix and its performance in classification. The first experiment consists of three sub-experiments, where we compare PCS with other methods including the glasso and FoBa in estimating the precision matrix. In the second experiment, we focus on classification and compare HCT-PCS with other classifiers including HCT-Foba, HCT-glasso, nHT, SVM and RF.
Experiment 1 (precision matrix estimation)
Experiment 1 consists of three sub-experiments, 1a-1c. In each sub-experiment, we generate samples X i iid ∼ (0, Ω −1 ), i = 1, 2, . . . , n, where Ω ∈ R p,p , for 10 repetitions. For anyΩ, an estimate of Ω, we measure the performance by the average errors across 10 different repetitions. We use four different error measures: spectrum norm, Frobenius norm, and the matrix 1 -norm of (Ω − Ω), and the matrix Hamming distance betweenΩ and Ω. The spectral norm, Frobenius norm, and the matrix 1 -norm are as in textbooks. The matrix Hamming distance betweenΩ and Ω is
where sgn(x) = 1 if x > 0 and sgn(x) = 0 if x = 0. Alternatively, we can replace the factor p −1 by 1 or p −2 , but the resultant values would be either too large or too small; the current one is the best for presentations.
In these experiments, matrix singularity is not as extreme as in the microarray data, so we use PCS and FoBa without the ridge regularization.
For PCS, we take the tuning parameter L to be 15 in experiments 1a-1b for the algorithm generally stops after 10 steps due to the simple structure of Ω. In experiment 1c, we use L = 30 because Ω is more complex. For tuning parameter q, we test q from 0.5 to 3 with increment of 0.5 in experiment 1a and 1b. We find that for q ≤ 0.5 or q ≥ 2.5, the errors are higher, while the errors remain similar for 1 ≤ q ≤ 2, so we use q = 1.5. In experiment 1c, we test q from 0.25 to 2 with increment of 0.25. We find that for q ≤ 0.25 or q ≥ 1.5, the errors are higher than 0.5 ≤ q ≤ 1.25, so we use q = 0.75. For FoBa, we set L the same as in PCS.
For the glasso, we set the tuning parameter λ as 0.5. To finish all 10 repetitions, it takes about 10 hours for experiments 1a-1b and more than 24 hours for experiment 1c, and so we do not consider λ smaller than 0.5.
We now describe Ω in three sub-experiments. For experiments 1a and 1c, we set (p, n) = (5000, 1000), (2000, 1000), (1000, 500). For experiment 1b, we set (p, n) = (4500, 1000), (3000, 1000), (1500, 500) so that p is divisible by 3.
Experiment 1a:
Here, the IC condition (see Section 2.5) for the glasso holds, but no longer holds if we increase ρ slightly.
Experiment 1b: Ω is a block-wise diagonal matrix, and each diagonal block is a 3 × 3 symmetric matrix A satisfying A(1, 1) = A(2, 2) = A(3, 3) = 1, A(1, 2) = 0, A(1, 3) = 0.5, and A(2, 3) = 0.7. This matrix Ω is positive definite but does not satisfy the IC condition.
Experiment 1c: We generate Ω as follows. First, we generate a p × p Wigner matrix W [36] (the symmetric matrix with 0 on all the diagonals and iid Bernoulli( ) random variables for entries on the upper triangle; here we take = .01). Next, we let Ω * = .5W + ϑI p , where I p is the p × p identity matrix and ϑ = ϑ(W ) is such that the conditional number of Ω * (the ratio of the maximal and the minimal singular values) is p. Last, we scale Ω * to have unit diagonals and let Ω be the resultant matrix. The results for three experiments are summarized in Tables 5, 6 , and 7, correspondingly, in terms of four error measures aforementioned. For experiments 1a-1b, it suggests that (a) PCS outperforms the glasso and FoBa in all four different error measures, especially in terms of the Hamming distance, where PCS has 0 Hamming distance in all cases (and thus exact support recovery of Ω); (b) the glasso and FoBa have similar performance in terms of the 1 -norm and Hamming distance, but the glasso is significantly inferior to FoBa in terms of the spectral norm and Frobenius norm. For experiment 1c, Table 7 shows that the glasso is not that competitive to FoBa as in the previous two experiments, while PCS still has a dominant advantage over the glasso and FoBa when both p and n get larger, especially in terms of the Hamming distance. 
Experiment 2 (classification)
In this experiment, we take Ω to be the tri-diagonal matrix as in experiment 1a, calibrated by the parameter ρ. Also, following [20] , we consider the most challenging "rare and weak" setting where the contrast mean vector µ only has a small fraction of nonzeros and the nonzeros are individually small. In detail, let ν a be the point mass at a. For two numbers ( p , τ p ) that may depend on p, we generate the scaled vector √ nµ from the mixture of two point masses:
In this experiment, we take (p, n, ρ, p , τ p ) = (5000, 1000, 0.4, 0.1, 3.5). For (µ, Ω) generated as above, the simulation contains the following main steps:
2. Split the n samples into training and test sets by following exactly the same procedure in Section 1.4. The only difference is that we use 10 data splitting and 10 cv-splitting here.
3. Use the training set to build all classifiers (HCT-PCS, HCT-FoBa, HCT-glasso, nHCT, SVM and RF), apply them to the test set, and then record the test errors. The results are summarized in Table 8 in terms of both the average error across 10 data splitting and the minimum error in 10 data splitting. It suggests that HCT-PCS outperforms other HC-based classifiers; in particular, HCT-PCS significantly outperforms nHCT and HCT-glasso. In addition, both SVM and RF are less competitive compared to HCT-PCS. This is consistent with the theoretical results in [20] , where it was shown that given a sufficiently accurate estimate of Ω, the HCT classifier has the optimal classification behavior in the "rare and weak" settings associated with the sparse Gaussian graphical model (1.11).
Discussions and extensions
This paper is closely related to areas such as precision matrix estimation, classification, variable selection, and inference on "rare and weak" signals, and has many possible directions for extensions. Below, we mention some of such possibilities.
The precision matrix is a quantity that is useful in many settings. It can be either the direct quantity of interest (e.g., genetic regulatory networks), or a quantity that can be used to improve the results of inferences. Examples include classical methods of Hotelling's χ 2 -test, discriminant analysis, post-selection inference for linear regressions and the recent work on Innovated Higher Criticism [22] . In these examples, a good estimate of the precision matrix could largely improve the results of the inferences. The proposed approach is especially useful for it allows real-time computation for very large precision matrices.
The theoretical results in the paper can be extended in various directions. For example, in this paper, we assume Ω is strictly sparse in the sense that in each row, most of the entries are exactly 0. Such an assumption can be largely relaxed. Also, the theoretical results presented in this paper focus on when it is possible to obtain exact support recovery. The results are extendable to the cases where we wish to measure the loss by matrix spectral norm or matrix 2 -norm. In particular, we mention that if the ultimate goal is for classification, it is not necessary to fully recover the support of the precision matrix. A more interesting problem (but more difficult) is to study how the estimation errors in the precision matrix affect the classification results.
PCS needs a threshold tuning parameter q (it also uses the ridge parameter δ and a maximal step size parameter L, which we usually set by (δ, L) = (.1, 30); PCS is relatively insensitive to the choices of (δ, L)). When we use PCS for classification, we determine q by cross validation, which increases the computation costs by many times. The same drawback applies to other classifiers, such as HCT-FoBa, HCT-glasso, SVM, and RF.
From both a theoretical and practical perspective, we wish to have a trained classifier that is tuning free. In Donoho and Jin [12] , we propose HCT as a tuning free classifier that enjoys optimality, but unfortunately the method is only applicable to the case where Ω is known. How to develop a tuning free optimal classifier for the case where Ω is unknown is a very interesting problem. For reasons of space, we leave to future work.
Intellectually, the idea of HCT classification is closely related to [17, 18, 24] , but is in different ways, especially on the data-driven threshold choice and studies on the phase diagrams. The work is also closely related to other development on Higher Criticism. See for example [3, 13, 26, 25, 41] .
While the primary interest in this paper is on microarray data, the idea here can be extended to other types of data (e.g., the SNP data). Modern SNP data sets may have many more features (e.g., p = 250K) than a typical microarray data set. While the sheer large size poses great challenges for computation, we must note that in many of such studies on SNP, the (population) covariance matrix among different SNPs is banded. Such a nice feature can help to substantially reduce the computational burden. How to extend PCS to analysis of such data sets is therefore of great interest.
Proofs
In this section, we first present some elementary lemmas on basic Random Matrix Theory in Section 5.1, and then give the proofs for Lemmas 1.2, 2.1-2.2 and Theorem 2.1-2.4. The proof of Lemma 1.1 is elementary so we omit it. Throughout this section, C > 0 denotes a generic positive constant the value of which may vary from occasion to occasion.
Upper bound for stochastic errors
We present some results about controlling the stochastic terms in (Σ − Σ). The key is the following lemma, which is the direct results of [36, Remark 5.40 ].
Lemma 5.1 Fix p ≥ 1 and Σ ∈ R p,p which is positive definite. Let A be an n × k random matrix, where each row of A is an independent copy of N (0, Σ). There are universal constantsc, c > 0, not depending on Σ, such that for every x ≥ 0, with probability at least 1 − 2 exp(−cx 2 ),
The following lemma is frequently used in the proofs. We recall that µ
Lemma 5.2 Fix p ≥ 1 and Σ ∈ R p,p which is positive definite. There exist universal constants c > 0, not depending on Σ, such that for each fixed 1 ≤ i ≤ p and 1 ≤ k < n, with probability at least 1 − 2p −4 ,
Proof. (a) is elementary, (b) follows from Lemma 5.1 with x = c −1 log(p k+4 ) and the probability union bound. To show (c), we note that all size-k submatrices are invertible with probability 1 [15] . Therefore, (c) comes from combining (b) and the equality that
By Lemma 5.2, for Σ ∈ M * p , there is a constant C > 0 that depends on c 0 such that for each 1 ≤ k ≤ N (p, n), with probability at least 1
and max
Proof of Lemma 1.2
The proofs are similar, so we only show the first one (associated with PCS). Fix 1 ≤ i, j ≤ p and a subset S ⊂ {1, 2, . . . , p} such that i = j and i, j / ∈ S. LetS = {i, j}∪S be the ordered set such that i and j are the first and second indices, respectively. Since |S| ≤ n, by [15] , the matrixΣ S,S is non-singular with probability 1, soρ ij (S) is well-defined. Now, for short, let
By the way it is defined,ρ
At the same time, by basic algebra [33] , it is known that
whereγ ii (S),γ jj (S),γ ij (S), andγ ji (S) are random variables defined by
In our notation,Σ = (1/n)X X, where X is the n×p data matrix. Write S = {j 1 , j 2 , . . . , j k }, where k = |S|. For short, let X S be the n × k matrix where the m-th column is the j m -th column of X, 1 ≤ m ≤ k. It is seen that
Rewrite the right hand side of (5.32) by
It follows that
Now, for any positive definite 2 × 2 matrix D, write
It is known that
Combining (5.30)-(5.31) and applying (5.34),
and the claim follows from (5.33).
Proof of Lemma 2.1
Fix i and write for short S 0 = S (i) (Ω) and ω as the i-th row of Ω. For each m, we define
[product of the first and last diagonals of (Σ Um,Um
We need some notations to simplify the matrix ( 
Jm,Jm
This gives the numerator of (5.35). 
Proof of Lemma 2.2
Fixing 1 ≤ i ≤ p and m ≥ 1, we adopt the notations S 0 , ω and U m as in the proof of Lemma 2.
, j} and suppose i and j are the first and last indices in the set, respectively. By definition,
Write Σ m = Σ U m−1 ,U m−1 and η j = Σ U m−1 ,{j} for short. By basic algebra,
where A is a positive-definite matrix. It follows that first row last column of (Σ V j ,V j )
where e 1 = (1, 0, · · · , 0) . As a result,
Below, we make a connection between ω and the right hand side of (5.43). Introduce set V = {i, j 1 , · · · , j m−1 } ∪ W such that i is the first index and j k is the (k + 1)-th index, 1 ≤ k ≤ m − 1. Using the matrix inverse formula,
Since V ⊃ S 0 , by Lemma 1, the first row of (Σ V,V ) −1 coincides with (ω V ) . In particular, 
Moreover, the eigenvalues of D are between λ min (Σ V,V ) and λ max (Σ V,V ). Therefore, j∈W ρ 2 ij (S 
Proof of Theorem 2.1
Write for short
The key is to show that for all 1 ≤ k ≤ s 0 , the k-th Lagging Time (i) (k; Σ) satisfies
where c 0 is as in M * p (s, c 0 ). Once (5.46) is proved, the second claim follows by basic algebra, the third claim follows directly from Lemma 1.1. As for the first claim, suppose that at the end of stage (m − 1), we have recruited k signal nodes, k < s 0 . By Lemma 2.2,
where for the constant c 4 0 , we have used the definition of M * p (s, c 0 ) and that the algorithm terminates in no more than Cs 2 N (p, n) steps. It follows that there is a j ∈ (S 0 \ S
Since PCS is a greedy algorithm, recruiting the node with the largest partial correlation in each step, the claim follows.
We now show (5.46). Our strategy is to use 'Reductio ad absurdum'. Suppose (5.46) does not hold. Let k 0 be the smallest integer such that 
Ω(i, j) 2 denotes the EAL at stage m. On the other hand, by Lemma 2.2, for any m ∈ {m(
where the last equality is because PCS does not recruit any signal nodes in steps m(
Since PCS is a greedy algorithm, recruiting the node with the largest partial correlation in each step, ρ 
Proof of Theorem 2.2
0 (s 0 − k − 1); If no such integer exists, then we letk = ∞.
To show Theorem 2.2, the key is to show that
so with overwhelming probabilities,
To show (5.51), it is sufficient to show for any k 0 ∈ {1, 2, . . . , s 0 }, On one hand, the following lemma extends Lemma 2.1 and is proved in Section 5.6.1. 
where C > 0 is a constant that only depends on c 0 .
Recall that in our notations, j∈(S 0 \Ŝ
, which is the EAL at stage m. Also, by our conditions, the minimum signal strength
Therefore, it follows that over the event B 1 ∩ {k = k 0 },
On the other hand, we also have the following lemma, which extends Lemma 2.1 and is proved in Section 5.6.2. 0 (s 0 − k + 1), which yields a contradiction. In other words, we have shown that 
Combining Lemmas 5.4-5.5,
• over the event
Since c 1 s 2 log(p)/n ≤ t * q /2 τ * p , combining these gives the first and the last claim.
Proof of Lemma 5.3
Write for short m * = m(k 0 − 1) and
where j 1 , j 2 , . . . , j m * are the recruited nodes in the first m * steps, and j m * +1 , j m * +2 , . . . , j m * +m 0 are the nodes recruited in the next m 0 steps, both are ordered sets where the indices are arranged in that order. At the same time, let
be all the signal nodes (arranged in the ascending order for convenience) that have not yet been recruited in the first m * steps. Note that over the event we consider, W does not contain any signal node, so
Throughout this section, V ∪ W is the ordered set where all nodes in V are arranged before those of W , and nodes in V and W are arranged according to their original order aforementioned. Similar rules apply to W ∪ V , V ∪ W ∪ Q, etc.. Note that V ∪ W is not the same as W ∪ V for indices are arranged in different orders. Introduce the following short-hand notations:
The proof for the lemma contains two parts. In the first part, we show that
(5.58)
In the second part, we analyze [x(V, W ) − x(V )] and completes the proof. Consider the first part, where the key is to use Cholesky factorization [23] . To this end, we introduce a short hand notation. , We collect some basic facts.
• The first row last column of
• The first diagonal of D −1 m+1 is no smaller thanΣ(i, i) −1 .
• The last diagonal of
• m * +m 0 m=0
Combining these m * +m 0 m=m * +1ρ
and the claim follows. Consider the second part. Note that x(V, Q, W ) = x(V, W, Q). We write
We now analyze the three terms on the right hand side. The analysis is similar, so we only discuss the first one in detail. According to the partition of indices in V ∪ Q to those in V and those in Q, we write
By basic algebra, we have byη and η, respectively. The following facts follow from definitions, basic algebra, and Lemma 1.1.
• x(V, Q) − x(V ) =η B 22η .
•
Ω(i, j) 2 , which is the EAL on the right hand side of the claim.
It follows that 
Since over the event we consider, m * + |Q| + 1 ≤ Cs 2 , by Lemma 5.2, with probability at Therefore, it suffices to show that with probability at least 1 − o(p −3 ), for any S ⊂ ({1, · · · , p} \ {i}) and |S| ≤ 4c 
Proof of Theorem 2.3
Recall thatΩ * is the estimator given by PCS without symmetrization. Denote byω i and ω i the i-th row ofΩ * and Ω, respectively. It suffices to show that for each 1 ≤ i ≤ p, with probability at least 1 − o(p −3 ), Since ({i} ∪ S 0 ) ⊂ W , Lemma 1.1 implies that the first row of (Σ W,W ) −1 is equal to (ω W ) . As a result, Then, by the choice of q and that τ * p s log(p)/n, we have |η(k + 1)| t * q for j k ∈ ({i} ∪ S 0 ) and |η(k + 1)| ≤ t * q /2 for j k ∈ (S 0 \Ŝ * ). Plugging these into (5.75) gives that with probability at least 1 − o(p −3 ),Ŝ * * = S 0 . 
Proof of Theorem 2.4
Fix 1 ≤ i ≤ p and write S 0 = S (i) (Ω), s 0 = |S 0 |, and ω = ω i for short. Note that s 0 ≤ s for s in M * p (s, c 0 ). The key to our proofs is to relate the Screen step of PCS to a linear regression model. As before, write X = [x 1 , x 2 , . . . , x p ] so that x j is the j-th column of X. As in (1.15), we can formulate a linear regression model as follows:
where z is independent of {x j : j ∈ S 0 }. For any S ⊂ {1, · · · , p}, let X S be the n × |S| sub-matrix of X such that the k-th column of X S is the j k -th column of X, 1 ≤ k ≤ |S|. Suppose i / ∈ S. It is known that the least-squares solution of regressing x i to {x j : j ∈ S} is the s-dimensional vector (X S X S ) −1 X S x i .
We expand this vector to a p-dimensional vectorη(S) by filling 0 in all coordinates not in S:η (S)(m) = k-th entry of (X S X S ) −1 X S x i , if m = j k for some 1 ≤ k ≤ s, 0, if m / ∈ S. (5.82) Let H S be the projection matrix from R n to {x j : j ∈ S}. By basic algebra, For preparations, we need two lemmas. The following lemma is the direct result of [39] .
Lemma 5.6 Suppose y = Xβ+N (0, σ 2 I n ) and S 0 = supp(β), where X ∈ R n,p and y ∈ R n . Letβ * =β * (S 0 ) be the least-squares solution associated with S 0 (defined as a p-dimensional vector in a similar fashion to that in (5.82)), and define θ S 0 (X) = λ min (X S 0 X S 0 )/[max j / ∈S 0 x j 2 ] and κ S 0 (X) = max j / ∈S 0 (X S 0 X S 0 ) −1 X S 0 x j 1 , where x j is the j-th column of X. Here, (β, S) can be either non-random or not; see [39] for details. In this lemma, (b) is a slight modification of [39, Lemma 11] , and (c) follows from elementary statistics. As for (a), the first part follows from adapting the proof of [39, Lemma 7] 
