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Problem formulation and phenotypic characterisation for the development of 
novel crops 
 





Phenotypic characterisation provides important information about novel crops that helps their 
developers to make technical and commercial decisions.  Phenotypic characterisation 
comprises two activities.  Product characterisation checks that the novel crop has the 
qualities of a viable product – the intended traits have been introduced and work as 
expected, and no unintended changes have been made that will adversely affect the 
performance of the final product.  Risk assessment evaluates whether the intended and 
unintended changes are likely to harm human health or the environment.  Product 
characterisation follows the principles of problem formulation, namely that the characteristics 
required in the final product are defined and criteria to decide whether the novel crop will 
have these properties are set.  The hypothesis that the novel crop meets the criteria are 
tested during product development. If the hypothesis is corroborated, development 
continues, and if the hypothesis is falsified, the product is redesigned or its development is 
halted.  Risk assessment should follow the same principles.  Criteria that indicate the crop 
poses unacceptable risk should be set, and the hypothesis that the crop does not possess 
those properties should be tested.  However, risk assessment, particularly when considering 
unintended changes introduced by new plant breeding methods such as gene editing, often 
ignores these principles.  Instead, phenotypic characterisation seeks to catalogue all 
unintended changes by profiling methods and then proceeds to work out whether any of the 
changes are important.  This paper argues that profiling is an inefficient and ineffective 
method of phenotypic characterisation for risk assessment.  It discusses reasons why 
profiling is favoured and corrects some misconceptions about problem formulation. 
 
Key words: hypothesis testing; decision-making; product characterisation; risk assessment; 
plant breeding; profiling  
  
Introduction 
The aim of crop breeding is to introduce useful heritable traits into crops while minimising 
adverse unintended effects.  Breeding methods vary enormously, and include making 
hybrids between different species, treating crops with radiation or chemicals to induce 
numerous untargeted mutations, using recombinant DNA techniques to move genes 
between species, and gene editing, which can make targeted changes to a single nucleotide 
(Pacher and Puchta 2017).  Whatever the breeding method used in their production, new 
crops designed to be commercial products require phenotypic characterisation to check that 
the intended changes have been made and that they have the desired effects.  In addition, 
the crops must be assessed for the presence of unintended changes that would make the 
product inviable. 
Phenotypic characterisation of a novel crop is comparative.  The new crop may be compared 
with an existing variety, as is routine in the evaluation of genetically modified (GM) crops 
(Nickson 2008).  The crop may also be compared against a standard; for example, to be 
classed as Canola, rapeseed varieties must meet certain requirements about glucosinolate 
content (Sang and Salisbury 1988).  In addition, the awarding of Plant Breeders’ Rights for a 
new variety depends on its being distinct from all previously released varieties, as well as 
being uniform and stable (Cockram et al. 2012). 
Phenotypic characterisation of novel crops helps decision-making during product 
development.  It informs a succession of checks that the product meets certain design 
specifications.  If the product meets the specifications, development is continued; if it fails to 
meet them, development is discontinued or the product is redesigned by further breeding. 
This paper argues that decision-making in crop development is best served by problem 
formulation that sets decision-making criteria first and then uses phenotypic characterisation 
to test the hypothesis that the potential product meets these criteria.  Decision-making is not 
well served by making a detailed description (profile) of the crop and any comparator, and 
then trying to evaluate the relevance of differences in the profiles. 
The following discussion of the merits of problem formulation and profiling concentrates on 
decision-making by product developers.  One reason for this is to separate discussion of 
problem formulation from regulation of new crops.  All new crops require some degree of 
phenotypic characterisation to help their developers make sound technical and commercial 
decisions.  Hence, the suggestion that problem formulation is useful for phenotypic 
characterisation of a crop is not a suggestion that the crop ought to be subject to pre-market 
regulation. This clarification is particularly important for crops produced by gene editing 
because their regulatory status is controversial and depends on legal definitions, not on 
expectations about their phenotypes (Kupferschmidt 2018). 
Profiling is an empirical or data-driven approach to science that tries to eliminate bias (Kok 
and Kuiper 2003), whereas problem formulation is hypothesis-driven (Raybould 2006).  We 
first examine problems with empiricism and how hypothesis-driven science offers solutions.  
Next we use a simple imaginary example to highlight important differences between profiling 
and hypothesis testing to support decision-making.  We then examine how these ideas may 
be applied to phenotypic characterisation of crops.  
Data-driven and hypothesis-driven science 
Differences in philosophy 
When modern science emerged in late Sixteenth Century, a common view was that objective 
knowledge arises from observations made without preconceptions. This approach, called 
empiricism, was supposed to guard against subjectivity and prejudice and thereby develop 
an alternative to religious interpretations of nature (e.g., Hahn 1965, Ayala 2009).  Patterns in 
the observations lead to hypotheses, which are proved to be true knowledge when sufficient 
confirmatory observations have accumulated (e.g., Phelan 2001). 
Popper (1989) argued that observing without preconceptions is impossible: “Observation is 
always selective.  It needs a chosen object, a definite task, an interest, a point of view, a 
problem.” In addition, philosophers had long worried about the logical impossibility of proving 
the truth of hypotheses by observation because future observation may show them to be 
wrong (e.g., Lantin 1998). Popper (1979) developed his insight about observations to argue 
that objective knowledge grows by our attempts to solve problems.  In science, we propose 
hypotheses as solutions to problems raised by unexpected observations, and test them by 
examining the accuracy of their predictions. If the predictions of the hypothesis agree with 
our observations, the hypothesis is corroborated.  If predictions and observations disagree, 
the hypothesis is falsified.  Knowledge is provisional and grows by correcting errors in the 
light of observations. 
Popper’s concept of knowledge production led him to devote much effort to describing the 
properties of good hypotheses: they should seek not only accuracy but also high informative 
content.  A hypothesis that predicts rain somewhere in the world next month is likely to be 
accurate, but has low informative content – it excludes very few observations.  A hypothesis 
that there will be 2 cm of rain in London next Friday is less likely to be accurate, but has 
higher informative content.  Popper (1979) developed a concept called verisimilitude, 
combining accuracy and information content, to judge the quality of a hypothesis.  While 
Popper’s formal theory of verisimilitude has been criticised (Thornton 2018), his argument 
that good hypotheses have high informative content and make precise, and hence testable 
and improbable, predictions is generally accepted (Chalmers 2013).  On these grounds, a 
hypothesis predicting the amount of rain in London next Friday is better than the hypothesis 
predicting some rain somewhere in the world next month.  
Differences in application 
Popper was writing about basic science and so his interest was devising hypotheses that are 
useful for producing knowledge; in philosophical terms, they have high epistemic utility.  
Applied science, on the other hand, seeks to develop tools that help us to achieve our goals 
(Niiniluoto 1994).  Hence, although epistemic utility is important in applied science, simplicity 
and manageability that provide high practical utility are also crucial criteria for judging 
hypotheses (Niiniluoto 1993).   
In essence, problem formulation is concerned with maximising practical utility for decision-
making and does so by devising hypotheses that specific criteria are met.  If we must decide 
whether to pack an umbrella for a visit to London, we may want to know the probability of 
rain in Hyde Park between 2pm and 4pm tomorrow.  Suppose our existing knowledge 
indicates that falling barometric pressure at Heathrow Airport means the probability of rain 
tomorrow afternoon in Hyde Park is greater than 50%, while steady or rising pressure means 
the probability of rain is less than 50%.  A hypothesis with high practical, but low epistemic, 
utility is that barometric pressure at Heathrow at 2 pm today is greater than or equal to the 
pressure at Heathrow at 2 pm yesterday.  If the hypothesis is corroborated, we leave the 
umbrella at home; if it is false, we pack the umbrella. 
Profiling is more concerned with detailed descriptions than hypotheses; indeed, many 
scientists consider profiling to be a hypothesis-free, data-driven approach to science 
(Vlaanderen et al. 2010).  In the umbrella example, profiling might build a picture of the 
differences between today’s and yesterday’s weather at Heathrow – perhaps comparing 
second-by-second variations in temperature, wind speed, cloud cover, humidity, barometric 
pressure and precipitation.  However, in choosing to compare weather data, profiling at least 
has a hypothesis that these data are more useful than, say, data on traffic, illustrating 
Popper’s point that one cannot observe without a point of view.   
Profiling usually goes on to test a null hypothesis of no difference between the things being 
compared.  However, such hypotheses are means of presenting data rather than hypotheses 
derived from theory (Stephens et al. 2007); hence, they have low epistemic utility.  Null 
hypotheses also have low practical utility.  If we have no decision-making criteria – such as a 
50% probability of rain in Hyde Park tomorrow – we have no way to determine which, if any, 
of the inevitably numerous differences between today’s and yesterday’s weather are relevant 
to our decision whether to pack an umbrella. 
If profiling moves from cataloguing differences to explaining differences – such as the 
physical mechanisms by which today’s weather leads to tomorrow’s – it starts creating 
hypotheses that have high epistemic utility.  However, without decision-making criteria, we 
cannot determine which have practical utility.  The mistake of profiling is to think that 
decision-making criteria can be derived from detailed descriptions or explanations.  The 
umbrella example shows this to be false.  Using 50% probability of rain as our decision-
making criterion for taking an umbrella is determined by the values we place on staying dry 
and on not carrying an umbrella unnecessarily.  Someone who values being dry more than 
we do may set a much lower probability of rain as the trigger for taking an umbrella.   These 
values cannot be derived from descriptions or explanations of the weather, however detailed 
and accurate they may be.  Similarly, detailed phenotypic profiles of a novel crop and a 
comparator, or a complicated model explaining the reasons for differences in the profiles, 
cannot determine which differences are important.  We can determine which differences are 
important only by first deciding what we want to achieve and the properties of a novel crop 
that contribute to achieving those objectives.  
Application of problem formulation to phenotypic characterisation 
Phenotypic characterisation for decision-making in the development of a novel crop is 
analogous to the umbrella problem, above.  There is a clear problem, namely whether to 
continue development of the product.  Then there are the components of the developer’s 
decision, which may include the probability that using the product will provide the intended 
benefits for customers and hence be profitable (the opportunity to the developer from 
developing the product), the probability that using the product will cause specified harms and 
hence create liabilities or reputational damage (the risk to the developer from developing the 
product), and how the developer should weigh opportunity and risk (Sanvido et al. 2012).  If 
the developer decides that the potential product provides acceptable opportunity if it shows 
at least a 5% improvement in insect control over the comparator under identical conditions, 
then the hypothesis that there is at least a 5% improvement in insect control should be 
tested.  The final part of problem formulation is producing a plan to test the hypothesis. 
A vital conclusion from equivalence of the umbrella and product development problems is 
that phenotypic characterisation for product development should not indulge in profiling or 
explanation.  There are many techniques for profiling novel crops and comparators, including 
measuring morphology and development (Horak et al. 2015, Tardieu et al. 2017), 
compositional analysis (Rayan and Abbott 2015), various omics methods (Davies 2010, 
Ricroch et al. 2011, Li et al. 2017) and mass spectrometry (García-Cañas et al. 2011).  At some 
level of detail, a novel crop under evaluation will differ from its comparator in ways that are 
intended and unintended by the breeder.  However, product development will not be helped by 
exhaustively cataloguing or explaining these differences, only by testing for differences that affect 
a decision.   
We now look at how problem formulation may be applied to different product development 
decisions.  As stated above, to avoid implying that products of a particular technology should or 
should not be regulated, we will discuss decision-making from the point of view of the crop 
developer, not a regulator. However, the same principles apply to regulatory decision-making.  
We also separate product characterisation, which determines whether the product works as 
intended, from risk assessment, which determines whether use of the product will harm human 
health or the environment.  Conceptually, there is overlap between product characterisation and 
risk assessment: if a product poses significant risk to, say, human health, it is probably not 
working as intended.  However, we consider these topics separately to reflect common practice in 
crop development.  
Product characterisation 
Product characterisation usually deals with attributes of the crop that are useful to users of 
the product. These may be agronomic characteristics desired by farmers or quality 
characteristics valued by consumers (Schaart et al. 2016, Francis et al. 2017).  Product 
characterisation has two elements: a test of the hypothesis that the intended trait has been 
introduced and performs as intended; and a test of the hypothesis that other agronomically 
and nutritionally important characters have not been inadvertently changed in a way that 
makes the product inviable.  If the crop is regulated, product characterisation will also check 
that certain regulatory standards are met or that certain characters that may raise regulatory 
concerns are not present; for example, GM crops are checked for the absence of multiple 
copies of the transgene cassette (Prado et al. 2014).  Unintentional changes that may be 
harmful to human health and the environment are usually considered separately in risk 
assessments. 
Product characterisation uses problem formulation.  The crop developers will have a clear 
target, perhaps to produce a new variety with increased drought tolerance, and well-defined 
criteria for predicting success of the final product, such as a certain increase in yield over a 
competitor variety in dry conditions and no decrease in yield under optimum conditions 
(Tester and Langridge 2010). The suitability of the finished new variety will be determined by 
testing the hypothesis that it meets these criteria when used commercially. 
Depending on the breeding technique used, there may be a series of intermediate decisions 
each with its own criteria, hypotheses and tests leading up to a test of the finished variety.  If 
the improved drought tolerance is introduced by genetic modification, the initial transformants 
may be screened in the laboratory to test the hypothesis that they have integrated the 
transgene and that it confers some basic improvement in water-use efficiency (Deikman et 
al. 2012).  More realistic hypotheses will be tested to whittle down the potentially many 
transformed plants to one or a few candidate products (Deikman et al. 2012, Prado et al. 
2014). Similarly, if improved drought tolerance were being sought by conventional breeding, 
breeders may test the hypothesis that seedlings contain genetic markers linked to genes that 
confer high water-use efficiency in mature plants (Cattivelli et al. 2008).  
As well as intended effects, breeding introduces unintended effects that may arise through 
pleiotropic or epistatic effects of the genetic changes underlying production of the intended 
trait (Miedaner and Korzun 2012).  Unintended effects may also arise as a result of the 
breeding method used; for example, linkage drag with conventional breeding (Zamir 2001), 
numerous random mutations with mutation breeding (Brunner 1995), insertional mutagenesis 
with genetic modification (Cellini et al. 2004), and off-target edits with gene editing (Svitashev 
et al. 2016).  Product characterisation tends not to use profiling for evaluating unintended 
effects because not all unintended effects are necessarily adverse to the viability of the 
product.  Instead, product characterisation tests that agronomic and nutritional properties of 
the crop known to be important to farmers or consumers are within acceptable limits.   
In general, agronomic assessments measure germination, establishment, growth and 
development, including flowering time, pest and disease resistance and yield.  The 
characters measured and their relative importance in decision-making vary among crops; 
further details of agronomic assessments of maize, rice, soybean and what are given by 
Hallauer et al. (1988), Khush (1987), Morrison et al. (2000) and Cox et al. (1987), 
respectively.  Nutritional assessments may include the content of minerals, vitamins and fatty 
acids, and any anti-nutrients or toxins known to be produced by the crop species in question.  
Further details and an introduction to the literature are given by Ridley et al. (2004) and Alba 
et al. (2010). 
The purpose of the product characterisation is to assess risks to the developer if the crop 
were commercialised.  Although data from agronomic and nutritional analysis trials may be 
used in human health and environmental risk assessment (see below), the failure of a crop to 
perform well in these studies (e.g., Zeller et al. 2010) should not be assumed to indicate that 
it poses health or environmental risks – many of the characters measured have no relevance 
to these risks.  In the case of ecological risks posed by the weediness or invasiveness 
potential of the crop, failure of the crop to grow well usually means that the risk is lower than 
that posed by better-performing varieties (Ellstrand et al. 2010). 
Finally, while it is not necessary to explain all the unintended effects revealed in product 
characterisation studies, knowledge of the genetic or molecular basis of adverse effects that 
would prevent further development of the product may be useful if they provide a strategy for 
mitigation.  Knowledge of the inheritance of unwanted traits, for example, might help to 
determine whether they could be removed by backcrossing (Xu and Crouch 2008).  The 
usefulness of studies to investigate the mechanism underlying unwanted traits does not 
invalidate previous arguments about profiling and explanation in product characterisation.  
Studies of mechanism are conducted in response to a decision that the product in its present 
form is unsatisfactory, not to set criteria for making that decision.  
Risk assessment 
Risk assessment is similar to product characterisation, but its focus is identifying attributes of 
the crop that may lead to harm to human health or the environment.  Definitions of harm may 
be derived from relevant laws and any regulations specific to the type of product being 
assessed (Sanvido et al. 2012, Garcia-Alonso and Raybould 2014).  Product developers 
would run severe risks to their institutions by commercialising products that are likely to 
cause such harm.  In the case of products requiring pre-market authorisation, they would 
probably not receive approval to sell the product.  In addition to legal definitions, developers 
may extend the definitions of harm as a form of self-regulation in compliance with their 
business ethics (Gunningham and Rees 1997). 
Some aspects of phenotypic characterisation for risk assessment are driven by problem 
formulation and hence are similar to product characterisation.  If the intended trait in the plant 
is, say, the production of a new protein that is toxic to insect pests, phenotypic 
characterisation would measure the concentration of the protein in various plant tissues.  
These data may be combined with ecotoxicology and environmental fate data to determine 
various ecological risks (Garcia-Alonso et al. 2006, Romeis et al. 2008).   Decision-making 
criteria are usually the ratios of effects measured in ecotoxicology studies, such as the no 
observed adverse effect concentrations for a variety of organisms, and the predicted 
exposures of those types of organism in the field. These exposures are based on the 
measured concentrations in the crop tissues, along with information about the route of 
exposure of the organism concerned (Head et al. 2001).  The value of the ratio that indicates 
acceptable risk is usually set by regulations, not the product developer (US EPA 2007).  
Conceivably, a product developer could set its own criteria based solely on the amount of 
protein in particular tissues, perhaps in response to concerns about unwanted exposure 
regardless of the likely effect of that exposure (Wunderlich and Gotto 2015). 
Another aspect of problem formulation for phenotypic characterisation is assessment of 
defined components of crops for food safety.  If breeders have made intended compositional 
changes, such as increasing the concentration of lycopene in tomatoes, an assessment of 
the potential for harmful side effects of that change may be made (Kok et al. 2008).  Also, if 
the crop has a history of producing substances harmful to health, checking that breeding has 
not unintentionally raised the concentration of those substances above a threshold of 
concern is a sensible precaution; such substances include furanocoumarins in celery 
(Berkley et al. 1986), glycoalkaloids in potatoes (Camire et al. 2009) and glucosinolates in 
Brassica vegetables and oilseed crops (Jahangir et al. 2009). 
Other elements of phenotypic characterisation for risk assessment, particularly those 
requested by regulatory authorities, deal with unintended effects, and are driven by profiling 
rather than by problem formulation.  Applicants for premarket approval of a GM crop must 
submit data comparing the crop’s composition and agronomic performance with those of a 
suitable comparator.  While these data may be useful in product characterisation, because 
the measured characters can usually be directly related to product performance and hence to 
decision-making criteria, there are few, if any, similar criteria for judging whether changes in 
these characters pose unacceptable risks to human health or the environment.  Hence in risk 
assessment, agronomic and compositional analyses are simply profiling – they describe the 
GM crop rather than test hypotheses about the acceptability of the risks its use poses. 
Profiling leads to problems. A large, well-executed agronomic or compositional analysis 
study that measures many variables will almost certainly detect statistically significant 
differences between the crop being assessed and its comparator.  Much time and effort may 
be spent attempting to work out the biological relevance of these differences.  However, in 
the context of risk assessment, the biological relevance of a difference should be determined 
by whether it falsifies a hypothesis that use of the crop poses acceptable risk (a hypothesis 
with high practical utility), not whether it is interesting scientifically (leading to the 
development and testing of hypotheses with high epistemic utility) (Hill and Sendashonga 
2003).  If a decision-maker cannot state the size of difference in a character, or combination 
of characters, that would give concern, then measuring those characters has no value for risk 
assessment.  Indeed, the effort to collect and analyse the data may distract from the design 
and interpretation of experiments that would be useful for decision-making (Raybould 2010).  
The introduction of omics techniques for profiling in risk assessment (e.g., Davies 2010) 
would make matters worse (Raybould and Macdonald 2018). 
Problem formulation provides a different approach.  First, unacceptable effects of using the 
crop would be defined; this may be more straightforward for human health, where increases 
in morbidity and mortality are almost universally accepted as harmful, than for environmental 
effects (Sanvido et al. 2012, Devos et al. 2014).  Next, differences between a novel crop and 
its comparator that indicate an unacceptable probability of these effects occurring would be 
defined.  Then the hypothesis that these differences do not occur would be tested.  If the 
hypothesis is falsified, further analysis of the differences may be conducted, or development 
of the crop could be stopped. 
Defining unacceptable differences and testing the hypothesis that they do not occur is 
criticised as a biased (Kok et al. 2008), naïve (Arpaia et al. 2017) or even hubristic (Wynne 
2001) approach to risk assessment (see below).  In consequence, profiling is often 
recommended as a better option for evaluating unintended effects in novel crops.  However, 
using profiling for product characterisation would appear to be irrational.  No product 
developer would profile a new crop in the hope that unintended opportunities might be 
revealed; instead, they would define product performance criteria and test the hypothesis 
that the potential new product meets those criteria.  Problem formulation for risk assessment 
is only different in that it defines attributes of the crop that should not be present rather than 
those that should be present.  In the next section, we discuss why profiling unintended 
effects may be suggested for risk assessment but not for product characterisation. 
Risk assessment, profiling and unintended effects 
A recurrent theme in risk assessment of novel crops is the need to assess unintended effects 
caused by the breeding method, particularly if the breeding method is new.  All breeding 
methods have the potential to introduce unintended effects; hence, product characterisation 
for all new crops will check that no specific unwanted changes have been unintentionally 
introduced (see above).  In risk assessment, however, changes that would cause concern 
tend not to be specified.  Instead, attempts are made to catalogue unintended changes using 
profiling.  This method is particularly recommended for newer methods of plant breeding, 
such as genetic modification and gene editing (Kuiper et al. 2003, Wolt 2017).   Below we 
discuss four reasons for the support for profiling.  These reasons are not necessarily 
comprehensive or independent.   
Establishing similarity 
A simple reason for using profiling in risk assessment may be an idea that establishing 
similarities between a new crop and a comparator demonstrates low risk, and the more 
similarities that are demonstrated, the lower the risk.  This idea is related to the concept of 
familiarity (Madsen et al. 2002), which draws on the reasonable idea that knowledge of 
existing crops can be used in the risk assessment of novel crops.  This does not mean, 
however, that risk assessment has to establish similarity between the new crop and its 
comparator for as many characters as can be measured, or that every non-statistically 
significant difference is further evidence for low risk.  Low risk is established by testing and 
corroborating hypotheses that there are no potentially harmful differences between the crop 
and the comparator, not by some measure of similarity of their profiles.   
A simple example demonstrates the idea that the number of of similarities cannot 
demonstrate low risk.  A novel crop having 10 times the concentration of an endogenous 
toxin of a comparator, but showing no statistically significant differences in 99 measures of 
agronomic performance, would pose greater risk to health than would a novel a crop that has 
the same the toxin concentration as the comparator, but differs from it on all 99 measures of 
agronomic performance.  Existing knowledge is useful for defining what differences are 
potentially harmful, such as increases in the concentration of toxin.  It should not be a 
baseline for exhaustively testing null hypotheses of no unintended changes in the novel crop. 
A focus on establishing similarity between a novel crop and its comparator can lead to 
unproductive debates and assessments.  Expanded versions of agronomic and crop quality 
assessments done for product characterisation are now routinely considered as part of 
regulatory risk assessment even though many of the characters measured in those studies 
are unrelated to processes that could cause harm to health or the environment.  In effect, 
studies designed by problem formulation for product characterisation become profiling 
studies when used for risk assessment. 
Another problem with similarity driving risk assessment is that considerations of the statistics 
of comparative studies, such whether to test for difference or equivalence (Perry et al. 2009, 
van de Voet 2011), can crowd out discussion of what differences are potentially harmful.  
Discussion of the most suitable statistical test for analysing certain data is only relevant for 
risk assessment if the data themselves are relevant for risk assessment. 
Avoiding bias   
A second reason for advocating profiling is the idea that risk assessment should be unbiased 
(Kok et al. 2008).  Such thinking is a throwback to the foundation of empiricism (see above), 
when preconceptions were considered inimical to sound observations.  Part of the problem 
is, perhaps, the term “bias”, which implies improper behaviour.  Popper’s more neutral term, 
“having a point of view”, might be more suitable.  Whatever term is used, risk assessment 
cannot function without a point of view.  Harm must be defined based on the decision-
maker’s values and objectives, and from such definitions, decision-making criteria can be 
defined and tests that the criteria are met can be performed.  Eliminating such “bias” leads to 
risk assessment operating in a vacuum with no way to judge which data are valuable (Evans 
et al. 2006). Profiling is the almost inevitable result. 
Difficulty in defining indicators of harm 
A third reason for recommending profiling may be that defining what differences between a 
novel crop and its comparator are potentially harmful is thought to be too difficult.  This 
reason is inadequate for at least two reasons.  First, there is a wealth of knowledge on how 
crops may harm human health (Ory 1981), or become weeds of agriculture and invasive 
plants outside agriculture (Gressel 2004).  Exploring this literature to identify crop characters 
most likely to led to harm can be fruitful for problem formulation (e.g., Novak and Haslberger 
2000, Devos et al. 2018), especially if the crop breeding method is thought not to introduce 
new hazards (NASEM 2016).  Second, even if existing knowledge is thought inadequate for 
identifying potentially harmful effects and decision-making criteria, it is not clear how profiling 
will improve matters.  If there is reason to believe that the new crop may contain a toxin 
previously unknown in that species, or trait that increases its ecological fitness, then that 
should lead to a hypothesis about its occurrence that can be tested by targeted experiments.    
Unknown unknowns and unintended consequences 
A final reason for choosing profiling may be a response to criticism that hypothesis-led risk 
assessment ignores “unknown unknowns” and is hubristic (Wynne 2001).  A related view is 
that predicting the consequences of using novel crops is inevitably highly complex and 
uncertain and therefore the only sensible approach is a precautionary ban on using novel 
crops until the consequences of their use are “fully characterised” (Myhr 2010).  By 
measuring many things without ascribing values to them, profiling may be seen as more 
capable of fully characterising consequences, and therefore more humble and more open to 
complexity and unexpected consequences. 
Every activity will be associated with unknown unknowns and by definition they are not 
amenable to scientific analysis. Unknown unknowns, therefore, cannot justify scientific 
arguments to favour one activity (e.g., not using a novel crop) over another (e.g., using the 
crop), although they may underlie psychological or political reasons for preferring not to use 
products of new agricultural technologies (Herring and Paarlberg 2016).  If the unknown 
unknowns of one activity are thought to be worse than another, then we must have some 
knowledge of their likely consequences, meaning that the unknowns are not unknown.   
Also, every activity will have unintended consequences and attempting to predict them all is 
inevitably complex.  Using an umbrella in London may have enormous consequences; for 
example, someone might miss a vital meeting if they miss a bus because its number is 
obscured by our umbrella.  Attempting to envisage all the consequences of just that event – 
and there maybe thousands of similar events – is not only extremely difficult, but probably 
also worthless.  Even if one had perfect knowledge of the consequences of one’s using and 
not using an umbrella in London, how could values be ascribed to them all so that this 
knowledge could be used in decision-making?  The same reasoning applies to unintended 
differences between a novel crop and a comparator – comprehensively cataloguing those 
differences, working out their consequences if the product were used or not used, and 
ascribing values to those consequences would prevent effective decision-making.   
Problem formulation does not claim to lead to scientific certainty or “full characterisation” of a 
proposed action.  Instead, it sets out decision-making criteria based on the policy objectives 
of whoever is making the decision and devises tests of the hypothesis that the criteria are 
met.  These criteria cannot and should not hope to incorporate all consequences of an 
action, only those that are most important to a decision.  There may be legitimate 
disagreements over who is entitled to a say in setting the decision-making criteria (Jasanoff 
and Hurlbut 2018); however, that does not mean that risk assessment should proceed 
without decision-making criteria and use untargeted profiling instead. 
Uses of profiling in technology evaluation 
Rejecting profiling for risk assessment does not imply that it is not useful in other activities.  
Comparing the incidence of unintended changes associated with different breeding methods 
may be useful for evaluating their relative precision and accuracy (Pacher and Puchta 2017). 
This knowledge will help breeders when choosing a method to produce a desired crop 
phenotype, provided they have clear decision-making criteria based on the incidence of the 
type of change measured.  Profiling may also be valuable for testing hypotheses about how 
to reduce the frequency of unintended changes when using a particular breeding method 
(Yin et al. 2017).  Again, the practical application of such an approach will depend on having 
a clear criterion for the acceptability of the method that is based on the frequency of 
unintended changes of the type measured by the profiling.  In both cases, profiling is used to 
test hypotheses developed by problem formulation, not as a substitute for problem 
formulation.    
Conclusion: in favour of hypothesis-driven phenotypic characterisation 
Problem formulation sets decision-making criteria and devises tests of hypotheses that those 
criteria are met.  Its use in phenotypic characterisation of novel crops for product 
characterisation is common.  Its use in phenotypic characterisation for risk assessment is 
much rarer and is under pressure from political and scientific trends.  A fashion for evidence-
based policymaking as an impartial way to decide “what works” (Clarence 2002) means that 
problem formulation may be seen as unacceptably biased.  In addition, big data is 
encouraging the view that collecting data is an alternative to testing hypothesis as the route 
to knowledge (Kell and Oliver 2004).   
Problem formulation is a tool for helping to determine what works, but it cannot be done 
effectively by avoiding definition of what “working” entails.  In the context of the development 
of novel crops, effective problem formulation defines what using the crop is intended to 
achieve, what side-effects of using the crop should be avoided, and thereby defines criteria 
that must be met for product development to continue. The decisions themselves must rest 
on the results of testing hypotheses that the product meets those criteria.  These concepts 
work well in phenotypic characterisation for product characterisation and are uncontroversial.  
Their use in phenotypic characterisation for risk assessment should also work well because it 
is essentially the same process as product characterisation, but substituting criteria for 
avoiding unacceptable risk to human health and the environment for criteria that predict 
whether the product will be commercially successful.  The setting of decision-making criteria 
in risk assessment is not improper bias, and big data does not make hypothesis testing an 
obsolete or hubristic method of producing the knowledge necessary for decision-making.  
Problem formulation for risk assessment should be welcomed as an opportunity to focus 
phenotypic characterisation on characters that really matter for decision-making.  It should 
not be rejected in favour of profiling methods that deliberately shy away from making 
judgements about whether certain data are useful.       
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