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Three-body correlations, which arise between spin-polarized electrons in the first excited Landau
level, are believed to play a key role in the emergence of enigmatic non-Abelian fractional quantum
Hall (FQH) effects. Inspired by recent advances in Floquet engineering, we investigate periodic
driving of anisotropic two-body interactions as a route for controllably creating and tuning effective
three-body interactions in the FQH regime. We develop an analytic formalism to describe this
Floquet-FQH protocol, which is distinct from previous approaches that instead focus on bandstruc-
ture engineering via modulation of single-particle hopping terms. By systematically analyzing the
resulting interactions using generalized pseudopotentials, we show that our Floquet-FQH approach
leads to repulsive as well as attractive three-body interactions that are highly tunable and support
a variety of non-Abelian multicomponent FQH states. Finally, we propose an implementation of
the protocol in optically dressed ultracold polar molecules with modulated Rabi frequencies.
Topological phases exhibit enticing prospects for fault-
tolerant quantum computation [1, 2] owing to their exotic
quasiparticle excitations [3–5]. These phases are believed
to arise from an interplay between the Coulomb interac-
tion, Landau level quantization and complete spin polar-
ization in 2D electronic systems [6], as suggested by the
observation of even-denominator FQH plateaus in semi-
conductors [7] and recently in bilayer graphene [8, 9]. The
unexpected even-denominator plateaus are explained
by adiabatic continuity [10–12] between the underlying
gapped many-electron state and the ground state of a sys-
tem with special 3-body electronic interactions [13, 14].
Such 3-body interactions condense the electrons into a
strongly-correlated quantum state where they fraction-
alize into non-Abelian Ising anyons [3]. More generally,
multi-body interactions are anticipated to give rise to
other types of non-Abelian anyons [15–17].
Conventionally, effective 3-body interactions arise due
to Coulomb interactions and virtual excitations between
Landau levels (LLs) [18–22], a process suppressed by the
LL splitting in a magnetic field, given by the cyclotron
energy ~ωc = ~eBmc . At the same time, the incompressibil-
ity gap, which determines the stability of a FQH state,
scales as e2/`B , where `B =
√
~/eB is the magnetic
length. Thus, the effect of 3-body interactions can typ-
ically only be enhanced at the expense of reducing the
energy gap, which weakens the FQH state.
Inspired by recent progress in “Floquet engineer-
ing” [23–27], we propose an alternative method to real-
ize effective 3-body interactions and hence stabilize var-
ious non-Abelian FQH states. Our approach consists
of periodically modulating (2-body) interactions, specifi-
cally the repulsion between spatially separated electrons.
Key to our idea is the non-commutativity of the Girvin-
MacDonald-Platzman (GMP) algebra [28, 29] describ-
ing the electron density operators projected to a LL,
which is the defining property of both continuum FQH
states [28] and their lattice analogs, the fractional Chern
insulators (FCIs) [30]. We show that, owing to this alge-
bra, the effective, static Hamiltonian that arises when a
generic anisotropic FQH system is driven at high frequen-
cies contains a rich set of many-body interactions which
scale with the inverse driving frequency, rather than the
LL gap. In particular, desired 3-body multicomponent
(spin) interactions can be engineered by time modula-
tion of realistic 2-body interactions. More generally, we
systematically analyze the interactions resulting from our
“Floquet-FQH” protocol using the framework of gener-
alized pseudopotentials [31], and show that the drive can
also generate attractive 3-body interactions.
Finally, we discuss a realistic implementation of the
Floquet-FQH protocol in ultracold molecules optically
dressed with modulated Rabi frequencies, whose static
version was previously established to host FCI states [32].
We note that our approach is conceptually different from
previous Floquet proposals [33–36] and experiments [37]
which focused on topological band engineering via mod-
ulation of (single-body) kinetic terms; it is also dis-
tinct from works [38–41], which modulated on-site 2-
body interactions to probe tunnelling phenomena and
Mott/superfluid phases.
Two key inspirations:–(i) A defining feature of FQH
systems [28] is the GMP algebra
[ρ¯σq, ρ¯
σ′
q′ ] = 2iδσ,σ′ sin
zˆ · (q× q′)`2B
2
ρ¯σq+q′ , (1)
obeyed by the density operators ρ¯σq ≡ PρσqP =∑
j e
iq·Rσj , projected to a given LL via P. Here, Rσ,aj ≡
rσ,aj + `
2
B
abΠσj,b denote the guiding-center coordinates
of j-th particle with spin σ [6], ab is the antisym-
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2metric tensor (a = x, y). Note that Rσ,aj differ from
the position coordinates rσj by the canonical momentum
Πσ,aj = q
σ,a
j − eAa in a magnetic field B = ab∂aAb, and
thus Rσ,aj do not commute. The same density algebra,
Eq. (1), is also obeyed by the FCIs in the thermodynamic
and long-wavelength limit [30, 42, 43], with magnetic field
replaced by mean Berry curvature [43]. We will work in
this limit, and will henceforth not distinguish between
FQH and FCI. Our Floquet-FQH approach is based on
the observation that the repeated application of the GMP
algebra produces (2N − 1)-body terms from the commu-
tator of two N -body terms. In particular, the commu-
tator of two 2-body terms yields a potentially desirable
3-body term.
(ii) At high frequencies Ω = 2pi/T , the strobo-
scopic dynamics of a periodically-driven system, H(t) =∑
l e
ilΩtHl, can be captured by the static effective Hamil-
tonian
Heff = H0 +
1
~Ω
∑
l
1
l
[Hl, H−l] + · · · , (2)
obtained, e.g., from the Magnus or other equivalent high-
frequency expansions [24, 44, 45]. Most saliently, Eq. (2)
involves commutators which represent the renormalizing
effects of the drive on the interactions. Thus, we see that
dynamically modulating a FQH system, combined with
the structure of the GMP algebra in (i), is a natural way
to realize higher-body interaction terms, Fig. 1(a).
Importance of anisotropy.–A necessary condition for
our Floquet-FQH approach is that the commutators in
Eq. (2) do not vanish (this does happen if the system
is rotationally symmetric). Such commutators, however,
can be shown to generically survive in anisotropic FQH
systems. Our protocol is thus targeted at FQH sys-
tems with anisotropic interactions; note that this is not
a major restriction because anisotropy is ubiquitous in
many setups: it can be induced by tilting the magnetic
field [46–48], and it is intrinsically large in FCIs [31].
We remark that the anisotropy of FQH/FCI systems
can be quantified using standard Haldane pseudopoten-
tials (PPs) and their generalizations to N -particle inter-
actions with internal degrees of freedom [49–51], which
we briefly review now. First, one defines a relative an-
gular momentum eigenbasis, |m〉, in the LL-projected
Hilbert space of N particles with a given permutation
symmetry type λ [49, 52]. Any isotropic interaction po-
tential Vq can be expanded in terms of PPs, U
N,λ
m,q , which
form a complete orthonormal basis for N -body operators.
Below we will use the coefficients in this expansion, cλm
for fixed N = 3, in order to characterize the 3-body in-
teractions generated by the Floquet-FQH protocol. The
same formalism allows to describe anisotropy by a redefi-
nition of UN,λm,q → UN,λm,∆m,±,q, where ∆m = 0, 2, 4, . . . and
± denote the discrete symmetry (UN,λm,∆m ∝ (qx+iqy)∆m)
and directionality of the anisotropic PP [31, 43]. The co-
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FIG. 1. (a) Time-modulated 2-body interactions give rise
to an effective 3-body static interaction connecting different
sublattices at leading order in Ω−1 (Eq. 6). (b) Energy hier-
archy for the setup, with LL (or band) gap ~ωc much larger
than the driving frequency scale ~Ω, which should also domi-
nate the interaction v. (c) 3-body PP coefficient ratios, c2/c1
and c3/c1, for particles with opposite spins (λ = [2, 1]). The
driven two-body interaction is given in Eq. (7).
efficients of generalized PPs, cN,λm,∆m,±, completely char-
acterize any translation-invariant interaction and deter-
mine which FQH states are energetically favored [31].
Note that for ∆m = 0, anisotropic PPs reduce to the
standard Haldane PPs [6, 53].
Floquet-FQH system.–Building on the two key in-
spirations above, we consider periodically driving an
anisotropic FQH/FCI system such that its two-body in-
teraction term is time-modulated while the single-body
term remains static, for instance by ultrafast rotation or
by appropriate optical driving as detailed later:
HFQH(t) = Hnonint +Hint(t). (3)
Here, Hnonint =
1
2m
∑
i,σ g
abΠσa,iΠ
σ
b,i, and the metric ten-
sor gab encodes the anisotropy [46, 54]. We characterize
the 2-body interaction Hint(t) with its Fourier harmonics
Vl and their momentum-space profiles V
σσ′,l
q :
Hint(t) =
∑
l
eiΩlt/~Vl =
∑
q,l,σσ′
eiΩlt/~V σσ
′,l
q ρ¯
σ
qρ¯
σ′
−q. (4)
Let us comment on the three relevant energy scales,
shown in Fig. 1(b), that are behind Eq. (3): (i) the cy-
clotron frequency ~ωc, set by the single-body term, (ii)
the driving frequency ~Ω, and (iii) the typical interac-
tion strength v, given by the averaged |V lq|. The cy-
clotron frequency splits the Hilbert space into energet-
ically separated LLs, while the dynamically modulated
interaction connects LLs with amplitude v, whilst simul-
taneously allowing energy to be absorbed or emitted in
multiples of ~Ω. To achieve interesting physics, we con-
sider smooth (strictly low-harmonic) driving obeying the
3hierarchy ~ωc  ~Ω  v, i.e., with driving being “high
frequency” compared to v but not to ~ωc.
The above considerations allow us to derive an effective
static description of the system at stroboscopic times,
such that there is approximate energy conservation and
an effective long-lived ground state [55]. To see this, note
that LL mixing is suppressed due to large LL gaps, high
frequency driving and the absence of high order harmon-
ics. Hence we obtain, via a generalized Schrieffer-Wolff
transformation, an effective dynamical description of the
system within each LL [43]:
HLLFQH(t) = Hnonint + PHint(t)P → PHint(t)P (5)
and Hnonint drops out as an irrelevant constant.
We can further employ Eq. (2) on the effective dynam-
ical Hamiltonian Eq. (5) to obtain the effective static
description Heff of the system within the lowest LL. This
description persists up to the exponentially long heating
timescale th ∼ ~v exp(const. × Ω/v) [56–58], which is es-
timated to be on the order of years for the example of
a cold-atom setup in Fig. 3 below. Assuming a single
driving frequency Ω, we have Heff ≈ V0 + 1~Ω [V1, V−1].
Using Eq. (1), after some commutator algrebra [43], we
obtain Heff ≈ H2b + H3b, where the 2-body term H2b
is the original static profile V0 modified by an operator
ordering correction [43], and the effective 3-body term is
H3b = − 4
3~Ω
∑
α,β,γ=↑,↓
∑
q,q′
Im−
{
2V βα∗q V
βγ
q′ + V
βγ∗
q′ V
γα
q−q′
+ V αγ∗q′−qV
βα
q + V
γβ∗
q′−qV
αγ
q + V
γα∗
q′ V
αβ
q−q′
}
× sin zˆ · (q× q
′)
2
ρ¯αq ρ¯
β
q′−qρ¯
γ
−q′ , (6)
where Im−{fq,q′} ≡ (fq,q′ − f∗−q,−q′)/(2i) and `B = 1.
The 3-body interaction in Eq. (6) is our central result.
This interaction emerges from the products of Fourier
components V σσ
′
q of the original interaction, see Fig. 1(a).
Due to Im−, Eq. (6) does not vanish only if V σσ
′
q (and
index permutations) are complex, i.e., only if the system
breaks inversion symmetry, and phase differences exist
between the modulations of different interaction com-
ponents. Consequently, H3b is non-zero only in multi-
component anisotropic FQH systems i.e. FCIs with mul-
tiatomic unit cells. This peculiar component dependence
makes our Floquet approach particularly suited for engi-
neering multicomponent FQH parent Hamiltonians. Fi-
nally, we observe that Heff is not constrained to be re-
pulsive, and could be used to cancel other repulsive in-
teraction terms in the original interaction.
Illustrative examples.–We now illustrate the versatility
of the Floquet-FQH approach by some examples of inter-
actions and many-body states it could stabilize. First,
consider driving a 2-body interaction eiΩt
∑
q Vqρ¯
↑
qρ¯
↓
−q+
h.c., which consists of the simplest anisotropic PPs with
∆m = 2 [31, 43]:
Vq = cos θ1U0,2 + sin θ1 cos θ2U1,2 + sin θ1 sin θ2U2,2, (7)
where θ1,θ2 are free parameters that keep the overall in-
teraction strength fixed, while the prefactors of Um,∆m
can be negative. Eq. (7) produces a range of Flo-
quet 3-body interactions between particles with opposite
spins via Eq. (6). The resulting PP coefficient ratios,
c
[2,1]
2 /c
[2,1]
1 and c
[2,1]
3 /c
[2,1]
1 , are shown in Fig. 1(c). We
see that PP ratios span a wide range, and can become
attractive in certain parameter regimes or strongly sup-
pressed, e.g., U
3,[2,1]
1 and U
3,[2,1]
2 might be of comparable
strength to each other and twice larger than U
3,[2,1]
3 .
Having demonstrated the tunability of 3-body Floquet
PPs, we next consider two examples of exotic FQH states
that they could naturally stabilize: the interlayer Pfaf-
fian (iPf) state [59, 60] and the ν = 1 permanent state
(“111-perm”) introduced in Ref. 3 (see also Ref. 61). The
iPf state is a gapped state at filling factor ν = 2/3 with
non-Abelian Ising anyons, as well as spin-charge separa-
tion [62–65]. By contrast, the 111-perm state is an in-
triguing gapless state that is governed by a non-unitary
conformal field theory [3, 66], and represents a critical
point between the integer quantum Hall ferromagnet and
a paramagnet [14].
The stability of these FQH states is determined not
only by the generated 3-body PPs, which scale as v2/Ω,
but also by original 2-body PPs, which scale as v, and
operator ordering corrections to them from the drive
(also of the order v2/Ω) [43]. Thus, if we target a spe-
cific state, the original 2-body interaction should be suf-
ficiently “close” to its model interaction. Many non-
Abelian FQH states can be realized in this way, e.g., the
ground state of 2-body PPs, U
[1,1]
1 and U
[1,1]
3 , is believed
to be in the Moore-Read phase [67]. In the presence of
weak anisotropy, the drive could then further enhance
such states by amplifying the 3-body correlations, and
thus the robustness of the FQH state. We now illustrate
this using exact diagonalizations of continuum FQH sys-
tems on the sphere [43].
For the iPf we choose the initial “hollow core” inter-
action consisting of 2-body PPs, U
[2]
1 and U
[1,1]
1 , whose
strength is fixed to 1. The dominant Floquet corrections
are 2-body U
[2]
0 , and 3-body U
N=3,[2,1]
1 and U
N=3,[2,1]
2 .
In Fig. 2(a) we show the extrapolated neutral gap of the
system in the presence of these perturbations. We as-
sume, for simplicity, that 3-body PPs are of equal mag-
nitude. The full line in Fig. 2(a) marks the value of
the gap ∆E = 0.2, while the dashed line denotes points
where the overlap of the ground state and the iPf state
is equal to 90% [43]. Thus, we see that a combination of
2-body and 3-body Floquet terms results in the large re-
gion of a robust iPf phase with non-Abelian correlations
and a large gap (top right corner of Fig. 2(a)).
Similarly, our Floquet approach is also suited for sta-
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FIG. 2. (a) Extrapolated neutral gap (for system sizes N ≤
10) as a function of Floquet 2-body PP, c
[2]
0 , and 3-body PPs,
c
N=3,[2,1]
1 = c
N=3,[2,1]
2 . Full line traces gap ∆E = 0.2, while
dashed line denotes values of the PPs for which the overlap
of the ground state and the iPf state (for N = 10 electrons)
is 90%. The robust iPf phase is stabilized in the top right
corner of the phase diagram. (b) Overlap with 111-perm state
is increased by a combination of Floquet 2-body, c
[1,1]
1 = c
[2]
1 ,
and 3-body c
N=3,[2,1]
1 perturbations. Data is for 14 electrons
on the sphere.
bilizing the 111-perm state, which crucially relies on a
strong U
[2,1]
1 [61, 68]. In Fig. 2(b), we fix the initial in-
teraction to be U↑↓0 of magnitude 1. The driving is as-
sumed to generate 2-body PPs c
[2]
1 = c
[1,1]
1 and 3-body
PPs c
N=3,[2,1]
1 , predominantly. By evaluating the overlap
with the 111-perm state, we see that the 111-perm phase
is enhanced by these perturbations, with the overlap ap-
proaching 1. At the same time, the neutral gap of the
system remains very small ( 1) throughout the phase
diagram [43], which is consistent with the gapless phase
in the thermodynamic limit [61]. At appropriate filling
in bosonic systems, Heff with its tail of higher PPs may
also stabilize the related 221-permanent state [68, 69].
Experimental proposal.–In the continuum FQH case,
the Floquet protocol can be implemented by modulating
the component of the parallel magnetic field. For mag-
netic fields B ∼ 20T, this however requires a very large
frequency of Ω ∼ 1THz. Instead, a more flexible experi-
mental platform to implement the protocol are FCIs [70–
76], which naturally possess large anisotropy, non-trivial
unit cell structure and tunable interactions [32, 77–80].
We now propose a FCI model of optically driven dipolar
spins, realized by trapped dipolar molecules in a 2D op-
tical lattice, which features directional interactions that
lead to a direct analogue of [2, 1] 3-body PPs studied
above in the continuum FQH case.
Each molecule in the setup possesses a rovibrational
ground state, | ↓〉 = |0, 0〉, and three next-lowest J = 1
states (|1, 0〉 and |1,±1〉), which are optically dressed to
form a single ’dark’ state | ↑〉 = s|1,−1〉+v|1, 1〉+w|1, 0〉,
where s, v and w are rational functions of the Rabi fre-
quencies associated with optical driving [32, 43]. The
| ↑〉, | ↓〉 states form the effective spin degrees of freedom,
which are conserved when the molecules are sufficiently
separated such that the physical dipole-dipole interac-
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FIG. 3. (a) Coefficients of 2-body PPs c1, c2, c3 and c4 as a
function of η for illustrative parameters yielding a band of flat-
ness ≈ 3 [43]. Solid/Dashed curves represent dynamic/static
contributions, which are colored according to whether they
act between AA, AB or BB sites. (b) Comparison between the
energy scales of the single-body, static 2-body (v) and lowest
two harmonics of the dynamic 2-body parts of HFCI(t) for dif-
ferent η. For all purposes, the 2nd harmonic can be neglected.
In the optimal shaded regime we have v  ~Ω ~ωc.
tion between them is much weaker than the bare rota-
tional energy (approximately the Zeeman splitting). In
this case, the dipole interaction, together with a strong
applied DC field that determines the quantization axis
and orbital mixing, is effectively described by hardcore
bosons on a lattice with the Hamiltonian [32]: HFCI =
−∑ij tija†iaj + 12 ∑i6=j Vijρiρj where a†i = | ↑〉i〈↓ |i is
the spin-flip operator and ρi = a
†
iai. Both the effective
hopping tij and Hubbard strength Vij originate from the
same physical dipole interaction, and can be indepen-
dently tuned through E field and the Rabi parameters
s, v, w to give rise to FCI states [32].
By modulating the Rabi parameters, it is possible to
keep tij static while Vij is made time-dependent. For
an FCI with 2 components A,B, we can achieve this by
dynamically modulating the Rabi parameters:
sA(t) = sAe
iΩ1t, sB(t) = sBe
iΩ2t,
vA(t) = vAe
iΩ2t, vB(t) = vBe
iΩ1t,
wA(t) = W +W
′vAv∗Be
−iΩt, wB(t) = W +W ′s∗AsBe
−iΩt,
where Ω = Ω2 −Ω1 sets the driving frequency, and W =√
Λ(1∓ γ)/2, W ′ = √Λ(1± γ)/(2v∗AvBs∗AsB), γ =√
1− (v∗AvBs∗AsB/Λ2)(d01/d00)4, with Λ a real tuning
parameter and d01 = 〈1,±1|dz|0, 0〉, d00 = 〈1, 0|dz|0, 0〉
dipole transition matrix elements that depend on the
applied E field. The Rabi parameter magnitudes are
chosen to optimize the band flatness of the resultant
tight-binding FCI Hamiltonian [43], leaving a dynamic
2-body interaction with a single tunable parameter η =
2EId/~2, the ratio of the molecular dipole energy Ed to
its rotational energy scale ~2/2I, I being the moment of
inertia. Coefficients of various 2-body PPs are plotted
as a function of η in Fig. 3(a), and we see that interac-
tions between A and B sites (purple) dominate for most
η. For very small η, the interaction is mostly dynamical,
and its rapid sign fluctuations may destabilize the Flo-
quet ground state. The relevant energy scales are shown
5in Fig. 3(b). In the optimal regime, 1.5 . η . 4, the
single-body hoppings (and hence gap) are one to two or-
ders larger than the interaction, thereby satisfying the
requisite hierachy v  ~Ω ~ωc. At the same time, the
static interaction between sublattices is still larger than
the dynamic part. Thus, for η ≈ 3 we achieve a direct
analog of the above U
[2,1]
m 3-body interaction, assuming
we are in the thermodynamic limit where the GMP al-
gebra is valid. Away from this limit, details of the Bloch
wave functions, inter-band transitions and imperfections
of the band flatness could affect the stability of the Flo-
quet FCI state.
Conclusions.–We have presented an approach for gen-
erating multicomponent 3-body FQH/FCI interactions,
Eq. (6), via driving anisotropic 2-body interactions with
inhomogeneous phase offsets. Our approach is valid in
the regime v  ~Ω  ~ωc, and yields an effective 3-
body interaction whose magnitude scales like Ω−1, rather
than the conventional ω−1c due to LL mixing. The ap-
proach relies on the unique properties of the GMP alge-
bra, and thus applies to both FQH and FCI systems in
the thermodynamic limit. We have demonstrated that
this approach provides a new route for the exploration of
both gapped and gapless multicomponent non-Abelian
FQH states, and proposed its implementation in a Flo-
quet FCI of optically dressed dipolar molecules, where
time reversal is broken by the asymmetry between the
left and right-circularly polarized optical driving.
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Supplemental Online Material for “Floquet Mechanism for Non-Abelian Fractional
Quantum Hall States”
This supplementary contains the following material arranged by sections:
1. We provide a rigorous treatment of the generalized Schrieffer-Wolff transformation that projects operators into the LLL
before they are high-frequency expanded.
2. We detail and distinguish between the stroboscopic Floquet Hamiltonian and the effective Hamiltonian, and derive the
explicit expression for our 3-body effective interaction (Eq. 6 of the main text) via the Magnus expansion. We also
provide a detailed discussion and comparison between the LLL projection in continuum FQH and the band projection
in the FCI case.
3. Next we give a pedagogical overview of Haldane pseudopotentials and their generalizations to N -body interactions and
anisotropic systems.
4. We perform detailed PP decompositions of the effective Floquet interactions considered in the main text. These deriva-
tions are supplemented by numerical expressions and further illustrative examples.
5. We provide details of the numerical investigation of FQH states that can be stabilized by 3-body Floquet PPs presented
in the main text.
6. Finally, we present details of the dipolar molecule realization of our Floquet approach. We start by reviewing the physical
setup, which is then followed by details on how to dynamically modulate the interaction without modulating the single-
body part. With that, we discuss our illustrative flatband FCI model and the important role of η, the tunable ratio
between the rotational energy scale and the dipolar energy.
I. DERIVATION OF EFFECTIVE HAMILTONIANS WITHIN LANDAU LEVELS
In this section, we derive an effective, time-dependent Hamiltonian for a periodically driven FQH system that is
diagonal within Landau levels (LL) and valid at large cyclotron frequencies ωc  Ω  v (~ = 1) for smooth driving
protocols. The intuition here is that the large cyclotron gap and low harmonics of the drive suppress inter-LL processes;
thus, this effective Hamiltonian can be thought of as a generalized Schrieffer-Wolff transformation that integrates out
such processes. It is on this effective Hamiltonian, which is diagonal in the LLs, that we can then further employ the
Magnus expansion (or other high-frequency expansions) to derive yet another effective Hamiltonian (also within each
LL) which is now time-independent. As discussed in the main text, this is the Hamiltonian whose effective ground
state properties we are interested in.
Let us recall the driven FQH setup. It is of the form
HFQH(t) = Hnonint +Hint(t) (S1)
with
Hnonint =
1
2m
∑
i,σ
gabΠσa,iΠ
σ
b,i =
∑
i,σ
ωc(a
σ
i )
†aσi ,
Hint(t) =
∫
d2q
∑
σ,σ′
Vσ,σ′(q, t)ρ
σ
qρ
σ′
−q
=
∫
d2q
∑
σ,σ′
Vσ,σ′(q, t)e
− 12q2
∑
i<j
e−iq(R
σ
i −Rσ
′
j )
∑
n1n2n3n4
Fn1,n3(q¯)Fn2,n4(q¯)V
n1n3
i,σ V
n2n4
j,σ′ . (S2)
In writing the interaction term, we have split the density operators into a part that acts within a LL, and a part that
moves a particle between LLs (energetically separated by ωc). The latter is given by bosonic operators a, a
†, obtained
from diagonalizing the single-particle Hamiltonian, while the former part is defined by the guiding centers Rσi , which
were introduced in the main text [81]. Moreover, we have defined q ≡ qx + iqy (with q2 = qq¯ = |q|2) and introduced
V mni,σ = (a
†
i,σ)
m(ai,σ)
n. The effective form factors (resulting from scattering between LLs) are given by [81]
Fn′,n(q) =
√
n!
n′!
(−iq√
2
)n′−n
Ln
′−n
n
(
q2
2
)
.
S2
In what follows, let us assume that the driving Vσ,σ′(q, t) is at frequency Ω = 2pi/T and is smooth, i.e. contains only
strictly low harmonics. We also assume the hierarchy of energy scales that is considered in the main text, ωc  Ω v.
We begin by rewriting the Hamiltonian as
H(t) = ωc (h0 + v(t)) , (S3)
where the energy scale ωc has been pulled out and the terms (h0, v(t)) in the parenthesis correspond to
Hnonint/ωc, Hint(t)/ωc. We are interested in the unitary time evolution operator
U(t) = T exp
(
−iωc
∫ t
0
dt′(h0 + v(t′))
)
. (S4)
In particular, we would like to understand the properties of the Floquet operator UF ≡ U(T ), which is a dynamical
map from t→ t+ T where t = TZ.
Consider the following decomposition of U(t) as
U(t) = Q(t)U˜(t)Q†(0), (S5)
where we have yet to define Q(t) aside from the fact that we demand it to be time-periodic and unitary, i.e. Q(t) =
Q(t+ 2pi/Ω) and QQ† = 1. With this decomposition, at stroboscopic times, UnF = Q(0)U˜(nT )Q
†(0), so the rotation
Q(0) can be regarded as static. If it is small (as we will pick it to be in what follows), then for the purposes of
measuring local observables, the effect of Q(0) can be ignored – it is just a small change of frame. Thus, the desired
physics is captured solely in U˜(t).
It is straightforward to check that U˜(t) obeys the equation of motion
i∂tU˜(t) = ωch
′(t)U˜(t) = ωcQ†(t)
(
h0 + v(t)− i ∂t
ωc
)
Q(t)U˜(t), (S6)
therefore
h′(t) ≡ Q†(t)
(
h0 + v(t)− i ∂t
ωc
)
Q(t) (S7)
defines a rotated, effective (potentially dynamical) Hamiltonian in this new frame. Since Q(t) is time-periodic, h˜(t)
is as well.
We will choose Q(t) such that the effective Hamiltonian h′(t) is diagonal in LLs. To that end, it will be useful
for us to define symmetrization and antisymmetrization operations 〈.〉 and {.} respectively, which make any operator
diagonal or off-diagonal in LLs respectively. The symmetrization operator 〈o〉 on an operator o is defined by
〈o〉 = 1
2pi
∫ 2pi
0
dθeiθ
∑
i,σ(a
σ
i )
†aσi oe−iθ
∑
i,σ(a
σ
i )
†aσi , (S8)
and the antisymmetrization operator by {o} = 〈o〉 − o. Thus, we can decompose any operator o(t) (even a time-
dependent one) into
o(t) = 〈o(t)〉+ {o(t)}. (S9)
Inverse cyclotron frequency expansion
Because of the large energy scale ωc, we are naturally led to consider the expansion of Q(t) as one in powers of the
inverse cyclotron frequency, i.e.
Q(t) = exp
(∑
q
Sp(t)
)
, (S10)
where we implicitly assume that the local norm of Sp(t) ∼ O(Ωkvp−k/ωpc ). Note that this expansion is not the
Magnus expansion, which is a high frequency expansion in the driving frequency Ω. Instead it should be viewed as a
generalized Schrieffer-Wolff transformation.
S3
Using (S10), we can write down the general structure of h′(t) as
h′(t) =
∑
p≥0
h(p)(t), (S11)
where the local norm of h(p)(t) ∼ O((Ωkvp−k/ωc)p) and
h(0)(t) = h0,
h(1)(t) = v(t)− adS1(t)h0, (S12)
and for p ≥ 2,
h(p)(t) = −adSp(t)h0 +
(−i) ∂tωcSp−1(t) +
p∑
k=2
(−1)k
k!
∑
1≤i1,··· ,ik≤p
i1+···+ik=p
adSi1 (t) · · · adSik (t)h0+
p−1∑
k=1
(−1)k
k!
∑
1≤i1,··· ,ik≤p−1
i1+···+ik=p−1
adSi1 (t) · · · adSik (t)v(t) + i
p−2∑
m=1
p−m−1∑
k=1
(−1)k+1
(k + 1)!
∑
1≤i1,··· ,ik≤p−m−1
i1+···+ik=p−m−1
adSi1 (t) · · · adSik (t)
∂t
ωc
Sm(t).

(S13)
where adSp(t)Y = [Sp, Y ], Y an arbitrary function. We can rewrite the above as
h(p)(t) = −adSp(t)h0 + g(p)(t)
= −adSp(t)h0 + {g(p)(t)}+ 〈g(p)(t)〉, (S14)
where g(p)(t) is defined to be the term in the square brackets in Eq. (S13).
Notice that g(p)(t) is comprised solely of nested commutators of Sk(t) with h0 and v(t) for k < p. Thus, we can
choose Sp(t) recursively to cancel out LL-transitioning terms at that order, i.e. we choose Sp(t) such that the following
holds:
[Sp(t), h0] = {g(p)(t)} for p ≥ 1. (S15)
The explicit solution can be written in Fourier space, where lp corresponds to the Fourier modes:
〈~n|Sp,lp |~m〉 =
〈~n|{g(p)lp }|~m〉
∆(~n, ~m)
(S16)
where |~n〉 = |(n1, n2, n3 · · · )〉 is the many-particle state corresponding to particle i being in the ni-th LL, and
∆(~n, ~m) =
∑
i |ni −mi|. Necessarily, since {g(p)lp } is off-diagonal in LL, ∆ ≥ 1.
With the relation (S15), this then defines the resulting effective Hamiltonian
h′(t) =
∑
p≥0
〈g(p)(t)〉, (S17)
which is periodic in time and diagonal in LLs. Note that 〈g(0)(t)〉+ 〈g(1)(t)〉 = h0 + 〈v(t)〉, which is indeed diagonal
in LLs.
Validity of expansion
One might inquire about the validity of the expansion. Essentially, we need that our basic assumption – that Sp
can be organized in inverse powers of the cyclotron freqency, Sp(t) ∼ O(Ωkvp−k/ωpc ) – is consistent with our solution.
In other words, we need to check that the expressions for Sp(t) are asymptotically controlled by the small factor 1/ωc.
If we assume our drive is smooth, i.e. has only strictly low harmonics to begin with, then this is indeed true.
Consider the cleanest case of a harmonic drive such as a pure cosine drive: for example Vσ,σ′(q, t) ∼ cos(Ωt), which
S4
means that the Fourier harmonics are only l = ±1. Then it can be seen readily from Eqns. (S13), (S15) that Sp(t)
contains harmonics only from −p to p, i.e.
Sp(t) =
p∑
lp=−p
Sp,lpe
ilpΩt, (S18)
which can be shown by induction. Thus, a possible offending term that might invalidate the assumption of the
expansion, such as ∂tωcSq−1(t) in Eqn. (S15) which ∝
∑p
lp=−p
lpΩ
ωc
Sp,lpe
ilpΩt, is controlled, because the factor lp is
always finite for finite p. Conversely, if we had taken a non-smooth drive (for example a step function, containing
infinite harmonics), then we would quickly see that the expansion fails to make sense because
lpΩ
ωc
cannot be viewed
as ‘small’ if lp can be infinite. Physically, the origin of this phenomenon is simple: if driving were non-smooth, then
the driving field can potentially give or take any multiple m of the frequency Ω so that the large cyclotron gap ωc
can be made effectively small ωc → (ωc −mΩ) ωc so that direct transitions due to the inter-LL mixing terms can
occur; conversely, if the driving were smooth, then m is always finite and such direct transitions never occur.
Thus, for smooth driving, the expansion Eqn. (S17) can formally be carried out to all orders and the only relevant
terms that survive in the limit ωc →∞ are
HLLFQH(t) := ωch
′(t)→ ωc(h0 + 〈v(t)〉)
= Hnonint + PHint(t)P, (S19)
as asserted in the main text.
II. MAGNUS EXPANSION OF A TIME-MODULATED HUBBARD INTERACTION
Here we detail the Magnus expansion leading to Eq. 6 of the main text. Upon integrating out a period T of the
unitary time evolution perator, the (stroboscopic) Floquet Hamiltonian [24] is expanded order-by-order in Ω−1 as
HF [t0] =
1
T
∫ T+t0
t0
H(t)dt+
1
2i~T
∫ T+t0
t0
dt
∫ t
t0
dt′[H(t), H(t′)] + higher order...
= H0 +
1
~Ω
∞∑
l
1
l
(
[Hl, H−l]− eilΩt0 [Hl, H0] + e−ilΩt0 [H−l, H0]
)
+ higher order...
= H0 +
1
~Ω
∞∑
l
1
l
[Hl − e−ilΩt0H0, H−l − eilΩt0H0] + higher order... (S20)
where Hl is the l-th Fourier component of the Hamiltonian H, and t0 is starting phase of a period (also called the
Floquet gauge). We have only displayed the leading nontrivial commutator term in the Magnus expansion, discarding
higher order terms proportional to 1/Ω2 or smaller.
In general, Eq. (S20) depends on t0. However, since oscillations are very rapid compared to experimental timescales,
it is desirable to consider a gauge-invariant version of the stroboscopic Floquet Hamiltonian known as the effective
Hamiltonian
Heff = eiK[t0]HF [t0]e
−iK[t0], (S21)
where eiK[t0] is an unitary rotation via the Kick operator K[t0], which is defined by e
−i ∫ t2t1 H(t′)dt′ =
e−iK[t2]e−iH
eff (t2−t1)eiK[t1], H being the original periodic Hamiltonian. In the literature, the combination e−iK[t]eiK[t0]
is also known as the fast-motion unitary operator, which relates the unitary time evolution of the Floquet Hamiltonian
with the original periodic Hamiltonian. The effective Hamiltonian has a Magnus expansion [24]
Heff =
1
T
∫ T
0
H(t)dt+
1
2i~T
∫ T
0
dt
∫ t
0
dt′
(
1− 2(t− t
′)
T
)
[H(t), H(t′)] + higher order...
= H0 +
1
~Ω
∞∑
l
1
l
[Hl, H−l] + higher order... (S22)
which, at leading nontrivial order, can be simply obtained from the stroboscopic Floquet Hamiltonian HF [t0] by
truncating the terms containing t0. Henceforth, we shall perform our following derivations based on H
eff , with results
for HF [t0] at leading order obtainable simply by replacing Hl → Hl − e∓ilΩt0H0 [c.f. Eq. (S20)].
S5
FQH Landau level projection
We now specialize to a FQH system, where we consider a Laudau level (LL) projected Hamiltonian for a chosen l:
Hl =
∑
αβ
∑
q Vαβ(q)ρ¯
α
q ρ¯
β
−q. Here we assume that the bare density operators can be simply replaced by their projected
versions, as we argued in the previous Section of this supplement starting from the Schrieffer-Wolff transform. Since
ρ¯αq and ρ¯
β
−q always commute, we necessarily have Vαβ,n(q) = Vβα,n(−q). Furthermore, since FQH interactions should
give real energy penalties, H−n must be given by
∑
q V
∗
αβ,−n(−q)ρ¯αq ρ¯β−q, i.e. with exponentials of time, but not
momentum, being complex conjugated. In an FQH system, the projected density operators obey the GMP algebra
(Eq. 1 of the main text), with magnetic length `B set to unity:
[ρ¯αq , ρ¯
β
q′ ] = 2iδ
αβ sin
(q× q′)z
2
ρ¯αq+q′ . (S23)
This algebra will be slightly modified when we consider an FCI system later. With Eq. (S23), the leading order
Magnus expansion will give rise to a 3-body interaction in Heff as follows:
[Hl, H−l]
=
∑
αβγδ
∑
q,q′
Vαβ(q)V
∗
γδ(−q′)
[
ρ¯αq ρ¯
β
−q, ρ¯
γ
q′ ρ¯
δ
−q′
]
= 2i
∑
αβγδ
∑
q,q′
Vαβ(q)V
∗
γδ(−q′) sin
(q× q′)z
2
(
−ρ¯αq ρ¯βq′−qρ¯δ−q′δβγ + ρ¯αq ρ¯γq′ ρ¯β−q−q′δβδ + ρ¯αq+q′ ρ¯δ−q′ ρ¯β−qδαγ − ρ¯γq′ ρ¯αq−q′ ρ¯β−qδαδ
)
= 2i
∑
αβγ
∑
q,q′
sin
(q× q′)z
2
(
V ∗βα(q)Vβγ(q
′)− Vαβ(q)V ∗γβ(q′) + V ∗βγ(q− q′)Vαγ(q)− Vαγ(q′)V ∗αβ(q′ − q)
)
ρ¯αq ρ¯
β
q′−qρ¯
γ
−q′
(S24)
such that Heff = H0 +
1
~lΩ [Hl, H−l] = H2b +H3b with the emergent three-body contribution H3b [Eq. 6 in main text]
given by
H3b = − 4
3~Ω
∑
αβγ
∑
q,q′
Im−
{
2V ∗βα(q)Vβγ(q
′) + V ∗βγ(q
′)Vγα(q− q′) + V ∗αγ(q′ − q)Vβα(q)
+ V ∗γβ(q
′ − q)Vαγ(q) + V ∗γα(q′)Vαβ(q− q′)
}
sin
(q× q′)z
2
ρ¯αq ρ¯
β
q′−qρ¯
γ
−q′ , (S25)
and the two-body contributions H2b given by the original static 2-body term plus the residual two-body terms:
H2b = − 2~Ω
∑
αβ
∑
q,q′
sin2
(q× q′)z
2
{
(V ∗βα(q)− Vαβ(q))Vββ(q′) + Vββ(q− q′)Vαβ(q)− Vαβ(q′)V ∗αβ(q′ − q)
}
ρ¯αq ρ¯
β
−q
+
2
~Ω
∑
αβ
∑
q,q′
sin2
(q× q′)z
2
{
V ∗βα(q
′)Vαβ(q) + V ∗βα(q
′)Vβα(q′ − q)− Vαα(q′ − q)(V ∗βα(q) + Vαβ(q))
}
ρ¯αq ρ¯
β
−q,
(S26)
where we have introduced Im−f(q,q′) ≡ (f(q,q′) − f∗(−q,−q′))/(2i). In deriving Eqs. (S25-S26), we have made
use of the commutator identity
[AB,CD] = A[B,C]D +AC[B,D] + [A,C]DB + C[A,D]B, (S27)
and have explicitly symmetrized the summand according to the following rule∑
αβγ
∑
q,q′
fαβγ(q,q
′)ρ¯αq ρ¯
β
q′−qρ¯
γ
−q′ → i
∑
αβ
∑
q
sin
(q× q′)z
2
(fαββ(q,q
′) + fααβ(q′,q)− fαβα(q′,q′ − q)) ρ¯αq ρ¯β−q + 3-body.
As we can see, the density algebra produces residual 2-body terms that we absorb into the original static 2-body
contributions. The nontrivial Magnus expansion contributions to Heff in Eq. (S25) will be simplified for a 2-component
system in Sec. IV. Note that since [Hl, H−l] is manifestly invariant under a global phase rotation Hl → eiφHl, H−l →
e−iφH−l, the effective Hamiltonian is rightly unaffected by a physically irrelevant phase offset of the driving field. To
obtain the stroboscopic Floquet Hamiltonian, which does depend on a phase offset t0, one simply replaces Vαβ with
Hl − e−ilΩt0H0.
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FCI occupied band projection
In this section, we discuss how the Hubbard interaction is Magnus expanded in a FCI system, and outline the
connection with LL projection in the continuum FQH case. The FCI, as will be explained later on, offers a more
accessible route to the experimental realization of the Floquet protocol, e.g., in a system of cold dipolar molecules.
Compared to an FQH system, the main additional complexity in an FCI is the internal structure of the Bloch
eigenfunction uαq , which enters the projection operator P onto the lowest band via
P =
∑
α,β,q
uα∗q u
β
qc
β†
q |0〉〈0|cαq =
∑
q
γ†q|0〉〈0|γq, (S28)
where γq =
∑
α u
α∗
q c
α
q annihilates a normal mode with α,k as component and momentum indices, respectively.
Projected onto the lowest band by P, the bare density operator ραq =
∑
k c
α†
k c
α
q+k becomes the projected density
operator
ρ¯αq = PραqP =
∑
q′
γ†q′ |0〉〈0|γq′
∑
k
cα†k c
α
q+k
∑
q′′
γ†q′′ |0〉〈0|γq′′
=
∑
q′,q′′
γ†q′ |0〉〈0|
∑
k
∑
βγ
u∗βq′ δ
βα
q′,kδ
αγ
q+k,q′′u
γ
q′′
 |0〉〈0|γq′′
=
∑
k
uα∗k u
α
k+qγ
†
k|0〉〈0|γk+q. (S29)
These projector density operators satisfy [42]
[ρ¯αq , ρ¯
β
w] =
∑
k
[
uα∗k u
α
k+qu
β∗
k+qu
β
k+w+q − uβ∗k uβk+wuα∗k+wuαk+w+q
]
γ†k|0〉〈0|γk+q+w (S30)
In the long wavelength limit, it is well established in the literature that [30, 42]
uα∗k u
α
k+qu
β∗
k+qu
β
k+w+q − uβ∗k uβk+wuα∗k+wuαk+w+q ≈
i
2
(qiwj − qjwi)Fij(k), (S31)
where Aj(k) = −iu∗βk ∂juβk is the gauge connection and Fij(k) = ∂iAj(k)− ∂jAi(k) is the Berry curvature (Einstein
summation is implied). If we further assume that Fij(k) is reasonably uniform in momentum, which can be engineered
to arbitrary precision in an FCI model as in Ref. [76], we obtain the FCI density algebra [82]
[ρ¯q, ρ¯w] =
i
2
(qiwj − qjwi)
∑
k
Fij(k)γ
†
k|0〉〈0|γk+q+w
≈ i(q×w)z〈F 〉ρ¯q+w (S32)
where the average Berry curvature 〈F 〉 = 2piC(2pi/a)2 where C is the Chern number and a is the real-space lattice spacing.
Comparing with the GMP algebra for FQH systems (Eq. S23, with magnetic length `B restored), we see that the two
algebras are equivalent in the long-wavelength limit if
a2 = 2pi`2B , (S33)
with Chern number taken to be unity for the FQH LLL. To understand the physical significance of Eq. (S33), consider
the smallest nonzero value for its LHS and RHS. Suppose that the FCI system has Nx by Ny sites, and the (continuum)
FQH system has Nφ flux quanta piercing through it. Then the minimal q and w magnitudes are
2pi
Nxa
and 2piNya , giving
rise to a minimal value of 2piNxNy on the LHS. Similarly, the minimal RHS value is
2pil2
Nφl2
= 2piNφ . Comparing, we see that
we obtain a long-wavelength limit equivalence of these two systems when Nφ = NxNy.
III. OVERVIEW OF THE PSEUDOPOTENTIAL FORMALISM FOR ISOTROPIC AND ANISOTROPIC
INTERACTIONS
General overview
Here, we provide a brief overview of how a generic FQH interaction can be decomposed into standard (two-body)
Haldane pseudopotentials [83] (PPs) and their generalizations to N -body PPs [49]. This formalism is then used in
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Sec. IV to characterize the effective interactions generated by the Floquet protocol, focusing in particular on the
resulting 3-body PPs.
FQH states are classified by how fast the wavefunction of small clusters of particles vanishes as particles are brought
together to the same point. For example, in the ν = 1m Laughlin state,
〈{z}|m〉 ∝ (z1 − z2)m, (S34)
the wave function vanishes as the mth-power as two electrons are brought together, where m is also the relative angular
momentum quantum number. This can be directly generalized to N -body multicomponent interactions, where the
basis states take the form |~m, λ〉, where {~m} is a set of N−1 independent angular momentum numbers and λ indicates
the symmetry type corresponding to a specific Young Tableau [50, 68, 84].
A FQH system has its kinetic energy quenched by the dispersionless LLs, causing particles to “move” around each
other in peculiar ways due to an inter-particle potential (ordinarily, particles would just fly apart upon repulsion, but
in a QH system they are not allowed to accelerate from each other due to the quenched kinetic energy). A great deal
of insight into LL physics can be gleaned from the projection of the interaction onto certain chosen sectors of relative
angular momentum between small clusters of particles. The coefficients of this projection are the pseudopotential (PP)
coefficients. In particular, certain PPs constitute the parent Hamiltonians of well-known FQH states: for instance,
the zero-energy ground state of the lowest angular momentum (fermionic) two-body PP is the 1/3 Laughlin state.
The PP coefficients of an N -body operator V in a FQH sytem are given by
c(m1,m2,m3,...,mN ) = 〈m1, ...,mN |V |m1, ...,mN 〉, (S35)
where |m1, ...,mN 〉 are many-body states with angular momentum numbers m1, ...,mN . By convention, m1 represents
the total center of mass angular momentum, which is unimportant for translationally-invariant interactions. One is
free to define the mj ’s with respect to any sensible (full-rank) set of linear combination of the real-space coordinates
of the particles zj = xj − iyj . To do so, we first define new coordinates as detailed in the appendix of Ref. 51:
wj =
∑
j
Rijzj , (S36)
where R is a rotation matrix (RRT = RTR = I). We shall let the angular momentum mj be conjugate to the
coordinate wj . For instance, with 2 bodies we can have w1 =
1√
2
(z1 + z2) and w2 =
1√
2
(z1 − z2), so that w1 and w2
represent the rescaled center-of-mass and relative coordinates, respectively. Since the rotation R is orthonormal, we
have the normalization
∑
j R
2
ij = 1.
For 3 bodies, a possible set of new orthonormal coordinates is given by
w1 =
1√
3
(z1 + z2 + z3),
w2 =
1√
2
(z1 − z3),
w3 =
1√
6
((z1 − z2) + (z3 − z2)) , (S37)
where w2 and w3 have the interpretations of two-body relative separation and total relative separation respectively.
Hence, m2 and m3 correspond to a two-body angular momentum and the total relative angular momentum, respec-
tively.
Since the scalar product kT · z between momentum and position vectors should remain invariant under a rotation,
kT · z = kT · I · z = (Rk)T · (Rz), i.e. the momentum vector should also transform like k → Rk. From Ref. 51, we can
hence express the PP coefficients in Eq. (S35) as
c(m1,m2,m3,...,mN ) = (4pi)
N
 N∏
j
∫
d2kj
(2pi)2
V (k1, ..., kN ) N∏
j
〈mj |ei(Rk)j ·wj |mj〉, (S38)
where V (k1, ..., kN ) is the momentum space profile of the interaction. For each j, redefining (Rk)j → kj for notational
simplicity, it is well-known that [81]
〈mj |eik·wj |mj〉 = e−|k|2/2Lmj
(|k|2) , (S39)
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where Lm is the mth Laguerre polynomial.
For multicomponent (but still isotropic) states labeled by their young Tableaux, their wavefunctions consist of
a spatial part multiplied by a component(spin) basis, such that the product as a whole obeys fermionic/bosonic
anti/symmetry. The spatial parts themselves, however, only need to obey the partial symmetry dictated by the
Young Tableau. Hence the components of the PP coefficients of a translation invariant multicomponent interaction
U take the form
cαβγ...(m2...mN ) = 〈m2, ...,mN |Uαβγ |m2, ...,mN 〉
=
N∏
j
∫
d2kj
pi
e−
1
2 (
∑
j Rjlkl)
2
Lmj

∑
j
Rjlkl
2
Uαβγ...(k1, ..., kN )δ∑
i ki,0
+ perms. (S40)
where Greek letters label internal component indices, with the permutations referring to the various possibilities
allowed by the Young Tableau.
Example: isotropic 3-body pseudopotentials
The 3-body effective interaction V N=3q,q′ derived in the main text (assumed isotropic for simplicity) can be PP-
expanded with dominant (isotropic) coefficients using the special case of Eq. (S40) above with N = 3:
c(m2,m3) =
∑
q,q′
e−
1
2Q
2
2− 12Q23Lm2
(
Q22
)
Lm3
(
Q23
)
V N=3q,q′ , (S41)
where ~m = ~m′ = (m2,m3) are 3-body relative angular momenta, and Qj = (Rk)j are their corresponding rotated
momenta from q,q′. For the 3-body basis introduced by Eq. (S37), we have (Rk)1 = 0, (Rk)2 = k1−k3√2 and (Rk)3 =
k1+k3−2k2√
6
→ −
√
3
2k2. Exploiting momentum conservation, we rewrite these quantities by relabeling (k1, k2, k3) by
all six permutations of the 3-tuple (q, q′ − q,−q′), yielding (Rk)2 = 12 (q + q′)2, 12 (2q′ − q)2 and 12 (2q − q′)2, and
(Rk)3 =
3
2 (q − q′)2, 32q2 and 32q′2. Explicitly, the N = 3 version of Eq. (S40) is then rewritten as
cαβγ(m2,m3) =
1
pi2
∫
d2q d2q′e−
1
4 (q+q
′)2e−
3
4 (q−q′)2Lm2
(
1
2
(q + q′)2
)
Lm3
(
3
2
(q − q′)2
)
Vαβγ(q, q
′) + perms.
=
1
pi2
∫
d2q d2q′e−(q
2+q′2−q·q′)Lm2
(
1
2
(q + q′)2
)
Lm3
(
3
2
(q − q′)2
)
×{
(Vαβγ(q, q
′) + Vαβγ(q′ − q,−q) + Vαβγ(−q′, q − q′)) + (Vαβγ(−q′,−q) + Vαβγ(q′ − q, q′) + Vαβγ(q, q − q′))
}
.
(S42)
This expression will be applied to fully characterize the effective Floquet interactions in Sec. IV below.
Generalized pseudopotentials for anisotropic interactions
In Ref. [31] it was recently shown that the PP formalism can be extended to characterize any type of translation-
invariant interactions, without the added assumption of rotational invariance used in the discussion above. Here we
briefly review these “generalized PPs” which are crucial for the theoretical description of anisotropic FQH systems.
The complete basis of operators, restricting to 2-particle interactions for simplicity, is given by [31]
Um,∆m,+ (g; ~q) = λ∆mNm,∆m
(
L∆mm
(|q|2) e− 12 |q|2q∆m + c.c) , (S43)
Um,∆m,− (g; ~q) = −iNm,∆m
(
L∆mm
(|q|2) e− 12 |q|2q∆m − c.c) , (S44)
where the normalization factors are Nm,∆m ≡
√
2∆m−1m!/(pi (m+ ∆m)!), and λ∆m = 1/
√
2 for ∆m = 0 or λ∆m = 1
for ∆m 6= 0. As indicated on the LHS, the generalized PP Um,∆m,±(g; ~q) is a function of two integers, m and ∆m, and
has directionality (±). As with standard PPs, integer m is even or odd, depending on the statistics of the particles,
while ∆m takes values 0, 2, 4, . . .. For ∆m = 0, m is a good quantum number and Um,∆m,− identically vanishes, thus
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we recover the standard Haldane PPs, Um,0,+. Other values ∆m = 2, 4, . . . correspond to PP which are not fully
rotationally invariant, but have a certain discrete symmetry: e.g., ∆m = 2 yields the PP whose isocontours in q-space
have quadrupolar (C4) symmetry , ∆m = 4 corresponds to octupolar symmetry, etc.
Apart from the dependence of generalized PPs on the momentum ~q, they interestingly also possess a metric degree
of freedom, g, which is unimodular: detg = 1. The metric g enters the definition of momentum q on the RHS of
Eq. (S43)-(S44). To see that, it is convenient to rewrite g as
gab = ω
∗
aωb + ωaω
∗
b , (S45)
with ωa as the complex vector satisfying 
abω∗aωb = i. The quantity q is then defined as
q = ωaqa, |q|2 = gabqaqb. (S46)
For the special case of gab = 1, we have ωx = 1/
√
2, ωy = i/
√
2, which gives Um,∆m ∝ (qx + iqy)∆m.
Since they form a basis, different generalized PPs are properly orthonormal:∫
d2q Um,∆m,σ=± (g; ~q)Um′,∆m′,σ′ (g; ~q) = δm,m′δ∆m,∆m′δσ,σ′ . (S47)
This allows us to decompose any two-body interaction V~q over the generalized PPs using
V~q =
∑
m,∆m,σ
cm,∆m,σUm,∆m,σ(~q), cm,∆m,σ =
∫
d2q V~qUm,∆m,σ (~q) . (S48)
Here we have suppressed the metric dependence of Um,∆m,σ (and hence its coefficient cm,∆m,σ) which, in principle,
is always present for ∆m > 0. Using Eq. (S48) one can characterize any translation-invariant interaction via a small
number of operators, see, e.g., the case of a FQH system in a tilted magnetic field [48]. For present purposes, we
will mostly make use of Eqs. (S43)-(S44) as a starting point to specify anisotropic 2-body interactions that will be
dynamically modulated in the Floquet protocol.
IV. CHARACTERIZATION OF TIME-MODULATED AND EFFECTIVE FLOQUET INTERACTIONS
VIA 3-BODY PSEUDOPOTENTIALS
In the previous section, we have arrived at Eq. (S42) which gives the PP coefficient for a particular type of 3-body
interaction between particles with opposite spins α, β, γ ∈ {↑, ↓}. This expression, however, is in terms of internal
component indices, rather than the proper symmetry type, λ. To specialize to a particular symmetry type, we have
to symmetrize the expression in Eq. (S42) across the relevant component subsets.
For example, for the [2, 1] symmetry sector, which will turn out to be relevant to our 3-body effective Floquet
interaction, we need to symmetrize over two out of three particles at a time. Replacing Vαβγ by our effective
interaction from Eq. (S25), the last line of Eq. (S42) can be simplified to:
− 8
3~Ω
∑
αβγ
sin
(q × q′)z
2
×
{
Im−[V ∗βα(q)Vβγ(q
′) + V ∗βγ(q
′)Vγα(q − q′) + V ∗αγ(q′ − q)Vβα(q) + V ∗γβ(q′ − q)Vαγ(q) + V ∗γα(q′)Vαβ(q − q′)
+V ∗βα(q
′ − q)Vβγ(−q) + V ∗βγ(−q)Vγα(q′) + V ∗γα(−q)Vαβ(q′) + V ∗βα(−q′)Vβγ(q − q′)]− (q → −q′, q′ → −q)
}
,
(S49)
where Im−[f(q, q′)] ≡ [f(q, q′)− f∗(−q,−q′)]/(2i). The above expression, which contains a total of 22 · 32 = 36 terms,
has the right symmetry over all spin and momentum indices. We manifestly have cααβ(m2,m3) = c
αβα
(m2,m3)
= cβαα(m2,m3),
which together define an unique c
[2,1]
(m2,m3)
. Note that because the Gaussian and Laguerre polynomial factors in
Eq. (S42) possess the symmetries q ⇔ q′, (q, q′) ⇔ (−q,−q′) and (qx, q′x) ⇔ (qy, q′y), the PP coefficient c[2,1](m2,m3)
vanishes if the components of V (q) are all even in q. This means that we must have at least two components for the
3-body PPs to be nonzero, since a single-component density-density interaction does not break inversion symmetry
and is necessarily even in q.
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Two-component systems with sublattice symmetry
To fully exploit the simplifying potential of λ, we now further specialize to two-component systems with sublattice
(particle-hole) symmetry, e.g., a bipartite lattice with the components labelling the sites within a unit cell. This
is often a physically realistic assumption, unless the lattice is deliberately given a staggered potential. With this
symmetry, the only unique physical 2-body potentials are
V12(q) = V21(−q) = W (q) and V11(q) = V22(q) = Y (q) = Y (−q) = Y ∗(q). (S50)
In general, we have Vαβ(q) = Vβα(−q) because the displacement from α to β is spatially inverted from that of β to α.
The first observation is that the spin(sublattice)-polarized contributions (i.e., λ = [1, 1, 1])
of the effective 3-body potential [Eq. (S49)] must disappear: V111 = V222 ∝ 2 ×
Im− [Y (q)Y (q′) + Y (q′)Y (q − q′) + Y (q′ − q)Y (q)] ρ¯αq ρ¯βq′−qρ¯γ−q′ = 0, since Y (q) is real. That leaves only the
[2, 1] sector to contain non-vanishing PP coefficients:
c
[2,1]
(m2,m3)
= − 16
3~Ω
1
pi2
∫
d2qd2q′e−(q
2+q′2−q·q′)Lm2
(
1
2
(q + q′)2
)
Lm3
(
3
2
(q − q′)2
)
sin
(q × q′)z
2
×
Im−[V ∗11(q)V12(q
′) + V ∗12(q
′)V21(q − q′) + V ∗12(q′ − q)V11(q) + V ∗21(q′ − q)V12(q) + V ∗21(q′)V11(q − q′)
+V ∗11(q
′ − q)V12(−q) + V ∗12(−q)V21(q′) + V ∗21(−q)V11(q′) + V ∗11(−q′)V12(q − q′)]
= − 16
3~Ω
1
pi2
∫
d2qd2q′e−(q
2+q′2−q·q′)Lm2
(
1
2
(q + q′)2
)
Lm3
(
3
2
(q − q′)2
)
sin
(q × q′)z
2
×
Im−[Y ∗(q)W (q′) +W ∗(q′)W (q′ − q) +W ∗(q′ − q)Y (q) +W ∗(q − q′)W (q) +W ∗(−q′)Y (q − q′)
+Y ∗(q′ − q)W (−q) +W ∗(−q)W (−q′) +W ∗(q)Y (q′) + Y ∗(−q′)W (q − q′)]
= − 16
3~Ω
1
pi2
∫
d2qd2q′e−(q
2+q′2−q·q′)Lm2
(
1
2
(q + q′)2
)
Lm3
(
3
2
(q − q′)2
)
sin
(q × q′)z
2
×
Im−[Y (q)(W (q′)−W (q − q′)) + Y (q′)(W (q − q′)−W (−q)) + Y (q′ − q)(W (−q)−W (q′))
+W ∗(−q)W (−q′) +W ∗(q′)W (q′ − q) +W ∗(q − q′)W (q)]
=
16
3~Ω
1
pi2
∫
d2qd2q′e−(q
2+q′2−q·q′)Lm2
(
1
2
(q + q′)2
)
Lm3
(
3
2
(q − q′)2
)
U[2,1](q, q
′), (S51)
where we have introduced the label U[2,1](q, q
′) for the system-dependent part of the integrand,
U[2,1](q, q
′) ≡ sin (q × q
′)z
2
Im−[2Y (q)(W (q − q′)−W (q′)) + 2Y (q′ − q)W (q) +W ∗(q)(2W (q − q′)−W (q′))]. (S52)
From the first to the second line in Eq. (S51), we have expressed the components V11, V12 and V22 in terms of W (q)
and Y (q). Following that, the expression was simplified through the repeated use of the symmetry of the integrand
under inversion (q, q′)⇔ (−q,−q′), as well as its antisymmetry under reflection q ⇔ q′.
3-body interaction from 2-body PPs
In order to systematically understand the implications of Eq. (S51), we now substitute into it a particular form of
the modulated 2-body interactions expressed in terms of PPs. With sufficiently many PP terms, we can approximate
any interaction respecting magnetic translation symmetry with arbitrary accuracy, thus our discussion will still remain
fairly general.
Consider a driven interaction given by Hint(t) = e
iΩt
∑
qW (q)ρ
↑
−qρ
↓
q + h.c. + static, with the intra-component
Y (q) = 0. Including up to ∆m = 4 anisotropy, we have
W (q) = e−q
2/2
(
W0(q
2) + q2e2iθW2(q
2) + q4e4iθW4(q
2)
)
(S53)
where qx + iqy = qe
iθ. The individual terms W0, W2 and W4 will be fully specified in the following section; here
it is sufficient to note that they are all functions of q2, and their subscript represents the value of ∆m. In other
words, each W∆m is some linear combination of generalized PPs Um,∆m,± with different m’s and with fixed ∆m (the
latter is restricted to 0, 2 or 4). The value of ∆m > 0, as mentioned above, indicates the ∆m-fold discrete rotational
symmetry of the PP.
S11
Note that the “angular” part of the PP, ∝ q∆m, was extracted in front of each W∆m in Eq. (S53). In the main
text and in Eq. (S53) above, we picked a particular orientation of the PP which gives the isotropic metric in q,
and consequently the prefactor (qx + iqy)
∆m of each W∆m. As shown in Eq. (S65) below, changing this metric only
modifies the results by an overall scalar prefactor.
As will be evident shortly, only the anisotropic parts W2,W4 can contribute to the effective 3-body interaction.
Substituting W (q) in Eq. (S51), we obtain
U[2,1](q, q
′)
= sin
(q × q′)z
2
Im−[W ∗(q)(2W (q − q′)−W (q′))]
= 2 sin
(q × q′)z
2
(q × q′)z
{
e−
1
2 (q
2+q′2)(q · q′)(W2(q2)W2(q′2) + 2λ24W4(q2)W4(q′2)(2(q · q′)2 − q2q′2)) + odd in Θ
+2e−
1
2 ((q−q′)2+q2)(q · (q − q′))(W2((q − q′)2)W2(q2) + 2W4((q − q′)2)W4(q2)((q2 − q′2 − 2q · q′)q2 + 2(q · q′)2))
}
≈ (q2q′2 − (q · q′)2)
{
e−
1
2 (q
2+q′2)(q · q′)(W2(q2)W2(q′2) + 2λ24W4(q2)W4(q′2)(2(q · q′)2 − q2q′2))
+2e−
1
2 (p
2+q2)(q · p)(W2(p2)W2(q2) + 2W4(p2)W4(q2)(2(q · p)2 − q2p2))
}
+ odd
= e−
1
2 (q
2+q′2)(q2q′2 − (q · q′)2)(q · q′)(W2(q2)W2(q′2) + 2W4(q2)W4(q′2)(2(q · q′)2 − q2q′2)) + 2× [q′ → p] + odd
(S54)
where p = q − q′. Only terms even in Θ = θ − θ′ = cos−1 q·q′qq′ have been explicitly shown, since odd terms evaluate
to zero upon integration in Eq. (S51). In the penultimate line, we have made the small p, q approximation in view
of the Gaussian suppression factor e−
1
2 (p
2+q2); additional justification for this approximation is that the integral in
Eq. (S51) will introduce a further e−(q
′2+q2−q·q′) suppression. Note that only the anisotropic contributions ∆m = 2, 4
appear in U[2,1](q, q
′).
Substituting the previous expression for U[2,1](q, q
′) into Eq. (S51), we obtain the 3-body PP coefficients
c
[2,1]
(m2,m3)
= 3× 16
3~Ω
1
pi2
∫
qdqq′dq′
∫
dθdθ′e−
3
2 (q
2+q′2)eqq
′ cos ΘLm2
(
1
2
(q + q′)2
)
Lm3
(
3
2
(q − q′)2
)
×q3q′3 sin2 Θ cos Θ (W2(q2)W2(q′2) + 2W4(q2)W4(q′2)q2q′2 cos(2Θ))
=
8× 2pi
pi2~Ω
∫
dqdq′q4q′4e−
3
2 (q
2+q′2)
∫
dΘeqq
′ cos ΘLm2
(
1
2
(q2 + q′2 + qq′ cos Θ)
)
Lm3
(
3
2
(q2 + q′2 − qq′ cos Θ)
)
× sin2 Θ cos Θ
(
W2(q
2)W2(q
′2) + 2W4(q2)W4(q′2)q2q′2 cos(2Θ)
)
. (S55)
In deriving this formula, we have multiplied the integrand by 3 to account for the [q′ ↔ p] terms, which can be put into
identical forms by noticing that q′ and p = q− q′ play identical roles in the Gaussian factor from the LLL projection:
q2+q′2−q·q′ = q2+p2−q·p. We have also made a coordinate transformation ∫ dθdθ′ = 12 ∫ d(θ−θ′)d(θ+θ′) = 2pi2 ∫ dΘ,
where Θ = θ − θ′.
Upon fixing m2 and m3, the Laguerre contributions can be expanded into a linear combination of cosnΘ, n =
0, 1, 2, ..., and the Θ dependence in Eq. (S55) can be integrated out via∫ 2pi
0
eqq
′ cos Θ cos(nΘ) dΘ = 2piIn(qq
′) (S56)
where In is the modified Bessel Function of the first kind.
Explicit evaluation of the leading order 3-body PP coefficients
So far we have obtained a general expression for 3-body PP coefficients, c
[2,1]
(m2,m3)
, in Eq. (S55), without specifying
the form of the driven 2-body interaction, other than it contains contributions of ∆m = 2 and ∆m = 4 generalized
PPs. Now we fully specify W2 and W4 which will allow us to illustrate what values of 3-body PP coefficients, c
[2,1]
(m2,m3)
,
we can expect from the effective Floquet interaction.
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For illustration, we consider W∆m=2,4 =
∑
m=0,1 ηm,∆mUm,∆m, i.e.,
W2(q
2) =
1
4
√
pi
(
η0,2 +
η1,2(q
2 − 1)√
3
)
, (S57)
W4(q
2) =
1
16
√
3pi
(
η0,4 +
η1,4(q
2 − 3)√
5
)
. (S58)
We have omitted the isotropic contribution W0(q
2), which we showed to be irrelevant.
To demonstrate the calculation of the PPs, we explicitly evaluate the first few PPs c
[2,1]
(m2,m3)
. Plugging m2 = m3 = 0
into Eq. (S55), we obtain
U
[2,1]
(0,0) =
16
pi~Ω
∫
dqdq′q4q′4e−
3
2 (q
2+q′2)
∫
dΘeqq
′ cos Θ sin2 Θ cos Θ
× (W2(q2)W2(q′2) + 2W4(q2)W4(q′2)q2q′2 cos(2Θ))
= 2pi × 16
pi~Ω
∫
dqdq′q4q′4e−
3
2 (q
2+q′2) × I2(qq
′)W2(q2)W2(q′2) + 2I4(qq′)W4(q2)W4(q′2)q2q′2
qq′
=
12η20,2 + 10
√
3η0,2η1,2 + 7η
2
1,2
384pi~Ω
+
40η20,4 + 12
√
5η0,4η1,4 + 7η
2
1,4
40960pi~Ω
≈ (9.94η20,2 + 14.36η0,2η1,2 + 5.80η21,2 + 0.31η20,4 + 0.21η0,4η1,4 + 0.05η21,4)× 10−3~Ω . (S59)
In the last line, we see that U
[2,1]
(0,0) depends mostly on the ∆m = 2 PPs, which can be very large (in fact dominant) in
a FCI.
We next illustrate the m2 = 0,m3 = 1 case:
U
[2,1]
(0,1) =
16
pi~Ω
∫
dqdq′q4q′4e−
3
2 (q
2+q′2)
∫
dΘeqq
′ cos Θ sin2 Θ cos Θ
×(W2(q2)W2(q′2) + 2W4(q2)W4(q′2)q2q′2 cos(2Θ))
(
1− 3
2
(q2 + q′2 − qq′ cos Θ)
)
=
32
~Ω
∫
dqdq′q3q′3e−
3
2 (q
2+q′2) × [(I2(qq′)W2(q2)W2(q′2) + 2I4(qq′)W4(q2)W4(q′2)q2q′2)
(
1− 3
2
(q2 + q′2)
)
+
3
2
((I2(qq
′) + qq′I3(qq′))W2(q2)W2(q′2) + 2((30/(qq′) + qq′)I3(qq′)− 5I2(qq′))W4(q2)W4(q′2)q2q′2)]
≈ − (31.08η20,2 + 67.48η0,2η1,2 + 34.92η21,2 + 1.20η20,4 + 1.72η0,4η1,4 + 0.53η21,4)× 10−3~Ω (S60)
This can be repeated to evaluate higher 3-body PP coefficients. Since ∆m = 4 contributions are much smaller than
∆m = 2 contributions, we shall not compute them explicitly. Here we quote the results for the first few 3-body PPs
for the case where the dynamically modulated part of the 2-body interaction is given by
eiΩt(η02Um=0,∆m=2 + η12Um=1,∆m=2 + η22Um=2,∆m=2) + h.c.+ isotropic. (S61)
Note that this interaction is not necessarily positive definite because the weights η02, η12 and η22 can be negative or
complex if there are relative phase factors. With this interaction, we obtain the following m = 0 to m = 6 3-body
PPs:
c0,0[2,1] = 1|η02|2 + 1.36465 Re[η02η12] + 0.509642|η12|2 + 0.883976 Re[η02η22] + 0.753326 Re[η12η22] + 0.325202|η22|2
c0,1[2,1] = −2.95455|η02|2 − 6.09319 Re[η02η12]− 2.89629|η12|2 − 6.12311 Re[η02η22]− 5.62644 Re[η12η22]− 2.71762|η22|2
c0,2[2,1] = 2.28926|η02|2 + 8.8394 Re[η02η12] + 5.95438|η12|2 + 13.4943 Re[η02η22] + 15.4568 Re[η12η22] + 9.10687|η22|2
c0,3[2,1] = 0.547709|η02|2 − 2.93222 Re[η02η12]− 4.54024|η12|2 − 10.2783 Re[η02η22]− 17.854 Re[η12η22]− 13.9943|η22|2
c0,4[2,1] = −0.946042|η02|2 − 3.08902 Re[η02η12]− 0.699415|η12|2 − 1.61981 Re[η02η22] + 4.14686 Re[η12η22] + 7.39186|η22|2
c0,5[2,1] = −0.0565815|η02|2 + 1.54594 Re[η02η12] + 2.21691|η12|2 + 4.64247 Re[η02η22] + 7.34576 Re[η12η22] + 4.16513|η22|2
c0,6[2,1] = 0.0662517|η02|2 + 0.502159 Re[η02η12]− 0.135815|η12|2 − 0.255486 Re[η02η22]− 3.42807 Re[η12η22]− 4.99202|η22|2.
(S62)
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We have normalized the expressions above by setting the coefficient of |η02|2 to be equal to 1 in c0,0[2,1].
One can choose optimal coefficients between the 2-body PP components to reduce or increase certain 3-body PPs.
For instance, with somewhat optimized normalized coefficients (η02, η12, η22) = (0.646, 0.621, 0.443), we obtain
1.6866,−8.63519, 16.7154,−13.3139, 0.226493, 5.6246,−1.82197
for c0,m[2,1], m = 0, ..., 6, for which the m = 2 component is made largest and repulsive.
In an actual modulated interaction with various differing phase factors, we will in general necessarily obtain a
number of dynamic PP components with relative complex phases between them. From Eq. (S62), we also see that,
generically, the effective static 3-body interaction so obtained can be tuned to be attractive in some sectors, and
repulsive in others. Although we have only explicitly included the first several anisotropic 2-body PPs, typical FCI
interactions have rather long tails of anisotropic PPs which can be larger than the isotropic ones, and hence offer
additional degrees of freedom for tuning. Ultimately, the ground state depends not just on the 3-body effective
interaction, but also the residual static 2-body interactions. Finally, if the driving frequency scale is lowered to
the same order as the interactions, the Magnus expansion breaks down and we obtain significant corrections from
additional four-body terms and beyond.
Effect of orientation of 2-body anisotropy
One subtle distinction of anisotropic PPs, evident from their definition in Eqs. (S43)-(S44) above, is that there are
two independent orthogonally oriented PPs for a given pair of m and ∆m. Here we briefly discuss the effect of their
relative coefficients, which controls the angular profile of their linear combination:
|v+Um,∆m,+ + v−Um,∆m,−|2 ∝ |v+|
2 + |v−|2
2
+
|v+|2 − |v−|2
2
cos(2∆mθ) + Re(v∗+v−) sin(2∆mθ), (S63)
where we assumed isotropic metric, qeiθ = qx + iqy. For concreteness, consider modifying W (q) in Eq. (S53) to
W (q) = e−q
2/2
(
v+(q
2
x − q2y)W2(q2) + v−(2qxqy)W ′2(q2)
)
, (S64)
retaining only the important ∆m = 2 terms. It is not hard to show that all results that follow remain qualitatively
the same, up to a prefactor of Im(v∗+v−):
U[2,1](q, q
′)→ Im(v∗+v−)U[2,1](q, q′) (S65)
and ditto for the PP coefficients. In Eq. (S53), we chose v+ = 1 and v− = i, so that Im(v∗+v−) is trivial. Note that
despite the seemingly trivial form of this prefactor, tweaking v± can cause the 3-body interaction to transition from
repulsive to attractive or vice versa, which would cause all PPs to simultaneously change sign.
Example 1: PP coefficients for effective nearest-neighbor interaction on a honeycomb lattice
We consider a simple toy example of driven density-density interactions on a (gauge-rotated) honeycomb lattice
containing only nearest neighbor (NN) interactions:
H(t) = 2
∑
i,j∈NN
cos(Ωt+ ∆φj)ρiρj
∝
∑
q
[eiφ3 +
∑
j=1,2
ei(φj+kj)]ρ¯1q ρ¯
2
−q +
∑
q
[eiφ3 +
∑
j=1,2
ei(φj−kj)]ρ¯2q ρ¯
1
−q
=
∑
q
[W (q)ρ¯1q ρ¯
2
−q +W (−q)ρ¯2q ρ¯1−q] (S66)
where ~φ = (φ1, φ2, φ3) are the phases of the driving modulation on NN bonds 1, 2 and 3, and k1, k2 are momentum
components projected to the reciprocal lattice vectors. In general, one can write W (q),W ∗(q) = C±q(~φ) ± iS±q(~φ),
S14
where Sq(~φ), Cq(~φ) are respectively odd and even in the various phase delays ~φ. Specializing further to the case of
~φ = (0,Φ, 0) for illustrative purposes, we obtain
c
[2,1]
(m2,m3)
∝ 2
pi2
∫
d2qd2p e−(q
2+p2+p·q)Lm2
(
1
4
(p+ 2q)2
)
Lm3
(
3
4
p2
)
sin
(q × p)z
2
[Cq(φ)Sp(φ)− Cp(φ)Sq(φ)],
(S67)
which is non-zero and can be directly evaluated.
Example 2: Vanishing 3-body PPs for lattices with a single atom per unit cell
Here we explicitly illustrate how the 3-body effective interactions vanish for single-component systems, e.g., a square
lattice of driven density-density interactions. In this system, the NN interactions are delayed by a phase of φ relative
to the next nearest neighbor (NNN) interactions:
H(t) =
1
2
cos Ωt
∑
i,j∈NN
ρiρj +
1
4
cos(Ωt+ φ)
∑
i,j∈NNN
ρiρj
=
∑
q
{
cos Ωt (cos qx + cos qy) + cos(Ωt+ φ) cos qx cos qy
}
ρqρ−q. (S68)
This gives rise to
H1(q) = H−1(q)∗ = V (q) = cos qx + cos qy + eiφ cos qx cos qy, (S69)
and all other Fourier components zero. For arbitrary momenta p, p′, it is easy to see that Im−[V (p)V ∗(p′)] is even in
p and p′. Thus, substituting Eq. (S69) into Eq. (S42), the PP coefficients c(m2,m3) can be explicitly shown to vanish
for symmetry reasons.
V. NUMERICAL EVIDENCE FOR FLOQUET-ENGINEERED NON-ABELIAN FQH PHASES
In the main text, we have argued that the Floquet approach, which results in tunable 2-body and 3-body PP
interactions between particles with opposite spins, could be used to stabilize multicomponent non-Abelian FQH
states. To illustrate this, we have considered two examples of FQH states with different physical properties: the
interlayer Pfaffian state [59, 60] and the 111-permanent state [3, 61]. Here we provide further details of our numerical
simulations via exact diagonalization in the sphere geometry, which support these conclusions.
As emphasized in the main text, we start from a 2-body anisotropic interaction V0 between particles with opposite
spins (or other type of internal degree of freedom), whose strength is proportional to v. Upon driving, the static
Floquet Hamiltonian acquires corrections that can be expressed as 2-body PPs H2b and 3-body PPs H3b (of course,
higher order interactions appear as well, which we have neglected in this work). All these corrections are small,
H2b, H3b ∝ v2/Ω, given that we work in the high-frequency limit. Thus, if we want to stabilize a specific FQH state
by the Floquet drive, we need V0 to be sufficiently “close” to the model Hamiltonian of that state. As we mention
in the main text and below, this is certainly possible to achieve for the cases we are interested in (iPf,111-permanent
states) and we expect such 2-body “approximations” to a given FQH state can be found in general. Assuming that
such a V0 exists, the immediate question is whether H2b, H3b, viewed as perturbations, could further stabilize the
target state. Because we are dealing with a strongly-correlated system, this question is not obvious and needs to be
settled by numerical simulations.
For numerical simulations, we consider a continuum FQH system at a given filling fraction ν for some finite number
of electrons, N . The electrons live on the surface of a sphere, whose area is fixed by N and ν. A magnetic monopole,
whose strength is proportional to the area (in units of 2pi), is placed in the center of the sphere, radiating a magnetic
field perpendicular to the electron gas. The Hamiltonian for the electrons is defined as a sum over PPs, and can be
represented as a matrix in the basis of Fock states built from the Landau-level orbitals [83]. We explicitly enforce
projection to the lowest LL by discarding the scattering terms that exchange electrons between lowest LL and higher
LLs. Using angular momentum quantum number, the exponentially large Hamiltonian matrix can be reduced to
smaller blocks, which are then diagonalized by the Lanczos algorithm.
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FIG. S1. (a) Overlap of the iPf state and the ground state of the model interaction which consists of dominant 2-body PPs, U
[2]
1
and U
[1,1]
1 , whose strength is fixed to 1, as a function of perturbations by 2-body U
[2]
0 , and 3-body U
N=3,[2,1]
1 and U
N=3,[2,1]
2 (the
latter two assumed to be of equal magnitude). The system size is N = 10 electrons at magnetic flux 2S = 12. (b) The low-lying
entanglement spectrum of the ground state (blue crosses) for parameters c
[2]
0 = c
N=3,[2,1]
1 = c
N=3,[2,1]
2 = 1 [top right corner of
(a)] matches the exact iPf entanglement spectrum (red line). Entanglement spectrum is evaluated for the orbital bipartition
of the system with 12 electrons and 15 magnetic flux quanta. Subsystem A contains 8 orbitals and 6 electrons (with total
spin SAz = 0). (c) Extrapolated neutral gap of the model with dominant 2-body interaction U
↑↓
0 of magnitude 1, perturbed by
2-body, c
[2]
1 = c
[1,1]
1 , and 3-body c
N=3,[2,1]
1 PPs. We consider system sizes N = 8, 10, 12, 14 with monopole strength 2S = N − 2,
corresponding to the 111-perm phase. We see that the gap remains much smaller than any of the PP energy scales.
To determine the phase of the system for a given PP interaction, we focus on three quantities: (i) overlap of the
exact ground state of the system and the trial wave function, |〈ψtrial|ψexact〉|2; (ii) entanglement spectrum of |ψexact〉;
and (iii) the neutral excitation gap. In order to compute the overlap, we require a trial wave function, |ψtrial〉,
such as the iPf or 111-perm wave function. Although first-quantized forms of these wave functions do exist [14, 59],
converting from first- to second-quantized representation is factorially difficult. Instead, we generate |ψtrial〉 from
their parent Hamiltonians, which are also known for these states in PP form. Having obtained |ψtrial〉 or |ψexact〉,
we can characterize their underlying physics using the “entanglement spectrum” [85]. For simplicity, we focus on the
entanglement spectrum corresponding to the bipartition of the system into A and B, where A contains roughly half
of single-particle orbitals (e.g., indexed by S, S − 1, ..., 1, 0 if 2S is odd). The entanglement spectrum represents the
set of Schmidt (singular) values of the density matrix ρA = trB |ψ〉〈ψ|, obtained after tracing the degrees of freedom
in the subsystem B. The multiplicities of Schmidt values, in particular, provide information about the underlying
topological order [85]. Finally, the neutral gap is defined as the energy difference between the ground state and the
lowest excited state (with arbitrary value of angular momentum).
Our main result for the iPf state was summarized in Fig.2(a) in the main text. There, we assumed V0 to consist of
2-body PPs, U
[2]
1 and U
[1,1]
1 , whose strength was fixed to 1. The dominant terms in the Floquet static Hamiltonian
were assumed to be the 2-body U
[2]
0 , and 3-body U
N=3,[2,1]
1 and U
N=3,[2,1]
2 (for simplicity, we assumed the strengths
of the 3-body terms were equal). In Fig.2(a) in the main text, we plotted the neutral gap of the system, obtained by
extrapolating the energies for different N ≤ 10, as a function of c[2]0 and cN=3,[2,1]1 = cN=3,[2,1]2 . For the iPf phase, the
magnetic monopole strength should be set to 2S = (3/2)N−3 [59]. Without the Floquet corrections, the extrapolated
gap was found to vanish; turning on both perturbations, we identified a large gapped region in the phase diagram.
In order to confirm that the gapped region corresponds to the iPf phase, we investigate the nature of correlations
in the ground state by calculating its overlap with the iPf wave function in Fig. S1(a). We see that the overlap
remains fairly high (in excess of 80%) throughout the phase diagram. This is because our choice of V0 is “nearby”
the iPf phase; however, without Floquet perturbations, as we have seen in Fig.2(a) in the main text, the phase is
gapless. The high overlaps we see throughout the phase diagram Fig. S1(a) should therefore be intepreted with some
caution, as the finite-size effects are evidently very strong. As a secondary criterion, which is also well-defined in
the thermodynamic limit, we compute the entanglement spectrum in the iPf phase in Fig. S1(b). We evaluated the
entanglement spectrum by defining the partition A to contain 6 electrons in 8 magnetic orbitals (for the total system
of 12 electrons and 16 orbitals). The entanglement spectrum further decomposes into blocks corresponding to the
total projection of spin in A (we take the largest block corresponding to SAz = 0). Fig. S1(b) shows that the counting
of the low-lying entanglement levels (which contain the crucial information about the underlying topological order) is
in one-to-one correspondence with the exact iPf entanglement spectrum, suggesting that the ground state is indeed
in the iPf phase for the given choice of parameters (c
[2]
0 = c
N=3,[2,1]
1 = c
N=3,[2,1]
2 = 1).
Finally, in contrast to gapped topological states, FQH systems can also host intriguing gapless phases [14, 86, 87].
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These states in many ways resemble their gapped counterparts, e.g., they have elegant bulk wavefunctions which
are the ground states of PP Hamiltonians and obey non-trivial clustering properties [88]. However, they can also
display unusual properties such as extensive ground state degeneracies [14] or anomalous behavior at the edge of the
system [66]. A particularly interesting example of such a state is the “111-permanent” state, introduced in Ref. 3 (see
also Ref. 61). This state is closely related to the ν = 1 integer quantum Hall ferromagnet – it represents a critical state
at the transition to a paramagnet [14]. The associated gapless excitations and extensive degeneracy transparently
appears in the one-dimensional (“thin torus”) limit of a FQH system [89].
The Floquet-FQH system, where 3-body PP U
[2,1]
1 are dominant, may be expected to be a natural host for the
111-permanent state. In the main text, we have computed the overlap of the 111-permanent with the exact ground
state of a 2-body interaction U↑↓0 of fixed magnitude 1, perturbed by 2-body, c
[2]
1 = c
[1,1]
1 , and 3-body c
N=3,[2,1]
1 PPs.
It was shown that a combination of these those perturbations can lead to very high overlap (∼ 98%) with the 111-
permanent state. In Fig. S1(c) we show the corresponding neutral gap for the same choice of interactions. The gap
was extrapolated from a sequence of system sizes N = 8, 10, 12, 14 at monopole flux 2S = N − 2. We confirm that in
the entire phase diagram the gap is at least an order of magnitude smaller than any of the energy scales of the PPs.
VI. FLOQUET 3-BODY INTERACTIONS BETWEEN TRAPPED DIPOLAR MOLECULES IN AN
OPTICAL LATTICE
Here, we detail our approach for generating a 3-body Floquet FQH interaction in a 2D array of trapped dipolar
molecules in an optical lattice. Our setup is a dynamical generalization of the effectively static setup first introduced
in Ref. 32, in which a fractional Chern insulator (FCI) with almost flat Chern bands and 2-body Hubbard-type
interactions is realized for certain choices of Rabi parameters.
FCI setup
Our setup consists of an array of trapped optically dressed dipolar molecules interacting via a physical dipole-dipole
interaction Hdd. Acting on these molecular dipoles is an externally applied electric field E, whose importance as a
tuning parameter will be apparent later. The physical Hamiltonian of the molecules is given by
H = Hd +Hdd =
∑
i
(
~2
2Ii
Jˆ2i −E · di
)
+
∑
i<j
1
4pi0|Rij |3 [di · dj − 3(di ·Rij)(dj ·Rij)] , (S70)
where Ii, Jˆ
2
i and di are the moment of inertia, squared angular momentum operator and dipole moment of molecule i,
and Rij the displacement between molecules i and j. Due to the electric field term E ·di in the single-body part of the
Hamiltonian Hd, the energy eigenstates are no longer exact angular momentum eigenstates. Yet, being adiabatically
connected to the true angular momentum eigenstates, they can still be labelled as |J,M〉, as detailed below.
To capture the effect of optical dressing, we focus on the lowest four eigenstates: |0, 0〉, the rovibrational ground state
and {|1,±1〉, |1, 0〉}, the J = 1 multiplet which becomes degenerate when E = 0. Optical radiation couples these three
J = 1 states to a pair of excited states in an ”M-scheme” described in Ref. 32, resulting in an effective two-level system
consisting of a ”dark” eigenstate, | ↑〉 = s|1,−1〉 + v|1, 1〉 + w|1, 0〉, and the ground state, | ↓〉 = |0, 0〉, where Rabi
parameters s ∝ Ω2Ω4, v ∝ Ω1Ω4 and w ∝ Ω1Ω3 depend on the four physical Rabi frequencies Ω1,Ω2,Ω3,Ω4 defining
the M-scheme. By expressing the dipole operators in Hdd in terms of (pseudo)spin-flip operators a
†
i = | ↑〉i〈↓ |i, one
can describe optical dressing by an effective 2-component Hamiltonian:
HFCI = −
∑
ij
tija
†
iaj +
1
2
∑
i 6=j
Vijρiρj , (S71)
with ρi = a
†
iai. Both the hopping element, tij , and Hubbard interaction strength, Vij , originate from the same
physical dipole interaction, and can be computed via
tij = 〈↑i↓j |Hdd| ↓i↑j〉, (S72a)
Vij = 〈↑i↑j |Hdd| ↑i↑j〉+ 〈↓i↓j |Hdd| ↓i↓j〉 − 〈↑i↓j |Hdd| ↑i↓j〉 − 〈↓i↑j |Hdd| ↓i↑j〉. (S72b)
The key advantage of this setup is that it is possible to dynamically modulate Vij whilst simultaneously keeping tij
static. This can be achieved via appropriately modulating the Rabi parameters of the optical driving, as we explain
below.
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FIG. S2. A schematic of the driven cold-atom setup for our Floquet FCI. An electrical field E impinges on the molecular
dipoles, which are subject to Rabi parameters that are modulated to produce an effectively driven 2-body interaction at
frequency Ω = Ω2 − Ω1.
We consider an array of dipolar molecules with dipole moments d whose positions are fixed onto a 2D lattice
with two sites per unit cell. In Ref. 32, this was chosen to be the checkerboard lattice, which is by no means the
only possible choice. The strong applied electric field E sets the quantization axis of the dipoles. Consider an
intermolecular displacement R = R(cosφR, sinφR, 0) = RRˆ within the 2D lattice, which we shall align with the
xˆ-yˆ plane of the lab frame. Letting E = E(sinλ cosφ0, sinλ sinφ0, cosλ), we see that, in the rotated frame where
E aligns with its zˆ axis, Rˆ has the spherical coordinates (θ, φ), where cos θ = sinλ cos(φR − φ0) and sin2 θe±2iφ =
(cosλ cos(φR − φ0)± i sin(φR − φ0))2. These coordinates depend solely on the two angles φR and λ, which represent
the directions of the lattice displacement and the electric field respectively.
Rabi parameter modulation that keeps tij static
From Eq. (S72a) or Eqs. S1-S4 of Ref. 32, the effective hopping tij between two molecules separated by R = R(θ, φ)
(in spherical coordinates) is given by
tij = − 1
2pi0R3
[(
d200w
∗
iwj −
1
2
d201(v
∗
i vj + s
∗
i sj)
)
C20 (θ)− d201
√
3
2
(
s∗i vjC
2
2 (θ, φ) + v
∗
i sjC
2
−2(θ, φ)
)]
(S73)
where vi, si, wi are functions of the Rabi frequency control parameters on site i and
C2±2(θ, φ) =
√
15
32pi
sin2 θe±2iφ, (S74)
C20 (θ) =
√
15
16pi
(3 cos2 θ − 1), (S75)
are the spherical harmonics with dipolar symmetry, defined w.r.t. to the axis set by E. d00 = 〈1, 0|dz|0, 0〉 and
d01 = 〈1,±1|d±|0, 0〉 are molecular dipole transition matrix elements in the basis spanned by |0, 0〉, the rovibrational
ground state, and |J,M〉 = |1,±〉, |1, 0〉, the lowest excited states of the Hamiltonian H = Hdd−E·d = Hdd−Edz cos θ.
Importantly, we want to have tij time-independent while Vij (detailed later) are time-dependent. By inspecting the
last term of Eq. (S73), one way this can be implemented is by driving the Rabi variables sA, vA, sB , vB according to
sA → sAeiΩ1t, (S76)
vA → vAeiΩ2t, (S77)
sB → sBeiΩ2t, (S78)
vB → vBeiΩ1t, (S79)
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where A,B label the two sites of the bi-atomic unit cell, and Ω1,Ω2 are two dissimilar driving frequencies. For the
left term of Eq. (S73) to be also time-independent, we require
w∗AwB = Λ +D
(
v∗AvBe
iΩt + s∗AsBe
−iΩt) , (S80)
where Ω = Ω1 − Ω2, D = d
2
01
2d200
and Λ is a time-independent real tunable parameter. To find the Rabi variables wA
and wB that satisfy the above, we decompose w
∗
AwB into
wA = W +W
′vAv∗Be
−iΩt, (S81)
wB = W +W
′s∗AsBe
−iΩt, (S82)
where W and W ′ are closed-form functions of Λ and D which solve W ∗W ′ = D and Λ = |W |2 + |W ′|2v∗AvBs∗AsB , i.e.,
W =
√
Λ
2 (1 + γ), W
′ =
√
Λ
2v∗AvBs
∗
AsB
(1− γ) with γ =
√
1− v∗AvBs∗AsBΛ2
(
d01
d00
)4
. With the above time modulations,
the hopping term remains static and simplifies to
tAB =
√
15
4pi
d200
pi0R3
[√
3(s∗AvBe
2iφ + v∗AsBe
−2iφ) sin2 θ − Λ(3 cos2 θ − 1)
]
. (S83)
We see that the hoppings tAB are proportional to the square of d00, the transition matrix element between J = 1
and J = 0 for M = 0. This is the only factor in tAB that depends on E, which thus controls the overall scale
of the bandgap (i.e., ~ωc) without modifying the bandstructure. The time-independent part of the Rabi variables
sA, vA, sB , vB shall be chosen to result in almost flat Chern bands just like in Ref. 32, except that wA, wB can no longer
be independently tuned due to the consistency relation, Eq. (S80). For a specific lattice, doing so also fixes Λ, but
not the relative phase between sA and vB , nor that between vA and sB . It is these residual phase freedoms that allow
for the possibility of keeping tAB static; in most other systems, any dynamical modulation of the system parameters
will invariably modulate the entire effective Hamiltonian. Finally, we mention that there also exist additional on-site
inhomogeneities, tii, that can fortunately be regulated via optical tensor shifts [32].
Dynamical modulation of the 2-body interaction
With the form of the time modulation fixed by Eqs. (S77)-(S82), it is straightforward (though tedious) to obtain the
temporal Fourier components of the 2-body Hubbard interaction. From Eq. (S72b) and Eqs. S5 to S10 of Ref. 32, the
time-dependent Hubbard strengths are given, in terms of the Rabi parameters and various dipole transition matrix
elements, by
VAB =
1
4pi0R3
[
µ201
(
1
2
(WABsAs
∗
B +W
∗
ABv
∗
AvB)e
iΩt + c.c.
)
− d↑Ad↑B − d20 + d0(d↑A + d↑B )
]
C20 (θ)
+
µ201
√
6
4pi0R3
[
(WABsAv
∗
B +W
∗
ABv
∗
AsB)C
2
−2(θ, φ) + c.c
]
=
1
4pi0R3
[
µ201
2
(
((ΛsAs
∗
B + Λ
∗v∗AvB)e
iΩt + 2D(v∗AvBsAs
∗
B)e
2iΩt +D(|sA|2|sB |2 + |vA|2|vB |2)) + c.c.
)]
C20 (θ)
+
1
4pi0R3
[−d↑Ad↑B − d20 + d0(d↑A + d↑B )]C20 (θ)
+
√
45
32pi
sin2 θ
µ201
4pi0R3
[
(ΛsAv
∗
B + Λ
∗v∗AsB +D(sAv
∗
A(|sB |2 + |vB |2)eiΩt + sBv∗B(|sA|2 + |vA|2)e−iΩt))e2iφ + c.c
]
(S84)
where we have introduced the induced dipolar moment d↑i = d1(|si|2 + |vi|2) + µ0|wi|2, i = A,B or, more explicitly,
d↑A = d1(|sA|2 + |vA|2) + µ0(|W |2 + |W ′|2|vA|2|vB |2 +D(vAv∗Be−iΩt + v∗AvBeiΩt)) = dA + µ0D(vAv∗Be−iΩt + v∗AvBeiΩt)
d↑B = d1(|sB |2 + |vB |2) + µ0(|W |2 + |W ′|2|sA|2|sB |2 +D(sAs∗BeiΩt + s∗AsBe−iΩt)) = dB + µ0D(sAs∗BeiΩt + s∗AsBe−iΩt)
(S85)
with dA, dB denoting the sum of the static terms on the left. Overall, the Hubbard interaction is proportional to
R−3, as expected, and depends on the various transition dipole elements d00 = 〈1, 0|dz|0, 0〉, d01 = 〈1,±1|d±|0, 0〉,
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µ01 = 〈1,±1|d±|1, 0〉, matrix elements d1 = 〈1,±1|dz|1,±1〉, µ0 = 〈1, 0|dz|1, 0〉, d0 = 〈0, 0|dz|0, 0〉 as well as Rabi
variables sA, vA, sB , vB ,W,W
′ and auxiliary quantities D = d
2
01
2d200
, Λ, dA, dB . For subsequent convenience, we also
explicitly perform the expansion
d↑Ad↑B = dAdB +
[(
D2sAv
∗
As
∗
BvBe
2iΩt + µ0D(dAsAs
∗
B + dBv
∗
AvB)e
iΩt + µ20sAs
∗
BvAv
∗
B
)
+ c.c.
]
. (S86)
From Eqs. (S84), (S85) and (S86), we can collect the static (n = 0) and dynamic (n = ±1,±2) Fourier components
VAB,n :
VAB,+2 =
√
15
16pi
D
4pi0R3
(v∗AvBsAs
∗
B)(µ
2
01 − µ20D)(3 cos2 θ − 1)
VAB,+1 =
√
15
16pi
1
4pi0R3
[
µ201
2
(ΛsAs
∗
B + Λ
∗v∗AvB)− µ0D ((dAsAs∗B + dBv∗AvB)− d0(v∗AvB + sAs∗B))
]
(3 cos2 θ − 1)
+
√
45
32pi
sin2 θ
µ201D
4pi0R3
(
sAv
∗
A(|sB |2 + |vB |2)e2iφ + s∗BvB(|sA|2 + |vA|2)e−2iφ
)
VAB,0 =
√
15
16pi
1
4pi0R3
[
µ201D
(|sA|2|sB |2 + |vA|2|vB |2)− (dA − d0)(dB − d0)− µ20(sAs∗BvAv∗B + c.c.)] (3 cos2 θ − 1)
+
√
45
32pi
sin2 θ
µ201
4pi0R3
[
(ΛsAv
∗
B + Λ
∗v∗AsB)e
2iφ + c.c
]
VAB,−1 = V ∗AB,+1
VAB,−2 = V ∗AB,+2 (S87)
The directional profile of these interaction terms are determined by cos θ = sinλ cos(φR − φ0) and sin2 θe±2iφ =
(cosλ cos(φR − φ0) ± i sin(φR − φ0))2, where φR is the physical angular direction of the interparticle separation (in
2D), and φ0, λ are the angular coordinates of the electric field direction. In previous sections it was shown that the
terms with dipole directional dependence are precisely the leading contributors to the Floquet 3-body interaction.
Dependence of dipole matrix elements on electric field
We now discuss the specific dependence of various dipole moments 〈J ′,M ′|dz|J,M〉 and transition dipole moments
〈J ′,M ± 1|d±|J,M〉 on the applied electric field strength E. The latter constitutes the only free parameter for tuning
the interaction independently of the tight-binding bandstructure.
From Eq. (S70), the electric field modifies the single-body eigenbasis of each molecule via
Hd =
~2
2I
Jˆ2 − Ed cos θ = ~
2
2I
(
Jˆ2 − η cos θ
)
(S88)
where η = 2IEd~2 is the dimensionless tunable ratio between the rotational energy scale and the dipole energy. In the
basis of ”bare” angular momentum eigenstates |J˜ , M˜〉 corresponding to ~E = 0,
〈J˜ ′, M˜ ′|Hd|J˜ , M˜〉 = ~
2
2I
(
J˜(J˜ + 1)δJ˜J˜′δM˜M˜ ′ −
√
4pi
3
η
∫
Y ∗
J˜′M˜ ′Y10YJ˜M˜dΩ
)
=
~2
2I
[
J˜(J˜ + 1)δJ˜J˜′δM˜M˜ ′ − η
√
(2J˜ ′ + 1)(2J˜ + 1)
(
J˜ ′ 1 J˜
0 0 0
)(
J˜ ′ 1 J˜
M˜ ′ 0 M˜
)]
(S89)
where
(
J˜ ′ 1 J˜
M˜ ′ 0 M˜
)
is a 3-j symbol. Expressed as these matrix elements, Hd can then be numerically diagonalized to
yield the lowest four eigenstates |0, 0〉, |1, 0〉 and |1,±1〉 that are adiabatically connected to |0˜, 0˜〉, |1˜, 0˜〉 and |1˜,±1˜〉.
With them, one can next compute the dipole moments d00, µ01, etc. by expressing dz and d± as real-space spherical
harmonics
√
4pi
3 Y10 and
√
4pi
3 Y1,±1. These results are presented in Fig. S3c as a function of η.
As presented in Fig. 3 of the main text, very small η gives very large inter-LL separation, but will probably not host
stable ground states as the dynamical PPs are larger than the static ones, and the interaction as a whole oscillates
between being attractive and repulsive. Intermediate values of η ≈ 3 are probably optimal for hosting stable FQH
states that rely on 3-body interactions, with dominant static inter-sublattice PPs (of symmetry type λ = [2, 1]) slightly
larger than their dynamic counterparts.
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FIG. S3. (left) Bandstructure of the flatband Hamiltonian given by Eq. (S90), with lower band having flatness ratio 3.13.
(middle) Berry curvature of its lower band, which integrates to a Chern number of −1. (right) The matrix elements d00 =
〈1, 0|dz|0, 0〉, d01 = 〈1,±1|d±|0, 0〉, µ01 = 〈1,±1|d±|1, 0〉, d1 = 〈1,±1|dz|1,±1〉, µ0 = 〈1, 0|dz|1, 0〉, d0 = 〈0, 0|dz|0, 0〉 (Dark
Red, Red, Pink, Orange, Green, Brown) as a function of η, in units of d. The diagonalization was performed over the J˜ = 0, 1
and 2 manifold.
Construction of flatband model
We consider a checkerboard lattice, superficially similar to that in Ref 32, with nearest-neighbor (NN) hoppings
in diagonal directions and next-nearest-neighbor (NNN) hoppings in horizontal and vertical directions, such that
RNNN =
√
2RNN . NN hoppings connect dissimilar sublattices A and B, while NNN hoppings connect two A or two
B sites.
Eq. (S83) gives a 2-component Hamiltonian that can be optimized to produce Chern bands that are approxi-
mately flat. After optimization, we obtain an illustrative flat band model with lower band possessing a flatness ratio
(bandgap/bandwidth) of 3.13 and Chern number −1:
Hflatband = −(0.9378 cos kx + 0.583 cos ky)I−
(
1.2626 cos
kx
2
cos
ky
2
+ 7.6819 sin
kx
2
sin
ky
2
)
σx
−
(
4.5566 cos
kx
2
cos
ky
2
− 2.212 sin kx
2
sin
ky
2
)
σy + (1.4037 cos kx − 3.7331 cos ky)σz (S90)
This local optimum, which is realized with parameters (λ, φ0, sA, sB , vA, vB ,Λ) = (2.26, 0.18, 0.09 + 0.751i, 0.612 +
0.31i, 0.08+0.928i,−0.049+0.011i, 0.97), is different from that in Ref. 32, which is not subject to additional constraints
from dynamical modulations that do not modulate the hoppings (Eq. S80). As such, we obtained flatness ratio that
is slightly lower than that in Ref. 32, although probably still sufficiently flat for hosting FCI ground states [90]. If
desired, the flatness ratio can be further optimized by including further hoppings, or by considering optical lattice
tensor shifts on the different sublattices.
