Extremum estimators are obtained by maximizing or minimizing a function of the sample and of the parameters relatively to the parameters. When the function to maximize or minimize is the sum of subfunctions each depending on one observation, the extremum estimators are additive. Maximum likelihood estimators are extremum additive whenever the observations are independent. Another instance of additive extremum estimators are the least squares estimators for multiple regressions when the usual assumptions hold. A strong law of large numbers is derived for additive extremum estimators. This law requires only the existence of first order moments and may be of interest in connection with maximum likelihood estimators, since the usual assumption that the observations are identically distributed is discarded.
Introduction
Extremum estimators play nowadays a crucial role in statistical inference. These estimators are obtained by maximizing or minimizing a function of the sample; y n and parameters relatively to the parameters. Thus maximum likelihood and least squares estimators are particular cases of extremum estimators. When the function we want to maximize or minimize is of the type Q n ( θ s | y n ) = n i=1 h i ( θ s |y i ) with {y 1 , ..., y n } the observations, the extremum estimator we get is additive. Maximum likelihood estimators are additive whenever the observations are independent. Another instance of additive extremum estimators is given by least squares estimators for multiple regression. Under the usual assumptions these estimators are obtained minimizing
Thus the class of additive extremum estimators contains sufficient important cases to justify its study. In what follows, we obtain a strong law of large numbers for such estimators under very mild assumptions. This law is an extension of the one we recently derived, see [4] , for multiple regressions. Through the discussion of regularity conditions that hold for multiple regressions, we show that the extension we now present is a natural one, since these conditions ensure that the extended law holds too. Two final comments are as follows. First, we derive our results requiring only the existence of first order moments, both in the case of multiple regressions as in the case of additive extremum estimators. This is interesting since at least second order moments have been required, for instance see [1] and [2] . Second, our results may be of interest for maximum likelihood estimators, since the usual assumption, for instance see [6, page 233] , that the observations are identically distributed is discarded.
Regularity conditions
We start by showing that certain results hold for multiple regression. These results will be used in formulating the conditions for the intended strong law that, thus, will be an extension of the one we derived for regressions. The function S n ( β k | y n ) has the gradient and the hessian matrix given, respectively, by
Strong law of large numbers for additive ...
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From the previous results it is immediate that
as well as,
To establish our law for regressions we have assumed that X X/n → W with W a positive-definite matrix. So, we have, with ρ(M ) the spectral radius of the matrix M
Let us rewrite h i (β|y i ) as h i (β, y i ) to include y i in the variables. Then
In [4] we have assumed that |x i,j | < a/2, so that
It is now easy to see that the following regularity conditions hold for multiple regressions: 84 J.T. Mexia and P.C. Real (2.1)
with |c i | < c, the e i being i.i.d. with null mean value, i = 1, ..., n.
where θ ∈ Θ the parameter space, or at least in a subset Θ 0 of Θ where the true value θ 0 belongs.
These four conditions are the ones under which we derive our strong law of large numbers. It is obvious, by the definition of Q n (θ|y), that (2.2) is equivalent to:
Convergence
Since extremum estimatorsθ n are local extrema, they are solutions of systems of the form Q n (θ|y) = 0 so that, we will have
. When the hessian matrix is regular we have
The components q n,j (θ 0 |y) of Q n (θ 0 |y), will be
Let us establish 
