We establish conditions for an isolated invariant set M of a map to be a repellor. The conditions are first formulated in terms of the stable set of M . They are then refined in two ways by considering (i) a Morse decomposition for M , and (ii) the invariantly connected components of the chain recurrent set of M . These results generalize and unify earlier persistence results.
Introduction
Let 3f be a metric space with metric d. A map /: 3? -► 3? defines a discrete semi-dynamical system T:Z+x 3f -» 3? by T(n,x) -f"(x), where Z+ denotes the set of non-negative integers and f"(x) denotes the «th iterate of x under /. Let J^ be a subspace of 3f. We say that / is uniformly persistent (with respect to p') if there exists n > 0 such that for all x G 3f\%S , liminfn_>ood(f"(x),%/) > n. In applications to ecological equations, 3f will be the set of all possible states of the system and y the set of extinction states. In that case, uniform persistence captures the idea of non-extinction of the system.
The object of this paper is to obtain criteria for uniform persistence. These criteria are formulated as conditions imposed on the global attractor M of f/ . Hence, we first study uniform persistence on compact spaces X ( § §2 and 3) and apply these results to the general problem in §4. In particular, the persistence results in Freedman and So [9, 10] will be improved to include uniform persistence. The approach we use here is similar to the one used in Garay [11] and Hofbauer [14] for flows. It provides a more elegant approach to the persistence problem as it uses modern dynamical systems theory. Hence, this approach allows us to give simpler proofs for earlier persistence results based on average Lyapunov functions (cf. Hutson and Moran [17] , Fonda [8] , Hofbauer, Hutson and Jansen [15] and Hofbauer and Sigmund [16] ).
Repellors
In this section and the next, the standing assumptions are: (a) X is a compact metric space, (b) /: X -► X is a continuous map, and (c) M c X is compact invariant, that is, f(M) = M. For notation and terminology concerning discrete semi-dynamical systems not explained here, we refer the reader to LaSalle [18] , Bhatia and Hajek [2] and Hale [12] .
M is said to be a repellor if there exists a neighborhood U of M such that for all x £ M there exists n0 -njx) > 0 satisfying f"(x) £ U for all n > n0. U is called a repellor neighborhood of M.
The following theorem is a special case of the Ura-Kimura theorem for maps (1) P(x) = 0 for xgM, and (2) there exists a neighborhood U of M such that Vx G U\M3n > 0 such that P(f"(x))>P(x).
Proof. Without loss of generality, we can assume U is closed. Suppose 3x £ M with cl(y+(x)) c U,y+(x) := {x ,f(x) ,f\x), ...}; then 3j; G cl(y+(x)) such that P(y) > P(z) for all z € cl(y+(x)). Hence, y £ M and P(y) > P(f(y)) for a'l n > 0. This contradicts (2) . Therefore, U is an isolating neighborhood of M and Vx ^ M, A+(x) qt M. Hence, by Theorem 2.1, M is a repellor. D Let r be a compact invariant set and let x ,y gY . An t-chain from x to y is a sequence of points x0 = x , xx, ... ,xn= y in Y with d(f(xi) ,x/+1) < e for i = 0, ... ,n -I . We say that x is chained to y if for all e > 0, there exists an e-chain from x to y. A compact, invariant subset A of Y is chain transitive if any two points x and y in A are chained in A. If x is chained to itself (in T), then x is said to be a chain recurrent point and we write x € ¿%(Y). Now The equivalence classes C(x) = {y G Y:x is chained to y and y is chained to x} are called the basic sets of Y. C(x) are chain transitive and they are the invariantly connected components of 3?(Y) (see Conley [7] for flows and Akin [1] for maps). A compact invariant set is invariantly connected if it is not the disjoint union of two non-empty compact invariant sets. where A~(x_) is the a-limit set of x_ (cf. Mischaikow and Franzosa [19] ).
Remark. It was shown in Freedman and So [10] that an acyclic covering, as introduced in Butler, Freedman and Wattman [5] and Butler and Waltman [6] , is a Morse decomposition. The proof is based on the Butler-McGehee Lemma.
The following theorem is a refinement of Theorem 2.1 if a Morse decomposition of M is given. It improves Theorem 3.3 of Freedman and So [10] as it yields uniform instead of strong persistence. Its proof shows that the existence of an acyclic covering for M is equivalent to M being isolated. The point is that one should choose an acyclic covering of M so that the assumptions can be easily checked. We assume that 3? has a global attractor X, that is, X is the maximal compact invariant subset of 3f and d(f"(x),X) -»0 as n -► oo, for all x G 3f. This assumption is satisfied in many applications including maps, time-periodic ordinary differential equations, retarded delay equations as well as semi-linear parabolic equations (cf. Hale [12] and Hale and Waltman [13] ).
Note that J^ is in general not a positively invariant set. Let M be the maximal compact invariant set in y . Then M c X. Proof. The => part is again obvious. For the converse, we first observe that Theorem 2.1 as applied to f\x (and the remark following it) gives us an attractor A (for f\x) dual to M. Since A is non-empty and compact, ^ is closed and A n^ = 0, we have n := d(A ,_JO > 0. Now consider x e 3?\y . Then A+(x) (which exists by the above assumptions) is contained in X and A+(x) cf_ M, by (2) . Since A+(x) is chain transitive, A+(x) c A. Hence, liminf^oo¿(r(x),|0>>7. □
In the same way we get the following modifications of Theorems 3.1 and 3.2. 
