Abstract. An system-level power management technique for massively distributed wireless microsensor networks is proposed. A power aware sensor node model is introduced which enables the embedded operating system to make transitions to different sleep states based on observed event statistics. The adaptive shutdown policy is based on a stochastic analysis and renders desired energy-quality scalability at the cost of latency and missed events. The notion of algorithmic transformations that improve the energy quality scalability of the data gathering network are also analyzed.
System Models

Sensor Network and Node Model
The fundamental idea in distributed sensor applications is to incorporate sufficient processing power in each node such that they are self-configuring and adaptive. Fig. 1 illustrates the basic sensor node architecture. Each node consists of the embedded sensor, A/D converter, a processor with memory (which in our case will be the StrongARM SA-1100 processor [7] ) and the RF circuits. Each of these components are controlled by the micro Operating System (µ-OS) through micro device drivers. An important function of the µ-OS is to enable Power Management (PM). Based on event statistics, the µ-OS decides which devices to turn off/on.
Our network essentially consists of η homogeneous sensor nodes distributed over a rectangular region R with dimensions WxL with each node having a visibility radius of ρ (shown by the region C k ). Three different communication models can be used for such a network. (every node directly transmits to the basestation), (ii) Multi-hop (data is routed through the individual nodes towards the basestation) and (iii) Clustering. If the distance between the neighboring sensors is less than the average distance between the sensors and the user or the basestation, transmission power can be saved if the sensors collaborate locally. Further its likely that sensors in local clusters share highly correlated data. Some of the nodes elect themselves as 'cluster heads' (as depicted by nodes in black) and the remaining nodes join one of the clusters based on a minimum transmit power criteria. The cluster head then aggregates and transmits the data from the other cluster nodes. Such application specific network protocols for wireless microsensor networks have been developed [8] . It has been demonstrated that a clustering scheme is an order of magnitude more energy efficient than a simple direct transmission scheme.
Power Aware Sensor Node Model
A power aware sensor node model essentially describes the power consumption in different levels of node-sleep state. Every component in the node can have different power modes, e.g. the StrongARM can be in active, idle or sleep mode; the radio can be in transmit, receive, standby or off mode. Each node-sleep state corresponds to a particular combination of component power modes.
In general, if there are N components labelled (1, 2, ..., N) each with k i number of sleep states, the total number of node-sleep states are . Every component power mode is associated with a latency overhead for transitioning to that mode. Therefore each node sleep mode is characterized by a power consumption and a latency overhead. However, from a practical point of view not all the sleep states are useful. Table 1 enumerates the component power modes corresponding to 5 different useful sleep states for the sensor node. Each of these node-sleep modes correspond to an increasingly deeper sleep state and is therefore characterized by an increasing latency and decreasing power consumption.These sleep states are chosen based on actual working conditions of the sensor node e.g. it does not make sense to have the A/D in the active state and everything else completely off. The design problem is to formulate a policy of transitioning between states based on observed events so as to maximize energy efficiency. The power aware sensor model is similar to the system power model in the Advanced Configuration and Power Interface (ACPI) standard [9] . An ACPI compliant system has five global states. SystemStateS0 (working state), and SystemStateS1 to SystemStateS4 corresponding to four different levels of sleep states. The sleep states are differentiated by the power consumed, the overhead required in going to sleep and the wakeup time. In general, the deeper the sleep state, the lesser the power consumption, and the longer the wakeup time. Another aspect of similarity is that in ACPI the Power Manager (PM) is a module of the OS. 
Event Generation Model
An event is said to occur when the a sensor node picks up a signal with power above a pre-defined threshold. For analytical tractability we assume that every node has a uniform radius of visibility ρ.
In real applications the terrain might influence the visible radius. An event can be static (e.g. a localized change in temperature/pressure in an environment monitoring application) or can propagate (e.g. signals generated by a moving object in a tracking application). In general, events have a characterizable (possibly non-stationary) distribution in space and time. We will assume that the temporal behavior of events over the entire sensing region, R, is a Poisson process with an average rate of events given by λ tot [10] . In addition we assume that the spatial distribution of events is characterized by an independent probability distribution given by p XY (x,y). Let p ek denote the probability that an event is detected by node k , given the fact that it occurred in R.
(
Let p k (t, n) denote the probability that n events occur in time t at node k . Therefore, the probability of no events occurring in C k over a threshold interval T th is given by (2) Let p th,k (t) be the probability that at least one event occurs in time t at node k .
i.e. the probability of at least one event occurring is an exponential distribution characterized by a spatially weighted event arrival rate λ k = λ tot p ek .
In addition, to capture the possibility that an event might propagate in space we describe each event by a position vector, p = p 0 + v(t)dt. Where p 0 is the coordinates of the point of origin of the event and v(t) characterizes the propagation velocity of the event. The point of origin has a spatial and temporal distribution described by Equation 1 to Equation 3. We have analyzed three distinct classes of events: (i) v(t) = 0, the events occur as stationary points, (ii) v(t) = const, the event propagates with fixed velocity (e.g. a moving vehicle), and, (iii) | v(t) | = const, the event propagates with fixed speed but random direction (i.e. a random walk).
Shutdown Policy
Sleep State Transition Policy
Assume an event is detected by node k at some time and it finishes processing it at t 1 and the next event occurs at time t 2 = t 1 + t i . At time t 1 , node k decides to transition to a sleep state s k from the active state s 0 as shown in Fig. 2 . Each state s k has a power consumption P k , and the transition time to it from the active state and back is given by τ d,k and τ u,k respectively. By our definition of node-
We will now derive a set of sleep time thresholds { T th,k } corresponding to the states { s k }, (for N sleep states) such that transitioning to a sleep state s k from state s 0 will result in a net energy loss if the idle time t i < T th,k because of the transition energy overhead [12] . This assumes that no productive work can be done in the transition period, which is invariably true, e.g. when a processor wakes up the transition time is the time required for the PLLs to lock, the clock to stabilize and the processor context to be restored. The energy saving because of state transition is given by (4) and such a transition is only justified when E save,k > 0. This leads us to the threshold (5) which implies that the longer the delay overhead of the transition s 0 -> s k , the higher the energy gain threshold, and the more the difference between P 0 and P k , the smaller the threshold. These observations are intuitively appealing too. Table 2 lists out the power consumption of a sensor-node described in Fig. 1 in the different power modes. Since the node consists of off the shelf components, its not optimized for power consumption. However, we will use the threshold and power consumption numbers detailed in Table 2 to illustrate our basic idea. The steady state shutdown algorithm is as follows if( eventOccurred() == true ) { processEvent(); ++eventCount; lambda_k = eventCount/getTimeElapsed(); 
Active Idle Active Power
When an event is detected at node k , it wakes up and processes the event (this might involve classification, beamforming, transmission etc.). It then updates a global eventCount counter which stores the total number of events registered by node k . The average arrival rate, λ k , for node k is then updated. This requires use of an µ-OS timer based system function call getTimeElapsed() which returns the time elapsed since the node was turned on. The µ-OS then tries to put the node into sleep state s k (starting from the deepest state s 4 through s 1 ) by testing the probability of an event occurring in the corresponding sleep time threshold T th,k against a system defined constant p th0 .
Missed events
All the sleep states, except state s 4 have the actual sensor and A/D circuit on. Therefore if an event is detected (i.e. the signal power is above a threshold level) the node transitions to state s 0 and processes the event. The only overhead involved is latency (worst case being about 25ms). However, in state s 4 , the node is almost completely off and it must decide on its own when to wake up. In sparse event sensing systems (for example vehicle tracking, seismic detection etc.) the inter-arrival time for events is much greater than the sleep time thresholds T th,k . Therefore, the sensor node will invariably go into the deepest sleep state s 4 . The processor must watch for pre-programed wake-up signals. These signal conditions are programmed by the CPU prior to entering the sleep state. To be able to wake up on its own the node must be able to predict the arrival of the next event. An optimistic prediction might result in the node waking up unnecessarily while a pessimistic strategy will result in some events being missed.
Researchers have tried to model the interarrival process of events in reactive systems. In [11] the distribution of idle and busy periods is represented by a time series and approximated by a least square regression model. In [12] the idleness prediction is based on a weighted sum of past periods where the weights decay geometrically. The authors of [13] use a stochastic optimization technique based on the theory of Markov processes. All the above techniques result in a performance penalty. However, in our context, being in state s 4 results in missed events as the node has no way of knowing if anything significant occurred. What strategy gets used is a pure design concern based on how critical the sensing task is. We discuss two possible approaches. • Selectively disallow s 4 -This technique can be used if events are spatially distributed and not totally critical. Both random and deterministic approaches can be used. In the protocol described in [8] the 'cluster heads' can have a disallowed s 4 state while the normal nodes can transition to s 4 . Alternatively, the scheme that we propose is more homogeneous. Every node k that satisfies the sleep threshold condition for s 4 goes to sleep with a system defined probability p s4 for a time duration given by (6) Equation 6 describes the steady state behavior of the node and the sleep time is computed such that the probability that no events occur in t s4, k i.e. p k (t s4, k , 0) = p s4 . However, when the sensor network is switched on and no events have occurred for a while, λ k is zero. To account for this we disallow transition to state s 4 until at least one event is detected. We can also have an adaptive transition probability p s4 , which is zero initially and increases as events are detected later on. The probabilistic state transition is described in Fig. 3 .
The advantage of the algorithm is that efficient energy tradeoffs can be made with event detection probability. By increasing p s4 , the system energy consumption can be reduced while the probability of missed events will increase and vice versa. Therefore, our overall shutdown policy is governed by two implementation specific probability parameters, (i) p th0 and (ii) p s4 .
Results
We have simulated a η=1000 node system distributed uniformly and randomly over a 100m x 100m area. The visibility radius of each sensor was assumed to be ρ=10m. The sleep state thresholds and power consumption are shown in Table 2 . Fig. 4 shows the overall spatial node energy consumption over for an event with a gaussian spatial distribution centered around (25, 75). The interarrival process is Poisson with λ tot = 500 s -1 . It can be seen that the node energy consumption tracks the event probability. In the non-power managed scenario we would have a uniform energy consumption in all the nodes.
One drawback of the whole scheme is that there is a finite and small window of interarrival rates λ tot over which the fine-grained sleep states can be utilized. In general, the more the differentiated the power states (i.e. the greater the difference in their energy and latency overheads) the wider the range of interarrival times over which all sleep states can be utilized. Fig. 5(a) shows the range of event arrival rates at a node (λ k ) over which the states s 1 -s 3 are used significantly. If λ k < 13.9 s -1 , transition to state s 4 is always possible (i.e. at least the threshold condition is met, actual transition of course occurs with probability p s4 ). Similarly, if λ k > 86.9 s -1 , the node must always be in the most active state. These limits have been computed using the nominal p th0 = 0.5. Using a higher value of p th0 would result in frequent transitions to the sleep states and if events occur fast enough this would result in increased energy dissipation associated with the wake-up energy cost. A smaller value of p th0 would result in a pessimistic scheme for sleep state transition and therefore lesser energy savings. Fig. 5(b) illustrates the Energy-Quality trade-off of our shutdown algorithm. By increasing the probability of transition to state s 4 (i.e. increasing p s4 ) energy can be saved at the cost of increased possibility of missing an event. Such a graceful degradation of quality with energy is highly desirable in energy constrained systems. It is highly desirable that we structure our algorithms and systems in such a fashion that computational accuracy can be traded off with energy requirement. At the heart of such transformations lies the concept of incremental refinement. Consider a scenario where the distributed sensor network is being used to monitor seismic activity from a remote basestation. Sensor nodes are energy constrained and have a finite lifetime. It would be highly desirable to have energy scalable algorithms and protocols running on the sensor network such that the remote basestation could dynamically reduce energy consumption (to prolong mission lifetime if uninteresting events have occurred) by altering the throughput and computation accuracy. This type of behavior necessitates algorithmic restructuring so that every computational step leads us incrementally closer to the output. We now illustrate the algorithmic restructuring notion using two examples of popular signal processing algorithms in the context of sensor based computation.
Filtering Application
Finite Impulse Response (FIR) filtering is one of the most commonly used Digital Signal Processing (DSP) operations. FIR filtering involves the inner product of two vectors one of which is fixed and known as the impulse response, h[n], of the filter [14] . An N-tap FIR filter is defined by Equation 7.
(7)
When we analyze the FIR filtering operation from a pure inner product perspective, it simply involves N multiply and accumulate (MAC) cycles. For desired Energy-Quality (E-Q) behavior, the 
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MAC cycles that contribute most significantly to the output y[n] should be done first. Each of the partial sums, , depends on the data sample and therefore its not apparent which ones should be accumulated first. Intuitively, the partial sums that are maximum in magnitude (and can therefore affect the final result significantly) should be accumulated first. Most FIR filter coefficients have a few coefficients that are large in magnitude and progressively reduce in amplitude. Therefore, a simple but effective most-significant-first transform involves sorting the impulse response in decreasing order of magnitude and reordering the MACs such that the partial sum corresponding to the largest coefficient is accumulated first as shown in Fig. 6(a) . Undoubtedly, the data sample multiplied to the coefficient might be so small as to mitigate the effect of the partial sum. Nevertheless, on an average case, the coefficient reordering by magnitude yields a better E-Q performance than the original scheme. Fig. 6(b) illustrates the scalability results for a low pass filtering of speech data sampled at 10kHz using a 128-tap FIR filter whose impulse response (magnitude) is also outlined. The average energy consumption per output sample (measured on the StrongARM SA-1100 operating at 1.5V power supply and 206MHz frequency) in the original scheme is 5.12µJ. Since the initial coefficients are not the ones with most significant magnitudes the E-Q behavior is poor. Sorting the coefficients and using a level of indirection (in software that amounts to having an index array of the same size as the coefficient array), the E-Q behavior can be substantially improved. The energy overhead associated with using a level of indirection on the SA-1100 was only 0.21µJ which is about 4% of the total energy consumption. The basic characteristic of an energy scalable algorithm is illustrated in Fig. 6(b) . It is obvious that if the available energy per sample/task is reduced by 50% the quality degradation in the transformed system is only 10% as opposed to 100% degradation in the original filtering algorithm. 
Image Decoding Application
The Discrete Cosine Transform (DCT), which involves decomposing a set of image samples into a scaled set of discrete cosine basis functions, and the Inverse Discrete Cosine Transform (IDCT), which involves reconstructing the samples from the basis functions, are crucial steps in digital video [15] . The 64-point, 2-D DCT and IDCT (used on 8x8 pixel blocks in of an image) are defined respectively as
DCT is able to capture the spatial redundancy present in an image and the coefficients obtained are quantized and compressed. Most existing algorithms attempt to minimize the number of arithmetic operations (multiplications and additions) usually relying on the symmetry properties of the cosine basis functions (similar to the FFT algorithm) and on matrix factorizations [16] . The E-Q behavior of these algorithms are not good as they have been designed such that computation takes a minimal yet constant number of operations. The Forward Mapping-IDCT (FM-IDCT) algorithm, proposed in [17] can be shown to have an E-Q performance with is much better than other algorithms. The algorithm is formulated as follows (10) where x i, j are the reconstructed pels, X i, j are the input DCT coefficients, and is the 64x64 constant reconstruction kernel. The improved E-Q behavior of the FM-IDCT algorithm can be attributed to the fact that most of the signal energy is concentrated in the DC coefficient (X 0, 0 ) and in general in the low-frequency coefficients as shown in Fig. 7(a) . Instead of reconstructing each pixel by summing up all its frequency contributions, the algorithm incrementally accumulates the entire image based on spectral contributions from the low to high frequencies. Fig. 7(b) and Fig. 8 illustrate the E-Q behavior of the FM-IDCT algorithm. It is obvious from Fig. 7(b) that almost 90% image quality can be obtained from as little as 25% of the total energy consumption. In terms of the overhead requirement, the only change that is required is that we now need to store the IDCT coefficients in a transposed fashion (i.e. all the low frequency components first and so on). 
Conclusions
We have proposed a system level power management scheme for distributed wireless data acquisition sensor networks using a two fold approach for energy scalability viz. event driven shutdown and algorithmic restructuring. For event driven shutdown, we explicitly characterize the meaningful power states of a node and uses a probabilistic technique to make predictive transitions to the low power modes based on observed event statistics. The scheme is simple to implement and has negligible memory overhead. The technique we have proposed is fairly general and can be used for power management in any system characterized by different levels of power consumption in various stages of shutdown. We have also demonstrated the feasibility of a graceful energy-quality tradeoff using our shutdown strategy. In energy constrained sensor nodes, it is desirable to have energy scalable algorithms. We have demonstrated the basic idea of algorithmic restructuring for improved energy-quality behavior using two popular signal processing examples. 
