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Résumé
A
u cours de mes cinq années d’assistanat à l’Université de Genève, j’ai eu l’occa-
sion de m’intéresser à de nombreuses questions gravitant autour de la théorie des
groupes, et en particulier j’ai eu la très grande chance de collaborer avec Slava
Grigorchuk, grâce à ses fréquents passages à Genève. Nous avons ainsi écrit trois
articles communs : [BG00, BG99a, BG99b]. Récemment, j’ai aussi entrepris des recherches en
commun avec Zoran Šuni´k, exposées dans l’article [BŠ00]. De plus, j’ai écrit indépendamment
deux articles sur la croissance du groupe de Grigorchuk : [Bar98, Bar00d]. L’exposition de ces
résultats représente la première partie de ce travail.
Dans la deuxième partie, je résume mon article [Bar99]. Il concerne un sujet aussi étudié
par Slava Grigorchuk. Finalement, la troisième partie contient des résultats rédigés ici pour la
première fois sur la croissance de certains groupes agissant sur des arbres enracinés.
Première partie
Je rappelle d’abord de la façon la plus complète possible les concepts entourant les groupes
agissant sur des arbres enracinés. Ils font l’objet d’une partie de livre écrite par Rostislav Grig-
orchuk [Gri00]. La notion-clé est celle de groupe à branches, développée au chapitre 2. De nom-
breux exemples de groupes [GS83b] sont en fait à branches, bien que ce fait n’ait été reconnu
que plus tard.
Les deux chapitres suivants décrivent les articles [BG99a, BG99b]. Dans ces articles, on ap-
pelle sous-groupe parabolique le stabilisateur d’un point sur le bord de l’arbre, et on décrit pour
cinq exemples de groupes fractals le spectre de l’opérateur de type Hecke pour la représentation
quasi-régulière associée à un tel sous-groupe.
THÉORÈME A (voir le théorème 5.2). Soient G, ˜G,Γ,Γ et Γ les groupes définis à la sec-
tion 2.1, avec leurs systèmes de générateurs respectifs. Le spectre de l’opérateur de type Hecke
H = ∑générateurs g ρ(g) associé à la représentation quasi-régulière ρ associée à un sous-groupe
parabolique est :
– pour G, une union d’intervalles [−2,0]∪ [2,4] ;
– pour ˜G, l’intervalle [0,4] ;
– pour Γ et Γ, la clôture de l’ensemble{
4,1,1±
√
6,1±
√
6±
√
6,1±
√
6±
√
6±
√
6, . . .
}
,
qui est l’union d’un ensemble de Cantor de mesure de Lebesgue nulle et d’un ensemble
dénombrable ;
– pour Γ, la clôture de l’ensemble4,−2,1,1±
√
9±3
2
,1±
√
9±√45±4 ·3
2
,1±
√
9±
√
45±4√45±4 ·3
2
, . . .
 ,
qui est un ensemble de Cantor de mesure nulle.
En considérant les graphes de Schreier associés à ces groupes et leur sous-groupe, on ob-
tient :
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COROLLAIRE B. Il existe des graphes 4-réguliers dont les spectres sont les ensembles
décrits dans le théorème A.
En plus de l’étude de leur spectre, on obtient des résultats sur la décomposition des représen-
tations considérées : On note P le stabilisateur d’un point du bord de l’arbre, et Pn le stabilisateur
d’un point à distance n de la racine de l’arbre. Alors la représentation sur `2(G/P) est irré-
ductible, et on détermine complètement la décomposition en irréductibles des représentations
sur `2(G/Pn) : elle est donnée par les doubles classes de Pn dans G.
THÉORÈME C (voir la section 9 de [BG99a]). Les paires formées d’un des 5 groupes G du
théorème A et d’un sous-groupe parabolique P sont les paires de Gel’fand. En d’autres termes,
les algèbres de Hecke H (G,P) sont abéliennes.
Il en va de même pour G et le stabilisateur Pn d’un sommet de niveau n. Par conséquent, il
y a une bijection entre les composantes irréductibles de `2(G/Pn) et les doubles classes de Pn
dans G, telle que la dimension d’une composante irréductible égale la cardinalité de la Pn-orbite
dans G/Pn associée.
Dans le chapitre 6, je décris le premier exemple G de Grigorchuk [Gri80a], en insistant
particulièrement sur quelques résultats nouveaux obtenus par Rostislav Grigorchuk ou par moi.
En particulier, nous avons calculé dans [BG00] la structure de plusieurs algèbres de Lie associées
à G. Le résultat principal est la description des constantes de structure de ces algèbres sous la
forme d’un graphe, que nous appelons le graphe de Cayley de l’algèbre de Lie graduée L(G) =L
n≥1 Ln sur le corps à deux éléments F2. Il est formé de sommets à l’abscisse n représentant une
base de Ln, avec des arêtes de l’abscisse n à l’abscisse n+1 étiquetées par les générateurs de G
(et donc de L(G)) représentant les constantes de structure de l’algèbre dans la base fixée.
THÉORÈME D (voir le théorème 6.16). Le graphe de Cayley de L(G) est comme suit :
b z
x z01 z
1
1 z
0
2
a x01 x
1
1 x
2
2 x
3
2
[a,d] x02 x12 x03
d
a a,b,c
c,d
a
b,c
c,d
a
b,c
c,d
a
b,d
b,c
b,c
a
b,c
a
où les éléments xrm et zrm sont définis à la section 6.4.
Le graphe de Cayley de L(G) du théorème D fait par exemple apparaître les propriétés
suivantes de L(G) =
L
n≥1 Ln :
– L’espace L1 est de dimension 3, et {b,a,d} en est une base.
– L’espace L2 est de dimension 2, avec base {x, [a,d]}. Si on note Ag(h) = [g,h] l’opérateur
adjoint, on a
Aa : b 7→ x, a 7→ 0, d 7→ [a,d]
Ab : b 7→ 0, a 7→ x, d 7→ 0
Ac : b 7→ 0, a 7→ x+[a,d], d 7→ 0
Ad : b 7→ 0, a 7→ [a,d], d 7→ 0
– Les espaces L2m+1+r sont de dimension 2 (engendrés par {xrm,zrm−1}) quand 0≤ r< 2m−1,
et de dimension 1 (engendrés par xrm) quand 2m−1 ≤ r < 2m.
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– Les seuls opérateurs Ag : L2m+1+r →L2m+1+r+1, pour g∈{a,b,c,d}, satisfaisant Ag(xrm)=
xr+1m sont ceux correspondant à la r-ième lettre de σm(a), pour la substitution σ de la sec-
tion 6.2.
En résumé, on montre que G est de largeur finie. On réfute ainsi la conjecture 6.10, due à Efim
Zel’manov, en exhibant un nouveau type de pro-2-groupe de largeur finie : la pro-2-complétion
de G.
Dans la dernière section, je rappelle les résultats de mes deux articles [Bar98, Bar00d]. Ils
donnent les bornes suivantes sur la fonction de croissance
γ(n) = #{g ∈ G|g = s1 . . .sn,si ∈ {1,a,b,c,d}}
du groupe G :
THÉORÈME E (voir les théorèmes 6.17 et 6.19). La fonction de croissance γ(n) du groupe
de Grigorchuk G satisfait
en
α - γ(n)- enβ ,
avec α= 0.5157 et β= log(2)/ log(2/η)≈ 0.767, où η≈ 0.811 est la racine réelle du polynôme
X3+X2+X−2.
Dans le chapitre 7, je décris une généralisation de nombreux résultats de croissance des mots
et des périodes à une grande famille, définie algébriquement, de groupes agissant sur des arbres.
Ces résultats ont été obtenus avec Zoran Šuni´k [BŠ00]. À titre d’exemple, on montre :
THÉORÈME F (voir le théorème 7.5). Si ω est une suite r-homogène (voir la définition 7.4),
alors la fonction de croissance du groupe Gω (définie en 7.1) agissant sur l’arbre d-régulier
satisfait
en
α - γω(n)- en
β
avec α = log(d)log(d)−log 12
et β = log(d)log(d)−log(ηr) , où ηr est la racine réelle du polynôme X r +X r−1 +
X r−2−2.
Si de plus Gω agit régulièrement sur le premier niveau de l’arbre, alors la fonction de
croissance des périodes
piω(n) = max{ordre(g)|g = s1 . . .sn,si ∈ {1,a,b,c,d}}
satisfait
piω(n)- nlog1/ηr (d).
Deuxième partie
La deuxième partie décrit mon premier article, qui montre une généralisation de la formule
de Grigorchuk reliant la croissance au rayon spectral. Étant donné un graphe G avec deux som-
mets ?,† fixés, on définit la série de croissance des chemins G(t) = ∑γ∈[?,†] t |γ|, où la somme
parcourt les chemins de ? à †, et la série F(u, t) = ∑γ∈[?,†] t |γ|unb(γ), où nb(γ) est le nombre de
points où γ rebrousse son chemin. Le résultat principal est :
THÉORÈME G (voir le théorème 8.5). Si G est d-régulier, on a
(1) F(1−u, t)
1−u2t2 =
G
(
t
1+u(d−u)t2
)
1+u(d−u)t2 .
En particulier, F(1, t) = G(t) et F(0, t) compte les chemins sans points de rebroussement.
Si G est un arbre et ? = †, on a F(0, t) = 1 car un arbre ne contient aucun circuit élémentaire
non-trivial, et (1) donne aisément la série comptant les circuits dans un arbre d-régulier
G(t) = 2(d−1)
d−2+d
√
1−4(d−1)t2 ,
déjà obtenue par Harry Kesten [Kes59].
L’équation (1) donne aussi une relation entre les rayons de convergence de F(0, t) et G(t) :
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COROLLAIRE H. Si on note 1/α le rayon de convergence de F(0, t) et 1/(dν) le rayon de
convergence de G(t), on a
ν =
{√
d−1
d
(
α√
d−1 +
√
d−1
α
)
si α >
√
d−1,
2
√
d−1
d sinon.
Cette équation, appelée la n´ formule de Grigorchuk z˙, constitue le résultat principal de [Gri80b].
Si G est le graphe de Cayley d’un groupe Γ relativement à un système de générateurs S de car-
dinalité d, on appelle généralement α la cocroissance de Γ et ν le rayon spectral de la marche
aléatoire simple sur G. La série G s’appelle aussi la série de Green de G. Elle contient de nom-
breuses informations sur Γ ; par exemple, le théorème de Kesten affirme que Γ est moyennable
si et seulement si ν = 1.
Je considère ensuite les produits libres de graphes, qui sont un analogue naturel des produits
libres de groupes, et j’obtiens une formule reliant les fonctions G du produit aux fonctions G
des facteurs. Rappelons qu’un graphe G est transitif sur ses sommets si son groupe d’automor-
phismes agit transitivement sur les sommets de G.
THÉORÈME I (voir le théorème 11.2). Soient GE et GF les séries de Green de deux graphes
E et F transitifs sur leurs sommets. Alors
1
(tGE∗F)−1
=
1
(tGE)−1
+
1
(tGF)−1
− 1
t
,
où F−1(t) est l’inverse formel de la série F, c’est-à-dire une série G telle que G(F(t)) =
F(G(t)) = t.
Une équation équivalente à celle-ci, mais de manière non-triviale, apparaît dans un article
de Gregory Quenell [Que94], et, dans un langage complètement différent (celui des variables
aléatoires non-commutatives), dans un article de Dan Voiculescu [Voi90, Theorem 4.5].
Troisième partie
Finalement, dans la troisième partie, je donne des résultats jamais publiés concernant la
croissance de groupes GGS. Ce sont des groupes définis ainsi : on fixe un entier d, un sous-
groupe A du groupe symétrique Sd sur d lettres et une suite ε = (ε1, . . . ,εd−1) d’éléments de
A. Le groupe A agit sur les suites {1,2, . . . ,d}∗ en n’agissant que sur la première lettre, et un
automorphisme t est défini par
t(d . . .di0i1 . . . in) = d . . .di0εi0(i1)i2 . . . in,
où i0 6= d (et t fixe la suite d . . .d . . .d). Un groupe GGS est un groupe engendré par de tels A et
t ; la terminologie fait référence à Rostislav Grigorchuk, Narain Gupta et Saïd Sidki [Bau93].
Le résultat principal est :
THÉORÈME J (voir le théorème 14.2). Soit G un groupe GGS. Alors soit G est virtuellement
abélien, soit G est de croissance intermédiaire.
Ce résultat s’applique en particulier au groupe suivant : on prend d = 4, A = 〈a〉 où a est le
4-cycle (1,2,3,4), et ε = (a,1,a3). Je réponds ainsi à une question que Rostislav Grigorchuk a
posée il y a dix ans, en montrant que ce groupe est de croissance intermédiaire.
Il est aussi valable pour les trois exemples Γ,Γ,Γ de la section 2.1. En particulier, il étend le
résultat de [FG85, FG91] affirmant la croissance sous-exponentielle de Γ.
J’indique aussi des critères déterminant quand un groupe GGS est infini, juste-infini, de
torsion, etc.
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Annexes
Finalement je liste tous les articles à la rédaction desquels j’ai participé, en j’en inclus ceux
qui ont le plus grand rapport avec les sujets traités dans cette thèse. Il s’agit de [Bar98, Bar00d]
que j’ai écrits seul, [BC99] écrit avec Tullio Ceccherini-Silberstein, et [BG00, BG99b, BG99a]
écrits avec Rostislav Grigorchuk. En revanche, j’omets [Bar99] auquel la deuxième partie est
consacrée.

Première partie
Introduction aux groupes enracinés

CHAPITRE 1
Arbres
D
ans son premier article [Gri80a], Rostislav Grigorchuk introduit son premier
groupe comme un sous-groupe du groupe des transformations linéaires par morceaux
de l’intervalle. Depuis, il a semblé plus naturel de le définir comme un sous-
groupe du groupe des automorphismes d’un arbre enraciné.
Ce passage s’effectue en plusieurs étapes : on fixe un entier d, et on note B = {0,1, . . . ,d−
1}. L’écriture en base d donne une bijection τ entre [0,1[ et les suites (x0,x1,x2, . . .) ∈ ΣN qui ne
se terminent pas par d−1.
L’ensemble BN est un espace topologique (pour la topologie de Tychonoff), et même un
espace métrique compact, pour la distance
d(x,y) = d−min{n|xn 6=yn}
(où par convention min /0 = ∞), et donc un espace mesuré, pour la mesure de Bernouilli définie
sur les ouverts cylindriques σBN (avec σ ∈ B∗) par
µ(σB∗) = d−|σ|.
On peut maintenant considérer les actions sur BN au lieu de τ([0,1[), en considérant les
actions à en ensemble de mesure nulle près.
Dans une deuxième étape, on suppose que le groupe agit par homéomorphismes linéaires par
morceaux de [0,1[, dont les pentes sont de la forme di avec i∈Z et dont les points de discontinuité
de la pente sont de la forme id j avec i, j ∈Z. Il suit alors que l’action, transposée dans le domaine
BN, préserve les ouverts cylindriques σBN, c’est-à-dire est de la forme σBN 7→ τBN. On obtient
ainsi une action du groupe sur B∗, donnée par σ 7→ τ. Or ce dernier ensemble B∗ a la structure
d’un arbre, comme on va le voir.
Ce passage d’une action sur [0,1[ à une action sur un arbre enraciné a été déjà utilisé, par
exemple, dans l’étude du groupe de Thompson [CFP96, Röv99b].
DEFINITION 1.1. Un digraphe est un couple d’ensembles G = (S,A), muni de deux appli-
cations α,ω : A→ S. Les éléments de S sont appelés les sommets de G, et ceux de A ses arêtes.
G est dit fini si S et A sont des ensembles finis. α(a) et ω(a) sont les extrémités de l’arête a.
La définition ci-dessus sera constamment utilisée dans ce travail. Elle se distingue de la
définition habituelle en combinatoire en ce que les arêtes sont toujours supposées orientées, elles
peuvent être des boucles, et il peut y avoir plusieurs arêtes entre deux sommets.
DEFINITION 1.2. Soit Σ un alphabet fini. On désigne par Σ∗ le monoïde libre sur Σ, c’est-à-
dire l’ensemble des mots finis formés de lettres de Σ, avec pour opération la concaténation.
Soit M un monoïde, engendré par un ensemble Σ. Le de Cayley de M relativement à Σ est le
digraphe étiqueté C (M,Σ) dont l’ensemble de sommets est M, et dont les arêtes sont les (m,ms),
étiquetées par s, pour tous les m ∈M et s ∈ Σ.
Soit Σ un alphabet fini. On appelle arbre régulier enraciné le graphe de Cayley du monoïde
libre sur Σ, et on le note TΣ, ou T s’il n’y a pas d’ambiguïté sur Σ.
Il y a une correspondance naturelle entre les sommets de T et les chemins géodésiques
(c’est-à-dire sans aller-retour) finis issus de /0 dans T .
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FIG. 1.1. La n´ partie supérieure z˙ de T{1,2,3}
DEFINITION 1.3. Soit TΣ un arbre. Le bord de TΣ est l’ensemble ∂TΣ = ΣN, muni de la
topologie de Tychonoff. On l’identifie à l’espace des chemins géodésiques infinis issus de /0 dans
TΣ.
Si on prend Σ = {0,1, . . . ,d−1} comme plus haut, on a alors l’arbre TΣ = Σ∗, dont le bord
est ∂TΣ = ΣN, équivalent à un ensemble de mesure nulle près à [0,1].
Bien que ce ne soit apparu que plus tard, le fait de voir les groupes de Grigorchuk comme des
groupes d’automorphismes d’un arbre régulier enraciné est très fructueux : on fait apparaître ainsi
de nombreuses propriétés géométriquement claires mais algébriquement difficiles à formuler. On
pense par exemple à la notion de profondeur ou de portrait d’un élément — voir la définition 1.6.
Des traitements algébriques des groupes agissant sur des arbres ont été tentés : on peut se
débarrasser entièrement de la notion d’arbre pour ne considérer que des groupes G construits
inductivement à partir de produits en couronne G′ oA où G′ est un groupe du même type et A est
un groupe fini. Cette approche a été suivie par Lev Kaloujnine [Kal45, Kal48], son élève Vitaliı˘
Sushchanskiı˘ [Suš79], John Wilson [GW99], Zoran Šuni´k et l’auteur [BŠ00] (voir le chapitre 7),
et bien d’autres encore.
Notons que Σ∗ est infini dès que Σ est non-vide ; la n´ partie supérieure z˙ de Σ∗ est représentée
dans la figure 1.1, où |Σ| = 3. Il faut aussi remarquer que dans cette théorie les arbres poussent
traditionnellement vers le bas, et que la racine de l’arbre est représentée en haut.
En parlant d’un arbre enraciné, les conventions suivantes seront respectées : il sera dit d-
régulier, où d = |Σ|, et ceci bien qu’en chaque sommet excepté la racine il y ait d+ 1 arêtes, d
sortantes et une entrante. On supposera toujours
Σ = Z/dZ= {1,2, . . . ,d}
avec ce choix de représentants, qui rendent les notations plus simples. On identifiera les sommets
à des suites finies de symboles pris dans Σ, et la racine à la suite vide /0.
Soit σ un sommet de TΣ. Le Σ∗-module à droite σΣ∗ des mots commençant par σ, est appelé
le sous-arbre en σ et est noté (TΣ)σ. On a les décompositions suivantes :
TΣ = { /0}∪
[
s∈Σ
(TΣ)s,
∂TΣ =
[
s∈Σ
∂(TΣ)s.
1.1. Automorphismes
On note AutT le groupe des automorphismes de T . Ce sont les bijections de T qui préser-
vent la structure de digraphe :
AutT = {g : T 1−1−→ T |(σ,τ) ∈ A⇔ (gσ,gτ) ∈ A},
où A désigne l’ensemble des arêtes de T .
LEMMA 1.4. Soit g ∈ AutT . Alors g préserve les préfixes et la distance à la racine :
|σ|= |gσ|, g(στ) ∈ g(σ)Σ∗.
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DÉMONSTRATION. g, étant une bijection du graphe, doit envoyer l’unique chemin géodésique
de /0 à σ sur l’unique chemin géodésique de /0 à gσ, et ces chemins ont nécessairement même
longueur. Un chemin de /0 à g(στ) doit nécessairement passer par g(σ). ¤
Il s’ensuit que tout g ∈ AutT agit par permutation sur Σn, l’ensemble des branches à pro-
fondeur n. En particulier, g agit sur Σ et on a une surjection AutT ³SΣ, où SΣ =Sd désigne
le groupe symétrique sur d lettres.
Plus généralement, soit Stab(σ) le stabilisateur dans AutT du sommet σ. On forme
Stab(n) =
\
σ∈Σn
Stab(σ).
Soit pin la surjection AutT ³ SΣn . On a alors Stab(n) = Ker(pin), et pin admet une section
dans AutT , donnée par l’action sur les premiers n symboles de tout mot. On a donc toujours
SΣn ⊂ AutT canoniquement ainsi : si Π ∈SΣn ,
(2) Π(σ1 . . .σnτ) = Π(σ1 . . .σn)τ,
et l’action de Π sur des mots de longueur inférieure à n est imposée par le lemme 1.4.
Soit σ un sommet de T . On a une injection φσ : AutT → Stab(σ) ⊂ AutT induite par
l’injection de Tσ dans T . En formules, il s’agit de
(3) φσ(g) :
{
στ 7→ σg(τ)
τ /∈ σΣ∗ 7→ τ.
Il est clair que tout g ∈ Stab(n) induit par restriction des gσ ∈ Stab(σ) pour tout σ ∈ Σn,
et qu’une collection (gσ)σ∈Σn quelconque d’éléments de AutT produit, par assemblage via
(φσ)σ∈Σn , un élément de Stab(n). On a donc le résultat suivant, dû à Lev Kaloujnine :
PROPOSITION 1.5.
AutT = (AutT ×·· ·×AutT )oSΣ,
où le produit direct de d copies de AutT s’injecte dans AutT via φ1×·· ·×φd , et SΣ s’injecte
naturellement dans AutT comme en (2).
Dans ce qui suit, on aura toujours les notations suivantes :
φσ : AutT → Stab(σ);(4)
son inverse,
ψσ : Stab(σ)→ AutT ;(5)
leur assemblage,
ψn :
{
Stab(n) → (AutT )Σn
g 7→ (ψ1...1(g), . . . ,ψd...d(g);
(6)
et l’application quotient
pin : AutT →SΣn .(7)
On notera aussi ψ = ψ1 et pi = pi1.
Tout élément g ∈ AutT peut être identifié à son portrait, défini comme suit par induction :
DEFINITION 1.6. Soit G < AutT un groupe et S ⊂ G un sous-ensemble. Le S-portrait de
g ∈ G par rapport à S est un sous-arbre de T , dont les sommets intérieurs sont étiquetés par SΣ
et dont les sommets terminaux sont étiquetés par S. Il est défini inductivement comme suit : si
g∈ S, son portrait est le sous-arbre de T à un sommet (la racine), dont l’étiquette est g lui-même.
Sinon, l’étiquette de la racine est pi1(g), et les étiquetages des sous-arbres T1, . . . ,Td sont les
S-portraits de ψ1(gpi1(g)−1), . . . ,ψd(gpi1(g)−1).
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Si S = /0, on parle simplement du portrait de g. Le sous-arbre sur lequel il repose est alors
nécessairement T tout entier. Inversement, un élément est dit S-fini si l’arbre de son S-portrait
est fini.
La profondeur de g ∈ G est la profondeur de l’arbre de son portrait, c’est-à-dire la longueur
maximale d’un chemin commençant à la racine et sans rebroussement. On la note ∂(g)∈N∪{∞}.
Considérons par exemple le groupe G défini au chapitre 6. On a d = 2, donc on peut
représenter les portraits sous la forme (x1,x2)ε où x1 et x2 sont des portraits et ε est soit 1 soit a.
Notons Π(g) le portrait de g, et prenons d’abord S = {1,a,b,c,d}. On a
Π(1) = 1, Π(a) = a, Π(b) = b, Π(ab) = (c,a)a,
Π(aba) = (c,a), Π(abab) = (Π(ca),Π(ac)) = ((a,d)a,(d,a)a).
En revanche, si on prend S = {1}, on a
Π(1) = 1, Π(a) = a, Π(b) = (a,(a,(1,(a, . . .)))),
Π(ab) = ((a,(1,(a,(a, . . .)))),a)a, Π(aba) = ((a,(1,(a,(a, . . .)))),a),
Π(abab) = ((a,(1,(a,(a, . . .)))a,((1,(a,(a, . . .))),a)a).
Soit ι un portrait dans T , c’est-à-dire une application ι : T → S∪SΣ. On peut construire un
automorphisme gι de T comme suit :
gι(σ1σ2 . . .) =
{
ι /0(σ1σ2 . . .) si ι /0 ∈ S,
ι /0(σ1)gι′(σ2 . . .) sinon, où ι′τ = ισ1τ pour tout τ ∈ T .
et il est clair qu’on récupère ainsi l’élément de AutT dont on a pris le S-portrait.
Remarquons encore que AutT est un groupe profini, égal à la limite inverse des SΣn , et
qu’il agit par isométries sur l’espace compact ∂T — voir le chapitre 2.
1.2. Sous-groupes
Soit maintenant G un sous-groupe de AutT . On définit les groupes suivants, associés à G et
calqués sur les définitions de la section précédente :
– pour σ un sommet, le stabilisateur StabG(σ) = Stab(σ)∩G ;
– de façon similaire, StabG(n) = Stab(n)∩G ;
– le sur-groupe de sommet Gσ du sommet σ, qui est l’image de StabG(σ) par ψσ ;
– le sous-groupe de sommet Gσ du sommet σ, qui est l’intersection de G et de AutTσ ; on
l’appelle aussi le stabilisateur restreint RistG(σ). En formules,
(8) RistG(σ) = {g ∈ G|gτ = τ pour tout σ 6∈ σΣ∗}.
On peut donner cette définition alternative de RistG(σ) : ce sont les éléments de G dont le
portrait est trivial en-dehors de Tσ ;
– de façon similaire, RistG(n) = ∏σ∈Σn RistG(σ).
PROPOSITION 1.7. On a les inclusions suivantes :
RistG(n)≤ StabG(n) ↪→ ∏
σ∈Σn
Gσ.
DEFINITION 1.8. Soit G un groupe agissant sur l’arbre enraciné TΣ. Il est dit sphériquement
transitif si l’action de G sur Σn est transitive, pour tout n ∈ N.
G est dit fractal si pour tout sommet σ de TΣ on a Gσ = G, c’est-à-dire si StabG(σ) est
isomorphe à G par l’identification ψσ.
G a la propriété de congruence si tout sous-groupe d’indice fini de G contient StabG(n) pour
un n suffisamment grand.
On constate aisément que G est sphériquement transitif si et seulement si l’action de G sur
le bord ∂T de l’arbre est ergodique.
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LEMMA 1.9. G est fractal si et seulement si l’image de ψ(G)< (AutT )Σ est un sous-produit
direct sur G, c’est-à-dire si ψ|G est une inclusion dans G×·· ·×G qui est surjective sur chaque
facteur.
DÉMONSTRATION. Si piψ|G 6=G pour une projection pi sur le sommet i, alors StabG(i)|i 6=
G donc G n’est pas fractal. On suppose maintenant que ψ|G est une inclusion dans un sous-produit
direct, et on montre par induction que StabG(σ)|σ ∼= G pour tout σ ∈ TΣ.
La base de l’induction, pour |σ|= 1, équivaut à l’hypothèse. Maintenant par induction G→
GΣn−1 est une inclusion dans un sous-produit direct, et chaque facteur G est appliqué sur GΣ
par ψ|G. La composée de deux inclusions dans des sous-produits directs est encore de la même
forme, donc G→ GΣn est bien une inclusion dans un sous-produit direct. ¤
LEMMA 1.10. Un groupe fractal agissant sur TΣ est sphériquement transitif si et seulement
s’il agit transitivement sur le premier niveau Σ de l’arbre TΣ.
DÉMONSTRATION. Soit G fractal, et supposons qu’il est transitif sur Σ. On montre par
induction qu’il est transitif sur Σn pour tout n ∈ N.
La base de l’induction équivaut à l’hypothèse. Soit σ ∈ Σn un sommet. Du fait que G est
transitif sur Σ, on a un sommet 1τ2 . . .τn ∈ Σn dans la G-orbite de σ. Si de plus G est transitif sur
Σn−1, alors le groupe de sommet G1, isomorphe à G, est transitif sur 1Σn−1, et 1 . . .1 ∈ Σn est
dans la G-orbite de σ, donc G est transitif sur Σn. ¤
1.3. Groupes profinis
On se rappelle que ∂T , l’ensemble des suites infinies sur Σ, est un espace métrique pour la
distance
δ(σ,τ) = max{d−n|σn 6= τn},
avec la convention habituelle max /0 = 0. Comme tel, ∂T est homéomorphe à l’ensemble de
Cantor. Le groupe AutT agit sur ∂T par isométries, et on a même AutT = Isom∂T .
On peut maintenant mettre une métrique sur AutT : pour f ,g ∈ AutT , on pose
δ( f ,g) = max{2−|σ|| f (σ) 6= g(σ)}.
Cette distance induit une structure d’espace compact séparé sur AutT , dans laquelle deux élé-
ments sont n´ proches z˙ si leurs actions coïncident sur un grand sous-arbre
S
i≤n Σi de T . Il s’ensuit
que AutT est un groupe profini. Clairement, la distance δ est invariante à droite et à gauche.
On peut aussi voir la structure profinie de AutT en considérant ses quotients finis
Aut(T )n = AutT /Stab(n) =SΣ o · · · oSΣ
donnés par la restriction de l’action à Σn, ou de façon équivalente au sous-arbre
S
i≤n Σi, et on a
AutT = lim←−
n→∞
Aut(T )n.
La topologie donnée par ce système projectif coïncide avec celle donnée par la métrique δ.
Les pro-sous-groupes de Sylow de AutT peuvent être obtenus ainsi : on fixe un premier p.
On note pii j, pour i≥ j, la projection naturelle Aut(T )i ³ Aut(T ) j, et pi j la projection AutT ³
Aut(T ) j.
On choisit un sous-groupe de Sylow P1 de Aut(T )1. Ensuite, pour tout n≥ 2, on choisit un
sous-groupe de Sylow P′n de pi−1n,n−1(Pn−1), qui est un p-sous-groupe de Aut(T )n qu’on complète
en Pn, un p-Sylow de Aut(T )n. On pose maintenant
P = {g ∈ AutT |pi j(g) ∈ Pj pour tout j ∈ N}.
P est un pro-sous-groupe de Sylow de AutT , et ils peuvent tous être obtenus de cette manière.
Au cas où d est un nombre premier, on peut exhiber aisément un d-Sylow de AutT , qu’on
notera Aut∗T : choisissons un d-cycle de Sd , par exemple a = (1, . . . ,d), et considérons le d-
Sylow 〈a〉 de Sd . Alors Aut∗T est formé de tous les g ∈ AutT dont le portrait n’a d’étiquettes
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que dans 〈a〉. Il est un pro-d groupe, et est égal à la limite inverse des produits en couronne itérés
Z/dZ o · · · oZ/dZ.
On connaît mal les propriétés et la structure de AutT . Il se décompose comme produit en
couronne, ce qui a fait l’objet de la thèse de Lev Kaloujnine [Kal48]. On sait toutefois ceci : on se
rappelle qu’un groupe profini est dit à base dénombrable si la topologie du groupe est ensemble
dénombrable de voisinages de l’identité ; ou, ce qui est équivalent, s’ils sont isomorphes à des
sous-groupes fermés d’un produit cartésien dénombrable de groupes finis.
PROPOSITION 1.11. Soit d un nombre premier. Alors tout pro-d-groupe à base dénombrable
est isomorphe à un sous-groupe fermé de Aut∗(Td).
On s’intéresse maintenant à la structure profinie qu’on peut donner à un sous-groupe G de
AutT .
DEFINITION 1.12. Soit G un groupe résiduellement fini. Sa complétion profinie Ĝ est la
limite du système projectif formé des G/N où N est un sous-groupe normal d’indice fini de G,
avec une flèche naturelle G/N³G/M chaque fois que N ⊂M. Sa pro-p-complétion est la limite
inverse du système formé des G/N où N est un sous-groupe normal d’indice une puissance de p.
LEMMA 1.13. Soit G < AutT doté de la propriété de congruence. Alors sa complétion
profinie Ĝ est isomorphe (en tant que groupe profini) à sa fermeture topologique G dans AutT .
Si de plus G est inclus dans un pro-p-sous-groupe de Sylow Autp(T ) de AutT , alors G est
isomorphe à la pro-p-complétion Ĝp de G.
DÉMONSTRATION. Par la propriété de congruence, {StabG(n)} est une base de voisinages
ouverts de l’identité dans Ĝ. ¤
DEFINITION 1.14. Soit G un sous-groupe fermé de AutT . Sa dimension de Hausdorff
dim(G) est définie dans [BS97] par
dim(G) = liminf
n→∞
log |Gn|
log |Aut(T )n| .
Si de plus d est un nombre premier et G est contenu dans Aut∗(T ), un d-Sylow de AutT , sa
∗-dimension de Hausdorff dim∗(G) est définie par
dim∗(G) = liminf
n→∞
d−1
dn logd |Gn|= liminfn→∞
logd |Gn|
logd |Aut∗(T )n|
.
En particulier, la dimension de Hausdorff de AutT est 1, et elle est invariante par passage à
un sous-groupe d’indice fini.
L’étude des pro-p-groupes est essentielle pour la compréhension des p-groupes, comme on
le voit par exemple dans [Sha95b] et [KLP97]. Les résultats et conjectures s’expriment na-
turellement dans ce langage, voir par exemple la conjecture 6.10.
1.4. Groupes et automates finis
Il existe une classe d’automorphismes de T suffisamment générale pour faire apparaître
des phénomènes intéressants : tous les p-groupes finis, des p-groupes infinis, des groupes de
croissance intermédiaire, des groupes libres, etc., tout en étant assez restreinte pour autoriser leur
analyse, en particulier à l’aide de démonstrations par récurrence. Il s’agit des automorphismes
automatiques, qu’on définit plus bas.
Les automates finis trouvent de nombreuses applications en théorie des groupes, en parti-
culier comme accepteurs de mots, où un automate reconnaît certains mots comme éléments du
groupe, et un autre automate encode la multiplication du groupe — plus précisément, reconnaît
les paires de mots (u,v) où u diffère de v par multiplication à droite par un générateur. Ce sujet
est étudié exhaustivement dans [ECH+92], qui développe la théorie des groupes automatiques.
On peut faire un usage complètement différent des automates comme transducteurs ou
comme machines séquentielles, pour lesquels de bonnes références sont [Eil74, chapitre XI]
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FIG. 1.2. Les transducteurs pour les trois groupes GGS avec A =A3 : Γ,Γ,Γ.
Les chiffres 1,2,3 sur les arêtes représentent des étiquettes dans Σ. Les sym-
boles 1,ε,ε2 dans les cercles représentent des étiquettes dans SΣ. Les lettres
a,r,s, t représentent des choix d’état initial.
ou [GC71]. Là, les automates sont eux-mêmes les éléments du groupe, et s’identifient à la trans-
formation qu’ils accomplissent sur les mots. Ces groupes sont appelés groupes à automates, pour
les distinguer des groupes définis au paragraphe précédent. Les automates à partir desquels ils
sont construits sont appelés machines de Mealy ou machines de Moore (voir [Glu61] ou [Bra84,
page 109]) ; ces deux notions sont équivalentes.
Nous présentons maintenant une définition légèrement limitée de transducteur fini. Dans la
terminologie standard des références citées plus haut, ils seraient appelés des transducteurs finis
inversibles.
DEFINITION 1.15. Soit Σ un alphabet fini. Un transducteur fini sur Σ est un digraphe fini
G= (S,A), un étiquetage λ : A→ Σ des arêtes de G tel que pour tout sommet v ∈ S la restriction
de λ est une bijection entre {a ∈ A|α(a) = v} et Σ, et un étiquetage τ : S → SΣ des sommets
(appelés états) de G par SΣ.
Un transducteur initial Gq est un transducteur fini G avec un état distingué q ∈ S.
Soit G un transducteur fini, et {Gq}q∈V l’ensemble de ses transducteurs initiaux. Tout Gq
définit un automorphisme Gq de l’arbre TΣ comme suit : soit σ = σ0 . . .σn un sommet de T , et
soit a l’arête de Gq issue de q et étiquetée σ0. On pose inductivement
Gq(σ0 . . .σn) = τ(q)(σ0)Gω(a)(σ1 . . .σn).
On dira que deux transducteurs initiaux Gq et G′q′ sont équivalents si leurs actions Gq et G′q′
sur TΣ coïncident. Il existe une forme normale de tout transducteur fini, donnée par le résultat
suivant :
LEMMA 1.16 (théorème 4.1 du chapitre XII de [Eil74]). Soit G un transducteur initial fini.
Alors il existe un unique transducteur initial G′ équivalent à G et possédant un nombre minimal
d’états. (On l’appelle le transducteur minimal associé à G).
Si G est un transducteur fini, on définit G(G) comme le groupe engendré par les Gq, où q
parcourt l’ensemble des états de G, et on appelle G(G) groupe à automates. Le résultat suivant
est bien connu, et remonte au moins à Jirˇí Horˇejš, au début des années 60 [Horˇ63] :
PROPOSITION 1.17. Soient Gq et G′q′ deux transducteurs initiaux finis sur le même alphabet
Σ. Alors (Gq)−1 et Gq ◦G′q′ peuvent être représentés par des transducteurs initiaux finis.
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FIG. 1.3. Le transducteur minimal associé à Γ
En général, deux transducteurs différents peuvent engendrer des groupes isomorphes. Par
exemple, considérons le transducteur au milieu de la figure 1.2, associé au groupe Γ de la sec-
tion 2.1. Le groupe qu’il engendre est isomorphe (en fait, même conjugué dans AutT ) au groupe
engendré par le transducteur de la figure 1.3, à deux états, sur le même alphabet Σ = {1,2,3}.
On peut le vérifier en notant que les transformations t˜, a˜ satisfont les mêmes relations récursives
que t,a de l’automate de la figure 1.2. Ici ε est le 3-cycle (1,2,3) ∈S3. Les transducteurs Gt˜ et
Ga˜ agissent ainsi :
Gt˜(3 . . .3σm . . .σn) = 3 . . .3ε(σm) . . .ε(σn) où σm 6= 3,
Ga˜(σ0 . . .σn) = ε(σ0) . . .ε(σn).
En revanche, pour le transducteur de la figure 1.2, on a
Gt(3 . . .3σm . . .σn) = 3 . . .3ε(σm)σm+1 . . .σn où σm 6= 3,
Ga(σ0 . . .σn) = ε(σ0)σ1 . . .σn.
On peut considérer les automorphismes suivants de T :
DEFINITION 1.18. Un automorphisme g de T est fini si son portrait n’est non-trivial qu’en
un nombre fini de sommets. Il est dirigé selon e, où e est un chemin géodésique infini, si son
portrait est trivial sur e et sur les sommets à distance 2 ou plus de e. Il est à automates s’il existe
un transducteur initial le représentant.
PROPOSITION 1.19. Si g est un automorphisme fini, il est à automates.
Si g est un automorphisme dirigé ; si sa direction est un mot (infini) e périodique ; et si les
étiquetages à distance 1 de e forment une suite périodique, alors g est à automates.
DÉMONSTRATION. Supposons d’abord que g est fini. Soit U la plus petite partie connexe
de T contenant /0 et le support du portrait de g. Clairement U est un ensemble fini. On construit
le transducteur initial G comme suit : son ensemble de sommets est U ∩ {∞}. Son ensemble
d’arêtes est celui de U, avec en plus des arêtes de tous les sommets de U de degré inférieur à
d vers ∞, et d boucles de ∞ à lui-même. L’étiquetage des sommets est donné par le portrait de
g, avec l’étiquette 1 pour le sommet ∞. Les arêtes prennent leurs étiquettes de T , de sorte qu’en
chaque sommet il y ait d arêtes montrant tous les éléments de Σ. L’état initial est /0.
Si g est dirigé, soit e sa direction, et supposons que ei = ei+N pour tout i ∈ N. Supposons de
plus que les étiquettes à distance 1 de e soient aussi N-périodiques. On construit le transducteur
initial G comme suit : il a dN +1 sommets, notés (x, i) pour x ∈ Σ et 0 ≤ i < N et ∞. Il y a une
arête de (ei, i) à (x, i+1 mod N) étiquetée x pour tous les x ∈ Σ, et d arêtes de ∞ à lui-même et
de (x, i) à ∞ pour tous les x 6= ei. L’étiquetage du sommet (x, i) est celui du sommet e0e1 . . .eix
dans le portrait de g. L’état initial est (eN−1,0). ¤
CHAPITRE 2
Groupes à branches
A
près ses premiers travaux (répondant aux questions de Burnside et Milnor), Ros-
tislav Grigorchuk a mis en évidence une propriété fondamentale de certains groupes
agissant sur des arbres : il s’agit d’une propriété d’ n´ auto-similarité z˙, appelée
branchedness en anglais, qu’on pourrait traduire par n´ groupes à branches z˙. Elle
n’est apparue explicitement qu’en 1997 dans un chapitre de Grigorchuk [Gri00].
DEFINITION 2.1. Soit G < AutT un groupe. G est dit à branches faibles si tous les stabil-
isateurs rigides RistG(σ), définis en (8), sont infinis.
G est dit à branches s’il est sphériquement transitif, et si RistG(n) est d’indice fini dans G
pour tout n.
G est dit à branches régulières s’il contient un sous-groupe normal d’indice fini K <StabG(1)
tel que
KΣ < ψ(K).
Du fait que RistG(n) est un produit direct de dn groupes, où d = |Σ|, on peut reformuler la
définition ainsi :
LEMMA 2.2. G est à branches si et seulement s’il existe une famille {Kn} de sous-groupes
d’indice fini de G tels qu’on ait (Kn+1)Σ < ψ(Kn) pour tout n ∈ N.
LEMMA 2.3. Si G est fractal et à branches régulières, alors il est à branches. Si G est à
branches, alors il est à branches faibles.
DÉMONSTRATION. Supposons que G est à branches régulières sur le sous-groupe K. On
peut clairement voir KΣn , à travers ψn, comme un sous-groupe de RistG(n) ; il est d’indice dans
GΣn , donc RistG(n) est d’indice fini dans G. La deuxième affirmation suit du fait qu’un groupe
à branches est sphériquement transitif, donc infini, et que n´ d’indice fini dans un groupe infini z˙
est logiquement plus fort que n´ infini z˙. ¤
En fait, tous les exemples qu’on considérera sont à branches régulières. Cela équivaut à dire
que dans le lemme 2.2 on peut supposer que tous les Kn coïncident.
On voit ainsi les diverses récursivités entrer en jeu : l’arbre Σ∗ est récursif puisque ses sous-
arbres σΣ∗ sont isomorphes à lui-même pour tout σ ∈ Σ∗ ; les groupes peuvent l’être dans le
sens qu’ils contiennent un sous-groupe K qui contient n´ géométriquement z˙ un produit direct de
copies de lui-même ; et le spectre de certains de ces groupes peut aussi être un ensemble fractal,
voir [BG99b].
L’existence d’un sous-groupe K avec les propriétés ci-dessus implique ceci : soit X une
transversale de K dans G et Y une transversale de KΣ dans K. On a alors naturellement un portrait
à branches de tout élément (différent du portrait défini en 1.6) : le sommet /0 est étiqueté par un
élément de X×Y et chacun des sommets suivants est étiqueté par un élément de Y . On le définit
ainsi :
DEFINITION 2.4. Soit g ∈ G un élément d’un groupe à branches régulières. Son portrait à
branches se définit ainsi : on écrit g = g /0x avec g /0 ∈ K et x ∈ X , et on étiquette la racine par x.
Ensuite on écrit inductivement gσ = (gσ0,gσ1, . . .)y pour des gσi ∈ K (où i parcourt Σ) et y ∈ Y .
On étiquette le sommet σ par y.
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De nouveau, on présente des exemples pour le groupe G de Grigorchuk. Ici G/K est un
groupe d’ordre 16 dont le centre est d’ordre 2, et K/(K×K) est un groupe cyclique d’ordre 4,
engendré par (ab)2.
Dans ce langage, la suite centrale descendante de G peut s’exprimer ainsi : γ2(G) contient
tous les éléments dont le portrait à branches a son X-étiquette dans le centre de G/K et des Y -
étiquettes quelconques ; γ3(G) contient tous les éléments dont le portrait à branches a X-étiquette
triviale, Y -étiquette à la racine une puissance de (ab)4, et autres Y -étiquettes quelconques ; etc.
Le résultat précis pour les exemples de groupe G et ˜G est donné dans [BG00], et est reproduit
dans le théorème 6.13.
Le fait d’être un groupe à branches permet d’établir des critères précis déterminant si un
groupe est juste-infini, ou juste non-résoluble. On rappelle d’abord ces notions.
DEFINITION 2.5. Un groupe G est juste-infini s’il est infini, mais si tous les quotients stricts
sont finis ; ou, de façon équivalente, si tous les sous-groupes normaux de G sont indice fini dans
G.
Un groupe G est juste non-résoluble s’il n’est pas résoluble, mais si tous ses quotients stricts
le sont.
On note d’emblée que pour vérifier qu’un groupe G est juste-infini (respectivement juste
non-résoluble), il suffit de vérifier que tous les sous-groupes normaux de la forme 〈g〉G sont
d’indice fini (respectivement de quotient résoluble).
PROPOSITION 2.6. Soit G un groupe à branches régulières sur K. Alors
– G est juste-infini si et seulement si |K : K′|< ∞ ;
– G est juste non-résoluble si et seulement si G/K(1) est résoluble, où K(1) désigne ψ(K)<
GΣ.
En particulier, si d est premier, tout sous-groupe à branches régulières du pro-d-Sylow Aut∗(T )
est juste non-résoluble.
2.1. Exemples Principaux
Les premiers exemples de groupes de Burnside [Bur02] (c’est-à-dire de groupes infinis de
type fini et de torsion) ont été trouvés par Evgeniı˘ Golod en 1964 [Gol64, Gol68]. Depuis lors, de
nombreux mathématiciens, dont Sergei Alëshin [Ale72], Vitaliı˘ Sushchanskiı˘ [Suš79], Alexan-
der Ol’shanskiı˘ [?], et Narain Gupta et Saïd Sidki [GS83a], ont découvert d’autres tels exemples.
On se concentre sur les groupes agissant sur un arbre régulier, correspondant à la con-
struction d’Alëshin. Dans cette section, on décrit les exemples de groupes G, ˜G,Γ,Γ,Γ étudiés
dans [BG99b, BG99a]. Seul le premier exemple, G, sera l’objet d’un chapitre plus approfondi.
On prend d’abord d = 2, et on définit les transformations suivantes : a est l’automorphisme
permutant les deux branches supérieures de T2. On définit récursivement b comme l’automor-
phisme de T2 agissant comme a sur la branche de gauche et comme c sur la branche de droite,
c comme l’automorphisme de T2 agissant comme a sur la branche de gauche et comme d sur
la branche de droite, et d comme l’automorphisme de T2 agissant comme 1 sur la branche de
gauche et comme b sur la branche de droite, En formules, cela revient à poser
b(0xσ) = 0xσ, b(1σ) = 1c(σ),
c(0xσ) = 0xσ, c(1σ) = 1d(σ),
d(0xσ) = 0xσ, d(2σ) = 1b(σ),
où on a 1 = 0 et 0 = 1. Notons qu’ici, pour des raisons historiques, on a gardé Σ = {0,1}, et non
{1,2} comme on le ferait selon les définitions précédentes.
G est le groupe engendré par {a,b,c,d}. On vérifie instantanément que ces générateurs sont
d’ordre 2 et que {1,b,c,d} est un groupe de Klein ; on peut donc se passer d’un quelconque des
générateurs parmi b,c,d.
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On peut aussi définir les automorphismes ˜b, c˜, ˜d de T2, par les formules
˜b(0xσ) = 0xσ, ˜b(1σ) = 1c˜(σ),
c˜(0σ) = 0σ, c˜(1σ) = 1 ˜d(σ),
˜d(0σ) = 0σ, ˜d(1σ) = 1˜b(σ).
Le groupe ˜G est le groupe engendré par {a, ˜b, c˜, ˜d}. Clairement, ces générateurs sont encore
d’ordre 2, et {˜b, c˜, ˜d} engendre un groupe abélien élémentaire d’ordre 8.
On se bornera à mentionner que ˜G contient G comme 〈a, ˜bc˜, c˜ ˜d, ˜d, ˜b〉, mais aussi des élé-
ments d’ordre infini, comme a˜bc˜ ˜d, qui est un n´ additionneur z˙ (voir [BORT96]). L’article [BG99a]
contient bien plus d’information sur ˜G : une présentation récursive, aussi dite L-présentation
(voir la section 6.2), une preuve que sa croissance est sous-exponentielle, etc.
L’autre famille d’exemples qu’on considère est construite sur l’arbre T3, pour d = 3. On
définit a comme l’automorphisme de T3 permutant les trois branches supérieures de T3, et les
automorphismes r,s, t fixant le premier niveau Σ, et agissant sur le sous-arbre de gauche comme
a, sur le sous-arbre du milieu comme 1,a,a2 respectivement, et sur le sous-arbre de droite comme
eux-mêmes. En formules, si on adopte la convention que 1 = 2,2 = 3,3 = 1, on a
r(1xσ) = 1xσ, r(2xσ) = 2xσ, r(3σ) = 3t(σ),
s(1xσ) = 1xσ, s(2xσ) = 2xσ, s(3σ) = 3t(σ),
t(1xσ) = 1xσ, t(2xσ) = 2xσ, t(3σ) = 3t(σ).
On définit ainsi les groupes Γ = 〈a,r〉, Γ = 〈a,s〉 et Γ = 〈a, t〉. Le groupe Γ a été étudié par
Narain Gupta et Jacek Fabrykowski [FG85, FG91]. Ils affirment, dans le premier article, que Γ
est de croissance intermédiaire. Cette démonstration semble malheureusement incorrecte, et le
deuxième article tente d’y remédier.
Le groupe Γ n’est pas un groupe à branches, bien qu’il soit faiblement à branches. Il est juste
non-résoluble, et la structure de ses sous-groupes est relativement bien comprise — voir [BG99a].
Le groupe Γ a été étudié par Narain Gupta et Saïd Sidki [GS84, GS83b, GS83a]. Ses pro-
priétés algébriques (en particulier, son groupe d’automorphismes) ont été bien déterminées [Sid87a] :
c’est un 3-groupe infini, on connaît sa suite centrale descendante, etc. Saïd Sidki affirme dans [Sid87b]
pouvoir déterminer une L-présentation (voir la section 6.2), bien qu’il n’y ait aucune formulation
explicite.
On verra dans la dernière partie de ce travail que ces trois groupes sont de croissance inter-
médiaire.
Une généralisation de ces deux types de groupes a été introduite par Rostislav Grigorchuk
dans [Gri00], section 8. Il s’agit des groupes spéciaux, dont on se borne ici à rappeler la définition
(en la réduisant au cas des arbres homogènes, et non généralement sphériquement transitifs).
DEFINITION 2.7. Soit R un sous-groupe deSΣ, soit D un ensemble fini, et soit {ωnx,k}x∈D,k∈Σ\{d},n∈N
une famille d’éléments de SΣ. Comme toujours, on fait agir SΣ sur Σ∗ en n’agissant que sur le
premier symbole des suites. Les données ωnx,k munissent D d’une action sur Σ∗ comme suit : pour
x ∈ D et une suite σ = d . . .dσnτ ∈ Σ∗, on a
x(d . . .dσnτ) = d . . .dσnωnx,σn(τ),
où σn est le premier symbole différent de d.
Un groupe spécial est un groupe de la forme 〈R,D〉, pour des ensembles R et D agissant
comme spécifié ci-dessus.

CHAPITRE 3
Croissance dans les groupes
C
e chapitre sert d’introduction à la croissance des groupes et des espaces homogènes ;
il sera utilisé au chapitre 4 où on étudiera la croissance des espaces homogènes
associés à un sous-groupe parabolique, dans le chapitre 6 où on décrira des bornes
sur la croissance du groupe de Grigorchuk G, et dans le chapitre 14, où on mon-
trera des résultats de croissance pour une large famille de groupes.
Dans tout ce chapitre, on supposera implicitement que G est un groupe de type fini.
DEFINITION 3.1. Soit G un groupe engendré par un ensemble fini S, et soit X un espace sur
lequel G agit transitivement. Un poids est une fonction ω : S → R∗+. Le poids s’étend naturelle-
ment à une fonction | · | : G→ R+, toujours appelée poids, par
|g|ω = min{ω(s1)+ · · ·+ω(sn)|g = s1 . . .sn avec si ∈ S}.
La croissance de X en x ∈ X est la fonction γxω : R+→ N définie par
γxω(n) = |{gx ∈ X | |g|ω ≤ n}|.
Lorsque ω n’est pas spécifié, on prend le poids standard ω(s) ≡ 1 et on n’écrit que γxG,S.
La croissance de G est la croissance en 1 ∈ G du G-ensemble G agissant sur lui-même par
multiplication à gauche.
Par exemple, la croissance de Z engendré par S = {1,−1} est γG,S(n) = 2n+ 1, car on
peut exprimer tout entier de l’intervalle [−n,n] comme un mot de longueur au plus n en S. La
croissance du Z-module Z/`Z, elle, est γ0G,S(n) = min{2n+1, `}.
On remarque que la donnée de S fini et ω : S → R∗+ équivaut à la donnée d’une fonction
ω : G→R+ de support fini. C’est la raison pour laquelle on ne spécifie pas S dans la notation γxω.
3.1. Séries de croissance
La croissance d’un groupe G peut être étudiée de façon exacte. Pour ce faire, on considère
généralement le poids standard ω(s)≡ 1, et on forme la série formelle
ΓSG(t) = ∑
n≥0
γG,S(n)tn ∈ Z[[t]].
On peut se demander si une forme fermée existe pour les coefficients γG,S(n) ou pour la série ΓSG,
vue comme une fonction analytique. À titre d’exemple, on a :
THEOREM 3.2 (Benson [Ben83]). Soit G un groupe contenant un sous-groupe abélien
d’indice fini, et engendré par un ensemble fini S. Alors la fonction ΓSG(t) est rationnelle (c’est-à-
dire appartient à Z(t)).
Ce résultat a été généralisé par Fabrice Liardet [Lia96].
On a aussi :
THEOREM 3.3 (Gromov [GH90, chapitre 9]). Soit G un groupe hyperbolique au sens de
Gromov, et engendré par un ensemble fini S. Alors la fonction ΓSG(t) est rationnelle.
On ne connaît pas d’autres classes de groupes ayant une série de croissance rationnelle
pour tout système de générateurs, bien qu’il soit conjecturé que ce soit le cas pour le groupe de
Heisenberg 〈x,y| [x,y] central〉.
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Il existe aussi des exemples isolés de groupes pour lesquels la série ΓSG est algébrique, mais
pas rationnelle [Par92].
3.2. Croissance asymptotique
On remarque que la fonction de croissance dépend fortement du choix de S et du poids
ω ; il en va de même pour la série de croissance ΓSG, puisque pour certains groupes (des groupes
nilpotents de rang 2) elle est rationnelle pour un certains système de générateurs, et transcendante
pour un autre [Sto96]. Si on veut un objet intrinsèque au groupe, c’est-à-dire indépendant de S et
ω, on ne peut considérer que la classe de γxω relativement à une relation d’équivalence. La notion
d’équivalence la plus fine est la suivante :
DEFINITION 3.4. Soient f ,g : R+ → N deux fonctions. On dit que f est dominée par g, ce
qu’on note f - g, s’il existe une constante C ∈ N telle que f (n)≤ g(Cn). On dit que f et g sont
équivalentes, noté f ∼ g, si f - g et g- f .
LEMMA 3.5. Soit X un G-ensemble. Soient S et S′ deux systèmes de générateurs finis de G,
munis de poids ω et ω′, et soient x,x′ deux éléments de X. Alors les fonctions de croissance γxω et
γx′ω′ sont équivalentes.
DÉMONSTRATION. On pose d’abord B = maxs∈S |s|ω′/ω(s). Alors on a |g|ω′ ≤ B|g|ω, et
donc γxω(n)≤ γxω′(Bn).
Soit maintenant p ∈G tel que px′ = x, et soit B′ = |p|ω′ . Comme pour tout gx on peut écrire
gx = gpx′, on a γxω′(n)≤ γx
′
ω′(n+B
′).
Finalement, si on pose M = min{ω′(s)|s ∈ S′}, on a γxω′(t) = 1 pour t ∈ [0,M[, et on peut
donc écrire γxω′(n)≤ γx
′
ω′(n(1+B
′/M)).
En combinant les inégalités ci-dessus, on a γxω(n)≤ γx
′
ω′(Cn), avec C = B(1+B
′/M), et donc
γxω - γx
′
ω′ . Par symétrie, on a donc γxω ∼ γxω′ . ¤
On notera désormais γX la classe d’équivalence des fonctions de croissance de X pour la
relation ∼.
LEMMA 3.6. Soit X un G-ensemble. On a alors γX - 2n.
DÉMONSTRATION. Soit S un système de générateurs fini pour G, et ω le poids standard sur
S. On a alors γxω(n)≤ |S|n pour tout n ∈ N et tout x ∈ X , et donc γX - 2n log2 |S| ∼ 2n. ¤
DEFINITION 3.7. Soit f : R+ → N une fonction. S’il existe un entier D tel que f ∼ nD, on
dit que f est polynômiale ; si nD  f pour tout D on dit que f est superpolynômiale.
Si f ∼ 2n, on dit que f est exponentielle, alors que si f  2n on dit que f est sous-exponentielle.
Finalement, si f est à la fois superpolynômiale et sous-exponentielle, elle est dite intermé-
diaire.
On constate que ces notions ne dépendent que de la classe d’équivalence de f . On a les
résultats suivants :
THEOREM 3.8 (Gromov [Gro81a]). Si γG n’est pas superpolynômiale, alors γG est polynômi-
ale, et G est virtuellement nilpotent.
On a même une formule pour le degré de γG, due à Yves Guivarc’h et Hyman Bass [Gui70,
Bas72] : si {Gn}n≥1 est la suite centrale descendante de G et dn = dim(Gn/Gn+1⊗Q) est le rang
du n-ième quotient, on a
degγG = ∑
n≥1
ndn.
Il est par ailleurs hautement non-trivial qu’il existe des groupes à croissance intermédiaire ;
par exemple, un résultat de Jacques Tits [Tit72] montre qu’un groupe linéaire est soit de crois-
sance polynômiale, soit de croissance exponentielle. Le premier groupe de croissance intermé-
diaire a été découvert par Rostislav Grigorchuk [Gri83], en réponse à une célèbre question de
John Milnor [Mil68b].
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PROPOSITION 3.9. Soit G un groupe de type fini, H un sous-groupe de type fini de G, et G/I
un G-espace homogène. Alors γH - γG et γG/I - γG.
Si de plus H est normal d’indice fini, alors γG - [G : H]γH ; et si I est fini, alors γG - |I|γG/I .
DÉMONSTRATION. On choisit un système S de générateurs de G qui contient un système T
de générateurs de H, on fixe un poids ω sur S, et on note | · |S le poids induit sur G et sa projection
sur G/I, et | · |T le poids induit sur H. Clairement {g ∈ H| |g|T ≤ n} ⊂ {g ∈ G| |g|S ≤ n} et
{gI ∈ G/I| |g|S ≤ n} ⊂ {g ∈ G| |g|S ≤ n}, ce qui montre la première partie.
On suppose maintenant H normal d’indice fini, avec une transversale X dans G. On prend
un système de générateurs T de H invariant par X , et on prend S = T ∪X comme générateurs de
G. Tout élément de G s’écrit alors de manière minimale sous la forme t1t2 . . . tnx pour des ti ∈ T
et x ∈ X . On a donc {g ∈ G| |g|S ≤ n+1} ⊂ {g ∈ H| |h|T ≤ n}×X , donc γG(n+1)≤ |X |γH(n).
On suppose enfin I fini. Considérons la boule {g ∈ G| |g|ω ≤ n}. Elle se projette dans G/I
avec au plus |I| éléments dans chaque fibre, d’où γG(n)≤ |I|γG/I(n). ¤
La proposition suivante ne sera pas utilisée, mais illustre le rapport entre les séries de crois-
sance et les groupes à automates :
PROPOSITION 3.10. Soit G(G) un groupe à automates. Pour tout n∈N, soit G(n) le produit
de n copies du transducteur G [GC71], et soit δ(n) le nombre minimal d’états de G(n). Alors
γG ∼ δ.
DÉMONSTRATION. Les états de G sont en bijection avec un système de générateurs S de
G(G), et les états de G(G)(n) sont décrits par Sn. Si deux mots de Sn induisent le même élément
du groupe, on peut diminuer le nombre d’états de G(G)(n) en combinant ces deux états en un
seul. Ainsi, pour l’automate minimisé associé à G(G)(n), ses états sont en bijection avec l’image
de Sn dans G(G). ¤

CHAPITRE 4
Sous-groupes paraboliques
O
n décrit dans ce chapitre le contenu de l’article [BG99a], écrit avec Rostislav
Grigorchuk. Il contient autant des résultats algébriques sur les exemples de groupes
de la section 2.1 que des compléments à l’article [BG99b].
DEFINITION 4.1. Soit G un groupe à branches. On considère son action sur l’arbre Σ∗, et on
choisit un chemin géodésique (c’est-à-dire s’éloignant continuellement de la racine /0 dans Σ∗),
noté e. Le sous-groupe parabolique associé est le stabilisateur de e dans G, noté Pe.
La terminologie vient du fait suivant : un chemin géodésique équivaut à un point du bord
de l’arbre, ΣN. Dans la définition habituelle, un sous-groupe P de G est parabolique s’il est le
stabilisateur d’un point du bord d’un G-espace convenable, par exemple l’isotropie d’un point de
R∪{∞} pour une action de G sur l’espace hyperbolique H.
Clairement, par ailleurs, si on note en le point à distance n de /0 sur e, on considère Pn =
StabG(en), et on a
Pe = ∩n∈NPn.
On a défini les portraits à branches en 2.4. Cette décomposition d’un élément g ∈ G selon
l’arbre correspond à une décomposition du groupe G en extensions par des groupes finis. Le
résultat suivant est prouvé dans [BG99a] dans le cas particulier des exemples de la section 2.1.
THEOREM 4.2. Soit G un groupe fractal à branches régulières, et soit e le chemin d∞ le
plus à droite dans T . Alors il existe une famille finie de sous-groupes G=G1 > · · ·>Gn =Gn+1
tels qu’on ait
ψ(Gi∩RistG(1)) = GΣi+1
et des suites exactes
1−→ GΣi+1 −→ Gi −→ Qi −→ 1
avec quotients Qi finis, pour tout i ∈ {1, . . . ,n}.
Si on pose Pi = P∩Gi, on a de plus
ψ(Pi∩RistG(1)) = Gd−1i+1 ×Pi+1
et des suites exactes
1−→ Gd−1i+1 ×Pi+1 −→ Pi −→ Ri −→ 1
avec quotients Ri finis, pour tout i ∈ {1, . . . ,n}.
Un des intérêts de ce résultat est qu’il permet de déterminer les orbites de P sur G, et donc
aussi sur G/P. On utilisera cela dans la section suivante.
Montrons toutefois d’abord la réalisation du théorème 4.2 pour le groupe G. On a
1−→ B×B−→ G−→ 〈a,c〉 −→ 1,
1−→ K×K −→ B−→ 〈b,ba|(ab)8〉 −→ 1,
1−→ K×K −→ K −→ 〈(ab)2|(ab)8〉 −→ 1.
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La décomposition de P est similaire : si on pose P = StabG(1∞), et Q = P∩B, R = P∩K,
on a
1−→ B×Q−→ P−→ 〈c,(ac)4〉 −→ 1,
1−→ K×R−→ Q−→ 〈b,(ac)4〉 −→ 1,
1−→ K×R−→ R−→ 〈(ac)4〉 −→ 1.
DEFINITION 4.3. Soit G un groupe et H un sous-groupe. H est faiblement maximal si H
est d’indice infini dans G, mais s’il n’existe pas de sous-groupe d’indice infini dans G contenant
strictement H.
On montre alors :
PROPOSITION 4.4. Soit G un groupe à branches et soit P un sous-groupe parabolique. Alors
P est faiblement maximal.
La croissance du G-espace P est aussi déterminée comme suit :
DEFINITION 4.5. Deux suites infinies σ,τ ∈ ΣN sont confinales s’il existe un N ∈ N tel que
σn = τn pour tout n≥ N.
La confinalité est une relation d’équivalence, et les classes d’équivalence sont appelées
classes de confinalité.
Le résultat suivant est dû à Volodymyr Nekrashevych et Vitaliı˘ Sushchanskiı˘ :
PROPOSITION 4.6 ([NS99]). Soit G un groupe agissant sur l’arbre régulier TΣ, et supposons
que pour tout élément g de G (ou, de façon équivalente, pour tout générateur) et toute suite
infinie σ ∈ TΣ, les suites σ et gσ diffèrent seulement en un nombre fini d’endroits. Alors les
classes de confinalité de l’action de G sur ∂TΣ sont des unions d’orbites. Si de plus StabG(σ)
contient l’automorphisme enraciné a permutant les d sous-arbres sous σ pour tout σ ∈ T , alors
les orbites de l’action sont les classes de confinalité.
La preuve du résultat suivant apparaît dans [BG99b] :
PROPOSITION 4.7. Soit G < AutT un groupe satisfaisant les conditions de la proposi-
tion 4.6, et supposons que pour l’application ψ : g 7→ (g1, . . . ,gd) définie en (6) il y a des con-
stantes λ,µ avec µ+ 2λ < 2 telles que |gi| ≤ λ|g|+ µ pour tout i ∈ {1, . . . ,d}. Soit P un sous-
groupe parabolique. Alors G/P, en tant que G-ensemble, est de croissance polynômiale de degré
au plus log1/λ(d). Si de plus G est sphériquement transitif et λ est minimal pour la propriété
donnée, alors la fonction de croissance γPG/P(n) est équivalente à nlog1/λ(d).
Ces notions sont aussi valables pour les graphes de Schreier associés aux espaces homogènes :
DEFINITION 4.8. Soit G un groupe engendré par un système S et P un sous-groupe. Le
graphe de Schreier de (G,P) relativement à S est le graphe S(G,P,S) = (E,V ), où
V = G/P
et
E =V ×S, α(v,s) = v, ω(v,s) = sv.
Au cas où P est normal dans G, il s’agit du graphe de Cayley de G/P. En règle générale,
S(G,P,S) est un graphe |S|-régulier, mais son groupe d’automorphismes n’est pas transitif sur
ses sommets.
On sait, en revanche, que n´ presque tous z˙ les graphes transitifs sont des graphes de Schreier.
Plus précisément :
THEOREM 4.9 ([Lub95a]). Soit G un graphe régulier. Alors il existe un groupe G engendré
par un ensemble S et un sous-groupe P tel que G ∼= S(G,P,S) si et seulement si G contient un
1-facteur.
Cette dernière condition est vérifiée dès que G est de degré pair ou ne contient pas d’isthme.
4.1. ALGÈBRES DE HECKE 35
4.1. Algèbres de Hecke
On décrira au chapitre suivant le spectre de l’opérateur de type Hecke de la représentation
quasi-régulière de G sur l’espace `2(G/P). Plus généralement, on note ρG/H la représentation de
G sur l’espace `2(G/H).
DEFINITION 4.10. Le commensurateur d’un sous-groupe H de G est
commG(H) = {g ∈ G|H ∩Hg est d’indice fini dans H et Hg}.
En d’autres termes, si on fait agir H à gauche sur les classes à droite {gH}, on a
commG(H) = {g ∈ G|H · (gH) et H · (g−1H) sont des orbites finies}.
PROPOSITION 4.11. Si G est fractal et sphériquement transitif, alors ρG/P est irréductible.
On montre ce résultat en appliquant le critère suivant dû à George Mackey, c’est-à-dire en
montrant que commG(P) = P.
THEOREM 4.12 (Mackey [Mac76, BH97]). Soit G un groupe infini et soit H un sous-groupe
de G. Alors ρG/H est irréductible si et seulement si commG(H) = H.
On remarque maintenant que la représentation ρG/P est approximée par les représentations
ρG/Pn , dans le sens que pour tout g 6= 1 dans G il existe un n∈N avec ρG/Pn(g) 6= 1. (Cette notion
de convergence de représentations est celle utilisée dans [G ˙Z97]).
Ces représentations ρG/Pn sont de dimension finie : on peut identifier l’espace homogène
G/Pn à Σn, l’orbite de G au niveau n, donc ρG/Pn est de dimension dn. On va étudier sa décom-
position en irréductibles.
DEFINITION 4.13. Soit G un groupe et H un sous-groupe. L’algèbre de Hecke (aussi appelée
l’algèbre d’entrelacement) H (G,P) est l’algèbre End`2(G)(`2(G/H). Elle peut être vue comme
l’algèbre des fonctions (H,H)-biinvariantes sur G, avec le produit de convolution
( f ·g)(x) = ∑
y∈G
f (xy)g(y−1).
On peut donc penser à l’algèbre de Hecke comme à l’algèbre engendrée par les doubles
classes dans `2(G). Le résultat suivant montre l’importance de l’algèbre de Hecke dans l’étude
de la décomposition des représentations :
THEOREM 4.14 ([CR90], section 11D). Soit G un groupe et H un sous-groupe. Alors
H (G,H) est une algèbre semi-simple. Il y a une bijection canonique entre les composantes
irréductibles de ρG/H et les facteurs simples de H (G,H), qui ont les mêmes multiplicités.
DEFINITION 4.15. Soit G un groupe et H un sous-groupe. La paire (G,H) est une paire de
Gel’fand si toutes les sous-représentations irréductibles de ρG/H ont multiplicité 1.
Il est clair que (G,H) est une paire de Gel’fand si et seulement si H (G,H) est abélienne
(voir par exemple [CR90, exercice 18, page 306]). De plus, si c’est le cas, la décomposition de
H (G,H) en facteurs simples est en bijection avec les doubles classes HgH de H dans G.
PROPOSITION 4.16. Pour les cinq groupes de la section 2.1, le sous-groupe Pn a (d−1)n+1
orbites dans Σn : toutes celles de la forme dixΣn−1−i pour un x ∈ Σ\{d} et un i ∈ {0, . . . ,n−1},
et le point fixe dn.
On a ainsi dimH (G,Pn) = (d − 1)n+ 1. De plus, H (G,Pn−1) est un sommant direct de
H (G,Pn), donc son orthogonal est un sommant de dimension d− 1, qui est abélien car de di-
mension 1 ou 2 (on rappelle que H (G,Pn) est semi-simple). On a ainsi montré :
THEOREM 4.17. Pour les cinq groupes de la section 2.1, les paires (G,Pn) sont de Gel’-
fand. La décomposition de ρG/Pn en irréductibles contient (d−1)n+1 composantes, dont d de
dimension 1 et d−1 de dimension di, pour tous les i ∈ {1, . . . ,n−1}.
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4.2. Congruence Quantitative
Une autre nouveauté de l’article [BG99a] est l’usage systématique d’une propriété pour
déterminer la structure de sous-groupes d’indice fini d’un groupe branché G en se ramenant à
l’étude d’un groupe fini.
Si un groupe G a la propriété de congruence, il peut être n´ bien approximé z˙ par ses quotients
G/StabG(n), dans le sens que pour tout voisinage fini de l’origine dans G on peut trouver un n
suffisamment grand pour que ce voisinage apparaisse isomorphiquement dans G/StabG(n).
On peut donner un sens précis au n´ n suffisamment grand z˙ de la remarque ci-dessus :
PROPOSITION 4.18 (n´ congruence quantitative z˙). Soit G un groupe à branches régulières
sur son sous-groupe K, engendré par le système fini S et ayant la propriété de congruence. Soit
∂(g) la profondeur du S-portrait de g ∈ G (voir la définition 1.6).
Soit n le plus petit entier tel qu’on ait 〈s〉G ≥ StabG(n) pour tous les générateurs s ∈ S. Soit
m minimal tel que K′ contienne StabG(m).
Alors pour tout sous-groupe normal non-trivial N de G, et pour n’importe quel g ∈ N non
trivial, N contient StabG(∂(g)+m+n).
L’utilisation principale de ce résultat est le suivant : on veut connaître l’indice d’un certain
sous-groupe N = 〈g〉. Une fois qu’on a déterminé les constantes m et n pour le groupe G, on n’a
qu’à calculer ∂(g) pour trouver un StabG(p) contenu dans N. On sait alors que l’indice de N
dans G est le même que celui de N dans G/StabG(p), qui est un groupe fini ; encore mieux, les
treillis de sous-groupes entre G et N et entre G/StabG(p) et N sont isomorphes.
On peut donc se servir d’un programme de théorie des groupes, comme par exemple GAP [S+93],
pour obtenir explicitement ce treillis. On donnera au chapitre 6 (dans la table 6.1) une partie
du treillis des sous-groupes normaux d’indice fini dans G. Remarquons que l’application du
théorème 4.2 à G a été réalisée grâce à cette méthode.
CHAPITRE 5
Spectres de représentations
L
es propriétés d’autosimilitude ne se limitent pas au groupe G et à l’arbre : on en
voit aussi dans les n´ spectres de représentations z˙, comme suit :
DEFINITION 5.1. Soit pi : G→U(H ) une représentation unitaire du groupe G dans l’espace
de Hilbert H , et soit S un système de générateurs symétrique et fini de G. Le spectre de la
représentation pi (pour le système de générateurs S) est le spectre de l’opérateur ∑s∈S pi(s) sur H .
On peut même pousser plus loin l’analyse du spectre en considérant la mesure spectrale as-
sociée à l’opérateur M =∑s∈S pi(s) sur H . Rappelons que puisque M est un opérateur symétrique
(et donc normal), il admet une décomposition spectrale, c’est-à-dire que pour tous les x,y ∈H il
existe une fonction σx,y : R→ R telle que
〈Mnx,y〉=
Z
R
tndσx,y(t)
pour tout n ∈ N. Par exemple, si H est de dimension finie N, M est diagonalisable avec valeurs
propres λ1, . . . ,λN et vecteurs propres v1, . . . ,vN , et la fonction σx,y est constante partout, sauf en
les λi où elle augmente de 〈x,vi〉〈y,vi〉. Plus généralement, les discontinuités de σx,y ne peuvent
se produire qu’aux valeurs propres de M.
Dans le cadre d’une représentation quasi-régulière de G sur `2(G/H), la mesure spectrale
que l’on calcule est σδ,δ, où δ est la masse de Dirac en H, c’est-à-dire la fonction valant 1 sur la
classe de H et 0 ailleurs.
Rostislav Grigorchuk et l’auteur calculent le spectre de la représentation quasi-régulière
ρG/P de plusieurs groupes à branches dans [BG99b], où G est un groupe à branches et P un
sous-groupe parabolique (voir le chapitre précédent). Ils déterminent aussi la mesure spectrale
dans ces cas-là.
Le calcul du spectre se fait ainsi : considérons le groupe Γ de Narain Gupta et Saïd Sidki
(voir la section 2.1). Il est engendré par deux transformations a et t, où a est la permutation
cyclique des trois branches supérieures de T3, et t est défini inductivement comme fixant les trois
sommets du premier niveau, et agissant comme a, a−1 et t sur les sous-arbres correspondants.
Si on note L2(∂T ) l’espace de fonctions sur le bord de l’arbre de carré intégrable pour
la mesure de Bernouilli, on a L2(∂T ) ∼= L2(∂T )3 par l’isomorphisme ψ, et on peut écrire tout
opérateur sur L2(∂T ) comme une matrice 3×3. Cela donne
a =
0 1 00 0 1
1 0 0
 , t =
a 0 00 a−1 0
0 0 r
 .
On veut à présent calculer le spectre de a+a−1+ t + t−1. Plutôt que d’attaquer directement
ce problème, on considère les quotients finis Γn de Γ, agissant sur Σn, et on pose
Qn(λ,µ) = det
(
t + t−1+λ(a+a−1)−µ),
où a, t sont des matrices 3n×3n.
Posons
α = 2−µ+λ, β = 2−µ−λ,
γ = µ2−λ2−µ−2, δ = µ2−λ2−2µ−λ.
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µ
λ
-2
-1
0
1
2
3
4
-2 -1 1 2
FIG. 5.1. Les zéros de Qn(λ,µ) pour Γ
On montre par récurrence que
Q0(λ,µ) = 2+2λ−µ = α+λ,
Q1(λ,µ) = (2+2λ−µ)(2−λ−µ)2 = (α+λ)β2,
Qn(λ,µ) = (αβγ2)3n−2Qn−1
(λ2β
αγ ,µ+
2λ2δ
αγ
)
(n≥ 2).
Considérons maintenant les formes quadratiques
Hθ = µ2−λµ−2λ2−2−µ+θλ,
et la fonction F : [−4,5]→ [−4,5] donnée par
F(θ) = 4−2θ−θ2.
Soit X2 = {−1}, et itérativement Xn = F−1(Xn−1) pour tous les n ≥ 3. Remarquons que |Xn| =
2n−2. Pour tout n≥ 2 on a la factorisation
(9) |Qn(λ,µ)|= (2+2λ−µ)(2−λ−µ)3n−1+1 ∏
2≤m≤n
θ∈Xm
H3
n−m+1
θ .
Ainsi, d’après le résultat précédent, le spectre de Gn est formé de deux droites et d’une
famille de 2n−1 − 1 hyperboles Hθ avec θ ∈ X2 unionsqX3 unionsq ·· · unionsqXn. Le spectre de Γ est obtenu en
résolvant Qn(1,µ) = 0, ce qu’on fait maintenant.
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FIG. 5.2. La mesure spectrale associée à Γ
THEOREM 5.2. Le spectre de pi pour le groupe Γ est la clôture de l’ensemble
4 (µ = 0)
1 (µ = 13 )
1±√6 (µ = 19 )
1±
√
6±√6 (µ = 133 )
1±
√
6±
√
6±√6 (µ = 134 )
. . .

.
Il est l’union d’un ensemble de Cantor de mesure de Lebesgue nulle symétrique autour de 1
et d’une famille dénombrable de points d’accumulation supportant toute la mesure spectrale
empirique, qui a les valeurs indiquées en µ.
COROLLARY 5.3. Il existe un graphe 4-régulier dont le spectre est l’ensemble décrit ci-
dessus.
Ce graphe n’est rien d’autre que le graphe de Schreier de Γ/P, pour un sous-groupe parabolique
P. Il peut être décrit comme un n´ graphe de substitutions z˙. Une approximation en est représen-
tée à la figure 5.3. C’est un objet fractal de dimension log2(3), comme le montre la proposition
suivante :
PROPOSITION 5.4. La série de croissance du graphe de Schreier S(Γ,P,S) est
F(t) = ∑
n∈N
γ(n)tn =∏
i∈N
(1+2t2
i
).
C’est une fonction transcendante, dont le terme général γ(n) a croissance asymptotique nlog2(3).
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FIG. 5.3. Le graphe de Schreier de Γ6. Les arêtes rouges et bleues représen-
tent les générateurs s et a.
CHAPITRE 6
Le premier groupe de Grigorchuk, G
O
n décrit ici le premier exemple de groupe à branches, conçu par Grigorchuk
en 1980 comme réponse au problème de Burnside généralisé (n´ existe-t-il des
groupes infinis de type fini dont tous les éléments sont d’ordre fini ? z˙). Il a
servi ensuite à bien d’autres choses, comme réponse à des questions de crois-
sance [Mil68b], de classification de groupes juste-infinis [BG00], etc. Une référence précieuse
pour ce groupe G est le chapitre 8 de [Har00] ; voir aussi [CMS98].
Parmi les résultats importants concernant G, dont certains seront élaborés par la suite :
– G est un groupe de type fini, infini et de 2-torsion ;
– G est fractal, et est à branches régulières sur son sous-groupe K défini ci-dessous ;
– G est de croissance intermédiaire, et est donc moyennable ;
– G est résiduellement fini, et plus précisément admet une suite naturelle de quotients Gn =
G/StabG(n), d’ordre 25·2
n−3+2 pour n≥ 3 (et d’ordre 22n−1 pour n≤ 3) l’approximant ;
– G agit fidèlement sur G/P = G/StabG(1∞), qui est un espace homogène de croissance
linéaire (voir la section 6.3) ;
– G agit fidèlement sur le bord ∂T de l’arbre T2, et ses orbites sont les classes de confinalité
(voir la proposition 4.6) ;
– G admet tout 2-groupe fini comme quotient ;
– G est de largeur finie (voir le théorème 6.13) ;
– G est juste-infini ;
– G n’a pas de présentation finie, mais a une L-présentation finie (voir le théorème 6.3).
6.1. Quelques sous-groupes de G
On introduit les sous-groupes suivants de G :
K = 〈(ab)2〉G, L = 〈(ac)2〉G, M = 〈(ad)2〉G,
B = 〈B,L〉, C = 〈C,K〉, D = 〈D,K〉,
T = K2 = 〈(ab)4〉G,
T(m) = T ×·· ·×T︸ ︷︷ ︸
2m
, K(m) = K×·· ·×K︸ ︷︷ ︸
2m
, N(m) = T(m−1)K(m).
THEOREM 6.1. On a :
– Les stabilisateurs restreints satisfont
RistG(n) =
{
D si n = 1,
K(n) si n≥ 2.
– Les stabilisateurs de niveau satisfont
StabG(n) =

H si n = 1,
〈D,T 〉 si n = 2,
〈N(2),(ab)4(adabac)2〉 si n = 3,
StabG(3)×·· ·×StabG(3)︸ ︷︷ ︸
2n−3
si n≥ 4.
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– Les suites dérivées de G et K satisfont K(n) = RistG(2n) pour tout n ≥ 2, et G(n) =
RistG(2n−3) pour tout n≥ 3.
– Il y a pour tout σ ∈ Σn une surjection ·|σ : StabG(n)³G donnée par la projection sur le
facteur indicé par σ.
Les premiers trois points du théorème ont été prouvés par Alexander Rozhkov dans [Roz96b].
Les autres ont été obtenus par la méthode de la n´ congruence quantitative z˙ décrite à la section 4.2.
6.2. L-présentations
Igor Lysënok a découvert une présentation remarquable deG par générateurs et relations [Lys85].
Avant de la donner, on définit les présentations de cette sorte :
DEFINITION 6.2. Une L-présentation d’un groupe G est la donnée d’ensembles S et R, et
d’une famille Φ d’applications φ : S→ S∗. On la note
G = 〈S|R|Φ〉.
Elle est finie si S, R et Φ sont finis.
Chaque φ∈Φ induit un homomorphisme de monoïdes S∗→ S∗ par concaténation. Le groupe
associé à une L-présentation est
G = 〈S|φ1 . . .φn(r) pour tous les φi ∈Φ et r ∈ R〉.
Clairement, les groupes de L-présentation finie contiennent les groupes de présentation finie.
De plus, tous les φ ∈ Φ induisent des endomorphismes de G. Le vocabulaire est autant un hom-
mage à Igor Lysënok qu’une référence aux systèmes L (voir [RS80]) utilisés pour modéliser des
phénomènes de croissance biologique.
Soit S = {a,b,c,d} engendrant G, et soit σ la substitution sur S∗ définie par
σ(a) = aca, σ(b) = d,σ(c) = b,σ(d) = c.
Il est remarquable que cette substitution apparaisse dans des situations fort diverses : le
résultat qui suit, la structure des espaces homogènes G/P (voir la section 6.3), des algèbres de
Lie associées à G (voir la section 6.4), etc. On peut déjà dire que si σ induit un endomorphisme
de G (ce qui est montré par le théorème ci-dessous), alors on a
ψ(σ(g)) = (g′,g)
pour un g′ ∈ 〈a,d〉 ∼= D8.
THEOREM 6.3 ([Lys85]). G admet la L-présentation finie suivante :
G= 〈a,c,d|a2,(ad)4,(adacac)4|σ〉.
Rostislav Grigorchuk a par ailleurs montré dans [Gri99] que l’ensemble des relateurs obtenus
à partir de a2, (ad)4 et (adacac)4 est minimal, c’est-à-dire que si l’on supprime l’un seul de ces
relateurs on obtient un groupe différent. Il obtient ainsi la 2-cohomologie de G.
Rostislav Grigorchuk et l’auteur déterminent une L-présentation pour le groupe ˜G dans [BG99a] :
THEOREM 6.4. ˜G admet la L-présentation finie suivante :
˜G=
〈
a, ˜b, c˜, ˜d
∣∣∣a2, [˜b, c˜],(ac˜)4,(a ˜d)4,
(ac˜a ˜d)2,(a˜ba˜bac˜)4,(a˜ba˜ba ˜d)4,(a˜ba˜bac˜a˜ba˜ba ˜d)2
∣∣∣ σ˜〉,
où σ˜ est la substitution sur {a, ˜b, c˜, ˜d}∗ définie par
a 7→ a˜ba, ˜b 7→ ˜d, c˜ 7→ ˜b, ˜d 7→ c˜.
On ne sait pas si les groupes Γ,Γ,Γ possèdent une L-présentation finie ; Saïd Sidki l’affirme
pour Γ dans [Sid87b], sans pour autant donner de forme explicite pour R et Φ.
Un des intérêts des L-présentations est la version suivante, explicite, du théorème de Hig-
man :
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G Index
H 2
B C D 4
B C G′ StabG(2) 8
K L D = RistG(1) 16
N(1) = γ3(G) M 32
K(1) 64
G(2) γ4(G) StabG(3) 128
T N(2) = γ5(G) 256
T(1) K(2) = K′ StabG(4)
N(3) = γ9(G)
K(3) =G(3)
64
64 4 16
16 4
16
FIG. 6.1. Le sommet du treillis des sous-groupes normaux de G au-dessous
de H. Les nombres à côté des arêtes en trait tillé indiquent l’indice du sous-
groupe.
THEOREM 6.5. Soit G un groupe de L-présentation finie. Alors il existe un groupe Ĝ de
présentation finie contenant G. De plus, Ĝ est obtenu de G par un nombre fini d’extensions
HNN.
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DÉMONSTRATION. Soit 〈S|R|Φ〉 une L-présentation finie de G. On prend un alphabet XΦ
en bijection avec Φ, et on pose
Ĝ = 〈S∪XΦ|R∪{xφs = φ(s)xφ}s∈S,xφ∈Xφ〉.
¤
Claas Röver a inclu le groupe de Grigorchuk G dans des groupes de présentation finie par à
l’aide de techniques radicalement différentes [Röv99a].
6.3. L’espace homogène G/P
On a défini au chapitre 4 les sous-groupes paraboliques. On peut donner une description
explicite de l’espace homogène G/P comme suit, en remarquant qu’il s’agit d’un graphe de
Schreier.
Soit S = {a,b,c,d} engendrant G, soit P = StabG(1∞) le sous-groupe parabolique de G
associé au rayon le plus à droite de T , et soit Pn = StabG(1n). Clairement, Pn est d’indice 2n
dans G et donc S(G,Pn,S) a 2n sommets. De plus, du fait que G a la propriété de congruence,
S(G,P,S) est approximé par les S(G,Pn,S) dans le sens que toute boule dans S(G,P,S) se trouve
isomorphiquement dans S(G,Pn,S) pour n assez grand.
Pour décrire les arêtes de S(G,Pn,S), on étend l’alphabet S en un alphabet légèrement plus
grand S = {a,b,c,d,{ bc},{ bd },{ cd}}. On définit un homomorphisme σ de S
∗ par
(10) σ :

S∗→ S∗,
a 7→ a{ bc}a,
b 7→ d,c 7→ b,d 7→ c,
étendu naturellement aux sous-ensembles. La raison de cette extension de S à S est qu’en plus de
l’endomorphisme σ décrit à la section 6.2, il existe un endomorphisme σ′ de G donné par
σ′(a) = aba, σ′(b) = d,σ′(c) = b,σ′(d) = c.
L’opération σ combine en quelque sorte σ et σ′.
On peut alors vérifier [Lys85, Bar00d] que si w ∈ S∗ représente une élément g de G, alors
σ(w) représente un ensemble d’éléments h de H = StabG(1) en choisissant dans les lettres-
ensemble un élément quelconque, et ψ(h) = (∗,g) pour un certain ∗ ∈G.
Soit w le mot σn(a), de longueur 2n−1. On considère à présent le graphe Gn suivant : il a
2n sommets {0,1, . . . ,2n− 1} alignés sur une droite. L’arête entre i− 1 et i est étiquetée par wi
(si wi est un ensemble, il y a 2 arêtes entre i− 1 et i). On ajoute finalement des boucles en tous
les i étiquetées par toutes les lettres de S n’apparaissant pas encore sur une arête en i.
THEOREM 6.6 ([BG99b]). Gn ∼= S(G,P,S).
À titre d’illustration, voici G2 et G3. On a numéroté les sommets en base 2 pour mieux faire
apparaître la structure récursive des graphes :
a b,c a
10
b,c,d
00
d
01
d
11
b,c,d
a b,d a b,c a b,d a
110
b,c,d
010
c
000
c
100
d
101
d
001
c
011
c
111
b,c,d
6.4. Algèbres de Lie
Commençons par quelques généralités sur les suites centrales et les algèbres qu’on peut leur
associer. La construction ci-dessous est due à Wilhelm Magnus [Mag40] ; elle est par exemple
décrite dans [HB82, chapitre VIII].
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DEFINITION 6.7. Soit G un groupe. Une suite Σ = {Gn}∞n=1 de sous-groupes de G est une
N-suite si G1 = G, Gn+1 ≤ Gn et [Gm,Gn]≤ Gm+n pour tous les m,n≥ 1.
Soit p un nombre premier. Σ est une p-suite si de plus Gpn ≤ Gpn pour tout n, où Gpn est le
sous-groupe de Gn engendré par ses puissances p-ièmes.
Soit Σ une N-suite. On lui associe l’anneau de Lie gradué
(11) LΣ(G) =
∞M
n=1
Ln,
où Ln = Gn/Gn+1 est un groupe abélien, et l’opération de crochet dans LΣ(G) est induite par
la commutation dans G. Si de plus Σ est une p-suite, on obtient ainsi une p-algèbre de Lie (ou
algèbre restreinte ; voir [Jac41] ou [Jac62, chapitre V]) sur Fp, dont l’opération de Frobénius
Ln → Lpn est induite par la mise à la puissance p.
Comme exemple de N-suite, on peut prendre la suite centrale descendante {γn(G)}∞n=1,
donnée par γ1(G) = G et γn+1(G) = [γn(G),G]. La suite p-centrale descendante, définie par
P1(G) = G et Pn+1(G) = Pn(G)p[Pn(G),G] donne, elle, une p-suite. De façon générale, si k est
un corps, on a les sous-groupes k-dimensionnels {Gn}∞n=1 définis par
Gn = {g ∈ G|g−1 ∈ ∆n}, n = 1,2, . . .
où ∆ est l’idéal d’augmentation (aussi dit l’idéal fondamental) de l’algèbre de groupe k[G]. Un
résultat de Stephen Jennings [Jen41] est que si k est de caractéristique p alors Gn = Pn(G).
Si LΣ(G) est un anneau de Lie construit comme en (11) et k est un corps, on peut obtenir
une algèbre de Lie LΣk (G) sur k par
LΣk (G) =
∞M
n=1
Ln⊗Z k.
si Σ est la suite k-dimensionnelle, on écrit simplement Lk(G) pour l’algèbre de Lie correspon-
dante.
De nombreuses propriétés d’un groupe transparaissent dans son algèbre de Lie. Par exemple,
un des résultats les plus importants obtenus par la méthode décrite ci-dessus est le théorème
d’Efim Zel’manov [Zel95a] affirmant que si l’algèbre de Lie LFp(G) associée aux sous-groupes
Fp-dimensionnels d’un groupe de type fini G résiduellement p et de torsion satisfait une identité
polynômiale, alors G est un groupe fini. Il a obtenu ainsi une réponse positive au problème
de Burnside restreint [VZ93, Zel95b, VZ96, Zel97], qui demande si un groupe de type fini
satisfaisant pour un n fixé une équation Xn = 1 peut être infini.
Comme autre exemple, mentionnons le critère d’analycité pour les pro-p-groupes, dû à
Michel Lazard [Laz65]. Il dit qu’un pro-p-groupe est p-adique-analytique (c’est-à-dire qu’il
admet une structure de variété analytique sur Qp pour laquelle la multiplication est une applica-
tion analytique) si et seulement si Gn = Gn+1 pour un n suffisamment grand, où les Gn sont les
sous-groupes Fp-dimensionnels de G.
La méthode des algèbres de Lie s’applique aussi à la théorie de la croissance des groupes,
comme Rostislav Grigorchuk l’a constaté dans [Gri89]. Il a prouvé là que dans la classe des
groupes résiduellement p il y a un n´ trou z˙ entre croissance de type polynômial et croissance de
type e
√
n
. Ce résultat a ensuite été généralisé dans [LM91, Theorem D] à la classe des groupes
résiduellement nilpotents.
Par ailleurs, Rostislav Grigorchuk et Tullio Ceccherini-Silberstein ont utilisé dans [CG97] la
méthode des algèbres de Lie pour montrer que de nombreux groupes à un relateur ont croissance
uniformément exponentielle, au sens suivant :
DEFINITION 6.8. Soit ωSG = limn→∞
n
√
γSG(n) le taux de croissance exponentielle de G rel-
ativement au système de générateurs S, et soit ωG = infS ωSG, où l’infimum est pris sur tous les
systèmes de générateurs finis.
Le groupe G a croissance uniformément exponentielle si ωG > 1.
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Un lemme classique [Gri89] établit le rapport entre la croissance de G et celle de son algèbre
de Lie :
PROPOSITION 6.9. Soit G un groupe engendré par l’ensemble fini S, soit ∆ l’idéal d’aug-
mentation de l’algèbre de groupe FpG, et soit A =
L
n≥0 ∆n/∆n+1 l’algèbre graduée associée.
Alors le taux de croissance ωSG de G est au moins égal au taux de croissance de A.
De plus, A est la p-algèbre enveloppante de L(G), et donc A et L(G) ont le même taux de
croissance, par l’isomorphisme de Poincaré-Birkhoff-Witt.
Finalement, il y a une tentative de classification de groupes juste-infinis. Rappelons qu’un
groupe est juste-infini s’il est infini, mais que tous ses quotients propres sont finis. Un groupe G
est de largeur finie s’il existe une borne K ∈ N telle que toutes les inclusions γn+1(G) < γn(G)
soient d’indice au plus K. L’énoncé ci-dessous a été discuté par de nombreux mathématiciens et
a été avancé par Efim Zel’manov à Castelvecchio en 1996 [Zel96] :
CONJECTURE 6.10. Soit G un pro-p-groupe juste-infini de largeur finie. Alors G est soit
résoluble, soit p-adique-analytique, soit commensurable à la partie positive d’un groupe de
boucles ou au groupe de Nottingham.
Les calculs de Rostislav Grigorchuk et l’auteur dans [BG00] infirment cette conjecture en
produisant un contre-exemple, qui est précisément la complétion profinie du groupe de Grig-
orchuk G. Ils obtiennent la structure explicite de LΣF2(G), pour Σ la suite centrale descendante et
la suite 2-centrale descendante.
Le groupeG agit sur l’arbre T2, donc pour tout m∈N sur {0,1}m, qui représente les sommets
à distance m de la racine. Soit Vm l’espace vectoriel sur F2 engendré par G/StabG(0m), de
dimension 2m. Il a une structure de G-module naturelle. On définit la suite V im de sous-modules
de Vm par V 0m =Vm et
V r+1m = [G,V rm] = 〈g · v− v|g ∈G,v ∈V rm〉.
LEMMA 6.11. Pour tout r ∈ {0, . . . ,2m−1}, on a dimV rm = 2m− r.
On a défini à la section 6.1 les sous-groupes Km, Tm et Nm. On a les résultats suivants :
LEMMA 6.12. L’application
α⊕β : Nm/Nm+1 −→Vm⊕Vm−1
est un isomorphisme de G-modules pour tout m, où α envoie (1, . . . ,1,x,1, . . . ,1) ∈ Km sur le
vecteur de base de Vm correspondant à la position du x, et β envoie (1, . . . ,1,x2,1, . . . ,1) ∈ Tm−1
sur le vecteur de base correspondant dans Vm−1.
Le résultat suivant avait été en partie obtenu par Alexander Rozhkov dans [Roz96a].
THEOREM 6.13. Pour tout m≥ 1 on a :
(1) γ2m+1(G) = Nm.
(2) γ2m+1+r(G) = Nm+1α−1(V rm)β−1(V rm−1) for r = 0, . . . ,2m.
(3)
dimF2(γn(G)/γn+1(G)) =

3 si n = 1,
2 si n = 2,
2 si n = 2m +1+ r, avec m > 0 et 0≤ r < 2m−1,
1 si n = 2m +1+ r, avec m > 0 et 2m−1 ≤ r ≤ 2m.
THEOREM 6.14. Pour tout m≥ 1 on a :
(1) G2m+1 = Nm.
(2)
G2m+1+r =
{
Nm+1α−1(V rm)β−1(V r/2m−1) si 0≤ r ≤ 2m est pair,
Nm+1α−1(V rm)β−1(V (r−1)/2m−1 ) si 0≤ r ≤ 2m est impair.
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(3)
dimF2(Gi/Gi+1) =

3 si i = 1,
2 si i > 1 est pair,
1 si i > 1 est impair.
Les auteurs introduisent également dans [BG00] la notion de graphe de Cayley d’une algèbre
de Lie graduée.
DEFINITION 6.15. Soit L=L∞n=1 Ln une algèbre de Lie graduée engendrée par un ensemble
fini S d’éléments de degré 1. Soit (`n,1, . . . , `n,dimLn) une base de Ln pour tout n, et soit 〈|〉 le
produit scalaire orthonormal sur L associé à cette base. Le graphe de Cayley de L est un graphe
étiqueté et pondéré défini ainsi : ses sommets sont les points (i, j) ∈ N2 avec i ≥ 1 et 1 ≤ j ≤
dimLn. Pour tout s ∈ S et i, j,k ∈ N on met une arête de (i, j) à (i+ 1,k) étiquetée par s et de
poids 〈[`i, j,s]|`i+1,k〉. Par convention on ne représente pas les arêtes de poids 0. Si de plus L est
une p-algèbre, on met pour tout i, j,k ∈ N une arête de (i, j) à (pi,k) étiquetée ·p et de poids
〈`pi, j|`pi,k〉, où ·p est l’opération de Frobénius.
Le graphe de Cayley est une manière géométrique de représenter les constantes de structure
de L, et l’algèbre est donc déterminée par son graphe. Ce graphe est connexe, parce que S est
un système générateur. La croissance géométrique de graphe de Cayley coïncide avec la série de
Hilbert-Poincaré de l’algèbre.
Comme exemple simple, considérons le groupe des quaternions entiers Q= {±1,±i,± j,±k},
engendré par {i, j}, et sa suite dimensionnelle Q1 = Q, Q2 = {±1} et Q3 = 1 sur le corps F2.
Alors le graphe de Cayley de L(Q) est
i
−1
j
j
i
On va maintenant décrire les graphes de Cayley de L et LF2 associés respectivement à la suite
centrale descendante et à la suite dimensionnelle de G. Soit S= {a,b,c,d} le système générateur
de G, et soit S le système de générateurs défini en (10).
THEOREM 6.16. Le graphe de Cayley de L(G) est comme suit :
b x2
x z01 z
1
1 z
0
2
a x01 x
1
1 x
2
2 x
3
2
[a,d] x02 x12 x03
d
a a,b,c
c,d
a
b,c
c,d
a
b,c
c,d
a
b,d
b,c
b,c
a
b,c
a
où xrm =α−1(vrm) et zrm = β−1(vrm). L’arête (x2m−1m ,x0m+1) est étiquetée σm{ cd }, l’arête (x2m−1m ,z0m)
est étiquetée σm{ bd}, et les chemins de x0m à x2
m−1
m et de z0m à z2
m−1
m sont étiquetés par σm−1(a).
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Le graphe de Cayley de LF2(G) est comme suit :
b
x x2 z
0
1 z
1
1 z
0
2
a x01
[a,d] x11 x02 x12 x22 x32 x03
d
a
c,d
·2
b,c
c,d ab,c
b,c a b,c a b,d
a
avec les mêmes règles pour les étiquettes que pour L(G) ; et des flèches étiquetées ·2 de xrm à zrm.
Remarquons que puisque le corps sous-jacent est F2 tous les poids non-nuls sont égaux à 1
et n’ont donc pas besoin d’être indiqués.
6.5. Croissance
Les résultats principaux sur la croissance de G ont été obtenus par Rostislav Grigorchuk
lui-même : il montre dans [Gri83] que G a croissance superpolynômiale et sous-exponentielle,
puis dans [Gri84] il obtient
e
√
n - γ(n)- enβ ,
où β = log32(31) ≈ 0.991. Cette borne inférieure de e
√
n est d’ailleurs valable pour tous les
groupes non-virtuellement nilpotents (qui, eux, sont de croissance polynômiale — voir [Wol68,
Gro81a]) qui sont résiduellement p ; voir à la page 48.
Deux de mes articles améliorent chacune de ces bornes. Je montre dans [Bar98] le résultat
suivant :
THEOREM 6.17.
γ(n)- enα ,
où η≈ 0.811 est la racine réelle du polynôme X3+X2+X−2, et α= log(2)/ log(2/η)≈ 0.767.
La démonstration repose sur le résultat suivant :
LEMMA 6.18. Soit S = {a,b,c,d}, et soit ω : S→ R∗+ le poids défini par
ω(a) = 1−η3 = η2+η−1, ω(c) = 1−η2,
ω(b) = η3 = 2−η−η2, ω(d) = 1−η.
Soit g ∈ H, avec ψ(g) = (g0,g1). On a alors
η(|g|ω+ |a|ω)≥ |g0|ω+ |g1|ω.
On achève la preuve en montrant que le S-portrait d’un élément g ∈G contient au plus |g|αω
feuilles, et qu’il n’y a qu’un nombre exponentiel en n de S-portraits à n feuilles.
Ce résultat a été ensuite généralisé à une plus grande famille de groupes par Roman Muchnik
et Igor Pak [MP99], puis à d’une façon un peu différente par Zoran Šuni´k et l’auteur dans [BŠ00]
(voir le chapitre 7).
Une borne inférieure à la fonction de croissance a été obtenue dans [Bar00d] : le résultat
exact est
THEOREM 6.19.
γ(n)% enα ,
où α = 0.5157.
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Ce résultat a été obtenu avec l’assistance d’un ordinateur, mais repose sur des considérations
purement mathématiques. Le lemme clé est le suivant :
LEMMA 6.20. Il existe un poids ω sur le système de générateurs S = {a,b,c,d} de G, et des
constantes K ≥ 0 et η 4, tels que pour tout h ∈ H, si on écrit ψ(h) = (h0,h1), on a
(12) [|h|ω ≤ ηmax{|h0|ω, |h1|ω}+K.
Il suit aisément de ce lemme que la croissance de G est au moins enα , où α = log2/ logη	
0.5.
La démonstration du lemme 6.20 consiste en la construction d’un algorithme, exprimé sous
la forme d’un transducteur à états finis (apparenté à ceux de la section 1.4) produisant un mot sur
S représentant h à partir de mots représentant h0 et h1.
Un tel transducteur est malheureusement assez complexe, et un programme informatique a
donc été écrit pour le produire. Quelques minutes de calcul ont abouti à un transducteur conven-
able, possédant 160 états.
Un deuxième programme a ensuite déterminé le poids idéal ω, de façon à minimiser la
constante η de l’équation 12. On a obtenu ainsi le poids
ω(a) = 1, ω(b) = 3.33, ω(c) = 2.8, ω(d) = 1.06
donnant la constante η≈ 3.84.
Un résultat légèrement plus faible avait été annoncé par Yuriı˘ Leonov [Leo98a] : il a obtenu
γ(n)% en0.5041
par des méthodes assez similaires (mais sans avoir recours à un ordinateur).

CHAPITRE 7
Groupes à colonne vertébrale
J
e décris dans ce chapitre un article réalisé en commun avec Zoran Šuni´k. On a vu
plus haut la notion d’automorphismes dirigés à la définition 1.18. On considère
ici les groupes suivants :
DEFINITION 7.1. Un groupe à colonne vertébrale agissant sur l’arbre TΣ est donné par un
sous-groupe fini A de SΣ agissant transitivement sur le premier niveau Σ de Σ∗, d’un groupe fini
B, et d’une suite infinie ω = (ω1,ω2, . . .) d’épimorphismes ωi : B³ A. On appelle A le groupe
de racine et B le groupe de niveau.
L’action de b ∈ B est définie comme suit : on distingue deux lettres de Σ, par exemple 1 et
d. On décrète :
b(τ) =
{
d . . .d1ωn(b)(σ) si τ s’écrit d . . .d1σ avec n zéros
τ sinon.
Un groupe à colonne vertébrale est régulier si A agit régulièrement sur Σ, c’est-à-dire si
aucun élément non-trivial de A n’a de point fixe.
Les groupes à colonne vertébrale sont une généralisation des constructions
de Rostislav Grigorchuk [Gri84] ; ils constituent un revanche un cas particulier
des groupes étudiés par Alexander Rozhkov dans [Roz86].
Il sort clairement de cette définition que les groupes à colonnea˘vertébrale sont engendrés
par des automorphismes finis et dirigés. Par ailleurs, si on prend A = Z/2Z et B = A×A avec
les trois automorphismes u,v,w et la suite ω = (u,v,w,u,v,w, . . .), on obtient le groupe G de la
section 2.1.
Considérons une suite ω comme ci-dessus. On note Ki < B le noyau de ωi, et on note σ le
décalage sur les suites :
σ(ω1ω2 . . .) = ω2 . . .
On dit qu’une suite ω est complète si pour tout b ∈ B on a ωi(b) = 1 pour un i ∈ N. On impose
maintenant sur ω les conditions suivantes :
– pour tout n ∈ N, la réunion des Ki (i≥ n) est égale à B ;
– pour tout n ∈ N, l’intersection des Ki (i≥ n) est triviale ;
– pour tout n ∈ N, la suite σn(ω) est complète.
On note Ω̂ l’ensemble des telles suites. Il est clair que Ω̂ est invariant par σ.
Les résultats principaux qu’on obtient concernent la croissance des mots et la croissance des
périodes. Rappelons cette dernière notion :
DEFINITION 7.2. Soit G un groupe engendré par un ensemble fini S, avec un poids ω : S→
R∗+. Sa fonction de croissance des périodes est piω : R→ N définie par
piω(n) = max{ordre(g)| |g|ω ≤ n}.
On peut mettre sur les fonctions de croissance des périodes la même notion d’équivalence
que sur les fonctions de croissance des mots (définie en 3.1). On obtient ainsi un objet intrinsèque
à G, c’est-à-dire indépendant de S et ω.
Le théorème suivant étend à une plus grande classe les résultats de [Gri85] :
THEOREM 7.3 ([BŠ00]). Soit Gω un groupe à colonne vertébrale. Alors Gω a croissance
intermédiaire et est de torsion.
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Sa croissance γ(n) est au moins enα , avec α = log(d)log(d)−log 12
. Si de plus Gω est régulier, alors
sa croissance des périodes pi(n) est au moins
√
n.
On obtient des résultats plus précis si on suppose qu’il y a de plus une certaine homogénéité
dans le mot ω, au sens suivant :
DEFINITION 7.4. La suite ω est r-homogène si pour tout b ∈ B toute sous-suite de longueur
r de ω contient un ωi avec b ∈ Ki.
La suite ω est r-factorisable si elle peut s’exprimer comme un produit de suites ω′ω′′ . . . ,
chacune de longueur au plus r et complète.
Clairement, toute suite r-homogène est r-factorisable, et toute suite r-factorisable est 2r−1-
homogène.
THEOREM 7.5. Soit ω une suite r-homogène. Alors la fonction de croissance γ de Gω satis-
fait
γ(n)- enβ ,
où β = log(d)log(d)−log(ηr) et ηr est la racine positive du polynôme X r +X r−1+X r−2−2.
Si de plus Gω est régulier, alors la fonction de croissance des périodes pi de Gω satisfait
pi(n)- nlog1/ηr (d).
On a le résultat suivant pour les suites r-factorisables. Il est intéressant de noter que selon la
suite ω choisie l’un ou l’autre des théorèmes 7.5 et 7.6 peut donner la meilleure estimation.
THEOREM 7.6. Soit ω une suite r-factorisable. Alors la fonction de croissance γ de Gω
satisfait
γ(n)- enβ ,
où β = log(d)log(d)− 1r log(4/3) .
Si de plus Gω est régulier, alors la fonction de croissance des périodes pi de Gω satisfait
pi(n)- nr log4/3(d).
Il existe en fait une relation générale reliant la croissance des mots et la croissance des
périodes, dûe à Yuriı˘ Leonov [Leo99]. Elle est basée sur une étude soigneuse de la notion de
portrait. Dans notre cadre, elle se formule comme suit :
THEOREM 7.7. Soit Gω un groupe à colonne vertébrale régulier, où ω est une suite r-
factorisable. Si on a
γ(n)- enβ ,
alors on a aussi
pi(n)- nrβ.
Deuxième partie
Croissance dans des graphes

CHAPITRE 8
Croissance des chemins
D
ans cette partie, je rappelle les résultats obtenus dans [Bar99]. Ils concernent
à proprement parler des digraphes quelconques, mais trouvent leur application
principale en théorie des groupes, dans la célèbre n´ formule de Grigorchuk z˙ (15).
DEFINITION 8.1 (Graphes). Un graphe G est une paire d’ensembles G = (V,E) (les som-
mets et arêtes ; notés ainsi à cause de leurs noms anglais n´ vertices z˙ et n´ edges z˙) munie d’appli-
cations
α : E →V, ω : E →V, · : E → E
satisfaisant
e = e, α(e) = ω(e).
Le graphe G est dit fini si E(G) et V (G) sont les deux des ensembles finis.
Un morphisme de graphes φ : G→ H est une paire d’applications (V (φ),E(φ)) avec V (φ) :
V (G)→V (H) et E(φ) : E(G)→ E(H) telles que
E(φ)e = E(φ)e, V (φ)(αe) = α(E(φ)e).
Étant donné une arête e ∈ E(G), on appelle α(e) et ω(e) respectivement la source et la
destination de e. Deux sommets x,y sont adjacents, ce qu’on note x∼ y, s’ils sont reliés par une
arête, c’est-à-dire s’il existe une arête e ∈ E(G) telle que α(e) = x et ω(e) = y. Deux arêtes e, f
sont consécutives si ω(e) = α( f ). Une boucle est une arête e avec α(e) = ω(e).
Le degré deg(x) d’un sommet x est le nombre d’arêtes incidentes :
deg(x) = #{e ∈ E(G)|α(e) = x}= #{e ∈ E(G)|ω(e) = x}.
Si deg(x) est fini pour tout sommet x, on dit que G est localement fini. Si deg(x) = d pour tout
sommet x, on dit que G est d-régulier.
Notons que l’involution e 7→ e peut avoir des points fixes ; ce seraient des boucles n´ égales à
elles-mêmes parcourues en sens inverse z˙, ce qui ne se représente pas aisément. Au cas où · n’a
pas de point fixe, G peut être vu comme un graphe simplicial — il est représenté fidèlement par
un dessin dans R3.
Cette notion de graphe est particulièrement bien adaptée à la théorie des groupes. Les
graphes rencontrés habituellement en combinatoire sont donnés par un ensemble V et une famille
E de sous-ensembles de cardinalité 2 de V . Dans notre contexte, cela revient à interdire les points
fixes de · ; à exiger de toute arête e que α(e) et ω(e) soient distincts ; et, pour toute paire de som-
mets x,y, à autoriser au plus une arête entre x et y. Aucune de ces restrictions n’est nécessaire
pour notre propos.
Bien que chaque arête de G soit individuellement orientée, le graphe G lui-même doit être
considéré comme un graphe non-orienté, vu que chaque arête e possède une image-miroir e.
DEFINITION 8.2 (Chemins). Un chemin dans G est une séquence pi,
pi = (v0,e1,v1,e2, . . . ,en,vn)
de sommets et d’arêtes de G, avec α(ei) = vi−1 et ω(ei) = vi pour tout i ∈ {1, . . . ,n}, avec n≥ 0.
La longueur du chemin pi est le nombre n d’arêtes dans pi. Le début du chemin pi est α(pi) = v0,
et sa fin est ω(pi) = vn. Si α(pi) = ω(pi), le chemin pi est appelé un circuit en α(pi). Dans la
plupart des cas, on peut omettre les vn de la description des chemins ; ils ne sont nécessaires que
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quand |pi|= 0, auquel cas un point de départ doit être fixé. On étend l’involution · des arêtes aux
chemins par
pi = (vn,en, . . . ,v1,e1,v0)
(notons que pi est un chemin de ω(pi) à α(pi)).
On note E∗(G) l’ensemble des chemins, avec une multiplication partiellement définie par
la concaténation des suites : si pi et ρ sont doux chemins avec ω(pi) = α(ρ), leur produit est
défini par piρ = (pi1, . . . ,pi|pi|,ρ1, . . . ,ρ|ρ|). Étant donnés deux sommets x,y ∈V (G), on note [x,y]
l’ensemble des chemins de x à y. On fait de V (G) un espace métrique en définissant pour des
sommets x,y ∈V (G) leur distance
d(x,y) = min
pi∈[x,y]
|pi|.
La multiplication des chemins est une opération [x,y]× [y,z]→ [x,z]. Cela fait de G une
catégorie libre, avec pour objets V (G) et pour morphismes Hom(x,y) = [x,y].
DEFINITION 8.3 (Bosses). Le chemin pi a une bosse en i si pii = pii+1 ; si la position de
la bosse n’est pas importante, on dit juste que pi a une bosse. Le nombre de bosses nb(pi) d’un
chemin est le nombre d’indices i où pi a une bosse. Un chemin est [chemin !propre]propre s’il
n’a pas de bosses.
On supposera désormais qu’un graphe localement fini G a été fixé, avec deux sommets
distingués ?,† ∈V (G). On souhaite énumérer les chemins, en comptant leur nombre de bosses,
entre ? et † dans G. On définit :
DEFINITION 8.4 (Séries de chemins). La série formelle
G(t) = ∑
pi∈[?,†]
t |pi| ∈ N[[t]]
est appelée la série de chemins de (G,?,†). La série
F(u, t) = ∑
pi∈[?,†]
unb(pi)t |pi| ∈ N[u][[t]]⊂ N[[u, t]]
est appelée la série de chemins enrichie de (G,?,†). Sa spécialisation F(0, t) est appelée la série
de chemins propres de (G,?,†).
Au cas où ?= †, on appelle G la série de circuits de (G,?) et F la série de circuits enrichie
de (G,?). La série de circuits est souvent appelée la [fonction(s) !de Green]fonction de Green du
graphe G ; puisqu’on s’intéresse plus ici à des propriétés formelles de G, on l’appellera aussi la
série de Green de G.
Notons que G(t) appartient à N[[t]] parce que G est localement fini, donc il n’y a qu’un
nombre fini de chemins de longueur donnée, et ainsi qu’un nombre fini de termes dans la somme
qui ont un degré donné.
De même, F(u, t) appartient àN[u][[t]], parce que si on exprime F(u, t) =∑ fntn avec à priori
fn ∈ N[[u]], chaque fn n’est qu’une somme finie de monômes, donc est un polynôme. Si on pose
G(t) = ∑gntn, on a même gn = fn(1).
Le résultat principal de [Bar99] est, pour des graphes d-réguliers, le
THEOREM 8.5. Soit G un graphe d-régulier. On a alors
(13) F(1−u, t)
1−u2t2 =
G
(
t
1+u(d−u)t2
)
1+u(d−u)t2 .
CHAPITRE 9
Applications aux groupes
M
ontrons maintenant en quoi F est relié à la cocroissance et G aux marches aléa-
toires dans des groupes. On généralisera ainsi la formule de Grigorchuk (valable
pour des quotients de groupes libres) à des espaces homogènes de groupes li-
bres. Pour un survol de la théorie des marches aléatoires sur des groupes, voir
par exemple les références [MW89, Woe94].
Dans ce chapitre on écrira toujours F(t) pour F(0, t). Rappelons la notion de croissance dans
les groupes :
DEFINITION 9.1. Soit Γ un groupe engendré par un système fini symétrique S. Pour γ ∈ Γ,
on définit sa longueur
|γ|= min{n ∈ N : γ ∈ Sn}.
La série de croissance de (Γ,S) est la série formelle
f(Γ,S)(t) = ∑
γ∈Γ
t |γ| ∈ N[[t]].
En développant f(Γ,S)(t) = ∑ fntn, la croissance de (Γ,S) est
α(Γ,S) = limsup
n→∞
n
√
fn
(cette limite supérieure est en fait une limite et est bornée par |S|−1).
Soit R un sous-ensemble de Γ. La série de croissance de R par rapport à (Γ,S) est la série
formelle
f R(Γ,S)(t) = ∑
γ∈R
t |γ| ∈ N[[t]].
En développant f R(Γ,S)(t) = ∑ fntn, on définit la croissance de R par rapport à (Γ,S) comme
α(R; Γ,S) = limsup
n→∞
n
√
fn.
Si X est un G-ensemble transitif, la marche aléatoire simple sur (X ,S) est la marche aléatoire
d’un point sur X , ayant probabilité 1/|S| de se déplacer de sa position courante x à un voisin s ·x,
pour tout s ∈ S. Fixons un point ? ∈ X , et notons pn la probabilité qu’une marche aléatoire
commençant en ? arrive à ? après n déplacements. On définit le rayon spectral de la marche
aléatoire comme
ν(X ,S) = limsup
n→∞
n
√
pn.
Ce nombre est indépendant du choix de ?.
La série de cocroissance (respectivement la cocroissance) de (Γ,S) est définie comme la
série de croissance (respectivement la croissance) de ker(pi : Π→ Γ) par rapport à (FS,S), où FS
est le groupe libre sur S.
On peut associer à un groupe Π engendré par un ensemble symétrique S et un sous-groupe
Ξ un graphe |S|-régulier G sur lequel Π agit transitivement. On l’appelle le graphe de Schreier
de (Π,S) par rapport à Ξ. Il est défini comme G= (E,V ), où
V = Π/Ξ
et
E =V ×S, α(v,s) = v, ω(v,s) = sv, (v,s) = (sv,s−1);
57
58 9. APPLICATIONS AUX GROUPES
ν
α
0.88
0.9
0.92
0.94
0.96
0.98
1
1 1.5 2 2.5 3
FIG. 9.1. La correspondance α 7→ ν reliant la cocroissance et le rayon spectral
(si |S|= 4)
c’est-à-dire que deux classes à gauche A,B sont reliées par au moins une arête si et seulement si
SA ⊃ B. (On retrouve le graphe de Cayley de (Π,S) si Ξ = 1). Il y a une boucle en vΞ dans G
chaque fois que vΞv−1∩S 6= /0 ; et il y a |vΞw−1∩S| arêtes entre vΞ et wΞ dans G.
En identifiant F à la croissance relative de Ξ et G à la fonction de Green de FS/Ξ, on obtient
le corollaire suivant :
COROLLARY 9.2. Soit Ξ un sous-groupe de FS. Soit ν = ν(Ξ\Π,S) le rayon spectral de la
marche aléatoire simple sur FS/Ξ, et soit α = α(Ξ; Π,S) la croissance relative de Ξ dans Π. On
a alors
(14) ν =

√
|S|−1
|S|
(
α√
|S|−1 +
√
|S|−1
α
)
si α >
√|S|−1,
2
√
|S|−1
|S| si α≤
√|S|−1.
En se restreignant au cas où Ξ est normal, avec FS/Ξ = Γ, on obtient le résultat suivant :
COROLLARY 9.3 (Grigorchuk [Gri80b]). Soit Γ un groupe engendré par un ensemble
symétrique fini S, soit ν le rayon spectral de la marche aléatoire simple sur Γ, et soit α la cocrois-
sance de (Γ,S). Alors
(15) ν =

√
|S|−1
|S|
(
α√
|S|−1 +
√
|S|−1
α
)
si α >
√|S|−1,
2
√
|S|−1
|S| sinon.
Une grande quantité de démonstrations existent pour ce résultat : la preuve originale [Gri80b]
due à Rostislav Grigorchuk, une preuve de Cohen [Coh82], une extension par Northshield à des
9. APPLICATIONS AUX GROUPES 59
graphes transitifs [Nor92], une preuve courte due à Szwarc [Szw89] utilisant la théorie des al-
gèbres d’opérateurs, une autre de Woess [Woe94], etc.
On remarque en fait que si α<
√|S|−1, alors nécessairement α= 0. De façon équivalente,
si α <
√|S|−1, alors Ξ = 1, et le graphe de Cayley G est un arbre. Il est même connu que si
α 6= 0 alors α >√|S|−1 ; voir [Pas93] pour cette petite amélioration.
Dans [Bar99] une formule analogue à (15) est donnée pour des groupes Γ quotients de
PSL2(Z) ; les séries de Green et de cocroissance sont définies relativement à PSL2(Z) engendré
par les matrices
(−1 1
−1 0
)
et
( 0 1
−1 0
)
, et et non au groupe libre FS engendré par l’ensemble de
générateurs S.

CHAPITRE 10
Calculs pour des arbres
S
oit G un arbre d-régulier. On va calculer pour G les séries F et G introduites au
chapitre 8, reproduisant ainsi des calculs faits par Harry Kesten [Kes59].
D’abord, il est clair que F(0, t) = 1. En effet, un arbre n’a par définition pas de circuit, et
donc tout chemin fermé non-trivial dans G contient nécessairement une bosse. Par conséquent,
le seul monôme dans F(u, t) de u-degré 0 est le monôme 1.
Fixons une origine ? de G, et ôtons à G une arête e incidente à ?. Appelons T la composante
connexe de G\{e} contenant ?. Par exemple, si d = 2, on a G∼= Z et T ∼=N. Soient respective-
ment F(u, t) et T (u, t) les séries comptant les circuits dans G et dans T . On a alors les équations
suivantes :
T = 1+(d−1)t(T −1+u)t 1
1− (d−2+u)t(T −1+u)t ,
F = 1+dt(T −1+u)t 1
1− (d−1+u)t(T −1+u)t .
Expliquons ces formules. Un circuit dans T est soit le circuit trivial (contribuant 1), soit une suite
de circuits dans des graphes isomorphes à T . Cette suite est faite, d’abord, d’un pas dans une des
d−1 directions issues de ?, puis d’un n´ sous-circuit z˙ ne revenant pas à ? en ce point, puis d’un
pas pour revenir à ? ; puis d’un nouveau pas dans une des d−1 directions issues de ?, etc. Si le
sous-circuit est trivial, une bosse apparaît dans le circuit, et si la nouvelle direction de sortie est
la même que la précédente, une bosse apparaît aussi.
De même, un circuit dans G peut s’exprimer à l’aide d’une suite de circuits dans des sous-
graphes isomorphes à T .
Ces équations peuvent aisément être résolues, donnant
T (1−u, t) = 2(1−u)
1−u(d−u)t2+
√
(1+u(d−u)t2)2−4(d−1)t2 ,
F(1−u, t) = 2(d−1)(1−u
2t2)
(d−2)(1+u(d−u)t2)+d
√
(1+u(d−u)t2)2−4(d−1)t2 .
Mais maintenant, on constate qu’en utilisant l’équation (13, page 58) et F(0, t)= 1 on obtient
G(t) =
1+(d−1)
(
1−
√
1−4(d−1)t2
2(d−1)t
)2
1−
(
1−
√
1−4(d−1)t2
2(d−1)t
)2 ,
ou, après simplification,
G(t) = 2(d−1)
d−2+d
√
1−4(d−1)t2 ,
qui permet aussi, par une deuxième utilisation de (13), d’obtenir F(1−u, t).
En particulier, si d = 2, on a G=C∞ = Z, et
G(t) = ∑
n≥0
(
2n
n
)
t2n =
1√
1−4t2 .
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Remarquons que pour tout d l’arbre d-régulier est le graphe de Cayley de Γ = (Z/2Z)∗d
avec son système de générateurs standard. Si d est pair, G est aussi le graphe de Cayley d’un
groupe libre de rang d/2 engendré par un système libre de générateurs. On peut ainsi calculer le
rayon spectral de la marche aléatoire sur un groupe libre engendré librement : il est, pour Fd/2,
égal à
(16) 2
√
d−1
d .
On peut même étudier une série génératrice plus riche que F : soit
H(u,v, t) = ∑
pi: chemin issu de ?
t |pi|unb(pi)vd(?,pi|pi|) ∈ N[u,v][[t]],
où d(−,−) désigne la distance dans G. On a alors
H(1,v, t) = F(1, t)+d(T −1+u)tvF +d(T −1+u)tv(d−1)(T −1+u)tvF + . . .
=
1+(T −1+u)(1, t)tv
1− (d−1)(T −1+u)(1, t)tvF(1, t);
et du fait que H est une somme de séries comptant les chemins entre deux points fixés, on peut
obtenir H(u,v, t) de H(1,v, t) en étendant (13) linéairement à N[u,v][[t]] :
H(1−u,v, t)
1−u2t2 =
H
(
1,v, t1+u(d−u)t2
)
1+u(d−u)t2 .
On aurait aussi pu commencer par calculer la série de croissance
H(0,v, t) = 1+ vt
1− (d−1)vt
de tous les chemins propres dans G, puis inverser l’égalité (13) pour obtenir
H(1,v, t) =
1+
(
1−
√
1−4(d−1)t2
2t
)2
1−u2
(
1−
√
1−4(d−1)t2
2(d−1)t
)2 ·H
(
1−
√
1−4(d−1)t2
2(d−1)t ,0,v
)
,
H(u,v, t) =
1− t2u2
1+u(d−u)t2 ·
(d−1)(4t2+¤2)
4(d−1)2t2−u2¤2 ·
2(d−1)t + v¤
2t− v¤ ,
où ¤= 1+u(d−u)t2−
√
(1+u(d−u)t2)2−4(d−1)t2.
Souvenons-nous que la série de croissance d’un graphe G en un point base ? est la série
formelle
P(t) = ∑
v∈V (G)
td(?,v) ∈ N[[t]],
La série H que nous venons de décrire est assez générale pour contenir les informations suivantes
sur G :
– H(u,0, t) = F(u, t) ;
– H(0,1, t) = 1+t1−(d−1)t = P(t) est la série de croissance de T ;
– H(1,1, t) = 1/(1−dt) est la série de croissance de tous les chemins dans T .
CHAPITRE 11
Séries de produits directs et de produits libres
O
n donne ici la construction d’un graphe pointé à partir de deux graphes pointés,
qui s’apparente ou produit libre dans les groupes ou les catégories. Notre but est
d’obtenir des formules exprimant la série de Green du produit en terme des séries
de Green des facteurs.
Cette définition est dûe à Gregory Quenell [Que94, Definition 4.8] :
DEFINITION 11.1. Soit (E,?) et (F,?) deux graphes pointés. Leur produit libre E∗F est le
graphe construit comme suit : on commence par prendre une copie de E et une de F, et on les
identifie en leur point base ?. Maintenant, en tout sommet de E (excepté ?) on colle une copie de
F à son point base, et en tout sommet de F (excepté ?) on colle une copie de E à son point base.
On procède de même pour les sommets des nouvelles copies.
Si (E,S) et (F,T ) sont deux groupes avec systèmes de générateurs fixés, dont les graphes de
Cayley sont E et F respectivement, alors E∗F est le graphe de Cayley de (E ∗F,SunionsqT ).
L’arbre d-régulier peut aussi être obtenu comme produit libre de d graphes en forme de “I”,
c’est-à-dire de graphes réguliers de degré 1.
Le résultat obtenu dans [Bar99] est :
THEOREM 11.2. Soient GE et GF les séries de Green de deux graphes E et F. Alors
(17) 1
(tGE∗F)−1
=
1
(tGE)−1
+
1
(tGF)−1
− 1
t
,
où F−1(t) est l’inverse formel de la série F, c’est-à-dire une série G telle que G(F(t)) =
F(G(t)) = t.
Une équation équivalente à celle-ci, mais de manière non-triviale, apparaît dans un article
de Gregory Quenell [Que94], et, dans un langage complètement différent (celui des variables
aléatoires non-commutatives), dans un article de Dan Voiculescu [Voi90, Theorem 4.5].
COROLLARY 11.3. Si les séries de Green de E et F sont les deux algébriques, alors la série
de Green de E∗F est aussi algébrique.
On peut aussi utiliser (17) pour obtenir d’une troisième manière la série de Green d’un arbre
régulier (voir le chapitre 10). En effet, de façon générale, le produit libre d’arbres réguliers de
degré d et e est un arbre régulier de degré d+ e. Soit Gd la série de Green de l’arbre régulier de
degré d.
On calcule d’abord G1 = 11−t2 , par l’observation que tous les chemins dans l’arbre 1-régulier
sont des aller-retour le long de l’unique arête.
On sait ensuite par (17) que
1
(tGd)−1
= d 1
(tG1)−1
− d−1
t
,
d’où on sort que
(tGd)−1(u) =
2u
2−d+d√1+4u2 ,
et finalement
Gd(t) =
2(d−1)
d−2+d
√
1−4(d−1)t2 ,
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comme on l’a vu auparavant.
Troisième partie
Croissance des groupes agissant sur des
arbres

CHAPITRE 12
Groupes GGS
O
n définit à présent une famille de groupes à automates, qui généralise une con-
struction due à Rostislav Grigorchuk, Narain Gupta et Saïd Sidki. On donnera
des résultats nouveaux généralisant à une famille de groupes agissant sur des ar-
bres certaines propriétés algébriques et de croissance.
DEFINITION 12.1. Soit A un sous-groupe du groupe symétrique SΣ agissant transitivement
sur l’alphabet Σ de cardinalité d, et soient ε1, . . . ,εd−1 ∈ A des permutations de Σ engendrant A.
On définit l’automorphisme automatique tε comme suit : pour une suite σ=σ1σ2 . . .σn ∈ Σ∗,
on pose par induction tε( /0) = /0 et
tε(σ) =
{
φσ1(εσ1)(σ) si σ1 6= d,
σ1tε(σ2 . . .σn) si σ1 = d
(l’application φσ a été définie en (3, page 19)).
Le groupe GGS associé à A et ε est le sous-groupe de AutT engendré par A et tε. On le
note Gε, rendant A implicite dans la notation. On appelle A le groupe de la racine et ε la suite de
récurrence.
Dans les définitions précédentes (voir par exemple [Gri00]), on supposait toujours A cy-
clique et d premier. On ne met pas ici ces deux conditions ; elles reviennent à exiger que d soit
premier et que G soit un sous-groupe du pro-d-Sylow Aut∗T .
Si on ne suppose pas d’emblée que A agit transitivement et est engendré par les εi, on dira
que G est un groupe proto-GGS.
On considère donc les groupes engendrés par des automorphismes finis confinés au premier
niveau, et un automorphisme dirigé tε selon le chemin dd . . . , au sens de la définition 1.18. On re-
marque que tε appartient au stabilisateur du premier niveau StabG(1). On montre à la figure 12.1
un automate correspondant au générateur tε — voir la définition de son action sur l’arbre TΣ à la
section 1.4.
1tε
R
d
1 ﬀ
Σ
ε1 ε j εd−1
+
1
s
d−1
s
Σ
+
Σ
j
?
Σ
?
FIG. 12.1. Un automate agissant comme tε
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ε1 . . . . . . . . . . . . . . εd−1
ε1 . . . . . . . . . . . εd−1
ε1 . . . . . . . . εd−1
FIG. 12.2. L’étiquetage du portrait de tε relativement à A
Quant au portrait de tε relativement à A, au sens de la définition 1.6, il peut être décrit
simplement comme ceci (voir la figure 12.2) : l’étiquette d’un sommet σ de la forme dd . . .dσn,
avec σn 6= d, est εσn . Toutes les autres étiquettes sont 1.
12.1. Exemples
Il règne une très grande variété parmi les groupes GGS, et nous nous bornerons à considérer
les quelques exemples les plus simples. Naturellement, si d = 1 il n’y a que l’automorphisme
trivial, et on suppose d’emblée d ≥ 2. Voyons tout d’abord que si d = 2 les exemples sont tous
bien connus :
PROPOSITION 12.2. Soit G un groupe GGS agissant sur l’arbre T2. Alors G est isomorphe
à Z/2Z∗Z/2Z, le groupe diédral infini.
DÉMONSTRATION. On a forcément A = Z/2Z engendré par a, et ε1 = a. On constate que
tε est d’ordre 2, et il ne reste qu’à montrer que l’élément g = atε est d’ordre infini.
On a g2 = φ1(ga)φ2(g), et donc en itérant g2n = φ1n(ga) · · ·φ2n(g). Tous ces éléments sont
distincts, car g2n appartient à StabG(n) mais pas à StabG(n+1). ¤
Déjà quand d = 3 et A = A3, le groupe alterné, on a des exemples très intéressants :
– G(123),() a été étudié par Jacek Fabrykowski et Narain Gupta [FG85, FG91], qui ont étudié
son taux de croissance : ils montrent qu’il est de croissance intermédiaire. On le nomme
Γ à la section 2.1.
– G(123),(123) a été étudié par l’auteur et Rostislav Grigorchuk dans [BG99b] et [BG99a].
On le nomme Γ à la section 2.1.
– G(123),(132) a été étudié par Narain Gupta et Saïd Sidki [GS83b], qui ont montré qu’il est
de torsion, puis qu’il est de croissance intermédiaire, et ont obtenu des résultats très fins
sur sa structure de sous-groupes et ses automorphismes. On le nomme Γ à la section 2.1.
On peut considérer aussi l’exemple suivant, très intéressant : on prend d = 3, A =S3, et on
considère le groupe G=G(12),(23). Quelques résultats faciles, qu’on ne montrera pas, sont : G est
un groupe fractal. Il admet des quotients Gn agissant sur Σn, qu’on peut décrire ainsi : si on note
v : S3 →±1 l’application signature, on peut décrire Gn en termes de portraits : ses éléments ont
précisément les portraits Π tels que v(Π(σ1)Π(σ2)Π(σ3)) = 1. On a donc
|Gn|= 23n−1 3 12 (3n−1).
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En particulier, les 3-Sylow de Gn et AutT3/Stab(n) sont isomorphes.
Il suit aussi de cette description que la complétion profinie de G est un pro-groupe à branches
régulières ; en effet, considérons le sous-groupe K de G engendré par (123) et t(12)(23). Sa clôture
K̂ dans Ĝ est d’indice 2, et contient K̂× K̂× K̂ comme sous-groupe d’indice 12. Toutefois, on ne
sait pas si G lui-même est à branches, car G n’a pas la propriété de congruence de la définition 1.8.
Pour d = 4, trois exemples ont été considérés par Grigorchuk, et toujours avec A = 〈a =
(1234)〉 cyclique. Il s’agit de Ga,1,a, Ga,1,a3 et G1,a,1. Il a conjecturé, lors du congrès de Champoussin
sur la croissance des groupes en 1994, qu’ils sont de croissance intermédiaire. On répondra à
cette question dans le chapitre 14.
12.2. Une première réduction
Deux des hypothèses données dans la définition de groupe GGS — la transitivité de A, et le
fait qu’il est engendré par {ε1, . . . ,εd−1} — ne sont pas essentielles.
Dans cette section, on suppose que G est un groupe proto-GGS, et on construit un groupe
GGS, qu’on note G∞, qui est relié à G comme le décrit la proposition suivante :
PROPOSITION 12.3. Soit G un groupe proto-GGS, avec groupe de sommet A. Alors il existe
un groupe G∞ avec les propriétés suivantes :
(1) G∞ est un groupe GGS agissant sur l’arbre Σ∗∞. On suppose toujours d ∈ Σ∞, même si
la cardinalité de ce dernier peut être plus petite que d. On note A∞ le groupe de racine
de G∞ et ζ sa suite de récurrence ;
(2) A∞ agit transitivement sur Σ∞, et est engendré par les ζi, pour i ∈ Σ∞ \{d} ;
(3) G∞ est un groupe fractal ;
(4) pour tout n ∈ N suffisamment grand et tout sommet σ ∈ Σn, le groupe de sommet Gσ
(défini à la page 20) est isomorphe soit à un sous-groupe de A, soit à un sous-groupe
de A×〈t〉×G∞ se surjectant sur le troisième facteur ;
(5) G∞ est isomorphe à sous-groupe d’un quotient de G.
Montrons tout d’abord l’utilité de ce résultat :
COROLLARY 12.4. Soit G un groupe proto-GGS, et G∞ le groupe qui lui est associé par la
proposition 12.3. On a alors :
(1) G est infini si et seulement si G∞ l’est ;
(2) G est de torsion si et seulement si G∞ l’est ;
(3) G est de croissance intermédiaire si et seulement si G∞ l’est ;
(4) G est à présentation finie si et seulement si G∞ l’est ;
On verra au chapitre suivant que ces propriétés sont bien plus faciles à vérifier sur G∞ que
sur G.
DÉMONSTRATION. Montrons par exemple la première équivalence. Clairement si G est
fini alors G∞ l’est aussi. Réciproquement, on suppose G infini, et on considère StabG(n), pour n
suffisamment grand, qui est infini et est un sous-groupe du produit direct des Gσ, pour σ ∈ Σn.
L’un au moins de ces Gσ est donc infini, et donc le produit direct de A×〈t〉 avec G∞ est infini. Il
s’ensuit que G∞ est infini. ¤
DÉMONSTRATION DE LA PROPOSITION 12.3. Soit σ ∈ Σn un sommet à distance n de la
racine. Alors soit σ est dans la G-orbite du sommet dn, auquel cas Gσ contient t ; soit il n’y est
pas, auquel cas Gσ est un sous-groupe de A. En effet, si σ = g ·dn, on a t = ψσ(gtg−1) ∈ Gσ, et
vice versa.
De même, Gσ est engendré par certains des εi, et éventuellement par t, donc est un sous-
groupe de G. Notons Aσ le sous-groupe de Gσ engendré par les εi qui y résident. Les Aσ sont
naturellement arrangés en réseau, c’est-à-dire que pour tout σ préfixe de στ on a l’inclusion
Aστ ≤ Aσ.
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On a une tour décroissante de sous-groupes finis de A, qui doit donc se stabiliser à partir
d’un certain rang, disons n. Pour tous les Gσ contenant t, donc dans l’orbite de dn, les Aσ sont
égaux, car les Gσ sont conjugués.
Posons Σ∞ = Ad
n · d ⊂ Σ. Alors Adn agit séparément sur Σ∞ et sur Σ \ Σ∞ ; notons A∞ le
quotient de Adn agissant sur Σ∞.
Pour tout i ∈ Σ∞ \ {d}, on peut factoriser εi = ζiηi, où ζi agit sur Σ∞ et ηi agit sur son
complémentaire. On définit alors G∞ ainsi : c’est le groupe GGS agissant sur l’arbre TΣ∞ , avec
pour groupe de racine A∞ et pour suite de récurrence ζ = (ζi).
Par définition, A∞ est transitif sur Σ∞. S’il n’était pas engendré par les ζi, cela voudrait dire
que le groupe Adn+1 serait un sous-groupe strict de Adn , ce qui contredirait le choix de n ; on l’a
en effet supposé assez grand pour que la suite des Adn soit stable.
G∞ est un groupe fractal : prenons par exemple le sur-groupe de sommet Gd∞ du sommet d.
Il contient tζ, comme l’image de tζ par ψd , et aussi tous les ζi, comme images de taζ , où a ∈ A∞
est choisi pour envoyer d sur i. On a donc Gd
∞
= G∞, et de même pour tous les autres groupes de
sommet de niveau 1. On applique alors le lemme 1.9.
Toujours pour n suffisamment grand et σ ∈ Σn, on a vu que si σ n’est pas dans la G-orbite de
dn, alors Gσ est un sous-groupe de A. Si σ appartient à l’orbite de dn, il est en revanche isomorphe
à Gdn . Ce dernier groupe se décompose en sous-produit direct, selon sa partie agissant sur le sous-
arbre Σ∞Σ∗ et celle agissant sur (Σ \Σ∞)Σ∗. La première n’est autre que G∞ ; la seconde est un
sous-groupe de A×〈t〉 car ces générateurs commutent quand on les restreint à (Σ\Σ∞)Σ∗.
Finalement, on peut considérer le sous-groupe de G∞ engendré par tε et les εi pour i ∈ Σ∞,
et le projeter sur G∞ en envoyant tε sur tζ et εi sur ζi. ¤
La preuve donnée ci-dessus indique un algorithme, étant donné un groupe G défini par A et
(ε1, . . . ,εd−1), qui construit un groupe GGS, G∞, partageant de nombreuses propriétés avec G.
Nous explicitons cet algorithme comme suit :
– Soit G un groupe GGS avec groupe de racine A et suite de récurrence ε. On construit la
suite de sous-groupes de A suivante : A0 = A puis par induction
An+1 =
〈
εi : i ∈ An ·d \{d}
〉
.
– Soit A∞ la limite
T
An de cette tour de sous-groupes, et soit Σ∞ l’orbite de d par A∞.
– Pour tous les i ∈ Σ∞ \{d}, on factorise εi comme ζiηi, où ζi est une permutation de Σ∞ et
ηi est une permutation de Σ\Σ∞.
– Le groupe GGS G∞ agit sur l’arbre |Σ∞|-régulier TΣ∞ , a pour groupe de racine A∞, et pour
suite de récurrence ζi∈Σ∞\{d}.
Pour illustrer cet algorithme, considérons G un groupe proto-GGS engendré par A = Z/dZ
et tε. Si les εi engendrent le sous-groupe n1A de A, on a l’inclusion StabG(1) ⊂ Gd1 , où G1 =
〈tε,n1A〉. Ensuite, si {εn1 ,ε2n1 , . . . ,εd−n1} engendre le sous-groupe n2A de A, il vient StabG1(1)⊂
(An1−1×G2)d/n1 , où G2 = 〈tε,n2A〉, et ainsi de suite.
CHAPITRE 13
Propriétés algébriques
D
ans ce chapitre on décrit quelques propriétés algébriques des groupes GGS, et
on donne des critères pour les propriétés suivantes : être de torsion, être infini,
être de présentation finie, être de centre trivial. La propriété d’être de croissance
intermédiaire sera étudiée au chapitre suivant.
Les deux premières propriétés — être de torsion et être infini — avaient été étudiées par
Rostislav Grigorchuk dans le cas à d est premier et A cyclique, c’est-à-dire quand G est un
sous-groupe du pro-d-Sylow Aut∗(T ). Il a donné des critères faciles à vérifier dans [Gri00],
qu’on redémontrera en corollaires. Ces critères ont été généralisés à d une puissance de premier
(toujours pour A cyclique) par Taras Vovkivsky [Vov98], mais leur formulation est assez lourde.
DEFINITION 13.1. Soit H = StabG(1) le stabilisateur du premier niveau. L’application ψ
introduite en (6, page 19) donne, par restriction, une flèche
(18) ψ :

H → G1×·· ·×Gd
h 7→ (φ−11 (h), . . . ,φ−1d (h))
ata−1 7→ (εa(1), . . . ,εa(d)),
où par convention on a εd = t. En d’autres termes, ψ identifie un élément stabilisant le premier
niveau à un d-uple d’éléments des Gi.
THEOREM 13.2. Si G est un groupe GGS avec |Σ| ≥ 2, alors G est fractal et infini.
COROLLARY 13.3. Soit G un groupe proto-GGS pour d premier et A cyclique. Alors G est
infini si et seulement si εi 6= 1 pour un i.
DÉMONSTRATION. La suite descendante (An) construite dans la proposition 12.3 satisfait
soit An = A soit An = 1, pour tous les n ≥ 1. Dans le premier cas, G∞ = G, alors que dans le
second G∞ = 1. ¤
DÉMONSTRATION DU THÉORÈME. Si |Σ| ≥ 2, alors G a un sous-groupe d’indice |A|, donc
au moins d, qui se surjecte sur G, par exemple par ψd . Il est donc infini. Une simple consultation
de (18) montre que G est fractal. ¤
Pour le résultat suivant, on a besoin d’une notation supplémentaire : pour Π ∈SΣ, on note
s(Π) = εΠ(d) · · ·εΠ`(d) ∈ A, où `+1 est la période de d sous l’action de Π (on a donc Π`+1(d) =
d). On remarque que s(1) = 1.
THEOREM 13.4. G est un groupe de torsion si et seulement si pour tout Π∈A on a sn(Π)= 1
pour un n ∈ N assez grand.
COROLLARY 13.5. Soit G un groupe GGS pour d premier et A cyclique. Alors G est de
torsion si et seulement si ε1 . . .εd−1 = 1.
DÉMONSTRATION. Comme A est simple et abélien, il suffit de tester la condition sn(Π) = 1
sur un générateur, disons (1,2, . . . ,d), de A. Elle équivaut alors à la condition du théorème. ¤
On aura aussi besoin d’une notion de longueur pour G. Pour ce faire, on prend comme
système générateur A∪〈t〉, et on note |g| la longueur de l’élément g pour ce choix de générateurs.
LEMMA 13.6. Soit g = (g1, . . . ,gd) ∈ StabG(1). Alors |gi| ≤ 12 (|g|+1) pour tout i.
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DÉMONSTRATION. On choisit une forme minimale pour g, c’est-à-dire un mot W tel que
|W | = |g|. Au plus 12 (|g|+ 1) des lettres de W sont des t, et elles seules peuvent contribuer une
lettre à gi. ¤
DÉMONSTRATION DU THÉORÈME. Pour la nécessité de la condition : soit Π ∈ A tel que
sn(Π) 6= 1 pour tout n ∈ N. On considère l’élément g = Πt. Si ` est l’ordre de Π, on a g` =
(∗, . . . ,∗,s(Π)T ) dans StabG(1), où T est un produit de conjugués de t, et g` est non-trivial car
s(Π) 6= 1. Continuant, si `′ est l’ordre de s(Π), on a g``′ = (∗, . . . ,∗,(∗, . . . ,∗,s2(Π)T ′)) dans
StabG(2), où T ′ est de nouveau un produit de conjugués de t, avec g``′ non-trivial car s2(Π) 6= 1.
On continue de même.
Pour la suffisance de la condition : soit g = (g1, . . . ,gd)Π dans G, avec Π ∈ A. Si Π = 1, on
sait par induction que les gi sont d’ordre fini, car ils sont plus courts que g par le lemme 13.6.
Sinon, soit ` l’ordre de Π|Π(d), et considérons g`. Même s’il n’appartient pas à StabG(1), on peut
considérer, pour tout i ∈ Π(d), sa restriction g′ au sous-arbre iΣ∗, et on a g′ = (g′1, . . . ,g′d)s(Π).
De surcroît, la longueur de g′ ne peut pas dépasser celle de g, car tous les symboles t de g′ doivent
provenir de symboles t différents dans g. On continue ainsi jusqu’à ce qu’on ait sn(Π)= 1, auquel
cas on retombe dans le cas traité au début, où g(n) ∈ StabG(1) et donc g(n)i est plus court que g
par le lemme 13.6, donc de torsion par induction. ¤
THEOREM 13.7. G est de présentation finie si et seulement si |Σ| ≤ 2.
DÉMONSTRATION. Si |Σ| = 2, alors G est diédral infini, donc de présentation finie. On
suppose donc |Σ| ≥ 3, et on montre que G n’est pas de présentation finie.
Soit 〈A, t|R 〉 une présentation de G pour un ensemble fini R de relateurs. On suppose de
plus que la longueur totale des relateurs est minimale.
L’application ψ décrite en (18) peut être considérée comme une substitution sur l’alphabet
S = A∪ 〈t〉 engendrant G ; on note T l’ensemble des mots sur S s’évaluant à un élément de H
dans G, et ψ˜ l’application T → (S∗)d induite par ψ.
Chacun des relateurs r ∈ R , s’évaluant en 1 dans G, est à fortiori un mot dans T . On peut
donc considérer ψ˜(r) = (r1, . . . .rd). Par le lemme 13.6, toutes les relations ri sont plus courtes
que r, si |r| ≥ 2.
Maintenant, 〈S|rd pour tout r ∈ R 〉 est une présentation du groupe de sommet Gd , isomor-
phe à G, dont la longueur totale des relations est plus petite. On obtient une contradiction avec la
minimalité supposée de R , à moins que tous les relateurs dans R soient de longueur 1.
Comme G est supposé fractal, t est d’ordre d. S’il existe un εi dans la suite de récurrence de
G d’ordre j divisant strictement d, on choisit un élément a de A envoyant d sur j, et on considère
x = [t j, ta]. Ce mot appartient à T , et pour tout i 6= d on a ψ˜i(x) ∈ A. Comme A est d’ordre fini,
on a même ψ˜i(xn) = 1 pour tout i, si on prend n = |A|. On a donc [xn,(xn)a] = 1 dans G, ce qui
est une relation non-triviale et de longueur strictement plus grande que 1.
Finalement, on suppose que tous les εi sont d’ordre d. On utilise seulement ici l’hypothèse
que |Σ| ≥ 3. Soit a ∈ A envoyant d sur 1 ; alors x = [t, ta] satisfait ψ˜i(xn) = 1 pour tout i ∈
Σ\{d,1}. Soit b ∈ A envoyant d sur 2, et y = [t, tb]. Si on pose z = [xn,yn], on a ψ˜i(z) = 1 pour
tout i ∈ Σ \ {d}. Finalement, [z,za] = 1 est une relation non-triviale et de longueur strictement
plus grande que 1. ¤
On remarque en passant qu’il existe deux stratégies pour montrer que de tels groupes ne
sont pas de présentation finie. L’une, appliquée avec succès au groupe de Grigorchuk G, consiste
à construire des relateurs de plus en plus complexes eu moyen de substitutions analogues à la
fonction σ de la section 6.2. La seconde, utilisée ici, a été introduite par Rostislav Grigorchuk
dans [Gri80a]
Rostislav Grigorchuk a conjecturé par ailleurs qu’aucun groupe de croissance intermédiaire
ne peut admettre de présentation finie. Cette question est toujours ouverte.
THEOREM 13.8. Z(G) est trivial dès que |Σ| ≥ 2.
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DÉMONSTRATION. On suppose que G est non-trivial. Soit g ∈ Z(G). On montre d’abord
que g ∈ StabG(1). En effet, écrivons g = ha avec h ∈ StabG(1) et a ∈ A. Si a(d) = d et a(i) = j
pour un i 6= j, alors g ne commute pas avec les éléments a′ de A tels que a′(q) = i. Si a(q) = i 6= q
alors g ne commute pas avec t, car ψq([g, t]) = a′t−1 pour un a′ ∈ A.
On procède maintenant par induction sur |g|. Si |g| = 1, on a g ∈ A∪ 〈t〉 et la discussion
ci-dessus montre que g n’est pas central. On suppose donc |g| ≥ 2. Si g∈ StabG(1), on considère
ψ(g) = (g1, . . . ,gd) où chacun des gi est plus court que g par le lemme 13.6, et l’induction
peut être appliquée. Si g 6∈ StabG(1), le paragraphe précédent montre que g ne peut pas être
central. ¤
On a aussi CentAutT (G) = 1 (ce qui est une affirmation plus faible que le théorème ci-
dessus) dans un cadre plus général des groupes spéciaux de la définition 2.7 — voir le théorème 6
dans [Gri00].
PROPOSITION 13.9. G est résiduellement fini.
DÉMONSTRATION. Comme G est un sous-groupe de AutT , il suffit de le montrer pour
AutT . Mais on a vu au chapitre 1 queAutT est approximé par ses quotients finisAutT /Stab(n).
¤
THEOREM 13.10. Si G est infini, alors il contient des éléments d’ordre orbitrairement grand
(éventuellement infini).
DÉMONSTRATION. Soit a ∈ A agissant non-trivialement sur d, et soit n la longueur de l’or-
bite de d par a. Considérons le sous-groupe G(n) engendré par les puissances n-ièmes d’éléments
de G, et I = G(n)∩StabG(d).
Ce sous-groupe I contient (atε)n, et est normal dans StabG(d) ; ainsi son image par φd est
un sous-groupe normal J de G contenant btε pour un certain b ∈ A. De plus, G/J est un quotient
de A, donc J est d’indice au plus |A| dans G et contient StabG(1), puisque son action sur Σ∗ peut
se lire sur Σ. Ainsi I contient StabG(2).
Supposons maintenant par l’absurde que G est d’exposant N ; ainsi StabG(2) est d’exposant
au moins N, puisqu’il se surjecte sur G, et I est d’exposant au moins N. puisqu’il contient
StabG(2). Il suit que G est d’exposant au moins nN, ce qui est une contradiction. ¤
On introduit un affaiblissement de la notion de groupe branché :
DEFINITION 13.11. Soit G un groupe agissant sur l’arbre T . Il est presque à branches sur
son sous-groupe K s’il agit sphériquement transitivement, et si K×·· ·×K est un sous-groupe de
ψ(K).
On remarque que tout groupe sphériquement transitif est presque à branches sur 1, son sous-
groupe trivial. S’il est presque à branches sur K et que celui-ci est d’indice fini dans G, alors G
est à branches. Clairement, si K est non-trivial alors il est infini.
THEOREM 13.12. Soit G un groupe GGS avec |Σ| ≥ 3. Alors il est presque à branches sur
K =
(
(G′)(|A|)
)′
,
où H(n) désigne le sous-groupe de H engendré par les puissances n-ièmes de ses éléments, et K
n’est pas trivial.
DÉMONSTRATION. G′ contient tous les éléments de la forme [t, ta], qui peuvent s’écrire
(a1, . . . , [ai, t],ai+1, . . . , [t,ad ]). Notons n = |A|. Ainsi, (G′)(|A|) contient tous éléments s’écrivant
(1, . . . , [ai, t]n,1, . . . , [t,ad ]n), et finalement son groupe dérivé contient tous les éléments de la
forme (1, . . . , [[t,a]n, [t,a′]n]). On a ainsi 1×·· ·×1×K ⊂ K.
Pour montrer que K n’est pas trivial, on argumente d’abord que G′ est non-trivial, car
d’indice fini dans un groupe infini ; ensuite, par le théorème 13.10, que (G′)(n) est non-trivial ; ce
dernier groupe, par la preuve du théorème 13.10, admet même un sous-groupe se surjectant sur
G, et ne peut donc en aucun cas être abélien. ¤

CHAPITRE 14
Croissance des mots
D
ans une large mesure, l’intérêt pour les groupes GGS a été amorcé par la recherche
de groupes de croissance intermédiaire. On montre dans ce chapitre qu’essen-
tiellement tous les groupes GGS sont de croissance intermédiaire.
THEOREM 14.1. Soit G un groupe GGS. Alors G est de croissance superpolynômiale si et
seulement si |Σ| ≥ 3.
DÉMONSTRATION. Si |Σ| ≤ 2, alors G est soit le groupe trivial, soit le groupe diédral infini ;
dans tous les cas, il est de croissance polynômiale.
Supposons à présent |Σ| ≥ 3. Par le théorème 13.12, G est presque à branches sur un sous-
groupe K infini.
Supposons par l’absurde que K est de croissance polynômiale, disons γK ∼ nD. Comme
Kd <ψ(K), on a ndD ∼ γKd - γK ∼ nD, ce qui est une contradiction. Il suit que K est de croissance
superpolynômiale.
Comme G contient K, on a γG % γK et donc G est aussi de croissance superpolynômiale. ¤
THEOREM 14.2. Soit G un groupe GGS. Alors G est de croissance sous-exponentielle.
On fixe une fois pour toutes le système de générateurs de G : il s’agit de
S = A〈t〉= {at i|a ∈ A,0≤ i < d}.
On note |g| la longueur minimale de l’élément g∈G en tant que mot sur l’alphabet S, et aussi |w|
la longueur du mot w ∈ S∗. À au plus 1 près (correspondant à un élément de A placé à la fin), |g|
est le nombre de sous-mots maximaux de w constitués uniquement de t et de t−1, minimal dans
une écriture de g.
On a une flèche naturelle pi : S∗ ³ G, qui correspond à l’évaluation dans G. Elle admet
une rétraction ν : G → S∗, qui est en fait un choix de forme normale minimale pour G. Bien
évidemment ν n’est pas unique.
DEFINITION 14.3. Une fusion élémentaire sur un mot w est une application d’une des trans-
formations suivantes, pour a,b ∈ A :
at0 ·bt i ; abt i
at i ·1t j ; at i+ j
diminuant de 1 la longueur de w. On note ρ : S∗→ S∗ la clôture itérative de cette opération.
Par exemple, supposons d = 5 et A = Z/5Z = 〈a〉. Alors, en tant que mots, on a |a| = 1,
|at|= 1 et |at2a3t4a5ta2t|= 4. Une fusion peut se produire dans ce dernier mot, donnant le mot
at2a3t4ta2t de norme 3 ; une nouvelle fusion donne le mot at2a3a2t de norme 2, et une dernière
fusion donne at3 de norme 1. Il s’agit là de la longueur minimale de l’élément de départ, et on a
donc ρ(at2a3t4ta2t) = at3.
Dans la plupart des cas, un mot peut être raccourci en utilisant d’autres opérations que la
fusion. En fait, la réduction par fusion n’est autre que la mise sous forme normale dans le groupe
A∗ 〈t〉, dont G est un quotient — on prouve ainsi que l’opération ρ est bien définie, c’est-à-dire
que l’ordre dans lequel on exécute les fusions sur un mot n’a pas d’influence sur le résultat final.
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L’application ψ définie en (18, page 73) se relève en une application
ψ˜ :
{
pi−1(H) → (S∗)d
w 7→ (w1, . . . ,wd)
sur S∗, satisfaisant le diagramme
pi−1(H) (S∗)d
H Gd
ψ˜
pi pi
ψ
LEMMA 14.4. On a, pour tout η ∈ (0,1),
lim
n→∞
(
n
(1−η)n
)1/n
=
1
ηη(1−η)1−η =: C(η).
DÉMONSTRATION. On écrit(
n
(1−η)n
)
=
n!
(ηn)!((1−η)n)! .
Par la formule de Stirling [GKP94, équation (9.29)], on a les approximations n√n!≈ n/e, n√(ηn)!≈
(ηn/e)η, et n
√
((1−η)n)!≈ ((1−η)n/e)1−η, d’autant meilleures quand n→ ∞. ¤
LEMMA 14.5. Pour tout a,b ∈ R+, on a
lim
n→∞(a
n+bn)1/n = max{a,b}.
DÉMONSTRATION. Sans perte de généralité, on suppose a≥ b ; on a alors, pour x = b/a≤
1,
a≤ (an+bn)1/n = a n√1+ xn ≤ a(1+ x/n)→ a.
¤
DÉMONSTRATION DU THÉORÈME 14.2. On va montrer qu’il y a un nombre sous-exponentiel
d’éléments de longueur donnée ; plus précisément, que
λ = limsup
n→∞
n
√
|{g ∈ G| |g| ≤ n}|= 1.
Soit K un entier et η ∈ (0,1) à fixer plus tard. Soit V ⊂ StabG(K) l’ensemble des éléments
de longueur au plus n et fixant le K-ième niveau, et soit W = ν−1(V ) un ensemble de mots de
longueur minimale leur correspondant. On veut estimer |W | ; pour ce faire, soit w ∈W , et notons
ψ˜K(w) = (w1...1, . . . ,wd...d). Alors
∑
σ∈ΣK
|ρ(wσ)|= |w|− ∑
σ∈ΣK
nombre de fusions dans wσ.
On suppose par l’absurde que le taux de croissance λ de G est strictement plus grand que 1.
Ainsi, pour tout ε > 0, il existe un entier N tel que
(λ− ε)n < γG(n)< (λ+ ε)n
est vérifié dès que n≥ N. On définit la partition suivante de W :
X =
{
w ∈W
∣∣∣ ∑
σ∈ΣK
|ρ(wσ)|< η|w|
}
,
Y =
{
w ∈W
∣∣∣ ∑
σ∈ΣK
|ρ(wσ)| ≥ η|w|
}
.
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Ainsi X est composé des mots w ayant beaucoup de fusions dans leur décomposition de niveau
K, et Y des mots ayant peu de fusions. On estime indépendamment les cardinalités respectives
γX (n) et γY (n) de X et Y .
Il y a un polynôme P(n) tel que
(19) γX (n)≤ P(n)(λ+ ε)ηn :
en effet, tout w ∈W est déterminé par les ρ(wσ), dont on note nσ les longueurs normes respec-
tives, et donc
γX (n)≤ ∑
{nσ}
∏
σ∈ΣK
γG(nσ),
où la somme parcourt les partitions entières de ηn en dK parties. Quand ni < N, les γG(nσ) ne
peuvent contribuer qu’un facteur borné, γG(N), au produit, et on a donc
γG(n1) · · ·γG(nd)< γG(N)dK (λ+ ε)ηn.
Le nombre de partitions de n en p parties est borné par le polynôme
P′p(n) =
np−1
p!(p−1)!
(voir, par exemple, [LW92, théorème 15.1]) et l’affirmation (19) est vraie pour le choix P(n) =
γ(N)dK P′pK (n).
Par ailleurs, on peut considérer au lieu de Y l’ensemble plus grand de tous les mots de
S∗ ayant au plus (1−η)n fusions dans leur décomposition de niveau K. Si on définit Y0 comme
l’ensemble de tous les mots réduits de longueur au plus n (c’est-à-dire Y0 = ρ(Sn)∩pi−1(StabG(n))),
et inductivement
Yk+1 = {w ∈ Yk|ρ(ψ˜i(w)) ∈ Yk pour tout i ∈ Σ},
où le nombre total de fusions dans les ψ˜i(w) n’excède pas (1−η)n, on a |Y0| ≤ |S|n et
|Yk+1| ≤
(
n
(1−η)n
)( |A|−1
|A|
)ηn( 1
|A|
)(1−η)n
|Yk| ≈
(
C(η) |A|−1|A|
)n
|Yk|
pour n suffisament grand et η < 1, par le lemme 14.4. En effet il y a ≈ n symboles ‘t’ dans les
ψ˜i(w) pour w ∈ Yk, séparés par des symboles de A ; et il y a au plus (1−η)n fusions quand au
plus (1−η)n de ces symboles de A sont triviaux, ce qui se produit le nombre de fois indiqué.
Clairement, on a |Y | ≤ |YK |, et ainsi
(20) γY (n)≤
(
|S|C(η)K (|A|−1)
K
|A|K
)n
.
Toujours pour des n≥ N, on combine (19) et (20) en écrivant
(λ− ε)n ≤ γG(n)≤ [G : StabG(K)](γX (n)+ γY (n))
≤ [G : StabG(K)]
(
P(n)(λ+ ε)ηn+
(
|S|C(η)K (|A|−1)
K
|A|K
)n)
,
on en prend la racine n-ième et on laisse n tendre vers l’infini. Utilisant le lemme 14.5, on obtient
λ− ε≤max
{
(λ+ ε)η, |S|C(η)K
( |A|−1
|A|
)K}
.
Maintenant, on fait tendre ε vers 0 ; on prend η < 1 suffisament grand pour que L :=C(η) |A|−1|A|
soit strictement plus petit que 1 ; et on prend K assez grand pour qu’on ait |S|LK < λ. On a ainsi
obtenu
λ≤max{λη, |S|LK},
ce qui est une contradiction. ¤

Annexes

Liste des publications
Le premier article auquel j’ai participé est n´ Estimates for simple random walks on fun-
damental groups of surfaces z˙, [BCCH97], dans lequel on estime par divers moyens le rayon
spectral de la marche aléatoire simple sur le groupe fondamental Jg d’une surface orientable de
genre g donné par la présentation
Jg =
〈
a1,b1, . . . ,ag,bg
∣∣ [a1,b1] . . . [ag,bg] = 1〉.
Le résultat principal obtenu dans cet article est l’encadrement du rayon spectral (défini en 9.1)
de Jg, pour le système de générateurs fixé ci-dessus :
√
4g−1
2g
< ν(Jg)≤
√
4g−2+ 12
2g
,
où la première inégalité est due à Harry Kesten [Kes59].
Toujours avec pour but d’obtenir des approximations de ν(Jg), j’ai écrit un court texte
améliorant la borne inférieure de ν(Jg) [Bar96], qui a fait l’objet d’une présentation à la con-
férence de Castelvecchio en Italie. Le principe y était de compter un ensemble de courbes fermées
dans le graphe de Cayley de Jg ressemblant à des n´ hydres z˙, c’est-à-dire des chemins réductibles
au chemin trivial par suppression d’aller-retours, à ceci près qu’ils ont des n´ têtes z˙ entourant
des cellules élémentaires du graphe, qu’il faut n´ couper z˙ pour pouvoir réduire le chemin. À titre
d’exemple, la borne inférieure dûe à Harry Kesten donne ν(J2) > 0.66143 ; la croissance des n´
hydres z˙ donne
ν(J2)≥ 0.6623.
Plus tard, j’ai introduit une autre classe de chemins fermés dans le graphe de Cayley de
J2, que j’ai appelé des n´ feuilles de houx z˙ [Bar96] et qui englobe la classe des n´ hydres z˙.
Essentiellement, les n´ feuilles de houx z˙ sont des structures récursives obtenues par imbrication
d’hydres. J’obtiens ainsi
ν(J2)≥ 0.6624.
L’amélioration peut sembler insignifiante, mais il semble que cette approximation est très bonne
— il y a beaucoup plus à gagner du côté de la borne supérieure.
Dès mes débuts d’assistanat (1995), j’ai collaboré avec Tullio Ceccherini-Silberstein, en
particulier sur les différents problèmes de comptage qu’on rencontre dans le graphe de Cayley
de Jg. Nous avons écrit un bref article donnant des résultats sur la croissance de ces graphes, qui
est reproduit à l’annexe C.
Le premier article mathématique que j’ai publié seul est [Bar99]. Il est l’objet de la deuxième
partie de cette thèse.
J’ai ensuite obtenu des approximations de la croissance du groupe de Grigorchuk G, tant par
le haut [Bar98] que par le bas [Bar00d]. Ces deux articles sont résumés à la section 6.5, et sont
reproduits aux annexes A et B.
Après la publication de [Bar98], je suis entré en contact avec Zoran Šuni´k avec lequel j’ai
étendu les résultats de [Bar98] à d’autres groupes. L’article écrit en commun [BŠ00] est résumé
au chapitre 7.
J’ai eu la grande chance de rencontrer Rostislav Grigorchuk en 1993, et de profiter depuis
de ses nombreux conseils et idées. Nous avons ainsi écrit l’article [BG00] sur les algèbres de
Lie associées à son groupe, qui est résumé à la section 6.4 et est reproduit à l’annexe D. Nous
81
82 LISTE DES PUBLICATIONS
avons ensuite écrit deux articles [BG99b, BG99a] étudiant le spectre de représentations quasi-
régulières associées à des groupes fractals, qui sont résumés aux chapitres 5 et 4, et reproduits
aux annexes E et F.
J’ai aussi découvert il y a cinq ans (en 1995) une propriété curieuse de polynômes sur le corps
à deux éléments, et ce, en connexion avec un problème de combinatoire paru à l’Olympiade de
Mathématiques de 1993. Je n’ai rédigé ces recherches qu’en 1999 [Bar00b].
Enfin, dans un domaine un peu plus éloigné, j’ai obtenu à l’aide d’un ordinateur deux grilles
de mots croisés de taille 9× 9 sans aucune case noire [BB96]. Je m’autorise à citer cet article
parce qu’il est paru dans une revue mathématique.
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