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Local approximation using Hermite functions
H. N. Mhaskar
Abstract We develop a wavelet like representation of functions in Lp(R) based on
their Fourier–Hermite coefficients; i.e., we describe an expansion of such functions
where the local behavior of the terms characterize completely the local smoothness
of the target function. In the case of continuous functions, a similar expansion is
given based on the values of the functions at arbitrary points on the real line. In the
process, we give new proofs for the localization of certain kernels, as well as for
some very classical estimates such as the Markov–Bernstein inequality.
1 Introduction
The subject of weighted polynomial approximation is by now fairly well studied
in approximation theory, with several books (e.g., [14, 27, 12]) devoted to various
aspects of this subject. One of the first papers in the modern theory was by Freud,
Giroux, and Rahman [11]. The purpose of this paper is to revisit this theory in the
context of approximation by Hermite functions.
To describe our motivation, we consider the case of uniform approximation of
periodic functions by trigonometric polynomials. In view of the direct and converse
theorems of approximation, both the functions
f1(x) =
√
|cosx|, f2(x) =
∞
∑
k=0
cos(4kx)
2k
, x ∈R,
are in the same Ho¨lder class Lip(1/2), with the uniform degree of approximation by
trigonometric polynomials of order < n to both of these being O(n−1/2). However,
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f1 has an analytic extension except at x = (2k+ 1)pi/2, k ∈ Z, while f2 is nowhere
differentiable. Also, the Fourier coefficients of neither of the two functions reveal
this fact. One of the reasons for developing the very popular wavelet analysis is to be
able to detect the fact that f1 is only locally in Lip(1/2) at x = (2k+ 1)pi/2, k ∈ Z,
and infinitely smooth at other points by means of local behavior of the wavelet
coefficients of f1 rather than its Fourier coefficients [4, Chapter 9]. Motivated by
this theory, we have developed in a series of papers (e.g., [23, 25, 17, 19, 18, 24,
26, 9, 21, 7, 3, 2]) a theory of wavelet–like representations of functions on the torus,
compact interval, sphere, manifolds, and graphs using the expansion coefficients of
classical orthogonal systems on these domains, for example, Jacobi polynomials on
the interval. In this paper, we develop such a theory for the whole real line using
Hermite functions as the underlying orthogonal system.
Naturally, the basic ideas and ingredients involved this development are the
same as in our previous work. However, there are several technical difficulties.
The infinite–finite range inequalities (see Proposition 6.1) help us, as expected, to
deal with the fact that the domain of approximation here is obviously not com-
pact. An additional technical difficulty is the following “product problem”. The
product of two polynomials P1, P2 of degree < n is also a polynomial of degree
< 2n. In contrast, the product of two “weighted polynomials” exp(−x2/2)P1(x),
exp(−x2/2)P2(x) is not another weighted polynomial. A straightforward attempt to
approximate exp(−x2/2) by its Taylor polynomial or even the more sophisticated
approach described in [14, Chapter 7] are not adequate to obtain the correct rates of
approximation of such a product with weighted polynomials. The other important
components in our theory are the availability of localized kernels and quadrature
formulas based on arbitrary points on R. While the localization estimates on cer-
tain kernels as in Theorem 3 are given in [6, 8], we give a more elementary proof
based on the Mehler identity and a new Tauberian theorem proved in [13]. As a
consequence, we also give a new proof of certain classical inequalities such as the
estimates on the Christoffel functions and Markov–Bernstein inequalities.
The paper is organized as follows. We define the basic notations and definitions
and summarize some preliminary facts in Section 2. In Section 3, we develop the
machinery to help us surmount the product problem by reviewing and interpreting
certain equivalence theorems from the theory of weighted polynomial approxima-
tion. Localized kernels will be described next in Section 4 (Theorem 3). These will
be used in Section 5 to develop certain localized, uniformly bounded summability
operators (Lemma 2, Theorem 6). In turn, these will be used to give a new proof
of the Markov–Bernstein inequality in Corollary 5.1. The summability operators
are analogues of the shifted average operators in [14, Section 3.4]. When defined
in terms of the Lebesgue measure, they reproduce weighted polynomials. This may
not hold when they are defined with other measures. For this purpose, we will prove
in Section 6 the existence of measures supported on an aribitrary set of real numbers
which integrate products of weighted polynomials exactly. Finally, the wavelet–like
representation is given in Section 7.
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2 Basic notation and definitions
In this section, we collect together different notations and definitions, as well as
some preliminary facts which we will use often in this paper.
If x ∈ R and r ≥ 0, we will write B(x,r) = [x− r,x+ r].
Let {ψ j} denote the sequence of orthonormalized Hermite functions; i.e., [28,
Formulas (5.5.3), (5.5.1)]
ψ j(x) =
(−1) j
pi1/42 j/2
√ j! exp(x
2/2)
(
d
dx
) j
(exp(−x2)), x ∈R, j = 0,1, · · · . (1)
We note that ∫
R
ψ j(z)ψℓ(z)dz = δ j,ℓ, j, ℓ = 0,1, · · · . (2)
We denote w(x) = exp(−x2/2). For t > 0, let Pt be the class of all algebraic poly-
nomials of degree < t. The space Πt is defined by
Πt = span{ψ j :
√
j < t}= {wP : P ∈ Pt2}, t > 0. (3)
In this paper, the term measure will denote a signed, complex valued Borel mea-
sure (or a positive, sigma–finite Borel measure). We recall that if µ is an extended
complex valued Borel measure on R, then its total variation measure is defined for
a Borel set B by
|µ |(B) = sup∑ |µ(Bk)|,
where the sum is over a partition {Bk} of B comprising Borel sets, and the supremum
is over all such partitions.
Definition 1. If t > 0, a Borel measure ν will be called t–regular if there exists a
constant A > 0 such that
|ν|(B(x,r)) ≤ A(r+ 1/t), x ∈ R, r > 0. (4)
We will define the regularity norm of ν by
|||ν|||t = sup
r>0
|ν|(B(x,r))
r+ 1/t . (5)
The set of all Borel measures for which |||ν|||t < ∞ is a vector space, denoted by Rt .
⊓⊔
It is easy to verify that ||| · |||t is a norm on Rt . It is not difficult to deduce from the
definition that
|||ν|||t ≤max(1, t/u)|||ν|||u, t,u > 0.
In particular, when t < u, Ru ⊆Rt , and for any constant c > 0, the spaces of mea-
sures Rt and Rct are the same, with the constants involved in the norm equivalence
depending upon c.
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For example, the Lebesgue measure on R is in R∞, and its regularity norm is
obviously 1. If C ⊂ R, the density content of C is defined by
δ (C ) = sup
y,z∈C
|y− z|. (6)
If C is a finite set, and ν is a measure that associates the mass 1 with each of these
points then ν is clearly 1/δ (C )–regular.
Definition 2. Let n > 0. A Borel measure ν on R is called quadrature measure of
order n if ∫
R
P(y)Q(y)dy =
∫
R
P(y)Q(y)dν(y), P,Q ∈Πn. (7)
The set of all quadrature measures of order n which are in R(n) is denoted by
MZ(n). ⊓⊔
We note that the formula (7) is required for products of weighted polynomials.
Clearly, the Lebesgue measure itself is in MZ(n) for all n > 0. In Theorem 7, we
will prove the existence of measures in MZ(n) supported on a sufficiently dense set
of points in R.
If ν is any Borel measure on R, for 1≤ p≤∞, and ν–measurable set B⊆R and
ν–measurable function f : B→R
‖ f‖ν;p,B :=


{∫
B
| f (x)|pd|ν|(x)
}1/p
, if 1≤ p < ∞,
|ν|− ess supx∈B | f (x)|, if p = ∞.
The class of all functions f for which ‖ f‖ν;p,B < ∞ is denoted by Lp(ν;B), with the
usual convention that functions that are equal |ν|–almost everywhere are considered
to be equal. If ν is the Lebesgue measure, its mention will be omitted from the
notation, and if B = R, its mention will also be omitted from the notation. The set
X p will denote Lp if 1≤ p < ∞, and the set of all continuous functions on R which
vanish at infinity if p = ∞.
Constant convention
The symbols c,c1, · · · will denote generic positive constants depending only on the
fixed parameters in the discussion, such as the norms, smoothness parameters, etc.
Their value may be different at different occurrences, even within a single formula.
The notation A∼ B means that c1A≤ B ≤ c2A. ⊓⊔
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3 Weighted approximation
In this section, we review some results from [16] for the sake of making this paper
more self–contained. The main purpose is to point out Corollary 3.1, which will
help us later in Section 7 to get around the difficulty that the product of P,Q ∈Πn is
not in any Πcn.
Let 1≤ p≤ ∞, t > 0. If f ∈ Lp, we define
Et,p( f ) = infQ∈Πt ‖ f −Q‖p. (8)
For t > 0 and integer k ≥ 0, the forward difference of a function f : R→ R is
defined by
∆ kt f (x) :=
k
∑
ℓ=0
(−1)k−ℓ
(
k
ℓ
)
f (x+ ℓt).
With
Qδ (x) := min
(
δ−1,(1+ x2)1/2
)
, δ > 0, x ∈ R,
we define a modulus of smoothness for f ∈ Lp, δ > 0 by the formula
ωr(p; f ,δ ) :=
r
∑
k=0
δ r−k sup
|t|≤δ
‖Qr−kδ ∆ kt f‖p. (9)
The results in [16] lead to the following theorem.
Theorem 1. Let 1≤ p≤ ∞, f ∈ X p, r,n≥ 1 be integers. Then
En,p( f ) ≤ cωr(p; f ,1/n), (10)
and
ωr(p; f ,1/n)≤ c
nr
{
‖ f‖p +
n
∑
k=0
(k+ 1)r−1Ek,p( f )
}
. (11)
For the present paper, we need the following equivalence theorem Theorem 2
which is obtained from Theorem 1 using standard methods of approximation theory
as in [5].
For a sequence a = {an}∞n=0, 0 < ρ ≤ ∞, γ ∈ (0,∞), we define the sequence
(quasi–)norm
[[a]]ρ ,γ =
{
(∑∞n=0(2γn|an|)ρ)1/ρ , if 0 < ρ < ∞,
supn≥0 2nγ |an|, if ρ = ∞.
(12)
The space of all sequences a with [[a]]ρ ,γ < ∞ will be denoted by bρ ,γ .
Definition 3. Let 1≤ p≤ ∞, 0 < ρ ≤ ∞, 0 < γ < ∞. The Besov space Bp,ρ ,γ is the
space of all f ∈ X p for which ‖ f‖p +[[{E2n,p( f )}∞n=0]]< ∞. ⊓⊔
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Theorem 2. Let 0 < ρ ≤∞, 0 < γ < ∞, 1≤ p≤∞, f ∈ X p, and r > γ be an integer.
Then f ∈ Bp,ρ ,γ if and only if [[{ωr(p; f ,1/2n)}∞n=0]]< ∞.
A consequence of this theorem is the following. Let w(x) = exp(−x2/2). Let
1≤ p≤ ∞, t > 0. If f ∈ Lp, we define
˜Et,p( f ) = inf
R∈Pt2
‖ f −Rw2‖p. (13)
With ˜f (x) = f (x/√2), it is elementary to see that ˜En,p( f ) ∼ En,p( ˜f ). Since
ωr(p; ˜f ,δ ) ∼ ωr(p; f ,δ ) for δ > 0, we obtain as a corollary to Theorem 2 the fol-
lowing.
Corollary 3.1 Let 0 < ρ ≤ ∞, 0 < γ < ∞, 1 ≤ p ≤ ∞, f ∈ X p. Then f ∈ Bp,ρ ,γ if
and only if [[{ ˜E2n,p( f )}∞n=0]]< ∞.
4 Localized kernels
If H : [0,∞)→ R is a compactly supported function, we write
Φn(H;x,y) =
∞
∑
j=0
H
(√ j
n
)
ψ j(x)ψ j(y), n > 0, x,y ∈R. (14)
Theorem 3. Let H : R→R be a compactly supported, infinitely differentiable, even
function. For x,y ∈ R, n≥ 1, S ≥ 3, we have
|Φn(H;x,y)| ≤ c n
max(1,(n|x− y|)S) ,
∣∣∣∣ ∂∂x Φn(H;x,y)
∣∣∣∣ ≤ c n2max(1,(n|x− y|)S) ,
(15)
where the constants c may depend upon S.
The proof of this theorem requires some preparation. First, we recall some ter-
minology.
A measure µ on R is called an even measure if µ((−u,u)) = 2µ([0,u)) for all
u > 0, and µ({0}) = 0. If µ is an extended complex valued measure on [0,∞), and
µ({0}) = 0, we define a measure µe on R by
µe(B) = µ ({|x| : x ∈ B}) ,
and observe that µe is an even measure such that µe(B) = µ(B) for B⊂ [0,∞). In the
sequel, we will assume that all measures on [0,∞) which do not associate a nonzero
mass with the point 0 are extended in this way, and will abuse the notation µ also
to denote the measure µe. In the sequel, the phrase “measure on R” will refer to an
extended complex valued Borel measure having bounded total variation on compact
intervals in R, and similarly for measures on [0,∞).
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The proof of Theorem 3 uses two Tauberian theorems. The first of these [13,
Theorem 2.1] is the following.
Theorem 4. Let µ be an extended complex valued measure on [0,∞), and µ({0})=
0. We assume that there exist Q,r > 0, such that each of the following conditions are
satisfied.
1.
sup
u∈[0,∞)
|µ |([0,u))
(u+ 2)Q
< ∞, (16)
2. There are constants c,C > 0, such that∣∣∣∣
∫
R
exp(−u2t)dµ(u)
∣∣∣∣≤ c1t−C exp(−r2/t) sup
u∈[0,∞)
|µ |([0,u))
(u+ 2)Q , 0 < t ≤ 1.
(17)
Let H : [0,∞)→R, S > Q+1 be an integer, and suppose that there exists a measure
H [S] such that
H(u) =
∫
∞
0
(y2− u2)S+dH [S](y), u ∈R, (18)
and
VQ,S(H) = max
(∫
∞
0
(y+ 2)Qy2Sd|H [S]|(y),
∫
∞
0
(y+ 2)QySd|H [S]|(y)
)
< ∞. (19)
Then for n≥ 1,∣∣∣∣
∫
∞
0
H(u/n)dµ(u)
∣∣∣∣≤ c nQmax(1,(nr)S)VQ,S(H) supu∈[0,∞)
|µ |([0,u))
(u+ 2)Q . (20)
The second theorem we need is the following [20, Lemma 5.2].
Theorem 5. Let C > 0, {ℓ j} be a non–increasing sequence of non–negative num-
bers such that ℓ0 = 0 and limj→∞ℓ j = ∞. Let {a j} be a sequence of nonnegative num-
bers such that ∑∞j=0 exp(−ℓ2jt)a j converges for t ∈ (0,1]. Then
c1LC ≤ ∑
ℓ j≤L
a j ≤ c2LC, L > 0, (21)
if and only if
c3t
−C/2 ≤
∞
∑
j=0
exp(−ℓ2jt)a j ≤ c4t−C/2, t ∈ (0,1]. (22)
We are now in a position to prove Theorem 3. We note that the estimates (27) and
(33) below were obtained in [14, Theorem 3.3.4] assuming the Markov–Bernstein
inequality using more complicated machinery. In the present paper, the Markov–
Bernstein inequality will be deduced as a consequence of Theorem 3.
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Proof of Theorem 3. The starting point of the proof is the Mehler formula [1, For-
mula (6.1.13)]: For x,y ∈R, |r|< 1,
∞
∑
j=0
ψ j(x)ψ j(y)r j =
1√
pi(1− r2) exp
(
2xyr− (x2 + y2)r2
1− r2
)
exp(−(x2 + y2)/2)
=
1√
pi(1− r2) exp
(
− r
1− r2 (x− y)
2− 1− r
1+ r
x2 + y2
2
)
. (23)
Writing r = e−t , t > 0, we get the explicit expression for the “heat kernel”:
∞
∑
j=0
e− jtψ j(x)ψ j(y)
=
et/2√
2pi sinh t
exp
(
− 2
sinht
(x− y)2
)
exp(−(1/2) tanh(t/2)(x2 + y2)). (24)
Hence, ∣∣∣∣∣
∞
∑
j=0
e− jtψ j(x)ψ j(y)
∣∣∣∣∣≤ c1√t exp
(
−c(x− y)
2
t
)
, 0 < t ≤ 1. (25)
Taking x = y above, we see that
∞
∑
j=0
e− jtψ j(x)2 ≤ ct−1/2. (26)
Consequently, Theorem 5 used with ℓ j =
√ j and a j = ψ j(x)2 yields
∑
0≤√ j<u
ψ j(x)2 ≤ cu, u≥ 1. (27)
We now define a family of measures µx,y by
µx,y(u) = ∑
0≤√ j<u
ψ j(x)ψ j(y), u,x,y ∈ R.
Using Schwarz inequality and (27), we conclude that
sup
u>0
|µx,y|(u)
u+ 2
≤ c, x,y ∈ R. (28)
In view of (25), the estimate (17) is satisfied by each of the measures µx,y with
r = |x−y|. Moreover, it is clear that H satisfies the conditions required in Theorem 4.
Since
Φn(H;x,y) =
∫
∞
0
H(u/n)dµx,y(u),
Local approximation using Hermite functions 9
we may use Theorem 4 with Q = 1 to arrive at the first inequality in (15).
In order to prove the second estimate in (15), we define a family of measures µ (1)x,y
by
µ (1)x,y (u) = ∑
0≤√ j<u
ψ ′j(x)ψ j(y), u,x,y ∈ R,
and observe that
∂
∂xΦn(H;x,y) =
∫
∞
0
H(u/n)dµ (1)x,y (u), x,y ∈ R.
We will verify that (17) is satisfied by each of the measures µ (1)x,y with r = |x− y|,
and
sup
u>0
|µ (1)x,y |(u)
(u+ 2)2
≤ c, x,y ∈R. (29)
An application of Theorem 4 with Q = 2 then implies the desired second inequality
in (15) as before.
Since ψ ′n(x) =
√
2nψn−1(x)− xψn(x) (cf. [28, Eqn. (5.5.1), (5.5.10)]), it follows
from (27) that ‖ψ ′n‖∞ ≤ cn2. Therefore, we may differentiate the left hand side of
(24) term by term to obtain for t > 0
∞
∑
j=0
e− jtψ ′j(x)ψ j(y) =
et/2√
2pi sinht
{
4(y− x)
sinh t
− x tanh(t/2)
}
×
exp
(
− 2
sinht
(x− y)2− (1/2) tanh(t/2)(x2 + y2)
)
, (30)
and
∞
∑
j=0
e− jtψ ′j(x)ψ ′j(y)
=
et/2√
2pi sinh t
{
4
sinh t
+
(
4(y− x)
sinht
− x tanh(t/2)
)(
4(x− y)
sinh t
− y tanh(t/2)
)}
×
exp
(
− 2
sinht
(x− y)2− (1/2) tanh(t/2)(x2 + y2)
)
.
(31)
Since max
x∈R
|x|m exp(−ax2) = (2a/(em))−m/2, m = 1,2, · · · , we deduce from (30) and
(31) that for 0 < t ≤ 1,∣∣∣∣∣
∞
∑
j=0
e− jtψ ′j(x)ψ j(y)
∣∣∣∣∣ ≤ c1t exp
(
−c(x− y)
2
t
)
,
∞
∑
j=0
e− jtψ ′j(x)2 ≤ ct−3/2. (32)
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Thus, each of the measures µ (1)x,y satisfies (17) with r = |x− y|. Using Theorem 5
with ψ ′j(x)2 in place of a j, (32) leads to
∑
0≤√ j<u
ψ ′j(x)2 ≤ cu3, u≥ 1. (33)
Therefore, using Schwarz inequality and (27), we conclude that for u≥ 1,
|µ (1)x,y |(u)≤ ∑
0≤√ j<u
|ψ ′j(x)ψ j(y)| ≤ cu2.
This leads to (29), and completes the proof of the second inequality in (15) as ex-
plained before. ⊓⊔
5 Summability operators
Definition 4. A function h : R → [0,1] is called a low pass filter if each of the
following conditions is satisfied.
1. h is an even, infinitely differentiable function on R,
2. h(u) = 1 for |u| ≤ 1/2,
3. h is non–increasing on [1/2,1],
4. h(u) = 0 if |u| ≥ 1. ⊓⊔
In the sequel we will fix an infinitely differentiable low pass filter h, and will omit
its mention from the notations, unless necessary to avoid confusion. In particular,
the constants may depend upon h.
Let n > 0, ν be a Borel measure on R, f ∈ L1(ν)+L∞, and x ∈ R. We define
ˆf (ν; j) =
∫
R
f (y)ψ j(y)dν(y), j = 0,1, · · · , (34)
and with Φn(x,y) = Φn(h;x,y) as defined in (14),
σn(ν; f ,x) = σn(h;ν; f ,x) =
∫
R
Φn(x,y) f (y)dν(y) =
∞
∑
j=0
h(
√
j/n) ˆf (ν; j)ψ j(x).
(35)
As usual, we will omit the mention of ν if ν is the Lebesgue measure on R, e.g.,
ˆf ( j) =
∫
R
f (y)ψ j(y)dy, j = 0,1, · · · . (36)
In this section, we will also find it useful to introduce the notation
σ
(1)
n ( f ,x) = ddxσn( f ,x), x ∈ R, f ∈ L
1 +L∞. (37)
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The main theorem of this section is the following.
Theorem 6. Let n > 0, ν ∈MZ(n). If P ∈Πn/2 then σn(ν;P) = P. If 1≤ p≤∞ and
f ∈ Lp, then
En,p( f ) ≤ ‖σn(ν; f )− f‖p ≤ cEn/2,p( f ). (38)
In preparation for the proof of this theorem, we first prove two lemmas.
Lemma 1. If t > 0, ν ∈Rt , r > 0, S≥ 2, and x ∈ R, then
∫
R\B(x,r)
|y− x|−Sd|ν|(y)≤ 2
S
2S− 2 |||ν|||tr
−S+1(2+ 1/(rt)). (39)
In particular, if n > 0, and ν ∈Rn then
∫
R
|Φn(x,y)|d|ν|(y) ≤ c|||ν|||n,
∫
R
∣∣∣∣ ∂∂xΦn(x,y)
∣∣∣∣d|ν|(y)≤ cn|||ν|||n. (40)
Proof. By re–normalization if necessary, we may assume in this proof that |||ν|||t =
1. Then (5) can be used to deduce that
∫
R\B(x,r)
|y− x|−Sd|ν|(y) =
∞
∑
j=0
∫
B(x,2 j+1r)\B(x,2 jr)
|y− x|−Sd|ν|(y)
≤
∞
∑
j=0
(2 jr)−S|ν|(B(x,2 j+1r))
≤
∞
∑
j=0
(2 jr)−S(2 j+1r+ 1/t) = 2
Sr−S+1
2S−1− 1 +
2Sr−S
(2S− 1)t
≤ 2
Sr−S+1
2S− 2 (2+ 1/(rt)).
Using the first estimate in (15) with S ≥ 2, we deduce from (39) (with n in place of
t) that∫
R
|Φn(x,y)|d|ν|(y) =
∫
B(x,1/n)
|Φn(x,y)|d|ν|(y)+
∫
R\B(x,1/n)
|Φn(x,y)|d|ν|(y)
≤ cn{|ν|(B(x,1/n))+ n−SnS−1}≤ c.
The second estimate in (40) is proved in the same way using the second estimate in
(15). ⊓⊔
As a consequence of this lemma, we obtain the following.
Lemma 2. Let n > 0, µ ,ν ∈Rn, and 1≤ p ≤ ∞. Then
‖σn(ν; f )‖µ;p ≤ c‖ f‖ν;p, f ∈ Lp(ν), (41)
‖σ (1)n ( f )‖p ≤ cn‖ f‖p, f ∈ Lp(ν) (42)
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Proof. In view of (40), for all x ∈ R, and f ∈ L∞(ν),
|σn(ν; f ,x)| ≤
∫
R
|Φn(x,y)|| f (y)|d|ν|(y) ≤ c‖ f‖ν;∞,
and similarly, using Tonnelli’s theorem, if f ∈ L1(ν),∫
R
|σn(ν; f ,x)|d|µ |(x) ≤
∫
R
∫
R
|Φn(x,y)|| f (y)|d|ν|(y)d|µ |(x)
=
∫
R
∫
R
|Φn(y,x)|| f (y)|d|µ |(x)d|ν|(y) ≤ c‖ f‖ν;1.
The estimate (41) follows from these and the Riesz interpolation theorem. The proof
of (42) is similar. ⊓⊔
We are now in a position to prove Theorem 6.
Proof of Theorem 6. We recall that h(u) = 1 if |u| ≤ 1/2. If P ∈ Πn/2, then for
x ∈R,
P(x)= ∑
0≤k<n/2
ˆP( j)ψ j(x)=
∞
∑
k=0
h(
√
j/n) ˆP( j)ψ j(x)=σn(P,x)=
∫
R
P(y)Φn(x,y)dy.
Since ν ∈MZ(n), the definition (7) now shows that
P(x) =
∫
R
P(y)Φn(x,y)dν(y) = σn(ν;P,x).
The first inequality in (38) is obvious. In view of Lemma 2, we obtain for any
P ∈Πn/2,
‖σn(ν; f )− f‖p = ‖σn(ν; f −P)− ( f −P)‖p ≤ c‖ f −P‖p.
This leads to the second inequality in (38). ⊓⊔
We end this section by pointing out that the estimate (42) leads immediately to
the following Markov–Bernstein inequality. This deduction is the same in spirit as
that given in [14], but we consider it to be a new proof, since the proof of (42) is
significantly different from that in [14].
Corollary 5.1 For 1≤ p≤ ∞,
‖P′‖p ≤ cn‖P‖p, n > 0, P ∈Πn. (43)
Proof. If P ∈ Πn, Theorem 6 shows that σ2n(P) = P, so that P′ = σ (1)2n (P). The
inequality (43) follows from this and (42). ⊓⊔
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6 Quadrature formula
In this section, we wish to demonstrate the existence of measures in MZ(n), sup-
ported on sufficiently dense finite point sets in R, in the sense made precise below.
We recall that if C ⊂ R, the density content of C is defined by
δ (C ) = sup
y,z∈C
|y− z|. (44)
Theorem 7. There exists C,α > 0 with the following property: With An =(n
√
2)(1+
Cn−4/3), if C = {y1 < · · ·< yM+1} ⊂R, [−An,An]⊆ [y1,yM+1], and δ (C )≤ c, then
there exist real numbers w1, · · · ,wM such that with n = αδ (C )−1,
∫
R
P(y)Q(y)dy =
M
∑
k=1
wkP(yk)Q(yk), P,Q ∈Πn, (45)
and
|wk| ≤ c|yk+1− yk|, k = 1, · · · ,M. (46)
In particular, the measure ν that associates the mass wk with each of the points yk
is in MZ(n). Further, if [y1,yM+1]⊂ [−cnβ ,cnβ ] for some β > 0, then
M
∑
k=1
|wk| ≤ cnβ . (47)
This theorem will be deduced by making some changes in variable in the follow-
ing theorem.
Theorem 8. There exists C,α1 > 0 with the following property: With A′n = 2n(1+
Cn−4/3), if C ′ = {x1 < · · · < xM+1} ⊂ R, [−A′n,A′n] ⊆ [x1,xM+1], and δ (C ′) ≤ c,
then there exist real numbers w˜1, · · · , w˜M such that with n = α1δ (C ′)−1,
∫
R
P(x)dx =
M
∑
k=1
w˜kP(xk), P ∈Πn√2, (48)
and
|w˜k| ≤ c|xk+1− xk|, k = 1, · · · ,M. (49)
The proof of Theorem 8 follows the now standard methods (e.g., [22, 15, 19, 10]).
We first use the Markov–Bernstein inequality (43) with p = 1 to prove the so called
Marcinkiewicz–Zygmund inequalities (Lemma 3 below), and then use the Hahn–
Banach theorem.
Before starting this program, we recall some finite–infinite range inequalities.
Proposition 6.1 Let n > 0, 1≤ p,r ≤ ∞, P ∈Πn. Then
‖P‖p,R\[−2n,2n] ≤ cexp(−c1n)‖P‖r,[−2n,2n]. (50)
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Moreover, there exists D > 0 such that with Bn = (n
√
2)(1+Dn−4/3), we have for
n≥ c, ∫
R\[−Bn,Bn]
|P(x)|dx ≤ (1/8)
∫ Bn
−Bn
|P(x)|dx. (51)
Proof. The estimate (50) is proved in [14, Proposition 6.2.8] (and its proof). The
estimate (51) is proved in [15, Corollary 2.1]. (To reconcile the notation in [15], we
use α = 2 and 2n2 in place of n which yields the interval denoted there by ∆n,α to
be of the form [−Bn,Bn] with a suitable value of D.) ⊓⊔
Lemma 3. We assume the set up in Theorem 8. Then
(3/4)
∫
R
|P(x)|dx≤
M
∑
k=1
(xk+1− xk)|P(xk)| ≤ (5/4)
∫
R
|P(x)|dx, P ∈Πn√2.
(52)
Proof. Let P∈Π
n
√
2, and C = 2
−2/3D, where D is defined in Proposition 6.1. Since
[−A′n,A′n]⊆ [x1,xM+1], we obtain from (51) that for n≥ c∫
R\[x1,xM+1]
|P(x)|dx≤ (1/8)
∫ xM+1
x1
|P(x)|dx. (53)
For k = 1, · · · ,M, we have∣∣∣∣
∫ xk+1
xk
|P(x)|dx− (xk+1− xk)|P(xk)|
∣∣∣∣≤
∫ xk+1
xk
||P(x)|− |P(xk)||dx
≤
∫ xk+1
xk
|P(x)−P(xk)|dx ≤
∫ xk+1
xk
∫ y
xk
|P′(u)|dudx
≤ (xk+1− xk)
∫ xk+1
xk
|P′(u)|du.
Consequently, we deduce from (53) and (43) that∣∣∣∣∣
∫
R
|P(x)|dx−
M
∑
k=1
(xk+1− xk)|P(xk)|
∣∣∣∣∣
≤
∫
R\[x1,xM+1]
|P(x)|dx+
∣∣∣∣∣
∫ xM+1
x1
|P(x)|dx−
M
∑
k=1
(xk+1− xk)|P(xk)|
∣∣∣∣∣
≤ (1/8)
∫
R
|P(x)|dx+
M
∑
k=1
∣∣∣∣
∫ xk+1
xk
|P(x)|dx− (xk+1− xk)|P(xk)|
∣∣∣∣
≤ (1/8)
∫
R
|P(x)|dx+
M
∑
k=1
(xk+1− xk)
∫ xk+1
xk
|P′(u)|du
≤ (1/8)
∫
R
|P(x)|dx+ cδ (C ′)
∫
R
|P′(u)|du
≤ (1/8)
∫
R
|P(x)|dx+ cnδ (C ′)
∫
R
|P(x)|dx.
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Therefore, choosing α1 sufficiently small, we obtain for n = α1δ (C ′)−1,∣∣∣∣∣
∫
R
|P(x)|dx−
M
∑
k=1
(xk+1− xk)|P(xk)|
∣∣∣∣∣≤ (1/4)
∫
R
|P(x)|dx.
This completes the proof. ⊓⊔
We are now in a position to complete the proof of Theorem 8.
Proof of Theorem 8. In this proof only, we define a norm on RM by
|||(z1, · · · ,zM)|||=
M
∑
k=1
(xk+1− xk)|zk|,
the sampling operator U : Π
n
√
2 → RM by U P = (P(x1), · · · ,P(xM)), and denote
the range of U by V . Then (52) shows that the operator U is invertible on V , and
we may define a linear functional on V by
x∗(U P) =
∫
R
P(x)dx.
The dual norm of this functional can be estimated easily using (52):
|x∗(U P)| ≤
∫
R
|P(x)|dx≤ (5/4)|||U P|||,
so that the norm is ≤ 5/4. In view of the Hahn–Banach theorem, this functional can
be extended from V to RM , where the extended functional has the same norm as
x∗; i.e., ≤ 5/4. This extended functional can be identified with (w˜1, · · · , w˜M) ∈ RM .
Then for P ∈Π
n
√
2,
M
∑
k=1
w˜kP(xk) = x∗(U P) =
∫
R
P(x)dx,
proving (48). The norm of the extended functional is
max
1≤k≤M
|w˜k|
xk+1− xk
≤ (5/4).
This proves (49). ⊓⊔
Having proved Theorem 8, the proof of Theorem 7 is only a change of variables.
Proof of Theorem 7. Let xk = yk
√
2, k = 1, · · · ,M + 1, and C ′ = {x1, · · · ,xM+1}.
Then with A′n, α1 as defined in Theorem 8, δ (C ′) =
√
2δ (C ), and [−A′n,A′n] ⊃
[x1,xM+1]. Further, with α = α1/
√
2, n = αδ (C )−1 = α1δ (C ′)−1. Therefore, The-
orem 8 yields w˜k satisfying (48) and (49).
If P(y) = R1(y)exp(−y2/2), Q(y) = R2(y)exp(−y2/2), R1,R2 ∈ Pn2 , then x 7→
R1(x/
√
2)R2(x/
√
2)exp(−x2/2) ∈ Π
n
√
2. Hence, with wk = w˜k/
√
2, (48) implies
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that ∫
R
P(y)Q(y)dy =
∫
R
R1(y)R2(y)exp(−y2)dy
=
1√
2
∫
R
R1(x/
√
2)R2(x/
√
2)exp(−x2/2)dx
=
M
∑
k=1
wkR1(yk)R2(yk)exp(−y2k)
=
M
∑
k=1
wkP(yk)Q(yk),
which is (45). Also, (49) implies that
|wk|= 1√2 |w˜k| ≤
c√
2
|xk+1− xk|= c|yk+1− yk|,
which is (46). ⊓⊔
7 Wavelet–like representation
We recall Definition 3 of Besov spaces Bp,ρ ,γ . Our first theorem is a characterization
of these spaces in terms of an expansion of a function in Lp based either on the
Fourier–Hermite coefficients or values of the target function at arbitrary points on
R.
Let ℵ = {νn} be a sequence of measures. We define the frame operators by
τn(ℵ; f ) =
{
σ1(ν0; f ), if n = 0,
σ2n(νn; f )−σ2n−1(νn−1; f ), if n = 1,2, · · · , (54)
for all f for which the operators involved are well defined. If each of the measures
νn is the Lebesgue measure, we will omit the mention of the sequence in the nota-
tions. In this case, the operators are defined for f ∈ L1 +L∞. If each νn is a finitely
supported measure, then the operators are defined for f ∈ X∞.
The following theorem is easy to deduce from Theorem 6 and [3, Theorem 3.1].
Theorem 9. Let 1 ≤ p ≤ ∞, ℵ = {νn} be a sequence of measures such that each
νn ∈MZ(2n+1). Let f ∈ X p.
(a) We have
f =
∞
∑
n=0
τn(ℵ; f ). (55)
(b) If 0 < ρ ≤ ∞, 0 < γ < ∞, then f ∈ Bp,ρ ,γ if and only if {‖ f −σ2n( f )‖p} ∈ bρ ,γ .
In turn, f ∈ Bp,ρ ,γ if and only if {‖τn( f )‖p}∞n=0 ∈ bρ ,γ .
(c) Let ℵ = {νn} be a sequence of measures such that each νn ∈MZ(2n+1), f ∈ X∞,
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0< ρ ≤∞, and 0< γ <∞. Then f ∈B∞,ρ ,γ if and only if {‖ f −σ2n(νn; f )‖∞}∈ bρ ,γ .
In turn, f ∈ B∞,ρ ,γ if and only if {‖τn(ℵ; f )‖∞}∞n=0 ∈ bρ ,γ .
(d) If f ∈ L2 then
‖ f‖22 ∼
∞
∑
n=0
‖τn( f )‖22. (56)
The main purpose of this section is to show that (55) is a wavelet–like represen-
tation; i.e., the local behavior of the sequence {τn( f )}∞n=0 characterizes the mem-
bership of f in local Besov spaces, defined below.
Definition 5. If x0 ∈ R, the local Besov space Bp,ρ ,γ(x0) is the space of all f ∈ X p
with the following property : There exists a δ > 0 such that for every infinitely
differentiable function φ supported on B(x0,δ ), φ f ∈ Bp,ρ ,γ . ⊓⊔
The wavelet–like representation property is described in the following theorem.
Theorem 10. Let 1 ≤ p ≤ ∞, f ∈ X p, x0 ∈ R, 0 < ρ ≤ ∞, and 0 < γ < ∞. The
following statements are equivalent.
(a) f ∈ Bp,ρ ,γ(x0).
(b) There exists a δ > 0 such that {‖ f −σ2n( f )‖p,B(x0,δ )}∞n=0 ∈ bρ ,γ .(c) There exists a δ > 0 such that {‖τn( f )‖p,B(x0,δ )}∞n=0 ∈ bρ ,γ .
In the case of functions in X∞, one can obtain a similar theorem also based on
the samples of the target function at arbitrary points.
Theorem 11. Let f ∈ X∞, x0 ∈ R, 0 < ρ ≤ ∞, and 0 < γ < ∞. Let ℵ = {νn} be a
sequence of measures such that each νn ∈MZ(2n+1). The following statements are
equivalent.
(a) f ∈ B∞,ρ ,γ(x0).
(b) There exists a δ > 0 such that {‖ f −σ2n(νn; f )‖∞,B(x0,δ )}∞n=0 ∈ bρ ,γ .(c) There exists a δ > 0 such that {‖τn(ℵ; f )‖∞,B(x0,δ )}∞n=0 ∈ bρ ,γ .
We will prove Theorem 11 in some detail, and then indicate the changes required
to prove Theorem 10.
Proof of Theorem 11. In this proof, we will choose and fix an integer S > γ + 3. All
constants may depend upon x0, δ , and S.
Let (a) hold, and δ > 0 be such that for every infinitely differentiable func-
tion φ supported on B(x0,δ ), {E2n,∞(φ f )}∞n=0 ∈ bρ ,γ . In this part of the proof, letφ be an infinitely differentiable function suppored on B(x0,δ ) and equal to 1 on
B(x0,3δ/4). All the constants in this proof will depend upon x0 and δ . We use
the first estimate in (15) and (39) (with S+ 1 in place of S) to conclude that for
x ∈ I = B(x0,δ/2),
|σ2n(νn;(1−φ) f ,x)|=
∣∣∣∣
∫
R\B(x0,3δ/4)
(1−φ(y)) f (y)Φn(x,y)dνn(y)
∣∣∣∣
≤ c‖ f‖∞
∫
R\B(x0,3δ/4)
|Φn(x,y)|d|νn|(y)
≤ c‖ f‖∞
∫
R\B(x,δ/4)
|Φn(x,y)|d|νn|(y)≤ c2−nS‖ f‖∞. (57)
18 H. N. Mhaskar
Therefore, (38) leads to
‖ f −σ2n(νn; f )‖∞,I = ‖φ f −σ2n(νn; f )‖∞,I
≤ ‖φ f −σ2n(νn;φ f )‖∞,I + ‖σ2n((1−φ) f‖∞,I
≤ c{E2n−1,∞(φ f )+ 2−nS‖ f‖∞} . (58)
Since S > γ + 3, each of the sequences {E2n−1,∞(φ f )}∞n=0 and {2−nS‖ f‖∞}∞n=0 be-
longs to bρ ,γ . Therefore, (58) implies the statement in part (b).
Conversely, let part (b) hold, and φ be any infinitely differentiable function sup-
ported on I =B(x0,δ ). Since φ is in particular 2S times continuously differentiable,
the direct theorem of approximation [14, Theorem 4.2.1] shows that for n≥ c, there
exists Rn ∈Π2n such that ‖Rn‖∞ ≤ c, and
‖φ −Rn‖∞ ≤ c2−nS. (59)
Therefore, using the notation introduced in (13),
˜E2n+1,∞(φ f ) ≤ ‖φ f −Rnσ2n(νn; f )‖∞
≤ ‖φ( f −σ2n(νn; f ))‖∞ + ‖(φ −Rn)σ2n(νn; f )‖∞
≤ c{‖( f −σ2n(νn; f )‖∞,I + ‖φ −Rn‖∞‖σ2n(νn; f )‖∞}
≤ c{‖( f −σ2n(νn; f )‖∞,I + c2−nS‖ f‖∞} .
As before, the statement in part (b) now leads to { ˜E2n,∞(φ f )}∞n=0 ∈ bρ ,γ . In view of
Corollary 3.1, this implies the statement in part (a).
The equivalence of parts (b) and (c) follows from (55), and an application of the
discrete Hardy inequalities [5, p. 27]. ⊓⊔
Proof of Theorem 10. The proof is almost verbatim the same as that of Theorem 11,
except for one difference, which we now point out. We continue the notation as in
the proof of (a)⇒ (b). All the constants in this proof will depend upon x0 and δ . As
shown in (57) (with the Lebesgue measure in place of νn),
‖σ2n((1−φ) f‖∞,I ≤ c2−nS‖ f‖∞, f ∈ L∞. (60)
If f ∈ L1, then (15) (with S+ 1 in place of S) implies that∫
I
|σ2n((1−φ) f ,x)|dx
≤
∫
I
∫
R\B(x0,3δ/4)
|(1−φ(y)) f (y)||Φn(x,y)|dydx
≤ c‖ f‖1 sup
y∈R\B(x0,3δ/4)
∫
I
|Φn(x,y)|dx ≤ c2−nS‖ f‖1. (61)
The Riesz–Thorin interpolation theorem applied with the operator
f 7→ σ2n((1−φ) f ), together with (60) and (61) now implies that for 1≤ p≤ ∞,
Local approximation using Hermite functions 19
‖σ2n((1−φ) f‖p,I ≤ c2−nS‖ f‖p, f ∈ Lp.
The remainder of the proof is almost verbatim the same as that of Theorem 11. ⊓⊔
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