In this paper, we present a novel framework for global non-rigid registration of multi-view scans captured using consumer-level depth cameras. In our method, all scans from different viewpoints are allowed to undergo large non-rigid deformations and finally fused into a complete high quality model. To avoid the well-known loop closure problem, we simultaneously optimize a global alignment problem instead of pairwise non-rigid registration in succession. We employ a joint point-to-point and point-to-plane positional constraint to reduce the influence of wrong correspondences, and incorporate an as-conformal-as-possible constraint to avoid mesh distortions during deformation. We also design a reweighting scheme on position and transformation to reduce registration errors. Experimental results on both public datasets and real scanned datasets demonstrate that our approach outperforms state-of-the-art methods through extensive quantitative and qualitative evaluations.
INTRODUCTION
3D reconstruction has been extensively studied for decades due to its wide applicability in 3D printing, games and movie production [1, 2, 3] . The availability of low-cost commodity depth cameras, such as Microsoft Kinect, has made the reconstruction of a 3D scene easier and cheaper than ever using a laser scanner. However, the captured depth suffers from the pollution of serious noise and outliers, which increases the challenges of 3D reconstruction, especially for dynamic non-rigid reconstruction with larger dimensionality and higher complexity of the deformation space.
Some previous work achieves dynamic 3D reconstruction based on multi-camera systems. Li et al. [1] at Tsinghua University build a dome system with 20 cameras to recover shape * Corresponding authors: lik@tju.edu.cn, zhenchaowu0@gmail.com. This work was supported in part by the National Natural Science Foundation of China (Grant 61571322 and 61771339), and Tianjin Research Program of Application Foundation and Advanced Technology under Grant 18JCY-BJC19200.
and capture motion from multi-view video sequences using a separating and merging strategy and a volumetric deformation method. Collet et al. [4] obtain a textured high-resolution mesh with different connectivity in each frame by a set of high-speed RGB and IR cameras. Unfortunately, such systems are not readily usable in many real-world applications due to high cost, complex maintenance and lack of portability. The Microsoft Kinect has been extensively employed with the advantage of low-cost and multi-sensing. Tong et al. [5] use three Kinects to capture different parts of a human body to generate a convincing 3D human model. Kinect Fusion [2] achieves the reconstruction of a 3D object in real-time using a single Kinect camera but requires the object to keep still. Li et al. [6] develop a pipeline in which ordinary users capture complete and fully textured 3D models of themselves using only a Kinect sensor, but the captured body must keep the same pose among various viewpoints. To reconstruct scenes with non-rigid deformations, Newcombe et al. [7] present a system that reconstructs non-rigidly deforming subjects in real-time. However, drifting problems exist in both rigid and non-rigid alignment where errors accumulate continuously. To handle this, Zollhöfer et al. [3] propose a template-based approach, which starts from a scanned template of the subject and gradually deforms it toward the input depth sequences. To remove the requirement of the template prior, Yu et al. [8] propose a method to reconstruct detailed geometry, non-rigid motion and the inner human body shape from a single Kinect camera with a double layer representation consisting of parametric body shapes and gradually fused surfaces. Much effort has been made to reconstruct small deformation between two neighboring viewpoints, but little work in the literature allows large motions of the subjects between different viewpoints. Li et al. [9] present a pair-wise non-rigid registration method for large deformation cases, but the loop closure problem tends to occur due to error accumulation. Guo et al. [10] propose a global non-rigid registration method to avoid the error accumulation, but the viewpoints need to be reasonably dense to avoid too large differences between neighboring views.
In this paper, we propose a method for global non-rigid registration of multi-view scans captured by a single depth camera, which allows large deformations of the objects between different viewpoints, i.e., sparse viewpoints. To dis-tribute errors in the deformation space, we compute the deformations of all the scans simultaneously by optimizing a global alignment problem. We employ a joint point-topoint and point-to-plane positional constraint to reduce the influence of wrong correspondences, and incorporate an asconformal-as-possible (ACAP) constraint to avoid mesh distortions and maintain mesh structures during deformation, especially when the meshes undergo large deformations. Moreover, a reweighting scheme on position and transformation is designed in order to reduce the registration error. Experimental results on both public datasets and real scanned datasets demonstrate that our approach achieves the best reconstruction compared with state-of-the-art methods with quantitative and qualitative evaluations.
To sum up, we contribute a novel global optimization method for registration of multi-view scans with large deformations, which is robust to noise and outliers and avoids the loop closure problem. To achieve this, we use a joint point-topoint and point-to-plane weighting for positional constraint to reduce the influence of wrong correspondences. Moreover, we incorporate an ACAP constraint to avoid mesh distortions and maintain mesh structures by preserving the angles of triangles in the meshes during deformation. We also design a reweighting scheme on position and transformation with exponential functions to better approximate 0 -norm in measuring sparseness, which helps reduce final registration errors.
THE PROPOSED METHOD
The aim of global non-rigid registration is to find out a set of non-rigid transformations X by the correspondences of pairwise scans. Given the transformations X, we transform and align these scans consistently while keeping their shapes plausible. There are two alternating steps in each iterative procedure: (1) Find candidate correspondences in the overlapping areas between pairwise scans after deformation; (2) Solve a set of local affine transformations by minimizing a global energy function. Below we will discuss the energy function of global non-rigid registration in detail.
Given a captured scan sequence U (1) , U (2) , . . . , U (n) , we compute a mapping between each neighboring pair of scans U (m) and
, 1) represents the homogeneous coordinates of the ith vertex and N m represents the number of vertices in scan U (m) . The mapping
. At the first iteration, we use a diffusion pruning method [11] for correspondence computation as it often provides reliable correspondences. Alternative correspondence techniques or manual specification of a few correspondences may instead be used. At the other iterations, we update the correspondences by using the closest points between two shapes to find additional correspondences similar to iterative closest point (ICP).
For non-rigid registration, we solve an affine transformation for each point to cover a wide range of non-rigid deformations. Denote the set of non-rigid transformations for scan
Nm , where X 
which consists of data term and four regularizers weighted by the factors α, λ, β and γ. E data (X) is the data term to measure the position accuracy, E smooth (X) is the smoothness term to measure the smoothness of local transformations, E rig (X) is the orthogonality term to measure the rigidness of local transformations, E arap (X) is the as-rigid-as-possible term to ensure the length of each edge to be as close as possible before and after transformation and E acap (X) is the as-conformal-as-possible term to preserve angles of triangles in the meshes during deformation. in each iteration, which is mentioned in detail later. Given the correspondence mapping f , the data term is designed to penalize the point-to-point and point-to-plane distances of each neighboring pair of overlapping scans U (m) and U (m+1) so that vertex
is forced to move to its corresponding point u (2) where · 1 denotes 1 norm of a matrix considered as a long vector, and n . We define θ to its corresponding point u
For easier calculation, we have the following form of the data term:
−Û (3) . . . . . . . Hence, we have the edge
, and the smoothness term [9] is formulated as
where W S (m) p is our proposed reweighting weight introduced later. The smoothness term can further be rewritten in the matrix form as
where P m represents the number of edges in scan U (m) . Let B = diag B (1) , . . . , B (n) , then we have the final form of the smoothness term:
Orthogonality Term: For non-rigid registration, there are high degrees of freedom in deformation space, which may lead to an unreasonable shape, especially when partial meshes have large motions. Fortunately, the fact is observed and verified that the deformations of usual objects such as human bodies and animals are locally rigid. Therefore, we use an orthogonality constraint similar to [10] :
where D ∈ R 3×4 is defined to extract the rotation transformation from X . The ARAP constraint is defined as [12, 13] :
where w (m) ij = 1 2 (cot α ij + cot β ij ) is defined by cotangent weights, in which α ij and β ij are the angles opposite of the mesh edge (i, j) (for a boundary edge, only one such angle exists). T 
Let L (m) represent the linear combination on the left-hand side, which is the discrete Laplace-Beltrami operator and b (m) represent an n-vector whose ith row contains the righthand side expression. In the setting, the deformed edges have positions determined by transformations X, which are optimized as a whole, so when defining E arap , only T (m) i , s are optimized. Using matrix-vector notation, E arap can be rewritten as
, and by b = [b (1) , . . . , b (n) ] , we have the following form of ARAP term:
ACAP Term: We observe that the registered surfaces may have distortions and fold-overs for drastically different geometries. Hence, we incorporate conformal mapping into the global non-rigid registration framework to suppress distortions and fold-overs by preserving the angles of triangles in the meshes. The conformal mapping is defined by constraining local affine transformations as
where s is a scale and I d is a 3 × 3 identity matrix. Since the original conformal mapping is nonlinear, we thus derive a linearized version inspired by [14] , which proposes the linear approximation of a constrained transformation as:
Therefore, we define the ACAP term as
where f Lacap (·) is defined as
Reweighting: We design a reweighting scheme on both data term and smoothness term in the form of exponential function instead of inverse function used in the method [9] . For the data term, we design the weight W D
The weight of the smoothness term is similar to that of the data term. For the kth edge in scan U (m) , it is defined as To optimize the total energy, we set some boundary conditions where a scan e.g. U (1) is fixed, i.e. with X (1) i being an identity transform for each vertex of the scan. We also introduce auxiliary variables A and C into the minimization problem:
We solve the constrained minimization Eq. (19) using the augmented Lagrangian method (ALM).
Multi-Resolution Approach:
Considering the high dimensionality and complexity of the deformation space in nonrigid registration, we use a coarse-to-fine approach [10] to reduce the degrees of freedom and deal with the large scale problems efficiently. Suppose that we decompose the shapes up to S +1 scales. For any shape U (m) , denote by U (m)(s) the s th scale of the shape via standard downsampling [15] . Thus
is at the full resolution while U (m)(S) is at the coarsest resolution. The optimization Eq. (19) at scale s can be eventually rewritten as:
where M contains the mapping transformations from U (m) (s) to U (m)(s−1) for all scans, and X (s) contains the transformations on all the U (m)(s) .
EXPERIMENTAL RESULTS

Results on Public Datasets
We first evaluate our method on Jumping dataset [16] which contains complete models with large deformations and known correspondences, compared with three state-of-theart methods [17, 9, 10] . For pairwise registration methods [17, 9] , we register all the models in sequence with the previous registration result used as the next target model. Besides, we use the first model as the reference pose model for all the methods. Fig. 1 shows alignment results of all the methods for ten models. The registration errors between the deformed models and the reference model are color-coded on the deformed models for visual inspection. The distance errors are computed using the standard Metro tool [18] . It can be seen that our method achieves best registration results. Table 1 gives quantitative evaluation for clean and noisy datasets. Our method consistently has the smallest average fitting errors. [17] , (c) results of [9] , (d) results of [10] and (e) our results. We also evaluate all the methods on 35 partial models extracted from the complete models with different geometries and poses in Bouncing dataset [16] . To obtain these partial models, we only extract visible parts of each complete model under different viewpoints by rotating a virtual camera round the model. Then we downsample the original partial models with 3000-5000 vertices to 1/10 of the full resolution and get low-resolution models with 300-500 vertices using method [15] in order to use the multi-resolution approach. We solve the global registration problem from coarse to fine, and use standard Poisson reconstruction [19] to merge all the registered scans into a watertight mesh. As shown in Fig. 2 , the method [17] has severe distortions on the left arm and right leg, and large fitting errors for the back. Visible misalignment on the left arm and head of the fused model can be found for the method [9] due to error accumulation. With the strategy of global registration, both the method [10] and our method avoid the well-known loop closure problem and obtain plausible reconstruction results, but our method has smaller registration error, especially on the left arm/shoulder. Table 2 gives quantitative evaluation for clean and noisy cases. Our method consistently has the smallest average fitting errors. 
Results on Real Scans
We test our method on Flying dataset [10] , a very challenging real dataset scanned using a Kinect v2.0 containing much noise and a large number of outliers. Fig. 3 illustrates the results when scans are accumulated gradually. From visual inspection, it is obvious that the results of [17] have severe distortions during pairwise non-rigid registration in succession. Besides, there is palpable misalignment in the results of [9] because of error accumulation, especially on the arms. The fused models of both the method [10] and our method look acceptable, but the deformed scans by our method are aligned more accurately, such as the hands.
CONCLUSIONS
This paper presents a novel approach which achieves global non-rigid registration of multi-view scans with drastically different geometries and motions. Our approach allows to preserve mesh structures during deformation by incorporat- ing ACAP constraint into the energy function. Moreover, with the reweighting scheme, the global alignment problem is optimized with smaller registration errors. The problem is solved by the alternating direction method under the augmented Lagrangian multiplier framework, which has exact solutions and guaranteed convergence. Experimental results on both public and real scanned datasets show that our method achieves better results compared with state-of-the-art methods. As future work, we will exploit potential overlaps between nonadjacent scans to find more candidate correspondences to enable accurate alignment and high fidelity reconstruction.
