This paper presents a survey of recent combinatorial results arising in the study of nonholonomic control systems. It addresses the question of deciding whether a system is controllable or not. Basic concepts in differential geometric control theory are first introduced and illustrated through the classical example of a multibody mobile robot. We then summarize recent results obtained on polynomial systems.
Nonholonomic systems
The results presented in this paper have been provided in the framework of researches dealing with the robot motion planning problem applied to nonholonomic systems. The material comes from papers already published by the authors [14, 19, 23, 24] .
The geometric formulation of the motion planning problem considers the motion of rigid bodies amidst obstacles in the three-dimensional Euclidean space. The placement (translation and rotation) of a body in the Euclidean space is given by a point in a sixdimensional space. Some geometric relationships between the bodies may appear for a given robotic system (as is typical for a robot arm). They are translated into equations between the placement parameters of the bodies. These are called the Izolonomic links.
They-restrict the space of the allowed placements to a subspace of the placement spaces of all the bodies. This subspace is called the corzfigurcltion space. Finally. a configuration of the robot is represented by a point of the configuration space that defines precisely the domain occupied by the robot in Euclidean space. A point-path in the configuration space corresponds to a motion of the robot. For a holonomic system, we have as many degrees of freedom as is needed to follow uny path.
Therefore, for holonomic systems, the existence of a collision-free path is characterized by the existence of a connected component (containing the end points of the path) in the admissible (i.e., collision-free) configuration space. To solve the motion planning problem, it is enough to compute the admissible configuration space (i.e., transform the obstacles in the Euclidean space into "obstacles" in the configuration space), and then explore its connected components. Since the seventies this problem has attracted many researchers working in Robotics and beyond, in Computational Geometry and
Real Algebraic Geometry. See [13] for an overview of the various approaches of the problem. However, there is a case in which this formulation of motion planning is not sufficient: planning constrained motions where constraints are nonholonomic in nature. A nonholonomic link is expressed as a non-integrable equation involving derivatives of the configuration parameters. Such constraints are expressed in the tangent space at each configuration; they define the allowable velocities of the system, and they cannot be eliminated by defining a more restricted configuration space manifold. Thus, the main consequence of a nonholonomic constraint is that an arbitrary path in the admissible configuration space does not necessarily correspond to a feasible path for the robot. Therefore, the existence of a collision-free path is not a priori characterized by the existence of a connected component in the admissible configuration space. Planning motions for nonholonomic systems is not as new in other communities as in the community working on obstacle avoidance for robots ' . This problem is well known in Nonlinear Control and in Differential Geometry. Important results have been obtained over the last two decades, while the first results seem to be dated from the thirties with Chow's work [7] .
Results useful to our problem can be found in publications -often difficult onesfrom other communities than the Robotics one. Because the viewpoints are different, they attack only some aspects of the problem, and use different terminologies. The goal of this paper is to enlighten these points of view by a computational one. The first question arising in the study of nonholonomic systems is related to their controllability 2 : more precisely the existence of a collision-free path for a small-time controllable nonholonomic robot is characterized by the existence of an open connected component of the admissible configuration space containing the endpoints of the path. This result has been studied simultaneously in several research groups of the Robotics community: [14, 17, 3, 20] . It is based upon the Lie algebra rank condition, and will be recalled in the next section.
1 Notice that nonholonomic motion planning appears also in some spatial applications, for systems (like spacestations or satellite) using internal motion and submitted to conservation laws (see [21, 221 for instance, and [8] for the amusing -and complicated -case of a falling cat). *The use of the term "controllability" in this context is fuzzy in the community. Indeed, the meaning we use here is related to the reachability concept. A nonholonomic system may be controllable by open loops, while, by Brockett's necessary conditions for stability, one may demonstrate that it cannot be stabilized to a point with smooth state feedback [5] (see [2.5,6,2] for studies of feedback controls for nonholonomic wheeled carts). It would be better to use the notion of a completely nonholonomic system related to the concept of a distribution (see [31] ). This paper adheres to Sussmann's terminology [28] , which seems to have reached some state of general acceptance. This paper focuses on the computational aspects of the problem: is a system smalltime controllable?
While it is possible to define semi-decidable procedure for solving this problem locully, we will see that the global point of view of the planning deals with the existence of singularities. From a control theory perspective, a control is a function which allows us to choose the system state velocity at each instant by a careful weighting of smooth vector fields. The control Lie algebra associated with d, denoted by LA(d), is the smallest distribution which contains A and is closed under the Lie bracket operation. The answer to the second question is then given by the non-linear system controllability theorem (see for instance [29, 18, 111) : if the rank of the Lie algebra is full at a given configuration c, then there exists a neighborhood .1" of c whose points represent configurations reachable by the system moving from c along an admissible path. Moreover, when the system is without drift, this path stays in . I". This condition is known as the "rank condition"; it is a local condition. If the rank condition holds everywhere in the configuration space, then the robot is termed controlluhle.
Proving the controllability of an n-dimensional system using the rank condition involves showing that, for any point c in the manifold, there exists a family of n vectors fields in the Control Lie Algebra whose values at c span R". This stirs two difficulties due to the local and glohul characteristics of the problem:
l At any specific point c, finding such a family enables us to conclude that not being able to find a suitable family does not imply that there is none. An exhaustive enumeration of possible families is impossible since there is an infinity of potential choices. We will see that this number can be reduced to a countable one, but not further, leading to the design of some semi-decidable procedures. Only for classes of specific systems, e.g., polynomial systems, the procedure could be decidable: see Section 4 below. We will proceed then to giving an estimate of the complexity of procedures testing the controllability of a system at a point.
One may succeed in finding bases that work somewhere, but not necessarily everywhere. There may be some singularities. The problem is then to know the combinatorial consequences of the existence of such singularities.
,.2. Degree of nonholonomy
We consider a robotic system in an n-dimensional configuration space, submitted to Y nonholonomic links linear in the derivatives of the n parameters. We assume for simplicity that these links are linearly independent at each point c of the manifold of configurations.
This determines an (n - We want to define an algorithm for testing the controllability of that system at a point c. Precisely, we are interested in the rank of LA(d)(c) (i.e., the distribution spanned by all the values at c of the combinations of Lie brackets of vector fields in d). We can consider a finite set X c A which makes a basis of d(c), together with all the combinations of Lie brackets built upon that set.
To do this, one may consider a brute force strategy consisting in building iteratively the following increasing sequence of distributions: . Now, our strategy will consist in building a system of generators of the set of brackets of a given degree, step by step. This strategy is founded on the following iterative construction.
We denote A by Al. Then Ai is defined by:
j+!i=r

It verifies:
A~cA~cA~c~~~cLA(A) and LA(A)=UA,.
The set of all the Ai'S is called a jiltration associated with A.
Remark. Such a construction can be viewed as a "breadth-first" construction. Some authors [3 1,301 use another construction.
d" is denoted by d"l. Then ii is defined by:
Again:
L&C&C&C...CLA(A).
Such a construction can be viewed as a "depth-first" construction. Using skew-symmetry and the Jacobi identity, we may verify that both constructions are the same 3 We will prefer the first presentation that corresponds exactly to the concept of Phillip Hall families introduced below.
On the other hand, at a point c of our manifold (the configuration space), (n -r) < rank Ai( Notice that, from a global point of view, this stabilization property is not true,,
since the degree of nonholonomy may change from point to point. A close analysis oi possible singularities shows that this degree may be arbitrarily high at singular points _ even when we start with a regular distribution. So, the degree of nonholonomy may be unbounded when c varies. It is possible to define a glohul degree of nonholonomy of a system, as the maximum of pointwise degrees of nonholonomy, lf it exists. Example 1. Let us give an example where the global degree of nonholonomy does not exist. Take R* as the configuration space, and the distribution defined by the two vector fields X = S/2x and Y = g(x)a/a.~, whith the points a,, being choosen in such a way that the product is convergent for any x. Then it is easy to see that the degree of nonholonomy at a, is n.
Algorithm
In this section we define an algorithm for testing the controllability of a given system at a point based upon the previous construction. We have to use a basis .iy' of A. According to that construction, we build:
x, = . 
Phillip Hall Families
In this section4 the elements of 2&(X) are considered as formal expressions produced by the construction above, i.e., they are not actually evaluated as vector fields belonging to a distribution. From this point of view, duz~(X) is considered as a Free Lie Algebra. Our current problem is to enumerate a basis of this algebra, i.e., to get rid of redundant elements using only skew-symmetry and the Jacobi identity. Such a basis can be found via a Phillip Hall family. and V+W. The main property of a PH-family is that, taking skew-symmetry and the Jacobi identity into account, it yields a basis of the free Lie algebra 2?&(X) [4] .
The proof of existence of such a family is easy; it is an iterative one. In the context of our control problem, it can be extended into the following algorithm.
The Algorithm
The idea is to build a PH-family, based upon a family of sets %I, where xi is a part of Xi. We will also build a total order + on the union of the 2,'s. Assume ; is a PH-family and, furthermore, it can be proved that the degree of an element of .#i is precisely i.
We can use this construction to design an algorithm for testing the controllability of a system at a point c of the manifold. Our algorithm adds new brackets to the PH-family step by step, but now, we check further the value of each new bracket as a potential member of a basis at c. If we ultimately obtain a basis, the system is controllable at c.
In the following procedure, B denotes the free family that will eventually become a basis, cnt is the current number of elements of that basis. The initial distribution is (n -r)-dimensional at the point c. For an order on x, we assume that we have an initial order on 9"; then we simply take the order of chronological computation. terminates. This also means that the procedure never stops otherwise.
Example 2. For a classical example [4] , take ?X = {X1,X2}. The first 14 elements of the PH-family generated by the procedure (if it does not stop before) are:
Example 3. Consider now a 3-body mobile robot (i.e. a classical two degree of freedom mobile robot with two trailers shown in Fig. 1 ). The configuration space is a five-dimensional manifold. Let c be a point of coordinates (x,y,8, rpl, (~2). The rolling constraints of the three bodies provide three nonholonomic links. We can prove (see [15] for details) that the two-dimensional associated distribution has the following vector fields as basis 6 :
Note that X has two elements, like in Example 2. However, the Lie ALgebra generated by X1 ad X2 is no longer free. The first elements of a PH-family are displayed in Example 2. We can verify that the algorithm stops with {x1,x2,x3,&,&} as a basis for every point c verifying 'pl $ t mod 71. The algorithm stops with {x~,x2,x3,&,x9}
for the remaining hyperplane 7 .
6 This distribution is computed without reference to any control system. It is built just from the nonsliding hypothesis applied to each body. 'More precisely:
A', = XI, det{X~,X2,X~.X~,X~} = -cos(cpl), X7 = 0, X8 = -X3 and finally, det{X,,X2,X3,&&} = -1 -cos2(cp~)cos(cp~). Remark. Finally, the rank condition holds everywhere and we can conclude that the corresponding system is controllable. In this example, notice that the algorithm checks 6 -2 = 4 "candidates" in the first case, and 9 -2 = 7 in the second one. What happens in the general case?
Complexity
The core of the algorithm is the construction of a PH-family. The dimension n of the manifold being a constant integer of our problem, the only tests needing a subroutine depending on n are (1) and (3). Their complexity is asymptotically negligible. Therefore, the worst-case complexity of the algorithm is dominated by the complexity of building a PH-family. The relevant parameter is the value of i when the algorithm stops. Because of the test (2), our procedure for building a PH-family is not optimal' But, here, we just want to bind from below the minimal complexity of any algorithm that builds a PH-family. Now, the complexity of computing all the elements of a set XL is bounded from below by the number of all the elements in .YYj, j < i, and it has been proven that this number is , Z<, W) . , If the algorithm runs for a point c and stops with a family Xi, the system is controllable. Besides, its degree of nonholonomy at c is i.
We have to prove this latter result. Indeed, the algorithm above clearly depends upon the basis %" we chose for the distribution d. However, the concept of degree of nonholonomy does not. Now, it is a general result from the Lie Algebra Theory that UjCi Xj constitutes a basis of the nilpotent free Lie algebra _CZJZZ~(.X) defined by taking all the brackets of degrees less than i and by killing all the brackets of greater degrees. See [4] for details. Therefore, i does not depend on our choice of a basis X of A. It truly is the degree of nonholonomy that has been previously defined.
Remark. In Example 3, the degree of nonholonomy of the 3-body mobile robot is 4
at points whose coordinates (x, y, 6, vi, (~2) verify cp1 $ g mod n. It is 5 elsewhere.
Summing up the results of this section:
The method we use for testing the controllability of a nonholonomic system at a point is at least exponential in the degree of nonholonomy at this point.
The case of the multibody mobile robot
Based on a generalization of the model introduced in Example 3, Laumond proved that the degree of nonholonomy of the n-body mobile robot exists and is upper-bounded by 2n+1 [14] . More recent results [19, 26] improved this bound by considering the following basis of the distribution:
where (x, u) is the planar position of the center of the axle between the two wheels of the rear trailer, 0i is the orientation angle of trailer i with respect to the x axis, with i E {I,..., n},& is the orientation angle of the pulling car with respect to the x-axis, mi is the distance from the wheels of trailer i to the wheels of trailer i -1 where i E (2,. . . , n}, the distance from the wheels of trailer 1 to the wheels of the car, vo is the tangential velocity of the car and is an input to the system. The other input is the angular velocity of the car, cu.
The tangential velocity ui, of trailer i is given by:
Let us denote .f; = ir cos(H,-1 -0,) 3 uj = j;co , i E {l,...,n} i=l Denoting by q = (x, y, t3,, . . . , Qo)T the state of the system, it is easy to see that the control system is given by the two vector fields: Moreover, the regular and singular states can be completly described: the regular ones are characterized by the fact that no two consecutive trailers are perpendicular (except possibly the last two ones, whose relative position is irrelevant), and for those states, which form an open dense set in the configuration space, the degree of nonholonomy is n -t 2. Now, the bound F,,+3 is sharp [19] , and the states where the degree of nonholonomy is exactly Fn+3 are characterized by the fact that all angles between two consecutive trailers (except the last two ones) is 33-r/2. Notice that for regular staes, the degree of nonholonomy is linear in n, and exponential in n for some singular states (F, _' C(1,7)"_'). Jean has then computed the degree of nonholonomy for all the other singular states, each one being characterized by a sequence of angles of two consecutive trailers (in fact, he gives a complete description of the stratification of the singular set, each stratum being characterized by a value of the degree of nonholonomy) [12] . To summarize the result, let us introduce a sequence up by:
a p = arctan sin up_ 1.
Notice that the recursion relationship is odd, that is if we define an other sequence a; by the same recursion relationship and the initial value al = -;, we have a; = -up.
(see [23] ), and
This last result appears in [lo] .
The principle of the proofs of Gabrielov and Risler is to apply ideas of Algebraic Geometry to trajectories of polynomial vector fields, and the main tool is the notion Contact between an integral curve and an algebraic variety. By the contact (or intersection multiplicity) between a smooth analytic curve ;' passing by the origin 0 in @" or [w" and an analytic germ of hypersurface at 0, {Q = 0}, we mean the order of Ql, at 0. This contact, which is called Intersection Multiplicity in Algebraic Geometry when all the objects are algebraic, is bounded in terms of n and d only. Then it turns out that this bound gives directly a bound for the degree of nonholonomy.
The examples which gives a lower bound for cp(n,d) are the followings ones: Then it should be easily seen that for this system, r(O) = d2 + 2d + 1. The inequality r(0) > d2 + 2d + 1 has been checked by F. Jean. This proves that the estimation for (p(2,d) is asymptotically optimal in term of d, up to the constant 6.
Example 5. Let in [w"
We see easily that for this system, r(0) = d"-' , which means that in general ~(n, d)
is at least exponential in n.
