Abstract. Given a program of a linear bounded and bijective operator T , does there exist a program for the inverse operator T −1 ? And if this is the case, does there exist a general algorithm to transfer a program of T into a program of T −1 ? This is the inversion problem for computable linear operators on Banach spaces in its non-uniform and uniform formulation, respectively. We study this problem from the point of view of computable analysis which is the Turing machine based theory of computability on Euclidean space and other topological spaces. Using a computable version of Banach's Inverse Mapping Theorem we can answer the first question positively. Hence, the non-uniform version of the inversion problem is solvable, while a topological argument shows that the uniform version is not. Thus, we are in the striking situation that any computable linear operator has a computable inverse while there exists no general algorithmic procedure to transfer a program of the operator into a program of its inverse. As a consequence, the computable version of Banach's Inverse Mapping Theorem is a powerful tool which can be used to produce highly non-constructive existence proofs of algorithms. We apply this method to prove that a certain initial value problem admits a computable solution.
Introduction
Given two Banach spaces X, Y and a linear bounded and bijective operator T : X → Y , Banach's Inverse Mapping Theorem [10] guarantees that the inverse T −1 : Y → X is a linear bounded operator as well. Hence, it is reasonable to ask for computable versions of this fact, i.e. do the implications ( 
1) T computable =⇒ T −1 computable (non-uniform inversion problem), (2) T → T −1 computable (uniform inversion problem)
hold? Of course, both questions have to be specified carefully. In particular, the computability notion in the uniform case should reflect the fact that algorithms of T are transfered into algorithms of T −1 .
Such meaningful computability notions are provided by computable analysis, which is the Turing machine based theory of computability on real numbers and other topological spaces. Pioneering work on this theory has been presented by Turing [22] , Banach and Mazur [1] , Lacombe [17] and Grzegorczyk [11] . Recent monographs have been published by Pour-El and Richards [19] , Ko [15] and Weihrauch [24] . Certain aspects of computable functional analysis have already been studied by several authors, see for instance [18, 9, 23, 27, 28, 25, 26] .
From the computational point of view Banach's Inverse Mapping Theorem is interesting, since its classical proof relies on the Baire Category Theorem and therefore it counts as "non-constructive" (see [5] for a discussion of computable versions of the Baire Category Theorem). However, a "non-constructive" application of the Baire Category Theorem suffices in order to prove that the non-uniform inversion problem (1) is solvable; but at the same time the nonconstructiveness is the reason why the uniform inversion problem (2) is not solvable.
We close the introduction with a short survey of the organisation of this paper. In the following Section 2 we will present some preliminaries from computable analysis. In Section 3 we discuss computable metric spaces, computable Banach spaces and effective open subsets. In Section 4 we investigate computable versions of the Open Mapping Theorem and based on these results we study Banach's Inverse Mapping Theorem in Section 5. Finally, in Section 6 we apply the computable version of this theorem in order to prove that a certain initial value problem admits a computable solution. In this extended abstract most proofs are omitted; they can be found in [4] (or in the Appendix).
Preliminaries from Computable Analysis
In this section we briefly summarize some notions from computable analysis. For details the reader is refered to [24] . The basic idea of the representation based approach to computable analysis is to represent infinite objects like real numbers, functions or sets, by infinite strings over some alphabet Σ (which should at least contain the symbols 0 and 1). Thus, a representation of a set X is a surjective mapping δ :⊆ Σ ω → X and in this situation we will call (X, δ) a represented space. Here Σ ω denotes the set of infinite sequences over Σ and the inclusion symbol is used to indicate that the mapping might be partial. If we have two represented spaces, then we can define the notion of a computable function. 
Definition 1 (Computable function
Obviously, δ ≤ δ holds, if and only if the identity id : X → X is (δ, δ )-computable. Moreover, δ and δ are called equivalent, δ ≡ δ in symbols, if δ ≤ δ and δ ≤ δ.
Analogously to the notion of computability we can define the notion of (δ, δ )-continuity for single-and multi-valued operations, by substituting a continuous function F :⊆ Σ ω → Σ ω for the computable function F in the definitions above. On Σ ω we use the Cantor topology, which is simply the product topology of the discrete topology on Σ. The corresponding reducibility will be called continuous reducibility and we will use the symbols ≤ t and ≡ t in this case. Again we will simply say that the corresponding function is continuous, if the representations are fixed or clear from the context. If not mentioned otherwise, we will always assume that a represented space is endowed with the final topology induced by its representation.
This will lead to no confusion with the ordinary topological notion of continuity, as long as we are dealing with admissible representations. A representation δ of a topological space X is called admissible, if δ is maximal among all continuous representations δ of X, i.e. if δ ≤ t δ holds for all continuous representations δ of X. If δ, δ are admissible representations of topological spaces X, Y , then a function f :⊆ X → Y is (δ, δ )-continuous, if and only if it is sequentially continuous, cf. [20, 6] .
Given a represented space (X, δ), we will occasionally use the notions of a computable sequence and a computable point. A computable sequence is a computable function f : N → X, where we assume that N = {0, 1, 2, ...} is repre- 
The proof of this proposition is based on a version of smn-and utm-Theorem, see [24, 20] [20] ).
If (X, δ) is a represented space, then we will always assume that the set of sequences X N is represented by δ N := [δ N → δ]. The computable points in (X N , δ N ) are just the computable sequences in (X, δ). Moreover, we assume that X n is always represented by δ n , which can be defined inductively by δ 1 := δ and
Computable Metric and Banach Spaces
In this section we will briefly discuss computable metric spaces and computable Banach spaces. The notion of a computable Banach space will be the central notion for all following results. Computable metric spaces have been used in the literature at least since Lacombe [17] . Pour-El and Richards have introduced a closely related axiomatic characterization of sequential computability structures for Banach spaces [19] which has been extended to metric spaces by Mori, Tsujii, and Yasugi [27] . We mention that we will denote the open balls of a metric space (X, d) by B(x, ε) := {y ∈ X : d(x, y) < ε} for all x ∈ X, ε > 0 and correspondingly closed balls by B(x, ε) := {y ∈ X : d(x, y) ≤ ε}. Occasionally, we denote complements of sets A ⊆ X by A c := X \ A.
Definition 3 (Computable metric space).
Here, we tacitly assume that the reader is familiar with the notion of a computable sequence of reals, but we will come back to that point below. Occasionally, we will say for short that X is a computable metric space. Obviously, a computable metric space is especially separable. Given a computable metric space (X, d, α), its Cauchy representation δ X :⊆ Σ ω → X can be defined by
for all n i such that (α(n i )) i∈N converges and d(α(n i ), α(n j )) ≤ 2 −i for all j > i (and undefined for all other input sequences). In the following we tacitly assume that computable metric spaces are represented by their Cauchy representations. If X is a computable metric space, then it is easy to see that d : X × X → R becomes computable [6] . All Cauchy representations are admissible with respect to the corresponding metric topology.
An important computable metric space is (R, d R , α R ) with the Euclidean metric d R (x, y) := |x − y| and some standard numbering of the rational numbers
Cantor pairs and this definition is extended inductively to finite tuples. Similarly, we can define p, q ∈ Σ ω for sequences p, q ∈ Σ ω . For short we will occasionally write k := α R (k). In the following we assume that R is endowed with the Cauchy representation δ R induced by the computable metric space given above. This representation of R can also be defined, if (R, d R , α R ) just fulfills (1) and (2) of the definition above and this leads to a definition of computable real number sequences without circularity. Occasionally, we will also use the represented space (Q, δ Q ) of rational numbers with δ Q (1 n 0 ω ) := n. Computationally, we do not have to distinguish the complex numbers C from R 2 . We will use the notation F for a field which always might be replaced by both, R or C . Correspondingly, we use the notation (F, d F , α F ) for a computable metric space which might be replaced by both computable metric spaces (R, d R , α R ) and (C , d C , α C ) (defined analogously). We will also use the notation Q F = range(α F ), i.e. Q R = Q and
For the definition of a computable Banach space it is helpful to have the notion of a computable vector space which we will define next.
Definition 4 (Computable vector space).
A represented space (X, δ) is called a computable vector space (over F), if (X, +, ·, 0) is a vector space over F such that the following conditions hold:
is a computable vector space over F. Here we tacitly assume that the vector space operations on product, sequence and function spaces are defined componentwise. The proof for the function space is a straightforward application of evaluation and type conversion. The central definition for the present investigation will be the notion of a computable Banach space. 
Definition 5 (Computable normed space
We leave it to the reader to check that these spaces are actually computable Banach spaces. If not stated differently, then we will assume that (F n , || ||) is endowed with the maximum norm || || ∞ . It is known that the Cauchy represen- [8, 24] and for the metric case in [7] . 
The Open Mapping Theorem
In this section we will study the effective content of the Open Mapping Theorem, which we formulate first. The classical proof of this theorem can be found in [10] or other textbooks on functional analysis.
Theorem 9 (Open Mapping Theorem). Let X, Y be Banach spaces. If T : X → Y is a linear surjective and bounded operator, then T is open, i.e. T (U ) ⊆ Y is open for any open U ⊆ X.
Whenever T : X → Y is an open operator, we can associate the function
with it. Now we can ask for three different computable versions of the Open Mapping Theorem. If T : X → Y is a linear computable and surjective operator, does the following hold true:
Since any computable function maps computable inputs to computable outputs, we can conclude (3)=⇒(2)=⇒(1). In the following we will see that questions (1) and (2) (
1) T : X → Y is open and computable, (2) O(T ) : O(X) → O(Y ), U → T (U ) is well-defined and computable.
The proof of "(1)=⇒(2)" can be performed in two steps. First one uses the fact that T is open and linear in order to prove that given x ∈ X and an open subset U ⊆ X, we can effectively find some radius r > 0 such that B(T x, r) ⊆ T (U ). This is the non-uniform part of the proof since it is based on the fact that for any open T there exists some radius r > 0 with B(0, r ) ⊆ T (B(0, 1)) (such an r always exists, but it can not be effectively determined from T ). In the second step, computability of T is exploited in order to prove that O(T ) is computable. Using the previous theorem we can directly conclude a computable version of the Open Mapping Theorem as a corollary of the classical Open Mapping Theorem.
Corollary 11 (Computable Open Mapping Theorem). Let X, Y be computable Banach spaces and let T : X → Y be a linear computable operator. If T is surjective, then T is open and O(T ) : O(X) → O(Y ) is computable. Especially, T (U ) ⊆ Y is r.e. open for any r.e. open set U ⊆ X.

This version of the Open Mapping Theorem leaves open the question whether the map T → O(T ) itself is computable. This question is answered negatively by the following example.
Example 12. The mapping T → O(T ), defined for linear, bounded and bijective operators
We leave the proof to the reader (see [4 
]). Although the mapping T → O(T ) is discontinuous, we know by Theorem 10 that O(T ) : O( 2 ) → O(
2 ) is computable whenever T : 2 → 2 is computable. On the one hand, this guarantees that T → O(T ) is not too discontinuous [3] . On the other hand, we have to use sequences to construct a computable counterexample for the uniform version of the Open Mapping Theorem. The proof is based on appropriately defined diagonal matrices. 
Proposition 13. There exists a computable sequence (T
n ) n∈N in C( 2 ,
Banach's Inverse Mapping Theorem
In this section we want to study computable versions of Banach's Inverse Mapping Theorem. Again we start with a formulation of the classical theorem.
Theorem 14 (Banach's Inverse Mapping Theorem). Let X, Y be Banach spaces and let T : X → Y be a linear bounded operator. If T is bijective, then
Similarly as in case of the Open Mapping Theorem we have two canonical candidates for an effective version of this theorem: the non-uniform version (1) and the uniform version (2), as formulated in the Introduction. Again we will see that the non-uniform version admits a solution while the uniform version does not. Analogously as we have used Theorem 10 on effective openness to prove the computable Open Mapping Theorem 11, we will use Theorem 15 on effective continuity to prove the computable version of Banach's Inverse Mapping Theorem. We sketch the first part of the proof which is based on Proposition 8.
Theorem 15 (Effective continuity). Let X, Y be computable metric spaces and let T : X → Y be a function. Then the following conditions are equivalent:
is well-defined and computable.
Proof. "(1)=⇒(2)" If T : X → Y is computable, then it is continuous and hence
. Using Proposition 8 and the fact that composition In contrast to the Theorem 10 on effective openness, we can formulate a uniform version of the Theorem 15 on effective continuity: 
Here 
n to the unique function x = L(y, a 0 , ..., a n−1 ) which fulfills Equation (1), is computable.
is obviously linear. Using the evaluation and type conversion property and the fact that the i-th differentiation operator
is computable for i ≤ n, one can easily prove that L −1 is computable. By the computable Inverse Mapping Theorem 16 it follows that L is computable too.
2
We obtain the following immediate corollary on computability of solutions of ordinary linear differential equations. ≥ 1 and let y, f 0 , . .., f n : [0, 1] → R be computable functions and let a 0 , ..., a n−1 ∈ R be computable real numbers. Then the unique func-
Corollary 21. Let n
tion x ∈ C (n) [0, 1] which fulfills Equation (1) is a computable point in C (n) [0, 1]. Especially, x (0) , ..., x (n) : [0, 1] → R are computable functions.
Conclusion
We have investigated the non-uniform and the uniform version of the inversion problem for computable linear operators. The computable version of Banach's Inverse Mapping Theorem, Corollary 16, shows that the non-uniform version is solvable while Example 17 proves by a topological argument and Corollary 18 proves by a computability argument that the uniform version is not solvable (this is because any computable operation is continuous and maps computable sequences to computable sequences, respectively). The negative result corresponds to what is known in constructive analysis [2] . However, our positive results on Banach's Inverse Mapping Theorem cannot be deduced from known positive results in constructive analysis [13, 14] since these theorems have stronger assumptions (such as "effective bijectivity").
In a certain sense, the negative result seems to be in contrast with the socalled Banach's Inversion Stability Theorem [16] . However, this theorem states that T → T −1 is continuous with respect to the operator norm topology on the function space. In the infinite-dimensional case this topology is different from the compact open topology and it is only the latter which reflects the meaning of "programs". Additionally, the operator norm topology is not separable in these cases and hence it is not obvious how to handle it computationally [4] . Moreover, it is worth mentioning that in case of finite-dimensional spaces X, Y , the uniform version of the inversion problem becomes solvable as well [4] . In this case T → T −1 is computable (and continuous with respect to the compact open topology).
Altogether we are in the somewhat surprising situation that in the general case of infinite-dimensional Banach spaces X, Y any computable linear operator T : X → Y has a computable inverse T −1 while there is no general algorithmic procedure to transfer programs of T into programs of T −1 . As we have demonstrated with Theorem 20, this leads to highly non-effective existence proofs of algorithms: the proof of Theorem 20 shows that there exist an algorithm which solves the corresponding initial value problem without a single hint how such an algorithm could look like. Nevertheless, this is a meaningful insight, since only in case of existence the search for a concrete algorithm is promising (of course, in the special case of the initial value problem such concrete algorithms are known).
Appendix: The Remaining Proofs
The next lemma will be used for the following proof of Theorem 10. Proof. Given a sequence n i , k i i∈N of natural numbers such that
2
Proof of Theorem 10
We consider the computable normed spaces (X, || ||, e) and (Y, || || , e ) with the dense sequences α := α e : N → X, β := α e : N → Y according to Definition 5. Since no confusion is to be expected, we will also write || || instead of || || .
" ( , 1) ). Given U ∈ O(X) and x ∈ U we can effectively find some n ∈ N with ε := n > 0 such that B(x, ε) ⊆ U by Lemma 22 and some k ∈ N with k = εr. It follows by linearity of T
Thus, there exists a Turing machine M which computes a realization of R.
(b) Let M be a Turing machine which computes a (δ X , δ Y )-realization of T . We will construct a Turing machine M which computes a ( 
for the output q of M , provided that this output q is infinite. It remains to prove that M on input p actually produces an infinite output q and that T (U ) ⊆ δ O(Y ) (q). Thus, let y ∈ T (U ). Then there is some x ∈ U with T x = y and some r ∈ dom(δ X ) with δ X (r) = x such that r = 01 n0+1 01 n1+1 ... has infinitely many prefices in W and α(n i ) ∈ U for all i; especially there is one such prefix w ∈ W of r such that M on input w 0 ω , p stops with output m ∈ N while reading w or some finite prefix of it and there is some prefix w ∈ W of r which is longer than w such that M on input w0 ω writes some output 01 k0+1 01 k1+1 ...01 kj+1 0 with 2 −j+2 < m while reading w or some finite prefix of it. Finally, M will find such a word w and write 01 kj,k +1 with k = 2
−j+1
on the output tape. We obtain y ∈ B(β( Thus, for any subword 01 n+1 which is written by M in step i on its output tape, we obtain β(n) ∈ T B(α(n i+j+2 ), k i ). Since ||x − α(n i+j+2 )|| ≤ k i , it follows ||β(n) − T x|| ≤ ||β(n) − T α(n i+j+2 )|| + ||T α(n i+j+2 ) − T x|| ≤ 2sk i < 2 −i−1 and hence δ Y (t) = T x holds for the infinite output t of M .
2
The next lemma will be used for the following proof of Proposition 13. 
Proof of Proposition 13
We sketch the proof. For a complete version see [4] . Given the computable sequence (b n ) n∈N from Lemma 23 we can effectively determine a sequence (T n ) n∈N of diagonal operator T n : 2 → 2 as follows: for any b n we effectively determine a decreasing sequence (a nk ) k∈N of rational numbers a nk ∈ Q such that a n0 = 1 and b n = inf k∈N a nk . Now we define T n : 2 → 2 by T n (x k ) k∈N := (a nk x k ) k∈N for all (x k ) k∈N ∈ 2 . Given some x = (x k ) k∈N and a precision m ∈ N we can effectively find some j ∈ N and numbers q 0 , ..., q j ∈ Q F such that || By linearity of T n we obtain T n ( j i=0 q i e i ) = j i=0 q i T n (e i ) = j i=0 q i a ni and thus we can evaluate T n effectively up to any given precision m. Using type conversion we can prove that given the sequence (b n ) n∈N , we can actually find the sequence (T n ) n∈N effectively. Thus, since (b n ) n∈N is computable, it follows that (T n ) n∈N is a computable sequence in C( 2 , 2 ). Now, if the sequence (T n B(0, 1)) n∈N would be computable, then the computable operation R :⊆ 2 × O( 2 ) N from Lemma 22 would yield a computable sequence (r n ) n∈N of rationals with r n ∈ R(0, T n B(0, 1)) such that 0 < r n ≤ b n . But this contradicts Lemma 23. 
