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ABSTRACT 
Various characterizations for sums of matrices over arbitrary fields to be involu- 
tions are established. Applications of these results in constructing involutions of 
matrices with elements from finite fields are considered. 
1. INTRODUCTION 
Let A denote an n by n matrix over a ring with identity. Such a matrix is 
called involutory ff A 2 = I, where I is the n by n identity matrix. Studies of 
involutory matrices and special classes of involutory matrices have frequently 
appeared in the literature; e.g., see [1-4,6,8,9,18,19]. These studies are 
motivated partly by the use of involutory matrices in the study of particular 
algebraic structures and by the importance of involutory matrices and groups 
of involutory matrices in algebraic ryptography; e.g., see [5,7,10-13]. Tech- 
niques for constructing involutory matrices have been presented in [3,14-17]. 
In particular, in [16], an explicit general formula for an involutory matrix over 
a commutative ring with identity is obtained; this formula results from the 
construction procedure for involutory matrices over the ring of integers 
modulo m. Other construction methods seem to require solving a matrix 
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equation or applying similarity transformations to a matrix of a specific type. 
In this paper we consider various characterizations of involutory matrices over 
a field and obtain a method for constructing involutory matrices. 
Given an arbitrary matrix H over any field, Levine and Nahikian [17] 
established necessary and sutficient conditions for H to be involutory, and 
counted the number of dissimilar involutions of a given size. Their results, 
which we summarize and write in a single concise form in Section 2, show 
that H a = I if and only if H can be written as 
H= I ± R, (1.I) 
where the sign and the conditions on R depend upon the characteristic of the 
field. As they then illustrate with numerical examples, these forms for H can 
be used in constructing involutions over finite field. 
The purpose of this paper is to show, more generally, that involutions can 
be constructed by replacing I in (1.1) with an arbitrary tripotent matrix P, 
that is, we write 
H= P ± R, (1.2) 
where p3 = p, and consider conditions on R to have H 2 -- I. For the special 
case p2= I, our results thus provide direct methods for constructing one 
involution from another nontrivial involution P. Having summarized the 
Levine-Nahikian theorems in Section 2, we establish the main results in 
Section 3, and discuss how they can be used for computational purposes in 
Section 4. We then conclude in Section 5 with numerical examples. 
Throughout he discussion it is assumed that all matrices in any sum or 
product have elements from a field f fw i th  characteristic p; unless otherwise 
stated, p = 0 or p is an arbitrary prime. In every theorem the only assumption 
on p will be either p ~ 2 or p ~ 3, or both, and these restrictions will be 
resolved as special cases whenever possible. 
2. A COMBINED FORM FOR THE LEVINE-NAHIKIAN RESULTS 
If H is any n by n involution over any field of characteristic p ¢ 2, then, 
excluding the trivial cases H = _+ In, H is similar to a diagonal matrix 
where s, the number of eigenvalues )t = -1 ,  is called the signature of H 
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[8,17]. Then Levine and Nahikian showed [17, Theorem 1] that a necessary 
and sufficient condition for H to be a nontrivial involution with signature s is 
H = I .  - Q2P2, (2.1) 
where Q2 is n by s, Pz is s by n, and PzQ2 = 2I~, or alternatively, 
H = Q1P1-  In,  (2.2) 
where Q1 is n by r, P1 is r by n, and P1Q1 = 2 I t  w i th  r + s = n. In contrast, H 
an involution when p = 2 implies either H = I ,  or H is similar to the matrix 
[ I¢ 0 ] 1= 0 K2~ 
with K2~ the direct sum of s matrices of the form 
[1 
and r + 2s  = n, 0 < s <~ n /2 .  For H ~ I ,  in this case, s is again called the 
signature of H, and Levine and Nahikian showed (Theorem 2) that a 
necessary and sufficient condition for H to be a nontrivial involution with 
signature s is 
H = I. + (2.3) 
where Qz is n by s and P2 is s by n, both with rank s, and P2Qz = 0. Having 
characterized all nontrivial involutions in these theorems, the authors then 
noted (Theorem 3) that the number N(~-, n) of classes of dissimilar n by n 
involutory matrices over ~'is given by 
N(~- ,n )={ l+n if p¢2 ,  
1+[n/2]  if p=2.  
To motivate the starting point for our discussion in Section 3, we observe 
first that since H is an involution ff and only if ( - H)  2 = I, the alternative 
form for H in (2.2) reduces at once to (2.1). Now for any involution H in (2.1), 
P2Q~ = 2I~ implies P2 has ~ row rank and Q2 has till column rank, that is, 
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the same condition on rank required ill (2.3); and if R = QePe, then R e = 2R. 
But in a field with characteristic p = 2 we have R e= 0, which holds for 
R = QeP2 in (2.3). Conversely, noting that any n by n matrix R with rank s 
has a full rank factorization R =Q2Pe with P~Q2 = 2 I  if R e= 2R and 
P2Qe = 0 if R e= 0 establishes the following combined fonn of Theorems 1 
and 2 from Levine and Nahikian. 
THEOREM (Levine-Nahikian). Let H be an arbitrary matrix over any 
field. Then a necessary and sufficient condition for H to be an involution 
with signature s is 
t i= i -R  (2.4) 
where R has rank s and 
n 2 = 2R.  (2.5) 
That the conditions to have H involutory in this theorem call be written in 
alternative ways is easily seen: For example, replacing R by -R ,  (2.4) 
becomes 
H= I + R, (2.6) 
to correspond irectly to (2.3), in which case (2.5) becomes 
( - R )  e = - 2n .  (2 .7 )  
In addition, observe that in any field with characteristic p :~ 2, R = 2P 2 with 
P2 an arbitrary idempotent matrix satisfies (2.5). Given our goal of extending 
the Levine-Nahikian method for constructing involutory matrices, we begin in 
Section 3 by considering matrices of the form PI + P2 with p~3= PI and 
P2 e = P2. To obtain involutions in fields with characteristic p :~ 2, we then 
consider matrices P1 + aP2 with P~ = I, P~ =/ '2 ,  and a an arbitrary scalar, 
where a is introduced to yield simple sets of conditions o that (P1 + aP2)2 = I. 
It is shown, however, that excluding the trivial special case a = 0, then 
a = ___ 2, and aP 2 assumes the role of R in (2.5) or (2.7). 
3. MAIN RESULTS 
In this section we establish various characterizations for involutions which 
generalize the combined form of the Levine-Nahikian theorem. Since involu- 
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tions are obtained, these results can always be reduced to obtain the form for 
H in (2.4) where R satisfies (2.5), and such reductions will be noted below. 
For subsequent computational purposes, however, the characterizations given 
here are more appropriate. 
It will follow as a special case of Theorem 1 that there are two involutions 
associated with any tripotent matrix P~. 
THEOREM 1. Let P1 and P2 be arbitrary matrices over any field with 
p3 = P1 and P2 z = P2. Then a sufficient condition to have P1 + P2 involutory is 
that there exists a matrix N such that 
and 
P12 + P2 = ! + N (3.1) 
P1N + NP 1 = - N. (3.2) 




Proof. If N is any matrix such that (3.1) and (3.2) hold, then 
P~P2 = P,N, PzPI = NP,, (3.3) 
and 
(P, + 1"2) 2 = P~ + P1P2 + P2P1 + P2 = I + N+ P1N + NP 1 = I. 
Conversely, if P1 + P2 is an involution, then 
v~, + P,P~ + P2P, + G = I 
P12P2 + PIP2P1 + PIP2 = 0 
P, e2r, + P2P~ + P~P1 = o. 
(3.4) 
(3.5) 
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Hence 
e~ez + P, P2 = eee~ + e2e, = - P1P2P1 = - e~e2el = - P, P2P; z, (3.6) 
where the last two equalities follow from P~(P~ + Pt) = P~ + P~ = (P~ + P~ )P~. 
Therefore, with 
e?e2e, + e~e~e~ + e,e~ei = o 
from (3.5), and p # 3, 
Thus (3.6) implies 
and (3.4) becomes 
P1P2P1 = 0. (3.7) 
e l  P2 = -- pI2p2 , t)2 D1 = -- P2 P? ,  (3.8) 
p2 + P2 = I + p2p~ + p2p~" (3.9) 
Taking N = PIZP2 + PzP~ in (3.9) gives (3.1), and (3.2) follows at once from 
(3.7) and (3.8). • 
Observe that, with N defined in this manner, 
p2N + NP~ = N (3.10) 
also follows from (3.7) and (3.8). 
COROLLARY 2. I f  Pl and P2 are arbitrary matrices over any f ieM o f  
characteristic 19 ~ 3 with P~ = P1 and P~ = P2, then P1 + P2 an involution 
implies P1 z - P2 is an involution. 
Proof. If (P1 + P2) 2 = I, then (3.8) holds and 
( e~ - e2) 2 = e?  + e~ - e?e2 - e~e~ 
= (e ,  + e2) 2 = I. • 
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It should be noted that the involutions provided by Theorem 1 and 
Corollary 2 are generally distinct. Indeed, if 
P ,+P2=P~-P2 ,  (3.11) 
then P1 = P~, by use of (3.7) when p 4= 2,3. Hence P2 = 0 for p =~ 2, and thus 
P1--= I as PI + P2 = P1 is an involution. On the other hand, for p = 2 and 
P~ = Px, (3.1) gives P1 + P2 = I + N, which will be shown (Corollary 4) to be 
a standard form for an involution in this case. 
That the involutions in Theorem 1 and Corollary 2 may be written in the 
form of the Levine-Nahikian theorem can be shown in the following manner: 
Observe first that with both P~ and P2 idempotent in (3.1), then 
P2 = P22 = ( I - PlZ -4- N )2 = Pz + N 2, 
by (3.10), gives 
N2=0 (3.12) 
[which can be verified directly for the choice of N used to obtain (3.1) from 
(3.9) by noting that P2P1P2 = 0]. Also, using (3.1) to write 
PI + P2= I + P:--  P~ + N, 
then with (PI - p~)2 = _ 2(P1 _ p2) and 
N(P , -  P l z )+(P I  - PZ)N= - 2N,  
by (3.2) and (3.10), P: + Pz has the form in (2.6), where R = P1-  p2 + N 
satisfies (2.7). In a similar manner, 
e2= l -  + N (3.13) 
gives the form in (2.4), where R = 2P 2 - N. Then R satisfies (2.5), since the 
relation 
R 2 = 4P  2 - 2P2N-  2NP 2 = 2R 
follows by noting that 
NP~ + NP  2 = N 
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and 
by use of (3.1), combine with (3.10) to give P2N + NPe = N. That Pl + P2 and 
(3.13) have the correct forms in a field of characteristic p = 2 follows easily. 
It is shown in the following corollary that assuming Pt 2 = I in Theorem 1 
yields only trivial involutions. Here and in all of the remaining results in this 
section, stffficiency follows at once, so that we only prove necessity in each 
case .  
COROLLARY 3. Let P, and P2 be arbitrary matrices over any field with 
p~2 = I and ~2 = P2. Then a sufficient condition to have PL + P2 involutory is 
Pz = O. Conversely, P2 = 0 is also a necessary condition in any field o f  
characteristic 19 -4: 3. 
Proof. With Pl + P2 an involution, Pe = N by (3.1). Hence 
P~P2 + P~-P~ = - P2, (3.14) 
from (3.2), so that 
and 
P2P ,  P2 + e2e ,  = - 
which give PIP2 = P2P1. Therefore, 
,2y ,  = - (3 .15)  
by (3.14), and the conclusion follows if p = 2. In contrast, for p ~ 2, (3.15) 
implies each column of P2 is an eigenvector of P1 for eigenvalue k = - (2) ~ 
But Pl has only eigenvalues 2~ = + 1. • 
The next corollary includes the previously noted form for Pl + ~ when 
(3.11) holds in a field of characteristic p = 2. 
COROLLARY 4. Let P1 and P2 be arbitrary matrices over any f ield with 
P12 = P~ ~ 0 and P~ = P2. Then a sufficient condition to have PI + Pe involu- 
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tory is 
P I+P2=I+N,  
where N 2= 0 i f  the field has characteristic p = 2, 
255 
(3.16) 
and N=0 i fp~2.  
Conversely, these conditions are necessary in any field o f  characteristic p ~ 3. 
Proof. If P1 + P2 is an involution and p = 2, then (3.1) gives (3.16) where 
N 2 = 0 from (3.12). Now if p ~ 2,3, it follows from (3.2) that 
P1NPI + NP1 = - NP1, 
and thus 
P1NP1 = _ 2NP 1. 
Hence NP 1 = 0, since Px has only eigenvalues X = 0 and X = 1. By a similar 
type of argument applied to 
P1N + P1NP1 = _ p1N, 
P1N = 0. Thus N = 0 from (3.2). 
That the assumption p ~ 3 is needed in the proofs of necessity in both 
Corollaries 3 and 4 is apparent by noting that ff p = 3, ( I  + P2) 2 = I for any 
idempotent matrix Pz. 
Having shown in Corollary 3 that given any matrix P1 with P~ = I, there 
exists no nontrivial idempotent matrix P2 for which P1 + P2 is involutory, we 
next introduce an arbitrary scalar, a, and consider matrices of the form 
P1 + aP2 where P2 ~ 0. For completeness of the characterizations, however, 
the trivial special case a = 0 is included in each of the following results. As in 
[17], it is convenient to consider the cases p ~ 2 and p = 2 separately. 
THEOREM 5. Let PI and P2 be arbitrary matrices over any field o f  
characteristic p ~ 2 with P12 = I and P~ = P~ ¢ O. Then P1 + aP2 is an involu- 
tion i f  and only i f  one o f  the following conditions holds: 
(i) a = O, 
(ii) a = - 2, P1P2 = P2P1 = P2, 
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If Px + aP2 is an involution, then 
a( P1P2 + P2P1 ) + a2Pa = 0 (3.17) 
 (e P2P  + r2)+ 2e P1 = 0. 
Excluding the special case a = 0 that gives (i), then P1P2 = P2P1 4: 0, where 
the inequality holds because otherwise P2 = 0. Now (3.17) becomes 
which combines with 
2P~P2 + aP2 = 0, 
2P2 + aPIP2 = 0 
to yield (a 2 - 4)P 2 = 0, and thus the conditions in (ii) and (iii). • 
Replacing the condition P~ = P2 by P f  = 0 immediately gives an analog of 
Theorem 5 which includes the case p = 2. 
THEOREM 6. Let P1 and P2 be arbitrary matrices over any field with 
P~ = I and P~ = 0 # P2. Then P1 + aP2 is an involution i f  and only i f  one of 
the following conditions holds: 
( i )  a = 0 ,  
(ii) a --t: O, P1P2 + P2P1 = O. 
We remark at this point that there does not appear to be a concise way to 
combine Theorem 5 and Theorem 6 with p = 2 and a = 1 to correspond to 
the statement of the I~vine~Nahikian results in Section 2. 
As will be discussed in Section 4, given a matrix P1 with P~ = I, the 
conditions in Theorems 5 and 6 can be used directly to construct matrices P2 
to obtain nontrivial involutions. 
We conclude this section by returning to the involution Pa + P2 in 
Corollary 4 with both P1 and Pe idempotent, and generalize this result by 
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again introducing an arbitrary scalar a to write P~ + aPa. The various sets of 
conditions on Pt, Pg., and a, although clearly not useful for computational 
purposes, completely characterize such involutory matrices in forms similar to 
those in Theorems 5 and 6. Here again we only establish necessity. Also, since 
the conditions for p = 3 and p 4:3 differ somewhat, it is convenient to treat 
these cases separately. 
THEOREM 7. Let PI and Pz be arbitrary matrices over any field of 
characteristic p 4= 3 with P~ = Px 4:0 and P~ = P2 4: O. Then P~ + aP 2 is an 
involution i f  and only i f  one of the following conditions holds: 
(i) a=0,  -2 ,  PI=I ,  
(ii) a = 1, P1 + P2 = I, 
(iii) a = - 1, Px + P2 = I + N, P2N + NPz = N, N 2 = 0 for some matrix N. 
Proof. With Px + aP2 an involution, 
e~ + a(ele2 + e2e,)+ a2e2 = I. 
Moreover, using (3.18), 
a( P1P2 + P, PzPt ) + a~PxP2 = 0 
and 
so that 




taking N = P1P2 + P2P1 gives P2N + NP 2 = N and N 2 = 0 as in (iii). 
(3.21) 
when a 4: 0. 
Now a = 0 implies P1 = I, so that (i) holds. On the other hand, if a 4: 0, 
then (3.20) implies a = - 1 or P1P~ = P2P1. If a = - 1, then P1P2P1 = 0 from 
(3.19) and, dually, P2PxPz = 0 by use of (3.18). Whereupon, writing (3.18) as 
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Thus suppose a 4: - 1 and PIP-O = P2P1. If PIP2 4: 0, then (3.18) becomes 
to give 
Pl + 2aPIP2 + a2P2 = I 
P1P-O + 2aPxP-o + aePiP-o = PIP_o, 
(3.22) 
which implies a = - 2. Consequent ly,  with p ~: 3, (3.22) yields P1P-O = P-o, and 
thus P1 = I as in (i). If P1P-O = 0, then 
Pl + a2~ = I (3.23) 
from (3.18) implies a2P2 = P2, so that a = + 1. Hence a = 1, and (3.23) gives 
(ii). Final ly, note that if p = 2, then - 1 = 1 and condit ion (ii) is inc luded in 
condit ion (iii). • 
The corresponding restdt when p = 3 is given in Theorem 8 where 
portions of the proof of Theorem 7 hold without modif ication. 
THEOREM 8. Let Pl and P2 be arbitrary matrices over any field o f  
characteristic p = 3 with p~2 = p~ ~ 0 and P~ = 1'2 4: O. Then Pa + ape is an 
involution i f  and only i f  one o f  the following conditions holds: 
(i) a=0,  P l=I ,  
(ii) a = 1, Px + P2 = I + M, M 2 = M for some matrix M, 
(iii) a = 2, P1 + P2 = I + N, P2N + NP 2 = N, N 2 = 0 for some nuutrix N. 
Proof. From the proof of Theorem 7 one obtains (i) when a = 0 and (iii) 
when a = -1  = 2 in characteristic 3. Thus suppose that a 4: 0, a 4: 2, and 
PaP2 = P2Pa. If P1P2 ~ O, then (3.22) implies a = 1 and thus (3.22) can be 
written as 
P1 + P2 = I + Pl192" 
Then M = P1P2 is idempotent  and (ii) results. If P1P2 = 0, then (3.23) implies 
a = 1 and thus (3.23) gives P1 + /)2 = I, which is (ii) with M = 0. • 
4. COMPUTATIONAL PROCEDURES 
Given an arbitrary involut ion Pt over any field of characteristic p 4: 2, it 
follows at once that columns of the matrices I + Pl and I -  P~ are right 
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eigenvectors of P1 and that rows of these matrices are left eigenvectors of P1 
corresponding, respectively, to eigenvalues h = 1 and h =-  1. Moreover, 
since the partitioned matrix [I + P~, I -  P~] has full row rank, eigenvectors 
obtained in this manner using either rows or columns of I + P~ and I -  P~ 
together form complete sets. In contrast, I is the only involution in a field of 
characteristic p = 2 with a complete set of eigenvectors, and if P1 is an 
involution with signature s > 0, then again rows and columns of I + P~ are left 
and right eigenvectors of P~, but now P~ has s generalized eigenvectors 
corresponding to the two by two diagonal blocks of the submatrix K2~ 
introduced in Section 2. As will be seen in the proofs of Theorems 9, 10, and 
11, these observations on the eigenveetor structure of involutions can be used 
directly in the construction of dissimilar classes of involutions. 
THEOREM 9. Let P1 be an arbitrary n by n involution with signature s, 
0 < s < n, over any field o f  characteristic p ~s 2. Then there exists at least one 
idempotent matrix P2 with rank one such that PI + 2/'2 is involutory and the 
signature o f  P1 +2P2 is s -  1, Such a P2 may be obtained by setting P2 = 
( vu ) luv, where v is any nonzero row o f  I -  PI, say the i th, and u is any 
column o f  I - PI, say the k th, for which the i th component o f  u is nonzero. 
Dually, there exists at least one idempotent matrix P2 with rank one such that 
P1 - 2P2 is involutory and the signature of  P 1 - 2P 2 is s -4- 1; moreover, such a 
P2 may be obtained in the same manner as before except that u and v are 
chosen from I + P1. 
Proof. PI with signature s implies PI has s eigenvalues h = - 1 and n - s 
eigenvalues ~= 1, and with 0 < s < n, both I + P1 =/= 0 and I - P1 ~ 0. 
By Theorem 5(iii), P1 + 2P2 is involutory for any idempotent matrix P2 if 
and only if 
P, P2 = P2P1 = - P2, (4.1) 
so that each row and column of P2 must be a left and right eigenvector of P1, 
respectively, for X = - 1. Therefore, if v is any nonzero row of I - P1 with 
components v1 . . . . .  v,, and u is any column of I -Px  with a component 
v k # 0 for some k, then uv ~ O, and vu ~ O, since (I  - P1) 2 = 2(1 - P1) and 
p ~= 2. Hence the matrix P2 = (vu)  - luv  is idempotent and satisfies (4.1). In 
addition, with P2 formed in this manner, P2u = u. Now for any eigenvector x 
of PI for ~, = 1, 
e2x  = e2e l  X = _ e2x  
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by (4.1), so that P2x = 0. Thus, for each such eigenvector x, 
(e l  + 2t '2)x = x,  
and with P lu  = - u ,  by the method of choosing u, 
(P1 +2P2)u  --- u. 
Hence, Pl + 2P2 has n - s + 1 linearly independent eigenvectors correspond- 
ing to ~ = 1, so the signature of P1 +2P2 is at most s - 1. 
Suppose now that u 1 . . . . .  u s are any set of l inearly independent columns of 
I -  PI where one of these vectors was used as the vector u in forming 
P1 +2P2. Without loss of generality, suppose that u = u I. Then, for any set of 
scalars f12 . . . . .  fls, the vectors 
u i + f l iu l ,  i = 2 . . . . .  s ,  
are linearly independent,  and, since vu  = vu l  ~ 0, taking 
f l i=  - (vu , )  l vu i ,  i=2  . . . . .  s ,  
gives 
(el +2P2)(ui +/~iul) = - ui -~iUl ,  
so that the signature of P1 +2P2 is at least s - 1. 
A proof of the dual relationship follows in much the same manner. For if 
P1 - 2P2 is involutory and P~ = P2, then 
F1P2 = P2el = 192 (4.2) 
by Theorem 5(ii), so that rows and columns of P2 must be left and right 
eigenvectors of PI, respectively, for ~ = 1. Then forming an idempotent 
matrix P2 =(vu)  - luv  of rank one with u a cohmm and v a row of I + P1 
chosen as before,/ '2 satisfies (4.2) and P2u = u. Also, for any eigenvector x of 
Pi for )~ = - 1, we have P2x = 0 from (4.2), so that (P l  - 2P2)x  = - x ,  and in 
addit ion (P1 - 2P2)u  = - u.  Hence the signature of P1 - 2P2 is s + 1, since a 
similar argument shows the signature of P~ - 2/'2 is at most s + 1. • 
Although decreasing the signature of an involution P1 with maximum 
signature or increasing the signature of an involution P1 with minimum 
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signature is not included in the statement of Theorem 9, this can be 
accomplished in a similar manner by using the Levine-Nahikian theorem. For 
if PI has signature s = n, then P1 = - I , .  Choose u to be any nonzero column 
vector and v to be any nonzero row vector such that vu = 1. Then - I n + 2uv 
is an involution of signature n - 1, as v (2u)= 2. Moreover uv is idempotent 
of rank one. Similarly, if Pt has signature 0, then Px = I, and for such a u and 
v as before, I - 2 uv is an involution of signature one. 
For involutions PI over fields of characteristic p = 2, we have I - P1 = I + 
P1, so that the procedure mployed in Theorem 9 cannot be used directly to 
change the signature. The analogs of Theorem 9 to change the signature are 
given in Theorem 10 and Theorem 11, but the proofs are somewhat more 
complicated. 
THEOREM 10. Let P~ be an arbitrary n by n involution with signature s, 
0 < s ~< [n /2] ,  over anyf ie ld  o f  characteristic p = 2. Then there exists at least 
one matrix Pz with rank one and P~ = 0 such that P1 + Pz is involutory and 
the signature o f  P1 + P2 is s -  1. Such a Pz may be obtained by setting 
P2=(Vk) - luv ,  where v is any nonzero row o f  l + P 1, say the i th ,  and u is 
any column o f  I + P1, say the k th, for which the i th component o f  u, that is, 
the k th component v k o f  v, is nonzero. 
Proof. Since Pi is an n by n involution with signature s, the canonical 
form ] for P1 given in Section 2 implies that P1 has n - s simple eigenvectors 
x i satisfying 
Plxl = x i (4.3) 
and s generalized eigenvectors gj satisfying 
PlY1 = Yj + x], (4.4) 
where x i is the simple eigenvector associated with gj for j=  1 . . . . .  s and 
{xi: 1 <~ i <~ n - s } U { g j: 1 <~ j <~ s} is a linearly independent set of n vectors. 
Since Pl(I + P1) = I + P1, it follows that any nonzero column of I +/ '1  can be 
used as an eigenvector x i in (4.3) and I + Pt :/: 0 as s > 0. 
Designate the columns of P1 as Zk, k = 1 . . . . .  n, and let e k, k = 1 . . . . .  n, 
denote the columns of I, so that any column u of I + Px can be written as 
u = e k + z k (4.5) 
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for some k = 1, . . . ,n .  Notice that z k ~ 0, since Pl is invertible, and hence 
u ~ ek.. In addition, let v be any nonzero row of I + P1 with components 
Vl , . . . ,  v,,. Then with u any nonzero vector in (4.5) and a any nonzero scalar, 
P2 = auv  has rank one and P~ = 0, since ( I  + P1) 2= 0, and thus vu  = O. 
Moreover, P1P,2 = P2P1 = P2 for any such choice of u,  v ,  and a, so that P1 + Pe 
is involutory by Theorem 6(ii). 
Also, observe that Plek  = z k and therefore P lZk  = e k. In addition, e k and z k 
are generalized eigenvectors of P~ associated with simple eigenvector u of P~, 
since 
P~e k = z k = e k + e k-b- z k = e k+ u ,  
P l zk  = e k = e~. + za. + ,z k= u + z k.  
(4.6) 
Now for any component v k ~: 0 of v, ve  k = v k ~ O. As in Theorem 9, 
choose u to be a column of I + Pt containing a v k ~ 0 and set P'2 = (vek) luv .  
Thus for an eigenvector x i of  Pl in (4.3), ( I+  P1)x i  = 0, so that vx  i = O, 
which yields 
(t'~ +(vek) ~uv)xi=x,. 
Hence every eigenvector in (4.3) is also an eigenvector of Pl + ~,  and in 
particular, u is such an eigenvector. Using (4.5), however, 
(el q-(1)ek) 1111)}ek = (PI q- (/)ek) l(ek q- Zk)l))ffk 
=Zk +~k + Z'k=Ck, 
and thus e k is a simple eigenvector of PI + P2- Consequently, the generalized 
eigenvector e k of Pl is a simple eigenvector of Pl + P2" Since we may assume 
that xj = u and Yl = ek, the  set (x i :  1 <~ i <~ n - s}U{y  I } is linearly indepen- 
dent and contains n -s  + 1 simple eigenvectors of PI + P o. Therefore, the 
signature of P1 + P2 is at most s - 1. Moreover, for any j = 2 . . . . .  s, 
and 
x j+y i+(vek)  uvy j  (vy i )e  k 
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Since (x i+(vek) - : (vy i )u : j=  2 .. . . .  s}U{y/+(vyi)ek:  j=  2 . . . . .  s} is lin- 
early independent, the signature of Pl + P2 is at most s -  1. Hence the 
signature of Pl + P2 is s - 1. • 
We now show how to increase the signature of an involution when the 
characteristic of the field is 2. As shown in Theorem 11, the difficulty in this 
case is that the vectors u and v used to form P2 in Theorem 10 cannot be 
obtained from rows and columns of I + /1 ,  but must be determined in a 
different manner. 
THEOREM 11. Let P1 be an arbitrary matrix over any field of  characteris- 
tic p = 2 with P~ = I and signature s, 0 ~< s < [n/2].  Then there exists at least 
one matrix P2 of rank one with P~ = 0 such that P1 + P2 is involutory and the 
signature of  P: + P2 is s + 1. Such a P2 = uv may be formed by setting u equal 
to the sum of  two properly chosen simple eigenvectors of P: and choosing v in 
the solution set of  a linear system of equations whose coefficient matrix is 
constructed from P1 and certain simple eigenvectors of  PI. 
Proof. If s = 0, then P1 = I, and for any nonzero column vector u and 
nonzero row vector v with vu = O, Pz = uv has rank one, P~ --- 0, and I + P2 is 
an involution with signature 1 by the second Levine-Nahikian theorem. 
Now assume that 1 ~< s < [n/2].  Then n >/4 and r = n - 2s >/2. From 
(4.6) each nonzero column of I + P: is a simple eigenvector of Pl" associated 
with a generalized eigenvector of P1 and is an dement of the null space of 
I + PI- Moreover, as P1 is similar to the canonical form J in Section 2, I + P1 is 
similar to I + 1, and hence I + PI has rank s. Thus any simple eigenvector of 
PI associated with a generalized eigenvector of P1 must be a linear combina- 
tion of the columns of I + Px. As r >/2, Pt has at least two linearly indepen- 
dent simple eigenvectors xI and x 2 which are not associated with any 
generalized eigenvector of P1. Moreover, x 1 + x 2 is also such a simple eigen- 
vector of P1. In particular, as the dimension of the null space of I + P1 is 
n -- s >/s + 2, x 1 and x 2 may be chosen to be linearly independent vectors in 
the null space of I + P1 which are not in the column space of I + P:. Now let 
x~, i=1  .. . . .  n-s ,  be simple eigenvectors of P1, and yj, j = 1 . . . . .  s, be 
generalized eigenvectors of P1, where 
PlY1 = Y1 + xn-~s+i 
for j = 1 . . . . .  s and {x 1 . . . . .  x , -s ,  Yx . . . . .  Ys} is linearly independent. Let X = 
[x a . . . . .  x,_zs ], i.e., the matrix whose columns are the linearly independent 
simple eigenvectors x a . . . . .  xn_2~ of PI which are not associated with any 
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generalized eigenvector of/91. Thus the partitioned matrix [I + P1, X, xl, xe] 
has rank n - s < n, and the system of equations 
1)[ I÷el ,X,x i ,x2]  = [0, 1, 1], 
where 0 denotes the null row vector with 2n-  2s -  2 components, has a 
nontrivial solution v. But for any such v-¢  O, v (x  I + x2)=0,  so that if 
u = x 1 + x 2, then P2 = uv  has rank one and P~ = 0. Moreover, as v/91 = v, 
P1 + P2 is an involution by Theorem 6(ii). Finally, since 
( 1)1 + (x, + x )v }(x ,  + : x l  + 
and 
(el ÷(xl ÷ x2)°}Xl= Xl +(xl -~ x2), 
x 1 is a generalized eigenvector of/'1 + P2 associated with the simple eigenvec- 
tor x 1 + x 2 of P1 +/'2" Also, for any generalized eigenvector y/ of P1 with 
P lY j  = Yj + Xn 2s+j,  
and 
(/91 ÷(X1 ÷ X2)I)}(Xn 2s+j ÷(vYj)(X1 ÷ X2)} = Xn-2s+j q'-(t)~/j)(Xl ÷ X2)" 
The second equation follows because ( I  + P1)Y j  = x ,  2s ~j and v( I + P1) = 0 
implies vx , , _e~+j  = 0. Thus for this choice of P2, since { x I } U { yj: j=  1 . . . . .  s } 
is linearly independent, P1 + P2 has signature >~ s + 1. Moreover, for any x i, 
i = 3 . . . .  , n - 2s ,  vx  i = 0 and hence xi is a simple eigenvector of P1 ÷ ]92' As 
{x l  + x2}t2{x ,_2s+j+(vy j ) (x l  + x2):  j=  l . . . . .  s}U{x i :  i=3  . . . . .  n -  2s}  is 
linearly independent,/91 q- Pz has signature s + 1. • 
Theorem 9 can be used to construct a complete set of n + 1 dissimilar 
involutions when the characteristic p v~ 2, and the choice of a first involution 
P1 is arbitrary. In the case of a field of characteristic p = 2, Theorems 10 and 
11 can be used to construct a complete set of 1 + [ n /2 ]  dissimilar involutions 
with the first involution PI again arbitrary, but if it is necessary to both 
increase and decrease the signature of PI, the construction methods are quite 
different. In either case, however, the process provides a simple conputational 
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procedure for constructing dissimilar involutions which does not require 
starting with I or solving PzQ2 = 2Is or P2Q2 = 0 in order to construct H in 
(2.1) or (2.3), both of which are required in the Levine-Nakihian construction. 
Such procedures are il lustrated by numerical examples in Section 5. 
To conclude this section we observe that given any n by n involution 
Pl ~: + I ,  with signature s, a new involution with signature s can be con- 
structed from P1. If e l  is an involution of signature s, 0 < s < n, over a field of 
characteristic p ~ 2, v is any nonzero row of I - PI, u is any nonzero column 
of I + P1, and a is any nonzero scalar, then the matrix Pz = auv has rank one 
and satisfies P~ = 0 and P1P2 + P~P1 = O. Thus P1 + Pz is an involution by 
Theorem 6(ii). In this case, however, it is seen at once that for any vector x 
with elx  = x, (el  + P2) x = x, and for any vector y with ~/P1 = - Y, Y(Px + P2) 
= - y. Consequently, P1 and P1 + P~ have the same signature, and it follows 
that this variation on the method of choosing vectors u and v in Theorem 9 
can be used to construct pairs of involutions for which the signature does not 
change. Clearly, the same conclusion holds when v is any nonzero row of 
I + P1 and u is any nonzero column of I -  P1. One should also observe, 
however, that if u and v are chosen as in the proof of Theorem 9, but vu = O, 
then for P2 = - 2auv,  P1 and P2 do not satisfy condition (ii) of Theorem 6 and 
hence P1 + P2 is not an involution. The analog of these observations in a field 
of characteristic p = 2 is seen by noting that if Pi is any n by n involution 
with signature s, 0 < s ~< In /2] ,  then the results and notation in the first and 
second paragraphs of the proof of Theorem 10 are applicable, and with v any 
nonzero row of I + P1, u = e k + z k any nonzero column of I + Pi such that 
vek = O, a any nonzero scalar, and P2 = auv, we have that P1 + P2 is an 
involution. Moreover, e k is a generalized eigenvector of P1 with associated 
simple eigenvector u. Again the simple eigenveetors x~ in (4.3) are simple 
eigenvectors of Pt + P2. As before, we may assume x 1 = u and Yl = ek- Then 
for any j = 1 . . . . .  s, 
(el + e2) { x j "1"- ol( l..)yj)u ) = x j-}- oL( l)~j)u 
and 
+ e2)y  = + xj + , (vyj)u. 
As ve k = 0 and Yl = ek, the set of vectors 
(x j+  a(vy])u:  j=  1 . . . . .  s}U (x i : i=  s +1 . . . . .  n -  s JU  {yj: j=  1 . . . . .  s} 
is linearly independent,  and hence P1 + P2 has signature s. 
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5. NUMERICAL  EXAMPLES 
To il lustrate the computat ional  procedures provided by Theorems 9, 10, 
and 11, we begin with the involutions constructed by Levine and Nahikian 
[1]. 
Using our notation, let P1 be the involut ion 
e l  = 
11 14 
-4  -7  13 -8  
2 3 4 -1  
-2  -3  -3  2 
-2  -3  -3  1 
over the field of integers mod29,  where s ignature(P 1)= 2. Then the matrices 
and 
- 2 - 6 11 - 14 i ] 
4 8 - 13 8 
I - P1 = - 2 - 3 - 3 1 - 
2 3 3 - 1 
2 3 3 - 1 2 J 
I+P l= 
4 6 - 11 14 - 4 / 
-4  -6  13 -8  o 
l 2 3 5 -1  2 -2  -3  -3  3 2 - 2 - -  3 - 3 i 0 
can be used to constnlct  idempotent  matrices P2 in Theorem 9. For  example, 
taking v as the first row of I - Pl and u as the first column, then comput ing  
rood 29 gives vu = - 4, so 
2P~ = 2(  - 22)u~ = 
- 2 - 6 11  - 14 
4 12 - 22 28 
- 2 - 16 11 - 14 
2 6 - I1 14 
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and it follows from Theorem 5 that 
o 
5 - 9 20 - 
Px +2Pz= -3  15 -15  (5.1) 
3 - 14 16 
3 - 14 15 
is an involution, and the signature of P1 + 2P2 is 1 by Theorem 9. In a similar 
manner, use the first row and last column of I + P1 to form vectors v and u. 
Then vu  = - 8 and 
2e2 = 2( lS )uv  = 
~ 1~ 1~ ~o~ ] o ooo 
27 26 - 9 22 - 27 
- 27 26 9 - 22  2 
0 0 0 0 
to give the involution 
I~ o o o o] -4  -7  13 -8  0 
P1-2P2= -25  -23  13 -23  0 , (5.2) 
25 23 - 12 24 
-2  -3  -3  1 - 
where the signature of P I -  2P2 is 3. It should be noted that applying the 
method for decreasing the signature to P1 + 2P2 in (5.1) then gives I, whereas 
two applications of the method for increasing the signature, starting with 
P1 - 2P2 in (5.2), give - I. 
To illustrate the method for constructing involutions for matrices in a field 
of characteristic p = 2, let Pl be the involution 
el 
Ii°111 0 0 1 0 
1 1 1 1 , 
1 1 1 
0 0 0 
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where the signature of Pl is 2. Then 
I+  Pl = 1 I] 1 1 0 1 0 1 I 0 1 , 
0 1 1 0 
0 0 0 0 0 
and using the first row and first cohunn of I + Pl to form 
I 
1 0 1 1 0 
1 0 1 1 0 
1 0 1 1 0 
0 0 0 0 0 
0 0 0 0 0 
gives the involution 
0 1 0 
/91 + P2 = l 0 0 (5.3) 
1 1 1 
0 0 0 
from Theorem 6, where the signature of PI + P2 is 1, by Theorem 10. As in 
the case of PI +2~ in (5.1), now reducing the signature of P1 + P2 in (5.3) 
again gives I. 
To show the method of increasing the signature for the case p = 2, let Pl 
be the involution 
el 
[i111 1 0 I 1 1 1 0 1 1 
1 1 0 1 
1 1 1 0 
1 1 1 1 0 J 
with signature 1. Then x 1=[1 1 0 0 0 0] r, x 2=[1  0 1 0 0 0] r, x 3= 
[1 0 0 1 0 0] r ,x  4=[1  0 0 0 1 0] r ,andx  5=[1  1 1 1 1 1] r are linearly 
independent simple eigenvectors of P1, and y l=[1  0 0 0 0 0] T is a 
generalized eigenvector of P1 with associated simple eigenvector x 5. Then 
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v = [0 1 1 0 0 0] r is a solution of v[I + P1, x3, Xa, xx, x2] = [0,1,1], where 0 
is the null row vector with 8 components. Thus 
0 0 0 0 0 i l   1 1   0 
o 0 1 1 0 0 
t '2=(x l+x2)v= 0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
and hence [i1111il 1 1 0 1 1 1 0 1 1 1 1 t°'*Jt~'A~ PI + Pz = 
1 1 0 1 
1 I 1 0 
I 1 1 1 
is an involution from Theorem 6, where signature of P1 + P2 is 2, by Theorem 
11. If this method is now applied to the involution in (5,4), an involution 
[i1111il 0 1 1 1 
1 1 1 0 
1 1 0 1 
1 1 1 1 
of signature 3 is obtained when the basis specified in the proof of Theorem 11 
is used. 
The authors wish to thank the referee for the helpful suggestions and a 
detailed list of references. 
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