Abstract. Using the simple case of Blasius similarity solution, we illustrate a recently developed general method[2],[3] that reduces a strongly nonlinear problem into a weakly nonlinear analysis. The basic idea is to find a quasisolution F 0 that satisfies the nonlinear problem and boundary conditions to within small errors. Then, by decomposing the true solution F = F 0 + E, a weakly nonlinear analysis of E, using contraction mapping theorem in a suitable space of functions provides the existence of solution as well as bounds on the error E. The quasi-solution construction relies on a combination of exponential asymptotics and standard orthogonal polynomial representations in finite domain.
Introduction and main results
Nonlinear mathematical problems abound in vortex dynamics as they do in all areas of the sciences. For the most part, available mathematical tools are limited to numerical computations. While providing for valuable insights, computations do not usually address the associated existence and uniqueness questions. In problems involving infinite domain for which numerical computations are usually truncated to finite subdomains, these questions are more than just of theoretical interest. For instance, determination of hetero-clinic and homoclinic orbits of dynamical system play an important role in Langrangian chaos (see for instance the review paper [4] ). Yet, numerical computations of such two point boundary value problems cannot by themselves resolve the question whether or not such orbits exist in the first place. Also, in many problems, such as in hydrodynamic stability, a clear understanding of the associated spectral problem is facilitated greatly by analytical representation of steady state solutions. This explains at least in part why analytical expressions for solutions to nonlinear problems remain an important area of research. Closed form solutions however exist only for a small sub-class of problems (essentially for integrable models). On the other-hand, if a problem involves some small parameter ε (or a large parameter) and the limiting problem is exactly solvable, then there exist quite general asymptotic methods to obtain convenient expansions for the perturbed problem.
Indeed, consider for instance the question of finding the solution to N [u, ε] = 0, where N is a (possibly nonlinear) differential operator in some space of functions satisfying boundary/initial conditions and that u 0 is the solution at ε = 0. Existence and uniqueness of a solution u as well bounds on the error E = u − u 0 may be found as follows. We write
where L = ∂N ∂u | u=u0 is the Frechet derivative of N , δ = N [u 0 ] is the residual and
. Assuming L to be invertible in a suitable space of functions subject to appropriate initial/boundary conditions, and using the fixed point or contractive mapping theorems in an adapted norm, the small nonlinearity N 1 (E) can be controlled. Recently, a relatively general strategy has been employed [2] - [3] in problems without explicit small or large parameters. The approach uses exponential asymptotic methods and classical orthogonal polynomial techniques to find a function u 0 , we call it a quasi-solution, which is a very accurate global approximation of the sought solution u, in the sense that δ = N (u 0 ) is small in a suitable norm and the boundary conditions are satisfied to within small errors. Once this is accomplished, a perturbative approach similar with the one above applies with the role of ε played by the norm of δ and one obtains an actual solution u by controlling the equation satisfied by E = u − u 0 . The method has been generalized to integro-differential equations arising in steady 2-D deep water waves [5] ; therefore, it might be expected that this should be generalizable to vortex patches as well. Indeed, quasi-solution approach is more general and can be generalized to PDEs as well, though the details in higher dimensions are computationally challenging. The only crucial conceptual barrier is the ability to determine suitably appropriate bounds on L −1 . Here, we explain the stategy for the relatively simple but well-known Blasius similarity solution [6] arising in boundary layer fluid-flow past a flat plate. Since the audience is mostly non-mathematicians, we limit ourselves to presenting the theorems and explaining the implications while omitting technical proofs given elsewhere [7] . We also elucidiate the construction of quasi-solution and give some indication on how error estimates are obtained. In the last section, we present new results when boundary layer similarity solution is required to satisfy a more general boundary condition than the usual no-slip condition. The point is to briefly explain how parameters can be incorporated in a quasi-solution formulation. The detailed proofs will appear elsewhere [8] .
The classic Blasius similarity solution to boundary layer equations past a semiinfinite plate satisfies
with no-slip boundary conditions:
A generalization of (2) is also of interest (see for eg. [11] , [12] ) and involves modification of the no-slip boundary conditions:
The Blasius similarity solution have garnered much attention since Blasius [6] derived it (1) as an exact solution to Prandtl boundary layer equations. Existence and uniqueness were first proved by Weyl in [9] . Issues of existence and uniqueness for this and related equations have been considered as well by many authors (see for eg. [11] , [12] , the latter being a review paper). Hodograph transformations [10] allow a convergent power series representation in the entire domain, but the convergence is slow at the edge of the domain and the representation is not quite convenient in finding an approximation to f directly. Empirically, there has been quite a bit of interest in obtaining simple expressions for Blasius and related similarity solutions. Liao [13] for instance introduced a formal method for an emprically accurate (1) The equation in the original Blasius' paper has a coefficient 1 2 for f f ′ ; however the change of variable x → x/ √ 2, f → f / √ 2 transforms (1) into Blasius' original equation. Thus, f ′′ (0) = 0.469600 ± 0.000022 transforms to f ′′ (0) = 0.3320574 ± 0.000016 in the original variables.
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approximation; the theoretical basis for this procedure and its limitations remain however unclear. We are unaware of any rigorous error control for this or any other efficient approximation in terms of simple functions. Also, we are unaware of any systematic procedure that allows for analytical representation of solution to any desired accuracy.
In [9] , using a transformation introduced by Topfer [15] , it is also proved that f in (1), (2) can be expressed as
where F satisfies the initial value problem
with initial conditions
In (4), lim x→∞ F ′ (x) = a ∈ R + (cf. [9, 15] ). More general boundary conditions (3) on f translate into following initial conditions on F :
where α = a 1/2α and γ = aγ. Note that the solution f to the original problem is obtained through the transformation (4); the appropriately non-dimensionalized wall stress is given by
It is to be emphasized that this transformation, though convenient, is by no means necessary to construct a quasi-solution, since a quasi-solution only needs to satisfy initial/boundary conditions approximately. This will be clearer in the error analysis where it will be seen that nonhomogeneous initial/boundary conditions are allowable as long as they are small. For this reason, the methodology outlined here can be extended to more general two point boundary value problems. 
Main Results for
where erfc denotes the complementary error function and let
The theorem below provides an accurate representation of solution F to (5), (6). 
with the property that F 0 is a representation of the actual solution F to the initial value problem (5)- (6) within small errors. More precisely,
where the error term E satisfies
and for x ≥ 5 2
Remark 1. Certainly, F is smooth since it is is an actual solution of (5), (6) , which exists on [0, ∞) and is unique, see [9] . However, the particular choice (a, b, c) ∈ S in Theorem 1 needed in order for F = F 0 + E to solve (5)-(6) does not ensure continuity of the approximate solution F 0 at x = Note also that (17) implies not only small absolute errors (that, in the far field hold even for the approximation of F ′′ by zero) but also very small relative errors on respectively. Using the nonrigorous bounds on E and its derivatives reduces the ρ 0 in the definition of S from 5 × 10 −5 to 1.4 × 10 −5 . It is thus likely that (a, b, c) ≈ (a 0 , b 0 , c 0 ) with five (rather than the proven four) digits accuracy. Further, there is no theoretical limitation in the accuracy in this approach. Higher accuracy will require a higher order or piecewise polynomial expressions in 0, 5 2 and using a higher order truncation of the series (55) for q 0 , as explained in the ensuing.
The proof of Theorem 1 rests on the following three propositions; we will discuss the idea behind the proofs of these propositions in later sections.
and satisfies the bounds (16) on I = 0,
a , for T ≥ 1.99, which corresponds to t ≥ T ≥ 1.99, there exists unique solution to (5) in the form
that satisfies the condition lim t→∞
where E is small and satisfies the following error bounds:
Proposition 4. There exists a unique triple (a, b, c) ∈ S so that the functions in the previous two propositions: (t(x) ), respectively, and relating x-derivatives to t derivatives, the error bounds for E, E
′ and E ′′ follow from the ones given for E in Proposition 3 for (a, b, c) ∈ S. We discuss these propositions in later sections. . To avoid estimating derivatives of an approximation, which are not well-controlled, we project instead the approximate third derivative
. The rigorous control of the errors of the integrals of F ′′′ is a much simpler task. For a given polynomial degree, a Chebyshev polynomial approximation of a function is known to be, typically, close to the most accurate polynomial approximation, in the sense of L ∞ . A power series is less efficient since it is constrained by complex plane behavior.
We seek to control the error term E in (15) by first estimating the remainder
, which will be shown to be small (≤ 0.673×10
−6
). Then, we invert the principal part of the linear part of the equation for the error term E by using initial conditions to obtain a nonlinear integral equation. The smallness of R and careful bounds on the resolvent L −1 help prove Proposition 2.
3.1. Estimating size of remainder R(x) for x ∈ I. Since P is a polynomial of degree twelve, R(x) is a polynomial of degree 30. We estimate R in I in the following manner. We break up the interval into subintervals
j=1 with x 0 = 0 and x 14 = (2) The intervals were chosen based on how rapidly the polynomial R(x) varies locally.
We re-expand R(x) as polynomial in the scaled variable τ , where x = 1 2 (x j + x j−1 )+ 1 2 (x j − x j−1 ) τ . and write
and determine the maximum M j and minimum m j of the third degree polynomial P (j) 3 (t) for τ ∈ [−1, 1] (using simple calculus). We bound the contribution of the remaining terms:
It follows that in the j-subinterval we have
The maximum and minimum over any union of subintervals is found simply taking min and max of m j − E (j) R and M j + E (j) R over the the indices j for subintervals (2) As described elsewhere [6] , it is convenient to choose one of the subdivision points xc to be approximately, to the number of digits quoted, the value of x where F ′′ 0 (x) − 2F ′ 0 (x) + 1 changes sign.
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involved. This elementary though tedious calculation We note that the remainder is at most 6.73 × 10 −7 in absolute value in the interval I. In the same way, we find bounds for for the polynomials F 0 (x),
while for x ∈ Projecting R instead to Chebyshev polynomials in each of the sub-intervals [0, x c ], [x c , 2] and [2, 2.5] gives somewhat better bounds. In both cases, the bounds are not as sharp as ones estimated through local Taylor series expansion. Nonetheless, this method is simpler and more easily adapted to multi-variables.
Error estimate on a sub-interval
We seek to find error estimates for E(x) and its first two derivatives for x ∈ I. On [x l , x r ] ⊂ I, where E(x l ), E ′ (x l ) and E ′′ (x l ) are considered known, E satisfies:
Using a variation of parameter approach, where {Φ j } 3 j=1 are fundamental solutions to LΦ = 0, we may invert the operator L by using the boundary condition at x = 0 to obtain an integral equation in the form:
The maximum and minimum found through analysis described here is found to be consistent with a numerical plot of the graph of R(x), as must be the case. The calculations can be conveniently done with a computer algebra program, as they only involve operations with rational numbers. and where E is given in terms of E ′′ :
Note that (35) [7] for details). This is possible without explicit knowledge of {Φ j } 3 j=1 or the resolvent operator G, provided that the bounds are not too large. In the following sub-section we detail how energy methods can be used for that purpose.
3.3.
Green's function estimate. Consider now the problem of solving the linear generally inhomogeneous equation
The solution of this inhomogeneous equation is given by the standard variation of parameter formula:
where
form a fundamental set of solutions to Lφ = 0 and {Ψ j (x)} 3 j=1 are elements of the inverse of the fundamental matrix constructed from the Φ j and their derivatives. The precise expressions are unimportant in the ensuing: we only need their smoothness in x. It also follows from the properties of Φ j and Ψ j
It is useful to write (38) in the following abstract form
where from general properties of fundamental matrix and its inverse for the linear ODEs with smooth (in this case polynomial) coefficients G is a bounded linear operator on C([x l , x r ]); denote its norm by M ,
We will outline how estimates of M j for j = 1..3 and M may be obtained indirectly, using "energy" bounds. Because of linearity of the problem, for the purposes of determining these bounds, it is useful to separately consider the cases (i)-(iii), when r = 0, φ (k−1) (x l ) = 0 for 1 ≤ k = j ≤ 3, φ (j−1) (x l ) = 1 respectively, and, finally, (4) In particular,
.3 and r(t) = 0. For all cases (i)-(iv), we return to the ODE
Multiplying by 2φ
′′ and integration gives (43)
Using (44) in (43), it follows that
Using Cauchy Schwartz inequalities, the relation between φ and φ ′′ and Gronwall's inequality, it is not difficult to prove by considering separately cases (i)-(iv) that 
where G(x) is exponentially small in x for large x. Indeed, through change of variable t = t(x) given by (11) and G = a 2t q(t), q satisfies
and from a general theory [14] (5) it may be deduced that small solutions q must have the convergent series representation
where the equations for Q n may be deduced by plugging in (55) into (54) and equating different powers of ξ. With appropriate matching at ∞, one obtains Q 1 (t) = 2tI 0 (t) and Q 2 (t) = −tI 0 − tI 2 0 + 2tJ 0 , where (56)
The two term truncation of (55) proved adequate to determine an accurate quasisolution in an x-domain that corresponds to t ≥ 1.99 if |c| ≤ We decompose
where (60) Q 1 (t) = 2tI 0 (t) , where I 0 (t) :
Though the non-degeneracy condition stated in [14] does not hold, a small modification leads to the same result
We obtain a nonlinear integral equation for h, which is related to E as follows:
A contraction mapping argument in a small ball is possible by exploiting the smallness of the residual R = R(t) given by (63)
This leads to proof of Proposition 3 (see [7] for details).
5.
Matching for (α, γ) = (0, 0) and proof of Proposition 4
In order for the two representations (32) and F (x) = ax+b+ a 2t(x) (q 0 (t(x)) + E(t(x))) to to coincide at x = 5 2 we match F and its two derivatives; from (59), (58) and (62) we get
where . 2 is the Euclidean norm and let
The system of equations (64)- (66) is written as
We define J = ∂N ∂A to be the Jacobian and J 2 denotes the l 2 (Euclidean) norm of the matrix. We note that
Proof. The mean-value theorem implies
Thus, (70) and (71) imply that N : S A → S A and that it is contractive there; the result follows from the contractive mapping theorem. Remark 4. Note that the proof of Proposition 4 only requires smallness of the norms of h and E (we recall that F = F 0 + E) and on no further details about them. If in some application F 0 needs to be made C 2 , then this can be ensured by iterating N with h = E = 0; the first thirteen digits obtained in this way are given in (18).
6. Generalization for (α, γ) = (0, 0)
Here we consider for simplicity the special case γ = 0, α ∈ − 3 50 , 3 50 . Through piecewise polynomial representatons, other intervals in α can similarly be incorporated; it is to be noted that non-existence of globally acceptable solution for some ranges of (α, γ) is manifest in the present approach by lack of matching at x = The following estimates are obtained from the l 1 -norm of the coefficients of Chebyshev expansion of R on appropriate intervals of x and α as described in Subsection 3.1. 6.1.3. Error estimates. Using the contractive mapping principle [7] , [8] and the above result, we obtain the following error bounds on the subintervals. Compared with the errors against numerically calculated solution, these estimates turned out to be 10 to 20-fold over-estimates. This yields the error bounds (81).
