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This paper is concerned with the initial value problem for the non-
linear Klein–Gordon–Schrödinger (KGS) equations in R3+1 time–
space. By using viscous approach, the existence of the global ﬁnite-
energy solution is established for the nonlinear KGS equations by
compactness argument. In addition, the uniqueness of the solution
is proved by introducing a function with integral form.
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1. Introduction
The present problem we consider is the Cauchy problem for Klein–Gordon–Schrödinger (KGS) sys-
tem with the nonlinear terms which describe a generalization of the classical model of the Yukawa
interaction between complex neutron ﬁeld and neutral meson with driving force in quantum ﬁeld
theory [1].
i∂tψ + ψ + i|ψ |p−1ψ = −φψ, x ∈R3, t ∈R+, (1.1)
φ +mφ + |φ|q−1φ = |ψ |2, x ∈R3, t ∈R+, (1.2)
(ψ,φ, ∂tφ)(x,0) =
(
ψ0, φ0, φ1
)
, x ∈R3. (1.3)
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ﬁeld while φ is a real scalar meson one. The real constant m denotes the mass of a meson, p and q
are positive numbers satisfying 2 p  4, 1 q 3.
In the last decades, the classical Yukawa-type KGS equations have been investigated by several
authors [3–9]. For the special system with p = q = 3, N. Hayashi [2,11] established the existence of
solution. M.M. Cavalcanti and V.N.D. Cavalcanti [10] and V. Bisognin et al. [15] studied the existence
and uniform decay rate of global solutions by virtue of the Galerkin procedure in a bounded domain.
C. Miao and G. Xu [12] established the time global low regularity well-posedness in R2+1 by using
Bourgain’s technique of splitting frequency. Q. Shi and S. Wang [16] proved the global well-posedness
for a class of special driving model with the help of Strichartz estimates. However, for a more general
case of the system (1.1)–(1.3) (p = 3, q = 3), there are very few analytical available results as we
known.
In this paper, we consider the well-posedness of Cauchy problem for a generalized model in R3+1.
Via making a series of estimates and constructing contraction mapping, the existence of solution is
established in energy space for the system with much higher nonlinear degree by introducing a vis-
cous term and making detailed compactness argument. However, weakly convergence analysis cannot
guarantee the uniqueness of solution. In addition, traditional energy estimates do not work as deal-
ing with the nonlinear terms in system (1.1)–(1.3). In fact, we can ﬁnd it is necessary to admit the
solution with H
3
2+ ( > 0) regularity when making L2-estimates, but it is much higher than the
one of solution space (H1 × H1). To this end, we introduce an integral-type function which avoid
the extra requirement. Together with the classical energy method, we proved the uniqueness of so-
lution, but we have not succeeded in proving its continuous dependence with respect to the initial
data.
The rest of this paper is organized as follows. In Section 2, we summarize some preliminaries. We
introduce an approximate system, give some basic notations of this paper, and obtain some important
lemmas. In Section 3, we ﬁrst establish the existence of the solution to the approximate system based
on the contraction mapping principle. Then, by using the compactness argument, the existence of the
ﬁnite-energy solution of the original KGS system (1.1)–(1.2) is also proved. In Section 4, we discuss
the uniqueness of the solution to the KGS system.
2. Preliminaries
In this part, we introduce an approximate system to be used to construct the approximating solu-
tion of KGS equations (1.1)–(1.2), give some notations which will be used throughout this paper, and
derive several important properties for the approximate system of the KGS equations (1.1)–(1.2).
We ﬁrst introduce the following regularized system of KGS equations (1.1)–(1.2) with a small dis-
sipation constant and write the system
i∂tψ + (1− i)ψ + i|ψ |p−1ψ = −φψ, x ∈R3, t ∈R+, (2.1)
φ +mφ + |φ|q−1φ = |ψ |2, x ∈R3, t ∈R+. (2.2)
Here  > 0 is a small dissipation constant.
We deﬁne the wave energy and the system energy by
Q (t) =
∫
ψψ dx,
E(t) = 1
2
(∥∥∇ψ(t)∥∥22 + ∥∥∇φ(t)∥∥22 +m∥∥φ(t)∥∥22 + ∥∥φ′(t)∥∥22 + 2q + 1
∥∥φ(t)∥∥q+1q+1
)
−
∫ ∣∣ψ(t)∣∣2φ(t)dx. (2.3)
For the approximate system (2.1)–(2.2) with new viscous terms, by simple calculation, we can derive
the following result.
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Q (T ) + 2
T∫
0
‖∇ψ‖22 dt + 2
T∫
0
‖ψ‖p+1p+1 dt = Q (0),
E(T ) = E(0). (2.4)
Let w = φt , denote J := |ψ |2 −mφ − |φ|q−1φ, K := iφψ − |ψ |p−1ψ . The system (2.1)–(2.2) may be
written as the equivalent form
φt = ω, (2.5)
ωt − φ = J , (2.6)
ψt − (i + ε)ψ = K . (2.7)
In what follows, we consider the system (2.5)–(2.7) with the initial data (1.3). Denote Φ :=
(φ0, φ1,ψ0), u := (φ,ω,ψ), F (u) := (0, J , K ), we rewrite the system (2.5)–(2.7) as the following inte-
gral form
u = MΦ F (u). (2.8)
Here MΦ : ((φ,ω,ψ) → (φM ,ωM ,ψM)) is the linear mapping deﬁned by
(
φM(t)
ωM(t)
)
= U (t)
(
φ0
φ1
)
+
t∫
0
U (t − s)
(
φ(s)
ω(s)
)
ds, (2.9)
ψM(t) = S(t)ψ0 +
t∫
0
S(t − s)ψ(s)ds (2.10)
with
U (t) = exp
{
t
(
0 I
 0
)}
, S(t) = exp{(i + ε)t}. (2.11)
Before stating our results, we introduce several basic notations. For 1 p ∞, Lp = Lp(R3) is the
standard Lebesgue space and its norm denoted by ‖ · ‖p . For s > 0, Hs,p = Hs,p(R3) is usual Sobolev
space with the norm ‖ · ‖s,p . Conventionally, if p = 2, the superscript p is omitted as Hs . Let I = [0, T ]
denote an interval in R+ , if X is a Banach space, we often use LpT X to denote the space of X-valued
strongly measurable functions on I whose X-norm belongs to Lp(I), and let CT X denote the similar
space except X-norm is continuous with respect to time. On the other hand, we also use BCT to
replace the bounded continuous space, and denote the bounded weakly continuous space by BCwT .
The inequality a  b means a  Cb, here C is an absolute positive constant which may change from
line to line.
For the initial data Φ = (φ1, φ0,ψ0), s 1, we deﬁne the space
Xs0 =
{(
φ0, φ1,ψ0
) ∣∣ (φ0, φ1,ψ0) ∈ Hs × Hs−1 × Hs}
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‖Φ‖Xs0 =
∥∥φ0∥∥s,2 + ∥∥φ1∥∥s−1,2 + ∥∥ψ0∥∥s,2.
Let ‖ · ‖s,p,q be the norm in LqT W s,p . As the solution space for the system (2.5)–(2.7), we take the
space Xs(T ) of all triples u = (φ,ω,ψ) in CT Xs0 with the norm deﬁned by
‖u‖Xs(T ) = ‖φ‖s,2,∞ + ‖ω‖s−1,2,∞ + ‖ψ‖s,2,∞.
We also introduce the space Y s(T ) = {u | u ∈ L2(I; Hs × Hs−1 × Ws,3/2)} with the norm
‖u‖Y s(T ) = ‖φ‖s,2,2 + ‖ω‖s−1,2,2 + ‖ψ‖s,3/2,2.
When there is no danger of confusion, we write Xs(T ), Y s(T ) simply as Xs , Y s .
Lemma 2.1. Let  > 0, initial data Φ ∈ X10 . Then MΦ maps Y 1 to X1 satisfying
‖MΦu‖X1  C()‖Φ‖X10 +
(
T 1/4 + T 1/2)‖u‖Y 1 . (2.12)
Proof. Let u = (φ,ω,ψ) ∈ Y 1 and let (φM ,ωM ,ψM) be deﬁned by (2.9)–(2.10). Note that U (t) is
an isometry on H1 × L2. Therefore, from (2.9) we have (φM ,ωM) ∈ CT (H1 × L2) and the following
inequality
∥∥φM∥∥1,2,∞ + ∥∥ωM∥∥0,2,∞  (∥∥φ0∥∥1,2 + ∥∥φ1∥∥0,2)+ T 1/2(‖φ‖1,2,2 + ‖ω‖0,2,2). (2.13)
Thus to complete the proof, it is suﬃcient to show that ψM belongs to CT H1 and satisﬁes
∥∥ψM∥∥1,2,∞  C()(∥∥ψ0∥∥1,2 + T 1/4‖ψ‖1,3/2,2). (2.14)
In fact, we consider the equation
∂tϕ − (i + )ϕ = 0
with the initial data ϕ|t=0 = ψ0, obviously, ϕ = S(t)ψ0 is the solution. By the standard energy esti-
mate, we have
∥∥S(t)ψ0∥∥22 + 2
t∫
0
∥∥∇ S(t)ψ0∥∥22 ds = ∥∥ψ0∥∥22. (2.15)
On the other hand, the classical Lp − Lq estimate for the heat operator shows
∥∥S(t) f ∥∥2  C()t−1/4‖ f ‖3/2, (2.16)∥∥∇ S(t) f ∥∥2  C()t−3/4‖ f ‖3/2. (2.17)
Then, we can deduce
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t∫
0
S(t − τ )ψ(τ )dτ
∥∥∥∥∥
2
 C()
t∫
0
(t − τ )−1/4∥∥ψ(τ )∥∥3/2 dτ
 C()t1/4
[ t∫
0
∥∥ψ(τ )∥∥23/2 dτ
]1/2
, (2.18)
similarly, we have
∥∥∥∥∥
t∫
0
S(t − τ )∇ψ(τ )dτ
∥∥∥∥∥
2
 C()
t∫
0
(t − τ )−1/4∥∥∇ψ(τ )∥∥3/2 dτ
 C()t1/4
[ t∫
0
∥∥∇ψ(τ )∥∥23/2 dτ
]1/2
, (2.19)
which implies φ(τ ) ∈ CT H1. Together with (2.15), (2.18) and (2.19), we can get (2.14). 
Furthermore, we point out the nonlinear function F (u) in (2.8) is a local Lipschitz map from X1(T )
to Y 1(T ).
Lemma 2.2. For any (u,u′) ∈ X1 × X1 , F (u) maps X1(T ) to Y 1(T ) satisfying
∥∥F (u)∥∥Y 1  (1+ T 1/2)Z(‖u‖X1)‖u‖X1 , (2.20)∥∥F (u) − F (u′)∥∥Y 1  (1+ T 1/2)Z(‖u‖X1 + ∥∥u′∥∥X1)∥∥u − u′∥∥X1 , (2.21)
where Z(r) = {r + (1+ r)θ }, θ = max{p,q} − 1.
Proof. Let u = (φ,ω,ψ) ∈ X1. Recall the deﬁnition F (u) = (0, J , K ), we then estimate the components
of F (u). We ﬁrst show that
‖ J‖0,2,2 
(
1+ T 1/2){‖u‖X1 + (1+ ‖u‖X1)θ}‖u‖X1 , (2.22)
‖K‖1,3/2,2 
(
1+ T 1/2){‖u‖X1 + (1+ ‖u‖X1)θ}‖u‖X1 . (2.23)
Indeed, by Cauchy–Schwartz and Gagliardo–Nirenberg’s inequalities, we have
‖ J‖2  ‖ψ‖1/22 ‖ψ‖3/26 + ‖φ‖2 + ‖φ‖q2q
 ‖ψ‖1/22 ‖∇ψ‖3/22 + ‖φ‖2 + ‖φ‖q(1−σ )2 ‖∇φ‖qσ2
 ‖ψ‖21,2 + ‖φ‖2 + ‖φ‖q(1−σ )2 ‖∇φ‖qσ2

(‖ψ‖1,2 + 1+ ‖φ‖q−11,2 )(‖ψ‖1,2 + ‖φ‖1,2), (2.24)
where σ = 3(q − 1)/2q. On the other hand, for another component K (φ,ψ) of F (u), we can derive
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
(‖φ‖1,2 + ‖ψ‖p−12p−2)‖ψ‖1,2

(‖φ‖1,2 + ‖ψ‖p−11,2 )‖ψ‖1,2, (2.25)
‖∇K‖3/2  ‖ψ∇φ‖3/2 + ‖φ∇ψ‖3/2 + ‖ψ‖p−12p−2‖∇ψ‖2

(‖φ‖1,2 + ‖ψ‖p−11,2 )‖ψ‖1,2. (2.26)
Using Hölder’s inequality with respect to the time for (2.24), (2.25) and (2.26), we can deduce (2.20).
(2.21) can be derived by a similar way. 
3. Existence of the solution for KGS
Lemma 2.1 and Lemma 2.2 imply the local existence of solution for the approximate system
(2.1)–(2.2), namely, we can establish the contraction map from X1 to itself in short time. On the
other hand, note that the following estimate in the system energy (2.3) holds
∣∣∣∣
∫ ∣∣ψ(t)∣∣2φ(t)dx∣∣∣∣
( ∫ ∣∣ψ(t)∣∣3 dx)1/3( ∫ ∣∣φ(t)∣∣6 dx)1/6( ∫ ∣∣ψ(t)∣∣2 dx)1/2
 ‖∇ψ‖1/22 ‖∇φ‖2‖ψ‖3/22
 1
4
‖∇ψ‖22 +
1
4
‖∇φ‖22 + C‖ψ‖62
= 1
4
‖∇ψ‖22 +
1
4
‖∇φ‖22 + C‖ψ0‖62. (3.1)
Therefore, the solution is global in time just as the energy is ﬁnite. We then have the proposition as
follows.
Proposition 3.1. Let  > 0, initial data (φ0, φ1,ψ0) ∈ X10 . Suppose that the energy is ﬁnite, then there exists
a unique and global solution (ψ,φ) to the system (2.1)–(2.2) such that (φ,φt,ψ) ∈ BC∞(H1 × L2 × H1).
We now prove the existence of global ﬁnite-energy solutions of the initial value problem for the
exact KGS system (1.1)–(1.3) by making use of Proposition 3.1 and a compactness method.
Theorem 3.1. Assume that (ψ0, φ0, φ1) ∈ X10 with ﬁnite system energy. Then there exists at least one solution
(ψ,φ) of (2.1)–(2.2) with  = 0 (i.e. original system (1.1)–(1.2)) such that (φ,φt,ψ) ∈ BCw∞(H1 × L2 × H1).
Proof. Let n > 0 such that n → 0. By Proposition 3.1, for any ﬁxed n and initial data (ψ0, φ0, φ1),
there is a unique solution (ψn, φn) to the regularized equations
∂tψn − (i + n)ψn = Kn(ψn, φn), x ∈R3, t ∈R+,
φn = Jn(ψn, φn), x ∈R3, t ∈R+ (3.2)
such that (ψn, φn, φnt) ∈ BC∞(H1 × H1 × L2). By Gagliardo–Nirenberg’s inequality, we have
∥∥ J (φn,ψn)∥∥  ‖ψn‖24 + ‖φn‖2 + ‖φn‖q2q  ‖ψn‖21,2 + ‖φn‖2 + ‖φn‖q1,2. (3.3)2
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∥∥K (φn,ψn)∥∥3/2  (‖φn‖1,2 + ‖ψn‖p−12p−2)‖ψn‖1,2  C . (3.4)
By the inequality (3.3)–(3.4), together with the boundedness of the solution (ψn, φn, φnt), we can
extract a subsequence of {(ψn, φn)}, which we denote again by {(ψn, φn)}, such that
ψn → ψ weakly* in L∞H1, (3.5)
φn → φ weakly* in L∞H1, (3.6)
φtn → φt weakly* in L∞L2, (3.7)
J (φn,ψn) → α weakly* in L∞L2, (3.8)
K (φn,ψn) → β weakly* in L∞L3/2, (3.9)
for some (ψ,φ) ∈ BC∞(H1 × H1) and (α,β) ∈ L∞(L2 × L3/2). Let n → ∞ in (3.2), by (3.5)–(3.9), in the
distribution sense, we have
φ = α, ψt − iψ = β. (3.10)
We shall show that (ψ,φ) is the desired solution. Noting that φt is bounded from R+ to L2, we have
from (3.10) that ψt and ∂2t φ are bounded from R
+ to H−1. Thus (ψ,φ,φt) is continuous as a mapping
from R+ to H−1 × L2 × H−1. By virtue of (ψ,φ,φt) ∈ L∞(H1 × H1 × L2), we can deduce (ψ,φ,φt) is
weakly continuous as a mapping from R+ to H1 × H1 × L2.
Next we prove the fact (ψ,φ) satisﬁes the initial condition (1.3). Indeed, for each smooth function
ζ ∈ C∞(R+) satisfying ζ(0) = 1 and ζ(t) = 0, we have
−
t∫
0
〈φn∂tζ + ∂tφnζ, v〉ds =
〈
φ0, v
〉
,
−
t∫
0
〈φn∂tζ + ∂tφnζ, v〉ds =
〈
φ0, v
〉
,
where (v,w) ∈ L2×H1. Taking the limit n → ∞, we can show as integrals in L2 and H−1, respectively
−
t∫
0
{φn∂tζ + ∂tφnζ }ds = φ0,
−
t∫
0
{
∂tφn∂tζ + ∂2t φnζ
}
ds = φ1.
That is (φn, ∂tφn)|t=0 = (φ0, φ1). Similarly, we can derive ψn|t=0 = ψ0.
We also claim that J = α, K = β . To do this, it suﬃces to prove that J = α, K = β in any
I × Ω where I is a bounded interval in R+ and Ω is a bounded open set in R3. By virtue
of ‖φn(t); ∂tφn(t)‖2  C , then {(φn, ∂tφn)} is a bounded sequence in L4T (H1(Ω) × L2(Ω)). Since
H1(Ω) ↪→ L4(Ω) ↪→ L2(Ω), due to the ﬁrst imbedding compact and the second one continuous,
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by {φn} again, such that
φn → φ strongly in L4(I × Ω). (3.11)
Similarly, from (3.2) and (3.4), we can deduce that {∂tψn} is bounded in L∞(R+; H−1). Hence
{(ψn, ∂tψn)} is a bounded sequence in L4(I; H1(Ω) × H−1(Ω)), which implies
ψn → ψ strongly in L4(I × Ω). (3.12)
Remark that (|ψn|p−1ψn, |φn|q−1φn) is bounded in (L3/2 × L2)(I × Ω), we thus have
|ψn|p−1ψn → |ψ |p−1ψ weakly in L3/2(I × Ω), (3.13)
|φn|q−1φn → |φ|q−1φ weakly in L2(I × Ω). (3.14)
Therefore
K (φn,ψn) → K weakly in L3/2(I × Ω), (3.15)
J (φn,ψn) → J weakly in L2(I × Ω). (3.16)
Together with (3.8) and (3.9), we can complete the proof. 
4. Uniqueness of the solution for KGS
We prove the uniqueness of global ﬁnite-energy solutions for the exact KGS system (1.1)–(1.3) by
introducing an integral-type function and making energy estimate.
Theorem 4.1. Assume that (ψ0, φ0, φ1) ∈ X10 and the system energy is ﬁnite. The weak solution obtained in
Theorem 3.1 is unique.
Proof. Suppose both (ψ1, φ1) and (ψ2, φ2) are the solutions for the KGS system (1.1)–(1.3) obtained
in Theorem 3.1 with the same initial data (φ0, φ1,ψ0) ∈ X10 . Taking the difference of the equations
for (ψ1, φ1) and (ψ2, φ2), setting u = ψ1 − ψ2 and v = φ1 − φ2, we have
iut + u + i|ψ1|p−1ψ1 − i|ψ2|p−1ψ2 = −φ1ψ1 + φ2ψ2, (4.1)
v + v + |φ1|q−1φ1 − |φ2|q−1φ2 = |ψ1|2 − |ψ2|2. (4.2)
Multiplying (4.1) by u¯ and taking imaginary part
1
2
d
dt
‖u‖22 + Re
(|ψ1|p−1ψ1 − |ψ2|p−1ψ2, u¯)= Im(−φ1ψ1 + φ2ψ2, u¯). (4.3)
In what follows, we estimate each nonlinear term in (4.3).
Im(−φ1ψ1 + φ2ψ2, u¯) = Im(φ2ψ2 − φ2ψ1 + φ2ψ1 − φ1ψ1, u¯)
= Im(−φ2u − vψ1, u¯) = Im(−vψ1, u¯)

∫
|vψ1u¯|dx ‖v‖22 + ‖u‖21,2. (4.4)
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Re
(|ψ1|p−1ψ1 − |ψ2|p−1ψ2, u¯)= Re
∫ (|ψ1|p+1 − |ψ2|p−1ψ2ψ¯1 − |ψ1|p−1ψ1ψ¯2 + |ψ2|p+1)dx
=
∫ (|ψ1|p+1 + |ψ2|p+1 − (|ψ2|p−1 + |ψ1|p−1)Re(ψ2ψ¯1))dx

∫ (|ψ1|p+1 + |ψ2|p+1 − (|ψ2|p|ψ1| + |ψ1|p|ψ2|))dx
=
∫ (|ψ1|p+1 + |ψ2|p+1 − (|ψ2|p|ψ1| + |ψ1|p|ψ2|))dx
=
∫ (|ψ1| − |ψ2|)(|ψ1|p − |ψ2|p)dx. (4.5)
To get the estimate of ‖v(s)‖22, we introduce the following integral-type functions
κ(t) =
{− ∫ st v(τ )dτ , if t  s,
0, if t > s,
(4.6)
and
V1(t) =
t∫
0
v(τ )dτ . (4.7)
Obviously, for t  s, κ(t) = V1(t) − V1(s). We multiply (4.2) by κ(t) and integrate it from 0 to s,
s∫
0
(
∂2
∂t2
v(t), κ(t)
)
dt −
s∫
0
(
v(t), κ(t)
)
dt +
s∫
0
(
v(t), κ(t)
)
dt
= −
s∫
0
(|φ1|q−1φ1 − |φ2|q−1φ2, κ(t))dt +
s∫
0
(|ψ1|2 − |ψ2|2, κ(t))dt. (4.8)
Integrating by part and using κt(t) = v(t), vt ∈ C(0, T ; H−1) and κ ∈ C(0, T ; H1), we have
−
s∫
0
(
κtt(t), κt(t)
)
dt +
s∫
0
(∇κt(t),∇κ(t))dt +
s∫
0
(
v(t), κ(t)
)
dt
= −
s∫
0
(|φ1|q−1φ1 − |φ2|q−1φ2, κ(t))dt +
s∫
0
(|ψ1|2 − |ψ2|2, κ(t))dt. (4.9)
We then have
Q. Shi et al. / J. Differential Equations 252 (2012) 168–180 1771
2
∥∥κt(s)∥∥22 − 12
∥∥κt(0)∥∥22 − 12
∥∥∇κ(s)∥∥22 + 12
∥∥∇κ(0)∥∥22 − 12
∥∥κ(s)∥∥22 + 12
∥∥κ(0)∥∥22
=
s∫
0
(|φ1|q−1φ1 − |φ2|q−1φ2, κ(t))dt −
s∫
0
(|ψ1|2 − |ψ2|2, κ(t))dt. (4.10)
From the deﬁnition (4.6), we can deduce
κ(s) = 0, κ(0) = −
s∫
0
v(τ )dτ = −V1(s), κt(s) = v(s), κt(0) = 0. (4.11)
Hence (4.10) implies
1
2
∥∥v(s)∥∥22 + 12
∥∥∇V1(s)∥∥22 + 12
∥∥V1(s)∥∥22
=
s∫
0
(|φ1|q−1φ1 − |φ2|q−1φ2, κ(t))dt −
s∫
0
(|ψ1|2 − |ψ2|2, κ(t))dt. (4.12)
We estimate the right-hand side of (4.12). Indeed, we can derive by Hölder’s inequality
s∫
0
(|ψ1|2 − |ψ2|2, κ(t))dt 
s∫
0
∣∣(ψ1u¯(t) + ψ¯2u(t), κ(t))∣∣dt

s∫
0
∫ ∣∣(ψ1 + ψ¯2)u(t)∣∣∣∣V1(t) − V1(s)∣∣dxdt

s∫
0
∥∥u(t)∥∥2(∥∥V1(t)∥∥4 + ∥∥V1(s)∥∥4)dt. (4.13)
By Gagliardo–Nirenberg’s inequality ‖V1(t)‖4  ‖V1(t)‖1/42 ‖∇V1(t)‖3/42 and Young’s inequality, we ob-
tain
the RHS of (4.13)
s∫
0
(∥∥u(t)∥∥22 + ∥∥V1(t)∥∥22 + ∥∥∇V1(t)∥∥22)dt
+ C(s)
s∫
0
∥∥u(t)∥∥22 dt + 14
∥∥V1(s)∥∥22 + 18
∥∥∇V1(s)∥∥22. (4.14)
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s∫
0
(|φ1|q−1φ1 − |φ2|q−1φ2, κ(t))dt
=
s∫
0
∣∣(|φ1|q−1φ1 − |φ1|q−1φ2 + |φ1|q−1φ2 − |φ2|q−1φ2, κ(t))∣∣dt

s∫
0
∫ (|φ1|q−1|v| + |v|(|φ1|q−2 + · · · + |φ2|q−2)|φ2|)∣∣V1(t) − V1(s)∣∣dxdt

s∫
0
∥∥v(t)∥∥2(∥∥V1(t)∥∥6 + ∥∥V1(s)∥∥6)dt

s∫
0
(∥∥v(t)∥∥22 + ∥∥∇V1(t)∥∥22)dt + C(s)
s∫
0
∥∥v(t)∥∥22 dt + 18
∥∥∇V1(s)∥∥22. (4.15)
Collecting these estimates (4.12)–(4.15), we have
1
2
∥∥v(s)∥∥22 + 14
∥∥∇V1(s)∥∥22 + 14
∥∥V1(s)∥∥22

s∫
0
(∥∥V1(t)∥∥22 + ∥∥∇V1(t)∥∥22)dt + C(s)
s∫
0
∥∥u(t)∥∥22 dt. (4.16)
Utilizing Gronwall’s inequality,
∥∥∇V1(s)∥∥22 + ∥∥V1(s)∥∥22 
s∫
0
exp
{−C(t − s)}∥∥u(t)∥∥22 dt. (4.17)
(4.16) and (4.17) imply
1
2
∥∥v(s)∥∥22 
s∫
0
t∫
0
exp
{−C(τ − t)}∥∥u(t)∥∥22 dτ dt + c(s)
s∫
0
∥∥u(t)∥∥22 dt
 C(s)
s∫
0
∥∥u(t)∥∥22 dt +
s∫
0
∥∥v(t)∥∥22 dt. (4.18)
Note that the right-hand side of (4.5)
∫ (|ψ1| − |ψ2|)(|ψ1|p − |ψ2|p)dx> 0, (4.19)
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1
2
‖u‖22 +
1
2
∥∥v(s)∥∥22  C(s)
s∫
0
(∥∥u(t)∥∥21,2 + ∥∥v(t)∥∥22)dt. (4.20)
Multiplying (4.1) by u¯, integrating with respect to x ∈R3 but taking real part, we have
‖∇u‖22 = Im
(|ψ1|p−1ψ1 − |ψ2|p−1ψ2, u¯)+ Re(φ1ψ1 − φ2ψ2, u¯)
= Im(|ψ1|p−1ψ1 − |ψ1|p−1ψ2 + |ψ1|p−1ψ2 − |ψ2|p−1ψ2, u¯)
+ Re(φ1ψ1 − φ1ψ2 + φ1ψ2 − φ2ψ2, u¯)
= Im(|ψ1|p−1u + (|ψ1|p−1 − |ψ2|p−1)ψ2, u¯)+ Re(φ1u + vψ2, u¯)
= Im((|ψ1| − |ψ2|)(|ψ1|p−2 + · · · + |ψ2|p−2)ψ2, u¯)+ Re(φ1u + vψ2, u¯)

((|ψ1|p−2 + · · · + |ψ2|p−2)ψ2u, u¯)+ Re(φ1u + vψ2, u¯)

(‖u‖24 + ‖u‖24 + ‖v‖2‖u‖4) c(‖u‖24 + ‖v‖22)

(‖u‖22 + ‖v‖22)+ 12‖∇u‖22, (4.21)
which implies
‖∇u‖22  ‖u‖22 + ‖v‖22. (4.22)
Combining (4.20) with (4.22), we obtain
1
2
∥∥u(s)∥∥22 + 12
∥∥v(s)∥∥22  C(s)
s∫
0
(∥∥u(t)∥∥22 + ∥∥v(t)∥∥22)dt. (4.23)
Gronwall’s inequality implies
∥∥u(s)∥∥2 = ∥∥v(s)∥∥2 = 0. (4.24)
The proof is completed. 
Remark 4.1. Although the existence and the uniqueness are established in this paper, the continuous
dependence of the solution with respect to initial data is still open.
Remark 4.2. The term i|ψ |p−1ψ indeed plays an important role to obtain existence and uniqueness
of global solutions in the energy norm. It would be very interesting to replace the imaginary number
i by a general complex number λ = λ1 + iλ2. However, we ﬁnd that imaginary part of (4.5) cannot
be controlled effectively by using classical estimates in energy space when λ1 = 0. This remains an
open problem. Another interesting problem that remains open for this system under consideration is
to ﬁnd some kind of uniform decay rates of the energy (polynomial, Logarithmic, . . .) when just one
of the equations is damped as in the present case. The strong nonlinear character of the problem and
the problem is posed in R3 do not allow us to repeat the existing estimates in the literature.
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