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Abstract
Betweenness centrality is a graph parameter that has been successfully applied to net-
work analysis. In the context of computer networks, it was considered for various objectives,
ranging from routing to service placement. However, as observed by Maccari et al. [INFO-
COM 2018], research on betweenness centrality for improving protocols was hampered by
the lack of a usable, fully distributed algorithm for computing this parameter. We resolve
this issue by designing an efficient algorithm for computing betweenness centrality, which
can be implemented by minimal modifications to any distance-vector routing protocol based
on Bellman-Ford. The convergence time of our implementation is shown to be proportional
to the diameter of the network.
1 Introduction
Betweenness centrality [15] is a measure of “importance” attributed to every node of a graph.
Roughly, the betweenness centrality of a node v is the sum, taken over all pairs (s, t) of source-
target nodes, of the ratio between the number of shortest paths from s to t passing through v, and
the total number of shortest paths from s to t. Thus, a node with high betweenness centrality
belongs to relatively many shortest paths, while a node with low betweenness centrality belongs
to relatively few shortest paths. Betweenness centrality has been successfully applied to network
analysis: In social networks, a node with high betweenness centrality is plausibly an influential
node; in computer networks, a node with high betweenness centrality might be efficiently used
for storing relevant resources, but may also cause severe damage to the communications in case
of failure or malfunction.
Consequently, betweenness centrality and its variants have been used for optimizing the
behavior of communication networks and computer networks [30], whether it is for wireless mesh
networks design [29], routing [13], link-sensing [36], resource placement [42] and allocation [54],
topology control [50], transmission rates optimization [4], or security [35]. For instance, the
optimal frequency at which the incident links must be sensed at each node is known to be
inversely proportional to the square root of the betweenness centrality of the node [36].
Nevertheless, as observed by Maccari et al. [37], network optimization techniques based on
betweenness centrality suffer from two main issues. First, even if every node has access to in-
formation about the whole network, which is the case in link-state protocols, the computation
of the betweenness centrality may require excessive computational resources; hence, various
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heuristics and random sampling techniques were proposed in order to reduce the computation
time [2, 3, 10, 17, 28, 34, 38–40, 47–49]. Second, there are no known efficient algorithms for com-
puting betweenness centrality in the context of distance-vector protocols. Existing distributed
algorithms for computing betweenness centrality or all-pairs shortest paths are either designed
for models that are too weak compared to real-world networks supporting distance-vector pro-
tocols (e.g., congest model) [23], or dedicated to restricted classes of network topology (e.g.,
DAGs or trees) [51–53], or they exchange an amount of information between nodes that exceed
the capacity of distance-vector protocols [55]. Actually, even the elegant and practical algorithm
by Maccari et al. [37] for computing a related measure called load centrality [9, 19] exchanges
slightly more information between nodes than one would expect from a distance-vector protocol.
1.1 Our Results
We describe a simple and fast distributed algorithm for computing betweenness centrality.
Specifically, our algorithm enables every node v to compute its own centrality bcv.
Our algorithm is simple in the sense that it can be implemented by minimal modifications to
distance-vector protocols based on Bellman-Ford. Concretely, Bellman-Ford asks every node v
to send to each of its neighbors a pair of values (t, d) for every target-node t, where d is the
current distance from v to t, as perceived by v. Our algorithm simply asks every node to send
to each neighbor a quadruple of values (t, d, s, b) for every target-node t, where s is the current
estimation at v of the number of shortest paths from v to t, and b is the current contribution
of t to the betweenness centrality of v.
Our algorithm is fast in the sense that it converges in a number of distance-vector phases
proportional to the diameter of the network. Moreover, the amount of computations performed
at each node v upon reception of a message from a neighbor u related to a target t is (amortized)
constant, i.e., independent of the size of the network.
We have performed an extensive set of simulations confirming both the correctness analysis
of our algorithm, and its efficiency. We have considered different scenarios, including weighted
and unweighted networks, and various topologies generated by synthetic models (grids, Erdo¨s-
Re´nyi, etc.) or extracted from real-world networks.
The main outcome of this paper is that betweenness centrality can be efficiently computed
at every node in a distributed manner, even in the context of distance-vector protocols. As
a consequence, there is no obstacle for using betweenness centrality for optimizing the func-
tionality of networks, as far as computing this parameter at run-time by the network itself is
concerned. This resolves a question left open in the work of Maccari et al. [37].
1.2 Related Work
In addition to the aforementioned contributions to computing or approximating betweenness
centrality, significant effort has been made by the distributed computing community for effi-
ciently computing related graph measure, the main one being all-pairs shortest paths (APSP).
The vast majority of the results in the distributed setting were however derived under the
so-called congest model [43], in which failure-free processing nodes perform in a sequence of
synchronously rounds, and the message traversing any link at any round must carry a con-
stant number of words only (i.e., the messages are of O(log n) bits in n-node networks). In
contrast, distance-vector protocols can be viewed as exchanging Θ(n) words along each edge at
each phase of communication between neighbors, each word consisting of a pair (t, d) of values.
Nevertheless, it is worth mentioning previous contributions [23,26,46], computing betweenness
centrality in unweighted graphs (directed or not) in O(n) rounds under the congest model.
Some of these results also apply to weighted digraphs, but to DAGs only [46].
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Algorithm 1 Distributed Bellman-Ford at node v
1: function init
2: forall t ∈ V do D[t]← +∞ . D is distance vector
3: D[v]← 0 . dist(v, v) = 0
4: function send
5: loop . periodic updates are sent to neighbors
6: forall t ∈ V do send (t,D[t]) to every neighbor u
7: function receive(message (t, d) from neighbor u)
8: if d+ w({u, v}) < D[t] then
9: D[t]← d+ w({u, v})
Computing all-pairs shortest paths in the congest model was intensively studied. In un-
weighted graphs, several O(n)-round algorithms exist [24, 32, 44], and these were improved by
an O(n/ log n)-rounds algorithm [27], which is tight [16]. In the weighted case, an O˜(n)-rounds
algorithm was recently presented [7], almost matching the Ω(n) lower bound [11].
Finally, the computation of betweenness centrality was studied in the context of dynamic
graphs [5, 6, 22, 31]. These works makes it possible to maintain the betweenness centralities of
the nodes in a changing system, without having to recompute everything from scratch when a
change occurs (e.g., adding or removing an edge). However, these algorithms are centralized and
not distributed. Note that in the distance-vector model, maintaining even just the distances in
a changing network (APSP) is far from being trivial (see, e.g., [45, Section 4.2.2]).
2 Definitions
Let G = (V,E) be a connected undirected graph with positive edge-weights. The weight of
an edge e ∈ E is denoted by w(e) > 0. A path between two distinct nodes s, t ∈ V is a
sequence v0, . . . , vk with k ≥ 0, v0 = s, vk = t, and {vi−1, vi} ∈ E for every i = 1, . . . , k.
The length of such a path is
∑k
i=1w({vi−1, vi}). A path with minimum length between s and t
is called a shortest path between s and t. The distance dist(s, t) between two nodes s and
t is the length of a shortest path between s and t. The weighted diameter of G = (V,E) is
defined as maxs,t∈V dist(s, t). The weighted diameter is however not reflecting the convergence
time of routing protocols based on Bellman-Ford. The complexity of the latter is indeed related
to the hop-diameter of G defined as follows. For any two nodes s 6= t, let P1, . . . , P` be the
` ≥ 1 shortest paths between s and t in G. Let minhop(s, t) be the minimum, taken over all
i = 1, . . . , `, of the number of edges of Pi. The hop-diameter of G is set as
diam(G) = max
s,t∈V
minhop(s, t).
The standard distributed version of Bellman-Ford enables every node v to compute dist(v, t) for
every t ∈ V — see Algorithm 1. Here and later, we use different notations to distinguish the
defined value (e.g. dist), and the value computed by the algorithm (e.g. D). This algorithm
converges in diam(G) phases, where a phase is defined as the time required by every node v to
send all the messages (t,D[t]), t ∈ V , to all its neighbors, receive all the messages (t, d), t ∈ V ,
sent by each of its neighbors, and process all these messages. Indeed, a simple induction on
h ≥ 0 enables to show that, for every t ∈ V , every node v with minhop(v, t) ≤ h has computed
dist(v, t) correctly after h rounds.
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For any two vertices s ∈ V and t ∈ V , let σs,t denote the number of shortest paths from s to
t in G (with σs,s = 1), and let σs,t(v) denote the number of shortest paths from s to t passing
through node v (with σs,s(s) = 1).
Definition 1 The betweenness centrality [15] of node v is
bcv =
1
(n− 1)(n− 2)
∑
s 6=v,t6=v
σs,t(v)
σs,t
.
Note that, since G is connected, σs,t > 0 for every two vertices s, t ∈ V , and thus bcv is well
defined for every v ∈ V .
As mentioned earlier in the text, betweenness centrality is not only a central notion in the
context of network analysis, but can also be used for various optimization scenarios in the
context of computer networks. In particular, Maccari and Cigno [36] focused on optimizing the
frequency of hello messages for link-sensing in wireless networks, and showed that the optimal
frequency f(v) at which every node v must sense its neighbors is
f(v) ≈
√
degv
bcv
, (1)
where degv denotes the degree of v, i.e., its number of neighbors. Unfortunately, the above
formula can hardly be practically used in absence of an efficient way of computing bcv at every
node v. To overcome this, Maccari et al. [37] have proposed to replace the use of betweenness
centrality by the use of load centrality [9], defined as follow.
Assume that one unit of flow is pushed from s to t in G according to the following rule. For
any node v, let outs,t(v) denote the set of edges e = {v, v′} incident to v such that there exists
a shortest path from s to t traversing the edge e from v to v′. If a fraction r of the flow from
s to t is received by a node v 6= t, and if |outs,t(v)| = k > 0, then v forwards a fraction r/k
of flow along each of the edges in outs,t(v). Let θs,t(v) denote the amount of flow from s to t
traversing v.
Definition 2 The load centrality [9] of node v is
lcv =
∑
s,t
θs,t(v).
A distributed algorithm for computing load centrality has been described and analyzed
in [37]. It was shown to be implementable by minimal modifications to the Bellman-Ford
algorithm. Roughly, instead of every node v sending just a pair (t,D[t]) for every node t, where
D[t] is the current estimation of the distance between v and t as perceived by v, every node v
sends a tuple
(t,D[t],NH[t], `, L[t])
where NH[t] is the list of “next hops” to t, i.e., the set of neighbors of v on a shortest path from
v to t (corresponding to outv,t(v)), ` is the overall flow passing through v to reach t, and L[t]
is the load centrality of t, as far as v knows. Note that this tuple can be significantly larger
than a pair (t,D[t]) as NH[t] can potentially contain many entries. Instead, our algorithm for
computing the betweenness centrality exchanges messages with a bounded number of entries.
Note also that the algorithm in [37] converges in a number of phases related to
Diam(G) = max
s,t∈V
maxhop(s, t),
4
where maxhop(s, t) is the maximum, taken over all shortest paths between s and t, of the
number of edges of each path. (Recall that the hop-diameter of G is defined as diam(G) =
maxs,t∈V minhop(s, t).) Running for Diam(G) rounds seems unavoidable, by the definition of
the load centrality, because a positive fraction of the flow from s to t is indeed shipped via a
shortest path of length maxhop(s, t) between s and t. Nevertheless [37] the practical performance
of the algorithm computing load centrality remains close to diam(G) — this is mainly due to the
fact that there are typically few shortest paths between any two nodes in real-world weighted
networks, all with very similar numbers of edges.
In the next section, we show that betweenness centrality can also be computed distributively,
by minimal modifications of Bellman-Ford. In particular, our algorithm enables to compute
exactly the optimal frequency f(v) of each node v, as described in Eq. (1). The performance of
our algorithm is also shown to be close to the diameter of the network.
3 Distributed Computation of BC
This section describes our distributed algorithm for computing betweenness centrality. This
algorithm is in essence a distributed implementation of the dynamic programming algorithm
by Brandes [8]. Note that this latter algorithm is well suited for a distributed implementation
because a node v does not need to know the number of shortest paths from s to t in order to
compute the contribution of the pair s and t to its betweenness centrality (see Lemma 1).
For the ease of presentation, we view the undirected graph G = (V,E) as a directed graph
where every edge {u, v} is replaced by two symmetric arcs (u, v) and (v, u), both with the
same weight as the edge {u, v}. Also, we extend the definition of σs,t(v) from nodes to arcs,
by denoting, for every arc (u, v) ∈ E, σs,t(u, v) as the number of shortest paths from s to t
traversing the arc (u, v), i.e., traversing the edge {u, v} from u to v. The following two facts
directly follow from the definitions.
Fact 1 If σs,t(v) 6= 0, i.e., if v belongs to a shortest path from s to t, then σs,t(v) = σs,v · σv,t.
Similarly, if the arc (u, v) belongs to a shortest path from s to t, then σs,t(u, v) = σs,u · σv,t.
Let v ∈ V . For every t ∈ V , let NHv(t) be set of neighbors of v that belong to some shortest
paths from v to t, and, for every s ∈ V , let PHv(s) be the set of neighbors u of v such that v
belongs to some shortest paths from s to u. (NH and PH holds for “next hop” and “previous
hop”, respectively). Note that, since G is undirected, for every u, v, w ∈ V , u ∈ PHv(w) if and
only if v ∈ NHu(w).
Fact 2 For every t 6= v, we have σv,t =
∑
u∈NHv(t) σu,t. If v is on a shortest path from s to t,
then σv,t =
∑
u∈PHv(s) σv,t(v, u).
Finally, for every s ∈ V , let bcv(s) be the contribution of the source s to bcv, that is,
bcv(s) =
∑
t6=v
σs,t(v)
σs,t
.
By definition, we have
bcv =
1
(n− 1)(n− 2)
∑
s6=v
bcv(s)
for every node v. The following result is central in our distributed implementation of Brandes
algorithm.
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Algorithm 2 Computing betweenness centrality at node v
1: function init
2: for all t ∈ V do
3: D[t]← +∞ . D is a distance vector
4: NH[t]← ∅ . next-hop vector
5: PH[t]← ∅ . previous-hop vector
6: for all u ∈ N [v] do
7: B[u, t]← 0 . eventually bcu(t)
8: S[u, t]← 0 . eventually σu,t
9: S[v, v]← 1 . σv,v = 1
10: D[v]← 0 . dist(v, v) = 0
11: function send
12: loop . periodic updates are sent to neighbors
13: for all t ∈ V do
14: send (t,D[t], S[v, t], B[v, t]) to all u ∈ N(v)
15: function receive(message (t, d, s, b) from u ∈ N(v))
16: NH[t]← NH[t]r {u} . initialization: u is removed
17: PH[t]← PH[t]r {u} . from both NH and PH
18: if d+ w({u, v}) < D[t] then
19: D[t]← d+ w({u, v}) . Bellman-Ford update
20: else if d+ w({u, v}) = D[t] then
21: NH[t]← NH[t] ∪ {u} . u is placed (back) in NH
22: else if d− w({u, v}) = D[t] then
23: PH[t]← PH[t] ∪ {u} . u is placed (back) in PH
24: S[u, t]← s
25: B[u, t]← b
26: if t 6= v then S[v, t]←∑x∈NH[t] S[x, t]
27: B[v, t]← S[v, t] ·∑x∈PH[t] B[x,t]+1S[x,t]
28: C ←∑x 6=v B[v, x] . eventually C = bcv
Lemma 1 ([8, Theorem 6]) For every s 6= v, we have
bcv(s) = σs,v
∑
u∈PHv(s)
bcu(s) + 1
σs,u
.
Our algorithm requires that each node v ∈ V computes and maintains the sets NHv(t) and
PHv(t) for every node t ∈ V . This is achieved by applying simple modifications to the function
receive in Bellman-Ford algorithm, as described in Algorithm 2, Lines 16-23. In this latter
algorithm, and in the remaining of the text, we denote by N(v) the set of neighbors of v ∈ V
in G = (V,E), that is,
N(v) = {u ∈ V : {u, v} ∈ E},
and we denote by N [v] = N(v) ∪ {v} the closed neighborhood of node v.
Lemma 2 Algorithm 2 enables every node v ∈ V to compute the sets NHv(t) and PHv(t) for
every node t ∈ V . More specifically, at node v, for every node t ∈ V , NH[t] = NHv(t) after
maxhop(v, t) + 1 phases, and PH[t] = PHv(t) after Diam(G) + 2 phases.
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Proof. Let v ∈ V . The proof is by induction on h = maxhop(v, t). For h = 0, the fact that
D[v] remains zero throughout the execution of the algorithm guarantees that NH[v] remains
empty throughout the execution, as desired. Let h > 0, and let us assume that, for every
t ∈ V with maxhop(v, t) < h, NH[t] = NHv(t) after h phases. Let t ∈ V with maxhop(v, t) = h.
Since minhop(x, y) ≤ maxhop(x, y) for every two nodes x, y ∈ V , we have D[t] = dist(v, t) after
h phases. Let u ∈ NHv(t), and let us consider the updates occurring at phase h + 1. Since
maxhop(u, t) < maxhop(v, t), the value d in the tuple (t, d, s, b) sent by u to v at phase h + 1
satisfies d = dist(u, t). Therefore, the equality d + w({u, v}) = D[t] holds at v, resulting to u
being added to NH[t], as desired. That is, for every u ∈ NHv(t), Algorithm 2 guarantees that
u ∈ NH[t] at v, after h+ 1 phases. This completes the proof of the induction for the next hops
vector.
The proof is similar for the previous hops vector. For the base case h = 0, observe that
PHv(v) = {u ∈ N(v) : w({u, v}) = dist(u, v)}.
It follows that, for every u ∈ PHv(v), the value d in the tuple (t, d, s, b) sent by u to v at phase 2
satisfies d = dist(u, v). Therefore, the equality d − w({u, v}) = 0 = D[v] holds at v, resulting
in u being added to PH[t], as desired. Now, let h > 0, and let us assume that, for every t ∈ V
with maxhop(v, t) < h, PH[t] = PHv(t) after h+1 phases. Let t ∈ V with maxhop(v, t) = h, and
let u ∈ PHv(t). Since u ∈ PHv(t), maxhop(u, t) ≤ h + 1, for which it follows that the distance
to t is correctly set at u after h+ 1 phases. Therefore, at phase h+ 2, the value d in the tuple
(t, d, s, b) sent by u to v satisfies d = dist(u, t), and thus the equality d−w({u, v}) = D[t] holds
at v, resulting in u being added to PH[t]. This completes the proof of the induction for the
previous hops vector.
The proof completes by noticing that, as D[t] = dist(v, t) remains stable after minhop(v, t)
phases, a node u added to NH[t] or to PH[t] after the due number of phases stays in this set for
the remaining phases of the algorithm. 
We now claim that, in Algorithm 2, every node v ∈ V computes σv,t and bcv(t) for every
node t ∈ V , at Lines 24-27. We treat σv,t and bcv(t) separately, as the former is somehow
computed top-down, while the latter is computed bottom-up.
Lemma 3 Algorithm 2 enables every node v ∈ V to compute σv,t for every node t ∈ V . More
specifically, at node v, for every node t ∈ V , we have S[v, t] = σv,t after Diam(G) + 1 phases.
Proof. Let v ∈ V . The proof is by induction on h = maxhop(v, t). The statement holds
for h = 0, i.e., for t = v, as S[v, v] = 1 in the function init, and S[v, v] is not modified by the
function receive (cf. the test performed at Line 26). Now, let h > 0, and assume that for every
t such that maxhop(v, t) < h, S[v, t] = σv,t after h phases. Consider phase h+ 1. By Lemma 2,
we have NH[t] = NHv(t) at Line 26. Moreover, by induction, since maxhop(x, t) < maxhop(v, t)
for every x ∈ NHv(t), we have S[x, t] = σx,t for every such node x after at most h phases.
During phase h+ 1, node v receives all the values s = S[x, t] from these nodes, and thus, once
it has received all of them, the update of Line 26 yields S[v, t] = σv,t, by Fact 2. 
Lemma 4 Algorithm 2 enables every node v ∈ V to compute bcv(s) for every node s ∈ V \{v}.
More specifically, at node v, for every node s ∈ V \ {v}, B[v, s] = bcv(s) after 2Diam(G) + 1
phases.
Proof. Let v ∈ V . The proof is by induction on h = Diam(G)−maxhop(v, s), that is, we show
that, for every s such that Diam(G)−maxhop(v, s) ≤ h, B[v, s] = bcv(s) after Diam(G) + h+ 2
phases.
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PH[3]
NH[3]
NH[3]
PH[3] NH[3]
PH[3]
PH[3]
NH[3]
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0
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3
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Figure 1: The state of Algorithm 2 executed on a cycle of 6 nodes, at the end of the fourth
send/receive phase of the algorithm.
For the base case h = 0, let s ∈ V such that maxhop(v, s) = Diam(G). (If there are no
such s, then the base case holds trivially for v). By Lemma 2, after Diam(G) + 2 phases, we
have PH[s] = PHv(s) at Line 27. Therefore, PH[s] = ∅, because PHv(s) = ∅ as v is a node
at maximum hop-distance from s. As a consequence, B[v, s] is correctly set to 0 = bcv(s) at
Line 27.
Now, let h ≥ 0, and let us assume that, for every s such that Diam(G)−maxhop(v, s) ≤ h,
B[v, s] = bcv(s) after Diam(G) +h+ 2 phases. Let s such that Diam(G)−maxhop(v, s) = h+ 1.
(Again, if there are no such s, then the induction step h → h + 1 holds trivially for v). By
Lemma 2, after Diam(G)+2 phases, we have PH[s] = PHv(s) at Line 27. Moreover, by Lemma 3,
we have S[v, s] = σv,s and, for every x ∈ PHv(s) = PH[s], the equality S[x, s] = σx,s holds.
Furthermore, for every x ∈ PHv(s), we have maxhop(x, s) > maxhop(v, s), from which it follows
by induction that B[x, s] = bcx(s) after Diam(G) +h+ 2 phases. It then follows from Lemma 1
that the computation performed at Line 27 guarantees that B[v, s] = bcv(s), which completes
the induction step. As we only need to compute bcv(s) for s 6= v, we need only to consider
h < Diam(G), and the lemma follows. 
Since bcv does not depend on bcv(v) but only on bcv(s) for s ∈ V \{v}, Lemma 4 immediately
implies that Algorithm 2 enables every node v ∈ V to compute bcv at Line 28, after 2Diam(G)+1
phases, up to renormalization by 1/((n − 1)(n − 2)). The following theorem summarizes the
results in this section.
Theorem 1 Algorithm 2 enables every node to compute its betweenness centrality in any net-
work G after 2Diam(G) + 1 phases.
3.1 An example of execution of Algorithm 2
We now describe few steps of the execution of Algorithm 2 on an unweighted cycle of six nodes,
whose diameter is thus Diam = 3. In particular, we show how the algorithm computes the
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Figure 2: The state of Algorithm 2 executed on a cycle of 6 nodes, at the end of the fifth
send/receive phase of the algorithm.
contribution of node t = 3 to the betweenness centrality of all nodes, after the first 4 phases
have been completed (that is, after the correct value of the sets NH and PH and of the matrix S
has been computed). In Figure 1 we show the state of all nodes at this moment of the algorithm
execution. For example, node 5 now knows that its set of next hops towards node 3 contains
only node 4, while its set of previous hops towards node 3 contains only node 0 (which is the
only neighbor of node 5 which admits a shortest path towards node 3 passing through node 5).
Note that all nodes have also correctly computed their distance from node 3 (in the case of
node 5, for example, this distance is 2.0), and the number of shortest paths connecting them
to node 3 (in the case of node 5, for example, this number is 1). In the figure, all these correct
values are shown in boldface.
In Figure 2, we show the messages sent by each node to its neighbors concerning node t = 3
in the fifth send/receive phase (these are the messages sent by the function send defined in
lines 11–14 of Algorithm 2). For instance, node 5 sends to both node 0 and node 4 the message
(3, 2.0, 1,∞), telling them that its distance from node 3 is 2.0, that there is only one shortest
path from it to node 3, and that the current contribution of node 3 to its betweenness centrality
is still unknown. On the other hand, suppose that node 5 receives first the message (3, 3.0, 2, 0.0)
from node 0 and then the message (3, 1.0, 1, 1.0) from node 4. Even if node 0 is taken out of
PH[3] by node 5 at line 16 of Algorithm 2, this node is reinserted in PH[3] by node 5 at line 23
of Algorithm 2, since the distance of node 5 from node 3 (that is, the value D[3]) is equal to
d = 3.0 minus 1 (remember that the graph is unweighted). Hence, the set PH[3] of node 5
does not change. After receiving the message (3, 3.0, 2, 0.0) from node 0, node 5 updates (at
lines 24–25 of Algorithm 2) S[0, 3] (which becomes 2) and B[0, 3] (which remains 0.0). Since
the set NH[3] contains only node 4, the value S[5, 3] is then set equal to S[4, 3] = 1 (line 26 of
Algorithm 2). At line 27 of Algorithm 2, the value B[5, 3] is set equal to 1 · 0+12 = 0.5. Note
that, at this moment, node 5 has correctly computed the number of shortest paths connecting
node 0 to node 3, and the contribution of node 3 to its betweenness centrality (these values are
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Figure 3: The state of Algorithm 2 executed on a cycle of 6 nodes, at the end of the sixth
send/receive phase of the algorithm.
shown in bold in the figure). It is easy to verify that the arrival of the message from node 4 does
not change the state of node 5. Similarly, node 1 (which is symmetric to node 5) and node 3
update their state (once again, the updates are shown in bold in the figure).
The execution of the next two phases of Algorithm 2 are shown in Figure 3 and 4, respec-
tively. In particular, at the end of the seventh phase, each node v has correctly computed, for
each of its neighbors u, the number of shortest path connecting u to node 3, and the contribution
of node 3 to the betweenness centrality of v.
4 Implementation of Algorithm 2
In this section, we present a more practical implementation of Algorithm 2, in which every node
performs only a constant number of elementary operations upon reception of every message.
The instructions performed at Lines 26 and 27 of Algorithm 2 may, indeed, consume a large
time, if NHv(t) or PHv(t) are large (note that the operations on the array NH and PH can be
implemented in (amortized) constant time using appropriate data structures).
For this reason, we modify the function receive in order to accumulate values for the
computation of σv,t and bcv(t) instead of summing up a potentially large number of values. This
is done by the modified receive function described in Algorithm 3. In addition, the variable
C must be initialized to 0 in init, while the auxiliary array A, which stores the contribution of
u ∈ N(v) to bcv(t), does not need to be initialized.
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Figure 4: The state of Algorithm 2 executed on a cycle of 6 nodes, at the end of the seventh
and last send/receive phase of the algorithm.
Algorithm 3 aims at replacing the sums in the instructions
S[v, t]←
∑
x∈NH[t]
S[x, t]
B[v, t]← S[v, t] ·
∑
x∈PH[t]
B[x, t] + 1
S[x, t]
C ←
∑
x 6=v
B[v, x]
in Algorithm 2 by a bounded number of operations. The instruction S[v, t]←∑x∈NH[t] S[x, t] is
replaced by removing S[u, t] from S[v, t] whenever u must be removed from NH[t] (cf. Line 5),
and adding S[u, t] to S[v, t] whenever u must be added to NH[t] (cf. Line 15). Similarly, the
instruction B[v, t]← S[v, t]·∑x∈PH[t] B[x,t]+1S[x,t] is replaced by removing from B[v, t] the previously
added contribution of u to B[v, t] stored in A[u, t] (cf. Line 8), whenever u must be removed
from PH[t], and adding the contribution S[v, t] · B[u,t]+1S[u,t] to B[v, t] whenever u must be added to
PH[t] (cf. Line 22), after having saved it into A[u, t]. Finally, the instruction C ←∑x 6=v B[v, x]
is replaced by exchanging the old value of B[v, t] with the (potentially) new value computed at
Line 22 — cf. Lines 2 and 23.
5 Experimental Results
We have implemented a Java simulator in order to analyze the global and the local convergence
times, when applying Algorithm 3 to lattice networks, to networks generated by different random
graph models, and to real-world networks. The simulator uses a virtual clock and, for each node,
triggers a send-event once per virtual time unit (also called phase). Unlike [37], no random jitter
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Algorithm 3 Implementation of Function receive of Algorithm 2, with constant number of
elementary operations per message: instructions performed at node v
1: function receive(message (t, d, s, b) from u ∈ N(v))
2: if t 6= v then C ← C −B[v, t]
3: if u ∈ NH[t] then
4: NH[t]← NH[t]r {u}
5: if t 6= v then S[v, t]← S[v, t]− S[u, t]
6: if u ∈ PH[t] then
7: PH[t]← PH[t]r {u}
8: B[v, t]← B[v, t]−A[u, t]
9: S[u, t]← s
10: B[u, t]← b
11: if d+ w({u, v}) < D[t] then
12: D[t]← d+ w({u, v})
13: else if d+ w({u, v}) = D[t] then
14: NH[t]← NH[t] ∪ {u}
15: if t 6= v then S[v, t]← S[v, t] + S[u, t]
16: else if d− w({u, v}) = D[t] then
17: PH[t]← PH[t] ∪ {u}
18: if S[u, t] 6= 0 then
19: A[u, t]← S[v, t] · B[u,t]+1S[u,t]
20: else
21: A[u, t]← 0
22: B[v, t]← B[v, t] +A[u, t]
23: if t 6= v then C ← C +B[v, t]
has been added to the events scheduled by nodes, so the simulator analyzes the algorithm in the
case of perfect synchronization. Each simulation ends when all nodes converge to steady state,
that is, when the C values do not change anymore. In order to perform the global convergence
study, during each simulation we also record the phases at which the D and the S values do no
change anymore. Finally, for the local convergence study we also record, for each node v, the
last phase in which the C value of v changed. The output of our algorithms is compared with
the output of the Python NetworkX library [21].
5.1 The datasets
We have performed our convergence study on the following networks (in the rest of this section,
we will present the results relative only to some of these networks, since the results on the others
are very similar).
• Hypercubes of several different dimensions, grids with several different widths and heights,
and complete binary trees of different heights.
• Random Erdo¨s-Re´nyi graphs with different diameters [14], random Baraba´si-Albert graphs
with different numbers of links for each new node added to the graph [1], and random
geometric graphs with different communication ranges [18].
• Several real-world networks, such as an e-mail graph, whose edges indicate e-mail in-
terchanges between members of the Univeristy Rovira i Virgili (Tarragona, Spain) [20];
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Figure 5: The (mean) global error as a function of time in (left) a 7×6 grid and a hypercube of
dimension 11 (where, hence, diameter is 11), (center) Erdo¨s-Renyi graphs with 500 nodes and
different diameters (20 samples for each diameter), and (right) an e-mail network with 1133
nodes and in an autonomous system network with 3011 nodes.
several autonomous system networks, which are communication networks of “who-talks-
to-whom” obtained from the BGP logs [33]; a road graph, which contains a large portion
of the road network of the city of Rome, Italy, from 1999 (vertices correspond to intersec-
tions between roads, edges correspond to roads or road segments, and weights correspond
to distances) [12]; and a co-authorship (both unweighted and weighted) graph [41].
5.2 Analysis of global convergence time
We start by studying the global convergence over time. To this end, at each phase P , we
study the `2-norm of the distance between the current betweenness centrality computed by the
nodes, C = C(P ), and the actual betweeenness centrality, bc. This is normalized by the actual
betweeenness centrality, which gives the following global-error formula:
‖bc− C‖2
‖bc‖2 =
√∑
v∈V (bcv − C[v])2√∑
v∈V (bcv)2
5.2.1 Unweighted networks: lattices, Erdo¨s-Renyi, e-mail
Our first experiments are with unweighted, synthetic networks. We start with a grid and
a hypercube (Figure 5 (left)), both with diameter 11. Grids and hypercubes with different
dimensions present very similar behaviours, and so do binary trees. In the first 3 phases, the
betweenness centrality of all nodes is 0, since the list PH is empty. This phenomena is normal
and predictable, and reoccurs in all our experiments, both in unweighted and weighted graphs.
As predicted by our analysis, the algorithm converges on both networks in roughly 2Diam(G)
time. In an unweighted network, the estimate of bc made by each node can only increase: as
time passes, each node learns about more shortest paths it belong to, increases its estimate
of the betweenness centrality, and thus makes it more accurate, until converging to the right
values. In these examples, the values computed by the nodes after Diam+2 phases already give
a relatively low error (less than 10%).
Next, we study the convergence on Erdo¨s-Renyi graphs. We average over 20 randomly-
generated graphs with a given diameter, for diameters 3, 5 and 7 (Figure 5 (center)). While
slightly more cluttered, the results are similar to the ones observed in the lattices above. The
betweenness centrality is not updated in the first 3 phases, and then rapidly and monotoni-
cally decreases, until full convergence in 2Diam phases. Other random graphs present similar
behavior.
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Figure 6: The (mean) global error as a function of time in randomly weighted Erdo¨s-Renyi with
500 nodes (20 samples per diameter, where the noted diameter is the one of the underlying,
unweighted graphs), and in a road network with 3353 vertices.
The last two convergence analyses of unweighted graphs are the ones of the e-mail network
and of the autonomous system network (Figure 5 (right)). The convergence patterns are of
similar nature, and are actually slightly more rapid then in the previous experiments — the
convergence time is still 2Diam+1, but the error after Diam phases is smaller.
5.2.2 Weighted networks: Erdo¨s-Renyi, road network
We now turn to describe our experiments with weighted Erdo¨s-Renyi graphs (Figure 6 (left)).
We build the graphs as before, and then assign random weights form the set {1, 2, 5} to each
edge, with expected weight 2. The shapes of the convergence curves are generally similar to
the unweighted case, with one interesting difference: the global error is no longer monotonically
decreasing, and, instead, it sometimes increases, but always before Diam phases. This phenom-
ena is explained by the fact that the algorithm first finds paths of the least number of hops,
but then updates them to paths with more hops but less weight. When such an update occurs,
S[v, t] may decrease, as many few-hops paths are replaced by a few (or one) lighter paths. This
causes B[v, t] to temporarily decrease, and the error to increase. This phenomena is moderated
when the diameter grows larger.
A real world, large scale weighted network we study is composed of a large portion of the
road network of Rome, represented by a weighted graph (Figure 6 (right)). In this network,
whose diameter Diam(G) is very high (roughly 120 hops), we observe a very smooth convergence
pattern, reminding the clean convergence patterns of the unweighted lattices (Figure 5 (left)).
This could be an artifact of the large diameter or of the larger number of different weights.
5.3 Analysis of local convergence time
A different perspective on the convergence time is given by considering the number of nodes
which converged completely over time. We consider two values: TD, the time it takes for the
Bellman-Ford algorithm to converge locally, i.e., until the distances are correctly computed;
and, TC , the time it takes for the betweenness centrality value to converge. A third value of
interest is the convergence time of S[v, t], the number of shortest path. However, in unweighted
graphs our algorithm always computes this value exactly one round after the convergence of
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Figure 7: TD and TC for all the nodes of three Erdo¨s-Renyi graphs with diameter 3, 5, and 7,
respectively.
the length of the shortest paths (TD). In weighted graphs, experiments show that this is almost
always true as well, so we do not include this value in our plots.
5.3.1 Unweighted networks: Erdo¨s-Renyi and e-mail
We study TD and TC for all the nodes of three unweighted Erdo¨s-Renyi graphs (Figure 7), and
for the e-mail and the autonomous system networks (Figure 8). All these networks present
a somewhat similar behaviour. As predicted, all distances converge after Diam phases, and
the betweenness centrality values converge after 2Diam+1 phases. The distribution of the
convergence times of TD reassembles a Poisson distribution: most of the nodes, and especially
nodes with a large betweenness centrality, correctly compute all their distances relatively fast
— these are central nodes. Few, peripheral nodes, take more time to compute their distances
correctly, and these nodes have lower betweenness centrality. The eccentricity of a node is the
maximal distance from it to all other nodes, and it is always between diam /2 and diam. The
time TD it takes a node to find all its distances to other nodes is thus exactly its eccentricity
(up to a small additive constant), which better explains why TD is always between diam /2 and
diam. Note that in unweighted graphs, Diam = diam.
In the case of the Erdo¨s-Renyi graphs, when the random network has small diameter (3 and
5 in our examples) and is very dense, each node lies at least on one shortest path, and they
all have non-zero betweenness centrality. In networks of larger diameter (Erdo¨s-Renyi with
diameter 7, e-mail network and autonomous system network), we notice that some nodes do
not lie on any shortest path — these nodes’ initial estimate of their betweenness centrality, 0,
is correct, and thus they also have TC = 0, appearing in the lower-left corner of the figures.
The convergence time of TC reassembles a normal distribution: nodes with low betweenness
centrality may take longer or shorter times than nodes with very high betweenness centrality to
compute their betweenness centrality values. This phenomena can also be explained by studying
the eccentricity of the nodes: we have found that in general, nodes with large betweenness
centrality have low eccentricities, of roughly Diam /2 which causes faster convergence. For
example, in the case of the autonomous system network, the average eccentricity of all nodes
is approximately 6.6, while the average eccentricity of the ten nodes with highest betweenness
centrality is roughly 5.5 (note that this network has diameter 9, so no node can have eccentricity
smaller than 5).
Thus, after the computation of all distances and numbers of shortest paths, which takes
roughly Diam phases, nodes of high betweenness centrality take only Diam /2 more phases
to compute their betweenness centrality. Nodes with low betweenness centrality may have
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Figure 8: TD and TC for all the nodes of the e-mail network (left) and of the autonomous system
network (right).
different eccentricities, which explains the wider scatter of their convergence times. To better
understand the betweenness centrality convergence times TC , we also check the number of
nodes that converge in each phase, as shown, for the case of the autonomous system network,
in Figure 9. In this figure, we omit roughly 65% of the nodes, that have bc = 0 and converge
in 0 phases. The rest of the nodes present a normal distribution, where most nodes converge in
roughly 32 Diam phases.
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Figure 9: The number of nodes whose C value converges to the exact centrality value as a
function of the phase, in the case of the autonomous system network.
5.3.2 Weighted networks: road network
Finally, we revisit the weighted graph representing the road network of Rome. The scatter
of betweenness centrality values and convergence times of TD and TC give a distribution very
similar to the ones of the unweighted networks (see Figure 10 (left)). It can be observed that
the convergence times of the distances, TD, of nodes with high betweenness centrality is low
— roughly Diam /2 — due to their low eccentricity. Other node take also time proportional
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Figure 10: TD and TC for all the nodes (left) and number of nodes whose C value converges to
the exact centrality value as a function of time (right), in the case of the road network.
to their eccentricity, which is between diam /2 and diam (this is a graph theoretic fact). The
convergence time of the betweenness centrality, TC , is again scattered around
3
2 Diam, with
nodes of high betweenness centrality indeed converging in roughly this time, while other nodes
may also converge faster or slower.
A unique phenomena observed here is that of nodes with betweenness centrality of 0, who’s
TC is not 0. This is a result of paths going through these nodes, which are not shortest paths
(in terms of weight), but seem to be so before enough hops are considered. All these nodes have
their TC less than diam, since in this time all shortest path distances are correct.
Once again, we also check how many nodes converge in each phase (see Figure 10 (right)).
Here, roughly half the nodes converge in 0 rounds, with bc = 0. The rest of the nodes present
a behaviour similar to before — most of them take roughly 32 Diam phases to converge, while a
few take longer or shorter, but never more than 2Diam+1.
6 Conclusion
In this paper, we have shown that betweenness centrality can be easily computed with only
minimal modifications to the classical Bellman-Ford algorithm, and, hence, be integrated into
distance-vector routing protocols. We have also presented an experimental analysis of the global
and local convergence time of the proposed algorithm.
An interesting question left open by our work is designing bandwidth-adaptive distributed
algorithms for betweenness centrality, assuming that the graph has a polynomial number of
shortest paths (if this not the case, which would cause the S-values to have a linear number
of bits, we could use a floating point representation with O(log n) bits to approximate the
S-values, as described in [25]). Specifically, let congest(B) be the variant of the congest
model described in Section 1.2, in which at most B words of O(log n) bits each can be sent
through each link at each round. The distributed algorithm for weighted graphs described in
this paper applies to the congest(n) model, and converges in O(Diam) rounds. The distributed
algorithms for unweighted graphs described in [23,26,46] apply to the congest(1) model, and
converge in O(n) rounds. We thus leave open the question of computing betweenness centrality
of weighted graphs in O(n/B + Diam) rounds in the congest(B) model, for every 1 ≤ B ≤ n.
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