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Harmonic analysis on a local field
towards addition theorems for
multivariate Krawtchouk polynomials
Koei KAWAMURA
Abstract
We aim addition theorems for multivariate Krawtchouk polynomials, fol-
lowing Dunkl[2] for 1-variate case. We work on harmonic analysis on a non-
Archimedean local field, that is a group theoretic situation where these poly-
nomials play roles of the zonal spherical functions. Unlike Dunkl’s case, we use
decompositions of spherical representations as not necessarily irreducible. We
examine translations of zonal spherical functions, and have a kind of addition
theorem for multivariate Krawtchouk polynomials.
0 Introduction
Harmonic analysis on groups is one of the most suitable framework to investigate
special functions. An addition theorem for certain orthogonal polynomials may cor-
respond to the expansion of translation of the zonal spherical functions as Fourier
series over a subgroup, thus important in order to grasp structure of the homogeneous
space and group theoretic meanings of the special functions. Many cases are studied
in this direction since the 1970’s. As for discrete type (orthogonal with respect to a
summation), we can see addition theorems for Krawtchouk polynomials by Dunkl[2],
Hahn polynomials by Dunkl[3] and q-Krawtchouk polynomials by Stanton[13]. We
remark that all of these examples are of 1-variate cases.
On the other hand, as seen in recent works, multivariate orthogonal polynomi-
als have also been interpreted in harmonic analysis. For instance, Mizukawa[11]
expressed zonal spherical functions on the complex reflection groups in terms of
multivariate Krawtchouk polynomials. Scarabotti[12] regarded multivariate Hahn
polynomials as intertwining functions (a generalization of zonal spherical functions)
on the symmetric groups. So it will be expected that the application of methods
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for 1-variate cases may induce addition theorems for multivariate cases, although I
couldn’t find works in such direction.
In fact, irreducible decompositions are complicated and difficult to parametrize in
multivariate cases. Nevertheless, in spite of not necessarily irreducible, zonal spherical
functions can be decomposed as impressive ways. In this article, we propose such a
situation in the harmonic analysis on a non-Archimedean local field, on which the
author himself[7] induced the zonal spherical functions in terms of the multivariate
Krawtchouk polynomials. And we induce an addition theorem for that polynomials
with respect to one kind of decompositions.
Notations. We use notations below throughout the paper, most of which may be
standard. Both notations |A| and ♯A stand for the cardinarity of a set A. For a finite
sequence of numbers z = (zs)s∈S indexed by S ⊂ Z and an integer k ∈ Z, we use
notations
|z| =
∑
s∈S
zs, z|k =
∑
s≤k
zs, z|k =
∑
s≥k
zs (1)
(the later two may not be common). In most cases they are used for z = (zr)
ℓ−1
r=0,
then z|k = z0 + z1 + · · ·+ zk, z|k = zk + zk+1 + · · ·+ zℓ−1.
When a group G acts on a set X , and x, y ∈ X are in a same G-orbit, then we
write x ∼ y (G).
1 Zonal spherical functions on a non-Archimedean
local fields
Here we summarize well-known statements, and results by the author[7].
1.1 Zonal spherical functions on finite abelian groups
We consider a situation that a compact group G acts on a finite abelian (additive)
group A, and denote G = G⋊ A the semi-derect group of this action. Then G acts
on A by
G y A, (b, g) · a = b+ g(a) (a, b ∈ A, g ∈ G). (2)
The permutation representation with respect to this action is defined on the space
V = C[A] of all complex valued functions on A. We note that it is unitary according
to the L2-inner product of V ;
〈ϕ, ψ〉 = 1|A|
∑
a∈A
ϕ(a)ψ(a) (ϕ, ψ ∈ V ). (3)
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The representation V is decomposed into irreducible subrepresentations with mul-
tiplicity free, and each irreducible component involves exact one dimensional G-
invariant subspace. It is one aspect of the fact that the pair (G, G) is a Gelfand
pair[14].
Let us explain this decomposition in more detail. The character group Â of A
allows the contragredient action of G. We denote the set of all orbits of it by G\Â.
For each P ∈ G\Â, we put VP := SpanP ⊂ V = C[A]. Then mutually orthogonal
irreducible decomposition of V is given by
V =
⊕
P∈G\Â
VP . (4)
We call VP the spherical representation of the pair (G, G) associated with the orbit
P ∈ G\Â. It has one dimensional G-invariant subspace VPG as mensioned above
(by Frobenius reciprocity). The generating element ωP of VP
G is called the zonal
spherical function; we normarize as ωP(0) = 1. We may summarize the setting so far
as follows:
G = A⋊Gy V = C[A] =
⊕
P∈G\Â
VP ⊃ V G =
⊕
P∈G\Â
VP
G =
⊕
P∈G\Â
CωP .
1.2 Representations of wreath products on a non-Archimedean
local field
Let F be a non-Archimedean local field, v : F → Z ∪ {∞} be the discrete valuation,
o = {a ∈ F | v(a) ≥ 0} be the ring of integers of F , and p = {a ∈ F | v(a) ≥ 1} be
the maximal ideal of o. We fix a generator of p denoted by π. The residue field o/p has
the finite order q, a power of a prime. We fix a natural number ℓ ≥ 1 and denote by
R := o/pℓ the residue ring of the order qℓ. The valuation v : R→ {0, · · · , ℓ−1}∪{∞}
is naturally induced. We concider a wreath product group G = (o×)N ⋊SN , where
o× is the multiplicative group of o and SN is the symmetric group of order N ≥ 1.
Then G acts on the additive group A = RN by
(c, σ)a =
(
ckaσ−1(k)
)N
k=1
(
c = (ck)
N
k=1 ∈ (o×)N , σ ∈ SN , a = (ak)Nk=1 ∈ RN
)
.
(5)
We take a parameter set
X(ℓ, N) =
{
x = (xr)
ℓ−1
r=0 ∈ (Z≥0)ℓ
∣∣∣ |x| ≤ N} . (6)
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Then for x = (xr)
ℓ−1
r=0 ∈ X(ℓ, N),
O(x) =
{
(ak)
N
k=1 ∈ RN
∣∣∣ ♯{k | v(ak) = r} = xr, 0 ≤ r ≤ ℓ− 1} (7)
is an orbit of the action (5), and all orbits are parametrized as x runs over X(ℓ, N).
On the other hand, we define the ‘dual valuation’ v̂ : R̂→ {−∞}∪{0, · · · , ℓ− 1} on
the character group R̂ by
v̂(χ) = max {v(a) | a ∈ R, χ(a) 6= 1} , except for v̂(1) = −∞. (8)
We may identify the character group Â = R̂N with the direct product (R̂)N . Then
as n = (nr)
ℓ−1
r=0 runs over X(ℓ, N),
P(n) =
{
(χk)
N
k=1 ∈ (R̂)N
∣∣∣ ♯{k | v̂(χk) = r} = nr, 0 ≤ r ≤ ℓ− 1} (9)
completes the list of orbits of the contragredient action of G on Â. Under the nota-
tions above, we have the followings[7]:
Proposition 1.2.1. The value ωn(x) := ωP(n) (O(x)) of the zonal spherical function
associated with an orbit P(n) on an orbit O(x) is expressed as
ωn(x) = K
〈ℓ〉
n
(
x; q−1q ;N
)
, (10)
where the right hand side is the ℓ-variate Krawtchouk polynomial defined in the fol-
lowing subsection.
1.3 Multivariate Krawtchouk polynomials
The 1-variate Krawtchouk polynomials Kn(x; p;N) are discrete orthogonal polyno-
mials with respect to the binomial distribution. For integers n ≤ N , a variable x
and a probabilistic parameter 0 < p < 1, they are expressed by use of the Gaussian
hypergeometric function 2F1 as
Kn(x; p;N) = 2F1
( −n, −x
−N ;
1
p
)
=
n∑
k=0
(−n)k(−x)k
(−N)k k!pk , (11)
where (a)k is the Pochhammer symbol; (a)0 = 1 and (a)k =
∏k−1
s=0(a+ s) (k ≥ 1).
Griffiths[5] first gave the multivariate extensions of the Krawtchouk polynomi-
als, which are orthogonal for the multinomial distribution. In this article we deal
with special cases which are expressed in terms of products of 1-variate Krawtchouk
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polynomials, as defined by Xu[15] (ours differ from Xu’s in just normalizations). For
x = (xr)
ℓ−1
r=0 , n = (nr)
ℓ−1
r=0 ∈ X(ℓ, N) and a parameter set p = (pr)ℓ−1r=0, we define the
ℓ-variate Krawtchouk polynomials by
K〈ℓ〉n (x;p;N) =
1
(−N)|n|
ℓ−1∏
r=0
(−Nr)nrKnr(xr; pr;Nr), (12)
where Nr = N − x|r−1 − n|r+1 (13)
(recall x|r−1 =∑r−1s=0 xs, and n|r+1 =∑ℓ−1s=r+1 ns in our notation(1)). Especially when
p = (p, · · · , p), we denote K〈ℓ〉n (x; p;N) := K〈ℓ〉n (x;p;N), which is used in (10). See
[15] or [7] for the definition by generating functions and typical properties of the
polynomials.
2 Decomposition of the spherical representations
2.1 Harmonic analysis on R = o/pℓ with o×-action
Here we examine harmonic analysis on R = o/pℓ with the o×-action, which is the
N = 1 case of, and based on which we will develop harmonic analysis on RN with
the action (5) of G = (o×)N ⋊SN .
The o×-actions on R and on the character group R̂ respectively yield ℓ+1 orbits
Rr = {a ∈ R | v(a) = r} (r = 0, 1, · · · , ℓ− 1,∞), (14)
R̂r = {χ ∈ R̂ | v̂(χ) = r} (r = −∞, 0, 1, · · · , ℓ− 1) (15)
according to the values of v and v̂. We can make a correspondence between these
orbits as follows: We fix a character θ ∈ R̂ℓ−1 and define a group isomorphism
R −→ R̂, a 7→ θ(a · ), (16)
where θ(a · ) denotes a map b 7→ θ(ab) for b ∈ R. Then as easily seen, it maps Rr to
R̂ℓ−r−1 (0 ≤ r ≤ ℓ− 1) and R∞ to R̂−∞. The cardinalities Ir := |R̂r| of the orbits are
given by
I−∞ = 1, Ir = q
r(q − 1) (0 ≤ r ≤ ℓ− 1), (17)
since |Rr| = |pr/pℓ − pr+1/pℓ| = qℓ−r−1(q − 1) and the correspondence above. We
sometimes use I−1 := 1 for convenience sake.
Since R̂ is an orthonormal basis of the space C[R] of all functions on R, we have
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an orthogonal decomposition
C[R] = W−∞ ⊕
ℓ−1⊕
r=0
Wr, where Wr = Span R̂r (18)
(we remark that W−∞ = C ·1 is the space of constant functions on R). As mentioned
in (4), it is the irreducible decomposition as a representation of the semi-direct group
R ⋊ o×. We now aim to decompose each Wr into irreducible (1-dimensional) o
×-
representations. Let us define a decreasing sequence {o×r }r=−∞,0,1,2,··· of subgroups of
o× by
o×−∞ = o
×, o×r =
{
1 + aπr+1 | a ∈ o} (r ≥ 0) (19)
(recall that π is a generator of p). We remark that o×r is the stabilizer subgroup for
an arbitrary χ ∈ R̂r.
Proposition 2.1.1. For r = −∞, 0, 1, · · · , there exist just Ir numbers of 1-dimensional
o×-representations that are trivial on o×r . And Wr is the direct sum of all of them
with multiplicity free as an o×-representation.
Proof. We have Wr = ind
o×
o×r
1 by the definition of induced representation (because for
an arbitrary χ ∈ R̂r, Cχ is a trivial representation of o×r , and actions of representatives
of o×/o×r on χ yield elements of R̂r once for each). Frobenius reciprocity therefore
gives [Wr : V ]o× = [V : 1]o×r for an arbitrary 1-dimensional o
×-representation V .
It asserts that V occurs in Wr just once if and only if V is trivial on o
×
r . Since
dimWr = Ir, we conclude the statement.
We thus let {ξ(i)}Iri=1 be all characters of o× which are trivial on o×r (In particular,
ξ(1) is the trivial character of o×). Then we have the o×-irreducible decomposition
Wr =
Ir⊕
i=1
Cϕ(i)r , (20)
where ϕ
(i)
r is the generator of ξ(i)-component ofWr, normarized as 〈ϕ(i)r , ϕ(i)r 〉 = 1 with
respect to the inner product (3) of C[R]. It means that ϕ
(i)
r is a relatively o×-invariant
function on R:
ϕ(i)r (c
−1a) = ξ(i)(c)ϕ(i)r (a) (c ∈ o×, a ∈ R). (21)
Furthermore when 1 ≤ i < j ≤ Ir, functions ϕ(i)r and ϕ(j)r are orthogonal. In fact,
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using element c ∈ o× such that ξ(i)(c)ξ(j)(c) 6= 1, we have
〈ϕ(i)r , ϕ(j)r 〉 =
1
|R|
∑
a∈R
ϕ(i)r (a)ϕ
(j)
r (a) =
1
|R|
∑
a∈R
ϕ(i)r (c
−1a)ϕ
(j)
r (c−1a)
= ξ(i)(c)ξ(j)(c)〈ϕ(i)r , ϕ(j)r 〉,
which implies 〈ϕ(i)r , ϕ(j)r 〉 = 0. Consequently C[R] acquires an orthonormal basis
{1} ∪ {ϕ(i)r | 0 ≤ r ≤ ℓ− 1, 1 ≤ i ≤ Ir}. (22)
By the definition, ϕ
(1)
r is the unique o×-invariant normarized function belonging
to Wr. We thus obviously have
ϕ(1)r =
1√
Ir
∑
χ∈R̂r
χ. (23)
As for i ≥ 2, coefficients of ϕ(i)r in the expansion over R̂r satisfy the following prop-
erties (we will use it as a lemma for Proposition 2.1.3).
Lemma 2.1.2. Let 0 ≤ r ≤ ℓ− 1, 2 ≤ i ≤ Ir, and put
ϕ(i)r =
∑
χ∈R̂r
εχχ (24)
with coefficients εχ ∈ C. We also fix u as an integer 0 ≤ u ≤ r or u = −∞. Then
(1)
∑
χ∈R̂r
|εχ|2 = 1 hold.
(2) If i ≤ Iu and χ, χ′ ∈ R̂r are in a same o×u -orbit, then we have εχ = εχ′.
(3) If i > Iu, then for any o
×
u -orbit P ⊂ R̂r, we have
∑
χ∈P
εχ = 0.
Proof. (1) is obvious from 〈ϕ(i)r , ϕ(i)r 〉 = 1. Now by the reason of (21), we remark that
the function ϕ
(i)
r is o×u -invariant when and only when 1 ≤ i ≤ Iu. For (2), we let an
element c ∈ o×u such that χ′ = χ(c−1 · ) act on the both sides of (24), and compare
the coefficients on χ′. Then we shall get εχ′ = εχ.
For (3), we consider a decomposition
Wr = WP ⊕W⊥P , WP =
⊕
χ∈P
Cχ and W⊥P =
⊕
χ∈R̂r−P
Cχ, (25)
that is stable under the o×u -action. We note the WP-component of ϕ
(i)
r is ϕP :=
7
∑
χ∈P
εχχ. And we can take an element c ∈ o×u such that ξ(i)(c) 6= 1, as i > Iu. When
c acts, since ϕ
(i)
r is multiplied by ξ(i)(c), so is ϕP ; so we have
ϕP(c
−1a) = ξ(i)(c)ϕP(a) (a ∈ R). (26)
By substituting a = 0 in the both sides, we have ϕP(0) = 0, that is
∑
χ∈P
εχ = 0.
At the last of this part, we study R-actions on functions on R, namely the trans-
lations. Let us consider an element πs := πs+pℓ ∈ R for 0 ≤ s ≤ ℓ−1. We especially
examine an action of πs on the function ϕ
(1)
r . Since Wr is an R ⋊ o
×-representation
and has a decomposition (20), we know so far that the translated function ϕ
(1)
r (πs+ · )
can be written as a linear combination of {ϕ(i)r }Iri=1.
Proposition 2.1.3. Let 0 ≤ s, r ≤ ℓ− 1.
(1) If s < r, we can write ϕ(1)r (π
s + · ) =
Ir−s∑
i=Ir−s−1+1
γ(i)r,sϕ
(i)
r , with coefficients γ
(i)
r,s
satisfying
|γ(i)r,s| =
1√
qr−s−1(q − 1) . (27)
(2) When s = r, we can write ϕ(1)r (π
r + · ) =
q−1∑
i=1
γ(i)r,rϕ
(i)
r , with coefficients
γ
(1)
r,r = − 1q−1 and γ(i)r,r (2 ≤ i ≤ q − 1) satisfying (27).
(3) If s > r, we have ϕ
(1)
r (b+ · ) = ϕ(1)r for an arbitrary b ∈ Rs.
Proof. First we prove (3), so let s > r and b ∈ Rs. By the definition of dual valuation
v̂ in (8), we have χ(b + · ) = χ for all χ ∈ R̂r. So the statement is obvious by the
form of ϕ
(1)
r in (23).
From now on we assume s ≤ r. As remarked in the proof of the last lemma,
the o×r−s-invariant subspace of Wr is W
o×r−s
r =
r−s⊕
i=1
Cϕ(i)r . Also, ϕ
(1)
r (πs + · ) is o×r−s-
invariant. In fact, for 1 + aπr−s+1 ∈ o×r−s (a ∈ o) and b ∈ R, we have
ϕ
(1)
r
(
πs + (1 + aπr−s+1)b
)
= ϕ
(1)
r
(
(1 + aπr−s+1)(πs + b)− aπr+1)
= ϕ
(1)
r
(
(1 + aπr−s+1)(πs + b)
)
= ϕ
(1)
r (πs + b)
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(the second equality is by (3) of this proposition). It permits us awhile to write
ϕ(1)r (π
s + · ) =
Ir−s∑
i=1
γ(i)r,sϕ
(i)
r (γ
(i)
r,s ∈ C), (28)
where the coefficients γ
(i)
r,s ∈ C have an expression
γ(i)r,s =
1√
Ir
ξ(i)(−1)ϕ(i)r (πs). (29)
In fact, writing ϕ
(i)
r =
∑
χ∈R̂r
εχχ as in the last lemma, we have
γ
(i)
r,s =
〈
ϕ(i)r , ϕ
(1)
r (π
s + · )〉 = 〈∑
χ∈R̂r
εχχ,
1√
Ir
∑
χ∈R̂r
χ(πs)χ
〉
=
1√
Ir
∑
χ∈R̂r
εχχ(−πs) = 1√
Ir
ϕ(i)r (−πs) =
1√
Ir
ξ(i)(−1)ϕ(i)r (πs).
To prove remainings of the statements, we prepare notations and a lemma. For
0 ≤ s ≤ ℓ− 1, we denote
R|s :=
⋃
u≥s
Ru = p
s/pℓ, R̂|s :=
⋃
u≤s
R̂u, (30)
where each union also includes R∞ = {0} or R̂−∞ = {1}. These are subgroups
respectively of R and R̂.
Lemma 2.1.4. Let 0 ≤ s ≤ r ≤ ℓ− 1. For χ, χ′ ∈ R̂r, the following conditions are
equivalent:
(i) χ ∼ χ′ (o×r−s) (that is, they are in a same o×r−s-orbit).
(ii) χ = χ′ on R|s.
(iii) χχ′−1 ∈ R̂|s−1.
Proof. (i) ⇒ (ii) and (ii) ⇒ (iii) may be easy. (iii) ⇒ (i) may be justified by using
the isomorphism (16) that preserves o×r−s-orbits. We leave details to the reader.
We also remark that there is a one-to-one correspondence between R̂|s and the
character group (o/ps+1)ˆ intertwined by the canonical surjection ρ : R = o/pℓ →
o/ps+1;
(o/ps+1)ˆ → R̂|s, χ 7→ χ ◦ ρ. (31)
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Now we prove that if s < r and i ≤ Ir−s−1, then γ(i)r,s in (28) is 0. Because of (29),
it is the same as ϕ
(i)
r (πs) = 0. By Lemma 2.1.2 (2), we can write
ϕ(i)r =
∑
P∈o×r−s−1\R̂r
εP
∑
χ∈P
χ (εP ∈ C). (32)
So it suffices to prove that
∑
χ∈P χ(π
s) = 0 for an arbitrary o×r−s−1-orbit P ⊂ R̂r. We
take a fixed χ0 ∈ P, then by the equivalence of (i) and (iii) in Lemma 2.1.4, we can
write
P =
{
χ0χ
∣∣∣ χ ∈ R̂|s} . (33)
We therefore have, using the correspondence (31),∑
χ∈P
χ(πs) =
∑
χ∈R̂|s
χ0(π
s)χ(πs) = χ0(π
s)
∑
χ∈(o/ps+1 )ˆ
χ(πs) = 0.
We can also prove γ
(1)
r,r = − 1q−1 by the use of correspondence (31), as
γ(1)r,r =
〈
ϕ(1)r (π
r + · ), ϕ(1)r
〉
=
1
qr(q − 1)
∑
χ∈R̂r
χ(πr), and
∑
χ∈R̂r
χ(πr) =
∑
χ∈R̂|r
χ(πr)−
∑
χ∈R̂|r−1
χ(πr) =
∑
χ∈(o/pr+1 )ˆ
χ(πr)−
∑
χ∈(o/pr )ˆ
1 = −qr.
Now it only remains to prove (27) no matter s < r or s = r. By (29), we know
|γ(i)r,s| =
1√
Ir
|ϕ(i)r (πs)|. And since ϕ(i)r is relatively o×-invariant, we have |ϕ(i)r (πs)| =
|ϕ(i)r (b)| for any b ∈ Rs. We write ϕ(i)r =
∑
χ∈R̂r
εχχ as in Lemma 2.1.2, then
|Rs||ϕ(i)r (πs)|2 =
∑
b∈Rs
|ϕ(i)r (b)|2 =
∑
χ,χ′∈R̂r
εχεχ′
∑
b∈Rs
χ(b)χ′(b). (34)
Here we note for χ, χ′ ∈ R̂r,
∑
b∈Rs
χ(b)χ′(b) =

qℓ−s−1(q − 1) if χ ∼ χ′ (o×r−s),
−qℓ−s−1 if χ ≁ χ′ (o×r−s) and χ ∼ χ′ (o×r−s−1),
0 if χ ≁ χ′ (o×r−s−1)
(35)
(when s = r, the reader should replace o×r−s−1 with o
× = o×−∞ here and afterwards).
In fact, the first case is obvious since χ = χ′ on Rs (Lemma 2.1.4) and |Rs| =
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qℓ−s−1(q − 1). The second and third cases are respectively by Lemma 2.1.4,
∑
b∈Rs
χ(b)χ′(b) =
∑
b∈R|s
χ(b)χ′(b)−
∑
b∈R|s+1
χ(b)χ′(b) =
{
−∣∣R|s+1∣∣ = −qℓ−s−1,
0.
We also remark that Lemma 2.1.2 provides (1)
∑
χ∈R̂r
|εχ|2 = 1, (2) εχ′ = εχ if χ′ ∼
χ (o×r−s) and (3)
∑
χ′∼χ (o×r−s−1)
εχ′ = 0, since Ir−s−1 < i ≤ Ir−s now. The right hand
side of (34) is therefore,
qℓ−s−1(q − 1)
∑
χ∈R̂r
εχ
∑
χ′∼χ (o×r−s)
εχ′ − qℓ−s−1
 ∑
χ′∼χ (o×r−s−1)
εχ′ −
∑
χ′∼χ (o×r−s)
εχ′

= qℓ−s−1(q − 1) · qs
∑
χ∈R̂r
|εχ|2 + qℓ−s−1 · qs
∑
χ∈R̂r
|εχ|2 = qℓ.
It concludes
|γ(i)r,s| =
1√
Ir
|ϕ(i)r (πs)| =
1√
Ir
√
qℓ
|Rs| =
1√
qr−s−1(q − 1) .
2.2 Decomposition of Vn along relatively o
×-invariant func-
tions on R
As described in Section 1, any G = (o×)N ⋊ SN -orbit P(n) in R̂N is parametrized
by n ∈ X(ℓ, N), and defines the spherical representation Vn := VP(n) = SpanP(n) ⊂
C[RN ] of G = RN ⋊G. We remark that
dim Vn = |P(n)| =
(
N
n
) ℓ−1∏
r=0
Ir
nr =
(
N
n
)
q
∑ℓ−1
r=0 rnr(q − 1)|n|, (36)
where
(
N
n
)
=
N !
(N − |n|)!∏ℓ−1r=0 nr! is the multinomial coefficient. Here we construct
G-subrepresentations of Vn by the use of relatively o
×-invariant functions ϕ
(i)
r (0 ≤
r ≤ ℓ− 1, 1 ≤ i ≤ Ir) defined in the last subsection ( we do not reach the irreducible
decomposition).
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For n = (nr)
ℓ−1
r=0 ∈ X(ℓ, N), we define the following parameter set:
A(n) =
{
α = (αr)
ℓ−1
r=0
∣∣ αr = (α(i)r )Iri=1 ∈ (Z≥0)Ir , |αr| = nr (for each r)} (37)
(that is, α ∈ A(n) is a ℓ-tuple, each member αr of which is a so-called composition
of nr). And for α ∈ A, we define a subspace Vn,α of Vn as the span of
B(α) =
{
N⊗
k=1
fk
∣∣∣∣∣ {fk}Nk=1 consists of N − |n| numbers of 1 andα(i)r numbers of ϕ(i)r (0 ≤ r ≤ ℓ− 1, 1 ≤ i ≤ Ir).
}
, (38)
where the tensor product ⊗
k=1
N
fk is realized as a function on R
N by(
N⊗
k=1
fk
)
(a) =
N∏
k=1
fk(ak)
(
a = (ak)
N
k=1 ∈ RN
)
. (39)
Let us confirm that each ⊗
k=1
N
fk satisfying the condition of (38) is in Vn. In fact, we
expand it in terms of
{
⊗
k=1
N
χk
∣∣ χk ∈ R̂}, a basis of C[RN ]. Then for 0 ≤ r ≤ ℓ− 1,
the number of χk ∈ R̂r are |αr| = nr in any terms, because ϕ(i)r ∈ Wr = Span R̂r.
We also remark that ∪
α∈A(n)
B(α) is an orthogonal system of Vn with respect to the
inner product (3) of C[RN ], following the orthogonality of (22). By counting the
cardinality of bases B(α), we have
dimVn,α =
(
N
n
) ℓ−1∏
r=0
(
nr
αr
)
, (40)
where
(
nr
αr
)
=
nr!∏Ir
i=1 α
(i)
r
is the multinomial coefficient. We can make sure an orthog-
onal direct sum
Vn =
⊕
α∈A(n)
Vn,α (41)
holds by comparing dimensions of the both sides;
∑
α∈A(n)
dim Vn,α =
(
N
n
) ∑
α∈A(n)
ℓ−1∏
r=0
(
nr
αr
)
=
(
N
n
) ℓ−1∏
r=0
∑
|αr |=nr
(
nr
αr
)
=
(
N
n
) ℓ−1∏
r=0
Ir
nr = dimVn
(the third equality is due to the multinomial theorem). Actually, (41) turns out to
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be a decomposition into G-subrepresentations:
Proposition 2.2.1. For any α ∈ A(n), Vn,α is a G-subrepresentation of Vn.
Proof. We just need to check that Vn,α is stable under the (o
×)N - and SN -actions
separately. Firstly, any generator ⊗
k=1
N
fk ∈ B(α) is relatively (o×)N -invariant, since its
components fk are all relatively o
×-invariant. Secondly, the SN -actions just cause
permutations of the components fk’s of ⊗
k=1
N
fk, so it is still in Vn,α. Observations above
prove the statement.
We prepare a notation for the symmetrizations of functions on RN :
Definition 2.2.2. Let m ≤ N be an integer and {fk}mk=1 be a set of functions on R
(allowing some of which might be the same). Then we put fk = 1 for k = m+1, · · · , N
and define [
m⊗
k=1
fk
]
SN
=
∑
σ∈SN / Stab(⊗fk)
N⊗
k=1
fσ−1(k), (42)
where Stab(⊗fk) ⊂ SN is the stabilizer subgroup of ⊗
k=1
N
fk.
As introduced in Section 1.1, the zonal spherical function ωn corresponding to a
parameter n ∈ X(ℓ, N) is the unique G-invariant normarized function belonging to
the spherical representation Vn. Using the notation above, we can explicitly write
down ωn as follows;
ωn =
1(
N
n
)
Q
[
ℓ−1⊗
r=0
ϕ(1)r
⊗nr
]
SN
, (43)
where Q =
ℓ−1∏
r=0
√
Irnr ( since ϕ
(1)
r (0) =
√
Ir from (23), we need to normarize by it).
We take u = (us)
ℓ−1
s=0 ∈ X(ℓ, N) and put
πu := (1, · · · , 1︸ ︷︷ ︸
u0 tuple
, π, · · · , π︸ ︷︷ ︸
u1 tuple
, · · · , πℓ−1, · · · , πℓ−1︸ ︷︷ ︸
uℓ−1 tuple
, 0, · · · , 0) ∈ RN . (44)
We examine components of the translated function ωn(π
u + · ) ∈ Vn with respect to
the decomposition (41). Here and afterwards we use the following notation:
Notation. For any function f ∈ C[RN ], let Vn,α(f) denote the Vn,α-component of f .
Proposition 2.2.3. For α ∈ A(n) and u ∈ X(ℓ, N), we define a parameter set
W(α, u) =
{
w = (wr,s)0≤r≤s≤ℓ−1 ∈ (Z≥0)(
ℓ+1
2 )
∣∣∣ satisfying the conditions below }
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(i)
ℓ−1∑
s=r
wr,s ≤ α(1)r for 0 ≤ r ≤ ℓ− 1,
(ii)
s∑
r=0
wr,s ≤ us −
ℓ−1∑
r=s
Ir−s∑
i=I
r−s−1+1
α(i)r for 0 ≤ s ≤ ℓ− 1, and
(iii) |u|+ |α(1)| −N ≤ |w|, where α(1) := (α(1)r )ℓ−1r=0.
Then we have
Vn,α
(
ωn(π
u + · )) = 1(
N
n
)
Q
 ∏
0≤s≤r≤ℓ−1
Ir−s∏
i=I
r−s−1+1
γ(i)r,s
α
(i)
r
 ∑
w∈W(α,u)
(
ℓ−1∏
r=0
γ(1)r,r
wr,r
)
×
ℓ−1⊗
s=0
 s⊗
r=0
ϕ(1)r
⊗wr,s ⊗
ℓ−1⊗
r=s
Ir−s⊗
i=I
r−s−1+1
ϕ(i)r
⊗α
(i)
r

Sus
⊗
[
ℓ−1⊗
r=0
ϕ(1)r
⊗
(
α
(1)
r −
∑ℓ−1
s=r wr,s
)]
SN−|u|
(45)
(when r = s, we put Ir−s−1 = I−1 := 1).
Proof. We put
(rk)
N
k=1 = (−∞, · · · ,−∞, 0, · · · , 0︸ ︷︷ ︸
n0 tuple
, 1, · · · , 1︸ ︷︷ ︸
n1 tuple
, · · · , ℓ− 1, · · · , ℓ− 1︸ ︷︷ ︸
nℓ−1 tuple
), (46)
and regard the product group Sn := SN−|n| × Sn0 × · · · × Snℓ−1 as its stabilizer
subgroup in SN . Then from (43) we can write
ωn(π
u+ · ) = 1(
N
n
)
Q
∑
σ∈SN/Sn

ℓ−1⊗
s=0
u|s⊗
k=u|s−1+1
ϕ(1)r
σ−1(k)
(πs + · )⊗
N⊗
k=|u|+1
ϕ(1)r
σ−1(k)
 (47)
(where we regard ϕ
(1)
−∞ = 1). Each tensor component ϕ
(1)
r (πs + · ) in here is, by
Proposition 2.1.3, either expanded as Σ
i
γ
(i)
r,sϕ
(i)
r (if s ≤ r), or equal to ϕ(1)r (if s > r,
including the case of r = −∞). We expand (47) by taking γ(i)r,sϕ(i)r one by one
component. Then each term belongs to Vn,β for some β ∈ A(n). For a fixed α ∈ A(n),
thus Vn,α (ωn(π
s + · )) is just the sum of terms belonging to Vn,α in such the expansion.
For σ ∈ SN/Sn, we denote by
T (σ) =
ℓ−1⊗
s=0
u|s⊗
k=u|s−1+1
ϕ(1)r
σ−1(k)
(πs + · )⊗
N⊗
k=|u|+1
ϕ(1)r
σ−1(k)
, (48)
14
the term corresponding to σ in (47), and consider a condition that
T (σ) has the non-zero Vn,α-component in its expansion. (49)
We remark that this condition is stable under the left Su-action (where Su := Su0×
· · ·×Suℓ−1 ×SN−|u| is the stabilizer subgroup of πu in SN). In fact, for any τ ∈ Su,
the change between T (σ) and T (τσ) is just a permutation within (u|s−1 + 1)-th to
u|s-th for some 0 ≤ s ≤ ℓ− 1, or (|u|+ 1)-th to N -th tensor components in (48).
So we can define a set
S(α, u) = {σ ∈ Su\SN/Sn | T (σ) satisfies (49)}. (50)
We now make a one-to-one correspondence between S(α, u) and W(α, u). Let σ ∈
S(α, u). Then for any 0 ≤ s ≤ ℓ − 1, the us-tuple (rσ−1(k))u|
s
k=u|s−1+1 includes exactly
Ir−s∑
i=I
r−s−1+1
α(i)r numbers of each r > s, and more than
q−1∑
i=2
α(i)s numbers of s. Because
by Proposition 2.1.3, ϕ
(i)
r for r ≥ s, Ir−s−1 + 1 ≤ i ≤ Ir−s appears only in the
expansion of ϕ
(1)
r (πs + · ), and conversely the expansion has just such terms except
for the r = s case which has ϕ
(1)
s . We hence put
ws,s = ♯{k | rσ−1(k) = s, u|s−1 + 1 ≤ k ≤ u|s} −
q−1∑
i=2
α(i)s , and (51)
wr,s = ♯{k | rσ−1(k) = r, u|s−1 + 1 ≤ k ≤ u|s} for r < s. (52)
We remark, for r ≤ s, that wr,s represents the number of ϕ(1)r among (u|s−1 + 1)-th
to u|s-th tensor components of each term of T (σ) belonging to Vn,α. They therefore
satisfy the condition (i). Also (ii) is obvious from how we took them. For each
0 ≤ r ≤ ℓ− 1, the number of r among (rσ−1(k))|u|k=1 is now
r∑
s=0
Ir−s∑
i=I
r−s−1+1
α(i)r +
ℓ−1∑
s=r
wr,s = nr − α(1)r +
ℓ−1∑
s=r
wr,s, (53)
hence that among (rσ−1(k))
N
k=|u|+1 is α
(1)
r −
ℓ−1∑
s=r
wr,s. So we have
ℓ−1∑
r=0
(
α(1)r −
ℓ−1∑
s=r
wr,s
)
≤ N − |u|, (54)
15
which induces the condition (iii).
Conversely when w = (wr,s) ∈ W(α, u) is given, for 0 ≤ s ≤ ℓ − 1, we let a us-
tuple (rσ−1(k))
u|s
k=u|s−1+1 consist of
Ir−s∑
i=I
r−s−1+1
α(i)r numbers of each r > s,
q−1∑
i=2
α(i)s +ws,s
numbers of s, wr,s numbers of each r < s, and −∞’s for the remainings. Also let a
(N − |u|)-tuple (rσ−1(k))Nk=|u|+1 consist of α(1)r −
ℓ−1∑
s=r
wr,s numbers of each r and −∞’s
for the remainings. Such σ is uniquely determined as σ ∈ S(α, u). The process above
gives a one-to-one correspondence between S(α, u) and W(α, u).
We have already explained how to take terms belonging to Vn,α in the expansion
of (47). That is, considering interpretations of w ∈ W(α, u) in the explanation above,
we have
Vn,α
(
ωn(π
u + · )) = 1(
N
n
)
Q
∑
σ∈S(α,u)
[Vn,α(T (σ))]Su
=
1(
N
n
)
Q
∑
w∈W(α,u)
[
ℓ−1⊗
s=0
(
s−1⊗
r=0
ϕ(1)r
⊗wr,s ⊗ (γ(1)s,sϕ(1)s )⊗ws,s
⊗
ℓ−1⊗
r=s
Ir−s⊗
i=I
r−s−1+1
(γ(i)r,sϕ
(i)
r )
⊗α
(i)
r ⊗ 1⊗ · · · ⊗ 1

⊗
(
ℓ−1⊗
r=0
ϕ(1)r
⊗
(
α
(1)
r −
∑ℓ−1
s=r wr,s
)
⊗ 1⊗ · · · ⊗ 1
)]
Su
,
which is equal to the statement.
3 An addition theorem for multivariate Krawtchouk
polynomials
3.1 The basic idea for addition theorems
Here following Dunkl[2], we exhibit the basic idea to induce addition theorems of
zonal spherical functions by the use of harmonic analysis in the setting of Section 1.1
(that a compact group G acts on an finite abelian group A). The procedure is as
below:
(i) We decompose a spherical representation VP (that is irreducible as a repre-
sentation of G = A⋊G) as a representation of the subgroup G ⊂ G.
(ii) We let a particular element a ∈ A act on the zonal spherical function ωP ,
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that is, consider a function ωP(a + · ) ∈ VP , and decompose it into components
according to (i).
(iii) We decompose the right hand side of the identity
ωP
(
g(a)− b) = dim VP · 〈g · ωP(a+ · ), ωP(b+ · )〉 (a, b ∈ A, g ∈ G) (55)
as a form of summation according to (ii).
We remark that the identity (55) is easily deduced from the convolution identity
ωP ∗ ωP ′ = δP,P ′ |G||P|ωP of zonal spherical functions ([10], section VII).
In the case of Dunkl[2], the decomposition in (i) is G-irreducible, and turns out
to be multiplicity free and parametrized by a ‘single’ sequence of integers. For that
reason, an organized addition theorem is achieved at the last step (iii). In our case
(on a local field in Section 1.2), however, the irreducible decomposition in (i) seems
to be difficult. And actually that is not necessarily multiplicity free. So we use
decompositions in the last section, that is not necessarily irreducible. And we will
assume some conditions for easy calculations.
3.2 Construction of an addition theorem on some assump-
tions
Along the procedure in the last subsection, here we propose a kind of addition theo-
rem. We take rather strong assumptions for easy calculations, nevertheless the result
might be new and impressive.
We restrict the translating element a ∈ RN in the procedure (ii) to have the form
of
1t := (
t-tuple︷ ︸︸ ︷
1, · · · , 1,
(N−t)-tuple︷ ︸︸ ︷
0, · · · , 0 ) ∈ RN (56)
for a natural number t ≤ N . Then the condition (ii) in Proposition 2.2.3 forces that
α(i)r = 0 for any 1 ≤ r ≤ ℓ− 1, 2 ≤ i ≤ Ir−1, (57)
furthermore, any w = (wr,s)r≤s ∈ W(α, u) must be wr,s = 0 except for
t+ |α(1)| −N ≤ z := w0,0 ≤ t + |α(1)| − |n| (58)
from conditions (i), (ii), (iii) of Proposition 2.2.3. Then the proposition is reduced
as follows:
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Corollary 3.2.1. For 0 ≤ t ≤ ℓ− 1 and α ∈ A(n) in the condition (57), we have
Vn,α
(
ωn(1
t + · )) = 1(
N
n
)
Q
ℓ−1∏
r=0
Ir∏
i=I
r−1+1
γ
(i)
r,0
α
(i)
r
 t+|α(1)|−|n|∑
z=t+|α(1)|−N
(
γ
(1)
0,0
)z
×
ϕ(1)0 ⊗z ⊗ ℓ−1⊗
r=0
Ir⊗
i=I
r−1+1
ϕ(i)r
⊗α
(i)
r

St
⊗
[
ϕ
(1)
0
⊗
(
α
(1)
0 −z
)
⊗
ℓ−1⊗
r=1
ϕ(1)r
⊗α
(1)
r
]
SN−t
.
(59)
We again restrict ourselves to deal with
c = (ck)
N
k=1 ∈ (o×)N ⊂ G (60)
as the acting element g ∈ G in the procedure (iii). When c acts on the function
Vn,α
(
ωn(1
t+ · )) in the last corollary, if the k-th tensor element is ϕ(i)r , it is multiplied
by ξ(i)(ck) as in (21). Each term ⊗
k=1
N
fk in (59) is thus multiplied by
ℓ−1∏
r=0
Ir∏
i=I
r−1+1
∏
k∈A
(i)
r
ξ(i)(ck), where A
(i)
r :=
{
k ∈ {1, · · · , t}
∣∣∣ fk = ϕ(i)r } . (61)
Now let us calculate an inner product in the procedure (iii):
Proposition 3.2.2. For α ∈ A(n) satisfying (57), 0 ≤ t ≤ ℓ − 1, u = (us)ℓ−1s=0 ∈
X(ℓ, N) satisfying t ≤ u0 and c ∈ (o×)N , we have〈
c · Vn,α
(
ωn(1
t + · )), Vn,α(ωn(πu + · ))〉 = 1(
N
n
)2
Q2
ℓ−1∏
r=0
Ir∏
i=I
r−1+1
∣∣∣γ(i)r,0∣∣∣2α(i)r
×
 ∑
(A
(i)
r )r,i
ℓ−1∏
r=0
Ir∏
i=I
r−1+1
∏
k∈A
(i)
r
ξ(i)(ck)

×
ℓ−1∏
s=1
∑
k≥0
(
us
k
)(
N − u|s − α(1)|s+1
α
(1)
s − k
)
γ(1)s,s
k
×
∑
z≥0
∑
k≥0
(
t− |n|+ |α(1)|
z
)(
u0 − t
k
)(
N − u0 − α(1)|1
α
(1)
0 − z − k
)
γ
(1)
0,0
2z+k,
(62)
where the sum
∑
(A
(i)
r )r,i
in the second line runs over all disjoint subsets
ℓ−1⊔
r=0
Ir⊔
i=I
r−1+1
A(i)r ⊂
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{1, · · · , t} such that |A(i)r | = α(i)r .
Proof. The first line of the statement (62) is obvious from (45) and (59). We choose
one term in the symmetrization [·]St ⊗ [·]SN−t in (59), that is, determine an order of
the tensor as follows: Firstly for each i ≥ 2, we determine places where ϕ(i)r ’s stay. It
yields the second line of (62). Secondly, in the decreasing order s = ℓ−1, ℓ−2, · · · , 1,
we choose places for ϕ
(1)
s ’s in each terms of [·]SN−t in (59). Among α(1)s number of
them, let k number be choosen from {u|s−1+1, · · · , u|s}. Then the remaining α(1)s −k
number must be taken from {u|s+1, · · · , N}−{indexes already taken for ϕ(1)r ’s, r > s}.
Since
(
γ
(1)
s,s
)k
is multiplied by (45), the third line of (62) is gotten. Finally, we choose
places for ϕ
(1)
0 ’s. We let k number of them choosen from {t+1, · · · , N}∩{1, · · · , u0}.
Then we conclude the last line of (62). Details are left to the reader.
By substituting the values of |γ(i)r,0| in Proposition 2.1.3 in the first line of (62), we
have
ℓ−1∏
r=0
Ir∏
i=I
r−1+1
∣∣∣γ(i)r,0∣∣∣2α(i)r = 1
q
∑ℓ−1
r=0(r−1)
(
nr−α
(1)
r
)
(q − 1)2(|n|−|α(1)|)
. (63)
By the definition (11) of the Krawtchouk polynomials, we notice that the third and
fourth lines of (62) are in the form of that polynomials. Also recall that γ
(1)
s,s = − 1q−1
for 0 ≤ s ≤ ℓ−1 (Proposition 2.1.3). Together with the definition (12) of the ℓ-variate
Krawtchouk polynomials, we have
(the 3rd and 4th lines of (62))
=
ℓ−1∏
s=1
(
N − u|s−1 − α(1)|s+1
α
(1)
s
)
K
α
(1)
s
(
us;
q−1
q ; N − u|s−1 − α(1)|s+1
)
×
∑
z≥0
(
− 1
q−1
)2z (t− |n|+ |α(1)|
z
)(
N − t− α(1)|1
α
(1)
0 − z
)
K
α
(1)
0 −z
(
u0 − t; q−1q ;N − t− α(1)|1
)
=
∑
z≥0
1
(q − 1)2z
(
t− |n|+ |α(1)|
z
)(
N − t
α
(1)
0 − z, α(1)1 , · · · , α(1)ℓ−1
)
× K〈ℓ〉(
α
(1)
0 −z, α
(1)
1 ,··· ,α
(1)
ℓ−1
)
(
u0 − t, u1, · · · , uℓ−1; q−1q ;N − t
)
.
(64)
Now we take the sum of (62) over α ∈ A(n) satisfying (57). By splitting the sum as∑
α∈A(n)
=
∑
{α
(1)
r }
ℓ−1
r=0
∑
{α
(i)
r }r,i
, (65)
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then the second sum of (65) and the second line of (62) yield ℓ-variate Krawtchouk
polynomials again;
∑
{α
(i)
r }r,i
 ∑
(A
(i)
r )r,i
ℓ−1∏
r=0
Ir∏
i=I
r−1+1
∏
k∈A
(i)
r
ξ(i)(ck)

=
(
t
n− α(1)
)
q
∑ℓ−1
r=1(r−1)
(
nr−α
(1)
r
)
(q − 1)2(n|1−α(1)|1)(q − 2)n0−α(1)0
× K〈ℓ〉
n−α(1)
(
y; q−2q−1 ,
q−1
q
, · · · , q−1
q ; t
)
,
(66)
where y = (yr)
ℓ−1
r=0 is the set of numbers that reflects the group action, defined by
yr = ♯
{
k ∈ {1, · · · , t}
∣∣∣ ck ∈ o×r−1 − o×r } (0 ≤ r ≤ ℓ− 1). (67)
On the other hand, by counting numbers of components that have each value of
the valuation v, we know
c · 1t − πu ∈ O(u0 − t + y0, u1 + y1, · · · , uℓ−1 + yℓ−1). (68)
So in our situation, the left hand side of (55) is
K〈ℓ〉n
(
u0 − t+ y0, u1 + y1, · · · , uℓ−1 + yℓ−1; q−1q ; N
)
. (69)
All the observations above induce the main theorem of the paper. In the theorem,
we use the following notation:
Notation. For a sequence x = (xr)
ℓ−1
r=0 and a number a, we denote by x + ae0 the
sequence added by a in the only 0th element;
x+ ae0 = (x0 + a, x1, · · · , xℓ−1) . (70)
And in the theorem, we replace α(1) = (α
(1)
r )
ℓ−1
r=0 by α = (αr)
ℓ−1
r=0 and other letters are
used in the same way as in the discussion so far.
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Theorem 3.2.3. For n ∈ X(ℓ, N), 0 ≤ t ≤ N, u ∈ X(ℓ, N) such that t ≤ u0, and
y ∈ X(ℓ, t), we have
K〈ℓ〉n
(
u+ y − te0 ; q−1q ; N
)
=
1(
N
n
) ∑
α∈X(ℓ,N)
∑
z≥0
(
q(q−2)
(q−1)2
)n0−α0 1
(q − 1)2z
(
t
n− α, z
)(
N − t
α− ze0
)
× K〈ℓ〉α−ze0
(
u− te0; q−1q ; N − t
)
K
〈ℓ〉
n−α
(
y; q−2q−1 ,
q−1
q
, · · · , q−1
q ; t
)
.
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