A microscopic, single-particle view of impact ionization in silicon is obtained from a modified full-band Monte Carlo simulation. For each ionization event, the balance between the energies supplied by the electric field and lost to the lattice is plotted as a function of time before ionization. It is shown that two separate mechanisms can be identified. The lucky-electron model describes well impact ionization at very low electric fields. At higher fields, a different form of ''lucky scattering'' becomes the preferred ionization mechanism, where ionizing electrons suffer a sequence of scattering events with a final velocity directed along the electric field. This process is the microscopic equivalent of the energy-transport theories describing the ensemble dynamics at high fields.
I. INTRODUCTION
Impact ionization in semiconductors has been the subject of intensive study for some decades. Although the theoretical calculation of the impact ionization rates was first tackled in the 1960's, 1,2 experimental validation was hindered by the complex interplay between phonon scattering and impact ionization. These difficulties frustrated most efforts to achieve a direct measurement of the phonon-scattering and ionization rates from transport properties. 3 Nevertheless, a number of theories adopting a simplified microscopic model were put forward in order to supply a unified qualitative framework, both practical and conceptual. 4 Two basic pictures can be identified: The well-known lucky-electron theory of Shockley, 5 with variations such as Ridley's luckydrift model, 6 and the transport theories of Wolff, 7 Baraff, 8, 9 Keldysh, 1 and others. 10, 11 While the latter are usually based on some analytical or numerical solution of the Boltzmann transport equation, the lucky-electron theory simply assumes that electrons can ionize if they can escape phonon scattering for the time needed to reach the ionization threshold. This picture is regarded as reasonable at low electric fields, when most ionization events occur near the threshold energy, and heating of the electron ensemble is negligible. 12 For high fields, electrons have average energies well above thermal equilibrium, and the energy-transport model is commonly adopted. However, despite its simplicity, Shockley's theory has proven surprisingly wide applicability. 13, 14 This paper presents a view of electron-initiated impact ionization in silicon, using full-band Monte Carlo ͑MC͒ simulation as a microscopic observation tool. Our purpose is to obtain a qualitative insight on the ionization process, assessing the range of validity of the lucky-electron model. To this purpose, the flexibility of the numerical technique will be exploited to trace back in time the history of the primary ionizing electrons. Two different types of lucky flights will be identified: For low fields, electrons impact-ionize by ballistic flight, whereas at higher fields, the probability of escaping phonon collisions is replaced by the probability of being scattered along the direction of the field.
II. MONTE CARLO SIMULATION RESULTS
The physical model used for the MC simulations includes a numerical representation of the first two conduction bands of silicon, as computed from the local pseudopotential method. 15 Scattering processes include inelastic acoustical and optical phonons. According to a well-established model, we distinguish between f -and g-type X -X processes and X -L processes, and scale the scattering rate with the density of states for high energies. 3 All scattering processes are assumed to be isotropic. Collisional broadening is modeled with a scheme similar to that of Ref. 16 . The experimentally determined impact ionization rate given by Cartier et al. is used. 17 Correspondingly, the X -L deformation potential is lowered to 1ϫ10 8 eV/cm from the value of 2ϫ10 8 eV/cm of Ref. 3 in order to fit the macroscopic ionization coefficients. After ionization, the ''secondary'' electron is assigned a random isotropic k vector according to the theoretical energy distributions obtained by Kamakura et al. 18 No impurity scattering or high-density effects ͑e.g., degeneracy and electron-electron scattering͒ are considered.
In order to obtain information about the dynamics of the ionization mechanism, the history of primary ionizing carriers is traced back in time. During the simulation, for each electron, we continuously store several state variables for a number of time steps corresponding to 1 ps of simulated time. From this ''trail'' of data, we can compute various quantities at times immediately preceding the ionization events. Figures 1-3 show the simulation results in synthetic form, on a single energy scale, for electric fields along the ͗100͘ direction in the 50-300 kV/cm range. The horizontal axis corresponds to the time before an ionization event. If impact ionization occurs at time t ion , the plots show average quantities at time t ion Ϫ. In this sense, we can say that all curves ''start'' at the left end of the plots, and ''end''at the ionization time, i.e., ϭ0. 
where the angle brackets denote averages taken over the ensemble of Monte Carlo particles. All curves start at the average electron energy and show a steep rise shortly before the ionization event. The process takes a fraction of a picosecond. The maximum value is reached at ϭ0, and corresponds to the average energy at which ionizations occur. This energy is very close to the band gap at low fields and increases with the electric field as more ionization events occur at high energies. In principle, curve E 1 in Figs. 1-3 should be computed by taking a sample of the entire energy history each time that an impact ionization event occurs. However, for the lowfield condition of Fig. 1 , the ionization coefficient is so low that several days of computer time would be necessary just to obtain a single event. Therefore, we have employed a different algorithm, taking the samples continuously, weighted by the ionization probability per unit time. 19 At the end of the simulation, the result is normalized to the accumulated ionization probability. In this way, reasonably noisefree data can be obtained in a short time. In fact, for low electric fields, most of the ionization events occur just above the band-gap energy. Even at 50 kV/cm, a significant number of particles ͑about 0.01%͒ lie in this energy range. Therefore, a statistically accurate sampling of the impact ionization dynamics is quickly obtained, even if very few or no ionization events actually take place, due to the extremely small ionization rate at such low energies ͑10 9 s Ϫ1 or less͒. During their trajectories, electrons exchange energy with the electric field ͑mostly increasing their kinetic energy͒ and with the lattice ͑mostly losing energy by phonon emission͒. This energy balance is shown graphically by the dashed lines ͑denoted as E 2 ͒ in Figs. 1-3. For a given time , E 2 () is the ionization energy E 1 (0), minus the energy supplied by the electric field from time t ion Ϫ to t ion :
where ϪF is the electric field, eF is the force experienced by the electrons, and x is the component of the particle position along the field. We have denoted with E in () the energy supplied by the electric field over time . The slope of curve E 2 is simply the rate of energy gain from the electric field before the ionization event. The figures show that E 2 starts as a straight line for large , where electrons move with a uniform drift velocity d and the field supplies an average power
A short time before ionizing, curve E 2 gets steeper, that is, the energy gain rate increases. This means that the electron velocity tends to be directed along the direction of the electric field. In the lucky-electron theory, this would be due to the carriers escaping phonon emission, so that their direction of motion approaches that of the electric field. However, ballistic flight is not the only trajectory resulting in an increased energy rate. In order to check whether carriers move ballistically or suffer collisions, we can take the difference between curves E 1 and E 2 : The quantity E 1 (0)ϪE 1 () is a difference of kinetic energy, so that, by conservation of energy, the left-hand side of Eq. ͑4͒ is the energy lost to the lattice from time t ion Ϫ to t ion :
The closer the curves E 1 and E 2 , the more the situation approaches a lucky-electron picture. The opposite situation occurs instead when carriers do not show any sign of lucky flight, i.e., when the energy loss is equal to the expected energy loss. The latter can be defined by
where R(E) is the expected energy loss rate:
In Eq. ͑7͒, ប n is the energy of the nth phonon mode, and S n is the corresponding scattering rate. Terms in Eq. ͑7͒ have a plus sign for phonon emission, minus for absorption. In our MC model, the scattering rates S n are assumed as functions of the energy E. With a model including anisotropic effects, 20 S n would be also a function of the wave vector and band index. The quantity R is a function of the electron state, and describes the average energy lost per unit time. The sum in Eq. ͑7͒ actually has an infinite number of terms, due to the continuous energy spectrum of acoustic phonons. Therefore, the rate R has been evaluated during the MC simulation itself, recording the average energy-loss rate for each carrier due to phonon scattering. The result of this calculation, for the phonon-scattering model employed, is shown in Fig. 4 . The dot-dashed curve E 3 is, therefore, defined as
while we recall from Eq. ͑5͒ that
If the expected and actual energy losses are identical, then curves E 2 and E 3 will coincide.
The proximity of E 2 to either E 1 or E 3 allows us to identify the preferred ionization mechanism. If E 2 ϷE 1 , the energy loss is zero and the lucky-electron model is valid. On the other hand, if E 2 ϷE 3 , electrons do not escape phonon scattering, and follow nonballistic trajectories. The numerical results show a clear trend from the lucky-electron behavior of Fig. 1 , with E 2 very close to E 1 in the final part of the plot, to the almost perfect coincidence between curves E 2 and E 3 of Fig. 3 . It can be observed that curves E 2 and E 3 of Fig. 3 tend to get closer, and even slightly cross toward the left end of the plot. This is due to the fact that the expected energy-loss rate does not account for impact ionization itself; that is, the energy loss between curves E 1 and E 2 includes a small contribution from other ionization events, which is obviously negligible for small electric fields and/or short times before t ion . In fact, assuming a maximum ballistic velocity of 10 8 cm/s and an electric field of 300 kV/cm, a minimum time of about 4ϫ10 Ϫ14 s is needed in order for two consecutive ionization events to occur. For shorter times, the contribution to E 2 from double ionization events is zero, and becomes non-negligible only a few 10 Ϫ13 s before the ionization event.
We conclude this section by noting that the above results, obtained from dynamic, time-dependent data, are not at all apparent from the conventional static observables such as the distribution of electrons in k space. Figures 5 and 6 show a snapshot of the electron distributions and locations of the impact ionization events in k space, for electric fields of 100 and 300 kV/cm, respectively. The electric field is parallel to the k x axis. For convenience of graphical representation, we have only shown electrons around the two minima of the conduction band, which have their principal axes parallel to the k z axis. For the case of 100 kV/cm, a marked anisotropy of the ionization events is clearly visible, with about twothirds of the events lying in the right-hand half of the Brillouin zone. As might be expected, the ionization events are spread over a large volume of k space, rather than displaying a sharply peaked distribution corresponding to an ideal Shockley-like component. 5, 8 For an applied electric field of 300 kV/cm, instead, the anisotropy is much smaller, and ionization events are almost evenly distributed in k space. This equalization effect is due to the complex structure of the conduction band at high energies, shown in Fig. 7 . The thick solid line defines the two diamond-shaped regions in which the electron positions are plotted in Figs. 5 and 6. Between 2 and 3 eV, where most of the ionization events take place at high fields, the band structure displays a broad local maximum around the center of the Brillouin zone, while increasing quickly towards the W symmetry points ͑one of which is also shown in Fig. 7͒ . This complicated warping of the bands makes it impossible to compare the distribution of electrons and/or ionization events with any of the model distributions predicted by the transport theories of Refs. 5, 7, and 8. In fact, all of these theories were derived for spherical, parabolic bands. Only an accurate numerical simulation of microscopic transport can quantitatively look into the dynamics of impact ionization in silicon.
III. DISCUSSION
The above results have led us to conclude that lucky flight is the preferred mechanism for impact ionization at very low fields, while at fields of technological interest for impact ionization ͑100 kV/cm and up͒ the phonon energy loss is considerable. The higher the field, the closer the actual energy loss is to its expected value. This means that the lucky flight and lucky drift are not acceptable pictures for high-field impact ionization since they both start from the assumption that only carriers emitting less phonons than average can ionize. On the other hand, we have also seen that electrons rapidly gain energy immediately before ionizing, i.e., curve E 1 has a steep rise even if it departs significantly from curve E 2 . This is due to the fact that an electron can absorb more energy between collisions than it loses to the lattice, if it is scattered in the direction of the field. This can occur only if the energy gained between collisions is higher than the optical-phonon energy ប 0 , or in other words, if the electric field is higher than the critical field,
where is the phonon-scattering mean-free path. For silicon, neither ប 0 nor are uniquely defined, due to the presence of several phonon modes with varying mean-free paths. However, using indicative values of ប 0 ϭ50 meV and ϭ5 nm, we have F crit ϭ100 kV/cm, which is within the electric-field range we are considering. The field F crit was traditionally considered as the crossover point between the Shockley and Wolff treatments. 12 Numerical simulation shows that from the microscopic point of view the critical field can also be regarded as a transition point between a nondissipative and a dissipative ionization mechanism.
Although they are of a different physical nature, from a practical point of view the two mechanisms can be treated similarly. Below the critical field, phonon energy loss is the main obstacle to energy gain, and lucky flight is the preferred ionization process. For high fields, the most convenient way for electrons to gain energy is to suffer a sequence of ''lucky scatterings'' with a final velocity pointing along the direction of the field, since such a sequence has a greater probability than a ballistic trajectory and results in a similar energy gain. In the limit of very high electric fields, phonon energy loss becomes negligible, recovering the energy-conserving limit of Okuto and Crowell. 12 In this case, the single-particle ionization coefficient tends to the limiting form
where E i is the energy threshold for impact ionization. More realistically, E i should also account for the secondary electron energy and for a nonabrupt ionization threshold, thus resulting in a weak dependence of E i on the electric field. 21 The intermediate regime between the lucky-electron and the energy-conserving limits can be properly modeled by a Markoff-chain approach such as that of Chwang et al. 10 However, a first-order description can be obtained from a modified lucky-electron model. We assume that an electron can impact-ionize if it reaches threshold in a minimum number of free flights before the phonon loss lowers its energy significantly. Therefore, we replace the probability of ballistic flight with the probability of such a string of ''luckyscattering'' events. Since we neglect ballistic or quasiballistic transport, the number N of events in the sequence is simply E i /eF, where E i is the ionization threshold. Assuming isotropic scattering, the N events are independent, so that the probability of a lucky sequence is
͑11͒
where p is the probability of a single lucky event. In the case of high electric fields, the spatial density of such strings is of the order of eF/E i , 12 so that the ionization coefficient is
The probability p is a function of the band structure, the type of scattering ͑isotropic or anisotropic͒, and the ratio of the electric field to the critical field E crit . It is reasonable to assume that as the field becomes larger, more trajectories lead to a high-energy gain as compared to phonon energy loss, and the probability p increases. Therefore, the electricfield dependence of * represents the deviation from Shockley's ballistic-flight model. Further development of the above model would need a more general treatment such as that of Ref. 10 . However, although qualitative, this simplified model helps placing phenomenological models such as that of Refs. 13 and 14 in a better physical framework.
IV. CONCLUSIONS
In this work, we have employed a modified full-band Monte Carlo simulator to investigate the microscopic mechanism of impact ionization in silicon. The numerical results have identified a transition from a ballistic, Shockley-type model at low field, to a ''lucky-scattering'' process at high fields. The latter is the one-particle equivalent of the energytransport ensemble models of Wolff and Baraff. 7, 8 The simulations presented in this work complement theoretical results such as those of Chwang et al., 10 and supply a physical interpretation for empirical models based on the lucky-electron theory. 13, 14 
