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We investigate the application of amplitude-shaped control pulses for enhancing the time and
frequency resolution of multipulse quantum sensing sequences. Using the electronic spin of a single
nitrogen vacancy center in diamond and up to 10,000 coherent microwave pulses with a cosine
square envelope, we demonstrate 0.6 ps timing resolution for the interpulse delay. This represents a
refinement by over 3 orders of magnitude compared to the 2 ns hardware sampling. We apply the
method for the detection of external AC magnetic fields and nuclear magnetic resonance signals of
13C spins with high spectral resolution. Our method is simple to implement and especially useful
for quantum applications that require fast phase gates, many control pulses, and high fidelity.
Pulse shaping is a well-established method in many
areas of physics including magnetic resonance [1–3],
trapped ion physics [4, 5] and superconducting electron-
ics [6] for improving the coherent response of quantum
systems. Introduced to the field of nuclear magnetic res-
onance (NMR) spectroscopy in the 1980s, shaped pulses
enable selective excitation of nuclear spins with uni-
form response over the desired bandwidth, which led
to more selective and more sensitive measurement tech-
niques. More recently, with the advent of fast arbi-
trary waveform generators (AWG), pulse shaping tech-
niques also entered the field of electron paramagnetic res-
onance (EPR), thereby improving spectrometer perfor-
mance via chirped pulses for broadband excitation [7, 8].
In quantum information processing applications, shaped
microwave pulses are utilized to optimize the fidelity and
stability of gate operations against environmental per-
turbations that cause detuning of transition frequencies
or fluctuations in the driving frequency [9, 10].
In this Letter we investigate the application of pulse
shaping to enhance the timing resolution in the emerg-
ing field of dynamical decoupling spectroscopy [11, 12].
Dynamical decoupling is a quantum control method de-
veloped to protect a quantum system against dephasing
by environmental noise [13]. More recently dynamical
decoupling sequences have also been applied to map out
noise spectra and to detect time-varying signals with high
signal-to-noise ratio [12, 14–16]. In their simplest imple-
mentation, dynamical decoupling sequences consist of a
periodic series of pi pulses with repetition time τ [17] (see
Figure 1(a)). For large numbers of pulses N , the spectral
response of these sequences resembles that of a narrow-
band frequency filter, with center frequency 1/(2τ) and
bandwidth 1/(Nτ), that rejects noise at all frequencies
except for those commensurate with the repetition time
τ . By tuning τ into resonance with a signal at a partic-
ular frequency fac ≈ 1/(2τ), the sensitivity to the signal
can be enhanced while suppressing the influence of noise,
thereby resembling the properties of a classical lock-in
amplifier in the quantum regime [14].
When using many control pulses, the filter bandwidth
(a)
(b)
(c)
...
t=ts


t
t
t<<ts
y
y
0
1
ty
0
1
Figure 1. (a) Dynamical decoupling spectroscopy is based on
a periodic pulse modulation of the qubit control field with a
precisely timed pulse repetition time τ . (b) Modulation of the
microwave signal with square pulses limits the time resolution
to multiples of the sampling time ts of the pulse generator
hardware. Solid and faint profiles show original and time-
shifted pulses. (c) Shaped pulses, here with a cosine-square
amplitude profile, enable much finer variations of the pulse
timing at the same hardware sampling rate. The minimum
interpolated δt is set by the slope of the pulse envelope and
the vertical resolution of the pulse generator (inset). tpi is
the duration of the pi pulse defined by the full width at half
maximum of the pulse envelope. In our experiments, the qubit
is the solid-state spin of a single nitrogen-vacancy center in
diamond.
becomes very narrow and the repetition time τ must be
precisely tuned to the signal frequency fac ≈ 1/(2τ). On
any controller hardware, however, τ can only be adjusted
in increments of the sampling time ts. This limits in prac-
tice the frequency resolution of the technique. Specif-
ically, when detecting a signal with frequency fac, the
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2minimum frequency increment is given by
δf =
1
2τ
− 1
2τ + 2ts
≈ 2tsf2ac . (1)
Arbitrary waveform generators (AWGs) employed for the
control of superconducting and spin qubits have sampling
rates of typically 1 GS/s, corresponding to a time reso-
lution of ts = 1 ns. When operating at high frequencies
fac this timing resolution quickly becomes prohibitive.
For example, at a signal frequency of fac = 5 MHz, the
minimum frequency increment is δf = 50 kHz, which pre-
cludes the detection of weak signals with sharply defined
spectra. Although AWGs with faster sampling rates ex-
ist, they are extremely costly and barely reach adequate
timing resolution. Hardware sampling therefore is a se-
vere limitation for dynamical decoupling spectroscopy.
Recently, an elaborate experimental scheme termed
quantum interpolation has been devised and demon-
strated to overcome this issue [18]. It enables a frequency
sampling beyond the hardware limit of the control elec-
tronics by varying the interpulse delay between subblocks
of the sensing sequence. This leads to an interpolation
of the spin evolution at a more precisely controlled inter-
pulse delay.
Here, we study the complementary and conceptually
simpler approach of utilizing shaped control pulses to in-
terpolate the pulse timing. The concept of our method
is illustrated in Figure 1. Instead of modulating the high
frequency control field by the common square pulse pro-
file (Fig. 1(b)), we shape the envelope of the pulses by
a smooth function. In this study we use a cosine-square
profile (Fig. 1(c)), although any other smooth profile
could be applied [19, 20]. The pulse shape can be com-
puted numerically before uploading the waveform data
to the AWG and is therefore exceedingly simple to im-
plement. (Numerical code is given in the supplemental
material [21]). Because the AWG has a high vertical
resolution, we can interpolate the center position of a
pulse with a timing resolution δt that is far better than
sampling time ts. The interpolated timing resolution δt
is approximately given by the slope of the pulse enve-
lope, δt = (∂y/∂t)−1δy ∼ tpiδy, where tpi is the duration
of the pulse and δy the minimum amplitude increment.
Specifically, for a cosine-square shaped pulse of duration
tpi = 25 ns implemented on an AWG with 14 bits of ver-
tical resolution (δy = 2−14), an interpolated timing res-
olution of δt ∼ 1 ps can be expected.
To experimentally demonstrate the shaped-pulse inter-
polation method we study the coherent response of the
electronic spin associated with a single nitrogen-vacancy
(NV) center in a diamond single crystal. Due to their
excellent coherence properties, even at room tempera-
ture, NV centers have pioneered the area of applied quan-
tum sensing, with applications in nanoscale magnetome-
try of condensed matter systems [22], imaging of current
distributions in nanostructures [23] or structural mag-
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Figure 2. Experimental sampling resolution for a sensing se-
quence with (a) square control pulses and (b) cosine-square
control pulses. ts is the hardware sampling time and δt the
interpolated sampling time enabled by the pulse shaping. N
is the number of control pulses. p is the probability that
the qubit sensor maintains its coherence for different values
of the pulse repetition time τ . Solid lines show the theoret-
ical response given by Eq. (2) and (3) with Bac as the only
free parameter, squares and hexagons show the experimental
data, and sketches show pulse shapes.
netic resonance imaging of single proteins [24, 25]. In
particular for structural NMR imaging, very high fre-
quency resolutions combined with MHz detection fre-
quencies are required, providing a demanding test case
for dynamical decoupling spectroscopy. In our experi-
ments, control pulses are generated on an AWG operat-
ing at 500 MS/s with 14 bits of vertical resolution (Tek-
tronix AWG5002C), and upconverted to the ∼ 2.2 GHz
qubit resonance by frequency mixing with a local oscilla-
tor (Fig. 1(a)). Additional amplification is used to reach
Rabi frequencies of ∼ 20 MHz corresponding to pulse du-
rations of tpi ∼ 25 ns. Microwave pulses are applied to
the NV center by a coplanar waveguide structure, and
the NV spin state is initialized and read out by optical
means [26]. All experiments are performed under ambi-
ent conditions.
Figure 2 shows a first set of measurements, in which
we directly compare the timing resolution of dynamical
decoupling sequences with and without shaped pulses.
For this purpose we combine the control field with a
sinusoidal AC test signal (fac = 9.746969 MHz, Bac =
7.15 µT) before delivering it to the coplanar waveguide.
In this case the sensing sequence becomes resonant with
the AC field for a pulse repetition time of τ = 51.298 ns.
When utilizing square pulses, the repetition time can
only be stepped in increments of ts = 2 ns and the
sampling of the AC signal spectrum is very coarse (Fig.
2(a)). In stark contrast, we can finely sample the spec-
trum using shaped control pulses and clearly augment
the hardware-limited time resolution (Fig. 2(b)).
We have compared the experimental data to the ex-
pected spectral response for the dynamical decoupling
sequence. Because the phase of the AC magnetic field is
not synchronized to the measurement sequence, we can
describe the probability that the sensor qubit maintains
3its original state by [27]
p(t, τ) =
1
2
[1 + J0(WN,τγBact)] . (2)
Here, γ = 2pi×28 GHz/T is the gyromagnetic ratio of the
electronic sensor spin, t = Nτ is the total duration of the
phase acquisition, and J0 is the zeroth-order Bessel func-
tion of the first kind. Further, WN,τ (fac) is the spectral
weighting or filter function of the sequence [27],
WN,τ (fac) =
∣∣∣∣ sin(pifacNτ)pifacNτ [1− sec(pifacτ)]
∣∣∣∣ , (3)
which has a maximum response of W = 2/pi when
fac = 1/(2τ). We find excellent agreement between the
experimental spectra and the analytical filter profile of
the dynamical decoupling sequence, but only the interpo-
lated sequence provides the required fine frequency sam-
pling. We have verified that the filter profile does not
depend on whether square or shaped control pulses are
used [21].
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Figure 3. Sensor response to a dynamical decoupling se-
quence with (a) N = 192, (b) N = 672 and (c) N = 10, 000
shaped control pulses. The frequency and amplitude of the
AC test signal is fac = 9.746969 MHz and Bac = 0.84 µT
for all measurements, respectively. (d) High-resolution plot
of the N = 10, 000 dynamical decoupling sequence showing
a timing resolution of δt = 0.6 ps. Solid lines reflect the
theoretical model multiplied by an overall decoherence fac-
tor exp(−(t/T2)2) with T2 = 535 us.
In a second set of experiments, shown in Figure 3, we
analyze the sensor response under the action of an in-
creasing number of shaped microwave pulses. Here, we
keep the frequency of the test signal unchanged but re-
duce its amplitude. We first record the response to a
sequence with N = 192 and 672 shaped pulses to cali-
brate the amplitude of the AC signal. In both cases the
sensor is operated in the small signal regime where the
argument of the Bessel function is small (WN,τγBact .
2γBact/pi  pi).
Subsequently, we tune the sensor into the strongly non-
linear regime by increasing N up to 10, 000 (Fig. 3(c)).
For this large number of pulses, the argument of the
Bessel function in Eq. 2 is no longer a small quantity be-
cause the total duration of the sequence t = Nτ becomes
very long. The non-linear regime has recently been ex-
plored with trapped ions [28] and it has been found that
this regime gives rise to spectral features far below the
Fourier limit. Here, we exploit these features to precisely
characterize and test the frequency response of the sen-
sor. Figure 3(d) shows a zoom into the center region of
spectrum (c) that is acquired with a time increment of
δt = 0.6 ps. We observe that even for this fine time reso-
lution the observed response of the sensor spin agrees well
with the model expressed by Eq. 2. The time increment
of 0.6 ps corresponds to a frequency sampling of 114 Hz,
which is an improvement by over three orders of mag-
nitude compared to the frequency sampling of 380 kHz
possible without pulse shaping.
To demonstrate the ability of the interpolated dynam-
ical decoupling sequence to spectrally resolve nearby sig-
nals, we expose the sensor to a two-tone AC magnetic
field composed of two slightly different frequencies. We
select equal amplitudes for both frequency components
and operated the sensor in the linear regime. As shown
in Figure 4(a) both frequency components can be clearly
distinguished in the resulting spectrum even though the
frequencies are only 3 kHz apart.
Finally, we demonstrate that the application of shaped
pulses also enables the detection of NMR spectra with
high frequency resolution. Specifically, we detect the
NMR signal of 13C nuclei located in close proximity to
the NV center [29–31]. Figure 4(b) shows the observed
spectrum (points) for a sequence with N = 320 control
pulses together with a theoretical model (lines). Because
the response of the sensor spin is no longer described by
the classical description of Eq. (2), we perform density
matrix simulations of the NV-13C system to calculate the
p(t, τ) response curve. The simulations require knowl-
edge of the parallel and perpendicular hyperfine coupling
constants a‖ and a⊥, respectively, which we determine
in separate high-resolution correlation spectroscopy mea-
surements [32]. Two simulations are shown with Fig-
ure 4(b): A first curve (dashed line) plots the expected
response from the single 13C nuclear spin. The second
curve (solid line) reflects a simulation that includes three
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Figure 4. Applications of the method to high-resolution spec-
troscopy. (a) Spectrum of two AC test signals separated by
3 kHz. Both signals can be clearly distinguished. (b) NMR
spectrum of 13C nuclei located in close proximity to the NV
center sensor spin. Dashed line is the theoretical response
to a single 13C nucleus with hyperfine coupling parameters
a‖ = 2pi× 114(1) kHz and a⊥ = 2pi× 62(1) kHz. Solid line in-
cludes three additional, more weakly coupled 13C bath spins.
Frequency is 1/(2τ).
additional, more weakly coupled 13C nuclei. The exam-
ple of Figure 4(b) clearly shows the advantage of a high
sampling resolution for detecting NMR spectra.
To conclude, we have presented a simple method for
greatly increasing the timing resolution of dynamical de-
coupling sequences. Using sequences with up to 10,000
coherent, amplitude-shaped control pulses, we were able
to improve the effective timing resolution of the inter-
pulse delay by more than 3 orders of magnitude, with
time increments as small as 0.6 ps. The resulting high fre-
quency resolution has been demonstrated by sensing AC
magnetic fields and NMR signals from individual carbon
nuclear spins. The method provides a simple technique
to further push the boundaries in frequency resolution
and sensitivity in quantum sensing applications and can
also be applied to other physical implementations, such
as other solid state defect spins, trapped ultracold atoms
and ions, or superconducting qubits.
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Computation of the cosine square pulse waveform
The following Matlab code was used to calculate the amplitude modulation for a dynamical
decoupling sequence with N shaped pulses, as shown in Figure 1(a) and 1(c) of the main manuscript:
x = (0:n-1)*N/n;
x = mod(x,1);
x = 1-tau/tpi*abs(x-0.5);
x = max(x,0);
x = sin(pi*x/2).^2;
Here, n is the number of waveform samples, tau is the interpulse delay, and tpi is the duration of
a pi pulse defined as the full width at half maximum of the envelope function. Note that with this
definition of tpi, the duration of a cosine-shaped pi pulse is equal to the duration of an equivalent
square pulse with the same peak amplitude. In our experiments, N was up to 26,000, n was up to
about 500,000, and tpi was about 25 ns.
The resulting waveform envelope is then software multiplied with a carrier sine wave at 100MHz,
and upconverted to the∼ 2.2GHz spin resonance by analog IQ mixing with the output of an external
synthesizer.
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Comparison of filter functions for dynamical decoupling sequences with different
pulse shapes
To investigate whether the type of control pulse used has an influence on the filter function of a
dynamical decoupling sequence, we simulated the response of the sequence to a single 13C nucleus
using the density matrix method [1, 2]. For this example, we used the same parameters as for the
13C in Fig. 4(b) of the main manuscript. The pi pulse duration was tpi = 25ns, the 13C Zeeman
frequency was 1.975MHz, and the detuning of the NV electronic spin due to the 15N nuclear was
taken into account.
We simulated the responses of sequences using four different control pulses: ideal, square, cosine-
square-shaped, and cosine-square-shaped rounded to 14 bits. Figure 1(a) shows the response for
the sequence with ideal (infinitely short and exact) pi rotations. Figure 1(b) plots the difference
to the ideal response when using square pulses (blue curve) and when using cosine-square-shaped
pulses (red curve). We find that there is a difference to the ideal response, but that the difference
between the square and cosine-square control pulses is small. The differences are mainly due to the
rather low Rabi frequency (∼ 20MHz) which results in comparably long pulses and different phase
pickup between ideal, square and cosine-square sequences. We have also simulated the response to
cosine-square pulses with a discrete amplitude, reflecting the 14 bits of vertical resolution of the
AWG; here, the difference in p is < 10−6 (not shown).
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FIG. 1: Simulated response of a dynamical decoupling sequence with N = 320 pulses to a single
13C nuclear spin. (a) Response of a sequence with ideal pi pulses. (b) Response of the sequences
with square and cosine-square-shaped pi pulses, respectively. Shown is the difference to the ideal
response.
3
