This paper presents a combined approach to the design of PID control applied to vapourcompression refrigeration systems. The underlying controller consists of two decentralised PIDs, aiming to control both the reference on the temperature of the evaporator secondary fluid, imposed by the cooling demand, and the degree of superheating, by manipulating the compressor speed and the expansion valve. A partial decoupling matrix is calculated to reduce the high coupling between the controlled variables, while the PIDs are tuned applying affine parameterisation and considering the condition for robust stability given by the study on the uncertainty sources and the estimation of the uncertainty region around a nominal linear model. The designed controller is applied to the system proposed in the Benchmark process challenge and some comparative simulations are presented and discussed, while the performance indices of the proposed controller with respect to the reference one are analysed.
INTRODUCTION
Nowadays, energy demand related to refrigeration systems has become an essential element in the overall energy mix. Heating, Ventilating, and Air Conditioning (HVAC) systems are widely used in industrial, commercial, and domestic sectors (Rasmussen et al., 2005; Acosta et al., 2011) . Indeed, their weight in energy balance may be up to 30% of the total consumed energy around the world (Castilla et al., 2010; Jahangeer et al., 2011) . Cold-energy production via vapour-compression systems is definitively the most common method used worldwide. The basic cycle makes use of a refrigerant to remove heat from the secondary fluid at the evaporator, working at low pressure, then this heat is transferred to the environment or another secondary fluid at the condenser, working at higher pressure and temperature. Compressor and expansion valve are the elements in charge of increasing/decreasing the refrigerant pressure and closing the inverse Rankine cycle, and they represent the two main manipulated variables.
Significant efforts focused on incrementing energy efficiency while reducing environmental impact of current vapour-compression systems have been carried out in the last years. The conventional control scheme is applied as follows: in addition to the reference on the temperature of the evaporator secondary fluid (T e,sec,out ) imposed by the This work was supported by MCeI (Grant DPI2015-70973-R).
cooling demand, a low but constant set point on the degree of superheating (T SH ) of the refrigerant at the evaporator outlet is applied. Then, the controller is designed to get these two variables to track their references as efficiently as possible in presence of disturbances by manipulating the compressor speed N and the expansion valve opening A v .
In this context, the Benchmark process challenge hosted by the PID 2018 Conference allows to approach this stimulating control problem in order to test new developments in the design of PID controllers. Indeed, decentralised PID control represents a very used linear technique in this field (Wang et al., 2007; Marcinichen et al., 2008; Salazar and Méndez, 2014) . Furthermore, given that the main difficulty when controlling this process lies in high thermal inertia, dead times, high coupling between variables, and strong non-linearities, more complex techniques recently proposed are based on decoupling (Shen et al., 2010; Morilla et al., 2013) and robust control (Larsen and Holm, 2003; Bejarano et al., 2015; Alfaya et al., 2015) .
In this paper a combination of the three referenced techniques is developed. The underlying controller consists of two decentralised PIDs, as expressed in the scope of the PID 2018 Conference, but partial decoupling is previously applied, since the coupling between the two controlled variables turns out to be relevant, as clarified later. Furthermore, when modelling a refrigeration system linearly, strong non-linearities and disturbances arise and they could lead to closed-loop instability when applying a linear controller. If the latter was robust enough, it could deal with those issues, despite its linearity, even at operating points further from the design point. Then, a multivariable linear model is proposed and identified at the nominal operating point proposed in the Benchmark process challenge, while possible uncertainty at different operating points and that related to frequency and sampling time are discussed, estimating the uncertainty region. Later, the decentralised PIDs are tuned using affine parameterisation, also taking into account the condition for robust stability, calculated considering the estimated uncertainty region around the nominal point. Simulations comparing the reference controller of the Benchmark process challenge and the proposed one are presented and discussed. Moreover, in the light of the results issued by the proposed controller, the performance indices generated by the quantitative comparison are analysed.
The rest of the paper is organised as follows: Section 2 describes the linear modelling at the nominal point, whereas Section 3 analyses the uncertainty sources and shows the estimation of the multiplicative output uncertainty. The partial decoupling strategy and the relation with the estimated uncertainty are clarified in Section 4, while Section 5 details the controller design using affine parameterisation. The comparative simulations and performance indices of the proposed controller are analysed in Section 6. Eventually, the main conclusions to be derived are summarised in Section 7.
LINEAR MODELLING
Firstly, given the nominal operating point defined in the Benchmark process challenge, the step-response method is applied to identify a low-order linear model expressed as a transfer matrix G(s), as shown in (1). A static gain, k ij , a dominating zero, τ zij , and two poles (one fast, τ fij , and another one slower, τ sij ) are considered for every transfer function G ij (s) ∀i, j = 1, 2. Fig. 1 shows the step response of the system at the nominal operating point.
Note the high coupling between the variables to be controlled, with the exception of the influence of the compressor speed N on the outlet temperature of the evaporator secondary fluid T e,sec,out , as shown in the upper right subplot of Fig. 1 . The Relative Gain Array (RGA) method is used to justify the decoupling and find out the most suitable input-output matching (Bristol, 1966) . The evaluation of the relationship between the system static gains and the closed-loop ones is proposed, as shown in (2), where k Cij ∀i, j = 1, 2 represent the closed-loop static gains and λ is the relative gain matrix.
As stated by Bristol, the best input-output matching is that achieving the elements closest to 1 in matrix λ. Therefore, the RGA method confirms that the best inputoutput pairs are {T e,sec,out , A v } and {T SH , N }. However, according to the static-gain elements obtained in (2), A v has a great influence on T SH , thus the partial decoupling strategy is expected to reduce this issue.
UNCERTAINTY ANALYSIS AND ESTIMATION
One of the main uncertainty sources of the nominal model is that related to variability of the system dynamics far Step response of the system at the nominal operating point
Preprints of the 3rd IFAC Conference on Advances in ProportionalIntegral-Derivative Control, Ghent, Belgium, May 9-11, 2018 away from the nominal operating point. That is why a number of non-nominal operating points have been defined according to the expected variations of the manipulated variables around the nominal values. All of them are described in Table 1 . Similarly, low-order linear transfer matrices G OP i (s) have been identified at every non-nominal operating point OP i (∀i = 1, 2, ..., 4), as that shown in (1). Other potential uncertainty sources are not parametric, as that considered regarding the non-nominal operating points, but structural. For instance, the linear model is expected to be uncertain at high frequency, as well as around frequencies close to that corresponding to the sampling time. The controller is intended to be designed far from these frequencies, where the system dynamics are not well described by the linear model.
The procedure proposed by some works in the literature (Ortega and Rubio, 2004; Ortega et al., 2007) has been applied to estimate the uncertainty region, according to the previously identified transfer matrices at a series of non-nominal operating points. First, the nominal model must be adjusted in scale, according to the maximum deviation of each input and output. Equation (3) shows how the scaled modelĜ(s) is calculated from the input and output scaling matrices, D u and D y , respectively.
Then, the maximum singular values σ max of the multiplicative output uncertaintyÊ OPi (jω) can be computed as indicated in (4), whereĜ OPi (jω) refers to the frequency response of the identified linear model at the operating point OP i (∀i = 1, 2, ..., 4), once scaled. The calculated maximum singular values are represented along frequency in Fig. 2 .
The multiplicative output uncertainty imposes a frequency constraint on the achievable control bandwidth. Therefore, the controller is intended to be designed in such a way that it satisfies the condition for robust stability shown in (5), where T (s) represents the output complementary sensitivity transfer matrix and W T (s) denotes its weighting transfer matrix. The latter can be computed as a diagonal matrix, as shown in (6), where W T diag (s) is the tightest enveloping transfer function meeting (7) for every nonnominal model and frequency, whose magnitude is also shown in Fig. 2 . 
Note that, as commented before, the linear models identified at the non-nominal operating points by means of the step-response method are expected not to represent correctly the system dynamics from frequencies greater than 10 -1 rad/s, considering the sampling time. That is the reason why the enveloping transfer function W T diag (s) has been calculated in such a way that its magnitude grows along frequency from these frequencies on, thus ensuring (7) despite the uncertainty in the description of the system dynamics.
DECOUPLING AND RELATION WITH UNCERTAINTY
Given the relevant coupling between the two controlled variables shown in Fig 1, a partial decoupling strategy is addressed. Three traditional control options can be found in the literature (Morilla et al., 2013) : pure decentralised control, decentralised control combining with a partial decoupling net, and centralised control. On one hand, regarding the pure decentralised strategy, each output is to be controlled by the most suitable input and each controller is designed either ignoring its influence over the remaining outputs or considering the whole information of the multivariable process model. On the other hand, the centralised strategy aims to design a multivariable controller that considers all crossed influence. In this paper the second strategy is addressed, where a decoupling matrix D(s) is placed between the controller C(s) and the system G(s) (see Fig. 3 ). This matrix D(s) is conveniently calculated in such a way that the design of monovariable controllers for every output can be carried out. Note that, in Fig. 3 , G ij (s) ∀i, j = 1, 2 represents each element of the transfer matrix G(s) shown in (1), D ij (s) ∀i, j = 1, 2 denotes each element of the partial decoupling matrix D(s), and C 11 (s) and C 22 (s) are the monovariable controllers at the intended diagonal controller matrix C(s). The appropriate input-output matching for partial decoupling has been chosen by the RGA method explained before.
The partial decoupling matrix is obtained by solving (8), where G * (s) is the desired diagonal transfer matrix which is intended to be used in the design of monovariable Preprints of the 3rd IFAC Conference on Advances in ProportionalIntegral-Derivative Control, Ghent, Belgium, May 9-11, 2018 
Furthermore, the estimation of the multiplicative output uncertainty performed in Section 3 is not influenced by the partial decoupling matrix, as stated in (10). Considering again the scaled representation and undoing the variable changeĜ * (s) =Ĝ(s)D(s), it is shown that the partial decoupling matrix turns out to be cancelled, since it is the same for every scaled transfer matrixĜ(s) andĜ OPi (s).
CONTROLLER DESIGN
Once estimated the multiplicative output uncertainty and calculated the transfer function W T diag (s), which represents an upper bound on the mentioned uncertainty, the decentralised PIDs are to be tuned using affine parameterisation. The output complementary sensitivity transfer matrix T (s) can be calculated as indicated in (11), where Q(s) is the transfer matrix to be designed in order to achieve the desired closed-loop behaviour. The matrix Q(s) can be expressed as indicated in (12), as long as the diagonalised nominal transfer matrix G * (s) can be inverted, using an auxiliary transfer matrix F Q (s). Note that the controller design procedure is like that of the monovariable case, despite the matrix formulation included in (11) and (12), where all matrices are diagonal.
F Q (s) must be selected in such a way that Q(s) is stable and proper. Moreover, the condition for robust stability shown in (5) is imposed. Therefore, the designed T (s) must hold below its weighting transfer matrix W −1
T (s). T (s) is designed as shown in (13), where identical firstorder transfer functions have been selected for both output variables, only characterised by the time constant τ . Three different controller tunings are proposed, according to the value of τ . The output complementary sensitivity transfer function T Te,sec,out (s) and the weighting transfer function W T diag (s) are shown in Fig. 4 , for the three controller tunings. Note that T T SH (s) is not represented in Fig. 4 , since it matches T Te,sec,out (s), as stated in (13). It is shown in Fig. 4 that the output complementary sensitivity transfer functions hold below the weighting transfer function, which makes the designed controllers robust. According to the affine parameterisation, the controller C(s) to be applied is calculated as shown in (14), giving rise to two PID controllers with a first-order filter, as shown in the general formulation indicated in (15). The values of the controller parameters are detailed in Table 2 , where it is observed that the controller on T e,sec,out presents the whole formulation shown in (15), whereas that controlling T SH turns out to be a PI controller without the filter. Note also that the value of τ only modifies the proportional gain. An anti-windup scheme has been also included after the application of the partial decoupling matrix.
SIMULATION RESULTS AND CONTROLLER COMPARISON
In this section the performance of the proposed controller is compared, both qualitatively and quantitatively, to the reference one provided in the formulation of the 
Benchmark process challenge. Fig. 5 and 6 show the controlled variables and their set points, considering the reference controller and the three different controllers designed in Section 5, for the given profiles including changes in the references and disturbances T e,sec,in and T c,sec,in . Fig. 7 and 8 represent the manipulated variables, while Table 3 gathers the relative performance indices and the combined index evaluated for all designed controllers with respect to the reference one, as described in the main document of the Benchmark process challenge. Table 3 that the proposed controllers considering τ = 10 s and τ = 7.5 s outperform the reference controller, improving almost all relative performance indices. The best one is that featuring τ = 7.5 s, which only worsens slightly the RIAV U 1 index with respect to the reference controller while improving significantly the remaining ones and thus the combined index. However, all proposed controllers improve both RIAE indices and the overshooting is quite reduced in both controlled variables, as shown in Fig. 5 and 6 . Moreover, the proposed controllers avoid the saturation of the compressor speed N when rejecting the last disturbance on the inlet temperature of the condenser secondary fluid T c,sec,in at t = 16 min, as depicted in Fig. 8 . frigeration systems. Firstly, a partial decoupling matrix has been calculated to limit the influence of every monovariable controller over the remaining variable, whereas the application of the Relative Gain Array method has provided the best input-output matching between controlled and manipulated variables. Secondly, an uncertainty analysis has been performed on an identified nominal model, whose main uncertainty sources have been evaluated. The uncertainty region has been estimated and the monovariable controllers have been tuned using affine parameterisation, taking into account the condition for robust stability imposed by the uncertainty analysis. The design procedure leads to a classical PID formulation with a first-order filter. Three different controller tunings have been proposed and their performance has been compared to that of the reference controller provided in the formulation of the Benchmark process challenge, achieving better performance indices and improving the overall dynamic behaviour of the controlled variables. Further work would include the application of the developed strategy to the experimental cycle, as well as including feedforward action to the controller output, considering the measurable disturbances such as the secondary temperatures.
