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Abstract
The identification of the nonlinearity a :Rd → Rd in the equation
−diva(∇y) = f in Ω, y = 0 on ∂Ω,
is done in terms of one observation y0 ∈ L2(Ω), in a least square sense, by minimizing∫
Ω
|y − y0|2 dx.
Here Ω is a bounded domain in Rd with smooth boundary ∂Ω , f ∈ L2(Ω), and a is Lipschitz continuous
and strongly elliptic.
Numerical simulations and an algorithm based on a splitting method for the one-dimensional case are
presented.
© 2007 Elsevier Inc. All rights reserved.
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1. Preliminaries
Consider the following boundary-value problem
−diva(∇y) = f in Ω, y = 0 on ∂Ω, (1)
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solution y = ya ∈ H 10 (Ω) when a :Rd → Rd is taken from a certain class of Lipschitz functions
(see below).
Given f ∈ L2(Ω) and a solution observation y0 ∈ L2(Ω) of (1) our goal is to find
a :Rd → Rd such that ya is a minimizer of the functional∫
Ω
|y − y0|2 dx.
This inverse problem has been studied in the linear coefficient case or in the nonlinear case
with sub-potential type of operators a = ∂j with j convex (see, e.g., [1]) using tools of convex
analysis. Numerical simulations and identification were performed for the potential j .
The improvements our method brings to this problem consist mainly of a broader class and
the identification, algorithm, and numerical simulation performed for a.
Problem (1) arises for example in groundwater flow through porous media, heat conduction,
electrical networks, or diffusion theory.
We identify the nonlinearity a in the class
A = {a :Rd → Rd; a(0) = 0, ∥∥a(x1)− a(x2)∥∥ L‖x1 − x2‖ and[
a(x1)− a(x2)
] · (x1 − x2)K‖x1 − x2‖2, x1, x2 ∈ Rd},
where “‖ · ‖, ·” stand for the norm and inner product of Rd and L,K > 0.
Lemma 1.1. There exists a constant R = R(L,K,Ω) > 0, such that for every a ∈ A, f ∈ L2(Ω),
the equation
−diva(∇y) = f in Ω, y = 0 on ∂Ω, (2)
has a unique solution y = ya ∈ H 10 (Ω)∩H 2(Ω) and
‖ya‖L2 R
(‖f ‖L2 + 1) (3)
(see, e.g., [2] for details).
Our inverse problem may be formulated as an optimization problem: given f ∈ L2(Ω) and
y0 ∈ L2(Ω),
(P) Minimize ∫
Ω
|y − y0|2 dx on all y ∈ H 10 (Ω), a ∈ A, subject to
−diva(∇y) = f in H 10 (Ω). (4)
The condition a(0) = 0 in the definition of A is not essential. Clearly, if a is a solution of our
problem then so is any vertical translation of a. This condition identifies exactly one a among
a family of translations of the same function.
A similar argument can be developed for a condition of the form ‖a(0)‖M , where M > 0
is a fixed constant.
The plan of the paper is as follows. In Section 2 an approximating procedure based on the
linearization of the state equation (4) is implemented. A numerical algorithm based on a split-
ting method and built using the first-order optimality conditions is introduced in Section 3
for the 1-dimensional case. This paper concludes with Section 4 where numerical simulations
for the 1-dimensional case are presented.
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We consider the following family of problems
(Pn) Minimize
Fn(a, y, z) = ‖y − y0‖2L2 + n
∥∥z − a(∇y)∥∥2
L2, (5)
on all (a, y, z) ∈ Y = A×H 10 (Ω)× L2(Ω), subject to
−div z = f, ‖y‖L2  R¯. (6)
Here n  1, L2(Ω) = ∏di=1 L2(Ω), ‖ · ‖L2 ,‖ · ‖L2 stand for the norms of L2(Ω),L2(Ω),
R = R(L,K,Ω) is the constant in (3), and R¯ > R(‖f ‖L2 + 1).
The advantage of the approximative problem (Pn) is that it is governed by a linear state
equation; therefore, the first-order optimality conditions are easily derived. These optimality con-
ditions and the structure of the cost functional in (5) allow us to design for (Pn) a descending
algorithm which works with very high accuracy (see Section 4).
Theorem 2.1.
(i) For every n 1, problem (Pn) has at least one solution (an, yn, zn) ∈ Y .
(ii) On a subsequence
(an, yn, zn) →
(
a, y, a(∇y))
uniformly on compact subsets of Rd × strongly in L2(Ω) × strongly in L2(Ω), and
(a, y = ya) ∈ A×H 10 (Ω)∩H 2(Ω) is a solution of (P).
Proof. (i) Let (ak, yk, zk)k be a minimizing sequence of (Pn), i.e.,
inf
Y
Fn  Fn(ak, yk, zk) infY Fn + 1/k, (7)
−div zk = f,‖yk‖L2  R¯, for every k  1.
From the state equation (yk)k is bounded in H 10 (Ω)∩H 2(Ω). Subsequently, from (7) we find
that (ak(∇yk))k, (zk)k are bounded in L2(Ω). On a subsequence, we have
yk → y, strongly in H 10 (Ω), weakly in H 2(Ω),
zk → z, weakly in L2(Ω),
and by the Arzela–Ascoli Theorem, ak → a uniformly on compact subsets of Rd , a ∈ A. There-
fore
ak(∇yk) → a(∇y), strongly in L2(Ω),
by the Lebesgue Dominated Convergence Theorem.
Moreover, −div z = f , ‖y‖L2  R¯. Since Fn is lower semi-continuous, we may pass to limit
with k → ∞ to get that (an, yn, zn) := (a, y, z) is a solution of (Pn).
(ii) For any admissible pair (a, ya) of (P), we have
inf(Pn) = Fn(an, yn, zn) Fn
(
a, ya, a(∇ya)
)= ‖ya − y0‖2 2 .L
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inf(Pn) = Fn(an, yn, zn) inf(P), n 1. (8)
The state equation (6) has (yn)n bounded in H 10 (Ω)∩H 2(Ω). From (8) we get that
zn − an(∇yn) → 0, strongly in L2(Ω).
Again, by the Arzela–Ascoli Theorem, we have an → a uniformly on compact subsets of Rd ,
a ∈ A.
At least on a subsequence, we have
yn → y, strongly in H 1(Ω),
an(∇yn) → a(∇y), strongly in L2(Ω),
zn → a(∇y), strongly in L2(Ω),
and −diva(∇y) = f in H 10 (Ω), i.e., y = ya .
Since ‖yn − y0‖2L2  Fn(an, yn, zn), after we pass to limit with n → ∞ and take (8) into
account, we infer that (a, y) is a solution of (P). 
Theorem 2.2. Let (yn0 )n be a sequence of observations converging strongly to y0 in L2(Ω) and
let (an, yn = yan) be a sequence of solutions of (P) corresponding to yn0 . Then, eventually on
a subsequence,
(an, yn) → (a, ya)
uniformly on compact subsets of Rd × strongly in L2(Ω) and (a, ya) is a solution of (P) corre-
sponding to y0.
Proof. Since (an, yn) is optimal for (P) and for every a ∈ A, (a, ya) is admissible for (P) with
data yn0 , we find∥∥yn − yn0∥∥2L2  ∥∥ya − yn0∥∥2L2 for every a ∈ A. (9)
By the Arzela–Ascoli Theorem, we know that an → a¯ uniformly on compact subsets of Rd ,
a¯ ∈ A.
Since (yn)n is bounded in H 10 (Ω)∩H 2(Ω), eventually on a subsequence,
yn → y¯, strongly in H 1(Ω),
an(∇yn) → a¯(∇y¯), strongly in L2(Ω),
and −div a¯(∇y¯) = f in H 10 (Ω), i.e., y¯ = ya¯ .
If we let n → ∞ in (9) we obtain
‖y¯ − y0‖2L2  ‖ya − y0‖2L2,
for every a ∈ A, i.e., (a¯, y¯) is a solution of (P) corresponding to y0. 
Remark 2.3. The stability of (Pn) with respect to the initial observation y0 also holds.
Remark 2.4. All the previous results are correct if we replace the homogeneous Dirichlet bound-
ary condition with the nonhomogeneous one y = ϕ, on ∂Ω , with ϕ ∈ H 1/2(Ω). In this case
instead of H 10 (Ω) one must use Hϕ = {y ∈ H 1(Ω); y/∂Ω = ϕ}.
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Let Ω = I be an open interval in R, y0 ∈ L2(I ) be the observation and f ∈ L2(I ).
In the one-dimensional case d = 1, we have
A = {a ∈ H 1(I )∩ AC(I ); K  a′  L, a.e. in I, a(0) = 0}. (10)
Here AC(I ) stands for the class of real absolute continuous functions defined on the closure of I .
For d = 1 problem (P) takes the form
(P1) Minimize∫
I
(
y(x)− y0(x)
)2
dx,
on all (a, y) ∈ A×H 10 (I ) subject to
−(a(yx))x = f, a.e. in I, y = 0 on ∂I. (11)
For n 1, problem (Pn) can be restated equivalently as
(P1n) Minimize
Fn(a, y, γ ) =
∫
I
(
y(x)− y0(x)
)2
dx + n
∫
I
(
F(x)+ γ + a(yx(x)))2 dx,
on all (a, y, γ ) ∈ A×H 10 (I )∩H 2(I )×R, subject to the constraint
‖yxx‖L2  R¯. (12)
Here F(x) = ∫ x0 f (t) dt , x ∈ I and R¯ > R(‖f ‖L2 + 1) (see Lemma 1.1).
This suggests for (P1n) the use of the following two-step algorithm.
Step 1. Given y ∈ H 10 (I )∩H 2(I ) solve for (a, γ ) the problem
(S1) Minimize
φ(a, γ ) :=
∫
I
(
F + γ + a(yx)
)2
dx, (13)
on all (a, γ ) ∈ A× R.
Step 2. Given (a, γ ) ∈ A× R solve for y the problem
(S2) Minimize
H(y) =
∫
I
|y − y0|2 dx + n
∫
I
(
F + γ + a(yx)
)2
dx, (14)
on all y ∈ H 10 (I )∩H 2(I ), ‖yxx‖L2  R¯.
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solution (a, γ ) ∈ A×R.
The pair (a, γ ) ∈ A× R is optimal for (S1) iff
(N1) γ |I | = −
∫
I
F (x)+ a(yx(x))dx.
(N2) (T ∗(F + γ ))(x)+ (T ∗T α)(x)+N[K,L](α(x)) 
 0, a.e. x ∈ I.
Here |I | is the length of the interval I , α = a′, T :L2(I ) → L2(I ) is linear bounded given by
(T u)(x) =
yx(x)∫
0
u(t) dt, (15)
u ∈ L2(I ), T ∗ stands for the adjoint of T , and N[K,L](r) = {0}, if K < r < L, N[K,L](K) = R−,
N[K,L](L) = R+.
Remark 3.2. In Step 1, we identify α,γ from (N1), (N2) and a by the formula a(r) = ∫ r0 α(t) dt .
Also, for given y, we can identify a only inside the range of yx . Let (a, γ ) ∈ A × R be optimal.
Clearly, if a¯ ∈ A is such that a¯ = a on the range of yx , then (a¯, γ ) is optimal. Hence, from the
point of view of Step 1, it does not matter how we modify a outside the range of yx as long as
a stays in A.
Moreover, for every a ∈ A,∥∥(ya)x∥∥L∞  1
K
√
6
‖f ‖L2 =: τ. (16)
Therefore, it is enough to determine a inside [−τ, τ ].
Theorem 3.3 (Step 2). For every y0 ∈ L2(I ), (a, γ ) ∈ A × R, f ∈ L2(I ), (S2) has at least one
solution y ∈ H 10 (I )∩H 2(I ).
For n 2 big enough, every optimal solution y ∈ H 10 (I )∩H 2(I ) of (S2) satisfies
(N3) y − y0 = nξx, ξ ∈ H 1(I ), ξ(x) ∈
(
F(x)+ γ + a(yx(x)))a′(yx(x)), a.e. x in I.
Proof of Theorem 3.1 (Step 1). Step 1 has optimal pairs because every minimizing sequence
(ak, γk)k ⊂ A × R converges at least on a subsequence and φ is continuous. Moreover φ in (13)
is convex, therefore optimal pairs (a, γ ) in Step 1 coincide with the critical points of φ, i.e.,
0 ∈ ∂φ(a, γ ). (17)
Since φ is differentiable in γ , the condition in γ becomes
∂φ
∂γ
= 0, i.e.,
(N1) γ |I | = −
∫
I
F (x)+ a(yx(x))dx.
Let α = a′. According to (10), the condition a ∈ A translates into
α ∈ U := {u ∈ L2(I ); K  u(t) L, a.e. t ∈ I}
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G(α) := φ(a) =
∫
I
(
F(x)+ γ +
yx(x)∫
0
α(t) dt
)2
dx,
on U . Because G is locally Lipschitz continuous, this is equivalent to
0 ∈ ∂G(α)+NU(α). (18)
Here NU denotes the normal cone and is the realization of N[K,L], that is,
γ ∈ NU(α) iff γ (x) ∈ N[K,L]
(
α(x)
)
, a.e. x ∈ I. (19)
To describe the subdifferential of G we notice that G(α) = ‖F + γ + T α‖2
L2
, α ∈ L2(I ). By the
chain rule, we find
∂G(α) = 2T ∗(F + γ + T α), α ∈ L2(I ),
and the necessary and sufficient condition (18) becomes
T ∗(F + γ + T α)+NU(α) 
 0. (20)
This relation translates exactly into (N2). The proof is complete. 
Proof of Theorem 3.3 (Step 2). Similarly, Step 2 has at least one optimal solution y ∈ H 10 (I )∩
H 2(I ) because of the boundedness of yxx in L2(I ) combined with the lower semi-continuity
of H :D(H) = H 10 (I ) → R.
We want to minimize the locally Lipschitz continuous in H 10 (I ) functional H on the subset
K = {y ∈ H 10 (I )∩H 2(I ); ‖yxx‖L2  R¯}. Therefore, if y is optimal it must necessarily satisfy
0 ∈ ∂H(y)+NK(y), (21)
where “∂” stands for the generalized gradient in the sense of Clarke in H 10 (I ).
Notice that
H(y) = ‖y − y0‖2L2 + n
∥∥F + γ + a(Dy)∥∥2
L2 , y ∈ H 10 (I ), (22)
where D :H 10 (I ) → L2(I ), Dy = yx , y ∈ H 10 (I ), with D∗ :L2(I ) → H−1(I ), D∗y = −yx ,
y ∈ L2(I ). We have
∂H(y) = {2(y − y0)− 2nξx; ξ ∈ L2(Ω), ξ ∈ (F + γ + a(yx))a′(yx), a.e. in I}. (23)
We know that (yn)n the solutions of (Pn) converge to a solution y¯ of (P) which satisfies
−(a(y¯x))x = f , in H 10 (I ) and ‖y¯xx‖L2  R(‖f ‖ + 1) < R¯. Also, we will prove in the next
theorem that after a sufficiently large number of iterates of Steps 1 and 2 for n big enough, the
solution y we get in Step 2 is very close to yn. Therefore, for n big enough, y enters the interior
of K with respect to the H 10 (I ) ∩ H 2(I ) topology. Since H 10 (I ) ∩ H 2(I ) is dense in H 10 (I ), we
get NK(y) = {0}. Relation (21) reduces now to
0 ∈ ∂H(y), (24)
and this is equivalent to (N3) because all solutions in (24) have ξ ∈ H 1(I ). 
The main difficulty in designing an algorithm suitable for our approximative procedure is
that all convergencies toward optimal solutions happen actually on subsequences. That is why,
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desired accuracy if Steps 1 and 2 are repeated indefinitely for a fixed n.
Theorem 3.4 (Algorithm).
(i) For every f,y0 ∈ L2(I ), n  1 fixed, and y1 ∈ H 10 (I ) an initial choice in Step 1, let
(ynk , a
n
k , γ
n
k ) be the corresponding solution after (k − 1) iterates of Steps 1 and 2 (k  2).
The sequence (dk)k2 given by
dk =
∥∥ynk − y0∥∥2L2 + n∥∥F + γ nk + ank ((ynk )x)∥∥2L2 , k  2, (25)
is nonincreasing and convergent.
At least on a subsequence k → ∞,(
ynk , a
n
k , γ
n
k
)→ (yn, an, γn),
strongly in H 10 (I )×uniformly on compact intervals of R× with respect to the usual topology
of R, and (an, yn, γn) is a solution of (P1n).
(ii) For every y1 ∈ H 10 (I ) an initial choice in Step 1, let (yn, an, γ n)n2 be built such that
(an, γ n) is a solution of Step 1 corresponding to yn−1 and yn is the solution of Step 2
corresponding to (an, γ n). Then (an, yn) converges on a subsequence n → ∞ to a solution
(a, y) of (P1).
Proof. (i) For the sake of notation simplicity, denote (ynk , ank , γ nk ) by (yk, ak, γk). Since (ak, γk)
is a solution of Step 1 corresponding to yk−1 we know that∥∥F + γk + ak((yk−1)x)∥∥ ∥∥F + γ + a((yk−1)x)∥∥, for every (a, γ ) ∈ A×R. (26)
Similarly, yk is the solution of Step 2 with initial data (ak, γk). Therefore,
dk  ‖y − y0‖2 + n
∥∥F + γk + ak(yx)∥∥2, for every y ∈ H 10 (Ω)∩H 2(Ω),
‖yxx‖L2  R¯.
Pick y = yk−1 in the previous inequality and combine the result with (26).
We find
dk  ‖yk−1 − y0‖2 + n
∥∥F + γ + a((yk−1)x)∥∥2, for every (a, γ ) ∈ A× R. (27)
For (a, γ ) = (ak−1, γk−1) we get
dk  dk−1, k  2. (28)
This inequalities and the boundedness of (yk)k in H 2(I ) ensure the conclusion.
(ii) The sequence (yn, an, γ n)n2 is a diagonal subsequence of (ynk , ank , γ nk )k,n and every
subsequence of (ynk , a
n
k , γ
n
k )k,n contains a subsequence convergent to a solution (y, a, γ ) of (P1).
This is sufficient in order to conclude. 
4. Numerical simulations for d = 1
This section is concerned with the practical applicability of the algorithm presented in the pre-
vious section. We base our computations on the first-order optimality conditions (N1)–(N3) and
follow the idea presented in Theorem 3.4(i). For the sake of convenience we recall the algorithm
and conditions (N1)–(N3). We take I = (0,1).
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(S1) Minimize
G(α,γ ) :=
1∫
0
(F + γ + T α)2 dx,
on all (a, γ ) ∈ A × R. Here α = a′, (T u)(x) = ∫ yx(x)0 u(t) dt , u ∈ L2(0,1), F(x) =∫ x
0 f (t) dt , x ∈ (0,1), T α = a(yx).
(N1) γ = −
1∫
0
F + T α dx.
(N2) (T ∗(F + γ ))(x)+ (T ∗T α)(x)+N[K,L](α(x)) 
 0, a.e. x ∈ (0,1).
Step 2. Given (a, γ ) solve for y the problem
(S2) Minimize
H(y) =
1∫
0
|y − y0|2 dx + n
1∫
0
(
F + γ + a(yx)
)2
dx,
on all y ∈ H 10 (0,1)∩H 2(0,1), ‖yxx‖L2  R¯.
(N3) y − y0 = nξx, ξ ∈ H 1(0,1), ξ(x) ∈
(
F(x)+ γ + a(yx(x)))a′(yx(x)),
a.e. in (0,1).
Algorithm. For n = 1 we start the algorithm with an arbitrary y1 ∈ H 10 (0,1).
(A1) For n 1 fixed, repeat Steps 1 and 2 as long as
dk = ‖yk − y0‖2L2 + n
∥∥F + γk + ak((yk)x)∥∥2L2 , k  2,
is nonincreasing, where (yk, ak, γk) is the corresponding solution after (k − 1) iterates
of Steps 1 and 2, k  2. Stopping criterion: when the error accumulate overcomes the
decrement of dk , i.e., dk+1 > dk .
(A2) Call yn+1 the last solution of Step 2 for which dk was nonincreasing. Make n → n + 1.
Repeat Step (A1). Stopping criterion: when ‖yn − y0‖2L2(0,1) changes with less than the
accepted tolerance for a large number of following iterates. Usual prescribed tolerance
is 10−8.
Consider the grid on the interval (0,1) given by xi = i−1N , i = 1,N + 1, with length dx = 1N .
We worked usually with N = 200.
We discretize the variable y ∈ H 10 (0,1) to a vector (yi)i=1,N+1 and its derivative y′ to
(ypi)i=1,N+1 by the formulas
yp1 = y2 − y1
dx
, ypi = yi+1 − yi−12dx , i = 2,N − 1,
ypN+1 = yN+1 − yN . (29)
dx
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[m,M], given by zi = m + (i − 1) dyp, i = 1,N + 1, dyp = M−mN , and evaluate a at the grid
points zi by the vector (ai)i=1,N+1. We understand the discretization of a as the piece-wise
linear functions which connects the points (zi, ai)i=1,N+1. The slopes of this piece-wise linear
approximation (αi)i=1,N form the discretization of α = a′, that is, α is understood as a step
function which takes the value αi on the ith interval of the grid. Outside [m,M], α will be
extended by the constant value α1 to the left of [m,M] and by αN to the right. This means that
a is extended by the tangent lines at the end points of the range of y′.
For z ∈ [m,M] the formula
l(z) =
[
z −m
dyp
]
+ 1, (30)
gives the index of the interval on the grid where z is located. Here [x] stands for the integer part
of x.
In Step 1 the operator T is seen as an (N + 1)×N matrix (Ti,j ) with the property that
ai =
N∑
j=1
Ti,jαj 
ypi∫
0
α(t) dt, (31)
thus allowing us to determine T = (Ti,j ) by the following simple procedure.
For fixed i = 1,N + 1 we locate l(0) and l(ypi). If l(0)  l(ypi) then
∫ ypi
0 α dt  (αl(0) +· · · + αl(ypi )) dyp, i.e.,
Ti,j = dyp, for l(0) j  l(ypi). (32)
If l(0) > l(ypi) then
∫ ypi
0 α dt  −(αl(ypi ) + · · · + αl(0)) dyp, that is,
Ti,j = −dyp, for l(0) j  l(ypi). (33)
For all other indices we set Ti,j = 0.
Let F = (Fi = F(xi))i=1,N+1 be the discretized form of F(x) =
∫ x
0 f (t) dt , x ∈ [0,1]. Using
a left end point approximation of the integral, condition (N1) spells
γ = −
N∑
i=1
(
Fi +
N∑
j=1
Ti,jαj
)
dx, (34)
while (N2) takes the form
T t (F + γ¯ )+ T tT α = 0, K  αj  L, 1 j N, (35)
where T t stands for the transpose of T , α = (αj )j=1,N , and γ¯ is a column vector with N + 1
components all equal to γ . Denote by C = T tT , d = −T t (F + γ¯ ). We solved (35) as a least
square optimization problem of the form
Minimize ‖Cα − d‖2, subject to K  αj L, 1 j N, (36)
in Matlab using quadratic programming. Once α is found, γ follows from (34) while a follows
from:
al(0) = αl(0)
(
m+ (l(0)− 1)dyp), al(0)+1 = αl(0)(m+ l(0) dyp), (37)
ai = −(α1 + · · · + αl(0)−1) dyp + al(0), 1 i  l(0)− 1, (38)
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a(x) = a1 + (x −m)α1, x < m, a(x) = aN+1 + (x −M)αN, x M, (40)
a(x) = al(x) +
(
x −m− (l(x)− 1)dyp)αl(x), m x <M. (41)
Step 2 can be solved as a constrained optimization problem or by an implicit scheme applied
for the nonlinear differential equation contained in (N3). More precisely, we start with a vector
ym = (ymi )i=1,N+1, m 1, compute ypm by (29),
ξmi =
(
Fi + γ + a
(
ypmi
))
αl(ypi), 1 i N + 1, (42)
and again ξpm = (ξpmi )i=1,N+1 by
ξpm1 =
ξm2 − ξm1
dx
, ξpmi =
ξmi+1 − ξmi−1
2dx
, i = 2,N − 1, ξpmN+1 =
ξmN+1 − ξmN
dx
.
The iteration is
ym+1i = y0i + nξpmi , 1 i N + 1, m 1, (43)
where (y0i = y0(xi))i=1,N+1. The boundary conditions are satisfied if we impose
ym1 = ymN+1 = 0, m 1. (44)
Depending on how f and y0 are chosen, we present several interesting cases.
(I) There exists an a ∈ A such that
−(a((y0)x))x = f in (0,1), (45)
Fig. 1.
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example take
f (x) = −3
4
x−1/4, y0(x) = 47
(
x7/4 − x), x ∈ (0,1). (46)
Notice that −y′′0 = f , i.e., y0 is a solution corresponding to a1(r) = r . Since y′0 is invertible or
because in general one can find at most one exact a in A corresponding to y0, it is guaranteed that
a1 is unique with this property. For K = 0.1, L = 10, a1 ∈ A. The numerical solution is obtained
in Fig. 1 for n large, after 6 iterations, and with an accuracy of ‖y4 − y0‖2  3.4093 × 10−10 for
N = 200 grid points starting from the initial function y1(x) = − sin(πx), 0 x  1. The graphs
of y2 and y0 are virtually indistinguishable (see Fig. 1).
Similarly, for
f (x) = −2 sec2(2x − 1), y0(x) = x2 − x, x ∈ [0,1], (47)
we, recover the graph of
a2(x) = tan(x), x ∈ [−1,1], (48)
which is the only a with the property that y0 is a solution of −a((y)x) = f , in [0,1]. Here
K = 0.1, L = 10, N = 200, accuracy is 10−10 obtained in 6 iterations (see Fig. 2).
Fig. 2.
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(II) There exists a unique a such that
−(a((y0)x))x = f in (0,1), (49)
but a /∈ A.
An interesting example is f (x) = −6x, y0(x) = x2 −x, y1(x) = − sin(πx), x ∈ (0,1). Notice
that y0 is a solution of
−(a3(yx))x = f in (0,1), with a3(r) = 34 r2 + 32 r, r ∈ R, (50)
and a3 is unique with this property.
The range of y′0 is [−1,1] and a′3(−1) = 0, hence a3 does not belong to A for any values
of K and L. The minimum value attained is 3.5252 × 10−6 for n large, after 6 iterations with
a tolerance of 10−8 for N = 200. The graph of a3 is represented with a dashed line (see Fig. 3).
The behavior of the numerical solution with respect to
(K,L) ∈ {(0.1,7.5), (0.8,5), (1.5,2.5)}
is presented in Fig. 4.
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