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INTRODUCTION 
The pattern of American fertility transition has been the subject 
matter of a voluminous research. Tolany (1980:249), for instance, has 
recently argued: 
"Documentation of dramatic fertility transitions in nineteenth 
century America is fairly extensive." 
More recently. Guest (1981:465) has reported that: 
"American fertility transition of the nineteenth century 
stands out as one of the earliest examples of sustained 
decline in world history." 
Ryder (1973:359) has noted that the dominant feature of the contemporary 
history of the American fertility is a single massive fluctuation with a 
trough in the mid-1930s, a peak in the mid-1950s and a further collapse 
afterwards. Kiser (1970:302) has argued that three periods can be 
identified: a long period of declining fertility prior to World War II, 
the war time and post war baby boom, and the resumed decline since 1957. 
The period from 1870 to 1900 witnessed a decline in the American 
fertility from about 37 per 1000 to 27 per 1000 (Bogue, 1969:135). 
In the early twentieth century, American fertility decline appears 
to have been somewhat more gradual than the late nineteenth century 
period (Kiser, 1970:303). Beginning in 1940, American fertility began 
to rise rather rapidly until it reached a rate of 27 per 1000. It did 
not subside within a year or two as it had after World War I, but 
continued at a high plateau known familiarly in the literature as the 
"Babyboom" (Ryder, 1973:57). 
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Since 1957, American crude birth rate has been drifting downward, 
at first gradually, and then more swiftly until it achieved the level of 
1933 (17.6 per 1000) in the period from 1964 to 1968 (Bogue, 1969:139). 
This cycle is known as the "Babybust" (Moffitt, 1982:237). 
According to Turchi (1975:216), the total fertility rate^ fell from 
2.04 in 1972 to 1.86 in 1974, the lowest in the history of the United 
States. 
Problem of the Study 
In the United States, no area of demographic research has received 
such an extensive attention as fertility. However, it would seem that 
very few unequivocal generalizations about American fertility transition 
can be drawn from the literature (Tolany, 1980). Furthermore, the 
change in American fertility during the nineteenth and twentieth 
centuries would seem to be easier to describe than to explain and 
understand. The population of a society must be regarded as a 
structural component in the course of change. 
Fertility change, as an aspect of population change, is a 
manifestation of the fact that population change does not exist and 
operate in a vacuum but within the medium of the surrounding 
socioeconomic environment (Goldscheider, 1971:79). In a sense. 
^ Total fertility rate is an age-sex adjusted measure of fertility. 
It takes account of age details within the childbearing ages. It is 
defined as the number of live births 1000 woman would have if they 
experienced a given set of age-specific birth rates throughout their 
reproductive span (Shryock and Siegle, 1980:484). 
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fertility is affected by what is happening within the structure of the 
society. 
Socioeconomic development is a process of social change. The 
relationship between socioeconomic development and fertility has been a 
major source of concern in demographic research (e.g., Adelman, 1963; 
Heer and Turner, 1965; Heer, 1966; Friedlander and Silver, 1967; 
Janowitz, 1971; Kasadra, 1971; Kirk, 1971; Ekanem, 1972). 
This study seeks to ascertain the relationship between development 
and fertility by looking at fertility change in relation to social 
change. The change in American fertility on the county-level will be 
viewed in relation to development as a process of social change. 
Since the United States is the case under study, we assume that 
while all American counties are at a certain high level of development, 
different counties might have different potential for development. A 
specific question, therefore, is : are the counties different in the 
levels of development?, if they are, how is development related to 
fertility variations among counties?. 
The significance of viewing and dealing with fertility change in 
relation to social change within the context of society comes from two 
sources: first, the centrality of the issue of social change in our life 
(Vago, 1980:4), as well as its consequences in the structure of the 
social system; second, the implications of the main tenet of the theory 
of demographic transition. To understand the way in which fertility 
change is related to social change in society we should first understand 
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the meaning of social change, and the processes which operate to bring 
cdbout social change in society. Also we need to look for the evidence 
of support in the main thesis of the theory of demographic transition. 
This provide the main focus of the present study. 
Objectives of the Study 
The present study is a follow up on previous research on American 
fertility. Its primary objective is to contribute to the understanding 
of American fertility by doing a county-level analysis of American 
fertility in relation to social change as a representation of the 
relationship between development and fertility. In addition to this 
primary objective, there are specific objectives; 
1. To show the utility and applicability of the structural-
functional approach in the area of fertility research. 
2. To show the significance of viewing fertility change in 
relation to social change in society. 
3. To determine the significance of the process of socioeconomic 
development as a source of social change in society in the 
analysis of American fertility. 
4. To show the importance of researching American fertility on 
the county level. 
5. To test the main tenet of the demographic transition theory 
as applied in the case of more advanced countries such as the 
United States of America. 
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THEORETICAL FRAMEWORK 
Social Change and Social Structure 
Social change 
The conceptualization of social change, however, is lacking 
consensus among sociologists. According to Lauer (1978:3), social 
change is treated as though its meaning were intuitively evident. But 
its meaning is not evident nor do all scholars mean the same thing by 
it. 
Some scholars prefer to look at social change as a change in the 
structure of society. For instance, Ginsberg (1958:20) argued; 
"I understand social change as a change in the structure of 
society for example the size of society, the composition or 
balance of its parts or the types of its organization." 
Moore (1968:366) views social change as a significant alteration of 
social structures including manifestations and consequences of such 
structures. 
But social change is not only a change in structure. It is also a 
change in the functioning of society. Social change comprises 
modifications in social systems; i.e, their structure and functioning 
over some period of time. Social change has almost the same meaning for 
Davis (1959:622); 
"By social change, is meant only such alterations as occur in 
social organization-that is, the structure and functions of 
society." 
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Social change is conceived by some others in terms of a specific change 
in social relationships. MacIver and Page (1949:511) refer to social 
change as a change in social relationships in the way in which human 
beings relate to one another. Landis (1974:229) has stated: 
"Social change is a change in the structure and functioning of 
the social relationships in society." 
The way in which social structure is affected by social change was 
the perspective through which social change is approached by some other 
scholars. Gerth and Mills (1953:398), for example, argued that social 
change is whatever may happen in the course of time to the roles, the 
institutions, or the orders comprising a social structure, their 
emergence, growth and decline. Edari (1976:2) pointed out that: 
"When we talk of social change we mean at the very minimum two 
things (a) the change in the constitution of social entities 
over time, and (b) the change in the relations among entities 
over time." 
These definitions are not without merit, for they suggest that 
social change is a complex phenomenon that is pervasive at various 
levels of social life (Lauer, 1978:4). This indicates that the meaning 
of social change and how it occurs in society has been a central issue 
for debate among the schools of thought in sociology. 
Social structure 
Related to the concept of social change is that of social 
structure- Social structure is one of the most frequently used terms. 
It is an area of common concern for both sociology and anthropology. 
However, there is not a specific and universally accepted meaning for 
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the term (Mennell, 1983:367). The reason is that the concept of social 
structure was borrowed and adapted from both physics and biology. This 
analogy between social structure and machines or organisms has led to 
confusion concerning the precise denotation and various connotations of 
the concept (Eister, 1964:669). 
The concept of social structure is central to the field of 
structural anthropology, within which the concept has acquired further 
meaning (Ennew, 1964; Woodland, 1979). Firth (1956) regarded the term 
of social structure as a heuristic device rather than as a precise 
concept. He argued that social structure refers to the more fundamental 
relations which give a society its basic form and which set limits to 
the courses of organizational action. 
To Fortes (1949), the term could be applied to any ordered 
arrangement of distinguisheible wholes such as institutions, groups, 
situations, processes, and social positions. 
Evans-Pritchard (1940) restricted the term to the relationships 
between groups. Radcliffe-Brown (1957) pointed out that social 
structure is the nonprocessual aspect of the social system which 
consists of the sum total of all social relationships of all individuals 
at a given point in time. 
Nadel (1957) argued that what is really important is not merely the 
determination of the parts and their interrelations, but the elucidation 
of the principles which govern the structural arrangements. By social 
structure he means the general principles far removed from the 
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complicated skein of behavior, feelings, believes, etc., that constitute 
the tissue of actual social life. 
According to Levi-Strauss (1968), the term is a conceptual model 
which is arrived at through the interpretation of the empirical data. 
It is made up of independent units from which a series of 
transformations resulting in similar models can be derived and results 
of these modifications can be predicted in one or more units. 
In sociology, the term of social structure has been used with 
little precision. It is a core concept of the structural-functional 
approach (Woodland, 1979:200). For many recent sociologists, the 
concept has been used to refer to more or less distinctive arrangements 
of specialized and mutually dependent institutions interacting with each 
other to cope with their environment (Eister, 1964:668). 
According to the Modern Dictionary of Sociology by Theodorson and 
Theodorson (1969:395), social structure is defined as : 
"The pattern of interrelated statuses and roles found in 
society or other group at a particular time and constituting a 
relatively stcdsle set of social relations." 
In current sociological usage, the concept of social structure is 
applied to small groups as well as larger associations, communities, and 
societies (Eister, 1964:669). 
Mennell (1983:367-368) has recently argued that processes such as 
division of labor, industrialization, urbanization, and population 
growth are not aspects of social structure, but long-term structural 
processes of change. 
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Structural-Functionalism and Social Change 
The early functional analysis of social change 
Functionalism is a perspective on society which emerged in the 
early nineteenth century to provide insights into the operation of 
society and its component parts. 
To Nagel (1956:520), the functional approach came partly in 
reaction to the preoccupation of the social inquiry of much of the 
nineteenth century with questions about the origins of social 
institutions. According to Turner and Maryanski (1979:XII), 
functionalism is the science of the "body social" and it is the first 
body of theory in sociology. 
Functional analysis of change examines social phenomena by 
determining their effect as well as the consequences of such effect on 
society as a whole. 
Early functional analysis of change is related to people such as 
Comte, Spencer, and Durkheim. The positive philosophy of Comte was the 
core of the functional theorizing with which sociology as a discipline 
emerged. According to Strasser and Randall (1981:155), the Comteian 
sociology was purported to formulate a theory of change within patterned 
behavior and institutional development. They argued that for Comte, 
change is development or growth in which order can be discerned. Comte, 
who looked at society as a social organism, left the door open for 
theorists such as Spencer, Durkheim, and Parsons (Strasser and Randall, 
1981:153). 
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Spencer was the first sociologist who introduced concepts such as 
"function" and "functional needs" into sociology (Turner and Maryanski, 
1979:8). Spencer distinguished between "structure" and "function". He 
also stressed that changes in structure involve changes in the function 
of that structure. For Spencer, the growth of society in size is 
accompanied by increase in structural complexity (Strasser and Randall, 
1981:153). 
Durkheim distinguished between "cause" and "function" and he used 
this mode of analysis in a number of empirical studies. He identified 
social facts as the subject matter of sociology. According to Strasser 
and Randall (1981), Durkheim looked at the increase in moral density as 
a result of population growth, urbanization, and improved means of 
transportation and communication. This moral density determines the 
nature of social relationships and generates the dynamics of social 
change. Durkheim's functionalism was adapted to anthropology by 
Radcliffe-Brown and Malinowski (Strasser and Randall, 1981:137). They 
both shared the notion of social change as a change of structures and 
functions. 
The modern functional analysis of social change 
Most of the debate over the early functional analysis of change 
revolved around the origins and development of functionalism. For Smith 
(1973:3), the original polemic of functionalism against the classical 
evolutionists precluded it from offering a dynamic analysis of social 
change. Classical functionalists held the assumption that first we 
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should discover how the social system maintains itself before we look 
for the laws by which one state of the social system succeeds another 
(Smith, 1973:7). 
Strasser and Randall (1981:137) have argued that classical 
functionalists distinguished between social change as an alteration in 
the structural elements and social change that implies change in the 
functional prerequisites. 
These charges, however, are not accepted by functionalists who 
found it necessary to expand their principles to encompass social change 
and social structure together. 
The macro sociological analysis of differentiation through strains 
resulting from greater density of social interaction by Durkheim is 
regarded as the first building block of modern functionalism (Strasser 
and Randall, 1981:153-154). Durkheim set the stage for modern 
functionalism in his focus on the forms and elements of social structure 
and change located within the social system. 
Differentiation is considered by many critics as the link between 
the classical and the modern functionalism (Strasser and Randall, 1981). 
Differentiation refers to the development of functionally specialized 
societal structures. In other, words it refers to the source, the way, 
and the direction of social change (Strasser and Randall, 1981:159). 
Central to the modern functional analysis of social change is the 
concept of dynamic equilibrium as a process which serves to maintain and 
to change social systems (Smith, 1973:130). Such a conception of social 
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equilibrium would provide an understanding of the work of Parsons as one 
of the foremost representatives of the modern functional analysis of 
social change (Strasser and Randall, 1981). 
The Parsonian perspective is an attempt to unravel the mysteries of 
human action and organization. Parsons visualized functional analysis 
as the most fruitful perspective in this endeavor (Turner and Maryanski, 
1979:83). His perspective moved through two distinct phases : (a) the 
equilibrium phase, and (b) the functional requisites phase. 
In the first phase, two major works by Parsons and collaborators 
appeared: Social System and Toward a General Theory of Action. In these 
two works Parsons identified three action systems : the cultural, social, 
and personality (Turner and Maryanski, 1979:71). The social system is 
the system of relationships created out of interaction of individuals. 
The concept of social system, according to Parsons (1951), refers 
to interacting actors forming stabilized patterns of social 
relationships. The structure of a system is that set of properties of 
its component parts and their relations or combinations which, for a 
particular set of analytical purposes, can both logically and 
empirically be treated as constant within definable limits (Parsons, 
1961:221). According to Mennell (1983:367), roles, norms, and values 
are the components of the structure of a system as defined by Parsons. 
For Woodland (1979:201), the structure of a system is seen by Parsons as 
only relatively more static than the processual functional aspects of 
the system; but this is only for the purpose of the analysis in hand. 
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The second phase of the development of the Parsonian perspective 
involved the elaboration of four system requisites that all action 
systems must meet if they are to survive : adaptation, integration, goal 
attainment, and latent-pattern maintenance (Turner and Haryanski, 
1979:74-76). Parsons used the concept of requisites to create an 
elaborate functional scheme. 
The preceding discussion would indicate that the Parsonian 
perspective dealt with social change through the two theories of social 
action and social system (McLeish, 1969:77). Parsons provided the 
necessary postulates and concepts through which change can be 
assimilated to his general theory. 
In Parsons' scheme, differentiation is the prime measure and 
manifestation of change. It is the process which once started involves 
the whole functioning system. To Parsons (1961:44), differentiation is 
the master concept for the analysis of social structure. But 
differentiation alone is not sufficient, the principles of segmentation 
and normative specification are also needed (Strasser and Randall, 
1981:163-164). 
Normative specification refers to the normative culture 
institutionalized in the social system in which norms are differentiated 
on the basis of functional specifications of units and subunits. 
Segmentation denotes the development of sub-collectivities within the 
larger collectivity system. 
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To McLeish (1969:84), the Parsonian perspective on social change is 
based entirely on the concept of equilibrium. This concept involves the 
notion of control mechanisms. It serves as a heuristically useful 
dependent variable or criterion of effect, in terms of which the 
manifold processes of system functioning may be analyzed (Devereux, 
1961:52). 
According to Parsons (1961:70-79), the problem of social change in 
the social system arises when the equilibrium conditions, under which 
the system normally functions, are disturbed. For Parsons (1952), 
change and equilibrium are two complementary processes. Social change 
manifests itself first in the form of a boundary phenomenon. Social 
change marks a deviation from some given initial conditions. The 
disturbance of these equilibrium conditions leads to a period of 
maladjustment, deterioration, social strain, and confusion (McLeish, 
1969:78-79). These phenomena are indicative of the onset of social 
change and the boundary processes which are mobilized to reinstate the 
earlier equilibrium conditions. 
Strasser and Randall (1981:169) have contended that the 
introduction of the concept of strain that precedes change, by the 
Parsonian perspective, functional analysis relativized the static 
implication of the equilibrium assumption. Strain is a tendency to 
disequilibrium in the input-output balance between two or more units of 
the system (Parsons, 1961:71). It is a disturbance of the expectation 
system of society (Strasser and Randall, 1981:170). 
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The concept of stability was obviously used by Parsons as a 
defining characteristic of the structure of the social system. It is 
equivalent, according to Parsons (1961:221), to the more specific 
concept of stable equilibrium which may be either static or moving. To 
put it in Parsons' terms (1961:221): 
"A system then is stable or (relatively) in equilibrium when 
the relation between its structure and the processes which go 
on within it and between it and its environment are such as to 
maintain those properties and relations, which for the 
purposes in hand have been called its structure, relatively 
unchanged." 
The foregoing discussion indicates that the total social system is 
never at rest; it is always being pushed, prodded and keelhauled; it is 
always subjected to strains and conflicts. This is in fact the concrete 
image of the reality of the social system, behind it stands the abstract 
model of a boundary-maintaining system tending toward equilibrium at all 
levels (Williams, 1961:89). 
Social change as conceived by Parsons is a particular type of 
process that involves alteration in the structure of a social system 
(Lauer, 1978:79). In other words. Parsons was concerned with that type 
of change in social systems which is most closely analogous to the 
process of growth in the organism. In the social case, this type of 
change is called "structural change". According to Parsons (1961:220): 
"Structural change occurs when disturbances in or around a 
system are sufficient to overcome the forces of equilibrium, 
and the processes that operate to bring about structural 
change exist and they are of fundamental scientific importance 
nowhere in question." 
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In accordance with the Parsonian scheme to social change there are 
two sources of structural change in a social system, endogenous and 
exogenous sources. The endogenous sources produce changes that affect 
the boundaries within the system, these changes are mainly caused by 
strains within the system itself. The exogenous sources of change can 
be located in tendencies toward change in the environing systems: the 
organisms, the personalities, and the cultural systems (Strasser and 
Randall, 1981:168). The exogenous changes affect the social system; 
they are external to the system but have an impact on it. For McLeish 
(1969:65), both kinds of change work together in reality. In other 
words, exogenous changes rapidly produce endogenous changes. In the 
meantime, endogenous changes work outwards to change the external 
systems. The distinction between the two types of change points to the 
range of social change; i.e, small-scale and large-scale changes. 
However, this depends mainly upon the level of the system concerned 
(Strasser and Randall, 1981:168). 
The Parsonian scheme to social change emphasizes that to analyze 
change we should identify its sources, the vested interests likely to be 
affected, the multiple consequences of change through the system, and 
the feedback effects upon the original process of change (Williams, 
1961:88). 
A general theory of the processes of change of social systems, 
however, is not possible in the present state of our knowledge of the 
laws of social systems (Williams, 1961:87; Savage, 1981:203). Instead 
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we can hope for theories of particular sub-processes of change within 
social systems, not of the overall processes of change of systems. This 
does not mean that change of social systems is denied; rather it is held 
as a problem on which we have inadequate knowledge. Therefore, we 
should operate with the next best, the concepts of structure and 
function (Savage, 1981:203). 
A critique of functional analysis of social change 
The critique of the structural-functional approach to social 
change, as a method and theoretical orientation in general, and the 
Parsonian perspective in particular, has been critical. 
The critics have divided the shortcomings into substantive, 
logical, and ideological. According to Turner and Maryanski (1979:109), 
the substantive problems are concerned with the image of social reality 
as connoted by the structural-functional approach. They argued that 
functionalism is a historical approach, because it is mostly concerned 
with social systems and their parts without even looking at the 
historical causes as well as functions. In other words, functionalism 
must consider the concrete historical facts which caused the emergence 
of a particular structure or process. 
Because of the emphasis upon issues such as integration, stability, 
and equilibrium it was claimed that functionalism is necessarily static 
(Smith, 1973:2-3). Functionalists do not frequently address the issue 
of change, and when change is analyzed they only give attention to 
evolutionary rather than revolutionary forces of change (Turner and 
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Maryanski, 1979:116). Functionalism can not and does not take account 
of radical change in the social system. 
The explanatory potential of some of the functionalists' concepts 
such as equilibrium, differentiation, and strain are limited to 
continuous and relatively controllable processes of change (Strasser and 
Randall, 1981:178). 
The logic of the structural-functional approach was claimed to have 
two problems: the illegitimate teleology, and tautology (Turner and 
Maryanski, 1979:118). The presumption that social processes and 
structures exist and operate to meet end states or goals without being 
able to document the causal sequences whereby these goals were created 
to regulate such processes and structures has led to the illegitimate 
teleology. 
Tautology has been another logical problem for the functional 
approach, mainly because the causal relations between parts and their 
whole systems are not adequately specified (Turner and Maryanski, 
1979:127). 
As an ideological problem, it has been claimed that functionalism 
is a conservative approach, and it is a legitimization for the status 
quo of society (Smith, 1973; Turner and Maryanski, 1979; Strasser and 
Randall, 1981). Functionalists account for structural inequality in 
terms of the need of the social system to fill positions of varying 
functional importance (Strasser and Randall, 1981:172). 
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The Parsonian perspective on social change has also been the target 
for a furious critique. Landsberger (1961:247) contended that it is 
unclear whether Parsons' scheme is explanatory and descriptive, or is an 
ideal type. In other words, the underlying purpose of his scheme is 
lacking clarity. Parsons failed to specify quantities or even, except 
in rare instances, to hypothesize functional relationships. His 
concepts and their relationships pose new problems for research. For 
instance, it is hard to convert his concepts into operational terms 
(Landsberger, 1961:248-249). Concepts such as equilibrium and 
integration are still floating freely in the high reaches of free 
intellectual creation (Williams, 1961:95). 
Parsons was accused of using the method of analytical abstraction 
to deduce a system of postulates and propositions about social systems 
(McLeish, 1969:81). The problem with this method is that sociological 
theory is more than an abstract and general description of the 
connections between variables. 
The Parsonian perspective on social change was accused of being 
static and conservative because of the focus on issues such as order, 
equilibrium, and integration (Devereux, 1961; Smith, 1973; Turner and 
Maryanski, 1979). For instance, the logic of equilibrium analysis 
demands that the initiation of change is exogenous (Smith, 1973:132). 
The Parsonian scheme has little to say about the source, 
occurrence, timing, intensity, and rate of change (Smith, 1973:138). 
Dahrendorf (1958:115-127) concluded the critique of the Parsonian 
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perspective on social change by claiming that social change is a 
nonproblem for Parsons' social theory. 
The merits of functional analysis of social change 
Social change is the central issue upon which most of the critique 
of functionalism has been focused. The claim that functionalism as a 
sociological paradigm has been of little use in describing and 
predicting social change seems to be the bottom line of all the 
critiques (e.g., Dahrendorf, 1958; Cancian, 1950; Smith, 1973; Strasser 
and Randall, 1981). The Parsonian perspective on social change has also 
been regarded as a scheme to the study of persistence rather than change 
by the critics. 
In fairness, however, we should emphasize that as there are 
critics, there are also rejoinders their sheer concern is to disclose 
facts. Nisbet (1966) was correct when he contended that the structural-
functional approach is without any doubt the single most significant 
body of theory in the social sciences in the present century. Because 
most of the intellectual activity in sociology has been carried out 
under the intellectual banner of functionalism (Turner and Maryanski, 
1979:XI). 
For Davis (1959:757-773) functionalism is, for all intents and 
purposes, synonymous with sociology. Martindale (1960:449) concluded 
the following: 
"Two points to be noted: (a) in functionalism sociology has 
seen the first school of theory that is not derived from some 
philosophic current, (b) functionalism has some peculiarities 
that set it off from older types of organicism." 
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Turner and Maryanski (1979:141) have argued that, as a method, 
functionalism has much to offer a social science which is often 
overwhelmed by its existing data sets. They have, also, concluded; 
"There is nothing inherent in functionalism as an approach 
that precludes the analysis of change" (1979:117). 
For others such as Smith (1973:135), the merit of functionalism was its 
ability to sensitize sociologists to the factors involved in social 
disintegration and to broaden the range and complexity of this kind of 
analysis. Nagel (1956:247-283) argued that the claim of the static bias 
of functionalism is based on semantic confusion and unimaginative and 
incorrect methods. To Nagel (1956), functional analysis is 
distinguished by the use of of the model of a directively organized or 
functional system. It is a deterministic system in which the properties 
of the system at one time are a function of its properties at a certain 
previous time (Nagel, 1956:253-256). 
In terms of the Parsonian perspective on social change, the 
rejoinders were enthusiastic to show that the charges were quite 
misplaced. To Savage (1981:199), social change is a central issue for 
Parsonian theory. Savage (1981:201-202) has also argued: 
"Parsons is not proposing a static view of society-whether a 
particular society is relatively static or dynamic is a 
question of concrete particulars-but rather a theory which 
explains processes in both." 
Furthermore, Parsons did not deny change of social systems. Rather 
it is held to be a problem on which we have inadequate knowledge 
(Savage, 1981:203). 
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The merit of Parsons' work in this regard, according to Savage 
(1981:235), is that his work has answered questions where others have 
not even seen the possibility of a question. In line with this argument 
what Devereux (1961:33) stated: 
"It appears that Parsons' concern with equilibrium does not 
reflect the view that every thing is automatically integrated * 
and adjusted to every thing else in this best of all possible 
worlds. It reflects instead the view that society represents 
a veritable powder keg of conflicting forces, pushing and 
hauling in all ways at once." 
The Parsonian scheme to the analysis of social change has also 
received the merits of both the opponents and proponents. HcLeish 
(1969:82) has argued: 
"In Parsons' system we have a highly detailed scheme with 
• which to interpret successive stages of change. We are also 
provided with a working model of the way in which change 
proceeds from one level to another. The ease with which 
Parsons' scheme can be transferred, with only nominal 
modifications, from one field to another gives it high 
predictive value." 
Regardless of the merits of the scheme, Landsberger (1961:248) 
pointed out that the intention of Parsons to be comprehensive and the 
seriousness with which Parsons pursued his intention were greatly to his 
credit. 
The Theory of Demographic Transition 
The theory of demographic transition has been developed mainly to 
describe and provide an interpretation of the demographic experience of 
the European societies during the nineteenth century as a result of the 
transformations that took place in these societies. In 1929, Warren 
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Thompson made one of the earliest attempts. He grouped the nations of 
the world into three categories according to their birth and death 
rates. Blacker, in 1947, made another attempt in which he distinguished 
five phases of the demographic transition. A systematic statement of 
the theory was suggested by Cowgill (1963:270-274) in which he 
integrated the concomitant socioeconomic chanegs accompanying 
demographic change. 
According to Caldwell (1976:323), the demographic transition was 
introduced, in a mature form, into the demographic literature by Frank 
Notestein in 1945. Notestein identified three major demographic types 
of population growth : incipient decline, transitional growth, and high 
growth potential, which correspond to Thompson's three categories 
(1929:41). The characteristics of each type of growth were identified 
by Coale and Hoover (1958:13) as follows : ' 
"The agrarian low-income is characterized by high birth and 
death rates (stage I, high growth potential). The birth rates 
were fluctuating in response to varying fortunes. Then as the 
economy changes its forms to a more independent and 
specialized market-dominated economy, the average death rate 
declines (stage II, transitional growth). It continues to 
decline under the impact of better organization and improving 
medical knowledge and care. Somewhat later the birth rate 
begins to fall. The two rates pursue a more or less parallel 
downward course with decline in birth rate lagging behind. 
Finally, as further reductions in death rate become harder to 
attain, the birth rate again approaches equality with the 
death rate and a more gradual rate of growth is reestablished 
(stage III, incipient decline), with however low risks of 
mortality and small families as the typical pattern. 
Mortality rates are now relatively stable from year to year 
and birth rates are now responsive to voluntary decisions 
rather than to deeply imbedded customs and they may fluctuate 
from year to year." [specifications in brackets are 
Notestein's (1945)] 
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According to Notestein (1945:39), the transformation process of 
society from a traditional to a modern one has been emphasized by many 
demographers as an important determinant of fertility change. 
Urbanization, industrialization, education, low mortality, employment of 
women, etc. are considered to be antecedents responsible for demographic 
change in western societies (Notestein, 1953; Leibenstein, 1974; 
Weinstein, 1976). For Notestein, both urbanization and 
industrialization are the environment of fertility decline (1953:16). 
The theory of demographic transition is an attempt to use the 
experience of demographic change of European societies in order to come 
up with an analytical tool applicable to other areas in the world. The 
intensity of the debate over the theory of demographic transition has 
been revolving around two issues ; the formulation of the theory and its 
applicability. First of all, the demographic transition was not 
developed from the beginning as a theory by Thompson and Notestein. It 
was merely a set of conjunctions of traits repeatedly observed to exist 
without providing a rationale or explanation for the occurrence of these 
conjunctions (Gutman, 1960:331). The theory lacks concepts which 
describe and measure the factors influencing population growth (Gutman, 
1960:330; Mauser and Duncan, 1959:94; Beaver, 1975:23). The units of 
analysis are not explicitly specified by the theory (Beaver, 1975:22). 
After an examination of the course of fertility decline in more 
than 700 provinces of Europe, Ansley J. Coale and the staff of the 
Office of Population Research at Princeton University (1973:53-72) found 
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that the overall fertility levels in pretransition Europe were far from 
uniform. They varied considerably from province to province and from 
country to country. 
Loscky and Wilcox (1974:215) argued that the theory of demographic 
transition does not have predictive power and its explanations are based 
upon intuition. 
The theory of demographic transition, however, is still the central 
theme in the demographic literature, and its explanations are broadly 
viable (Ryder, 1957:91). Notestein (1953:27) argued: 
"In demography our theory of the broad processes of population 
changes seems to have sufficiently tested to prove its general 
validity. It is adequate to delineate the problem at hand." 
According to Robinson (1964:389), the demographic transition theory has 
by no means settled all questions of population growth. But for 
Petersen (1969:11) this theory is the most dominant and well-documented 
generalization. In an explanatory study, Abdel-Rahman (1982:175) has 
demonstrated the predictive power of the demographic transition theory. 
He succeeded in supporting the main tenet of that theory when he found 
that socioeconomic transformations of society entail changes in the two 
biological processes of mortality and fertility. 
In conclusion, the central thesis of the theory of demographic 
transition is that the process of socioeconomic development is the 
overall context within which social change leads to fertility change. 
To recapitulate, according to Parsons (1951:230), in order to 
understand change we need to be equally aware of the conditions of 
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stability where stability means that the social system is relatively 
unchanged. Social change, according to Parsons, is a particular type of 
process that involves alteration in the structure of the social system 
(Lauer, 1978:79). 
Parsons (1961:111) identified four societal processes: 
equilibrium, structural change, structural differentiation, and 
evolution. To Parsons (1961), all these processes involve some kind of 
change, but theoretical analysis should distinguish between processes 
which maintain the equilibrium of a system and those processes which 
bring about structural changes. Parsons emphasized the importance of 
this type of change, structural change. He also emphasized the 
scientific importance of the processes which operate to create changes 
in the structure of the social system (1961:220). 
Socioeconomic development is a process of structural change 
(Baster, 1972:1-2; Fabri, 1977:2). It involves fundamental alteration 
in the structure of a social system. In the meantime, the central 
thesis of the demographic transition theory is that socioeconomic 
development is the overall context within which social change leads to 
fertility change (Thompson, 1929; Notestein, 1945; Caldwell, 1976). 
In consequence, the purpose of this study is to analyze the 
fertility of American county populations in relation to social change in 
society. To accomplish this, the conceptual framework of the 
structural-functional approach to social change as well as the main 
tenet of the demographic transition theory will be used. In addition. 
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socioeconomic development, as a process of structural change, will be 
used as the context within which American fertility on the county level 
will be analyzed. Counties of the North Central Region will be used to 
represent the United States. 
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LITERATURE REVIEW AND THE PROPOSED MODEL 
Introduction 
The purpose of. this chapter is to review previous research in order 
to determine the possible explanatory variables that will be included in 
the analysis of American fertility. The scientific hypotheses of study 
as well as the proposed model with the predicted relationships are also 
presented. 
The Explanatory Variables of the Model 
Socioeconomic development 
As a first requirement for a scientific research, the concept of 
development should be defined. Unfortunately, a fully satisfactory 
definition of development cannot be reached (Myrdal, 1974:729). This 
fact has been addressed as follows : 
"There is today no clear and agreed on definition of 
socioeconomic development despite its importance as a goal of 
current international and national policy and no simple 
objective criterion of it against which to validate 
measurement devices" (McGranahan, 1972:91-101). 
No matter how important the economic dimension of development is, 
it is dangerous to use it as a proxy for development because development 
involves changes in structure and institutions as well as growth or 
output (Baster, 1972:1-2). Therefore, the study of development should 
consider both social and economic aspects of development combined 
together, and this is what the present study will pursue. 
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According to Seers (1972:21), development means creating the 
conditions for the realization of human personality. Development is 
seen by Baster (1972:1) as a multidimensional process involving changes 
in structure and capacity, as well as output. Myrdal (1974) views 
development as the movement upward of the entire social system where 
there is circular causation between conditions and changes with 
cumulative effects. Fabri (1977:2) defines development as a continuous 
process of structural change which involves some essential permanency 
even while it is taking place through time. It is a process of internal 
transformation, in that structural change takes place when there are 
quantitative or qualitative variations in its components which modify 
the pattern of their relationships (Fabri, 1977:3). Recently, Todaro 
(1981:524) has defined development as the process of improving the 
quality of human lives. 
The common denominator of these definitions is that development is 
a comprehensive process, it does not mean only economic growth or 
output, but also it means creating changes in the structure and 
institutions of the social system. Furthermore, as the definition of 
development changed, an intensified search for alternative measures of 
development to supplement or replace, G.N.P. per capita has been 
underway. As a result, it is necessary to rely on direct methods and 
successive approximations in pursuing a quantitative definition of 
development. 
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A development indicator should represent some aspect of 
development, and it should be limited to observable and measurable 
phenomenon (Baster, 1972:4; HcGranahan, 1972:92). In their explanatory 
study of ways of analyzing and measuring development, McGranahan, 
Proust, Sovani, and Subramanian (1972) constructed a general index of 
development that includes eighteen indicators covering a variety of 
development aspects. Seers (1972:21) argued that development indicators 
should measure the improvements taking place in reducing poverty, 
unemployment, and inequality. In another study made by Beckerman and 
Bacon in 1966 (cited by Baster, 1972:10-11), nonmonetary development 
indicators such as: annual apparent crude steel consumption per head, 
annual cement production per head, annual numbers of domestic letters 
sent per head, stock of radio receivers per head, stock of telephones 
per head, stock of road vehicles per head, and annual consumption per 
head. According to Todaro (1981:70), development has three core values 
or components (life sustenance, self-esteem, and freedom) and it should 
be understood and measured in terms of these three components. 
On the basis of the definitions of development discussed above, the 
present study will view socioeconomic development as a process of 
structural change. Urbanization, industrialization, and proximity are 
three interrelated aspects of such a process as viewed by the present 
study. 
In general, the relationship between socioeconomic development and 
fertility has been researched by several people in recent years (e.g.. 
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Adelman, 1963; Heer and Turner, 1965; Heer, 1966; Friedlander and 
Silver, 1967; Janowitz, 1971; Kasadra, 1971; Kirk, 1971; Ekanem, 1972). 
The guiding hypothesis of these studies, the main tenet of the 
demographic transition theory, suggests that fertility declines in 
response to increasing development. Although there is some disagreement 
over the details of the relationship between fertility and socioeconomic 
development, fertility research in general has substantially supported 
the main tenet of the demographic transition theory (Guest, 1974:457). 
As for the three dimensions of socioeconomic development, 
urbanization means more than a shifting of people from country to city, 
and from landbound work to urban work (Anderson, 1950,1959). There are, 
however, three definitions of this concept. First, urbanization is a 
process of radiation of ideas and practices from urban centers into 
surrounding hinterlands. This is known as the structural approach. 
Secondly, in the behavioral approach, urbanization is the increase in 
modes of behavior and in problems considered to be essentially urban. 
Finally, in the demographic approach, urbanization is the process of 
population concentration in which the ratio of urban population to the 
total population increases (Schwirian and Prehn, 1962:812-825; Schnore, 
1964:37:48). The demographic conception of urbanization was advanced 
mostly by Eldridge (1942:311) when she asserted that urbanization is a 
process of population concentration. According to Schnore (1964:39), 
the demographic conception of urbanization seems to offer the fewest 
ambiguities. It is an exclusive rather than inclusive and the most 
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useable of the three alternatives. This conception of urbanization is 
adopted in the present study. 
Urbanization contributes to fertility change in different ways. It 
reflects the differences in the occupational structure and alters the 
way of life (earner, 1977:349). The relative cost of childbearing and 
rearing and their relative demands are higher in urban than in rural 
areas (Friedlander and Silver, 1967:60). Weintraub (1962:816), in a 
cross-sectional study, found that fertility declines with urbanization. 
Some other empirical studies using zero-order correlation lend support 
to the negative association between urbanization and fertility (e.g., 
Heer and Turner, 1965; Kirk, 1971; Kasadra, 1971 ; Beaver, 1975; Som, 
1978). 
In brief urbanization, defined as the percentage of population 
urban, is assumed to exert an indirect effect on fertility through other 
intermediate variables such as education, nutrition, infant mortality, 
and women's employment. 
Industrialization, on the other hand, is commonly considered to be 
the prime motivating force behind the massing of large numbers in urban 
areas (Schnore, 1961:229). However, Hoselitz (1961:167) has stated: 
"Although industrialization and urbanization go usually hand 
in hand, there is no necessary connection between the two 
processes. Industries have been established in rural 
districts and cities have grown up without large industrial 
plants." 
Industrialization, in general, reflects the energy sources and the 
organization of productive activities and involve reorganization of 
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human labor (Garner, 1977:337). Like urbanization, industrialization 
has an indirect negative effect on fertility. The role of 
industrialization in bringing about fertility change is stated in a 
report by the United Nations (1973:91) as follows : 
"The scientific and technological aspects of industrialization 
have been accompanied by substantial modification of manpower 
requirements in terms of ever-rising levels of skill and this 
in turn has contributed to the higher levels of education and 
to increased costs of raising children. Scientific and 
technological development have also been largely responsible 
for decline of mortality, which has been a precondition of 
fertility decline in many of the industrialized countries." 
Hauldin and Berlson (1978) found a positive association between males in 
the nonagricultural labor force and decline in crude birth rate. 
Another study by the United Nations (1980) found a strong negative 
relationship between the proportions of males in nonagricultural 
activities and gross reproduction rates. In a multivariate study of 
fertility, Adelman (1963) found a negative relationship between the 
percentage employed outside agriculture and age-specific fertility 
rates. 
Finally, proximity as the third dimension of development refers to 
the distance of a county from the central city of the nearest SMSA. 
Proximity is related to one of the basic ecological principles used in 
explaining the influence of larger cities on the population of the 
outlying satellite rural areas, known as the gradient principle. This 
principle, as stated by Martin (1957:176) indicates the following; 
"The extent of urban influence in the outlying hinterland 
varies inversely with the distance to the nearest city, and 
directly with the size of that city." 
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A voluminous research has been conducted on the gradient principle, 
which lends support to the role of proximity as a human ecological 
dimension of development. 
Tarver (1969:356-367) studied the rural-urban differences on 
selected characteristics of women's education, employment, and 
fertility. He found that fertility increased directly with distance 
from the nearest metropolitan center. He also found that formal 
education and the proportionate number of employed women declined as 
distance increased. In another study by Thompson and Jackson 
(1940:143-162), using zero-order correlation, the distance of rural 
population from a fairly large city was found to be relevant because it 
is a measure of the degree of isolation of the rural population from the 
influences of the city, which make for the voluntary control of family 
size. They found that the greater the distance of rural areas from the 
larger cities the higher the birth rate. Another significant effect of 
distance from cities was found by Keyfitz (1971:470-480). Using 
factorial design with a sample of 1056 families of the province of 
Quebec, Keyfitz found that farm families near cities are smaller in size 
than those families far from cities. 
In essence, the present study is expecting a negative relationship 
between fertility and socioeconomic development. 
Socioeconomic status 
Although the investigation of the influence of socioeconomic status 
on fertility is one of the traditional fields of demographic research. 
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no consistent pattern of differences has been found (Andorka, 1978:251). 
The relationship which prevailed before the demographic transition and 
might prevail in the future is a positive one. The higher status groups 
have higher fertility. Recently, however, the so-called "U-shaped" 
relation of fertility to socioeconomic status was demonstrated in 
several developed countries with the medium status groups at the social 
hierarchy having the lowest fertility (Andorka, 1978). Using the 1911 
census data of Britain, Glass (1967) found a negative relationship 
between fertility and socioeconomic status. In France, Johnson 
(1960:36-72) found a slightly U-shaped relationship before World War II. 
After the war, fertility of all socioeconomic strata increased. Dinkle 
(1952:178-183), using occupation to examine differential fertility in 
the United States for the period from 1910 to 1940, concluded that it is 
more accurate to Icibel the relationship between socioeconomic status and 
fertility as an inverse rather than direct relationship. The U-shaped 
curve was found more clearly in the Netherland by Tabah (1971:45) who 
used occupation data of 1960 to measure socioeconomic status. Another 
study in the United States (Mitra, 1966) showed that occupation as an 
index of socioeconomic status influences at least indirectly one's 
attitudes and behavioral complex, of which fertility is a significant 
one. In another study, however, Mitra (1966:223-230) used the average 
of the three scores of occupation, education, and income to indicate 
socioeconomic status, but hg could not find a strict inverse 
relationship between fertility and socioeconomic status in the United 
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States. The Indianapolis study (Whelpton and Riser, 1938) found a 
direct rather than an inverse relationship between fertility and 
socioeconomic status among American couples. However, the Growth of 
American Families studies (G.A.F.) in 1960, and the Princeton fertility 
study (Westoff, 1961) reported a narrowing of fertility differentials by 
socioeconomic status. 
To conclude, although fertility varies with S.E.S., there is a lack 
of agreement in the literature about the direction of their 
relationship. While some authors predict a direct relationship (e.g., 
Malthus, 1798; Becker, 1960; Easterlin, 1969), others postulate an 
indirect relationship between fertility and S.E.S. (e.g.. Bank, 
1945:166-168). A negative relationship, however, is predicted by this 
study between S.E.S. and fertility. 
Women status 
A widely accepted premise of students of the family is that 
urbanization and industrialization have produced a redefinition of the 
roles of women (Ridely and Sheps, 1969:199). The mother role has been 
viewed as particularly resistant to the expansion of activities outside 
the home. Furthermore, the participation in the labor force has been 
seen as incompatible with the maintenance of high fertility, with such 
participation leading to a lessened interest in childbearing and 
childrearing. 
Census fertility data and fertility surveys both display 
unambiguous differences by employment of women (Andorka, 1978:292). A 
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survey carried out in West Germany (Tabah, 1971) investigated the work 
history of women aged 40-44. It showed that, in addition to the 
influence of working outside the home, the type of work (work hours, 
character of work, etc.) is important. 
Education and labor force participation appear to be crucial 
indicators of the position of women in modern society. In their study 
of the changing position of American women, Ridely and Sheps (1969) 
traced the education of women and their participation in labor force and 
their effect on fertility since 1870-1960s. They found that American 
women prior to World War II tended to be slightly better educated than 
American men, and since then there has been a significant increase in 
the labor force participation of American women. These changes in 
educational attainment and rates of labor force participation have been 
considered as indicators, if not measures, of changes in the position of 
women. This in turn has influenced the age at first marriage as well as 
the timing and the extent of childbearing. Ridely and Sheps (1969:24) 
concluded: 
"The United States appears to have entered a period with 
increases in age at marriage and delay in the initiation of 
childbearing." 
In a comparative study between the United States and the Soviet 
Union about women's work role conflict and fertility, Winkelhaus 
(1974;5547-A) argued that because of the conflict between the 
mother/worker roles, adjustment to reduce this conflict can take many 
forms, and vary greatly depending on the societal context. She found 
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that reduction in fertility appears to be one of the last responses . 
The response of fertility by the women of the two countries appears only 
when other responses fail to mitigate sufficiently the strain caused by 
the conflict. 
It appears that forces inherent in demographic change will require 
societies to redefine the roles and status of women. In another study, 
Ridely (1965:15-25) investigated how the demographic change that took 
place in the Western countries affected the roles and status of women in 
these countries. She pointed out that mortality decline led to 
increases in marital duration, declines in early widowhood, and 
increases in the proportion of single women; i.e, mortality decline 
affected the marital status of women, their role as mothers, as well as 
their position in society in general. This situation, however, 
encouraged women to think about how to promote their status in society, 
so they chose both education and employment. 
The present study predicts a negative relationship between 
fertility and the status of women. 
Farm background 
The importance of farm background has attracted significant 
attention as a possible factor in fertility declines within European 
populations in the nineteenth century (Friedlander, 1969:355-381). The 
size of farming land may have affected fertility through the institution 
of marriage or through restricting fertility within marriage (Guest, 
1981:468). 
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It has been argued that farm background is an important variable 
influencing fertility levels (Thompson, 1929:971; Stys, 1958:136; Davis, 
1963:355; Heer, 1966:441; Beaver, 1975:48). The relationship between 
size of land holdings and family size in rural Poland was examined by 
Stys (1958). He found that peasants with a large amount of land have 
larger families than those with smaller areas of land. Beaver 
(1975:126) examined the relationship between land availability and age-
sex standardized birth rate and crude birth rate in 24 Latin American 
countries. Beaver found a positive relationship between fertility and 
land availability, but it was not statistically significant. 
On the American scene, the importance of agricultural land shortage 
in stimulating a fertility decline has held an unusual fascination for 
American scholars. Yasuba (1962) analyzed fertility ratios of the white 
population of the United States for the period of 1800-1860. He found 
that a steadily decreasing supply of farm land is the best explanation 
of fertility differentials. He argued, however, that the importance of 
land availability was decreasing over time. Vinovskis (1976:375-396) 
used the value of the average farm size in his analysis of interstate 
fertility differentials for the period of 1850-1860. He found that the 
degree of illiteracy of the white adult population was much stronger 
than the value of farm size. He concluded that his findings suggest 
that perhaps the particular significance of land availability has been 
overstated by scholars. In a study of the changing fertility 
differentials among farm operator families, Haggod (1948:365-373) 
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reported that states vary in the relationship between fertility and farm 
background. Some states showed the traditional negative relationship, 
others showed no clear direction of relationship, and still other states 
showed a positive relationship. Duncan (1965:240-249) examined farm 
background and differential fertility while controlling for educational 
attainment. He found that with low education and farm background the 
classic pattern of differential fertility applies, while with high 
education and nonfarm background, the modern pattern of fertility 
differentials appears. 
On the whole the results have been mixed due to different reasons 
such as the level of analysis, macro vs. micro, the measures of 
fertility utilized as well as the measures of farm background, and 
finally the statistical techniques used by these studies. The present 
study, however, assumes a positive relationship between farm background 
and fertility. 
Marital instability 
The centrality of nuptiality trends and differentials in the study 
of fertility is an important demographic principle. Period changes and 
subgroups differences in fertility are heavily conditioned by the 
proportions getting married, age at first marriage, -and marital 
instability. 
In noncontracepting populations, marital instability can be an 
important factor limiting fertility by reducing the length of exposure 
to the risk of conception. In the past, however, much of the research 
41 
on fertility concentrated on marital fertility with relatively little 
attention given to the effect of nuptiality on either general or marital 
fertility (Freedman, 1979:1). This is perhaps partly because the 
demographic transition in the West resulted mainly from a decline in 
marital fertility, while nuptiality levels were relatively stable. 
Moreover, the relative neglect of nuptiality until recently may also be 
a result if the initial concern of population policy in less developed 
countries in the post-war period, with family planning programs directed 
almost entirely to already married couples who want to reduce marital 
fertility. 
The general association of technological development with high 
incidence of marital instability has been well-documented and 
incorporated in theory (Yaukey, 1973:70). The implictions of both 
divorce and widowhood for fertility are clear. Both combined tend to 
keep only small percentage of women unmarried during those years in 
which they are most fertile. Therefore, divorce and widowhood do little 
to suppress fertility. Furthermore, there is no prospect for much 
change toward increased fertility suppression through divorce and 
widowhood along with secular trends toward modernization. 
It should be stressed, however, that while divorce is the ultimate 
step in the breaking up of marriage, it is often preceded by a phase 
where couples stop living together; i.e, separation. For fertility 
analysis, the duration between marriage and separation should therefore 
be considered rather than the duration between marriage and divorce 
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(Wunsch, 1978:159). It is also well-known that the age at first 
marriage is associated with divorce, because the risk of divorce is much 
higher for women who get married at very young ages. However, if 
marriages are increasingly breaking up by divorce, part of the tend 
toward higher marriage dissolution rates is offset by a decline in the 
proportion of marriages broken by widowhood during wives' reproductive 
ages. This is obviously due to the fall in mortality, which has taken 
place in developed countries since the end of the nineteenth century. 
It is tentatively concluded that the utility of marriage as an 
analytical variable in the study of fertility is declining in 
populations such as the United States (Bumpass and Rindfuss, 1979:195). 
The relationship between marital instability is much more complex in low 
fertility societies such as the United States. Potential effects must 
be interpreted in terms of social rather than biological reasons 
(Bumpass and Rindfuss, 1979:87-96). 
In the United States, marriage denotes neither the beginning of 
exposure to risk nor the initiation of childbearing. Furthermore, with 
increasing unmarried cohabitation the decision to marry could become . 
tied to the decision to have children. This would increase the 
correlation between marriage and fertility trends but without any 
analytical value of nuptiality. 
Numerous studies, however, have described a negative effect of 
marital instability on fertility, especially after other variables such 
as the age at first marriage are controlled (e.g., Cohen and Sweet, 
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1974:87-96). Thornton (1978:361-380) recently argued that among the 
white population who remarry, the sole effect of marital instability is 
to delay the age distribution of fertility. For whites and blacks who 
did not remarry, there was an important effect of marital instability on 
fertility. An attempt to replicate Thornton's study using a different 
methodology and similar universe did not reach the same findings 
(Campbell, 1978). Riser (1968:225) argued that for ever-married women 
of college attainment, nonwhites have a lower fertility than whites 
partly because of a higher proportion of broken marriages. O'Connell 
and Rogers (1980:282), in their study for American fertility 
differentials for the period of 1976-1980, found that a considerable 
amount of childbearing occurs among women who may be in the process of 
dissolving their marriages. 
This study predicts a negative association between marital 
instability and fertility. 
Health services 
Mortality reductions in Western countries during the demographic 
transition as well as those happening in the developing countries during 
their transitional growth reflect the influence of medical and health 
indicators such as the availability of public health services (Coale and 
Hoover, 1958; Bogue, 1969; Davis, 1973). According to the demographic 
transition theory, mortality decline is a precondition for fertility 
decline. However, this was not the case for all European countries. In 
France and the United States, fertility started to decline while 
mortality was still high (Coale and Hoover, 1958; Guest, 1981). 
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The indicators of health services that have been used in 
demographic research are many: the ratio of medical personnel to the 
population (Adelman, 1963; Fredericksen, 1966; Shin, 1975; Som, 1978; 
Chang and Pendleton, 1978; Chang et al., 1979), the ratio of hospital 
beds to the population (United Nations, 1965; Kirk, 1971), health 
expenditure as a proportion of total government expenditure, and general 
mortality rate. These indicators are merely reflections of the state of 
socioeconomic development in a country. Moreover, health services are 
assumed to be negatively associated with mortality levels. A 
significant inverse relationship between medical care services, measured 
by number of physicians per 100,000 population, and death rates was 
found by both Adelman (1963:328) and Som (1978:18). 
Health measures as well as the standard of living of a population 
reflect both infant and general mortality levels of that population. 
This in turn helps predict the fertility level of the population. 
Consequently, a negative relationship between health services and 
fertility is predicted by the present study. 
Race and ethnicity 
The fertility of the black population, the largest minority in the 
United States, has been much higher than that of the white population 
for at least a century. However, the black-white differentials are not 
identical in all parts of the United States. The South, for example, 
has a higher black fertility than the North Central Region. Several 
authors (e.g., Petersen, 1969; 1975), however, considered the higher 
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fertility of the black population as simply the consequence of their 
socioeconomic characteristics. 
Many blacks belong to the poorest and least educated groups of the 
population. They tend also to have a lower status in the social 
hierarchy. Furthermore, Westoff (1975:573-580) considered that the 
excess fertility of black women over white women is caused by a higher 
number of unwanted births, and he predicted a convergence of black and 
white marital fertility. 
The so-called "minority group status hypothesis" was formulated by 
Goldscheider (1971:294), according to this hypothesis: 
"Membership in, and identification with a minority group that 
does not have a normative system encouraging large families, 
and does not prohibit or discourage efficient contraception 
methods, depresses fertility below majority levels." 
The depressing impact of minority group status is interpreted by 
Goldscheider as a consequence of the insecurities produced by the desire 
of the minority group to acculturate itself to the majority and its 
permanent structure separation. This hypothesis was tested by Sly 
(1970:443-459), using children ever-born for women aged 35-44, 
classified by region, education, occupation of husband, and income in 
1960. Sly concluded that the depressing effect of minority group status 
does not apply in all circumstances, but only in areas where the 
minority group has been institutionally assimilated. 
Roberts and Lee (1974:503-523) investigated fertility differences 
in five Southern states of the United States for women with Spanish 
surnames. They found a positive effect of the minority group status 
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hypothesis. Tolany (1980:249-259) examined the 1900 urban fertility 
differentials. He found that higher status blacks have lower fertility 
and a greater incidence of childlessness than lower status blacks. 
Ethnic fertility differences have been thoroughly investigated by 
several demographers. In the Soviet Union, a country of many 
nationalities and ethnic groups, fertility differences among ethnic 
groups have been studied (e.g., Siffman, 1971; Belova, 1971; 
Bondarskaya, 1971; Kozlov, 1968). Very significant differences in 
fertility by the different ethnic groups were demonstrated by both 
census data, vital statistics, and fertility survey data. 
The present study, however, assumes a positive association between 
race and ethnicity and fertility. 
General mortality 
Population growth in a closed population is determined by two vital 
processes working against each other, mortality and fertility. While 
fertility is the positive component in the balance of the vital 
behavior, mortality is the negative component. Mortality is a 
continuous force of attrition. It tends to reduce population, but has 
its effect countervailed by the force of fertility (Bogue, 1969:548). 
Mortality then is one of the fundamental factors determining the size of 
human populations (Dorn, 1959:440), and is a determinant of fertility as 
well (Schultz, 1976:241). According to Goldscheider (1971:135-139), the 
interlocking web of mortality and fertility can be traced through two 
analytic threads: the first is the balance between both of them as two 
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major vital processes, and the second is the interaction between the 
sequential changes in both over time. 
This argument suggests that the analytic study of fertility must 
flow from a careful examination of mortality patterns. Not only should 
we identify and analyze the links between mortality and fertility, but 
we also need to identify the intervening mechanisms linking both and the 
interaction between these two vital processes. 
While mortality conditions may set the demographic environment 
conducive to fertility changes, additional social, economic, political, 
and cultural factors must be considered in the analysis. The 
relationship between mortality and fertility operates within the context 
of social structure, and such a relationship has been recognized and 
documented. 
The demographic transition theory considers two aspects important; 
(a) the timing and, (b) interdependence of the secular declines in death 
and birth rates in Western Europe with the presumption that mortality 
reduction leads to fertility reduction. However, this was not always 
the case with all the Western countries. In France fertility declined 
before mortality (Coale and Hoover, 1958:17). After a comprehensive 
review of the literature on fertility, Freedman (1961:67) argued that a 
secular decline in mortality must eventually produce a decline in 
fertility. He commented that very little systematic empirical work had 
been done on the subject. Two years later Freedman (1963:164) stated; 
"Known low mortality is one of the necessary conditions for an 
effective social policy for reducing fertility." 
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In a cross-sectional study by Heer (1966), the level of mortality was 
shown to be among the strongest and most consistent predictors of 
fertility. 
The effect of mortality on fertility may take different forms 
depending on the mechanism through which each form of effect occurs. 
For instance, physiological effect, replacement effect, and insurance 
effect are different forms of effect in which mortality may affect 
fertility. These forms, however, are mainly related to infant and child 
mortality which will be discussed in the next section of this chapter. 
Mortality affects fertility in another way by influencing the 
durability of unions and the span of years in which post-retirement 
support will be required (Preston, 1978:4). Furthermore, mortality 
cannot be linked causally to fertility. As mentioned above, mortality 
sets up the demographic circumstances which lead to fertility changes. 
The influence of mortality is directed toward the size of the population 
and its composition by age, sex, nativity, and race. The changes in 
both the size and composition of the population because of mortality as 
well as any other accompanying structural changes are the mechanisms 
through which mortality affects fertility. 
In sum, although the foregoing discussion indicates that mortality 
is a strong determinant of fertility, this conclusion needs to be taken 
with caution for two reasons: first, because more empirical elaboration 
for the relationship between mortality and fertility is still needed, 
and second, because they are not casually related. Their relationship 
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must be considered within a context of socioeconomic and demographic 
conditions. For instance, in the United States mortality levels have 
now reached their lowest point, and further reductions are plausible 
after lowering death from the chronic noninfective diseases, accidents 
and other violence crimes. The present study, however, is predicting a 
positive effect for mortality on fertility. 
Infant mortality 
Infant mortality is an essential component of overall mortality. 
The relationship between infant mortality and fertility has been 
examined frequently in the literature. The effect of infant mortality 
on fertility can be analyzed on two levels, the macro or societal level, 
and the micro or familial level of analysis. 
On the micro level, there are two kinds of effects of infant 
mortality on fertility; the physiological effect and the replacement 
effect (Schultz, 1976:241-242; Knodel, 1978:21-22). The physiological 
effect takes place because the death of an infant leads to the cessation 
of the lactation of the mother, which in turn allows the resumption of 
the ovulation where conception may occur any time. The replacement 
effect is related more to the behavior of the couples, and implies that 
couples continue to have children to replace those who died young until 
they reach some number of surviving progeny which they consider 
sufficient. 
On the macro level, infant mortality has two other types of 
effects, the insurance effect and the societal effect. The insurance 
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effect assumes that couples have some kind of awareness of the community 
level of infant mortality independent of their own experience, and they 
adjust their fertility behavior with these risks in mind to insure 
having a certain number of children remaining. The societal effect, on 
the other hand, operates directly through social customs to insure that 
the community level of fertility was brought into some sort of balance 
with the community level of infant mortality (Notestein, 1945:39-40; 
Bogue, 1969:51; Knodel, 1978:22). Related to the societal effect of 
infant mortality is the implication that even after contraceptives are 
introduced into a population and start to spread, couples having an 
unfavorable experience with infant mortality will be more reluctant than 
those with a favorable experience to practice birth control. Therefore, 
a reduction in infant mortality should facilitate a decline in fertility 
through the introduction of contraceptives later on as a response from 
the population to alleviate the pressure on limited sources (Davis, 
1963; Knodel, 1978). 
In the case of the United States, infant mortality is very low, 
with minimal variations among counties. However, the effect of infant 
mortality on American fertility is expected to be positive. 
Net migration 
The fertility of migrants has emerged as a topic of considerable 
research importance in recent years. This concern reflects the fact 
that the reproduction rates of migrants often differ from those of 
nonmigrants. For a greater understanding of these differentials in 
51 
fertility and how they are modified over time, demographers as well as 
social scientists have examined the dynamics of changing fertility for 
migrants and the factors that may explain them. 
According to Andorka (1978:289-291), migration may have two kinds 
of impact on fertility: a special migration effect and an additive 
effect. The special effect of migration is caused by the difficulties 
and hardships connected with changing residence. The adaptation to a 
new geographic and social environment might influence migrating couples 
to have fewer children than nonmigrant couples. The special effect was 
tested by the Princeton survey in 1961. It was found that migrating 
couples have a higher fertility than nonmigrating ones. 
The additive effect of migration takes place when the migrant 
couples partly retain the fertility of their original environment and 
partly adapt themselves to the fertility usual at their destination. In 
consequence, they have intermediate fertility between the place of 
origin and that of destination. This additive effect of migration was 
demonstrated by the Detroit area studies in 1963 to be valid, where 
migrants with some rural background considered a higher number of 
children to be ideal. In a study of the fertility of white population 
in two areas, Columbus, Ohio, and Syracuse, New York, Riser (1939:381) 
found that urban marital fertility among whites who moved from villages 
and rural areas to cities before marriage was not higher than that of 
the nonmigrants. Kantner and Whelpton (1952:160-161) analyzed data from 
the Indianapolis survey and argued that urban migrant couples have lower 
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fertility than do the nonmigrants of Indianapolis, and the fertility of 
rural migrants is higher than both. In another study. Riser (1959:281), 
using the child woman-ratio of the 1940 census, found that the 
nonmigrant fertility was always higher than that of the interregional 
migrants. Macisco et al. (1970:51-70) used the 1960 census data for 
white women to study the fertility differentials among the migrants, in 
metropolitan and nonmetropolitan areas. They reported that migrants to 
nonmetropolitan areas have higher fertility than the migrants of 
metropolitan areas at all ages, and that inter-metropolitan migrants 
have lower fertility at all ages. 
The data of the 1967 of the National Survey of Economic Opportunity 
were used by Ritchie and Stokes (1972:217-230) to analyze the fertility 
of the native, once married white couples between the age of 20-44. 
They pointed out that the age standardized cumulative fertility rates of 
rural migrants are higher than the urban nonmigrants, and the lowest 
fertility was among urban-to-urban migrants. 
Nearly all of these studies were concerned with overall fertility 
differentials, and the hypothesis tested was that rural migrants have 
higher fertility than urban migrants and natives. This study predicts a 
negative relationship between net migration and fertility. 
To recapitulate, the foregoing discussion covered ten independent 
variables: socioeconomic development, socioeconomic status, women 
status, farm background, marital instability, health services, race and 
ethnicity, general mortality, infant mortality, and net migration. The 
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first seven variables will be used in this study in the form of 
composite indices, while the last three—general mortality, infant 
mortality, and net migration—will be used as single indicators. 
According to the literature reviewed, the relationship between 
fertility and each of these variables has a certain direction. For 
instance, a positive relationship is assumed between fertility and farm 
background, race and ethnicity, general mortality, and infant mortality; 
a negative or inverse relationship is expected between fertility and 
socioeconomic development, socioeconomic status, women status, marital 
instability, health services, and net migration. 
The conceptual framework of the structural-functional approach, 
namely the Parsonian perspective on social change, considers only those 
processes that bring about fundamental alterations in the social 
structure as the most important processes of change. Socioeconomic 
development is a process of structural change, and according to the main 
tenet of the demographic transition theory, this process provides the 
environment in which social change leads to fertility change. 
Therefore, socioeconomic development will be used in this study as the 
context within which the relationship between fertility and the 
independent variables will be examined. 
A. Proposed Model of the Fertility of County Populations 
The present study is a follow up on previous research on American 
fertility. It is an attempt to ascertain the relationship between 
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socioeconomic development and fertility. Counties will be used as the 
units of analysis. While all processes in society involve some kind of 
change, we are interested in those processes that create changes in the 
social structure of society. Socioeconomic development is a source of 
fundamental structural changes in society. The main tenet of the 
demographic transition theory is that social change leads to fertility 
change within the context of socioeconomic development. 
Human fertility as a biosocial event responds to changes taking 
place in the social structure of society. No matter how important the 
impact of other factors is, for this is very much controlled by the 
process of socioeconomic development. Therefore, the primary empirical 
hypothesis of this study is that, total fertility rates will vary from 
county to county according to their levels of socioeconomic development. 
Socioeconomic development is assumed to covary with other variables in 
affecting fertility; thus it will be used as a covariate in the 
analysis. It will be controlled first before the introduction of any of 
the independent variables selected for the analysis. To test for the 
effect of these independent variables, every independent variable 
introduced is tested after controlling for the remaining independent 
variables. Against the backdrop of this primary hypothesis, the 
following specific hypotheses will be tested: 
E-Hl: The higher the average of socioeconomic status 
of a county the lower the total fertility rate. 
E-H2: The higher the average of women status 
of a county the lower the total fertility rate. 
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E-H3 : ïhe higher the average of farm background 
of a county the higher the total fertility rate. 
E-H4: The higher the average of marital instability 
of a county the lower the total fertility rate. 
E-HS: The larger the average of health services 
of a county the smaller the total fertility rate. 
E-H6: The higher the percentage of the black and foreign stock 
population in a county the higher the total fertility rate. 
E-H7: The higher the average of the crude death rate 
of a county the higher the total fertility rate. 
E-H8: The higher the average of the infant mortality 
rate of a county the higher the total fertility rate. 
E-H9: The higher the average of the net migration rate 
of a county the lower the total fertility rate. 
The independent variables to be used in the 
analysis are symbolized as follows: 
Socioeconomic development DEVELOP ( X ) 
Socioeconomic status S.E.S. ( Zi ) 
Women status WOMNSTAT ( Za ) 
Farm background FARMBACK ( Z3 ) 
Marital instability MARINSTAB ( Z4 ) 
Health services HELTHSTAT ( Zs ) 
Race and ethnicity RACETHNIC ( Zg ) 
General mortality. C.D.R. ( Z7 ) 
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Infant mortality I.M.R. ( Zg ) 
Net migration rate N.M.R. ( Zg ) 
The dependent variable, fertility, was given the following symbol: 
The proposed model in the form of a multiple regression equation is as 
follows : 
Y = &0+BlX+&2Zi+&3Z2+e„Z3+&sZH+&6Zs+&7Z6+&eZ7+&gZg+ 
6ioZ9+6iiXZi+6i2XZ2+ei3XZ3+emXZi»+6isXZ5+6ieXZ6+ 
7XZ 7+61 gXZ 8+81 gXZg+E 
Where Y = The dependent variable (T.F.R.). 
X = The covariate (DEVELOP). 
So~3i9 _ The regression' estimators. 
Zj.Zg = The idependent variadoles. 
XZj.XZg = The interaction terms. 
E = The error terms. 
The discussion of the measurement of the variables and the analysis 
procedures will appear in the next chapter. 
Total fertility rate T.F.R. ( Y ) 
FARMBACK 
MARINSTAB 
HELTIISTAT 
Zs 
RACETHNIC 
DEVELOP 
N.M.R. 
A proposed model of the fertility of American county 
populations 
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METHODS AND PROCEDURES 
This chapter will cover some basic methodological and empirical 
issues: (1) the unit of analysis, (2) the sample selection and the 
rationale behind that selection, (3) some methodological considerations, 
(4) the definition and measurement of the variables selected for the 
analysis, (5) an empirical assessment of the measurement process, and 
(6) the analysis procedures. 
The Unit of Analysis 
In this study the unit of analysis is the county as the primary 
geographic subdivision of the state. The origins of the American 
counties can be traced back one thousand years to shires that formed the 
apex of local government in Anglo-Saxon England (Duncombe, 1966:18). 
The county was the main unit of the English local government at the time 
the first British colonists landed in Virginia, where the county became 
a unit of royal administration rather than a relatively autonomous unit 
of local self-government. 
As of January first, 1977, there were 3067 counties and parishes 
(county equivalents in Lousiana) in the United States, and 76 county 
equivalents (including 29 census divisions in Alaska) (U.S. Department 
of Commerce, 1977:XX). Vast variations are present in the area size, 
population size, and density, and the economic base as well as climate 
and topography of American counties. The importance of counties as 
units of analysis has been identified and stated as follows : 
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"Host of what occurs in the United States, regardless of who 
has primary responsibility, takes place in counties, and 
county governments often affect and are affected by such 
developments. The question how appropriate to consider is 
whether research on the county level up to the present time 
provides the knowledge required to make sound decisions about 
its future" (Bollens, Bayes and Utter, 1969:9-12). 
There is a persistent tendency in the study of American fertility 
to focus on fertility at the level of the state (e.g., Beegle and Lynn, 
1946; Beegle, 1948; Folse, 1949; Hill and Tarver, 1951; Yasuba, 1962; 
Bigger and Butler, 1969; Vinovskis, 1976; Guest, 1981; Spicer, 1981; 
Morgan, 1983). Smaller areas such as counties and townships are often 
neglected. 
States are far from being homogeneous units of analysis. There are 
significant socioeconomic variations within states. As a corollary, it 
is quite misleading to treat each state as a homogeneous demographic 
unit of analysis, ignoring the fact that uniformity is lacking within 
states. It would be better to use smaller demographic units such as 
counties and townships. 
The utility of using counties, as they are more homogeneous 
demographic units than states, in the study of American fertility is 
another issue to be addressed by this study. The theoretical as well as 
the empirical significance of the use of counties rather than states in 
American fertility research is supported in the literature. 
In the United States the definition of the standard metropolitan 
areas, SMSAs, is based upon the use of counties or (as in New England) 
whole townships to delimit the metropolitan areas in the 1960 census 
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(Bogue, 1969:531). Following is a quotation of the rules that governed 
the selection and delimitation of areas that were defined as SMSAs: 
"The definition of an individual SMSA involves two 
considerations: first, a city or cities of specified 
population to constitute the central city and to identify the 
county in which it is located as the central county, and 
second economic and social relationships with the contiguous 
counties which are metropolitan in character, so that the 
periphery of the specific metropolitan area may be determined. 
SMSAs may cross state lines" (U.S. Bureau of the Census, 
1960:IX-X). 
In a sense, counties possessing a metropolitan character are the 
building blocks of the SMSAs as long as they satisfy two major groups of 
criteria, population criteria and integration criteria. The population 
criteria require that there must be one city with 50,000 inhabitants or 
more, or two contiguous cities constituting a single community with a 
combined population of at least 50,000. The smaller of them must have a 
population of at least 15,000. The integration criteria are related to 
the extent of economic and social communication between the outlying 
counties and the central county. 
Many attempts have been made to construct indices for measuring the 
levels of social well-being, as well as the change in these levels for 
the U.S. counties (e.g., Haggod, 1943; 1948; Barrows et al., 1975; Ross 
et al., 1978), which indicates the importance of counties as a 
structural component in the American society. Haggod (1943:171), for 
instance, argued: 
"The utility of level of living indices for counties of the 
United States has been amply demonstrated especially in the 
analysis of relationships of economic with other factors such 
as migration, education, fertility, etc. When counties 
comprise the unit of observation, level of living indices have 
been valuable." 
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For Ross, Bluestone, and Mines (1978:2), the reason for preferring the 
county to the state as the unit of analysis is that there is 
considerable variation in well-being among substates areas. In a study 
of the relationship of selected variables with county's net migration 
rates in the United States, 1950-1960, Tarver and Gurley (1965:12) amply 
demonstrated the utility of using counties as the units of analysis. 
They argued: 
"Small political subdivisions such as counties are apparently 
much more sensitive to short-term fluctuations and react much 
more suddenly than larger areas such as states to marked 
economic changes and other factors which stimulate or protract 
short-run population growth." 
Furthermore, the use of whole states rather than counties to study 
the change in American fertility could be misleading and lead to 
misinterpretation of the results. The rationale underlying this 
argument was established by Vinovskis (1976:387): 
"As there are often significant socioeconomic differences 
within each of the states any analysis that in effect treats 
each state as a demographically homogeneous unit may be quite 
misleading. Therefore more research will have to be done at 
the county, township and household levels, we clearly need 
more sophisticated analysis than has been available so far." 
Because states are less homogeneous units within themselves than 
counties it is difficult to generalize the results of studies using 
states as the units of analysis. Counties, as smaller political 
subdivisions, are more homogeneous units within themselves. They are 
more sensitive and react promptly to socioeconomic fluctuations and 
changes which stimulate fertility change in the short-run. 
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Population and Sample 
The United States, with a population of 213 million, as of July 
1975, and 3076 counties, as of January 1977, is the frame used by this 
study. The North Central Region of the United States, with a population 
of 57,640,728, and 1056 counties in 1975, has been selected to represent 
the main stream of the nation. The region, in fact, was selected for 
several reasons, (see Table A.l). The North Central Region, like the 
nation, is in transition from growth to eventual population stability 
(Morrison, 1981:6). 
As a major geographic division, the North Central Region (N.C.R.) 
is the heartland of the United States where a combination of favorable 
topography and economic functions has helped the region to become one of 
the most densely settled and best developed of continental interiors 
(Akin, 1968:7). The N.C.R. has been the target for research by many 
studies as a representation for the whole nation. For example, Whelpton 
and Riser (1938) selected Indianapolis, Indiana as a typical American 
city for their leading study, "Social and psychological factors 
affecting fertility", to study fertility differentials in the United 
States in the thirties. Their reasons for selecting Indianapolis were 
as follows : 
"Its economy appeared most normal, for the proportion of 
workers in manufacture, transportation, trade, professional 
services, and other types of industries resembled most closely 
that of the urban portion of the nation. In addition 
Indianapolis is an old city, and is located nearer the center 
of the nation's population. It is perhaps as typically 
American as any city of comparable size" (Whelpton and Riser, 
1938:404-405). 
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When the purpose was to study the modern American culture, 
"Middletown" and "Middletown in transition" were two studies made by 
both Robert and Helen Lynd in 1937 and 1956 respectively, where Muncie, 
Indiana was selected by the two authors for this purpose. The Lynd 
stated the rationale underlying their selection for Muncie as follows : 
"A typical city, strictly speaking, does not exist but the 
city studied was selected as having many features common to a 
wide group of communities. It has to be as representative as 
possible of contemporary American life, and it should be, if 
possible, in the common denominator of America, the Middle 
West" (Robert Lynd and Helen Lynd, 1937:3-8). 
Therefore, the North Central Region of the United States was 
selected by this study to represent the nation in an attempt to use 
county as the unit of analysis (see the map). 
A probability systematic random sample of 211 counties was 
selected. This represents 20% of the total number of counties in the 
North Central Region, (1056 in 1970). In order to obtain an adequate 
sample for each of the twelve states in the region the following steps 
were followed: 
1. All counties in each state were ranked according to 
population size to allow a wide variability of different 
population sizes to be represented. 
2. A twenty percent sample of counties were selected for each 
state by taking a random start between one and five, and then 
selecting each subsequent fifth county. 
The total sample is given in tables A.2 and A.3. 
FIGURE 2. The frame and sample of study 
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Some Methodological Considerations 
Analysis of collinearity 
When one or more of the explanatory variables in a multiple 
regression are highly correlated, we have a condition of 
multicollinearity. Multicollinearity, when it exists, causes several 
problems. According to Hanushek and Jackson (1977:89), these problems 
are as follows: 
1. Inflated variance estimates. 
2. Unstêible regression coefficients. 
3. Wrong signs, etc. 
While collinearity cannot always be detected from the correlation 
matrix, authors such as Chatterjee and Price (1977), and Weisberg (1980) 
have suggested some alternative strategies to detect collinearity. 
These strategies are based on the use of the principle components to 
look for the following: 
1. If any of the eigenvalues (characteristic roots) is less than 
0 . 0 1 .  
2. If the sum of the reciprocals of the roots is greater than 
five times the number of the explanatory variables in the 
analysis, this means that the variables are collinear 
(Chatterjee and Price, 1977:200). 
3. What is called the "condition number" or the "K". It is the 
h (largest eigenvalue/smallest eigenvalue). The value of K is 
compared to 1, where larger values suggest collinearity 
(Weisberg, 1980:178). 
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In this study, the lowest eigenvalue is 0.07, and their sum is 
57.33 which is less than 5(20>=100; i.e, five times the number of the 
explanatory variables. In the meantime, the value of the K is 9.3 
suggesting a modest côllinearity in the data (see Table B.2). 
Case analysis 
In the application of regression it is not uncommon to find that 
one or more cases in the analysis with observed Y value that fails to 
conform to the model, while the rest of the data appear to correspond 
quite well (Weisberg, 1980:113). In such a situation there are two 
interrelated issues to be considered: first, to measure the success or 
failure of fitting a model at each case; secondly, to show the impact of 
each case on the estimation process and on the aspects of aggregate 
analysis. In other words, we need to identify the possible outliers and 
to assess their influence on the estimates. An outlier is a case that 
is located far from the regression line; i.e, a case whose expectation 
The influence of an outlier is measured by the horizontal distance 
from the vector X. One way to do case analysis is to transform the data 
to studentized residuals^ which also take distance into account. 
Another case statistics that needs to be considered is the Cook's 
is E(Y^-Y^) ^  0. 
2 
th 
where riis the studentized residual for thei case, and is the 
residual of the same i^hcase. 
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distance^ which measures the horizontal distance from the vector X. 
Then we look for both outliers and influential data points. Usually, 
cases with relatively large D may be determined by large and those 
are expected to be influential cases on the estimates (Weisberg, 
1980:109). 
To test for an outlier a T-test* is usually used. The null 
hypothesis to be tested is against the alternative 
A ^ 
hypothesis 0 this test has n-P-1 degress of freedom. The 
value of the T-test is compared to a tabulated value called the 
"critical value" (see Weisberg, 1980«264-267). 
In the present study, three counties (Champaign, Illinois, Geary, 
Kansas, and Adair, Missouri) are suspected cases (see Table B.3). These 
three counties appeared in both the initial and the revised models. 
However, the only case statistics for these counties with which we 
should be concerned are those of the revised model. The test for these 
three counties showed that while the three counties appear to be 
outliers, only the first two counties (Champaign and Geary) were found 
Ll'-Se(e^)J 
where is the horizontal distance of the case from the vector X, 
P is the number of the parameters in the model including the intercept 
and r? is the square of the studentized residual of the i^h case. 
- I ' l l )  
where n is the number of cases, and r^is the studentized residual 
of the i^^ case . 
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to be influential. 
The two counties (Champaign and Geary) are exceptional cases though 
they have explainable circumstances. Champaign is a highly urbanized 
county, with 77% of its population being urban. However, it has one of 
the highest total fertility rate (4408.73 per 1000 woman) in the sample. 
This may be explained, in part, by the relatively high percentage of 
women in the two age groups (20-24 and 25-29) which is 41.7%, and 23.1%, 
respectively. These two age groups alone account for 60% of the total 
births (Shryock and Siegle, 1980:473). In addition. Champaign county 
has a relatively high percentage of foreign stock population (9.2%) and 
9.0% of the families in that county being headed by one spouse only as 
of 1970. These conditions are favorable for high fertility. 
Geary County, on the other hand is an urban county with almost 84% 
of its population being urban. Geary has one of the highest percentage 
of foreign stock population (12.4%) as well as marital instability 
(10.6%) in the whole sample. Like Champaign County, Geary County has a 
relatively high percentage of of its women at the two age groups (20-24 
and 25-29), 26.1% and 17%, respectively. In addition, the two counties 
are college towns. 
The two counties (Champaign and Geary) have almost similar 
circumstances which made both of them influential cases. The two 
counties were eliminated and the model was reestimated without both of 
them. 
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Estimating the parameters when some of the observations are missing 
It is not unusual to find that the observations obtained to 
determine the regression function of one or more dependent variables on 
one or more independent variables have some missing values, either for 
the X's or for the Y's, and sometimes for both. The question then is 
whether, when estimating the regression coefficients, we should discard 
the incomplete pairs of observations or whether the partial information 
contained in them could be put to some use. If the loss of information 
is substantial, as it is the case in this study on one of the variables, 
it may be worthwhile to recover the missing values or find some good 
approximation for them. 
Statisticians have devised different methods to fill the gaps 
caused by the missing pairs of observations (e.g., Wilks, 1932; Yates, 
1933; Matthai, 1951; Edgette, 1956; Wilkinson, 1958; Afifi and Elashoff, 
1961; 1967; Kmenta, 1971). Three basic different methods of filling 
these gaps have been devised: the zero order regression method, the 
modified zero order regression method, and the mixed method. According 
to the zero order, regression technique, we may complete the missing 
observations in the incomplete pairs by using the available sample means 
of the respective variables. The least square estimators of 6 and a 
obtained from the sample completed in .this way are called zero order 
regression estimators.^ 
5 
So = c 1 X 
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In the modified zero order technique* the missing values of X are 
replaced by the parameter S "Ksi", and those of Y are replaced by the 
parameter n "Eta". 
The mixed technique is a hybrid or mixture of these estimators for g 
and a to estimate the regression function. 
The choice among these three techniques will depend, in general, on 
the size of the expected mean square error; i.e, it is reasonable to 
choose the estimator with the smallest expected mean square error (Afifi 
and Elashoff, 1967:11). 
In this study, for most of the variables there were not missing 
observations. But for the percentage of black population in a county, 
43 counties had less than 0.05% of their population black (U.S. 
Department of Commerce, 1977). In some cases, the zero order regression 
method is used as a common technique in which the missing data are 
substituted by by the mean. But in this case, it is appropriate to 
assign zero for the missing observations since the 43 counties recorded 
almost a zero value on this variable. 
where stands_ for ^e summation over all completed pairs of 
observations, Ml and Y4 are the sample means for both X and Y calculated 
from the observed pairs of both of them (Afifi and Elashoff, 1967; 
Kmenta, 1971). 
5 
Ç . YpX^- am n - am + 5m X Oy 
6m 
71 
Measurement of the Variables 
"Measurement is a process whereby concepts are mapped into a 
set of values" (Warren, 1983:1). 
Three measurement strategies can be identified: (1) single measure or 
indicator, (2) composite; i.e, combining two or more variables to form 
summary score, scale, or index, and (3) multiple indicators or measures 
in which multiple measures are used in the analysis either 
simultaneously or separately. In this study, the first two strategies 
were used. 
An indicator is an estimate, an attempt to capture the quality 
and/or quantity of a property or a concept in the concrete setting 
(Warren et al., 1977:41). Such an indicator may be inclusive of the 
meaning of the concept, or it may provide partial coverage of that 
meaning (Warren et al., 1977:45). According to Jacobson and Lalu 
(1974:217), most abstract concepts are not easily reduced to a single 
indicator. However, the single indicator approach is troublesome if the 
selected indicator does not account for most of the variation in the 
true variable. 
Multidimensional measurement can be achieved through the use of 
indices or scales (Warren, 1977). The index measurement approach in 
which two or more different indicators are used to represent a single 
underlying concept has some advantages and disadvantages. This approach 
is based on the fact that additional indicators provide additional 
information (Curtis and Jackson, 1962:196). It increases the number of 
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categories in a variable, permits a more detailed and precise analysis, 
increases the empirical variability of the measures to be related, and 
represents the underlying concepts even when none of the component 
indicators does so. One major disadvantage of the index approach is the 
loss of information about the pattern of associations between each 
indicator and the dependent variable in general, and the loss of 
information about spuriousness in particular (Curtis and Jackson, 
1962:198). 
The index approach is influenced by several factors : (1) 
theoretical orientations, (2) past research, (3) current project; i.e, 
the population of interest, the sample or group of interest; and the 
purpose, (4) the concept; i.e, its abstractness, dimensionality, domain 
of content, unit of analysis to which concept refers, and the level of 
information, and (5) empirical measurement criteria such as reliability, 
validity, and weighing procedures (Warren, 1983:2). 
The construction of composite indices may follow any one of these 
techniques: (1) factor analysis by using the factor loading procedure, 
(2) standardized scores, and (3) standardized scores multiplied by 
selected weights. The factor loading procedure through factor analysis 
ignores the theoretical bases for constructing composite indices 
(Jacobson and Lalu, 1974:219), where only statistical criteria are the 
principles for selecting the indicators. 
In this study, a combination of these three techniques was used. 
First, the standardized scores of the indicators of each index are 
obtained by using this formula: 
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Sxi 
where Xj is the raw value of a particular indicator of a given index, 
is the mean value of that indicator for the whole sample, and is the 
standard deviation of the same indicator. Secondly, in the case of the 
development index, the standardized scores of the indicators included in 
the index are multiplied by the factor score coefficients (FSC) obtained 
from factor analysis, and they were added up as follows : 
ZI(FSC)I + (FSC) 2 + + (FSC) J^ 
While in the case of the rest of the indices (S.E.S., women status, farm 
background, marital instability, health services, and race and 
ethnicity) the standardized scores for each indicator in the index under 
consideration were added up, then divided by K, the number of indicators 
in each index as follows: 
Sxi 
Socioeconomic development 
A composite index for socioeconomic development is constructed from 
four indicators: the percentage of population urban, the percentage of 
population employed in manufacturing, the percentage of establishments 
with 20 workers or more, and the distance of a county from the central 
city of SMSAs. The first indicator is used as a proxy for urbanization. 
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the second and third are used to reflect the extent of 
industrialization, and the fourth indicator is used as a proxy for 
proximity which indicates the human ecological dimension of development. 
It is a negative indicator. 
While the data for the first three indicators were easy to obtain, 
the information about the last indicator, proximity, took more time and 
effort. The physical distance between counties and the central cities 
of SMSAs were measured by miles on maps using the Rand McNally Road 
Atlas. A county with a central city of SMSA was given, for instance, 
zero distance (Bogue, 1949:67), while for a county that is located 
closer to more than one central city, the largest central city in terms 
of its population size was selected in accordance with the gradient 
principle (Martin, 1957:176; Tarver, 1969:357) (see Table 1, and Figure 
3). 
Socioeconomic status 
The S.E.S. of a county is measured by a composite index of three 
indicators: the median school-years completed as a proxy for education, 
the percentage of white collar workers as representing occupation in the 
index, and the median family income. 
Women status 
As a composite index women status is constructed of two indicators : 
the percentage of college enrollment for women and the percentage of 
women in labor force. The two indicators are proxies for both education 
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TABLE 1. Results of fitting a one-common factor model to the 
socioeconomic development data 
Variables Factor Factor Communalities Uniqunesses 
loadings correlations Chf) (1-h:) 
% pop. urban 0.51 0.69 0.26 0.74 
1970 
% employed in 
manufacturing 
1970 0.73 0.79 0.53 0.47 
% of establ. 
with 20 or 
more workers 
1972 0.82 0.83 0.67 0.33 
Proximity -0.61 -0.74 0.37 0.63 
Amount of variance explained = 1.83 
Percentage of variance explained = (1.83/4)100= 46%5 
X = 0.018 df.= 2 
and employment of women in a county respectively, and they are, 
respectively. 
Farm .background 
Two indicators were used to construct the composite index of the 
farm background of a county. The extent of farm background is measured 
by the percentage of farm population in a county, while the percentage 
of land in farm in a county measures the intensity of farm background. 
Marital instability 
Divorce rate and the percentage of families headed by one spouse 
were the two indicators used to measure marital instability in a county 
as a composite index. 
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FIGURE 3. A one-common factor model for socioeconomic development 
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Health services 
Health services as a composite index has two dimensions: the 
medical personnel dimension and the dimension of medical facilities. 
The two indicators used to represent those two dimensions were 
physicians per 100,000 population, and hospital beds per 100,000 
population. 
Race and ethnicity 
Race and ethnicity is a composite index measured, in this study, by 
two indicators: the percentage of black population in a county and the 
percentage of foreign stock population in a county. The first is a 
proxy for the race, while the second reflects the ethnicity of the 
population in a county. 
General mortality 
Â single indicator, crude death rate, is used in this study to 
measure the level of general mortality in a county. 
Infant rgortality 
Infant mortality is measured by the adjusted infant mortality which 
was calculated as follows : 
where Dy is the infant deaths of 1975, and By represents the births of the 
X 1000 
y y-i 
same year, 1975, while represents the infant deaths of 1974 occurring 
in 1975. 
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Net migration 
Net migration is a single indicator. The residual method, using 
vital statistics, was used to calculate net migration as follows: 
M  =  ( P l 9 7 0  —  î ' l 9 6 o )  ~  ( B i g  6  0 - 1 9  7  0  ~  D l 9 6 0 - 1 9 7 0 )  
In this formula P represents the population of a county, B refers to 
births for the period 1960-1970, and D refers to the deaths of the same 
period. 
Fertility 
Total fertility rate is an age-sex adjusted measure. It is the 
number of births 1000 women would'have if they experienced a given set 
of age-specific birth rates throughout their reproductive span (Shryock 
and Siegle, 1980:484-524). 
7 -B 
T.F.R. = 5Z = 1 i X 1000 
. Table A.4 contains more information about the indicators utilized, 
their definitions, the procedures used in their computation, and their 
sources. Table B.4 provides information, about the mean, standard 
deviation, minimum value, and maximum values, and the range. 
Empirical Assessment of the Measurement Process 
The emphasis now will be on the criteria used for the assessment of 
.the adequacy of the indicators used in the measurement process. 
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According to Warren et al. (1977:50), criteria such as functional unity, 
reliability, validity, and measurement error are basic in the assessment 
of the quality of the indicators. 
Functional unity 
Functional unity refers to the degree to which the various measures 
of a concept are consistent with each other (Warren et al., 1977:50). 
However, if one of the measures was found to be inconsistent with the 
other measures, it does not mean this item should be dropped from the 
total indicator. The theoretical and concrete reasons for the inclusion 
of such a measure from the beginning must be reexamined carefully before 
dropping it. 
Homogeneity of the intercorrelations between the items of an 
indicator is basically the main issue. This homogeneity, however, 
should not be at the expense of the theoretical backing of the inclusion 
of each item in the indicator at the beginning. 
Reliability 
Basically, reliability is concerned with the extent to which any 
measuring procedure yields the same results on repeated trials (Carmines 
and Zeller, 1979:11). It is the consistency in repeated measurements of 
the same phenomenon, so the more consistent the results given by 
repeated measurements, the greater the reliability of the measuring 
procedure. While there are several methods for estimating reliability 
(e.g., retest method, alternative-form method, split halves method, and 
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internal consistency method) the choice depends on the assumption of the 
researcher (Allen and Yen, 1979; Carmines and Zeller, 1979). 
In this study, the reliability of the composite indices was 
estimated through the use of the reliability subprogram introduced by 
the SPSS, the Statistical Package for the Social Sciences (Hull and Nie, 
1979). The formula for estimating Alpha? is called the internal 
consistency method (Carmines and Zeller, 1979:43) because it reflects 
the homogeneity or consistency of the items of an indicator (see Tcible 
2 ) .  
Validity 
Generally, any measuring device is valid if it does what it is 
intended to do; i.e, validity is concerned with the relationship between 
the concept and the indicator (Carmines and Zeller, 1979:12). There are 
two major types of validity: criterion-related validity and construct 
validity. The first type of validity is based on empirical 
confirmation, where information from one's measure is compared to facts 
and outcomes found in reality. The second type is based on conceptual 
confirmation, where validity is inferred from conceptual evidence 
(Warren et al., 1977:57). 
^ NP a = ;  
[1+P(n-1)] 
where N is the number of items in an indicator, and P is the mean 
interitem correlation. 
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For criterion-related validity, there are two types: concurrent 
validity, and predictive validity. In concurrent validity, a measure is 
compared to an outside criterion or direct measure of the property under 
investigation. This criterion in predictive validity is one which may 
occur in the future. While the empirical confirmation is not possible 
for most measures (Warren et al., 1977; Carmines and Zeller, 1979), the 
researcher must turn to the more indirect conceptual confirmation; i.e, 
construct validity. Both internal and external validity are two types 
of construct validity. In internal validity, convergent validation 
(inference across items) and discriminant validation (inference across 
variables) are involved. 
According to convergent validity, the higher the correlation among 
items measuring the same concept, the greater the convergent validity; 
i.e, it examines items within a single concept. Discriminant validity, 
on the other hand, examines items between theoretically related but 
distinct concepts. 
External validity depends on the operationalization and sampling 
processes, and it includes both content validity and cross-validation. 
Content validity is concerned with the degree to which an indicator 
represents the concept about which generalization will be made (Warren 
et al., 1977:58). Cross-validation as a form of external validity 
requires a number of studies from different populations where the more 
relevant an indicator is proved to be for different populations, the 
larger the external validity of such indicator. It is apparent that 
I 
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s • 
external validity centers on the generalizability of the measures and 
findings. 
In the present study, internal validity, as a form of construct 
validity in both convergent and discriminant validation, is used. The 
correlations between the items of the same concept are higher than among 
items of distinct concepts (see Table B.l). 
Measurement error 
According to the classical test theory for the assessment of the 
measurement error, every observed score is made up of two quantities * a 
true score and a certain a mount of random error (Gamines and Zeller, 
1979:29). 
X « t + e 
In order to estimate the measurement error to assess its significance, 
there is a formula* which was established by Warren et al. (1977) for 
such purpose. To assess the significance of the variance of the 
measurement error, an F-test* may be calculated (Warren et al., 
1977:60). The null hypothesi* to be tested is: 
• Qe " - fP-(Q^)l 
where Q^is the variance of measurement error of variable X, Qx is the 
observed variance of variable X, P is the reliability of the measure, 
and the true score variance, 
9 
where Sxi is the observed variance of variable X^> and Sgi is the 
estimated variance of measurement error of the same variable. 
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Hq: . 0 vs. 4 0 
which means that the variance of the true score will be equal to zero. 
From a comparison of the calculated F-value with the tabular one for 
(n-1) and (n-1) degrees of freedom for the numerator and denominator, 
rejection or acceptance of the hypothesis can be determined if the 
calculated F-value is > (the tabular F-value), then the null 
hypothesis can be rejected and this means that part of the variation in 
the variable is attributed to true variation. Proving that some of the 
variation in the variable is due to true variation means that the 
indicators used in the measurement are reliable or representing the 
theoretical concept. Because reliability is the ratio of the true to 
the observed variance, the larger the true variance relative to the 
observed variance is, the greater the reliability of the measure 
(Carmines and Zeller, 1979:34). 
Table 2 contains the reliability estimates, the observed and the 
true variance, measurement error variance and the significance of the 
measurement variance is calculated as F-value for the composite indices 
of the sample. Four indices only out of the seven composite indices 
included in the table were found to be reliable with significant 
measurement variance. Those indices are the following: socioeconomic 
development, S.E.S., women status, and farm background. The other three 
indices--marital instability, health services, and race and ethnicity— 
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have a nonsignificant F-value. The items of these three indices will be 
treated separately in the analysis as single indicators. 
Statistical Analysis 
Correlation 
In this study, the Pearson correlation coefficient is used to 
measure the strength and indicate the direction of the relationship 
between any variables (Nie et al., 1975; Blalock, 1979). Pearson 
correlation coefficients are also used to reflect the convergent and 
discriminant validity of the measures. The tests of significance are 
reported for each coefficient and are derived from the use of student's 
t with N-2 degress of freedom for the computed quantity (Nie et al., 
1975:281). The correlation matrix for the variables used in this study 
is included in Table B.l. 
Factor analysis 
"Factor analysis refers to a variety of statistical techniques 
whose common objective is to represent a set of variables in 
terms of a smaller number of hypothetical variables" (Kim and 
Kohout, 1978:281). 
There are two different forms to use factor analysis, explanatory and 
confirmatory factor analysis. 
Explanatory factor analysis is used when the researcher may not 
have any idea how many underlying dimensions there are for the given 
data. The majority of the applications in the social sciences belong to 
this category (Kim and Kohout, 1978). When factor analysis is used to 
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TABLE 2. Reliability, decomposed variance, and F-values of the 
preliminary empirical measures selected for the analysis 
I II III IV V 
Reliability Observed True Error F-value 
Variables (standardized variance variance variance 
Alpha) (S|^) 
(I)X(II) (II)-(III) (II)/(IV) 
Socio­
economic 0.757 0.730 0.553 0.177 4.12 
development 
Socio­
economic 0.779 0.650 0.506 0.144 4.51 
status 
Women 
status 0.605 0.716 0.433 0.283 2.53 
Farm back­
ground 0.715 12.281 8.781 3.500 3.51 
Marital 
instability 0.133 35.016 4.657 30.359 1.15 
Health 
services 0.212 0.426 0.090 0.336 1.27 
Race and 
ethnicity 0.208 411.209 85.531 325.678 1.26 
Crude death 
rate(C.D.R.) 1.000 1.000 1.000 0.000 (a )a 
Infant mortality 
rate (I.M.R. )1.000 1.000 1.000 0.000 (a )a 
Met migration 
rate (N.M.R. )1.000 1.000 1.000 0.000 (a )a 
*Significant at P £ 0.01. 
**Nonsignificant at P ^  0.05 thereby their components will be 
treated as single indicators. 
(a) Stands for single indicators. 
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test specific hypotheses about the data, it is referred to as 
confirmatory factor analysis. However, the division between the two 
forms of factor analysis is not always clear cut. 
Factor analysis is based on the fundamental assumption that some 
underlying factors are smaller in number than the number of observed 
variables and they are responsible for the covariation among the 
observed variables (Kim and Kohout, 1978:12). In this study, factor 
analysis is used in the construction of the socioeconomic development 
idex, where the factor score coefficients of the items used for 
constructing the index are used as weights to be multiplied by the 
standardized values of these items (Nie et al., 1975:488). It is also 
used to obtain the principle components statistics (eigenvalues) used in 
the process of providing evidence against multicollinearity between the 
explanatory variables (Chatterjee and Price, 1977:200). 
Multiple regression analysis 
"Multiple regression analysis can be looked at as an extension 
of straight-line regression analysis (involving only one 
independent variable) to the situation where there are any 
number of independent variables to be considered" (Kleinbaum 
and Kupper, 1978:131). 
The general form of a regression model for K independent variables takes 
this form: 
Y = 80+61X1+62X2+63X3+ . . . +6^X^ + E 
where 60,61,62^63 - . 6^ are the regression coefficients that need to be 
estimated, Xi,X2,X3, . . Xj, are all separate independent variables, and 
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E is the error component reflecting the difference between an 
individual's observed response and the true average response. 
Multiple regression analysis is based on well-known assumptions and 
there are two basic approaches for determining the best estimate of a 
multiple regression equation: the least-square approach and the minimum-
variance approach. 
The least-squares method chooses as the best fitting model that 
model which minimizes the sum of squares of the distances between the 
observed responses and those predicted by the fitted model; i.e, the 
better the fit the smaller will be the deviations of observed from 
predicted values : 
^1=1 = ^ 1=1 (^i " 
theSofGifSz, . 0]^are called the least squares estimates for which the 
sum is minimum. This sum is known as the residual sum of squares. 
The minimum-variance method, on the other hand, determines the best 
fitting surface to be the one that uses minimum-variance unbiased 
estimates (Kleinbaum and Kupper, 1978:138). In the present study, the 
least-squares method is used to determine the best estimate of the 
regression coefficients. 
Statistical interaction 
The independent variables may interact together in affecting the 
dependent variable; i.e, they may have joint effects. For two factors, 
an interaction is defined as follows : 
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where (AB) is the interaction term of both A. and B., Y.. is the mean of 
J 1 J ij 
both A^ and B^ combined, Y^^ is the mean of treatment i of factor A, and 
Ygj is the mean of treatment j of factor B, and Y is the grand mean. 
For multiple regression equation that includes statistical interaction 
it is given by the following; 
Y = eo+eix+gzZi+eaZz+eitZa+esXZi+esXZz+eTxza+E 
where X is a covariate or a concomitant variable, and Zg are the 
independent variables, XZj and XZg are representing the -interaction in 
the equation, and E is the error component. 
According to Pedhazur (1982:350), a given combination of treatments 
(one from each factor) may be particularly effective because they 
operate at cross purposes. In order to control extraneous variables 
statistically and thereby increase the precision of the analysis, the 
analysis of covariance is preferred (Pedhazur, 1932:495). As for 
Cochran and Cox (1957:261) analysis of covariance, ANCOVA, combines the 
advantages and reconciles the requirements of both regression and 
analysis of variance, ANOVA. 
The significance of the statistical interaction can be tested using 
the F-test in order to see whether the interaction adds significantly to 
the amount of variance accounted for by the independent variables in the 
model. If the interaction is significant, we continue examining the 
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aspects of significance in the interaction terms and interpret the 
results. If the interaction was found to be nonsignificant we turn to 
the analysis of covariance, ANCOVA, as a special aspect of the multiple 
regression analysis. 
In the present study, it is assumed that American counties vary on 
socioeconomic development in a manner that affects their performance on 
fertility. In a sense, socioeconomic development is operating as a 
concomitant variable or a covariate in affecting the fertility of county 
populations. Therefore, the analysis of covariance is used to assist in 
controlling the effect of socioeconomic development in the analysis of 
the fertility of county populations. 
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FINDINGS AND DISCUSSION 
Findings 
This section presents the results of testing the proposed model 
displayed in Figure 1, using the multiple regression technique and the 
analysis of covariance, ANCOVA. This involves a test of the initial 
model, a decomposition of the total effect of the model, and the 
formulation of the revised model. 
The initial model 
This model includes all the variables selected for the analysis 
(see Figure 1). However, the components of three composite indices— 
marital instability, health services, and race and ethnicity—were 
treated as single indicators in the analysis because their indices were 
found to be nonsignificant at P 0.05 level (see Table 2). The results 
of the initial model (see Figure 4) are presented in Tables 3-6. 
The results of testing the model are in Table 3 indicate that 92.3% 
of the predicted associations between the independent variables and the 
dependent variable were confirmed by the correlation analysis. However, 
some of these relationships are not statistically significant. 
Socioeconomic development, S.E.S., women status, farm background, 
divorce rate, physicians per 100,000 population, percentage of foreign 
population, and net migration rate have statistically significant 
relationships in the posited direction, while hospital beds per 100,000 
population, percentage of black population, crude death rate, and infant 
mortality rate do not have statistically significant relationships. 
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TABLE 3. Pearson correlations, regression coefficients and F-test for 
the independent variables and the interaction terms in the 
initial model 
Independent Pearson Regression F-Value Significance 
Variables Correlations Coefficients level 
DEVELOP (X) -0.59 * 0.01 0.00 0.997 
S.E.S. (Zi> -0.41 * -0.24 5.77 0.017 
WOMNSTAKZg ) -0.30 * -0.06 0.59 0.445 
FARMBACK(Z3, 0.50 * 0.32 16.13 0.000 
DIVORCE ( Z 4 ,  -0.13 0.06 0.84 0.361 
ONESPFAM(Zs > 0.18 ** -0.06 0.36 0.550 
PHYSPOP (Zg ) -0.28 * 0.05 0.34 0.563 
H0SBDP0P( Z 7 ,  -0.01 -0.01 0.01 0.933 
BLACKPOPCZg, 0.06 -0.18 5.87 0.016 
FORENPOPCZ-) 0.19 * 0.08 1.53 0.217 
C.D.R. (2% 0 > 0.11 0.17 5.07 0.026 
I.M.R. (Zii) 0.03 0.00 0.00 0.973 
N.M.R. ( Z i 2  >  -0.15 * 0.06 0.89 0.346 
Interaction 
Terms 
X*Zi (II, 0.21 -0.14 2.01 0.158 
X*Z2 ( I 2 ,  0.13 0.00 0.00 0.973 
X*Z3 ( I 3 ,  -0.30 -0.05 0.31 0.575 
%*Z4 (I4, -0.22 0.31 4.49 0.036 
X^Zg (Is, -0.62 -1.02 13.93 0.000 
X*Zg de, -0.41 0.32 4.60 0.033 
Y*Z^ ( I 7 ,  
da, 
-0.43 =0.17 3.S3 C • 058 
X*Z, -0.21 0.03 0.16 0.538 
X*Zg (I9, -0.45 0.17 2.17 0.142 
X*Zio (Iio> -0.55 -0.04 0.02 0.878 
X*Zii (111, -0.50 0.03 0.05 0.818 
(Il2 > -0.05 -0.08 1.79 0.183 
* Relationship statistically significant in the predicted 
directions. 
**Relationship statistically significant but contrary 
to predictions. 
-0.03 
0.38 
6 0.08 
-0.07 
0 0 .07 
= 0 .66  
B 0.10 
I.M.R 
N.M.R. 
FIGURE 4. The initial model of the fertility of American county 
populations 
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The percentage of families headed by one spouse, while statistically 
significant, is the only relationship with results contrary to the 
posited direction. 
In terms of the multiple regression analysis. Tables 4 and 5 
present both summary and detailed results of testing the initial model, 
and each of the two tables below provides an answer to one of these two 
questions : 
1. Does the model explain a significant proportion of the 
variance in the dependent variable? 
2. Is the interaction, in this model, significant; i.e, does it 
add significantly to the proportion of variance accounted for 
* by the main effects? 
TABLE 4. Summary results of the initial model 
Source R2 Sum of Squares DF Mean Square Error F-Value 
R Y.X 
XZi.XZi2 
Residual 
0.56 
0.44 
29,291,952 
22,816,897 
25 
185 
1,171,678 9.50* 
Total 1.00 52,108,849 211 
* Significant at P ^  0.01 level 
From Table 4 it is clear that the answer to the first question is 
yes, that the model as a whole explains a significant proportion of the 
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variance in the dependent variable (0.56). The sum of squares provided 
by the initial model with thirteen independent variables, including the 
covariate, and twelve interaction terms was found to be significant at P 
0.01 level. 
The answer .to the second question, obtained from the decomposition 
of the proportion of variance explained, and the sum of squares of the 
initial model, the answer is no (see Table 5). The interaction in this 
model, as a product term of the covariate and the independent variables, 
is statistically nonsignificant at P ^  0.05 level. This means that the 
analysis will proceed as an analysis of covariance, ANCOVÂ, in which the 
covariate and the rest of the main effects will be examined. 
TABLE 5. Sequential decomposition of the proportion of variance 
explained and the sum of squares for the initial model 
Source R: Sum of Squares DF Mean Square Error F-Value 
X 0.34 17,663,207 1 17,663,207 107.17* 
0.15 7,966,860 12 663,905 4.94* 
XZi-XZi2 0.07 3,661,885 12 305,157 2.47 *•* 
Residual 0.44 22,816,897 185 123,335 
Total 1.00 52,108,849 211 
* Significant at P f. 0.01 level 
^^Nonsignificant at ? ± 0.05 level 
The results in Table 5 indicate that the covariate, socioeconomic 
development, alone explains 34% out of the 56% accounted for by the 
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whole model, while the rest of the main effects, twelve independent 
variables, explain an additional 15%. The interaction, on the other 
hand, adds 7% to the amount of variance explained by both the covariate 
and the other independent variables in the model. 
TABLE 6. Pearson correlations, regression coefficients, and F-test for 
the independent variables in the initial model after dropping 
the interaction 
Independent Pearson Regression F-Value Significance 
Variables Correlations Coefficients (s) Level 
DEVELOP (X> -0.59* -0.40 32.55 0.000 
S.E.S. (Zj, -0.41* -0.19 3.92 0.049 
W0MNSTAT(22, -0.30* -0.03 0.11 0.741 
FARMBACK(Z3, 0.50* 0.38 25.00 0.000 
DIVORCE (Z,, -0.13 0.06 0.74 0.391 
ONESPFAM(Zs, 0.18** 0.24 15.05 0.000 
PHYSPOP (Zg) -0.28* 0.08 1.08 0.299 
H0SBDP0P(Z7, -0.01 -0.07 1.76 0.186 
BLACKPOP(Zg, 0.06 0.07 1.12 0.291 
FORENPOP(Zg) 0.19* 0.07 1.37 0.243 
C . O . R .  g  J  0.11 0.21 11.21 0.001 
I.M«R. (Z^2) 0.03 0.01 0.01 0.903 
N.M.R. (Zi2) -0.15* 0.10 2.49 0.116 
* Relationship statistically significant in the posited 
direction. 
^^Relationship statistically significant but contrary to 
predictions. 
Having determined that the interaction in the initial model is 
statistically nonsignificant, the model was examined after the 
elimination of the interaction to look for the relationships which are 
supported by the regression analysis in the model. The results are 
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presented in Table 6. It indicates that only five independent 
variables, including the covariate, are suppported by the regression 
coefficients, 6'% as having a significant effect on fertility. These 
five independent variables are socioeconomic development (the covariate) 
socioeconomic status, farm background, percentage of families headed by 
one spouse, and crude death rate. These five variables will be retained 
in the analysis to be the components of the revised model in this study 
(Duncan, 1966:1-16). 
The revised model 
The formulation of the revised model involved four steps which are 
summarized in Table 7. 
First the initial model was presented as a full model that includes 
the covariate, twelve independent variables which were found to be the 
most frequently used in the literature and there are data available for 
them and twelve product terms representing the interaction. In this 
initial model, while the amount of variance accounted for by the model 
as a whole, 56%, is statistically significant, the interaction in the 
model was found to be nonsignificant. Secondly, the initial model was 
introduced without the interaction where the analysis proceeded as an 
analysis of covariance in which the effect of the covariate and the main 
effects in the model were examined one at a time. Thirdly, the 
covariate, socioeconomic development, and four other independent 
variables--farm background, S.E.S., percentage of families headed by one 
spouse and crude death rate--were found to have a statistically 
significant effect on the dependent variable, fertility. 
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TABLE 7. The four steps followed to formulate the revised model 
Source Ef Sum of Squares DF Mean Square Error F-Value 
The initial model: 
a-Main effects and interaction (step 1): 
R Y.X,ZI.Zi2 
XZI.X2I2 0.56 29,291,952 25 1,171,678 9.50* 
Residual 0.44 22,816,897 185 123,335 
b-Main effects no interaction (step 2): 
R Y.X,Zi. 
Zi2 0.49 25,630,067 13 1,971,544 14.67* 
Residual 0.51 26,478,782 197 134,410 
The revised model: 
c-Outliers included (step 3): 
R Y.X,Zi. 
Z* 0.47 24,358,508 5 4,871,702 35.99* 
Residual 0.53 27,750,341 205 135,368 
d-Outliers excluded (step 4): 
R Y.X,Zi. 
Z4 0.59 26,215,105 
Residual 0.41 18,066,168 
5 5,243,021 58.91* 
203 88,996 
* Significant at P <_ 0.01 
**Two counties were deleted as outliers 
(Champaign, Illinois and Geary, Kansas). 
A model of five variables, the covariate and four independent 
variables, was obtained as the revised model. The revised model in this 
form, however, was found to have three outlier counties. Two of them. 
Champaign and Geary, were found to be exceptional cases, each has a 
significant effect on the estimation of the model (see Table B.3). 
Finally, the revised model in its final version included only the five 
independent variables retained in the model and 209 observations after 
the two influential outlier counties were eliminated. 
lO 
00 
DEVELOP 
DEVELOP 
ca 
ONESPFAM FARMBACK C.D.R 
FIGURE 5. The revised model of 
populations 
the fertility of American county 
99 
The revised model in Figure 5 shows the variables which were 
retained in the model. 
The summary and detailed results of that revised model are 
presented in Tables 8-10. 
TABLE 8. Summary results of the revised model 
Source Sum of Squares DF Mean Square Error F-Value 
R Y.X,Zi. 
Z4 
Residual 
0.59 26,215,105 
0.41 18,066,168 
5 
203 
5,243,021 58.91 * 
88,996 
Total 1.00 44,281,273 208 
*significant at P _< 0.01 
The summary results of testing the revised model are in Table 8. 
It indicate that the revised model with five independent variables 
accounted for 59% of the variation in fertility. The covariate 
(socioeconomic development) explained 43% of the variance, while the 
other four independent variables (S.E.S., farm background, percentage of 
families headed by one spouse, and crude death rate) added 16% to the 
amount accounted for by the revised model as a whole (see Table 9). 
At this stage of the analysis, the effects of the variables 
retained in the revised model should be tested one at atime. It is a 
test of each main effect above all the other main effects (Pedhazur, 
1982). 
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TABLE 9. Decomposition of the proportion of the variance explained and 
the sum of squares for the revised model 
Source Sum of Squares DF Mean Square Error F-Value 
X 
(Covariate) 
Zi-Zi 
Residual 
0.43 
0.16 
0.41 
18,933,531 
7,281,574 
18,066,168 
1 
4 
203 
18,933,531 
1,820,394 
88,996 
154.62* 
20.45* 
Total 1.00 44,281,273 208 
* Significant at P <. 0.01 
Socioeconomic development as the covariate in this study is the 
strongest determinant of the fertility of American counties. It has a 
strong negative effect (Beta -0.42) on the dependent variable, and it 
alone explains 43% out of the 59% of variance accounted for by the 
revised model as a whole. This result is consistent with the primary 
premise of the ANCOVA. While the units of analysis vary from each other 
on some variables which affect their performance on the dependent 
variable it is hard to understand the effect of these variables over the 
dependent variable unless these variables are controlled (Pedhazur, 
1982). 
In this study, socioeconomic development is that variable on which 
American counties vary from each other in such a way that affects their 
fertility behavior. The results in Table 10 show clearly how 
development has a very significant effect on fertility. Farm background 
is the first strongest predictor of the fertility of county populations 
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after controlling for development (Beta 0.30) and it contributes with 3% 
to the amount of variance explained by the revised model. 
Socioeconomic status came second (Beta, -0.25). It adds 7% to the 
amount of variance accounted for by both development and farm 
background. The percentage of families headed by one spouse as an 
approximation to marital instability affects fertility positively (Beta 
0.24) contrary to the posited direction. It accounts for 4% of the 
percentage of variance explained by the revised model as a whole after 
controlling for development. Crude death rate as a proxy of general 
mortality came as the fourth determinant of the fertility of county 
populations (Beta 0.16) after development was controlled with a 
contribution of 2% to the amount of variance accounted for by the 
revised model as a whole. However, due to the nature of the case under 
study, the United States, this relationship needs careful scrutiny. The 
counties in the total sample were divided into two sub-samples using the 
median of the crude death rate (11.0 per 1000) for the total sample. 
While sub-sample one included counties with crude death rates equal 
to or higher than the median, sub-sample two included counties with 
crude death rates below the median. The data of the two sub-samples 
showed that sub-sample one, with relatively high crude death rates, has 
had a relatively higher fertility than sub-sample two. The results of 
the correlation and regression analysis presented in Table B.5 indicate 
that the effect of crude death rates in sub-sample one is greater (3eta 
0.14) than that of sub-sample two (Beta 0.12). The crude death rate of 
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the total sample (10.44 per 1000) is relatively higher than the national 
rate (8.7 per 1000) and that of the region (8.8 per 1000). It is 
possible, but not conclusive, that the effect of crude death rate on 
counties' fertility is due to the relatively high crude death of the 
sample compared to the national level and the region level. 
TABLE 10. Proportion of variance explained, regression coefficients and 
F-test for the independent variables in the revised model 
Independent R ^  Regression F-Vmlue Significance Level 
Variables Coefficients (g) 
DEVELOP (X) 0.43 -0.42 56.73 0.000 
FARMBACK(Zi, 0.03 0.30 28.53 0.000 
S.E.S. (Zs) 0.07 -0.25 17.32 0.000 
0MESPFAH( Z 3 ,  0.04 0.24 24.06 0.000 
C.O.R. (Z^, 0.02 0.16 8.65 0.004 
Total 0.59 
In sum, the revised model is a dervative of the initial model after 
dropping the interaction, the nonsignificant variables, and the outliers 
from that model. This revised model has only five independent 
variables, including the covariate, and it accounts for 59% of the 
variation in the fertility of county populations. 
To conclude, the findings of the analysis came as no surprise. 
They are consistent with the predictions and expectations of this study. 
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Socioeconomic development is a major source of variation on fertility 
performance among the American counties. It came as the strongest 
predictor of the fertility of the sample, having the highest correlation 
(r_g59) and regression coefficient (Beta -0.42) and it also explains 43% 
of the variation in fertility. 
Discussion 
While the regression analysis started with thirteen independent 
variables representing the main effects in the initial model and twelve 
interaction terms, it ended with a revised model of only five 
independent variables. A blend of theory, previous research, and 
statistics was used to select those variables from the initial model to 
retain in the analysis. 
The variables retained in the analysis 
The five independent variables retained in the analysis to build 
the revised model have both the theoretical relevance and the 
statistical significance (Duncan, 1966:1-16) to be kept in the model. 
Socioeconomic development, for instance, has a fundamental importance in 
the study of fertility. It was assumed in this study that it is a 
source of variation between the units of analysis, and a source of 
covariation with the other independent variables included in the 
analysis. Therefore, socioeconomic development was introduced in the 
analysis as a covariate to control its effect, which in turn will 
provide more precision and accuracy to the analysis (Pedhazur, 1982). 
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Past research, however, indicates that there is a reasonable amount of 
agreement over the significance of development in the study of fertility 
(e.g., Adelman, 1963; Heer and Turner, 1965; Heer, 1966; Friedlander and 
Silver, 1967; Janowitz, 1971; Kasadra, 1971; Kirk, 1971). 
According to the theory of demographic transition, socioeconomic 
development and its accompanying transformations are the antecedents 
responsible for demographic change in Western societies (Notestein, 
1953; Leibenstein, 1974; Weinstein, 1976). The reason socioeconomic 
development is significant in fertility research is because it is a 
source of structural change. For Parsons (1961:111-220), structural 
change and structural differentiation are two societal processes of 
fundamental scientific importance because they create changes in social 
structure. 
Regression analysis has shown that development is the major 
determinant of counties' fertility (Beta -0.42), accounting for 43% of 
the variation. After controlling for development, farm background was 
the first strongest predictor of fertility (Beta 0.30), addin 3% to the 
amount of variance explained. This finding is consistent with previous 
research about farm backgroud and fertility (e.g., Thompson, 1929; Stys, 
1958; Davis, 1963; Heer, 1966; Beaver, 1975; Vinovskis, 1976), where 
areas with higher percentage of farmers in the population were found to 
have high fertility. Farm background reflects one type of economic 
activity, agriculture. For Coale and Hoover (1958:13), agrarian 
economies are characterized by high fertility. 
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Socioeconomic status is, in fact, an important indicator of the 
predominant level of development in an area. For instance, counties 
high on development are expected to have higher average of socioeconomic 
status. Past findings on S.E.S. and fertility, however, lack a 
consistent pattern of association. No matter what the type of 
association is, positive, negative, or a U shaped, S.E.S. is 
significantly relevant to the analysis of fertility (Andorka, 1978). 
After controlling for development, S.E.S. followed farm background as 
the second strongest predictor of the fertility of county populations 
(Beta -0.25} explaining 7% of the variation in fertility. This addition 
is statistically significant at P ± 0.01. 
The percentage of families headed by one spouse, as an 
approximation to marital instability, was the only variable contrary to 
the posited direction. According to Yaukey (1973:70), the incidence of 
marital instability which leaves the family with one spouse is higher in 
countries such as the United States. However, the relationship between 
marital instability and fertility in the United States is much more 
complex, and potential effects must be considered in terms of social 
rather than biological reasons. For instance, the data of the 1970 and 
1980 census indicate that families' with disrupted marriages tend to be 
mostly headed by women with high fertility living below the official 
poverty line. In 1970, the percentage of these families was 37% (U.S. 
Bureau of the Census, 1971). While, in 1980, families headed by women 
spouse were 80% of all families headed by single householder (U.S. 
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Bureau of the Census, 1980). The high fertility of these families is 
more likely unwanted (Jaffe, 1973; Roberts and Lee, 1974). The poor 
conditions of families headed by women tend to affect their fertility 
behavior. The inconsistency over the relationship between poverty and 
fertility is evident in the literature. There are some authors such as 
Reissman (1973), Rothman (1978), and Waxman (1983) who attribute this 
, relationship to structural inequality. Because of their poor conditions 
they have no access to the most effective contraceptives and they use 
the less reliable ones. This explanation, however, is not widely 
accepted and there are others who prefer to see these families 
responsible for their poor conditions (e.g., Orshansky, 1965; Ryan, 
1971). For instance, they claim that because the assistance of the 
welfare programs such as the AFDC (Aid to Families with Dependent 
Children) is tied to family size this encourages these families to have 
children. 
The so-called "culture of poverty" is another approach used by 
people such as Lewis (1961) and Herzog (1973) to explain the 
relationship between poverty and fertility. 
The percentage of families headed by one spouse was the third 
strongest predictor of counties' fertility (Beta 0.24) adding 4% to the 
variance explained by the revised model. 
The relationship between fertility and mortality in general is a 
traditional one. Both fertility and mortality are two major components 
in the equation of the natural increase of the population. According to 
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the demographic transition theory the change in mortality is an 
important antecedent to fertility change, and that both are a function 
of socioeconomic conditions. General mortality, as measured by the 
crude death rate, was the fourth predictor of the fertility of county 
populations (Beta 0.16) with a modest contribution (2%) to the amount of 
variance accounted for by the revised model. 
This relationship, however, would seem unusual especially if we 
considered that crude death rate in the United States is one of the 
lowest (8.7 per 1000 in 1980). When the relationship between crude 
death rate and fertility was considered for further scrutiny by 
isolating counties with an average of crude death rates equal to or 
higher than the median of that variable in the total sample (11.0 per 
1000) some clues were found. Counties with relatively high average of 
crude death rates were also relatively high on their average of 
fertility rates. The correlation and regression results (see Table B.5) 
showed that infant mortality did have an effect although nonsignificant. 
In the meantime, the effect of crude death rates equal to or above the 
median (sub-sample one) was greater than those below the median (sub-
sample two). This might suggest that the relatively high average of 
crude death rate in the total sample (10.44 per 1000) which is higher 
than the national level (8.7 per 1000) and that of the North Central 
Region (8.8 per 1000) turned out to be one of the predictors of counties 
fertility. However, all the above is just plausible and not conclusive 
explanation for this relationship which means that further scrutiny is 
needed. 
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The variables dropped from the analysis 
The eight variables that were dropped from the analysis, the 
researcher's knowledge of the substantive area under study, past 
research on the topic, and theory supported the use of these variables 
in the analysis. But the magnitude of the estimated regression 
coefficients as well as collinearity between some of these variables led 
to the decision to eliminate them. There are two facts, however, worth 
emphasizing. First, we are dealing with American fertility, which is 
expected to be different because it started its transition a long time 
ago in the nineteenth century before any major decline in mortality 
(Guest, 1981). The level of American fertility is one of the lowest in 
the world. The total fertility rate in the United States (1.86 children 
per woman) (Morrison, 1981:2) is currently below the replacement level 
(2.1 children per woman) (Shryock and Siegle, 1980:484-524). Secondly, 
the United States of America is one of the most developed countries in 
the world. The variables affecting its fertility might be different 
because of the unusually highly developed technology of this country. 
Bearing this in mind we can turn to the discussion of the variables 
which were dropped from the analysis. 
While high collinearity in the data could be another reason for the 
elimination of some of the variables (Chatterjee and Price, 
1977:155-157), the statistical tests applied (see Chapter 3) showed that 
there is only a very modest collinearity in the data of this study. 
However, high collinearity will be considered and explained, whenever it 
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is met in this study as a reason for eliminating any of these eight 
variables. 
Women status as a composite index is one of the eliminated 
variables. Women status did not show a significant effect on the 
dependent variable, (Beta -0.03). This nonsignificant effect of women 
status is supported by the findings of previous research on that subject 
matter. For instance, Alice Andrews (1982:31) closed her statement 
about exploring the possibilities and problems involved in devising a 
composite index of women status as follows: 
"In more affluent countries, where male and female children 
are treated similarly and there is compulsory education for 
both sexes, the status of women index does not make fine 
distinctions." 
In a comparative study between the United States and the Soviet Union 
about women's role conflict and fertility, Winkelhaus (1974) found that 
fertility response is the last thing that women might think of when 
other responses fail to mitigate role conflict. However, the relatively 
high correlation, (r,78), between women status and S.E.S. may have 
contributed, in part, to the attenuation of the regression coefficient 
(Beta -0.03) of the women status index. 
Divorce rate is another variable which showed a nonsignificant 
effect on fertility (Beta 0.06) leading mainly to its elimination from 
the analysis. While divorce is the ultimate step in the collapse of 
marriage, it is often preceded by separation, a phase where couples stop 
living together. The duration between marriage and separation, 
therefore, should be considered rather than the duration between 
marriage and divorce (Wunsch, 1979:159). 
110 
Physicians and hospital beds per 100,000 population were two 
variables used in the analysis to indicate health statug of county 
populations. Both of them turned out to be statistically 
nonsignificant, with regression coefficients of 0.08 and -0.07, 
respectively. The two variables, while reflecting directly the health 
status, indirectly indicate the levels of both infant and general 
mortalityt_which are very low in the United States. This may, in part, 
have undermined the significance of these two variables in the analysis. 
While the percentage of black population is one of the variables 
used often in studies of American fertility, there is a common 
expectation in the literature that there is a convergence of the black 
and white marital fertility differentials (e.g., Petersen, 1975; 
Westoff, 1975; Tolany, 1980). Moreover, according to the results of 
some studies the excess fertility of the black population over the white 
population is caused by both the higher number of unwanted births and 
the socioecononmic conditions of the majority of the black population 
(e.g., Petersen, 1969; Goldscheider, 1971; Roberts and Lee, 1974; 
Westoff, 1975). While the average of the black population in the sample 
is 1.74%, in 43 counties (20%) out of the 211 counties sampled for this 
study, less than 0.05% are black (U.S. Department of Commerce, 1977). 
The regression analysis has revealed that the percentage of black 
population has a nonsignificant effect (Beta 0.07) on fertility. 
The percentage of foreign stock population was eliminated from the 
analysis because it also has a nonsignificant effect (Beta 0.07) on 
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fertility. This nonsignificant effect of the percentage of foreign 
stock population may be attributed, in part, to the recent attenuation 
of fertility differentials by race (Roberts and Lee, 1974; Petersen, 
1975; Westoff, 1975). This attenuation of fertility differentials by 
race is partly a result of the involvement of the foreign stock 
population in both the cultural assimilation and social adjustment 
processes, which might affect their fertility behavior (Sly, 1970). 
The effect of infant mortality on counties' fertility was 
nonexistent (Beta 0.0). This result was expected from the beginning 
because of the very low level of infant mortality in the United States. 
However, counties with relatively high average of infant mortality 
tended to have relatively high average of fertility rates. For 
instance, counties such as Webster, Nebraska, Shannon, South Dakota, and 
Washington, Kansas, had infant mortality rates 99.3, 78.9, and 60.2 per 
1000 live births, while their total fertility rates were 2.7, 3.8, and 
2.6 children per woman, respectively. But because the overall low level 
of infant mortality for the whole sample, this variable did not have a 
significant effect on fertility. 
The findings of net migration research with regard to its effect on 
fertility lacked consistency. While two types of effect for migration 
were discussed in the literature, special and additive effects (Andorka, 
1978), neither of them has been consistently proved. The hypothesis of 
this study is that after controlling for development, net migration will 
be negatively correlated with fertility. Although the correlation 
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analysis revealed a moderate negative relationship (r.jlS) the 
regression analysis did not show significant support (Beta 0.06). 
The findings of this study mainly support the feasibility of using 
the structural-functional approach on social change in fertility 
research as well as the main tenet of the demographic transiton theory. 
Socioeconomic development is a source of structural change in 
society. Within the context of this process, social change leads to 
fertility change. The findings have shown the significance of dealing 
with fertility as related to social change in society while using 
smaller units of analysis such as counties as well as giving more 
emphasis to the processes that lead to social change in these smaller 
units. 
The American counties sampled, while they vary on socioeconomic 
development with a minimum of -1.95 and a maximum of 1.46, also vary 
from each other on fertility. While the average of total fertility rate 
for the sample is 2.2 children per woman, the minimum and the maximum 
are 0.49 and 4.4 children per woman, respectively, with a very wide 
range, 3.9 children per woman (see Table B.4). The clear variations 
between counties on development have led to the differences in fertility 
behavior among these counties. 
113 
SUMMARY AND CONCLUSIONS 
Summary • 
The centrality of of social change, and its far-reaching 
ramifications in society, has significance in demographic research. 
Social change alters and modifies the composition and functioning of the 
social structure of society (e.g., Ginsberg, 1958; Davis, 1959; Moore, 
1968). 
The primary objective of this study has been to analyze the 
fertility American county populations in 1980 within the context of 
socioeconomic development as a process of structural change. Because 
counties are smaller demographic units than states they might be more 
sensitive to change (Tarver and Gurley, 1965:12). Counties are more 
homogeneous within themselves than states, they vary from one another in 
their levels of development. As the unit of analysis, counties would 
provide insight into American fertility against the backdrop of social 
change and socioeconomic development. 
The review of the literature on American fertility and social 
change made it possible to identify thirteen independent variables which 
were found to be relevant in the analysis of American fertility. These 
variables are; socioeconomic development, S.E.S., women status, farm 
background, divorce rate, percentage of families headed by one spouse, 
physicians per 100,000 population, hospital beds per 100,000 population, 
percentage of black population, percentage of foreign stock population, 
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general mortality, infant mortality, and net migration. The dependent 
varicible is total fertility rate in 1980. The first four variables are 
composite indices, while the other nine are single indicators. However, 
an attempt was made to build three more composite indices—marital 
instability, health status, and race and ethnicity—using the variables 
of divorce rate, percentage of families headed by one spouse, physicians 
per 100,000 population, hospital beds per 100,000 population, percentage 
of black population, and percentage of foreign stock population. But 
the F-value of these three indices were nonsignificant at p 0.05 
level, so these indices were discarded and their components were used as 
single indictors in the analysis. 
The correlation analysis in this study showed that 92.3% of the 
predicted associations between the independent variables and the 
dependent one were confirmed in the expected direction. Only the 
percentage of families headed by one spouse was contrary to the posited 
direction. 
The multiple regression analysis was used to test the two models, 
the initial model and the revised model. In the initial model, the 
thirteen independent variables were all included in addition to twelve 
interaction terms as the product of the interaction effect between 
development as a covariate and the other independent variables in the 
model. This initial model, with twenty-five variables, the main effects 
and the twelve interaction terms, accounted for 56% of the variation in 
the fertility of American county populations a percentage which is 
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statistically significant at P 0.01 level. However, the decomposition 
of the total effect of the model has revealed that the interaction 
effect does not add significantly (7%) to the amount of variance 
explained already by the main effects (49%) in the model. 
After eliminating the interaction from the model, only five 
independent variables (development, S.E.S., farm background, percentage 
of families headed by one spouse, and crude death rate) were found to 
have a statistically significant effect on fertility. These five 
variables were used in the revised model. Furthermore, in this revised 
model two counties. Champaign, Illinois and Geary, Kansas, failed to 
conform to the model, and the case analysis (see Chapter 3) showed that 
while these two counties are highly urbanized, they have a relatively 
high fertility, 4.4 and 4.0 children per woman, respectively. They also 
have similar circumstances. Both of them have a high percentage of 
their women at the two age groups (20-24 and 25-29). These two age 
groups account for 60% of the total births (Shryock and Siegle, 
1980:473). The two counties have a high percentage of the foreign stock 
population and families headed by one spouse, also both of them are 
college towns. These conditions tend to be favorable to high fertility, 
and the two counties were dropped from the analysis. The revised model 
with five independent variables and 209 cases explained 59% of the 
variation in the fertility of county populations. 
The results of this revised model have indicated that socioeconomic 
development, the covariate in the analysis, has a very strong effect on 
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fertility. It alone explains 43% of the variation in fertility, while 
the other four independent variables in the model accounted for 16% of 
that variation in fertility. After controlling for development, farm 
background was the first strongest predictor of fertility, followed by 
S.E.S., percentage of families headed by one spouse, and crude death 
rate in that order. 
Conclusions 
Human fertility is a biosocial event, because even if the 
physiological capability for conception is biologically determined, the 
actual accomplishment of this capability is socially controlled. The 
structural context of society is the environment within which the social 
control on human fertility is generated and practiced. 
The conceptual framework 
The findings of this study have demonstrated the utility of the 
conceptual framework of the structural-functional approach to social 
change in the study of the fertility of American county populations. 
While fertility behavior is mainly a family-related phenomenon, the 
conjugal family is the structural unit in society through which 
fertility is basically achieved. To explain the change in fertility 
behavior we should first understand social change, how it occurs, and 
how it affects the social structure. 
Social change is conceived by the Parsonian perspective as a 
particular type of process that involves alteration in the social 
structure (Lauer, 1978:79). 
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To Parsons (1961:111), the structure of every social system is 
subjected to four societal processes: equilibrium, structura change, 
structural differentiation, and evolution. While all these processes 
are indications of change, only the processes which operate to bring 
about change in the social structure are of fundamental scientific 
importance (Parsons, 1961:219-222). 
Socioeconomic development as a major process of structural change 
in society (Baster, 1972:1-2; Fabri, 1977:2) was found to have led to 
change in the fertility of county populations. 
Predictors of fertility 
Socioeconomic development was found to be a principal source of 
covariation with other variables in affecting fertility. In other 
words, socioeconomic development must be considered first whenever 
fertility is analyzed. Socioeconomic development not only has the 
strongest effect on the fertility of county populations (Beta -0.43) but 
it also explains most of the variations (43%) in fertility. 
The findings have supported the fact that fertility as a social 
behavior must be considered within the context of the socioeconomic 
conditions of society. After controlling for development, variables 
such as farm background, socioeconomic status, percentage of families 
headed by one spouse, and crude death rate were found to have 
significant effect on the fertility of county populations. 
Farm background as an indication of life style was the strongest 
determinant of the fertility of county populations, only next to 
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development. Counties with large farm popultion, while they are low on 
development, have high average of fertility rates. 
The socioeconomic status of counties came as the second strongest 
predictor of fertility. Counties high on education, median family 
income, and percentage of white collar workers are low on fertility. 
Furthermore, with a high level of development counties which are high on 
socioeconomic status and low on farm background tend to have low 
fertility rates. 
The percentage of families headed by one spouse, as an 
approximation to marital instability was found to be the third strongest 
positive predictor of fertility. This relationship which is unexpected 
can be explained by examining some of the socioeconomic and demographic 
characteristics of these broken families. 
According to the 1970 and 1980 census, broken families are headed 
mostly by women with high fertility living below the official poverty 
level. For instance, families with female heads in 1970 represented 37% 
of all low-income families and they had 46% of all poor children under 
18 years (U.S. Bureau of the Census, 1971). Furthermore, poverty rate 
among those families was 65% in 1970, while for those headed by males 
was 18%. 
Families headed by single householders in 1980 were 17%, and of 
these families 80% were headed by women living below the official 
poverty level (U.S. Bureau of the Census, 1980). 
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Jaffe (1973:194) has argued that one of the basic findings of the 
Growth of American Families studies (G.A.F.) in 1960 was that the high 
fertility of the poor families is a problem of unwanted pregnancies. 
The foregoing discussion would indicate that families with one 
spouse are mainly headed by women; most of them are living below the 
official poverty level and tend to have high unwanted fertility. In 
other words, the poor conditions of the families headed by one spouse in 
the sample affect their fertility behavior. 
The relationship between poverty and fertility has been debated. 
There are considerable inconsistencies in accounting for this 
relationship. Structural inequality was one of the explanations offered 
by authors such as Reissman (1973), Rothman (1978), and Waatian (1983). 
Their argument is that the conditions of the impoverished families are 
merely a manifestation of structural inequality. Being poor, these 
families do not have access to many services and facilities or to the 
most effective methods of contraception. This has led people such as 
Rainwater (1960), Mauser (1965), Jaffe (1973), and Wilber (1975) to 
argue that the high fertility of the female-headed families, must be 
examined in terms of their experience of family planning. For these 
families high fertility is more likely unwanted. They tend to have 
larger families because they do not have access to the most effective 
contraceptives. The wives in the low-status families more often use 
less reliable contraceptives than those of the high-status families 
(Jaffe, 1973:194-195). 
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Structural inequality, however, is not a generally accepted 
explanation of the high fertility of those poor families; some tend to 
hold these families responsible for their poor conditions (Orshansky, 
1965; Ryan, 1971). The claim is that welfare programs such as AFDC (Aid 
to Families with Dependent Children) encourage the welfare mothers to 
have more children because welfare benefits are tied to family size. 
For instance, a single woman would be eligible for the AFDC payments by 
having a child. In the AFDC programs, the national average payment per 
family typically of four persons(one householder and three children) is 
about $129 a month (U.S. Department of Labor, 1964). 
Related to this view are those who tried to explain the 
impoverishment of families and their behavior by the so-called the 
"culture of poverty" and the "cycle of poverty" (e.g., Lewis, 1961; Blau 
and Duncan, 1967; Herzog, 1973). The essence of their argument is that 
poverty breeds poverty and a poor family has a high probability of 
staying poor. In a sense, they tried to explain the behavior of the 
poor, including their fertility, as an attribute of their subculture. 
While all these explanations are plausible, there is a certain need for 
more sophisticated research on this issue. 
The fourth predictor of fertility, after controlling for 
development, is crude death rate. While crude death rate in the United 
States is one of the lowest (8.7 per 1000), having this variable as one 
of the determinants of counties' fertility would seem questionable. For 
this reason, the relationship between mortality and fertility was more 
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closely scrutinized. Using the median of the crude death rate for the 
total sample (11.0 per 1000) as the cutting point, two sub-scunples were 
obtained. A close look at the data of the two sub-samples revealed some 
clues to the relationship. In sub-sample one, with counties their crude 
death rates are equal to or higher than the median, the relatively high 
crude death rates were coupled with relatively high infant mortality and 
fertility rates. Sub-sample two includes counties with crude death 
rates below the median. Not only the crude death rates of the counties 
in this sub-sample were relatively low, but their infant mortality and 
fertility rates were also relatively low. 
The correlation and regression statistics of the two sub-samples 
(see Table B.5) revealed that infant mortality did have an effect on 
fertility, although nonsignificant. These statistics also showed that 
the counties of sub-sample one have a higher fertility rate (2268.35 
children per 1000 woman) than those of sub-sample two (2185.64 children 
per 1000 woman) and the total sample (2227.60 children per 1000 woman). 
The foregoing discussion seems to indicate that when crude death 
rates are relatively high both infant mortality and fertility rates tend 
to be high. Because of the overall low level of infant mortality in the 
United States and the total sample it did not show any effect on 
fertility (Beta 0.00). In the meantime, the relatively high crude death 
rate of the total sample (10.44 per 1000) which is higher than the 
national total (8.7 per 1000) and that of the whole region (3.8 per 
1000) may have partially responsible for the effect of crude death rate 
on fertility. 
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In essence, while all the above would seem a plausible explanation 
for the relationship between crude death rate and fertility, it is not 
conclusive and further scrutiny is certainly needed. 
Counties as units of analysis 
Using counties as units of analysis facilitated the study. 
Counties, because of their wide variability on development index, 
provide a clear picture of the relationship between social change and 
fertility. 
The counties Scimpled for this study (211) showed a good deal of 
variation with regard to their levels of development. Development level 
by county varied between -2.0 and 1.5 with a range of 3.5. Likewise, 
while the average of the total fertility rate for the sample was 2.2 
children per woman, the minimum was 0.49 compared to a maximum 4.4 
children per woman (see Table B.4). These figures show that development 
varies from county to county. Fertility, therefore, could be studied 
and compared in relation to development. 
Usefulness of the demographic transition theory 
The predictive power of the demographic transition theory has been 
demonstrated and supported by the findings. While the basic tenet of 
the theory of demographic transition suggests that development, and its 
accompanying improvements in the quality of life, brings about changes 
in the two major demographic components, mortality and fertility. The 
effect of socioeconomic development on the fertility of county 
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populations has provided partial support to the basic tenet of the 
demographic transition theory. 
The close relationship between demographic change and social change 
in society is the basic assumption of the demographic transition theory. 
Such a relationship was demonstrated by the demographic experience of 
the developed countries in their movement through development toward the 
last stage of the demographic transition, the incipient population 
decline. 
The United States is at the threshold of the final stage moving 
toward population stabilization with a total fertility rate of 1.89 
children per woman (Bouvier, 1984:14-15). But when county populations 
are examined, considerable variations in fertility appear. These 
fertility differentials are closely related to socioeconomic 
development. This is in fact the main issue addressed and pursued 
throughout the present study. While this is a cross-sectional study, 
the causal relationships of socioeconomic development cannot be 
definitely ascertained. 
Implications of the Study 
The findings of this study have theoretical as well as empirical 
implications. 
Theoretical implications 
The issue of social change has been the pivotal theme upon which 
most of the charges against the structural-functional approach were 
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established. The structural-functional approach to social change as a 
method and theoretical orientation has been accused of being static, 
conservative, and unable to deal with social change in society (e.g., 
Dahrendorf, 1958; Landsberger, 1961; Smith, 1973; Strasser and Randall, 
1981). 
The focus on issues such as order, integration, stability, and 
equilibrium by the structural-functional approach has been considered by 
the critics as the rationale with which they used to justify their 
charges. According to some critics such as Strasser and Randall 
(1981:169), the Parsonian perspective on social change relativized the 
implications of the equilibrium model by introducing concepts such as 
strain into the assumptions of the model. For instance. Smith 
(1973:138) has contended that the Parsonian scheme to social change has 
little to say about the sources, occurrence, timing, intensity, and rate 
of change. 
Most of the charges against the structural-functional approach to 
social change in general and the Parsonian perspective in particular, 
however, were quite misplaced (e.g.. Savage, 1981:199). According to 
Turner and Maryanski (1979:117), there is nothing inherent in the 
structural-functional approach that would preclude the analysis of 
social change. The Parsonian perspective on social change does not 
propose a static view of society, on the opposite social change is a 
central issue for the Parsonian theory (Savage, 1981:199). Whether a 
particular system is relatively static or dynamic is a question of 
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concrete particulars. Parsons' concern with equilibrium, in fact, does 
not reflect the view that everything is automatically integrated with 
everything else in the system (Devereux, 1961:33). Parsons did not deny 
change of social systems, rather all what he suggested was that since we 
do not have adequate knowledge about the laws of social systems we 
should deal with the next best, the concepts of structure and function 
(Williams, 1961: 87; Savage, 1981:203). Parsons (1951:230) also 
suggested that in order to understand change we need to be equally aware 
of the conditions of stability. For Parsons (1961:221), stability means 
that the system is relatively unchanged. 
Social change is conceived by the Parsonian perspective as a 
particular type of process that involves alteration in the structure of 
the social system (Lauer, 1978:79). 
Parsons (1961:111) identified four societal processes : 
equilibrium, structural change, structural differentiation, and 
evolution. He emphasized, however, the scientific importance of the 
processes which operate to create such type of change (1961:220). 
Socioeconomic development as a major process of structural change 
in society (Baster, 1972:1-2; Fabri, 1977:2) was found to be of 
fundamental significance for the analysis of the fertility of county 
populations. This finding has proven the usefulness of the Parsonian 
perspective on social change for fertility research and for the analysis 
of social change in society. 
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In spite of the criticisms raised against the demographic 
transition theory, the predictive power of this theory still is 
unabated. The main tenet of this theory is that socioeconomic 
development entails changes in the two major demographic processes, 
mortality and fertility. The findings of this study would seem to 
support the main tenet of the demographic transition theory (see Table 
10) .  
Empirical implications 
The findings of the present study would seem to have some empirical 
significance as far as the social reality of the American county 
populations is concerned. The results assured the fact that counties as 
the building components of states as well as SMSAs of the United States 
are varying from each other on development. These variations on 
development between counties would mean that the levels of living as 
well as the quality of life in these counties are far from being 
uniform. 
The unequal opportunity available for these counties to improve and 
develop their way of life would seem to be an issue of empirical 
concern. 
While marital instability has turned out to be a significant 
predictor of the fertility of county populations, this finding also has 
some empirical relevance. Broken families because of divorce, 
separation, and death would seem to be an empirical issue as far as the 
life conditions of these families as well as their fertility are 
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concerned. Most of these broken families are below the official poverty 
level (U.S. Bureau of the Census, 1971; 1980). 
Suggestions for Future Research 
While counties are more homogeneous units within themselves than 
states (Vinovskis, 1976:387), they vary from each other as far as their 
levels of development are concerned. These socioeconomic differences 
between counties indicate that counties are more flexible to short-term 
fluctuations and react more promptly than larger areas to social change 
(Tarver and Gurley, 1965:12) which stimulates fertility change. 
Although the use of counties by this study as the units of analysis 
facilitated the analysis by showing that the clear variations between 
counties on development tend to be closely related to their fertility 
behavior, further test is needed with larger samples. In the meantime, 
while the findings have shown the usefulness of using counties as the 
units of analysis in fertility research, it made difficult the use of 
more explanatory variables in the analysis such as religious 
denomination, sex preferences, and contraceptives experience. Such 
varicibles could have been included had the household been the unit of 
analysis. 
Having marital instability as the third predictor of the fertility 
of county populations is a manifestation of the relationship between 
poverty and fertility. While the clear inconsistency over this 
relationship promotes the need for further research, exploring the major 
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factors underlying marital instability is another research issue that 
needs to be considered. 
Although crude death rate came as the fourth determinant of 
counties' fertility, certainly this finding poses a question mark for 
further research to provide answers. 
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APPENDIX A: POPULATION, SAMPLE AND DATA SOURCES 
TABLE A.l. Some selected socioeconomic and demographic characteristics 
for the U.S. and its major geographic regions in 1980 
Socioeconomic U.S. N. East N. Central South West 
and demographic 
characteristics 
population 73.7 79.2 70.5 66.9 83.9 
Per capita 
income 10,495 11,199 10,540 9,582 11,239 
completed % 
12 years or 
more in school 66.5 67.1 68.0 60.2 74.5 
% of white 
collar workers 20.3 22.0 20.4 19.2 19.9 
Birth rate 15.9 13.4 16.2 16.4 17.8 
Death rate 8.7 9.7 8.8 8.7 7.6 
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TABLE A.2. The population of study by state, the number o£ counties in 
each state, and the percentage and number of counties to be 
selected 
The states of Number of Percentage of counties Number of counties 
the N.C.R. counties in the sample selected 
Illinois 102 9.5 20 
Indiana 92 8.5 18 
Iowa 99 9.5 20 
Kansas 105 10.0 21 
Michigan 83 8.0 17 
Minnesota 87 8.0 17 
Missouri (a) 115 11.0 23 
Nebraska 93 9.0 19 
North Dakota 53 5.2 11 
Ohio 88 8.5 18 
South Dakota (b) 67 6.2 13 
Wisconsin 72 6.6 14 
Total (c) 1056 100.0 211 
(a) In the 1980 census St. Louis and St. Louis City Counties were 
merged together as St. Louis County leaving Missouri with 114 
counties only. 
(b) Washabaugh County was dropped as a county in the 1980 census. 
(c) Because of these changes the total number of counties in the 
N.C.R. has became 1054 county in 1980. 
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TABLE A.3. The sample of counties selected by state 
State Counties 
Illinois : Cook St. Clair Champaign Mclean 
Adams Williamson Fulton Morgan 
Logan Saline Warren Monroe 
Carroll Union Bond Massac 
Menard Henderson Stark Lee 
Indiana : Vanderburgh Porter Howard Hendricks 
Morgan Cass Jackson Dearborn 
Jefferson Fayette Jasper Ripley 
Starke Owen Brown Franklin 
Fountain Switzerland 
Iowa: Polk Dubuque Ida Cerro Gordo 
Muscatine Marion Plymouth Buena Vista 
Jackson Tama Henry Winnebago 
Shelby Cass Taylor Dickinson 
Calhoun Monona Adair Mitchell 
Kansas : Johnson Riley Crawford Dickinson 
Geary Ford Allen Marshall 
Jackson Grant Harper Doniphan 
Morris Stevens Edwards Stafford 
Graham Wichita Stanton Sheridan 
Washington 
Michigan: Cass Gratiot Huron Charlevoix 
Mason Iron Manistee Keweenaw 
Antrim Barga Ontonagon Saginaw 
Jackson Macomb Midland Livingston 
St. Joseph ' 
Minnesota: Anoka Wright Rice Goodhue 
Beltrami Becker Chisago Mahncrssn 
Isanti Meeker Sibley Wadena 
Lake Wabasha Rock Kanabec 
Lincoln 
Missouri: Jefferson Jasper Worth Montgomery 
Platte Johnson Marion Callaway 
Adair Lincoln Webster Mississippi 
Miller Macon Warren Gasconde 
Moniteau Dade Gentry St. Clair 
Madison Knox Harrison 
Nebraska : Lancaster Dodge Gage Sheridan 
Seward Knox Pierce Box Butte 
Wayne Butler Polk Howard 
Webster Rock Banner Greeley 
Sherman Arthur Keya Paha 
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TABLE A.3. (continued) 
State Counties 
North Dakota: . Ward McLean Dickey Williams 
Dunn Pierce Towner Botineau 
Renville Steele Billings 
Ohio: Hamilton Stark Lake Jefferson 
Wood Belmont Knox Clermont 
Hancock Carroll Preble Guernsey 
Brown Vinton Union Champaign 
Athens Wayndot 
South Dakota : Brookings Custer Butte Lawrence 
Brule Perkins Potter Shanborn 
Walworth Ziebach Buffalo Hutchinson 
Shannon 
Wisconsin: Waukesha Forest Iowa Monroe 
Wood Pierce Columbia Trempealeau 
Adams Richland Vilas Fond du lac 
Chippewa Outgamie 
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TABLE A.4. Indicators' description and data sources 
Indicator Description Data sources 
1-Total fertility 
Rate, 1980. 
2-Percentage of 
urban population 
in a county 1970. 
3-Percentage of 
population 
employed in 
manufacturing. 
4-Percentage of 
establishments 
with 20 workers 
The number of births 1000 
women would have if they 
experienced a given set of 
age specific birth rates 
throughout their 
reproductive sp§n: 
T.F.R.-5Z^ - 1 _i ^ 
?i 
Includes all people living 
in places ojt- 2500 or more, 
unincorporated places of 
2500 inhabitants or more, 
and other territory, 
incorporated or 
unincorporated included 
in urbanized at the time 
1970 census. * 
Includes all persons 
employed as civilian 
labor forces, in 1970, 
in manufacturing. 
Total number of 
estaUalishments with 20 
workers or more 
U.S. National 
Center for Health 
Statistics (1980). 
U.S. Department of 
Commerce (1977). 
U.S. Department of 
Commerce (1977). 
U.S. Department of 
Commerce (1977). 
or more, 1972. 
5-Distance, by 
miles, between 
a county and the 
central city of 
SMS A. 
6-Median-school 
years completed 
1970. 
Total number of manufacturing 
establishments in a county 
X ICC. 
It is the physical distance Rand McNally Road 
between the county of Atlas (1978). 
concern and the closest 
city of SMSA. 
Statistics on years of 
school completed had been 
converted into a continuous 
series of numbers as 
weights corresponding to 
the years of school. Then 
the median was computed as 
the points that splits the 
continuum into two halves. 
U.S. Bureau of the 
Census (1970). 
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TABLE A.4. (continued) 
Indicator Description Data sources 
7-Percentage of 
white collar 
workers, 1970. 
U.S. Bureau of the 
Census (1970). 
8-Median family 
income, 1969. 
9-Percentage of 
enrollement in 
college by women 
1970. 
10-Percentage of 
women in labor 
force, 1970. 
11-Percentage of 
farm population, 
1970. 
12-Percentage of 
land in farm, 
1974. 
13-Divorce rate, 
1975. 
U.S. Department of 
Commerce (1977). 
U.S. Bureau of the 
Census (1970). 
Includes professional, 
technical and kindered 
workers, managers and 
administrators, except 
farm, sales workers, and 
clerical workers. 
All those were considered 
as a percentage of the 
total number of employed 
population 16 years old 
and over. 
It is a median for the sum 
of income received by all 
family members 14 years old 
and over. 
Includes junior or 
community, regular 4 year 
college and graduate or 
professional schools for 
women 25 years old 
and over. 
Includes all women 16 years U.S. Bureau of 
old and over classified in the Census (1970). 
the civilian labor force 
plus members in the armed 
forces, as a percentage of 
all women l6 years old and 
over. 
Includes all persons living U.S. Department of 
in rural areas on places of Commerce (1977). 
10 or more acres from which 
sales of farm amounted to 
$50 or more in the preceding 
calendar year. 
Includes land owned and U.S. Department of 
operated as well as land Commerce (1977). 
rented from others. 
The number of divorces per U.S, Department of 
1000 of the total Commerce (1977). 
population, or D/P X 1000. 
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TABLE A.4. (continued) 
Indicator Description Data sources 
14-Percentage of 
families headed 
by one spouse, 
1970. 
15-Physicians per 
100,000 
population, 1975. 
16-Hospital beds 
per 100,000 
population, 1975. 
17-Percentage of 
black populaion, 
1970. 
xo-rafcexii-aye OJC 
foreign stock 
population, 1970. 
19-Crude death rate. 
1975. 
Total number of families 
headed by one spouse in 
a county 
Total number of families 
in a county. 
X 100. 
Total number of physicians 
in a county 
Total population of that 
county. 
X 100,000. 
Total number of hospital 
beds 
Total population 
X 100,000. 
Number of people who 
indicated their race as 
black or negro, as well 
as persons who did not 
classify themselves as in 
one of the specific race 
categories on the census 
per 100 population. 
Number or foreign-born 
population and the native 
population of foreign or 
mixed parentage per 100 
population. 
Number of deaths per 1000 
of the mid-year population, 
or D/P X 1000. 
U.S. Bureau of the 
Census (1970). 
U.S. Department of 
Commerce (1977). 
U.S. Department of 
Commerce (1977). 
U.S. Department of 
Commerce (1977). 
U.S. uepartment or 
Commerce (1977). 
U.S. Department of 
Commerce (1977). 
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TABLE A.4. (continued) 
Indicator Description Data sources 
20-Infant mortality The number of infant deaths U.S. National Center 
rate, 1975. per 1000 live births during for Health Statistics 
a year, adjusted for the (1974a; 1974b; 
probability of 1975a; 1975b). 
having deaths for 
births not only for the 
same year but also for 
births of the previous 
year: 
21-Net migration It is the balance between U.S. Department of 
rate (1960-1970). in and out-migration, Commerce (1977). 
according to the direction 
of the balance it may be 
characterized as net in-
or net out-migration. 
The residual method, using 
vital statistics was used 
in this form: 
M= (^1970-^1960)-
(^1960-70-^1960 -70 > 
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APPENDIX B; DESCRIPTIVE STATISTICS 
TABLE B.l. Pearson correlations between the socioeconomic and 
demographic variables for the 211 counties, 1970-1975 
Variables T.F.R. URBAN MANFCTEMP ESTABWORK PROXIM DEVELOP 
T.F.R. 1.00 
URBAN -0.40* 1.00 
MANUFACTEMP -0.50* 0.30 1.00 
ESTABWORH -0.51* 0.48 0.60 1.00 
PROXIM -0.40 * 0.31 0.50 0.44 1.00 
DEVELOP -0.59* 0.57 0.82 0.91 0.68 1.00 
MEDSCHYER -0.35* 0.46 -0.06 0.20 0.36 0.55 
WITCOLWORK -0.37* 0.74 0.09 0.34 0.20 0.36 
MEDINCOME -0.29* 0.53 0.39 0.30 0.37 0.45 
S.E.S. -0.41* 0.72 0.17 0.35 0.31 0.41 
COLGENROL -0.19** 0.43 -0.12 0.13 0.13 0.12 
LABRFORCE -0.32* 0.59 0.37 0.47 0.28 0.52 
WOMNSTAT -0.30* 0.61 0.14 0.35 0.24 0.38 
FARMPOP 0.54* -0.68 -0.57 -0.54 -0.27 -0.64 
LANDFARM 0.35* -0.18 -0.49 -0.23 -0.10 -0.34 
FARMBACK 0.50 -0.49 -0.60 -0.43 -0.23 -0.56 
DIVORCE 
"o:-r 
0.11 0.18 0.10 0.12 0.16 
ONESPFAM 0.13 0.06 0.00 -0.11 0.01 
PHYSPOP -0.28 0.62 0.19 0.33 0.22 0.38 
HOSBDPOP -0.01 0.06 -0.14 -0.04 -0.05 -0.08 
BLACKPOP 0.06 
0.19** 
0.40 0.20 0.24 0.20 0.30 
FORENPOP -0.15 -0.33 =0.24 =0.34 -0 . 34r 
C.D.R. 0.11 -0.41 -0.23 -0.13 -0.14 -0.24 
I.M.R. 0.03 0.05 -0.07 -0.05 -0.04 -0.05 
N.M.R. -0.15** -0.15 0.27 0.14 0.14 0.18 
* Significant at P ^  0.01 
**Significant at P ^  0.05 
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TABLE B.l. (continued) 
MEDSCHYER WITCOLWORK MEDINCOME S.E.S. COLGENROL 
MEDSCHYER 1.00 
WITCOLWORK 0.55 1.00 
MEDINCOME 0.27 0.61 1.00 
S.E.S. 0.75 0.89 0.78 1.00 
COLGENROL 0.69 0.65 0.48 0.76 1.00 
LABRFORCE 0.32 0.52 0.54 0.57 0.43 
WOMNSTAT 0.60 0.69 0.60 0.78 0.85 
FARMPOP -0.31 -0.65 -0.44 -0.58 -0.27 
LANDFARM -0.02 -0.20 -0.18 -0.16 0.04 
FARMBACK -0.18 -0.48 -0.36 -0.42 -0.13 
DIVORCE 0.03 0.14 0.20 0.15 0.05 
ONESPFAM -0.05 0.03 -0.13 -0.06 -0.17 
PHYSPOP 0.26 0.65 0.43 0.55 0.35 
HOSBDPOP -0.06 0.03 -0.13 -0.01 -0.03 
BLACKPOP 0.07 0.27 0.20 0.23 0.06 
FORENPOP -0.11 -0.00 -0.02 -0.05 -0.04 
C.D.R. -0.29 -0.37 -0.56 -0.50 -0.34 
I.M.R. 0.00 0.03 0.02 0.02 0.07 
N.M.R. -0.12 0.02 0.07 -0.01 -0.11 
LABRFORCE WOMNSTAT FARMPOP LANDFARM FARMBACK 
LABRFORCE 1.00 
WOMNSTAT 0.85 1.00 
FARMPOP -0.51 -0.16 1.00 
LANDFARM -0.07 -0.02 0.58 1.00 -
FARBACK -0.33 -0.27 0.89 0.89 1.00 
DIVORCE 0.11 0.09 -0.20 -0.09 -0.16 
ONESPFAM -0.01 -0.11 -0.15 -0.13 -0.15 
PHYSPOP 0.38 0.43 -0.47 -0.24 -0.41 
HOSBDPOP 0.04 0.01 -0.01 -0.08 -0.05 
BLACKPOP 0.19 0.14 -0.35 -0.21 -0.32 
FORENPOP -0.26 -0.18 0.21 -0.06 0.10 
C.D.R. -0.40 -0.44 0.25 0.16 0.24 
I.M.R. -0.02 0.03 -0.01 0.01 -0.01 
N.M.R. 0.12 0.01 -0.22 -0.40 -0.35 
TABLE B.l. (continued) 
161 
DIVORCE ONESPFAM PHYSPOP HOSBDPOP BLACPOP 
DIVORCE 1.00 
ONESPFAM .0.09 1.00 
PHYSPOP 0.33 0.41 1.00 
HOSBDPOP -0.47 -0.04 0.36 1.00 
BLACKPOP 0.33 0.41 0.34 0.06 1.00 
FORENPOP -0,47 -0.04 0.08 -0.04 -0.11 
C.D.R. 0.15 -0.24 0.16 -0.07 0.06 
I.M.R. 0.05 0.12 0.08 0.16 -0.03 
N.M.R. 0.08 -0.13 -0.13 -0.09 0.04 
FORENPOP C.D.R. I.M.R. N.M.R. 
FORENPOP 1.00 
C.D.R. -0.09 1.00 
I.M.R. 0.01 0.07 1.00 
N.M.R. -0.06 -0.24 -0.10 1.00 
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TABLE B.2. The characteristic roots-eigenvalues of the correlation 
matrix for the original variables 
The original variables The eigenvalues 
Median school years completed 6.11 
Percentage of white collar workers 2.48 
Median family income 1.91 
percentage of women college enrollment 1.34 
Percentage of women in labor force 1.22 
Percentage of farm population 1.04 
Percentage of land in farm 0.95 
Divorce rate 0.91 
Percentage of families headed by one 
spouse 0.84 
Physicians per 100,000 population 0.75 
Hospital beds per 100,000 population 0.65 
Crude death rate 0.53 
Percentage of black population 0.48 
Percentage of foreign stock population 0.38 
Infant mortality rate- 0.36 
Net migration rate 0.28 
Percentage of urban population 0.19 
Percentage of population employed in 
manufacturing 0.15 
Percentage of establishments with 
20 workers or more 0.12 
Distance from the central city of SMSA 0.07 
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TABLE B.3. Some selected statistics of the suspected cases in the 
revised model 
The case 
number 
The case name Studentized 
and location residuals 
(Ci) 
Cook's 
distance 
(di) 
T-test Critical value 
value at 0.01 
• 3 Champaign, 111. 6.88 0.29 7.83* 4.20 
62 Geary, Kansas 4.73 0.23 5.00* 4.20 
120 Adair, Missouri -4.07 0.12 -3.03** 4.20 
* At 0.01 cases number 3 and 62 (Champaign and Geary) 
were found to be outliers since their t-test values are larger 
than the critical value (7.83 and 5.00 > 4.20) 
** Case number 120 (Adair) is not an outlier since its t-test 
value is smaller than the critical value (-3.03 < 4.20) 
TABLE B.4. The means, standard deviations minimum, maximum and the 
range for the variables used in the analysis 
The variables Mean Standard Minimum Maximum Range 
deviation 
DEVELOP 0. 00 0 .89 -1 .95 1 .46 3, ,41 
S.E.S. 0. 00 0 .84 -1 .96 3 .01 4. ,97 
WOMNSTAT 0. 00 0 .85 -1 .99 3 .24 5. ,23 
FARMBACK 0. 24 3 .50 -2 .08 49 .26 51. ,34 
DIVORCE 3. 49 1 .69 0 .00 10 .40 10. 40 
ONESPFAM 9, .71 2 .50 3 .80 26 .80 23. 00 
PHYSPOP 64. ,13 42 .16 0 .00 254 .80 254. 80 
HOSBEDPOP 610, .67 737 .44 0 .00 5741 .20 5741, .20 
BLACKPOP 1 .74 3 .59 0 .00 22 .30 22 .30 
FORENPOP 11 .65 8 .77 0 .00 66 .70 66, .70 
C.D.R. 10 .44 2 .65 3 .20 18 .90 15 .70 
I.M.R. 30 .36 15 .94 0 .00 116 .40 116 .40 
N.M.R. 1 .57 7 .10 -19 .60 28 .10 47 .70 
T.F.R. 2227 .60 498 .13 491 .83 4408 .73 3906 .50 
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TABLE B.5. Mortality and fertility statistics for the total sample and 
the two sub-samples 
C.D.R. I.M.R. T.F.R. 
per 1000 per 1000 per 1000 
population population woman 
Samples aver­ Pearson Regr. aver­ Pearson Regr. 
age Corr. Coef. age Corr. Coef. 
Total 
Sample 10.44 0.11 0.16 30.36 0.03 0.00 2227.60 
Sub-
sample 
one 12.46 0.09 0.14 30.62 0.10 0.03 2268.35 
Sub-
sample 
two 8.37 0.05 0.12 30.11 0.02 0.03 2185.64 
