The radial redistribution of energetic ions by background turbulence is investigated by means of linear and nonlinear gyrokinetic simulations with the GENE code ͓T. Dannert and F. Jenko, Phys. Plasmas 12, 072309 ͑2005͔͒. The fast particles are described by an asymmetric and anisotropic Maxwellian distribution function, and they are treated as passive tracers. It is found that there can be a significant fast ion diffusivity for particle energies up to about 10 times the thermal energy, with details depending on the properties of the magnetic geometry and of the microinstabilities driving the turbulence. This finding provides a possible explanation of experimental results concerning the efficiency of neutral beam current drive reported recently from ASDEX Upgrade ͓S. Günter et al., Nucl. Fusion 47, 920 ͑2007͔͒.
I. INTRODUCTION
Recent experimental investigations at ASDEX Upgrade ͑Ref. 1͒ concerning the efficiency of current drive by neutral beam injection ͑NBI͒ showed that the corresponding current profile change decreases above a certain power threshold. 2 Since no relevant magnetohydrodynamic ͑MHD͒ activity could be detected, it was conjectured that the background turbulence might lead to anomalous transport of energetic ions across flux surfaces. And indeed, the observed behavior of the current profile could be modelled by introducing a fast ion diffusivity of the order of 0.5 m 2 / s in the transport calculations. 2 And as it turns out, it is sufficient if this kind of turbulent redistribution is applied to fast ions with particle energies of up to about 10 times the thermal energy of the plasma.
Earlier transport study experiments at the tokamak fusion test reactor ͑TFTR͒ ͑Ref. 3͒ found an upper limit of 0.05 m 2 / s for the energetic ion diffusion driven by turbulent fluctuations. 4 As in the present paper, this low diffusivity for high parallel velocities was explained by the decorrelation of particles and fields. Later on, in different TFTR experiments the observed fast ion losses could be explained by first orbit loss effects. 5 Furthermore, the fast ion diffusivity could be fully explained by neoclassical effects, and an upper bound for the fast ion diffusivity of 0.1 m 2 / s has been found experimentally. 6, 7 However, the authors also report some observations where the suggested theory breaks down when the parameters of the experiment are changed. Using a smaller plasma and excluding toroidal field ripple losses, Zweben 8 first described a loss of fast ions which could not be explained by first orbit losses and was not caused by MHD activity. Due to its time delay with respect to the first orbit losses, it was named "delayed loss." It occurred for energies with half of the birth energies of the fusion products. Although these experimental results were obtained for trapped ions, there are similarities to our results presented in this paper. We found a beam ion flux at energies far below the beam energy, which is caused solely by background turbulent fields, which could also serve as an explanation of the mentioned experimental results.
The ASDEX Upgrade studies motivated us to investigate the possible interaction of energetic ions with background turbulence in the framework of gyrokinetic theory and simulation. This interaction could be twofold. First, there might be an influence of the fast ions on the background turbulence, e.g., driving it stronger due to the density gradient of the fast ions, or damping it due to dilution of the driving main ions. Second, the turbulence could influence the fast particle distribution. In particular, in analogy to recent twodimensional studies, 9 the fast ion curvature drift velocity can be in resonance with the drift velocity of the turbulent eddies ͑which often resemble the linear properties of the driving microinstabilities, see Refs. 10 and 11͒. Then the fast particle sees more or less a constant electric field which may lead to strong E ϫ B drifts, associated with significant cross-field particle transport. In the present paper, we will focus on this second possibility, treating the energetic ions as passive test particles in a turbulent background.
While one finds in the literature a relatively large number of publications on tracer dynamics in which the tracers are assumed to be thermal ͑see, e.g., Refs. 12-19, and various references therein͒ or in which ͑only͒ finite Larmor radius ͑FLR͒ effects are taken into account ͑see, e.g., Refs. 9, 14, and 20-24, and various references therein͒, not much is presently known about three-dimensional tracer dynamics with fast parallel motion. In Ref. 25 , ␣ particles were modelled as a hot Maxwellian species, such that FLR effects and parallel dynamics effects were mixed. ͑Moreover, thermal particles were not distinguished from nonthermal ones in this study.͒ In contrast to that, in the present work, we model a beam ion species by means of an asymmetric and anisotropic Maxwellian distribution function with a long tail in the beam direction, such that it resembles a slowing-down distribution function. Here, FLR effects are clearly subdominant, while drift orbit effects play a central role. An additional passive particle species with these properties will be used in the gyrokinetic simulations as an idealized model for ions which are injected tangentially via NBI.
The remainder of this paper is organized as follows: In Sec. II, generalized gyrokinetic equations for beam ion species are derived together with the corresponding fluxes and moments. Section III contains the results of linear gyrokinetic simulations along with the construction of a reduced model for the fast ions which captures the key physics of the fast particle dynamics. Section IV deals with nonlinear simulations. Here, we investigate the influence of various turbulence parameters on fast ion diffusion. In Sec. V, we offer a summary of our main results and some conclusions.
II. MODEL EQUATIONS
All simulations presented below are performed with the GENE code 26, 10 which solves the nonlinear gyrokinetic equations [27] [28] [29] [30] on a fixed grid in five-dimensional phase space, employing the local ͑flux tube͒ approximation 31 and a so-called ␦F splitting. Although GENE can work with realistic magnetohydrodynamic equilibria ͑see, e.g., Ref. 32͒, in the present work, an ŝ-␣ model geometry 33 is used most of the time for simplicity-the only exception being Sec. III C 2. In order to develop with a reasonably realistic model for beam ions, the standard gyrokinetic equations need to be generalized first. This step is described in the present section.
While the equilibrium distribution function F 0 for thermal electrons and ions is taken to be a Maxwellian ͑j is the species index, and is e for electrons, i for main ions, and f for beam or fast ions͒,
with the particle density n 0j , the temperature T 0j , and the thermal velocity
we will describe the fast ͑beam͒ ions by an asymmetric and anisotropic Maxwellian distribution function which is given by
͑3͒
This expression is supposed to be a reasonably realistic but still simple representation of a slowing-down distribution. Here, we have introduced three ͑potentially͒ different temperatures: T 0− and T 0+ set the width of the distribution function for negative and positive parallel velocities, respectively, and T Ќ0 is the perpendicular temperature of the fast ions. Moreover, ͑x͒ denotes the Heaviside step function. For the special case that all of these temperatures are equal to T 0j , Eq. ͑3͒ turns into Eq. ͑1͒. So in what follows, we will rederive the gyrokinetic equations on the basis of Eq. ͑3͒. In Fig. 1 the contours of the equilibrium distribution function is shown for typical parameters T 0+ =40T 0f , T 0− = T 0Ќ = T 0f . In this paper it is assumed that the perpendicular temperature is equal to the background electron temperature. The beam ions are supposed to move along the field lines and therefore the temperature in the negative magnetic field direction is also taken as equal to the background temperature. So the only deviation from the symmetric Maxwellian comes from the larger temperature in field direction which is given by the parameter T 0+ .
A. Gyrokinetic Vlasov equation
As the starting point for the derivation of the gyrokinetic Vlasov equation employing the equilibrium distribution function F 0f from Eq. ͑3͒, we use the full-F Vlasov equation which can be found, e.g., in Refs. 28, 29, and 34. It has the form ‫ץ‬F ‫ץ‬t
with the abbreviations 
One can identify the parallel dynamics in the second and third term, the drive in the square brackets, the E ϫ B nonlinearity in the last term of the first line and the mirror term in the first term of the second line. The last two terms are connected to the curvature and ٌB 0 drift. So we have three kinds of operators which are to be transformed to a field-line following coordinate system with the radial coordinate x, the parallel coordinate z, and the binormal coordinate y, which form a right-handed coordinate system ͑x , y , z͒. In a simple ŝ-␣ model geometry, the metric coefficients g ij are given by
, such that we get the following expressions for the above operators:
All parallel derivatives of perturbed quantities have been neglected due to the assumption k ʈ k Ќ . Using these expressions together with Eq. ͑3͒, and its derivatives ͑the prime indicates a derivative with respect to the argument͒
we arrive at an expression for the Vlasov equation. Introducing the modified distribution function 
and the normalized asymmetric equilibrium distribution function
together with the normalized magnetic field B = R 0 / ͓R 0 + ͑r 0 + x͒cos z͔ whose derivatives are
we get the final equation 
We also used the radial derivative of F 0 in normalized units
We note in passing that while no collision operators are used in Eq. ͑5͒, their effect in creating a slowing-down-type distribution function for the beam ions ͑represented here by asymmetric Maxwellian͒ is implicitly taken into account.
B. Moments

Moments of the equilibrium distribution function
We first calculate the moments for the equilibrium distribution function, Eq. ͑3͒, for further reference.
The density is given by n 0f by definition. The parallel velocity u ʈ0 f , the first moment in v ʈ gives
It is clear that this moment only exists for an asymmetric F 0 .
For the pressure, we consider the parallel and the perpendicular pressure independently. For the parallel pressure, we have
and for the perpendicular pressure
Moments of the perturbed distribution function
For the perturbed distribution function, the calculation is different and subject to this subsection. The moments are defined in particle coordinates as ͑we use only even moments in v Ќ , so r =2q͒
Using the pullback operator
where X is the position of the gyrocenter and r is the vector from the gyrocenter to the particle position in the formula for the moments and calculating the integrals explicitly leads to
Here, we used the function ⌫ n ͑b j ͒ = Î n ͑b j ͒e −b j with the modi-
All arguments have been suppressed in the equations above, so that really
The argument of F j1 , of the fields, and of the resulting moments is always the particle coordinate x.
Normalizing the moments according to
one can easily express them with respect to our usual units.
With their help, we will construct the physical moments and the transport fluxes in Sec. II D. For diagnostic purposes, we also introduce the integrals over the parallel velocity coordinate. To simplify the notation we use the -integrated equilibrium distribution function F 0j ͑v ʈ ͒ which is given by
C. Gyrokinetic field equations
Although in the present paper, we treat the fast particles only as passive tracers, i.e., we do not model the back reaction of these particles on the fields, we still derive the selfconsistent field equations here for future reference. The quasineutrality condition and Ampere's law read
Expressing the perturbed parallel current density in units of
, and the perturbed density in units of n 0j s / L Ќ , we can write the normalized field equations as
with j = e j n 0j / ͑en e0 ͒.
The perturbed particle and current density are given, respectively, by the moments M 00 and M 10 as defined above. If we also use the modified distribution function g which in normalized units reads
we arrive at the final system of field equations,
͑8͒
The prefactors are
In this context, we would like to point out that the two field equations are only coupled if one uses an asymmetric Maxwellian. For + = − , the coupling terms Q j ͑1͒ and P j ͑2͒ vanish, and the electrostatic potential is solely determined by the density while the parallel electromagnetic potential is given by the parallel current density alone. Due to the usage of the modified distribution function, the two operators
have been introduced. These functions could be evaluated analytically and would then give ⌼ j = 0 and Y j = ⌫ 0 ͑b j ͒ / 2. To avoid numerical integration errors of the A ʈ part of the modified distribution function, which occur on the right-hand side integrals in the system of equations, we also calculate the two functions ⌼ j and Y j numerically with the same method as the right-hand side integrals. For the solution of Eqs. ͑7͒ and ͑8͒, one can transform to Fourier space in both perpendicular directions. This turns all differential operators
In what follows in Secs. III and IV, we use the two equations for the background only, where they decouple by using the following expression for the prefactors:
Additionally the species index j only runs over the background species, i.e., the electrons and the main ions. In principle, it is also necessary to use a third field equation for the perturbation of the parallel magnetic field B ʈ . However, it is well known that this field variation is proportional to the ␤ value ͑␤ is the ratio between plasma pressure and magnetic pressure͒. In all of our simulations we used a ␤ e =4n 0e T 0e / B ref 2 of 0.1%, so for electrons and main ions the B ʈ fluctuations are negligible. For the beam ions we have a parallel ␤ ʈ f of
So, if we take T 0f = T 0e ͑T 0f is only a normalization temperature for the beam ions͒ and use common densities of the beam ions of n 0f / n 0e Ͻ 10%, we get a ␤ ʈ f for our standard parameters ͑cf. Sec. III͒ of ␤ ʈ f Ϸ 0.8␤ e . This value is even lower as for the main ions and electrons and therefore the B ʈ fluctuations can be safely neglected.
D. Transport fluxes and physical moments
Our main interest concerns the transport of fast particles. To this end we have to calculate transport fluxes and diffusivities together with the physical moments from the distribution function and the potentials.
Particle flux
Starting with the radial particle flux, which is defined in particle coordinates as
and using the generalized E ϫ B velocity,
which consists of an electrostatic contribution due to the standard E ϫ B drift and an electromagnetic contribution from the motion along the perturbed field lines, one arrives at
where we used the formerly calculated moments and divided the flux in an electrostatic and an electromagnetic contribution. Normalization leads to
Flux of the parallel momentum
The parallel momentum flux is defined as
From this definition we obtain
and with the usual normalization ͓the flux itself is normalized according to
Heat flux
The heat flux is defined as the flux of kinetic energy in radial direction,
This leads to the expression 
which in normalized units reads
Here, the heat flux units are
Physical moments
The zeroth physical moment is clearly the particle density n 1j which is already calculated as the moment M 00 . The next moment in the hierarchy is the parallel velocity
which in normalized units reads û ʈ1 j = M 10 .
One gets the moment of the parallel temperature from the following definition:
To first order in the perturbations, we thus arrive at the expression
for the parallel temperature perturbation. In normalized units, we get
͑9͒
Finally, using
and the same procedure as for the parallel temperature, we arrive at the expression
for the perpendicular temperature which in normalized units reads
E. Numerical issues
In the following two sections, we will report on linear and nonlinear gyrokinetic simulations with GENE, using the equations derived above. In this context, the numerical treatment of the asymmetric Maxwellian distribution function poses several problems. The maximum parallel velocity which has to be taken into account in the simulation is now higher than for a symmetric Maxwellian where it is usually around 3v Tj . But on the other hand, the higher the maximal velocity is, the more computationally expensive are the simulations. As a compromise, we will set the upper v ʈ boundary to 65% of 3v T+ . This "rule" yields, e.g., an upper boundary of 12.33 for + = 40. To keep the v ʈ resolution on the positive side comparable to the one of the negative side, we have to use more grid points for the positive velocities. So the asymmetry is reflected also in the velocity space grid. This leads to a different number of grid points for different species which in turn leads to a severe load unbalancing, as we naturally parallelize over the species. To overcome these problems, an inhomogeneous parallelization has been applied to the GENE code which re-establishes load balancing.
III. LINEAR SIMULATIONS
While nonlinear simulation results will be shown and discussed in Sec. IV, in the following, we will first present results from linear gyrokinetic simulations in order to get some basic insights into the effect of background turbulence on energetic ions. In particular, we will construct a quasilinear model which will allow us to explain the behavior of the fast particle fluxes on a semiquantitative level.
In these GENE simulations, three particle species are kept: electrons and main ions-which drive the microinstabilities and thus the background turbulence-as well as a third passive species representing the fast ions. As standard parameters for the main ions and the electrons we use a dataset inspired by ASDEX Upgrade experiments, namely,
, and T 0e = T 0i . For the mass ratio we use m i / m e = 400 since this helps to save computational time while the relevant properties ͑mainly the complex frequencies͒ of the underlying microinstabilities do not change much when going to realistic values.
For these parameters, the turbulence is driven by toroidal ion temperature gradient ͑ITG͒ modes. In Fig. 2 , the k y spectra of the real frequencies and linear growth rates are shown for the standard parameter set. Here, we use the convention that a negative real frequency represents a drift in the ion diamagnetic direction while a positive frequency indicates a drift in the electron diamagnetic direction. In the k y range between about k y s = 0.1 and k y s = 0.5, we find toroidal ITG modes. At much higher wavenumbers, electron temperature gradient ͑ETG͒ modes are also unstable, but they will be neglected in the following, as we are interested only in ion scales.
For the beam ions we use a strong density gradient of R / L nf = 15 and assuming a beam directed tangentially along the field line, Ќ = − =1, + = 40.
A. A quasilinear model
To identify the physical mechanisms determining the interaction of fast ions with given fields, we try to reduce the model used for the fast ions to the least complicated version which still retains all relevant features. To this end, we
switch off different terms in the fast ion Vlasov equation and investigate the changes in parallel velocity space. The equations of the background ions and electrons are left untouched. The full model yields the results shown in Fig. 3 . This figure reveals that most of the transport is carried by almost-thermal particles, while the high-velocity contributions are suppressed. This type of behavior should be captured by any reduced model. In the first step, we switch off the radial or binormal components of the curvature and ٌB drifts by setting K x =0 or K y = 0. The results are shown, respectively, as the lines labelled ͑g͒ and ͑h͒ in Fig. 4 , exhibiting that the y components are crucial for the suppression of the particle flux for higher parallel velocities while the x components are not. Here, the thick black curve ͓label ͑a͔͒ is the full model which serves as a reference. Models which are further reduced are also shown in Fig. 4 . The line labelled ͑b͒ indicates the result obtained by using the equation
which neglects the effect of K y on the distribution function, but not on the fields. In contrast, the curve ͑c͒ in Fig. 4 neglects the effect of K y on the fields, but not on the distribution function as described by the equation ͑11͒ ͑b͒, Eq. ͑12͒ ͑c͒, K x = 0 and only the ٌB drift terms ͑d͒, K x = 0 and only the curvature drift terms ͑e͒, Eq. ͑13͒ ͑f͒, K x =0 ͑g͒ and K y =0 ͑h͒.
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One can see that it is necessary to include the drift of the distribution function, whereas the field contribution can be neglected. It will be shown later that the field contribution turns out to be the origin of a small inward flux, however. Next, the lines ͑d͒ and ͑e͒ are compared. The line ͑d͒ results only include the ٌB drift, the line ͑e͒ results only the curvature drift. Since the fast particles are modelled with an anisotropic Maxwellian, we expect the curvature drift to dominate the ٌB drift. This is also what the comparison of the two lines shows.
To complete the reduction, we also switch off the parallel dynamics, which leads to the line with label ͑f͒. Here, the change of the shape of the particle transport is larger, but it stays qualitatively the same, i.e., the high velocities still do not contribute to the particle transport. Hence, for the simplest model, one may neglect the parallel dynamics. We note in passing that the Alfvén velocity for our standard parameters is given by v A Ϸ 22v Tf , such that the interaction of fast particles with Alfvén waves can safely be neglected. This might change, in principle, for higher ␤ values, where the Alfvén resonance will occur already at lower parallel velocities.
According to this reduction process, it turns out that one can model the fast ions by the very simple Vlasov equation
which is depicted as the line with label ͑f͒ in Fig. 4 . This equation still depends on the parallel coordinate via the K y term, but all parallel positions are independent, so z is only a parameter in the equation. Equation ͑13͒ describes a set of particles which drift in the y direction ͑representing the toroidal direction in our field-aligned coordinate system͒ according to the curvature, and which are, at the same time, advected radially by the background potential. Here, we would like to emphasize the fact that all simulations in this paper are done with the full Vlasov equation; the reduced model only serves to gain a better understanding of the dynamics. At this point, one can already make an important observation. From a physical point of view, one may expect the fast particle transport to be large when their curvature drift velocity matches the diamagnetic drift velocity of the background microinstabilities ͑or turbulence͒. A similar kind of resonance phenomenon has been observed in Ref. 9 , and it is likely that this effect carries over to the present situation. Now, the curvature drift frequency of the fast ions in Eq. ͑13͒ is given by
͑14͒
Thus, for large parallel velocities, c,y goes up to very high values which are way above the mode frequency imposed from the main ions and electrons. The mode frequencies are in the range of unity in our normalized units, so we can find a frequency match between the fast ion curvature drift frequency and the mode frequency at parallel velocities around 1v Tj to 3v Tj , if using, for example, k y = 0.1− 0.3, L Ќ / R =1, and z = 0. This is exactly where we find the main contributions to the particle transport. If in Eq. ͑13͒, one writes F 1 as a superposition of plane waves, 
This relation can be used to calculate the phase relation between the distribution function and the electrostatic potential. One obtains the expression The second effect which controls the transport of the fast ions has already been mentioned briefly above. The curvature drift of the fast ions in a drifting background potential can be described by defining an effective drift velocity in terms of the difference of the corresponding individual velocities. As has been shown in Ref. 9 , the tracer transport falls off quite rapidly as the effective drift velocity becomes finite. In other words, one gets a resonance if the two drift velocities are similar. As will be shown below, the height of this resonance peak of the fast particle diffusivity can be comparable to the turbulent diffusivities of the ͑thermal͒ main ions in the plasma.
Hence, for high energy particles, there are two effects which control their transport. One is that the Doppler shifted frequency ͑which is the mode frequency seen by the curvature drifting fast ion͒ becomes large and therefore gets out of resonance with the diamagnetic or mode frequency. The other effect is that the phase difference between moments ͑calculated from the distribution function͒ and the electrostatic potential decreases. So we expect a phase relation which is smeared over a range of angles, and which is centered around a phase difference of zero. Both effects apply to particle, heat, and momentum fluxes.
From Eq. ͑15͒, one can also directly calculate the particle flux via the integral ͑neglecting A ʈ contributions and FLR effects͒ Turbulent transport of beam ions Phys. Plasmas 15, 062508 ͑2008͒
Or, if "undoing" the parallel velocity integration, we come to an expression of the particle flux ⌫ as a function of v ʈ . Using Eq. ͑6͒, we can write for the particle flux,
What one can see clearly from this expression is that the only dependence of the flux on Ϯ comes through the equilibrium distribution function F 0j ͑v ʈ ͒. We now look at the quantity ⌫ m ͑v ʈ ͒ / ͓F 0j ͑v ʈ ͒ nj ͔, which has the meaning of a v ʈ -local diffusivity D͑v ʈ ͒ and obtain a Ϯ independent curve. That this really reflects the full model is shown in Sec. III B 1. In physical terms, this finding means that the velocity range for which the fast ions are redistributed by the background microinstabilities is independent of the beam energy. Instead, it is set by the thermal energy of the background plasma. One can also deduce another very important property of the fast particle diffusivity: Its peak value is expected to be comparable to the diffusivities characterizing the turbulent background. This can be seen as follows. In the model for D͑v ʈ ͒, the v ʈ dependence only comes into play through the Doppler shifted frequency Ј,
Here, we have introduced the well-known weak turbulence expression for the turbulent diffusivity, D turb = v E 2 / ␥ ͑see, e.g., Ref. 12͒. The maximum of D͑v ʈ ͒ will occur where Ј becomes minimal, and this is the case where either Ј =0 or ‫ץ‬Ј / ‫ץ‬v ʈ = 0. As some algebra shows, the second possibility leads to a condition for the parallel position which is independent of the parallel velocity. So to determine the position of the maximum of the diffusivity in v ʈ space, we must find the roots of Ј. These are at v ʈ,0 = Ϯ ͱ r j / ͑K y k m ͒. We can see that the position of the maximum of the diffusivity for the fast ions is dependent only on the phase velocity of the background mode and on the magnetic geometry through the K y term. With the known expression for K y in ŝ-␣ geometry, we have
These root lines in the v ʈ -z plane are depicted in Fig. 5 for different background gradients. All show a similar behavior, with a broad area for low velocities, where they extend from z =−2 to z = 2. Then the roots quickly go to higher v ʈ values. This happens because the geometrical factor K y approaches zero at z 0 = 2.7093. Despite these roots for high parallel velocities, we do not find any high v ʈ contributions to the fast particle flux. The reason is that there are only two regions in the parallel z direction which contribute to the particle flux ͑near z = Ϯ z 0 ͒ and they become narrower. Hence, integrated over the parallel coordinate, the total particle flux goes down with v ʈ . This argument can also be used to quantitatively explain the v ʈ −2 decay observed for high velocities ͑cf. Figs. 9 and 11 below͒. To match the real frequency, the parallel position must approach z 0 if v ʈ increases. So for high enough velocities, K y can be Taylor expanded around z 0 which gives c 0 ͑z − z 0 ͒. That linear approximation is good enough can be seen in Fig. 10 below. Putting this approximation into the Doppler shifted frequency of the prefactor of Eq. ͑17͒, we can write this prefactor as
This is a Lorentz shaped function in the variable z with a width of ␥ / C v . This width is proportional to v ʈ −2 as can be clearly seen. As the integral over z for higher velocities is proportional to the width of the Lorentz shaped functions near z 0 , the total flux contribution shows the same v ʈ dependency.
Additionally in an intermediate range of v ʈ , where the peaks of the prefactor approach Ϯz 0 , the ballooning structure of the background electrostatic potential also reduces the flux. Due to this structure, the weighting of contributions from the high field side is much weaker than from the low field side ͑z around zero͒.
Physically, the condition expressed by Eq. ͑18͒ means that for particles with that particular velocity, the toroidal drift velocity is in resonance with the diamagnetic drift velocity of the turbulence. Sufficiently close to this resonance point, the fast particle diffusivity is expected to be comparable to the diffusivities characterizing the background tur- bulence. We note in passing that nonlinearly, the growth rate ␥ is to be replaced by the inverse of the turbulence correlation time c , and the phase velocity / k by the group velocity ‫ץ‬ / ‫ץ‬k ͑which, for tokamak core parameters, is often close to the phase velocity in the low-k region of the spectrum, however͒. These considerations conclude our discussion of the simplified model. We now turn to the results of linear GENE simulations including all elements of the dynamics. These studies will show that-although a few modifications do occur-the basic intuition obtained within the framework of the above model also applies to fully gyrokinetic situations.
B. Influence of fast ion properties
Beam energy
We have seen in Sec. III A that the velocity-dependent fast particle diffusivity is independent of the beam parameter + ͑above a threshold in + ͒ for the reduced model. Using the same parameter set as in the last subsection, we now investigate the dependence of the particle flux on the beam energy by means of linear GENE simulations. Some results are shown in Fig. 6 . All of these curves only differ in terms of the height of the peaks, but none of them extend to higher velocities. Via the simplified model presented in Sec. III A, we found that the flux divided by the equilibrium distribution does not depend any more on the beam parameter + . This finding can be reproduced here as is shown in Fig. 7 which contains the same data as Fig. 6 , but now divided by F 0 ͑v ʈ ͒ and the density gradient. This v ʈ -dependent diffusivity is averaged over the simulation volume and summed over all k y ; the resulting quantity is denoted by ͗D f ͘ and normalized to ͗D e ͘ v ʈ which is calculated as the electron particle flux averaged over the entire simulation volume, summed over all k y , and divided by the electron density gradient. The result is a measure of how strong the redistribution of fast ions for different particle energies is compared to the diffusivity of the background particles. All curves are very similar and mostly lie on top of each other. Curves for lower values of + are expected to deviate from the generic high-+ curve, since the reduced model becomes invalid in this regime, and further terms become important in the fast ion Vlasov equation. These findings confirm our earlier results obtained with the simplified model. As a consequence, instead of looking at different beam energy parameters + , we can choose only one ͑for example, + =40͒ and view this case as representative. The redistribution of fast ions for different particle energies for our base case parameters is thus described by Fig.  7 . There, the highest fast particle diffusivity occurs for values of the particle energy ͑defined as E particle = v ʈ 2 in normalized units͒ of about ͑1−2͒E thermal . For higher velocities, one finds a power-law decrease to very low values, and for energies above 10E thermal , there occur some resonances, but their contribution to the total fast ion diffusivity is negligible. As we will discuss below, the resonance energy can be larger than the one found for the nominal case ͑actually as large as about 10E thermal ͒, but very importantly, the velocity range for which the fast ions are redistributed by the background microinstabilities is independent of the beam energy. Instead, it is set by the thermal energy of the background plasma. 
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Fast ion density gradient
The second important parameter characterizing the fast ion species ͑besides the beam energy which is given by the parameters Ϯ ͒ is the density gradient of the fast ions. Our simple model, Eq. ͑13͒, suggests a linear dependence of the particle flux on the density gradient. It also implies that for vanishing gradients the flux also vanishes. But the model has been constructed to describe cases with strong ͑and experimentally relevant͒ gradients like R / L n = 15, so it is not clear if it will also hold for much smaller gradients. In Fig. 8 , the particle flux from linear simulations are shown as a function of the density gradient for different particle energies. The dependency is clearly linear, so it is appropriate to calculate the diffusivities as slopes of the lines. It can also be seen that all lines show a small inward transport even if there is no gradient. This inward pinch varies with the particle energy. As we cannot explain this negative flux by means of our simple model, the origin of this pinch effect must be connected to some of the terms that have been neglected, namely, the parallel dynamics or the curvature term for the electrostatic potential. Since we need a coupling of the fast ion Vlasov equation to the fields of the background microinstabilities, and since for low density gradients, the drive term cannot play that role, we have to take into account also the other field coupling terms to explain the pinch effect of the fast ions.
Reducing again the fast ion Vlasov equation, and observing carefully the change of the pinch, we can attribute the inward transport to the term
in the Vlasov equation. Now, as we know, that this term is responsible for the pinch, we extend our simplified model for the fast ions Vlasov equation by combining Eqs. ͑13͒ and ͑19͒ to
ͪ=0. ͑20͒
This yields a generalized response function in ͑k x , k y ͒ Fourier space,
The particle flux for one k y mode is now given as the sum over all k x contributions to the particle flux ⌫ m = ͚ n ⌫ n,m . To make these expressions more accessible, we set k n = 0 and as we are interested in the pinch effect, we also set n j = 0. Thus we get
with the Doppler shifted frequency Ј = r − v ʈ 2 K y k m / j . Both integrals are positive definite, so that the overall sign of the particle flux is given by the prefactor. But here, all quantities are also positive, except for K y , which changes sign along the field line following coordinate z. For our standard parameters, K y is negative on the low-field side where the potential fluctuations are the largest, and this leads to the observed inward flux.
C. Dependence on plasma conditions and magnetic geometry
Background density and temperature gradients
In Eq. ͑17͒, we found a relation for the diffusivity of the fast ions in terms of the background diffusivity. The prefactor ͑first term on the right-hand side͒ is dependent on the real frequencies and growth rates of the microinstabilities driving the background turbulence. These two quantities depend, in turn, on the plasma parameters, and in particular on the density and temperature gradients. In the present section, we will calculate these complex frequencies for variations of plasma parameters about the standard case, and use these values to calculate the prefactor in Eq. ͑17͒. In all of the figures in this section, ͗P͘ z,k y stands for the prefactor, averaged over the parallel coordinate z and k y . 
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Let us first consider variations of the ion temperature gradient which acts as a drive for the ITG mode. In Fig. 9 , a scan over this parameter is shown. Here, we have chosen the standard parameter set together with a vanishing density and electron temperature gradient. As it turns out, under these "pure" ITG conditions, one obtains larger phase velocities and therefore a shift of the peak of the fast ion diffusivity to higher particle energies. For comparison, the prefactor in Eq. ͑17͒ for the nominal parameters is also shown ͑black solid line͒.
In Fig. 5 , the curves in the v ʈ -z plane are shown for which the Doppler shifted frequency Ј vanishes. This is also where the prefactor of Eq. ͑17͒ becomes maximal. For the calculation of the fast ion diffusivity, one must take into account that the background diffusivity usually has a ballooning structure, i.e., it peaks strongly on the low field side ͑LFS͒ at z = 0 and decreases towards the high field side at z = Ϯ . Consequently, the fast particle diffusivity has its v ʈ peak where the curve in Fig. 5 is in the LFS region. More linear gyrokinetic simulations in ŝ-␣ geometry for toroidal ITG modes have shown that the resonance point in v ʈ space tends to lie in the region v ʈ Ϸ͑1−3͒v Tf . However, it should be pointed out in this context that a factor of ͱ 2 is contained in the definition of v Tf = ͱ 2T 0f / m f . Moreover, the upper limit may be larger when one considers more realistic tokamak geometries, which is done in the next subsection.
Magnetic geometry
According to Eq. ͑17͒, the prefactor which connects the fast particle diffusivity to the background diffusivity also depends on the geometrical factor K y . In ŝ-␣ geometry, i.e., for a large aspect ratio, circular cross section tokamak, this factor is simply given by the analytical expression −2͑L Ќ / R͒͑cos z + ŝz sin z͒. We now want to investigate the changes if a more realistic geometry is used. Taking an equilibrium describing the discharge 29892 at 1.0 s in the Tokamak à Configuration Variable ͑TCV͒, 35 which has been calculated by means of the CHEASE code, 36 we have performed linear gyrokinetic simulations with GENE. The corresponding geometric factor K y is depicted in Fig. 10 . This result, in combination with Eq. ͑17͒, leads to the curves shown in Fig.  11 . It must be mentioned that for this equilibrium we have for the pressure gradient the value of
Therefore it is still valid to use a low-␤ approximation for the curvature drift.
The difference between the two geometries is striking. The real geometry leads to clearly higher values for the diffusivity for all particle energies than the simplified ŝ-␣ geometry. From Fig. 10 , we can deduce that K y for real geometry is much smaller and therefore would lead to peaks at higher particle energies, if the real frequency were unchanged. However, for the plasma parameters used here, one finds instead that the real frequencies go down by nearly a factor of 3, whereas the growth rates increase strongly. These higher growth rates lead to a much broader Lorentz function for the prefactor which explains the smoother curve in Fig.  11 . The peak of the curve is also much less pronounced and 
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shifted to lower particle energies. For low energies, the growth rate dominates the Doppler shifted frequency and therefore leads to a value close to unity. A general insight gained in the present section is that general geometry is able to affect both the toroidal drift velocities of the fast ions as well as the diamagnetic drift of the background turbulence, and thus the energy-dependent fast ion diffusivity. Under regular tokamak core conditions, one may expect a significant radial redistribution of energetic particles only in the low-energy region of the slowing-down distribution, up to about ten times the thermal energy of the background plasma. In the next section, this view, which has been developed on the basis of linear considerations, shall be tested in the context of nonlinear simulations.
IV. NONLINEAR SIMULATIONS
In the following, we will show the results of turbulence simulations, adopting the following approach. We will first perform a nonlinear GENE simulation with only two species ͑electrons and main ions͒, and run it up to a point where the turbulence is clearly saturated. Then we introduce the fast ions as a third passive species using the Vlasov equation ͑5͒ with the asymmetric Maxwell equilibrium distribution mentioned above. This third species is introduced with zero amplitude, so a short transient phase follows the start until the fast particles find to a dynamic equilibrium with the imposed turbulent fields.
The physical parameters are the same as indicated in Sec. III. The radial box size was 100 s , the minimal k y s was chosen to be 0.05. We used 96 grid points in radial direction and employed 16 modes in the binormal direction. Along the field line, 16 points were used. In velocity space, the direction was resolved with 8 points chosen as Gaussian integration knots in a range from 0 to 9 in normalized units. v ʈ space had 32 equidistant symmetric grid points for the electrons and main ions and 64 points for the beam ions. According to the remarks of Sec. II E, the grid points has been distributed asymmetrically, with 16 for negative v ʈ , and 48 for positive, to have similar resolutions for both directions.
The time trace of the particle flux is shown in Fig. 12 . The time average for background and beam ion diffusivity has been calculated from 110 to the end.
A. Particle energy dependence of the transport
For the linear runs, we found that the fluxes are dominated by the thermal part of the velocity space, even for the highest beam energies. Here, we will test if this characteristic property also holds in nonlinear situations. In Fig. 13 , the particle diffusivity is shown as a function of the particle energy. It is clear from this figure that the overall behavior is very similar to the one observed in linear simulations. Again, there is a contribution to the fast particle diffusivity at low and intermediate particle energies. But one interesting difference can also be observed: The slope of the decrease in this double logarithmic plot changes. Up to E particle Ϸ 10T e0 , the diffusivity decreases stronger with the particle energy than for energies above this threshold. In the latter regime, the decrease is slower, exhibiting a E particle −1 falloff.
It can also be seen from a simulation in which the term in the full fast particle Vlasov equation, which describes the E ϫ B advection of the perturbed distribution function ͓the fifth term in Eq. ͑5͔͒, has been switched off, that this term is not responsible for the different slopes in the decrease of the diffusivity. Neither do the different k y components exhibit different dependencies on the particle energy. So the origin of this deviation from the linear behavior must lie in the spatiotemporal structure of the turbulent background fields. 
B. Comparison of the models
Up to now, we used three different methods to determine the dependency of the beam ion diffusivity on the particle energy. First, we employed linear simulations; second, we constructed a simplified quasilinear model; and third, we performed fully nonlinear simulations to find the beam ion particle flux. In Fig. 14 , we compare these three models. All three curves show a peak at E particle ϳ T 0e . For lower energies the simplified model deviates from the other curves, but this is clear, since we constructed the model with respect to the higher energies. It is not any more appropriate to neglect the other terms in the Vlasov equation for lower energies.
The next point is that all models show a clear decrease for higher energies. But the slopes are different. It is astonishing that the simplified model better reproduces the E particle −1 decay of the nonlinear simulations than the linear model does.
C. Density gradient dependence
In the linear investigations shown in Sec. III B 2, we found a linear dependence of the fast ion particle flux on the fast ion density gradient. In addition, we saw a small pinch effect. These findings also carry over to the fast ion heat fluxes. To test if these properties still hold in nonlinear situations, we carry out a density gradient scan employing the values R / L n =15,3,0,−3,−12. The results are shown in Fig.  15 . Indeed, we find again a linear dependence with a small particle and heat pinch. From these simulations, we can calculate the diffusivity of the fast ions and get D f = 5.0c s s 2 / R. Compared to the diffusivity of the background turbulence, where we find D turb = 4.6c s s 2 / R, the fast particle diffusivity is comparable to the background diffusivity. The differences to the previous subsection, where one can find a smaller diffusivity for the beam ions, are due to a different averaging time window. The simulations in the present subsection are computationally demanding and therefore only a short time trace has been followed. For the qualitative conclusion of a linear dependence of the beam ion particle flux on the beam ion density gradient, this is enough. For better quantitative comparisons, the simulations have to be longer. More nonlinear simulation results will be reported in a subsequent publication.
V. SUMMARY AND CONCLUSIONS
In the present paper, we investigated the transport of fast beam ions by background turbulence via linear and nonlinear gyrokinetic simulations with the GENE code. For this purpose, the usual gyrokinetic equations found in the literature were generalized to a situation in which one of the particle species ͑describing the fast ions͒ is characterized by an asymmetric and anisotropic Maxwellian equilibrium distribution. Using two main species to produce the background turbulence, we introduced the fast ions as tracer particles into these background fields and measured the fast ion diffusivity as a function of the particle energy ͑or parallel velocity͒.
Using a simplified model as well as linear and nonlinear GENE simulations, we found that the diffusivity of the fast ions may reach values comparable to that of the background turbulence if their energy is such that there is a ͑near-͒ resonance between their curvature drift velocity and the diamagnetic drift velocity of the background turbulence. The position of that resonance depends both on the magnetic geometry and on the plasma conditions. In any case, it is independent of the beam energy, and one may expect it to lie at up to about 10 thermal energies. Such particles are thus "superthermal" but only moderately energetic. This kind of transport behavior is in line with experimental results from ASDEX Upgrade. In particular, it may serve as an explanation for the observed inefficiency of NBI-induced current drive under certain conditions. 
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