Pupil-phase engineering is a design process in which pupil-phase masks are optimized for performance characteristics by minimizing a cost function. To reduce computational complexity for optimizing focal depth, a cost function based on the second derivative of the optical transfer function with respect to misfocus at the origin is proposed. Efficient formulas for computing this metric are derived, and a design is presented to demonstrate that this metric can be used to predict insensitivity of the system to large values of misfocus.
Background
Castañeda et al. [1, 2] showed that apodization of the pupil amplitude could be used to modify the optical transfer function (OTF) for extending depth of field. Dowski and Cathey [3] extended this work with wavefront coding, a method that employs a phase mask at the pupil to increase focal depth. The resulting point spread function (PSF) of both these methods "blurs" the image in a spatially invariant manner that is insensitive to misfocus. Due to this insensitivity, identical signal processing can be used for all values of misfocus to deconvolve the image from the known PSF.
Prasad et al. [4, 5] expanded on wavefront coding by bringing to bear the powerful tools of nonlinear programming to optimize the design of general phase masks, a process they coined pupil-phase engineering (PPE). PPE employs two competing metrics. One metric measures the sensitivity of the PSF to defocus. Not surprisingly, this metric usually requires that the PSF and͞or the OTF of a candidate phase mask be calculated for each misfocus value over a range. Examples of such metrics include Fisher information measures of focus sensitivity and maximizing the minimum absolute value in the frequency plane of the OTF calculated over a discrete range of misfocus values [6] . Another metric is necessary to ensure that the system has enough usable bandwidth to maintain the signal above the noise level and, thus, be recoverable by signal processing. This goal can be accomplished by incurring a cost if the Strehl ratio, the on-axis image value relative to that of the system without a phase mask, falls below a minimum [4] . The two metrics are combined into one cost function.
Searches for a minimum of the cost function can be carried out by using iterative, nonlinear algorithms. These algorithms require that the cost function be computed for slightly different phase masks at each step in the algorithm. If the cost function is defined over a range of misfocus values, the OTF͞PSF must be computed for the current phase mask estimate at each value of misfocus at the cost of one or more two-dimensional fast Fourier transforms (FFTs) of the order of N 2 log͑N͒ operations, where the discrete matrix representing the OTF is assumed to have dimensions N ϫ N. Reducing the number of computations of the OTF͞PSF can decrease the processing time consumed at each step of the iterative process.
For one-dimensional pupil functions with Hermitian symmetry, P͑x͒ ϭ P*͑Ϫx͒, Castañeda et al. [1] showed that the resulting OTF contains only even powers of misfocus when expanded in a Taylor series with respect to misfocus. Prasad et al. [4] found that this result holds in two dimensions for odd-parity phase masks ͑x, y͒ that are invariant in an x ↔ y exchange operation and odd under coordinate inversion, or ͑Ϫx, Ϫy͒ ϭ Ϫ͑x, y͒. Therefore, as proposed in [1] , the second derivative of the OTF with respect 0003-6935/07/297258-04$15.00/0 © 2007 Optical Society of America to misfocus at zero misfocus will fully determine the sensitivity of the OTF at small values of misfocus. In fact, observations seem to indicate that the performance of systems incorporating such phase masks is predicted well by their behavior near the origin. In [1] a condition was given that ensures that the second derivative of the OTF with respect to misfocus at the origin disappears for one-dimensional pupils. This paper will show how this term can be computed efficiently and exactly at all frequencies for one-and twodimensional pupils. A cost function employing the norm of this second derivative will be formulated, and a design achieved by optimizing this cost function will be presented.
Derivation
The second derivative of the OTF with respect to misfocus will be derived for a one-dimensional pupil function for brevity and then extended to a twodimensional pupil function. Following the derivations in [1, 3, 7] , let P͑x͒ represent a generalized one-dimensional unit power pupil function in normalized coordinates that suffers from misfocus. As such,
where ͑x͒ is a function that describes the pupilphase mask and is the misfocus parameter. The OTF of the system, which will be designated H, is the autocorrelation of Eq. (1) [8] .
For any function f͑x͒ the ambiguity function of f is defined as (2) where f* is the conjugate of f. In [7] it is shown that
where u represents spatial frequency. Applying Parseval's relation to Eq. (2) results in an equivalent form [9] ,
where f is the Fourier transform of f. This expression for the ambiguity function has the same form in the Fourier domain as Eq. (2) except that the roles of ␣ and ␥ are reversed. Thus, Eq. (3) implies that the dependence of the OTF on in the alternate form appears in the term P ͑r ϩ ␥͞2͒P *͑r Ϫ ␥͞2͒ and that ␥ ϭ 0 if ϭ 0. The Fourier transform of P is the coherent impulse response of the system, which will be designated h. Substituting Eq. (1) into Eq. (4) and applying Eq. (3) leads to the following expression for the OTF:
Taking the second derivative of Eq. (5) with respect to and setting to zero reveals that
where F͕ ͖ denotes Fourier transform. In [1] it was shown that the second derivative disappears if the term in brackets is zero. The same logic can be used to derive the equivalent expression for the two-dimensional OTF, namely, H͑u, v, ͒, from the two-dimensional coherent impulse response h͑r, s͒. Let
for d ϭ r and d ϭ s in Eq. (8) . Then it can be shown that
The Fourier transforms are two dimensional. Note that all derivatives in the above expressions are spatial. They will be approximated by simple differences of neighboring terms in the discrete representation of h͑r, s͒. Also, terms that are identical in an h ↔ h* exchange are conjugates of one another. This expression can be computed by forming the generalized pupil function and then performing four FFTs, one to calculate h from P and three more in Eq. (9) . By contrast, for metrics defined over a range of misfocus values, the pupil function must be computed and at least one subsequent FFT performed for each value of misfocus.
Cost Function
As previously mentioned, the OTFs of odd-parity phase masks ͑x, y͒ contain only even powers of the misfocus parameter when expanded in a Taylor series with respect to . For the remaining discussion ͑x, y͒ will be restricted to the following cubic-pentic polynomial form that satisfies the symmetry constraints
Thus, for small values of , H a , the OTF for a particular phase mask with coefficient vector a ϭ ͓a 1 , a 2 , a 3 , a 4 , a 5 ͔, should be well approximated by the first two terms in its Taylor series expansion with respect to , or
Given this fact, one simple metric based on Eq. (9) for the sensitivity of the OTF to misfocus is
where E is the E norm and the sums are over discrete frequencies. Many other metrics, such as minimizing the maximum absolute value of the second derivative over all frequencies, have merit. Application specific metrics can easily be formulated since the term is known for the entire frequency plane. From Eqs. (11) and (12), we see that
for small . To demonstrate the resolution of the metric for focus sensitivity over the solution domain, Fig. 1 shows plots of H a ͑u, v, ͒ Ϫ H a ͑u, v, 0͒ E for five different phase masks with good focal depth. The plots were obtained by calculating the OTF at values of over the range from 0 to .01. The legend gives the value of M calculated to within a scale factor by substituting Eq. (9) into Eq. (12) for each of the phase masks. As expected, M accurately predicts the spacing of the curves. In fact, the best-fit quadratic polynomials for the plots associated with the values M 1 ϭ 3.3318 and M 5 ϭ .5357 predict a ratio M 1 ͞M 5 of 6.45 compared to the value of 6.22 calculated with Eq. (12). To gauge the resolution, consider that the value of M for no phase mask is 239. Furthermore, M tends to predict focus sensitivity at large values of misfocus. Figure 2 extends the plots to values of up to 10. These curves are consistent with adding only a 4 term to the Taylor expansion in Eq. (11) with the quadratic term still being dominant. For many applications this metric should be sufficient for optimization over focal depth.
If better discrimination is needed at large values, M can be used in an initial step to determine good candidates that can be further optimized by a more robust metric.
The cost function must also include a metric to ensure that the signal can be recovered by postprocessing. For this purpose a constraint will be placed on the Strehl ratio of the system with the FermiDirac regularization term suggested in [4] : where ⌿͑a͒ is the Strehl ratio, K is an adjustable maximum penalty parameter, ⌿ is the minimum acceptable Strehl ratio, and is an adjustable parameter that determines the slope at which the metric goes from negligible to its maximum value. Since the on-axis value of the field must be calculated in the process of determining M, no extra overhead is incurred with this metric. Finally, the cost function is the sum of the two metrics: C͑a͒ ϭ M͑a͒ ϩ S͑a͒.
Design
Due to the density of local minimum in the domain space, the first step in the design process was to identify promising initial starting points for the phase masks of the form Eq. (10) by randomly generating a with coefficients in the range Ϫ500 Յ a i Յ 500 and culling them with C. The surviving candidates were optimized by minimizing C with a Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasiNewton method [10] . One phase mask that was both insensitive to misfocus and demonstrated good signal-reconstruction capability was a ϭ ͓74.98, 112.038, 247.559, Ϫ491.998, 440.664͔. The performance of this mask is detailed in Fig. 3 . A test pattern [ Fig. 3(a) ] was blurred with a of 10 [ Fig. 3(b) ]. After wavefront coding the blurred image with the PSF of the mask [ Fig. 3(c) ] and adding Gaussian noise with a signal-to-noise ratio (E norm of the signal to the E norm of the noise) of 50, postprocessing with a parametric Wiener filter was performed. The final result [ Fig. 3(d) ] had a mean squared error (mse) relative to the original test pattern of 0.00371. Although it was designed by means of a minimizing the second derivative of the OTF with respect to at the origin, this phase mask performs comparably at large values of misfocus to phase masks designed with metrics defined over a range of misfocus values. For instance, the highly focusinsensitive phase mask ͑a ϭ ͓Ϫ21.65, 41.91, 338.2, Ϫ318.6, 586.66͔͒ designed with the Fisher information (FI) metric in [5] had a mse of 0.00361 under the same conditions. The original cubic phase mask ͑a 1 ϭ 90͒ in [3] had a mse of 0.00581. Futhermore, my design had a mse of 0.0174 at a severe misfocus of 20, even better than the mse of 0.0188 for the FIdesigned mask.
Conclusions
Optimizing phase masks for focal depth is a computationally expensive exercise. This paper has proposed the use of a metric based on the second derivative of the OTF with respect to misfocus at the origin as a means of reducing computational overhead. The above derivation shows that this metric can be computed with four FFTs per phase mask. Metrics defined over a range of misfocus values generally require at least one or two FFTs per misfocus value. Thus, the second-derivative metric provides computational relief. Furthermore, a design is presented that demonstrates that optimization employing this metric yields systems that perform well for large values of misfocus even though the metric is based on the curvature of the OTF at the origin.
