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Abstract
The approximation problem considered in the paper is to approximate a continuous multivariate function f (x) = f (x1, . . . , xd )
by sums of two ridge functions in the uniform norm.We give a necessary and sufﬁcient condition for a sum of two ridge functions to
be a best approximation to f (x). This main result is next used in a special case to obtain an explicit formula for the approximation
error and to construct one best approximation. The problem of well approximation by such sums is also considered.
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1. Introduction
Ridge functions are multivariate functions of the form
g(a1x1 + · · · + adxd) = g(a · x),
where g : R → R and a = (a1, . . . , ad) is a ﬁxed vector (direction) in Rd\{0}. In other words, ridge functions are
multivariate functions constant on the parallel hyperplanes a·x=,  ∈ R. These functions and their linear combinations
arise naturally in problems of computerized tomography (see, e.g., [19,21,26]), statistics (see, e.g., [6,10,12,17]), partial
differential equations [18] (where they are called plane waves), neural networks (see, e.g., [7,28,30,33] and references
therein), and approximation theory (see, e.g., [3,5,7,8,15,20,22,27–29,32,34]).
Consider the following set of functions:
R=R(a,b) = {g1(a · x) + g2(b · x) : gi ∈ C(R), i = 1, 2}.
That is, we ﬁx directions a and b and consider linear combinations of ridge functions with these directions.
Let f (x) be a given continuous function on some compact subset Q of Rd . We want to ﬁnd conditions that are
necessary and sufﬁcient for a function g0 ∈ R(a,b) to be an extremal element (or a best approximation) to f. In other
words, we want to characterize such sums g0(x) = g1(a · x) + g2(b · x) of ridge functions that
‖f − g0‖ = max
x∈Q |f (x) − g0(x)| = E(f ),
E-mail address: vugaris@mail.ru.
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.04.043
106 V.E. Ismailov / Journal of Computational and Applied Mathematics 205 (2007) 105–115
where
E(f ) = E(f,R) def= inf
g∈R(a,b)
‖f − g‖
is the error in approximating fromR(a,b). The other related problem is how to construct these sums of ridge functions.
We also want to know if we can approximate well, i.e., for which compact sets Q, R(a,b) is dense in C(Q) in the
topology of uniform convergence. It should be remarked that solutions to these problems may be useful in connection
with the study of partial differential equations. For example, assume that (a1, b1) and (a2, b2) are linearly independent
vectors in R2. Then the general solution of the homogeneous partial differential equation(
a1

x
+ b1 
y
)(
a2

x
+ b2 
y
)
u(x, y) = 0 (1.1)
are all functions of the form
u(x, y) = g1(b1x − a1y) + g2(b2x − a2y) (1.2)
for arbitrary g1 and g2. In [13], Golitschek and Light described an algorithm that computes the error of approximation
of a continuous real-valued function f (x, y) by solutions of Eq. (1.1), provided that a1 = b2 = 1, a2 = b1 = 0. Using
our main result (Theorem 2.5), one can characterize those solutions (1.2) that are extremal to a given function f (x, y).
For certain class of functions f (x, y), one can also easily calculate the approximation error and construct one extremal
solution (see Theorems 3.1 and 3.2).
The problem of approximating by functions from the set R(a,b) arises in other contexts too. Buck [4] studied the
classical functional equation: given (t) ∈ C[0, 1], 0(t)1, for which u ∈ C[0, 1] does there exist  ∈ C[0, 1]
such that
(t) = ((t)) + u(t)?
He proved that the set of all u satisfying this condition is dense in the set
{v ∈ C[0, 1] : v(t) = 0 whenever (t) = t}
if and only if R(a,b) with the unit directions a = (1; 0) and b = (0, 1) is dense in C(K), where K = {(x, y) :
y = x or y = (x), 0x1}.
Note that if the space dimension d = 2, a and b are the unit directions, then the functions g1(a · x) and g2(b · x)
are univariate. Thus, the approximation of a bivariate function by sums of univariate functions is a special case of
the approximation problem considered here. There are a number of papers devoted to this subject (see, for example,
[2,9,11,13,16,23,24,31] and references therein).
Although there are enough reasons to consider approximation problems associated with the set R(a,b) in an in-
dependent way, one may ask why sums of only two ridge functions are considered instead of sums with an arbitrary
number of terms. We will try to answer this fair question in Section 4.
2. The characterization theorem
Let Q be a compact subset of Rd and a,b ∈ Rd\{0}.
Deﬁnition 2.1. A ﬁnite or inﬁnite ordered set p = (p1,p2, . . .) ⊂ Q with pi = pi+1, and either a · p1 = a · p2,b ·
p2 = b · p3, a · p3 = a · p4, . . . or b · p1 = b · p2, a · p2 = a · p3,b · p3 = b · p4, . . . is called a path with respect to the
directions a and b.
This notion (in two-dimensional case) was introduced by Braess and Pinkus [3]. They showed that paths give
geometric means of deciding if a set of points {xi}mi=1 ⊂ R2 has the NI property (noninterpolation property): given
directions {aj }kj=1 ⊂ R2\{0}, we say that the set of points {xi}mi=1 ⊂ R2 has the NI property with respect to {aj }kj=1
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if there exist {i}mi=1 ⊂ R such that we cannot ﬁnd fj : R → R, j = 1, . . . , k satisfying
k∑
j=1
fj (a
j · xi ) = i , i = 1, . . . , m.
If a and b are the unit vectors in R2, then Deﬁnition 2.1 deﬁnes an ordinary path (or a bolt of lightning in a number
of papers, e.g., [1,16,24]). It is well known that the idea of ordinary paths, ﬁrst introduced by Diliberto and Straus [9],
played signiﬁcant role in many problems of the approximation of bivariate functions by sums of univariate functions
(see, for example, [9,11,13,16,23,24]).
For the sake of brevity, we use the term “path” instead of the expression “path with respect to the directions a
and b”.
The length of a path is the number of its points.A single point is a path of the unit length.Aﬁnite path (p1,p2, . . . ,p2n)
is said to be closed if (p1,p2, . . . ,p2n,p1) is a path.
We associate each closed path p = (p1,p2, . . . ,p2n) with the functional
Gp(f ) = 12n
2n∑
k=1
(−1)k+1f (pk).
This functional has the following obvious properties:
(a) If g ∈ R(a,b), then Gp(g) = 0.
(b) ‖Gp‖1 and if pi = pj for all i = j , 1 i, j2n, then ‖Gp‖ = 1.
Proposition 2.2. Let a compact set Q have closed paths. Then
sup
p⊂Q
|Gp(f )|E(f ), (2.1)
where the sup is taken over all closed paths. Moreover, inequality (2.1) is sharp, i.e., there exist functions for which
(2.1) turns into equality.
Proof. Let p be a closed path of Q and g be any function fromR(a,b). Then by the linearity of Gp and properties (a)
and (b),
|Gp(f )| = |Gp(f − g)|‖f − g‖. (2.2)
Since the left-hand and the right-hand sides of (2.2) do not depend on g and p, respectively, it follows from (2.2) that
sup
p⊂Q
|Gp(f )| inf
R(a,b)
‖f − g‖. (2.3)
Now we prove the sharpness of (2.1). By assumption Q has closed paths. Then Q has closed paths p′ =(p′1, . . . ,p′2m)
such that all points p1, . . . ,p2m are distinct. In fact, such special paths can be obtained from any closed path p =
(p1, . . . ,p2n) by the following simple algorithm: if the points of the path p are not all distinct, let i and k > 0 be the
minimal indices such that pi = pi+2k; delete from p the subsequence pi+1, . . . ,pi+2k and call p the obtained path;
repeat the above step until all points of p are all distinct; set p′ := p. On the other hand, there exist continuous functions
h= h(x) on Q such that h(p′i )= 1, i = 1, 3, . . . , 2m− 1, h(p′i )= −1, i = 2, 4, . . . , 2m and −1<h(x)< 1 elsewhere.
For such functions we have
Gp′(h) = ‖h‖ = 1 (2.4)
and
E(h)‖h‖, (2.5)
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where the last inequality follows from the fact that 0 ∈ R(a,b). From (2.3)–(2.5) it follows that
sup
p⊂Q
|Gp(h)| = E(h). 
Lemma 2.3. Let Q be a convex compact subset of Rd , f (x) ∈ C(Q). For a vector e ∈ Rd\{0} and a real number t set
Qt = {x ∈ Q : e · x = t}, Th = {t ∈ R : Qt = ∅}.
Then the functions
g1(t) = max
x∈Qt
f (x), t ∈ Th and g2(t) = min
x∈Qt
f (x), t ∈ Th
are deﬁned and continuous on Th.
The proof of this lemma is not difﬁcult and can be obtained by the well-known elementary methods of mathematical
analysis.
Deﬁnition 2.4. A ﬁnite or inﬁnite path (p1,p2, . . .) is said to be extremal for a function u(x) ∈ C(Q) if u(pi ) =
(−1)i‖u‖, i = 1, 2, . . . or u(pi ) = (−1)i+1‖u‖, i = 1, 2, . . . .
Theorem 2.5. Let Q ⊂ Rd be a convex compact set with the property: for any path q = (q1,q2, . . . ,qn) ⊂ Q there
exist points qn+1,qn+2, . . . ,qn+s ∈ Q such that (q1,q2, . . . ,qn+s) is a closed path and s is not more than some
positive integer N0 independent of q. Then a necessary and sufﬁcient condition for a function g0 ∈ R(a,b) to be
extremal for the given function f (x) ∈ C(Q) is the existence of a closed or inﬁnite path l = (p1,p2, . . .) extremal for
the function f1(x) = f (x) − g0(x).
It should be remarked that the hypothesis on the convex compact set Q “for any path q = (q1,q2, . . . ,qn) ⊂ Q. . .
independent of q” strongly depends on the ﬁxed directions a and b. For example, in the familiar case of a square S ⊂ R2
there are many directions which are not allowed. If it is possible to reach a corner of the square with not more than
one of the two directions orthogonal to a and b, respectively (we do not differentiate between directions c and −c), the
triple (S, a,b) does not satisfy the hypothesis of the theorem. Here are simple examples: let S = [0; 1]2, a = (1; 0),
b = (1; 1). Then the ordered set {(0; 1), (1; 0), (1; 1)} is a path in S which cannot be made closed. In this case, (1; 1)
is not reached with the direction orthogonal to b. Let now a = (1; 12 ), b = (1; 1). Then the corner (1; 1) is reached
with none of the directions orthogonal to a and b, respectively. In this case, for any positive integer N0 and any point
q0 in S one can choose a point q1 ∈ S from a sufﬁciently small neighbourhood of the corner (1; 1) so that any path
containing q0 and q1 has the length more than N0. These examples and a little geometry show that if a compact convex
set Q ⊂ R2 satisﬁes the hypothesis of the theorem, then any point in the boundary of Q must be reached with each
of the two directions orthogonal to a and b, respectively. If Q ⊂ Rd , a,b ∈ Rd\{0}, d > 2, there are many directions
orthogonal to a and b. In this case, the hypothesis of the theorem requires that any point in the boundary of Q should
be reached with at least two directions orthogonal to a and b, respectively.
Proof (Necessity). Let g0 = g1,0(a · x) + g2,0(b · x) be an extremal element from R(a,b) to f. We must show that if
there is not a closed path extremal for f1, then there exists a path extremal for f1 with the inﬁnite length (number of
points). Suppose the contrary. Suppose that there exists a positive integer N such that the length of each path extremal
for f1 is not more than N. Set the following functions:
fn = fn−1 − g1,n−1 − g2,n−1, n = 2, 3, . . . ,
where
g1,n−1 = g1,n−1(a · x) = 12
⎛
⎝ max
y∈Q
a·y=a·x
fn−1(y) + min
y∈Q
a·y=a·x
fn−1(y)
⎞
⎠ ,
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g2,n−1 = g2,n−1(b · x) = 12
⎛
⎝ max
y∈Q
b·y=b·x
(fn−1(y) − g1,n−1(a · y)) + min
y∈Q
b·y=b·x
(fn−1(y) − g1,n−1(a · y))
⎞
⎠
.
By Lemma 2.3, all the functions fn(x), n=2, 3, . . . , are continuous on Q. By assumption g0 is a best approximation
to f. Hence ‖f1‖ = E(f ). Now we show that ‖f2‖ = E(f ). Indeed, for any x ∈ Q
f1(x) − g1,1(a · x) 12
⎛
⎝ max
y∈Q
a·y=a·x
f1(y) − min
y∈Q
a·y=a·x
f1(y)
⎞
⎠ E(f ) (2.6)
and
f1(x) − g1,1(a · x) 12
⎛
⎝ min
y∈Q
a·y=a·x
f1(y) − max
y∈Q
a·y=a·x
f1(y)
⎞
⎠  − E(f ). (2.7)
Using the deﬁnition of g2,1(b · x), for any x ∈ Q we have
f1(x) − g1,1(a · x) − g2,1(b · x) 12
⎛
⎝ max
y∈Q
b·y=b·x
(f1(y) − g1,1(a · y)) − min
y∈Q
b·y=b·x
(f1(y) − g1,1(a · y))
⎞
⎠
and
f1(x) − g1,1(a · x) − g2,1(b · x) 12
⎛
⎝ min
y∈Q
b·y=b·x
(f1(y) − g1,1(a · y)) − max
y∈Q
b·y=b·x
(f1(y) − g1,1(a · y))
⎞
⎠
.
Using (2.6) and (2.7) in the last two inequalities, we obtain that for any x ∈ Q
−E(f )f2(x) = f1(x) − g1,1(a · x) − g2,1(b · x)E(f ).
Therefore,
‖f2‖E(f ). (2.8)
Since f2(x) − f (x) belongs to R(a,b), we deduce from (2.8) that
‖f2‖ = E(f ).
By the same way, one can show that ‖f3‖ = E(f ), ‖f4‖ = E(f ), and so on. Thus, we can write
‖fn‖ = E(f ) for any n.
Let us now prove the implications
f1(p0)<E(f ) ⇒ f2(p0)<E(f ) (2.9)
and
f1(p0)> − E(f ) ⇒ f2(p0)> − E(f ), (2.10)
where p0 ∈ Q. First, we are going to prove the implication
f1(p0)<E(f ) ⇒ f1(p0) − g1,1(a · p0)<E(f ). (2.11)
There are two possible cases.
(1) max y∈Q
a·y=a·p0
f1(y) = E(f ) and min y∈Q
a·y=a·p0
f1(y) = −E(f ). In this case, g1,1(a · p0) = 0. Hence
f1(p0) − g1,1(a · p0)<E(f ).
110 V.E. Ismailov / Journal of Computational and Applied Mathematics 205 (2007) 105–115
(2) max y∈Q
a·y=a·p0
f1(y) = E(f ) − 1 and min y∈Q
a·y=a·p0
f1(y) = −E(f ) + 2,
where 1, 2 are nonnegative real numbers with the sum 1 + 2 = 0. In this case,
f1(p0) − g1,1(a · p0) max
y∈Q
a·y=a·p0
f1(y) − g1,1(a · p0) = 12
⎛
⎝ max
y∈Q
a·y=a·p0
f1(y) − min
y∈Q
a·y=a·p0
f1(y)
⎞
⎠
= E(f ) − 1 + 2
2
<E(f ).
Thus, we have proved (2.11). Using this method, we can also prove that
f1(p0) − g1,1(a · p0)<E(f ) ⇒ f1(p0) − g1,1(a · p0) − g2,1(b · p0)<E(f ). (2.12)
Now (2.9) follows from (2.11) and (2.12). By the same way, we can prove (2.10). It follows from implications (2.9)
and (2.10) that if f2(p0) = E(f ), then f1(p0) = E(f ) and if f2(p0) = −E(f ), then f1(p0) = −E(f ). This simply
means that each path extremal for f2 will be extremal for f1.
Now we show that if any path extremal for f1 has the length not more than N, then any path extremal for f2 has the
length not more than N − 1. Suppose the contrary. Suppose that there is a path extremal for f2 with the length equal to
N. Denote it by q = (q1,q2, . . . ,qN). Without loss of generality we may assume that b · qN−1 = b · qN . As it has been
shown above, the path q is also extremal for f1. Assume that f1(qN) = E(f ). Then there is not any q0 ∈ Q such that
q0 = qN , a · q0 = a · qN and f1(q0)= −E(f ). Indeed, if there was such q0 and q0 /∈ q, the path (q1,q2, . . . ,qN,q0)
would be extremal for f1. But this would contradict our assumption that any path extremal for f1 has the length not
more than N. Besides, if there was such q0 and q0 ∈ q, we could form some closed path extremal for f1. This also
would contradict our assumption that there does not exist a closed path extremal for f1.
Hence
max
y∈Q
a·y=a·qN
f1(y) = E(f ), min
y∈Q
a·y=a·qN
f1(y)> − E(f ).
Therefore,
|f1(qN) − g1,1(a · qN)|<E(f ).
From the last inequality it is easy to obtain that (see the proof of implications (2.9) and (2.10))
|f2(qN)|<E(f ).
This means, on the contrary to our assumption, that the path (q1,q2, . . . ,qN) cannot be extremal for f2. Hence any
path extremal for f2 has the length not more than N − 1.
By the same way, it can be shown that any path extremal for f3 has the length not more than N − 2, any path
extremal for f4 has the length not more than N − 3 and so on. Finally, we will obtain that there is not a path extremal
for fN+1. Hence there is not a point p0 ∈ Q such that |fN+1(p0)| = ‖fN+1‖. But by Lemma 2.3, all the functions
f2, f3, . . . , fN+1 are continuous on the compact set Q; hence the norm ‖fN+1‖ must be attained. This contradiction
means that there exists a path extremal for f1 with the inﬁnite length.
Sufﬁciency: Let a path l = (p1,p2, . . . ,p2n) be closed and extremal for f1. Then
|Gl(f )| = ‖f − g0‖. (2.13)
By Proposition 2.2,
|Gl(f )|E(f ). (2.14)
It follows from (2.13) and (2.14) that g0 is a best approximation.
Let now a path l= (p1,p2, . . . ,pn, . . .) be inﬁnite and extremal for f1. Consider the sequence ln = (p1,p2, . . . ,pn),
n = 1, 2, . . . , of ﬁnite paths. By the property of the set Q deﬁned in theorem’s statement, for each ln there exists
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a closed path lmnn = (p1,p2, . . . ,pn,qn+1, . . . ,qn+mn), where mnN0. Then for any positive integer n,
|Glmnn (f )| = |Glmnn (f − g0)|
n‖f − g0‖ + mn‖f − g0‖
n + mn = ‖f − g0‖ (2.15)
and
|Glmnn (f )|
n‖f − g0‖ − mn‖f − g0‖
n + mn =
n − mn
n + mn ‖f − g0‖. (2.16)
It follows from (2.15) and (2.16) that
sup
l
mn
n
|Glmnn (f )| = ‖f − g0‖. (2.17)
Now we deduce from (2.17) and Proposition 2.2 that
‖f − g0‖E(f ).
Hence g0 is a best approximation. 
It is well known that characterization theorems of this type are very essential in approximation theory. Chebyshev
was the ﬁrst to prove the like result for polynomial approximation. Havinson [16] characterized extremal elements in
the special case of the problem considered here. His case allows the approximation of a continuous bivariate function
f (x, y) by functions of the type (x) + (y). It should be noted that the techniques used in the proof of Theorem 2.5
are completely different from those used in [16].
3. Construction of an extremal element
In 1951, Diliberto and Straus [9] established a formula for the error in approximating bivariate functions by sums of
univariate functions. Their formula contains the supremum over all closed ordinary paths.Although the formula is valid
for all continuous functions, it is not easily calculable. Therefore, it does not give the desired effect if one is interested
in the precise value of the approximation error. After this general result some authors started to seek easily calculable
formulas for the approximation error by considering not the whole space, but some subsets of continuous functions
(see, for example, [2,16,31]). These subsets were chosen so that they could provide precise and easy computation of
the approximation error. Since the set of ridge functions contain univariate functions as its proper subset, one may ask
for explicit formulas for the error in approximating by sums of ridge functions.
In this section, we see how with the use of Theorem 2.5 it is possible to ﬁnd the error and an extremal element in
approximating a continuous function by sums of ridge functions. We restrict ourselves to R2. To make the problem
more precise, let be a compact set inR2, f (x1,x2) ∈ C(), a= (a1, a2),b= (b1, b2) be linearly independent vectors.
We want, in some conditions on f and , to establish a formula for an easy and direct computation of the error in
approximating from R(a,b).
Theorem 3.1. Let
= {x ∈ R2 : c1a · xd1, c2b · xd2},
where c1 <d1 and c2 <d2. Let a function f (x) ∈ C() have the continuous partial derivatives 2f/x21 ,
2f/x1x2, 2f/x22 and for any x ∈ 
2f
x1x2
(a1b2 + a2b1) − 
2f
x21
a2b2 − 
2f
x22
a1b10.
Then
E(f ) = 14 (f1(c1, c2) + f1(d1, d2) − f1(c1, d2) − f1(d1, c2)),
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where
f1(y1, y2) = f
(
y1b2 − y2a2
a1b2 − a2b1 ,
y2a1 − y1b1
a1b2 − a2b1
)
. (3.1)
Proof. Introduce the new variables
y1 = a1x1 + a2x2, y2 = b1x1 + b2x2. (3.2)
Since the vectors (a1, a2) and (b1, b2) are linearly independent, for any (y1, y2) ∈ Y , where Y = [c1, d1] × [c2, d2],
there exists only one solution (x1, x2) ∈  of the system (3.2). The coordinates of this solution are
x1 = y1b2 − y2a2
a1b2 − a2b1 , x2 =
y2a1 − y1b1
a1b2 − a2b1 . (3.3)
The linear transformation (3.3) transforms the function f (x1, x2) to the function f1(y1, y2). Consider the approxi-
mation of f1(y1, y2) from the set
Z= {z1(y1) + z2(y2) : zi ∈ C(R), i = 1, 2}.
It is easy to see that
E(f,R) = E(f1,Z). (3.4)
With each rectangle S = [u1, v1] × [u2, v2] ⊂ Y we associate the functional
L(h, S) = 14 (h(u1, u2) + h(v1, v2) − h(u1, v2) − h(v1, u2)), h ∈ C(Y ).
This functional has the following obvious properties:
(i) L(z, S) = 0 for any z ∈Z and S ⊂ Y .
(ii) For any point (y1, y2) ∈ Y , L(f1, Y ) =∑4i=1L(f1, Si), where S1 = [c1, y1] × [c2, y2], S2 = [y1, d1] × [y2, d2],
S3 = [c1, y1] × [y2, d2], S4 = [y1, d1] × [c2, y2].
By the conditions of the theorem, it is not difﬁcult to verify that
2f1
y1y2
0 for any (y1, y2) ∈ Y .
Integrating both sides of the last inequality over arbitrary rectangle S = [u1, v1] × [u2, v2] ⊂ Y , we obtain that
L(f1, S)0. (3.5)
Set the function
f2(y1, y2) = L(f1, S1) + L(f1, S2) − L(f1, S3) − L(f1, S4). (3.6)
It is not difﬁcult to verify that the function f1 − f2 belongs toZ. Hence
E(f1,Z) = E(f2,Z). (3.7)
Calculate the norm ‖f2‖. From the property (ii), it follows that
f2(y1, y2) = L(f1, Y ) − 2(L(f1, S3) + L(f1, S4))
and
f2(y1, y2) = 2(L(f1, S1) + L(f1, S2)) − L(f1, Y ).
From the last equalities and (3.5), we obtain that
|f2(y1, y2)|L(f1, Y ) for any (y1, y2) ∈ Y .
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On the other hand, one can check that
f2(c1, c2) = f2(d1, d2) = L(f1, Y ) (3.8)
and
f2(c1, d2) = f2(d1, c2) = −L(f1, Y ). (3.9)
Therefore,
‖f2‖ = L(f1, Y ). (3.10)
Note that the points (c1, c2), (c1, d2), (d1, d2), (d1, c2) in the given order forma closed pathwith respect to the directions
(0; 1) and (1; 0). We conclude from (3.8)–(3.10) that this path is extremal for f2. By Theorem 2.5, z0 = 0 is a best
approximation to f2. Hence
E(f2,Z) = L(f1, Y ). (3.11)
Now from (3.4), (3.7) and (3.11) we ﬁnally conclude that
E(f,R) = L(f1, Y ) = 14 (f1(c1, c2) + f1(d1, d2) − f1(c1, d2) − f1(d1, c2)),
which is the desired result. 
Theorem 3.2. Let all the conditions of the previous theorem hold and f1(y1, y2) is the function deﬁned in (3.1). Then
the function g0(y1, y2) = g1,0(y1) + g2,0(y2), where
g1,0(y1) = 12f1(y1, c2) + 12f1(y1, d2) − 14f1(c1, c2) − 14f1(d1, d2),
g2,0(y2) = 12f1(c1, y2) + 12f1(d1, y2) − 14f1(c1, d2) − 14f1(d1, c2)
and y1 = a1x1 + a2x2, y2 = b1x1 + b2x2, is a best approximation from the set R(a, b) to the function f.
Proof. It is not difﬁcult to verify that the function f2(y1, y2) deﬁned in (3.6) has the form
f2(y1, y2) = f1(y1, y2) − g1,0(y1) − g2,0(y2).
On the other hand, we know from the proof of Theorem 3.1 that
E(f1,Z) = ‖f2‖.
Therefore, the function g1,0(y1) + g2,0(y2) is a best approximation to f1. Then the function g1,0(a · x) + g2,0(b · x) is
an extremal element from R(a,b) to f (x). 
Remark. Rivlin and Sibner [31] and Babaev [2] proved Theorem 3.1 for the case in which a and b are the unit vectors.
Our proof of Theorem 3.1 is different, short and elementary. Moreover, it has turned out to be useful in constructing of
an extremal element (see the proof of Theorem 3.2).
4. Density and some problems
One may ask the following question: are there cases in which the setR(a,b) is dense in the space of all continuous
functions? Undoubtedly, a positive answer depends on the geometrical structure of compact sets over which all the
considered functions are deﬁned. This problem may be interesting in the theory of partial differential equations. Take,
for example, Eq. (1.1). A positive answer to the problem means that for any continuous function f there exist solutions
of the given equation uniformly converging to f.
It should be remarked that our problem is a special case of the problem considered by Marshall and O’Farrell. In
[23], they obtained necessary and sufﬁcient conditions for a sum A1 + A2 of two subalgebras to be dense in C(X),
where C(X) denotes the space of real-valued continuous functions on a compact Hausdorff space X. Understanding
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the great interest to the approximation by ridge functions, we like to describe Marshall and O’Farrell’s solution applied
to the problem considered in this section.
Let Q be a compact subset of Rd . The relation on Q, deﬁned by setting x ≈ y if x and y belong to some path in Q,
is an equivalence relation. The equivalence classes we call orbits.
Theorem 4.1. Let Q be a compact subset of Rd with all its orbits closed. Then R(a,b) is dense in C(Q) if and only
if Q contains no closed path with respect to the directions a and b.
The proof immediately follows from [23, Proposition 2].
Finally, we indicate the difﬁculties with the sum of more than two ridge functions. Consider the set
R(a1, . . . , ar ) =
{
r∑
i=1
gi(a
i · x), gi ∈ C(R), i = 1, . . . , r
}
,
where a1, . . . , ar are pairwise linearly independent vectors in Rd\{0}. Let r3. How can we deﬁne a path? Recall
that in the case when r = 2, a path is an ordered set of points (p1,p2, . . . ,pn) in Rd with edges pipi+1 in alternating
hyperplanes. The ﬁrst, the third, the ﬁfth,… hyperplanes (also the second, the fourth, the sixth,… hyperplanes) are
parallel. If not differentiate between parallel hyperplanes, the path (p1,p2, . . . ,pn) can be considered as a trace of
some point traveling in two alternating hyperplanes. In this case, if the point starts and stops at the same location (i.e.,
if pn = p1) and n is an odd number, then the path functional
G(f ) = 1
n − 1
n−1∑
i=1
(−1)i+1f (pi ),
annihilates each sum of ridge functions with the two ﬁxed directions. The picture becomes more complicated when the
number of directions more than two. The simple generalization of the above-mentioned arguments demands a point
traveling in three or more alternating hyperplanes. But in this case the appropriate generalization of the functional G
does not annihilate functions from R(a1, . . . , ar ).
There were several attempts to ﬁll this gap in the special case when r = d and a1, . . . , ar are the unit vectors.
Unfortunately, all these attempts failed (see, for example, the attempts in [9,14] and the refutations in [24,25]).
Although approximation techniques for the problems considered here are much less developed, there are some
interesting results for the set R(a1, . . . , ar ). For example, Lin and Pinkus [20] characterized R(a1, . . . , ar ), i.e., they
found means of determining if a continuous function f (deﬁned on Rd ) is of the form∑ri=1 gi(ai · x) for some given
a1, . . . , ar ∈ Rd\{0}, but unknown continuous g1, . . . , gr . Buhmann and Pinkus [5] solved the problem: assume we
know that a function f (x) is of the form
∑r
i=1gi(ai · x). How do we determine the functions gi?
At the end we want to draw the readers attention to the following problems. All these problems are general and not
solved by the methods introduced in the paper.
Let Q be a compact subset of Rd . Consider the approximation of a continuous function deﬁned on Q by functions
from R(a1, . . . , ar ). Let r3.
Problem 1. Characterize those functions from R(a1, . . . , ar ) that are extremal to a given continuous function.
Problem 2. Establish explicit formulas for the error in approximating from R(a1, . . . , ar ) and construct a best ap-
proximation.
Problem 3. Find necessary and sufﬁcient conditions for the set R(a1, . . . , ar ) to be dense in C(Q).
It should be remarked that in [23], Problem 3 was set up for the sum of r subalgebras of C(Q). Lin and Pinkus [20]
proved that the setR(a1, . . . , ar ) (r may be very large) is not dense in C(Rd) in the topology of uniform convergence
on compact subsets ofRd . That is, there are compact sets Q ⊂ Rd such thatR(a1, . . . , ar ) is not dense in C(Q). In the
case r = 2, Theorem 4.1 complements this result, by describing compact sets Q ⊂ R2, for which R(a1, a2) is dense
in C(Q).
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