Clustering methods classify patterns into clusters using the entire set of attributes of patterns in the similarity measurement. In plenty of cases, patterns are similar under a subset of attributes only. The class of methods that cluster patterns based on subsets of attributes is called biclustering.
1.

Introduction
Microarrays are measurements of expression levels for thousands of genes in various biological conditions. The raw data of a micro array experiment is an image which is then converted into a numeric matrix called gene expression matrix. In a gene expression matrix, rows describe genes and columns are conditions. In order to extract biological knowledge from micro array data, plenty of machine learning methods have been proposed and one of the most popular problems is grouping genes according to their similarities, namely clustering.
Clustering is a technique that uses the entire set of attributes of patterns to classify patterns into clusters such that patterns belonging to the same cluster are similar and patterns of different clusters are dissimilar. But in several cases, a set of patterns are similar only on a subset of attributes, so the clustering algorithms do not have a good 978-1-4799-4215-2/14/$31.00 ©2014 IEEE performance in such cases. In contrast, biclustering simultaneously clusters on both rows and columns of a data matrix. It has many applications to different fields such as text mining and information retrieval [3] , economic data analysis [4, 5] , biological data analysis [14, 16, 30] , etc. A survey of biclustering can be found in [1, 2] .
Several bicluster models have been proposed in the literature such as constant (values, rows, columns) model, additive model, multiplicative model, and linear model. For the constant model, all elements of a sub-matrix are a constant [6] [7] [8] . A fast divide-and-conquer approach [6] was used in the binary inclusion-maximal biclustering algorithm. Biclustering was considered as frequent itemset in DeBi [7] . QUBIC [8] solved the biclustering problem via finding a maximal and connected subgraph of weighted graph.
In the additive model, the values of a column are obtained by adding a constant value to other column [9, 10, 30] . In [9] , hierarchical clustering and evolutionary algorithm are combined. The fitness function of evolutionary computation was defined as fraction of number of found biclusters, size of bicluster and mean square residue [10] . In [30] , biclusters are exhaustively grown from seeds.
The multiplicative model means one column is a factor multiple of other columns [11] [12] [13] . In [11] , Genetic algorithm was combined with greedy local search. Expectation maximization was applied to find parameters of probabilistic model in FA BIA [12] . The objective function of SEBI [13] is the mean squared residue error.
In the linear model, the relationship between two columns is linear and it can be considered to be the general form of all the models mentioned above [14] . So far, the linear model has been the most sophisticated one and was used in the following algorithms [14] [15] [16] [17] , which proposed a geometric-based framework. Hough transform was applied directly to the high dimension feature spaces [14] . To tackle the high computation cost, Hough transform was performed in column-pair spaces using pairs of columns, and then various merging strategies are used to merge biclusters found in column spaces to fonn larger biclusters, such as hypergraph [15] , additive and multiplicative pattern plot [16] , and graph spectrum [17] .
In this paper, we introduce a novel hyperplane based algorithm that combines evolutionary computation and gradient descent optimization method to find linear coherent patterns of biclusters. We introduce the basic concept and the proposed algorithm in Section 2. In Section 3, we present some experiment results and comparative studies. Finally, we draw some conclusion in Section 4. 
2.1.
Genetic algorithms (GAs)
Genetic algorithms [20] are processes that mimic natural selection, evolution and adaptation of individuals in an environment. Consequently, the next generation is nonnally better than the previous one.
The scheme of genetic algorithms is that at the first step an initial population containing random individuals (solutions of problems) is created. Fitness value of each individual is then computed at the second step. At the third step, a new generation is created by using some operations such as reproduction, crossover, and mutation based on the fitness values. The second and third steps are looped until the criteria are satisfied. The criteria can be a maximum number of generations allowed to be run or an additional problem-specific success predicate which have to be satisfied. The solution of problem is the best-so-far individual (the best individual that ever appeared in any generation of the population).
In order to implement genetic algorithms, the following tenns need to be determined: 1) fitness function creates a value for each individual and this value is used to estimate how good an individual is. Nonnally, the fitness function is the objective of the problem. 2) Individual is solution candidate of the problem. This step defines how to represent an individual. 3) Control parameters such as population size, number of generations and probabilities of crossover, mutation and reproduction are also detennined.
Biclustering models
In the literature, several bicluster models have been proposed [1, 2] 
The proposed algorithm
Given an expression matrix, A (m x n), where rows represent genes and columns describe conditions; a sub-matrix (G, C) c;;; A where G and C are sets of genes (rows) and conditions (columns), respectively, is called a bicluster. The goal of our algorithm is to find biclusters which contain linear coherent patterns. The proposed algorithm is based on the general linear model. In other words, we consider the coherence between patterns of a sub-matrix (G, C) formulated as a hyperplane [14] where:
-U\, U2, ... , uICI' v E R and at least one of the Ui is nonzero.
-ICI is the cardinality of the column set C.
(1)
The set of all points (genes) x = (x\, X2, ... , XICI) T that satisfy the linear equation (1) is called a hyperplane of the space R I C I . In the illustration (Figure 2 ), all genes {x\, X2, X3, X4, X5} are on the same hyperplane whose equation is given by Cl = 0.5C2 -1.5C3 + 2C4 + 3C5 -C6' .,
,, 
----xs Figure 2 . Graphical representation of a bicluster containing patterns whose relationship is Cl = 0.5CZ-1.5C3+2c4+3cs-C6
Given the point (gene) a = (a b az, ... , a l q ) T and a hyperplane H = {x E Rlq : u T X = v}, the distance from a to H is given by
The proposed algorithm assumes that all genes of a bicluster (G, C) are on the same hyperplane (equation (1) hold) so the distances of genes in sub-matrix (G, C) to the hyperplane H must be zero. That is the perfect coherent patterns. In practice, we need to find the hyperplane that minimizes the total distances from the hyperplane to all genes. Therefore, the proposed algorithm for biclustering is stated as the following optimization problem: 
In order to solve the above optimization problem, we need to find sub-matrix (G, C) and parameters of hyperplane. This optimization problem is a mixture of discrete and continuous search spaces. Evolutionary computation is used to search for bicluster (G, C) because the search space is discrete and evolutionary computation is well suited for this task [20] . To find the parameters of the hyperplane, we used the steepest descent method [21] . Finally, the whole scheme of the proposed algorithm is shown in Figure 3 .
Step 1: Initialize a population of individuals which contain a set of biclusters (G, C).
Step 2: For each bicluster (G, C) of an individual, the steepest descent is used to obtain parameters of hyperplane via minimizing (3). The fitness value of each individual is computed using (5).
Step 3: Based on the fitness values, a new generation is created via reproduction, crossover and mutation operators.
Step 4: The 2n d and 3r d steps are iterated until maximum number of generation is achieved. The control parameters of evolutionary computation listed in Table I are chosen experimentally. The iteration of the steepest descent method is stopped if the number of iterations reaches one hundred thousand or there are no changes in fitness function values between two consecutive iterations (e.g. < le-12).
3.
Experiments
In order to assess the performance of the proposed algorithm, we performed experiments on simulated data and real gene expression data. The simulated data were randomly generated with the number of biclusters known in advance. Moreover, the comparisons were also done with the following biclustering methods: FA BIA [13] , ISA 2 [22] , xMOTIF [18] , Cheng-Church [23] , Spectral biclustering [19] , Plaid Model [24] .
Simulated data
One hundred independent datasets whose sizes are 200 rows by 40 columns were randomly created. For each dataset, there are four biclusters of general linear models and the number of rows and columns of biclusters were randomly selected within the ranges from 20 to 40 and between 7 and 15, respectively.
The Jaccard coefficient that is used to measure the similarity between two biclusters is given by (6) where G1 and G2 are two biclusters. The higher the Jaccard index, the better the performance of the algorithm.
The proposed algorithm and six other biclustering methods mentioned above were run on the 100 simulated datasets. The Jaccard indexes were computed from the results. Then, we computed the mean and standard deviation of the Jaccard index as listed in Table 2 . Based on the results in Table 2 , we see that the proposed algorithm gave the greatest mean and the smallest standard deviation. In other words, the proposed algorithm has the highest probability to find known biclusters and is the most stable method.
Biological data
We used gene expression dataset of diffuse large-B-cell lymphoma [25] in our validation. The diffuse large-B-cell lymphoma was used to predict the survival after chemotherapy and contains 180 samples of 661 genes.
In order to evaluate the bicluster results of the diffuse large-B-cell lymphoma, we verify them using Gene Ontology (GO) [26] and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway [27] . GO provides a dynamic, controlled vocabulary that can be applied to all eukaryotes and three ontologies are available: biological process, molecular function and cellular component [26] . Among the existing tools for GO and KEGG pathway, we selected GO-TermFinder [28] and Clue GO [29] .
All biclusters obtained from biclustering algorithms were enriched to three functional GO categories such as GO biological process (GO BP), GO molecular function (GO MF), GO cellular component (GO CC), and the KEGG pathway. The biclusters that are found by the proposed algorithm and six selected biclustering methods were emiched by three GO categories and KEGG pathway shown in Tables 3-7 . For this dataset, xMOTIF did not give any biclusters, and Cheng-Church considered whole database as a bicluster, while Spectral clustering and Plaid Mo . del gave only one bicluster that was not significantly emlched by three GO categories and KEGG pathway. Based on the results obtained from the simulated datasets and gene expression data (Tables 2-7) , the proposed algorithm has the best performance among the tested algorithms to find linear coherent biclusters and these biclusters are significantly emiched by three GO categories and KEGG pathway.
4.
Conclusions
In this paper, we have presented a novel algorithm that can search linear coherent patterns in a dataset. The algorithm used genetic algorithms to search sub-matrices (biclusters) and for each sub-matrix, the steepest descent method determines the parameters of the hyperplane that has the minimum total distances between points (genes) and the hyperplane. The performance of the proposed algorithm was evaluated using simulated datasets and one real world microarray dataset, and was compared to several existing biclustering algorithms. The obtained biclusters found using the proposed algorithm were found to be significantly enriched biologically using three GO categories and KEGG pathway.
