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RESUMO
Programas de computadores sa˜o muito utilizados para resoluc¸a˜o de problemas complexos
em engenharia. Atualmente, espera-se que um engenheiro saiba mais que apenas utiliza´-los,
sendo esta habilidade muito valorizada no mercado de trabalho. Tal habilidade possibilita que
profissionais consigam utilizar um maior conjunto de ferramentas para solucionar problemas. As
simulac¸o˜es computacionais, por exemplo, podem ser utilizadas como ferramenta de aquisic¸a˜o de
conhecimento, permitindo que um profissional ou um estudante crie, teste e valide suas hipo´teses.
As simulac¸o˜es tambe´m sa˜o utilizadas em pesquisas cientı´ficas como alternativa a experimentos
de difı´cil obtenc¸a˜o e na indu´stria para reduzir custos. Pore´m, uma simulac¸a˜o pode consumir mais
recursos do que os disponı´veis em um computador, tornando seu tempo de execuc¸a˜o invia´vel.
Uma forma barata de se obter mais desempenho e´ utilizando um cluster de computadores
comuns. Dessa forma, seria possı´vel utilizar os laborato´rios de informa´tica disponı´veis para
executa´-las. Entretanto, isso implicaria em conhecimentos aprofundados em computac¸a˜o paralela
e/ou distribuı´da por parte dos usua´rios, dificultado o desenvolvimento de aplicac¸o˜es. Com o
objetivo de minimizar o tempo de execuc¸a˜o de simulac¸o˜es complexas utilizando clusters e
permitir que usua´rios com poucos conhecimentos em programac¸a˜o paralela e/ou distribuı´da
possam utiliza´-lo, este trabalho apresenta uma soluc¸a˜o denominada “plataforma RedBlue”. Essa
plataforma recebe a aplicac¸a˜o do usua´rio e a executa nos no´s do cluster de forma automa´tica
e transparente para o mesmo. Para testar a plataforma desenvolvida foram realizados testes
com redes neurais artificiais e com um algoritmo gene´tico simples, ambos buscando descobrir a
melhor configurac¸a˜o de paraˆmetros para determinado problema. Utilizaram-se 60 ma´quinas de
um laborato´rio de informa´tica para testar a plataforma. Os resultados mostram que houve uma
reduc¸a˜o de ate´ 98% no tempo de execuc¸a˜o do experimento com redes neurais e 99,3% para o
experimento com o algoritmo gene´tico em comparac¸a˜o a execuc¸a˜o sequencial. Esses resultados
indicam que a plataforma e´ via´vel para utilizac¸a˜o em laborato´rios de informa´tica, possibilitando
uma reduc¸a˜o considera´vel no tempo de execuc¸a˜o de simulac¸o˜es complexas. A plataforma e´
aplica´vel a um nu´mero flexı´vel de computadores, ajustando-se a` capacidade dos laborato´rios.
Ale´m disso, pode ser utilizada como instrumento u´til ao ensino e pesquisa. Ressalta-se que
a utilizac¸a˜o de simulac¸o˜es computacionais para ensino e pesquisa contribui na˜o apenas para
a aprendizagem de conteu´dos, mas tambe´m para o surgimento de habilidades necessa´rias ao
mercado de trabalho do engenheiro.
Palavras-chave: Simulac¸o˜es computacionais. Cluster de computadores. Educac¸a˜o e pesquisa.
Programac¸a˜o paralela. Programac¸a˜o distribuı´da.

ABSTRACT
Computer programs are commonly used to solve complex engineering problems, and it is
expected from an engineer a more than hands-on experience in using these computer programs
with the ability to develop them using a wide range of tools. Computational simulations, for
instance, can be used as tools for knowledge acquisition allowing a professional or student
to create, test and validate their hypotheses. Such simulations are used at an academic setting
as an alternative to expensive experiments. However, a simulation can take more resources
than those available in a single computer machine, rendering long execution times. To create a
cluster of regular computers, such as the ones already available at computer labs, is a cheaper
alternative to improve such execution times. One major drawback of this approach is that the
user must be knowledgeable in parallel and distributed programming, which makes software
development harder. To overcome such constraints, this work presents a solution named ”RedBlue
platform”that receives and runs user’s applications over a computer cluster in an automatic,
transparent manner. To test the RedBlue platform, we performed a set of tests via artificial
neural networks and a simplified genetic algorithm, whose main purpose was to search for the
best-suited parameter configurations for the application problem at hand. To test the platform,
the experiments were run using 60 computer machines from a computer lab. This study has
identified a reduction in execution times of 98% for neural networks, and a reduction of 99,3%
for the genetic algorithm, and also shown that the platform is suited for real-world applications of
simulations at computer labs. Furthermore, the platform accepts a variable number of computers,
easily adaptable to different academic environments, such as research and training. Lastly, we
have noted that computational simulations not only contribute to research and learning, but also
to develop the required industry skills.
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1 INTRODUC¸A˜O
Uma pra´tica comum nas engenharias e´ a utilizac¸a˜o de programas de computador
(softwares) para resoluc¸a˜o de problemas complexos (TIWARI et al., 2015). O software permite
sistematizar e delimitar os pontos principais de um problema, tornando sua representac¸a˜o
mais simples. O pro´prio exercı´cio de modelagem contribui para uma melhor compreensa˜o do
problema. A identificac¸a˜o dos aspectos mais relevantes faz com que seja possı´vel desmembra´-los,
facilitando a ana´lise aprofundada em pontos especı´ficos. Por sua vez, o relacionamento entre as
partes permite identificar o fluxo da informac¸a˜o e as dependeˆncias entre processos.
A capacidade de um engenheiro analisar o problema sob a perspectiva de um cientista
da computac¸a˜o e´ uma caracterı´stica muito valorizada no mercado de trabalho (NEUBERT et al.,
2015). Neste, destaca-se o setor industrial, uma vez que a identificac¸a˜o, compreensa˜o e correc¸a˜o
das ineficieˆncias nos processos de produc¸a˜o podem gerar vantagens competitivas. Nesse contexto,
uma das principais ferramentas utilizadas nas engenharias sa˜o as simulac¸o˜es computacionais.
Uma simulac¸a˜o consiste na construc¸a˜o de um modelo computacional simplificado
pelo qual se pode aproximar um processo ou evento do mundo real. Esses modelos permitem a
explorac¸a˜o de situac¸o˜es fictı´cias ou de alto risco, como: a manipulac¸a˜o de substaˆncias perigosas;
experimentos muito caros ou de difı´cil obtenc¸a˜o; situac¸o˜es em que a periodicidade do evento
torna a coleta de dados difı´cil, como o crescimento de a´rvores (muito longa) ou uma reac¸a˜o
quı´mica (muito curta), entre outras (VALENTE, 1998). Na explorac¸a˜o da simulac¸a˜o o usua´rio
pode alterar o comportamento do sistema a partir da manipulac¸a˜o de paraˆmetros e varia´veis,
tornando possı´vel a ana´lise do processo em diferentes cena´rios (MONTEIRO et al., 2011).
Nas indu´strias em que se desenvolvem novas tecnologias, como a automobilı´stica,
aviac¸a˜o, quı´mica, entre outras, a simulac¸a˜o computacional e´ amplamente utilizada para reduzir
custos. Como exemplo, ao se projetar uma nova carroceria para um automo´vel, deseja-se
minimizar o arrasto aerodinaˆmico. Para isso, inu´meras simulac¸o˜es sa˜o realizadas em um
computador antes de se construir um proto´tipo fı´sico que sera´ testado em um tu´nel de vento
(WANG et al., 2017).
Em resposta a` necessidade do mercado de trabalho (SOUNDARAJAN, 1999),
grandes universidades comec¸aram a atualizar a metodologia de ensino e adequar o currı´culo
para que o aluno desenvolva essas competeˆncias durante o curso (KOLAR; SABATINI, 1996;
CROUCH; MAZUR, 2001; HALL et al., 2002). Busca-se na˜o somente transmitir conteu´dos,
mas ensinar ao aluno como estruturar seu raciocı´nio para, continuamente, buscar e absorver
novos conhecimentos. Atualmente, essas pra´ticas se encontram consolidadas em universidades
como o MIT (2017), Harvard (2017) e Cambridge (2017).
A utilizac¸a˜o de atividades pra´ticas permite ao aprendiz construir e reconstruir
seu esquema cognitivo baseado em suas pro´prias experieˆncias (DALGARNO; KENNEDY;
BENNETT, 2014). O aluno e´ submetido a problemas para os quais a soluc¸a˜o na˜o depende apenas
da aplicac¸a˜o direta de um conhecimento adquirido em aulas expositivas, mas da capacidade
de relacionar seus conhecimentos pre´vios aos rece´m adquiridos e formular hipo´teses. Nesse
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contexto, a simulac¸a˜o computacional serve como meio para que o aprendiz teste a validade das
suas hipo´teses, possibilitando que suas novas descobertas atualizem seu conhecimento pre´vio
(JONG, 2006; CARDOSO; DICKMAN, 2012). Segundo Martin e Slater (2012), como resultado
desses me´todos de ensino, sa˜o desenvolvidas habilidades em comunicac¸a˜o, trabalho em equipe e
resoluc¸a˜o de problemas que permitem ao aluno identificar quando e porque aplicar conceitos
teo´ricos com mais facilidade. Como consequeˆncia, forma-se um profissional com maior potencial
para responder positivamente a situac¸o˜es desafiadores, enquadrando-se ao perfil desejado pelo
mercado (LATTUCA; TERENZINI; VOLKWEIN, 2006).
Antes de ser aplicada na indu´stria e educac¸a˜o, a simulac¸a˜o computacional ja´
vinha sendo amplamente utilizada para realizac¸a˜o de pesquisa cientı´fica, principalmente como
alternativa a experimentos onerosos ou de difı´cil obtenc¸a˜o (GRECA; SEOANE; ARRIASSECQ,
2014). Normalmente essas simulac¸o˜es envolvem uma se´rie de ca´lculos complexos que, muitas
vezes, possuem elevado custo computacional. Apesar do desenvolvimento expressivo dos
computadores pessoais, seus recursos podem ser insuficientes para execuc¸a˜o de simulac¸o˜es
complexas em tempo aceita´vel.
Uma soluc¸a˜o para esse problema seria a utilizac¸a˜o de equipamentos mais robustos,
como supercomputadores. No entanto, ale´m do elevado custo de aquisic¸a˜o, esse tipo de
equipamento exige um alto investimento em infraestrutura, uma vez que necessitam de um
controle rigoroso de temperatura e alimentac¸a˜o ele´trica dedicada (GHOLKAR; MUELLER;
ROUNTREE, 2016). Ale´m do investimento inicial, seu alto custo de operac¸a˜o, principalmente
pelo elevado consumo de energia ele´trica, e sua vida u´til de apenas 5 anos (GHOLKAR;
MUELLER; ROUNTREE, 2016) o torna uma soluc¸a˜o restrita a grandes centros de pesquisa.
Recentemente noticiou-se a dificuldade do INPE (Instituto Nacional de Pesquisas Espaciais)
em manter seu supercomputador, Tupa˜, em operac¸a˜o devido ao alto custo da energia ele´trica e
problemas com renovac¸a˜o do contrato de garantia. Isso ocorreu devido aos cortes de investimento
por parte do governo federal brasileiro (Bom dia Brasil, 2017). Algo similar aconteceu no LNCC
(Laborato´rio Nacional de Computac¸a˜o Cientı´fica), que restringiu o acesso ao supercomputador
Santos Dummont para diminuir gastos, visto que somente a conta de energia ele´trica, cerca de
quinhentos mil reais, consumia 80% do orc¸amento destinado ao LNCC (Folha de Sa˜o Paulo,
2016).
Atualmente, de acordo com a lista elaborada pela TOP500 Team (2017), cerca de
86,4% dos 500 supercomputadores mais poderosos do mundo sa˜o implementados sob a forma
de clusters. Um cluster de computadores e´ um sistema distribuı´do formado por um conjunto de
computadores interligados por uma rede de alta velocidade com objetivo de processar tarefas de
modo colaborativo. Embora os grandes centros de pesquisa utilizem servidores especialmente
construı´dos para fins cientı´ficos, e´ possı´vel implementar um cluster utilizando computadores
comuns (QUINN, 2004; DATTI; UMAR; GALADANCI, 2015; SETIAWAN; MURDYANTORO,
2016).
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No entanto, clusters possuem peculiaridades quanto a` estrutura dos programas
executados devido ao ambiente distribuı´do em va´rios computadores, necessitando de
conhecimentos mais aprofundados em programac¸a˜o paralela e distribuı´da. Normalmente
utiliza-se um sistema operacional de uso geral, como alguma distribuic¸a˜o Linux, em conjunto
com uma interface de programac¸a˜o paralela, comumente MPI (Message Passing Interface), para
comunicac¸a˜o e sincronizac¸a˜o entre aplicac¸o˜es remotas.
Uma alternativa a` programac¸a˜o distribuı´da seria a utilizac¸a˜o de um sistema que
ocultasse a natureza distribuı´da do cluster, apresentando-se ao usua´rio como um sistema
unificado composto por recursos de mu´ltiplos computadores. Um sistema de imagem u´nica (SSI
- Single System Image) poderia ser utilizado para esta finalidade. Como exemplos de softwares
livres desse tipo, teˆm-se: OpenMosix, OpenSSI e Kerrighed (LOTTIAUX et al., 2005). No
entanto, todos esses foram desenvolvidos utilizando-se modificac¸o˜es de rotinas de baixo nı´vel no
kernel do sistema operacional, tornando-os dependentes das verso˜es do kernel em que foram
implementados. Como consequeˆncia, esses projetos na˜o da˜o suporte aos sistemas operacionais
atuais, que utilizam verso˜es mais novas do kernel.
Em instituic¸o˜es de ensino e pesquisa, e´ comum que existam laborato´rios de
informa´tica com va´rias ma´quinas interligadas em rede e que podem ficar ociosos em parte
do tempo. Dessa forma, essas instituic¸o˜es poderiam utilizar seus laborato´rios de informa´tica
como clusters para execuc¸a˜o de simulac¸o˜es computacionais.
Com o objetivo de facilitar o uso de simulac¸o˜es computacionais utilizando ma´quinas
comuns, este trabalho apresenta uma nova plataforma para implementac¸a˜o de clusters: o cluster
RedBlue. Este utiliza uma a´rvore de sincronizac¸a˜o de tarefas onde os no´s sa˜o representados pelas
cores vermelha e azul, o que motivou o nome da plataforma. Ale´m disso, ela foi desenvolvida na
linguagem Ruby, que possui acroˆnimo Rb, as mesmas iniciais de red e blue.
O RedBlue permite combinar o poder computacional dos laborato´rios de informa´tica
existentes, ao mesmo tempo que dispensa conhecimentos em computac¸a˜o distribuı´da por parte
dos usua´rios. Para ser utilizada, o usua´rio precisara´ saber apenas os me´todos para leitura e escrita
pelo terminal e manipulac¸a˜o de strings. A ferramenta possibilita que se desenvolvam aplicac¸o˜es
utilizando diversas linguagens de programac¸a˜o, ampliando assim o pu´blico usua´rio.
Dessa forma, espera-se que a plataforma contribua para a aplicac¸a˜o da simulac¸a˜o
computacional no ensino e na pesquisa, fomentando o desenvolvimento de habilidades
necessa´rias ao engenheiro moderno. Ao mesmo tempo, espera-se prepara´-los para utilizar todo o




Nesta sec¸a˜o sa˜o apresentados os objetivos gerais e especı´ficos deste trabalho.
1.1.1 Objetivo Geral
Este trabalho tem por objetivo apresentar uma plataforma que facilite a construc¸a˜o
e utilizac¸a˜o de clusters em laborato´rios de informa´tica para execuc¸a˜o de simulac¸o˜es
computacionais.
1.1.2 Objetivos Especı´ficos
Os objetivos especı´ficos deste trabalho sa˜o:
1. Ampliar o acesso a plataformas de alto desempenho a usua´rios com conhecimentos ba´sicos
em programac¸a˜o;
2. Reduzir a complexidade do desenvolvimento de software em ambientes paralelos e
distribuı´dos;
3. Reduzir o tempo de execuc¸a˜o das simulac¸o˜es computacionais;
4. Incentivar a adoc¸a˜o da simulac¸a˜o computacional como ferramenta de ensino e pesquisa;
5. Diminuir a ociosidade de laborato´rios de informa´tica.
1.2 Contribuic¸o˜es
Neste trabalho e´ apresentada uma plataforma para desenvolvimento e execuc¸a˜o de
aplicac¸o˜es distribuı´das sobre cluster de computadores utilizando laborato´rios de informa´tica.
Essa foi desenvolvida tendo em mente as necessidades e restric¸o˜es da utilizac¸a˜o de simulac¸o˜es
computacionais como ferramenta de pesquisa e ensino em engenharias. Ela permite reduzir a
complexidade do desenvolvimento de simulac¸o˜es computacionais, ale´m de reduzir seu tempo de
execuc¸a˜o. Tambe´m na˜o e´ necessa´rio instalar programas nos computadores dos laborato´rios para
utiliza´-los como cluster, uma vez que o sistema operacional e suas dependeˆncias sa˜o fornecidos
pela rede. Dessa forma, e´ possı´vel habilitar o modo cluster apenas quando necessa´rio, deixando
o laborato´rio disponı´vel para outras atividades.
Para isso, diferentemente da abordagem tradicional, a plataforma faz uma separac¸a˜o
clara entre as regras de nego´cio da aplicac¸a˜o cliente e rotinas administrativas de um cluster. Isso
foi possı´vel atrave´s do desenvolvimento de uma arquitetura em camadas com responsabilidades
bem definidas. Assim e´ possı´vel escrever aplicac¸o˜es em diferentes linguagens de programac¸a˜o,
ale´m de esconder detalhes de implementac¸a˜o do cluster para o usua´rio. A interac¸a˜o entre usua´rio,
cluster e aplicac¸a˜o cliente e´ feita em alto nı´vel por meio de uma interface em formato JSON
e um pequeno conjunto de chaves reservadas utilizadas para controle do cluster. Esses dados
sa˜o utilizados para construc¸a˜o da a´rvore de tarefas, uma estrutura que controla a ordem relativa
de execuc¸a˜o entre trechos paralelos e sequenciais e o fluxo de dados entre as tarefas. A partir
dessa a´rvore se obteˆm tarefas aptas a execuc¸a˜o que sa˜o submetidas a uma lista de computadores
disponı´veis mantida pelo cluster. A separac¸a˜o desses mecanismos permite que o cluster se adapte
a qualquer quantidade de computadores automaticamente.
Essas caracterı´sticas foram pensadas para simplificar o desenvolvimento de
simulac¸o˜es computacionais aplicadas a clusters de computadores. Ao longo deste trabalho
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os mecanismos que possibilitaram que a plataforma incorporasse tais caracterı´sticas sera˜o
descritos com mais detalhes. Dessa forma, ale´m da utilizac¸a˜o da plataforma em instituic¸o˜es de
pesquisa e ensino, almeja-se que as ideias expostas neste trabalho possam ser utilizadas para
melhoramento de outras iniciativas na a´rea.
1.3 Organizac¸a˜o do Texto
Este trabalho esta´ organizado em 6 sec¸o˜es. A Sec¸a˜o 1 introduz o tema simulac¸o˜es
computacionais e seu relacionamento com a indu´stria, pesquisa e ensino. Sa˜o abordadas
algumas barreiras quanto a` sua utilizac¸a˜o devido a necessidade de desempenho computacional
e complexidade de desenvolvimento de aplicac¸o˜es. Sa˜o apresentadas algumas soluc¸o˜es para
esses problemas. A Sec¸a˜o 2 apresenta conceitos ba´sicos sobre simulac¸o˜es computacionais, suas
aplicac¸o˜es, vantagens e desvantagens. Ale´m disso, apresenta conceitos e definic¸o˜es relacionadas
a computac¸a˜o de alto desempenho utilizando clusters. Sa˜o abordadas algumas caracterı´sticas
de mecanismos importantes de sistemas Linux, como gesta˜o e intercomunicac¸a˜o de processos,
necessa´rios para a construc¸a˜o de um cluster de computadores. A Sec¸a˜o 3 apresenta a arquitetura
da plataforma RedBlue e descreve os mecanismos de comunicac¸a˜o, estrutura de controle,
distribuic¸a˜o de tarefas e gesta˜o de computadores. Nessa sec¸a˜o tambe´m sa˜o listados os recursos de
software e hardware utilizados para o desenvolvimento da plataforma. A Sec¸a˜o 4 descreve
os experimentos utilizados para testar a plataforma, as condic¸o˜es em que os testes foram
realizados e os resultados obtidos. A Sec¸a˜o 5 discute os resultados obtidos e sua relac¸a˜o com a
arquitetura desenvolvida. Apresenta explicac¸o˜es adicionais sobre o desenvolvimento dos testes
e cita vantagens e limitac¸o˜es da plataforma. A Sec¸a˜o 6 apresenta as considerac¸o˜es finais e as
propostas de trabalhos futuros.
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2 REVISA˜O DA LITERATURA
Esta sec¸a˜o cobre os conceitos teo´ricos necessa´rios para o entendimento deste trabalho.
Sa˜o abordados os seguintes assuntos: simulac¸a˜o computacional e suas aplicac¸o˜es; sistemas
distribuı´dos; me´tricas de desempenho; escalonamento de processos; te´cnicas de intercomunicac¸a˜o
entre processos; e serializac¸a˜o de dados.
2.1 Simulac¸a˜o Computacional
Simulac¸a˜o computacional e´ uma metodologia poderosa para projetar e analisar
sistemas complexos. A simulac¸a˜o busca representar as caracterı´sticas dinaˆmicas de um sistema
real por meio de um modelo computacional (ROBINSON, 2004).
Na literatura encontram-se va´rias definic¸o˜es para simulac¸a˜o computacional. Por
exemplo, “o uso do computador para imitar as operac¸o˜es de um processo do mundo real,
considerando os relacionamentos lo´gicos, estatı´sticos ou matema´ticos desenvolvidos em um
modelo” (MCHANEY, 2009, traduc¸a˜o nossa). Outros autores levam em considerac¸a˜o a
simplificac¸a˜o da realidade, a variabilidade do sistema e o propo´sito da simulac¸a˜o, definindo-a
como: “experimentac¸a˜o em um computador da imitac¸a˜o simplificada de um sistema, bem como
seu progresso atrave´s do tempo, com propo´sito de melhor entender e/ou melhorar o sistema”
(ROBINSON, 2004, traduc¸a˜o nossa).
Ambas as definic¸o˜es utilizam os termos modelo e sistema, indicando que o modelo e´
uma imitac¸a˜o do sistema, que por sua vez e´ o objeto de estudo. Logo, faz-se necessa´rio definir
esses termos. Singh (2009) define sistema como uma colec¸a˜o de entidades inter-relacionadas
que atuam de forma colaborativa por algum propo´sito. Alguns exemplos de sistema sa˜o: uma
ce´lula, um a´tomo, uma gala´xia, uma universidade, um avia˜o, entre outros (VELTEN, 2009;
SINGH, 2009). Singh (2009) define modelo como uma abstrac¸a˜o do sistema (fı´sica, matema´tica
ou computacional) que possui as propriedades e func¸o˜es do sistema em que se baseia.
Os resultados de uma simulac¸a˜o podem ser manipulados atrave´s da variac¸a˜o de um
conjunto de paraˆmetros de entrada. A variac¸a˜o controlada dos paraˆmetros de entrada um por
vez, por exemplo, permite mapear o impacto do paraˆmetro no resultado obtido pela simulac¸a˜o
(MCHANEY, 2009). Isso e´ u´til para entender a dinaˆmica do sistema e identificar quais paraˆmetros
mais influenciam a simulac¸a˜o. Em alguns casos, paraˆmetros com pouca influeˆncia sobre a
simulac¸a˜o podem ser descartados a fim de simplificar o modelo computacional (VELTEN,
2009). Normalmente os resultados da simulac¸a˜o sa˜o interpretados por meio de algum tratamento
matema´tico ou estatı´stico, como acontece com outros tipos de experimentos (MCHANEY, 2009).
As informac¸o˜es obtidas apo´s a interpretac¸a˜o sa˜o utilizadas para estimar as caracterı´sticas do
sistema, possibilitando refinar o modelo computacional.
O processo de desenvolvimento de uma simulac¸a˜o computacional pode ser dividido
em algumas etapas (VELTEN, 2009):
1. Definic¸o˜es - Definic¸a˜o do problema a ser resolvido e as questo˜es a serem respondidas.
Definic¸a˜o de qual sera´ o sistema em que o modelo se baseara´.
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2. Ana´lise do Sistema - Identificac¸a˜o das partes relevantes do sistema para resoluc¸a˜o do
problema ou questa˜o proposta. Normalmente essa fase consume muito tempo. Envolve
pesquisa, revisa˜o da literatura, consultorias entre outros meios de levantamento de dados
sobre o sistema em estudo.
3. Modelagem - Desenvolvimento do modelo do sistema baseado nos resultados obtidos na
fase de ana´lise. Envolve a identificac¸a˜o do software adequado ou desenvolvimento de um
pro´prio.
4. Simulac¸a˜o - Aplicac¸a˜o do modelo ao problema ou questa˜o. Levantamento de estrate´gias
que resolvam o problema ou respondam a questa˜o.
5. Validac¸a˜o - Ana´lise sobre as respostas obtidas. Comparac¸a˜o dos resultados com os dados
obtidos na fase de ana´lise. A informac¸a˜o e´ confia´vel? Se aplica ao sistema real (caso
exista)? Quais sa˜o as limitac¸o˜es?
Essas etapas podem ser aplicadas ciclicamente quando se verifica falhas ou
necessidades de aprimoramento no modelo proposto. Por exemplo, quando na fase de validac¸a˜o
se conclui que o modelo na˜o e´ adequado. Nesse caso todas as fases sera˜o refeitas (VELTEN,
2009).
A dificuldade dos problemas tratados na cieˆncia e engenharia e´ tipicamente originada
da complexidade dos sistemas considerados. Nesse cena´rio, os modelos computacionais sa˜o uma
ferramenta adequada para quebrar essa complexidade e tornar o problema trata´vel (VELTEN,
2009). O Quadro 1 elenca algumas situac¸o˜es em que a simulac¸a˜o computacional e´ adequada
segundo McHaney (2009).
A seguir sera˜o apresentados: um breve histo´rico sobre o surgimento da simulac¸a˜o
computacional; algumas aplicac¸o˜es na indu´stria; aplicac¸o˜es na pesquisa; um apanhado sobre a
utilizac¸a˜o de simulac¸o˜es computacionais como ferramenta de aprendizagem; e as vantagens e
desvantagens da simulac¸a˜o computacional.
2.1.1 Breve histo´rico
Os primeiros esforc¸os para desenvolvimento de simulac¸o˜es remetem a Segunda
Guerra Mundial. Nesse perı´odo, Jon von Neumann e Stanishlaw Ulam desenvolveram a te´cnica
de simulac¸a˜o Monte Carlo, que ajudou na compreensa˜o e no desenvolvimento da bomba atoˆmica
(MCHANEY, 2009). Na mesma e´poca o exe´rcito do EUA buscava uma forma de acelerar os
ca´lculos dos aˆngulos de disparo de sua artilharia. Essa tarefa foi assumida pela Escola Moore
de Engenharia Ele´trica na Universidade da Pensilvaˆnia, acarretando a construc¸a˜o do primeiro
computador eletroˆnico, o ENIAC (ROJAS; HASHAGEN, 2001), terminado em 1946. Essa
primeira versa˜o possuı´a uma forma de programac¸a˜o rudimentar, interconexa˜o de unidades
pre´-programadas via cabos para resoluc¸a˜o de um problema especı´fico e configurac¸a˜o dos va´rios
seletores de cada unidade, o que limitava sua flexibilidade (HAIGH; PRIESTLEY; ROPE, 2014a).
No entanto, esse computador permanecia sendo o mais poderoso da e´poca, raza˜o pelo qual ele
foi remodelado. A modificac¸a˜o foi finalizada em 1948, incorporando avanc¸os na arquitetura
de computadores do perı´odo (NEUMANN, 1945), tornando o ENIAC o primeiro computador
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Quadro 1: Situac¸o˜es adequadas a` simulac¸a˜o computacional
Situac¸a˜o Exemplos
O sistema real ainda na˜o existe e construir um
proto´tipo e´ muito caro, consome muito tempo
ou e´ perigoso.
Aeronave, Sistema de Produc¸a˜o, Reator
nuclear.
E´ impossı´vel construir o sistema. Economia Nacional, Sistema Biolo´gico
O sistema real existe, mas fazer experieˆncias
com ele e´ muito caro, perigoso ou prejudicial
ao pro´prio sistema.
Proposta de mudanc¸as em: Linha de montagem,
Unidade Militar, Sistema de Transporte
Pu´blico, Sistema de Esteiras (aeroporto).
E´ necessa´rio fazer previso˜es para analisar um
perı´odo longo de tempo em um pequeno tempo
de estudo.
Crescimento populacional, Propagac¸a˜o do
fogo em florestas, Estudos de Urbanizac¸a˜o,
Propagac¸a˜o de Epidemias
A modelagem matema´tica na˜o tem uma
soluc¸a˜o analı´tica ou nume´rica pra´tica.
Problemas Estoca´sticos, Equac¸o˜es Diferenciais
Na˜o-Lineares.
Fonte: McHaney (2009). Adaptado.
com suporte ao “paradigma moderno de programac¸a˜o”. Esse termo descreve o mecanismo de
controle dos computadores modernos, incluindo a execuc¸a˜o automa´tica de programas alocados
em memo´ria enderec¸a´vel e instruc¸o˜es de ma´quina com argumentos (HAIGH; PRIESTLEY;
ROPE, 2014c). Em abril e maio daquele mesmo ano aconteceram as primeiras simulac¸o˜es Monte
Carlo computadorizadas da histo´ria. Simulou-se a cadeia de reac¸o˜es das partı´culas atoˆmicas
envolvidas durante uma explosa˜o nuclear. Essa tambe´m foi a primeira vez que um programa
escrito sobre o novo paradigma foi executado em um computador (HAIGH; PRIESTLEY; ROPE,
2014b).
Segundo McHaney (2009), outros acontecimentos importantes para evoluc¸a˜o da
simulac¸a˜o computacional foram:
• surgimento de novas linguagens de uso geral (assembly e FORTRAN) e algumas
concebidas para criac¸a˜o de simulac¸o˜es, como GPSS (General Purpose Simulation System),
SIMSCRIPT, SIMULA, GASP, SLAM e SIMAN, entre outras;
• documentac¸a˜o e publicac¸a˜o das te´cnicas utilizadas nos experimentos computacionais;
• estabelecimento de workshops e confereˆncias para compartilhar as descobertas na a´rea da
simulac¸a˜o computacional (Winter Simulation Conference);
• advento dos computadores pessoais;
• expansa˜o das linhas de softwares especializados para simulac¸a˜o, como pacotes de
animac¸a˜o, ferramentas para desenvolvimento e melhoria das linguagens de simulac¸a˜o
existentes.
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• criac¸a˜o de softwares para simulac¸a˜o com interface gra´fica;
• surgimento de modelos baseados em agentes, o que demonstrou que e´ possı´vel derivar um
comportamento global complexo por meio de interac¸o˜es locais simples.
Atualmente a simulac¸a˜o computacional e´ indispensa´vel no estudo de a´reas como:
astrofı´sica, fı´sica das partı´culas, cieˆncia dos materiais, engenharia, mecaˆnica dos fluidos, estudo
do clima, biologia evoluciona´ria, ecologia, economia, teoria da decisa˜o, medicina, entre outros
(WINSBERG, 2015).
2.1.2 Simulac¸a˜o computacional na indu´stria
A simulac¸a˜o computacional e´ uma ferramenta extremamente importante para a
indu´stria. Ela permite projetar e testar produtos, equipamentos e ate´ processos do sistema
produtivo antes que esses sejam implementados (NEGAHBAN; SMITH, 2014). Dessa forma
e´ possı´vel identificar muito dos problemas com antecedeˆncia, diminuindo o retrabalho e
consequentemente reduzindo custos. Por essa e outras razo˜es apresentadas anteriormente, a
simulac¸a˜o computacional e´ utilizada em va´rios setores da indu´stria.
Na indu´stria automobilı´stica a simulac¸a˜o computacional e´ usada para antever o
arrasto aerodinaˆmico de veı´culos antes da fabricac¸a˜o de um proto´tipo (JANSSON; HOFFMAN;
NAZAROV, 2011). O arrasto aerodinaˆmico tem impacto direto no design dos veı´culos, uma vez
que possui forte influeˆncia sobre o consumo de combustı´vel. A indu´stria automobilı´stica tambe´m
utiliza simulac¸o˜es computacionais para estudar os danos causados por coliso˜es, os testes de
impacto (crash test) (BOHN et al., 2013). Sa˜o realizadas simulac¸o˜es de impactos em diferentes
aˆngulos e velocidades. Esses dados sa˜o utilizados para medir a deformac¸a˜o do veı´culo e as forc¸as
que agem sobre os passageiros durante o impacto, tornado possı´vel a construc¸a˜o de carros mais
seguros. Em ambos os casos, a simulac¸a˜o reduz o nu´mero de proto´tipos necessa´rios para os
testes, barateando o processo produtivo.
A indu´stria naval tambe´m faz intenso uso da simulac¸a˜o computacional,
principalmente aplicadas a dinaˆmica dos fluidos (CFD - Computational Fluid Dynamics) (STERN
et al., 2013). Os navios sa˜o projetados utilizando modelagem baseada em simulac¸a˜o (SBD -
Simulation-Based Design). Esse tipo de software permite avaliar o desempenho hidrodinaˆmico
do modelo baseado em um conjunto de restric¸o˜es pre´-definidas. Assim e´ possı´vel comparar
quantitativamente duas opc¸o˜es de design durante a fase de projeto. Essa metodologia permitiu
reduzir o nu´mero de proto´tipos necessa´rios, sendo esses utilizados apenas nas fases finais
do projeto. A simulac¸a˜o computacional permite estudar o efeito das ondas sobre o casco da
embarcac¸a˜o em diferentes situac¸o˜es, tornando via´vel construir navios mais esta´veis mesmo sobre
condic¸o˜es de turbuleˆncia.
A indu´stria da construc¸a˜o civil utiliza simulac¸o˜es computacionais para estudar a
interac¸a˜o entre pessoas e edificac¸o˜es (TANG; REN, 2008). Por exemplo, em ambientes com
grande concentrac¸a˜o de pessoas, como uma estac¸a˜o de metroˆ ou um esta´dio de futebol, a
localizac¸a˜o e quantidade de saı´das e´ um item fundamental para evacuac¸a˜o em caso de cata´strofes.
Um tipo de simulac¸a˜o computacional chamada simulac¸a˜o baseada em agentes e´ utilizada nesses
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casos para modelar o comportamento do ser humano. Os agentes, no caso pessoas virtuais, sa˜o
capazes de tomar deciso˜es, as vezes ruins ou aleato´rias. Essas ac¸o˜es se assemelham as deciso˜es
tomadas por pessoas em situac¸o˜es de paˆnico, como as causadas pelo medo das chamas ou pela
perda de visibilidade em um inceˆndio. Assim, os projetistas podem simular incidentes e medir os
danos causados as pessoas e edificac¸o˜es sem o risco de causar ferimentos, o que poderia ocorrer
em uma simulac¸a˜o com pessoas reais. Essas informac¸o˜es sa˜o utilizadas para melhorar o projeto,
reduzindo constric¸o˜es para acelerar a evacuac¸a˜o em casos de emergeˆncia.
A indu´stria de microprocessadores faz uso de simulac¸o˜es computacionais para obter
a melhor configurac¸a˜o da localizac¸a˜o dos componentes eletroˆnicos em pastilhas minu´sculas
(CHEN et al., 2013). A arquitetura deve levar em considerac¸a˜o restric¸o˜es de desempenho,
consumo de energia, temperatura e confiabilidade, chamadas Design Space Exploration (DSE).
A` medida que novos componentes sa˜o adicionados o nu´mero de ligac¸o˜es entre esses cresce,
tornando o projeto mais complexo. Nesse contexto, a simulac¸a˜o computacional e´ utilizada para
avaliar a qualidade do projeto para cada configurac¸a˜o desenvolvida.
A simulac¸a˜o computacional esta´ presente em va´rias outras indu´strias e nessas e´
aplicada em diferentes fases do processo produtivo (MOURTZIS; DOUKAS; BERNIDAKI,
2014). Os exemplos citados sa˜o apenas uma pequena amostra da utilizac¸a˜o dessa ferramenta na
indu´stria.
2.1.3 Simulac¸a˜o computacional na pesquisa
Atualmente as pesquisas cientı´ficas fazem uso extenso de computadores. Muito
disso se deve a` complexidade envolvida nas pesquisas. Os problemas tratados possuem
uma enorme quantidade de fatores que influenciam o comportamento do sistema em estudo.
Consequentemente, a interac¸a˜o entre esses fatores pode gerar um conjunto de relacionamentos
muito grande, tornando-o trata´vel apenas computacionalmente. Nesse cena´rio, a modelagem e
simulac¸a˜o computacional e´ utilizada como ferramenta para ana´lise e simplificac¸a˜o de sistemas
extremamente complexos. A seguir sa˜o apresentados treˆs exemplos de utilizac¸a˜o de simulac¸o˜es
computacionais na pesquisa.
A meteorologia e´ uma das cieˆncias que faz extenso uso de simulac¸o˜es
computacionais. Os cientistas utilizam modelos atmosfe´ricos para estudar fenoˆmenos naturais,
como a formac¸a˜o de furaco˜es, e para prever as condic¸o˜es clima´ticas baseados no estados
anteriores da atmosfera. Pelo menos treˆs razo˜es para a necessidade de se utilizar simulac¸o˜es
computacionais para estudar fenoˆmenos meteorolo´gicos podem ser apontadas (PARKER, 2014):
impossibilidade de repetic¸a˜o do evento; dificuldade para coleta de dados; e a grande quantidade de
ca´lculos envolvidos na ana´lise. Dessa forma, em muitos casos, e´ preferı´vel realizar experimentos
clima´ticos em um laborato´rio. Assim e´ possı´vel controlar as varia´veis que influenciam o estudo,
repeti-lo va´rias vezes com diferente modelos e utilizar ferramentas de visualizac¸a˜o sofisticadas
para observar com mais detalhes o item de interesse.
O estudo das mole´culas tambe´m utiliza simulac¸o˜es computacionais. Um sistema
de mole´culas pode ser formado por milhares de a´tomos que se movem em grande velocidade,
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tornando difı´cil prever sua localizac¸a˜o. Um tipo de simulac¸a˜o chamada Dinaˆmica Molecular e´
usada para investigar a estrutura das mole´culas e as relac¸o˜es microsco´picas entre essas (ALLEN,
2004). Essa te´cnica permite superar as restric¸o˜es causadas pelo tamanho e a curta durac¸a˜o dos
eventos em estudo. Tambe´m possibilita testar situac¸o˜es difı´ceis ou impossı´veis de se obter, como
experimentos reais realizados com pressa˜o ou temperaturas extremas.
Atualmente as pesquisas sobre o desenvolvimento e possı´veis tratamentos para o
caˆncer tambe´m utilizam simulac¸o˜es computacionais (GARLAND, 2017). O caˆncer e´ uma doenc¸a
caracterizada pela reproduc¸a˜o desordenadas das ce´lulas, causada por mutac¸o˜es gene´ticas. Os
cientistas procuram entender quais situac¸o˜es levam uma ce´lula sauda´vel e se transformar em um
ce´lula cancerı´gena. Para isso sa˜o utilizadas simulac¸o˜es computacionais para estudar como as
ce´lulas funcionam. O objetivo e´ identificar a sequeˆncia de eventos que induz o surgimento de
um determinado tipo de caˆncer. Dessa forma, ao entender a dinaˆmica do desenvolvimento do
caˆncer, seria possı´vel trata´-lo antes mesmo que ele aparec¸a. No entanto, esta e´ uma tarefa muito
complexa, visto que os processos quı´micos celulares sa˜o inter-relacionados, tornando muito
grande o nu´mero de fatores que podem levar ao caˆncer.
2.1.4 Simulac¸a˜o computacional na educac¸a˜o
As diversas etapas necessa´rias para desenvolvimento e aplicac¸a˜o de simulac¸o˜es
computacionais se assemelham muito ao processo de aprendizagem por descoberta cientı´fica
(ECKHARDT et al., 2013). Nesse me´todo de aprendizagem o aluno deve fazer previso˜es,
manipular, observar, interpretar e refinar o experimento (simulac¸a˜o) para obter concluso˜es. Sobre
o ponto de vista construtivista, ao interagir e tirar suas pro´prias concluso˜es sobre o evento
analisado, o aprendiz absorve e retem por mais tempo os conceitos aprendidos (RUTTEN;
JOOLINGEN; VEEN, 2012). No entanto, esse entendimento na˜o e´ unaˆnime, o que motiva
va´rios autores a investigarem formas de potencializar o aprendizado utilizando simulac¸o˜es
computacionais.
Jong e Joolingen (1998) discutem o papel da simulac¸a˜o computacional como
ferramenta de aprendizagem por um vie´s construtivista. Nesse contexto, o aprendiz e´ visto como
um agente ativo no processo de aquisic¸a˜o de conhecimento. Os autores elencam as principais
dificuldades dos aprendizes no processo de descoberta via simulac¸o˜es quanto a: gerac¸a˜o da
hipo´teses; modelagem dos experimentos; interpretac¸a˜o dos resultados; e gerenciamento do
aprendizado. Conclui-se que, para ser efetiva, a simulac¸a˜o computacional deve ser aplicada em
conjunto com outras formas de suporte a aprendizagem. Isso porque em alguns casos as etapas
envolvidas na criac¸a˜o da simulac¸a˜o sa˜o fonte de du´vidas e inseguranc¸a. Logo, para que sejam
aplicadas corretamente se faz necessa´rio esclarecimentos adicionais. Alguns empecilhos dos
alunos apontados pelos autores foram: dificuldade para criar uma hipo´tese por na˜o saber como ela
deve se parecer; dificuldade em tratar os dados com tendeˆncia a manipula´-los para que confirme a
hipo´tese; criac¸a˜o de experimentos inefetivos para testar a hipo´tese; manipulac¸a˜o desordenada das
varia´veis do problema; pouca experieˆncia na criac¸a˜o, ana´lise e comparac¸a˜o de gra´ficos; falta de
planejamento na conduc¸a˜o do processo de pesquisa; entre outros. Para mitigar esses problemas
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os autores sugerem estrate´gias como: fornecimento de informac¸a˜o adicional sobre o assunto em
estudo antes da realizac¸a˜o do experimento; dicas sobre como manipular as varia´veis envolvidas
no experimento; explicac¸o˜es adicionais na pro´pria aplicac¸a˜o em que a simulac¸a˜o esta´ sendo
executada; aulas com exemplos reais sobre como criar uma hipo´tese; fornecimento de hipo´teses
pre´-definidas sobre o assunto para que o aluno possa criar a sua pro´pria; incentivo a criac¸a˜o de
notas sobre os processos e resultados obtidos apo´s cada experimento proposto; utilizac¸a˜o de
ferramentas para criac¸a˜o de gra´ficos para facilitar as atividades de predic¸a˜o; planejamento pre´vio
dos experimentos; utilizac¸a˜o de atividades que relacionem conceitos teo´ricos aos resultados
observados na simulac¸a˜o; entre outras.
Liao e Chen (2007) sintetizam e analisam estudos sobre aprendizagem com
simulac¸o˜es computacionais buscando comprovar se de fato o uso dessa metodologia produz
melhores resultados frente ao ensino tradicional. A pesquisa foi motivada pela divergeˆncia de
resultados obtidos em pesquisas anteriores. Alguns autores concluı´ram que o uso de simulac¸o˜es
computacionais traz ganhos significativos ao desempenho dos estudantes enquanto outros
reportaram na˜o haver diferenc¸as entre essa abordagem e o ensino tradicional. Os experimentos
descritos nos trabalhos verificados foram repetidos com alunos de Taiwan. Um grupo de alunos
foi submetido ao ensino tradicional e outro utilizou simulac¸o˜es computacionais como ferramenta
de ensino. Aplicou-se os instrumentos de ana´lise descritos nas pesquisas selecionadas. Devido a
heterogeneidade desses trabalhos, calculou-se o tamanho do efeito (Effect Size) para reduzir os
resultados a uma escala comum. O trabalho concluiu que o uso das simulac¸o˜es computacionais
como ferramenta de ensino produz melhores resultados do que o ensino tradicional.
Dalgarno, Kennedy e Bennett (2014) apresentam um estudo sobre o impacto no
aprendizado da explorac¸a˜o livre de paraˆmetros em simulac¸o˜es computacionais em comparac¸a˜o
a observac¸a˜o de um conjunto de paraˆmetros pre´-definidos. Os estudantes foram submetidos
a duas simulac¸o˜es computacionais, uma sobre o tema aquecimento global e outra sobre a
concentrac¸a˜o de a´lcool no sangue. A simulac¸a˜o foi concebida para incentivar os usua´rio a
prever, observar e explicar os resultados. Os resultados da simulac¸a˜o foram apresentados em
forma de gra´ficos. Cada estudante realizou uma simulac¸a˜o utilizando explorac¸a˜o em um tema
e observac¸a˜o em outro tema. Antes de cada simulac¸a˜o os estudantes realizaram um teste de
conhecimento sobre o tema, que consistia em questo˜es de mu´ltipla escolha. Algumas questo˜es
tinham mais que uma resposta correta. Segundo os autores essas foram inseridas para se ter
certeza que o conteu´do proposto foi entendido. O mesmo teste foi aplicado ao fim da simulac¸a˜o.
As ac¸o˜es realizadas pelos estudantes durante o experimento foram registradas para ana´lise
posterior. Os resultados apontaram que a explorac¸a˜o dos paraˆmetros melhorou o rendimento
dos estudantes apenas quando foi realizada de maneira sistema´tica, um paraˆmetro por vez. Essa
estrate´gia se mostrou superior as demais. Na˜o foram verificadas diferenc¸as entre pre´ e po´s-testes
para alunos que realizaram uma explorac¸a˜o aleato´ria. O rendimento dos alunos utilizando a
estrate´gia de observac¸a˜o e explorac¸a˜o aleato´ria foi semelhante. A implicac¸a˜o principal ressaltada
pelos autores e´ que e´ necessa´rio construir simulac¸o˜es que guiem os usua´rios na explorac¸a˜o dos
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paraˆmetros de forma sistema´tica. Ale´m disso, o software poderia alertar o usua´rio ao perceber
um comportamento aleato´rio na manipulac¸a˜o dos paraˆmetros.
Dasgupta (2016) apresenta um estudo que busca compreender como criar um
ambiente de aprendizagem tecnolo´gico que permita desenvolver habilidades em engenharia
em estudantes do ensino me´dio. Desenvolveu-se um modelo computacional de encanamento
residencial com interface gra´fica. O objetivo da simulac¸a˜o era construir a rede hidra´ulica
da resideˆncia mantendo a pressa˜o nas torneiras em uma valor pre´-definido. Os paraˆmetros
disponı´veis para simulac¸a˜o eram diaˆmetro do cano, comprimento e curvatura. Os resultados
observa´veis eram custo total e pressa˜o em cada seguimento. O custo ma´ximo poderia chegar
ate´ a 3000 do´lares. Antes da simulac¸a˜o propriamente dita, foram apresentadas aos alunos
noc¸o˜es do que seria um encanamento bom e ruim, as restric¸o˜es da simulac¸a˜o, e os conceitos
sobre a influeˆncia do diaˆmetro e comprimento dos canos na pressa˜o da a´gua. A simulac¸a˜o foi
utilizada como ferramenta de testes e foi intercalada com discusso˜es em sala de aula, perı´odos
de trabalho individual e em grupo. No final do trabalho os estudantes entregaram o projeto final
do encanamento e obtiveram um retorno do tutor sobre o resultado alcanc¸ado. Os resultados da
pesquisa demonstraram que a maior parte do estudantes consegue observar a relac¸a˜o entre dois
paraˆmetros e apenas metade deles conseguiu expressar a relac¸a˜o envolvendo treˆs paraˆmetros. O
autor sugere que a atividade modelagem foi crucial para o entendimento do sistema em estudo,
visto que os alunos tinham pouco conhecimento anterior sobre o assunto. O autor tambe´m destaca
que os alunos conseguiram desenvolver noc¸o˜es de prioridade na escolha, relacionadas com os
ganhos e perdas envolvidos em deciso˜es de projeto.
Ao observar os resultados obtidos nos trabalhos citados, e´ possı´vel concluir que a
simulac¸a˜o computacional possui grande potencial para estimular a compreensa˜o sobre diversos
temas. Ale´m disso, os trabalhos relatam o fortalecimento de habilidades necessa´rias a resoluc¸a˜o
de problemas ine´ditos, essenciais para o mercado de trabalho atual. No entanto, a simulac¸a˜o
computacional deve ser aplicada em conjunto a atividades de suporte ao aprendiz a fim de
maximizar seus benefı´cios.
2.1.5 Vantagens e desvantagens da simulac¸a˜o computacional
De forma geral, algumas vantagens das simulac¸o˜es computacionais frente a outras
abordagens sa˜o (ROBINSON, 2004; MCHANEY, 2009):
• Menor custo - Experieˆncias fı´sicas ou experimentac¸a˜o em sistemas reais sa˜o normalmente
caras. No primeiro caso, a realizac¸a˜o do experimento pode depender de insumos,
equipamentos, pessoal e local adequado para sua realizac¸a˜o. Cada um desses itens possui
um custo associado, que pode ser elevado. Ale´m disso, normalmente o material utilizado
sera´ consumido, por exemplo, reagentes quı´micos. Experimentos em sistemas reais podem
acarretar na paralisac¸a˜o das operac¸o˜es. Na˜o ha´ garantia que o experimento seja bem
sucedido, o que pode piorar o desempenho do sistema. Por exemplo, parar parte de uma
linha de produc¸a˜o para adequac¸o˜es experimentais pode reduzir o desempenho produtivo,
gerando prejuı´zos. Em ambos os casos o uso de simulac¸o˜es computacionais poderia reduzir
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os custos, seja por na˜o utilizar insumos ou por permitir testar modificac¸o˜es sem paralisar
as operac¸o˜es.
• Obtenc¸a˜o de resultados em menos tempo - Ale´m do tempo gasto para configurar o
experimento, talvez seja necessa´rio observar o comportamento do sistema por muito
tempo para obter resultados. Numa simulac¸a˜o computacional e´ possı´vel modificar a escala
do tempo para obter os resultados mais rapidamente. Nesse caso o tempo gasto dependera´
da complexidade do experimento e do poder computacional do equipamento utilizado.
Uma experimentac¸a˜o ra´pida tambe´m permite que novas configurac¸o˜es do experimento
sejam testadas em um curto espac¸o de tempo.
• Controle das condic¸o˜es do experimento - Quando se analisa va´rias opc¸o˜es e´ importante
controlar as condic¸o˜es dos experimentos para que se possa fazer comparac¸o˜es diretas. Isso
e´ difı´cil de se obter em sistemas reais, visto que algumas varia´veis na˜o sa˜o controla´veis. Por
exemplo, a frequeˆncia de chegada de pacientes em um hospital ou as condic¸o˜es clima´ticas
em um voo teste. Em alguns casos, o experimento na˜o pode ser repetido ou previsto com a
antecedeˆncia necessa´ria. Por exemplo: desastres naturais, como um tsunami ou terremoto;
ou campanhas militares. Isso pode ser superado ao utilizar simulac¸o˜es computacionais,
uma vez que e´ possı´vel repetir o experimento va´rias vezes utilizando as condic¸o˜es mais
convenientes.
• Permite detectar inconsisteˆncias antes da construc¸a˜o do sistema real - Ao testar diferentes
configurac¸o˜es durante a simulac¸a˜o e´ possı´vel verificar situac¸o˜es em que o desempenho
do sistema e´ ruim. Isso permite reavaliar a modelagem e identificar futuros gargalos no
sistema real. A correc¸a˜o das inconsisteˆncias na fase de modelagem evita o retrabalho, uma
vez que possibilita a correc¸a˜o de defeitos antes da construc¸a˜o do sistema real.
• Encoraja a criatividade - Muitas vezes ideias que trariam melhorias significativas nunca
sa˜o implementadas devido ao medo de falhas. A simulac¸a˜o computacional permite que as
ideias sejam testadas em um ambiente sem riscos, incentivando o compartilhamento de
ideias criativas para resoluc¸a˜o de problemas.
• Melhora o conhecimento sobre o sistema - A simulac¸a˜o envolve a criac¸a˜o de um modelo
que descreva o sistema. A fase de ana´lise implica em pensar sobre todos os aspectos do
sistema e os inter-relacionamentos envolvidos. Isso por si so´ ja´ melhora o entendimento
do sistema, uma vez que envolve pesquisa, questionamento e troca de informac¸o˜es entre
uma equipe, muitas vezes, interdisciplinar. A modelagem cria a oportunidade para pensar
sobre aspectos que talvez ainda na˜o tenham sido considerados.
• Melhora a visualizac¸a˜o e comunicac¸a˜o - Simulac¸o˜es visuais permitem exibir a dinaˆmica
do sistema em estudo. Isso e´ u´til para demonstrar conceitos a pessoas que na˜o possuem
conhecimentos aprofundados na a´rea de estudo, mas precisam conhecer o dinaˆmica geral
do sistema. Por exemplo, para convencer um grupo de investidores que um projeto e´ via´vel
ou para repassar a visa˜o geral do sistema para uma equipe multidisciplinar.
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No entanto, a simulac¸a˜o computacional tambe´m possui algumas limitac¸o˜es. A lista
a seguir cita algumas desvantagens e dificuldades dessa abordagem segundo Robinson (2004),
McHaney (2009) e Yang, Koziel e Leifsson (2013)
• Custo - Embora o custo da simulac¸a˜o computacional seja mais barato em relac¸a˜o a
um experimento real, o investimento inicial na˜o pode ser desconsiderado. E´ necessa´rio
investimento em software especializado, hardware robusto para executar a simulac¸a˜o e
pessoal qualificado para ana´lise e desenvolvimento do modelo computacional. Caso a
equipe na˜o tenha a expertise necessa´ria pode ser necessa´rio contratar treinamentos ou um
consultor, encarecendo a utilizac¸a˜o da metodologia.
• Demora para se obter resultados - O tempo gasto desde a definic¸a˜o do sistema em estudo
ate´ as primeiras respostas pode ser longo dependendo da complexidade do problema. Ale´m
disso, o tempo gasto na execuc¸a˜o da simulac¸a˜o pode ser demasiadamente longo. Uma
alternativa e´ reduzir a complexidade do modelo computacional a fim de ter um resposta
via´vel, sacrificando a acura´cia dos resultados. Outra alternativa e´ investir em hardware
mais robusto e/ou reduzir o problema em partes menores para execuc¸a˜o paralela.
• Produz resultados aproximados - A abstrac¸a˜o necessa´ria para criac¸a˜o do modelo
normalmente inclui alguma taxa de erro. Por exemplo, caso a simulac¸a˜o utilize algum
tipo de entrada aleato´ria, como para gerar eventos, um pequeno erro estara´ associado ao
resultado obtido. Logo os resultados gerados sa˜o aproximac¸o˜es. Por essa raza˜o e´ necessa´rio
interpretar os resultados a fim de verificar se sa˜o ou na˜o confia´veis.
• A validac¸a˜o e´ uma tarefa difı´cil - Na etapa de validac¸a˜o deseja-se comprovar se resultados
obtidos na simulac¸a˜o sa˜o condizentes com o sistema real. Quando o sistema real na˜o existe
na˜o ha´ como fazer comparac¸o˜es quantitativas. Nesse caso e´ necessa´rio utilizar a intuic¸a˜o e
a opinia˜o de especialistas, trazendo subjetividade a` interpretac¸a˜o dos resultados.
• Requer expertise - Aplicar a simulac¸a˜o computacional requer va´rias habilidades. Ale´m
da capacidade de escrever ou utilizar um software, sa˜o necessa´rios conhecimentos em
matema´tica, estatı´stica, modelagem conceitual, validac¸a˜o. Habilidades em comunicac¸a˜o,
trabalho em equipe e gerencia de projetos tambe´m sa˜o deseja´veis.
• Extrapolac¸a˜o dos resultados obtidos - Algumas vezes os resultados obtidos nas simulac¸o˜es
sa˜o considerados como verdade absoluta pelos usua´rios. No entanto, o processo de
simulac¸a˜o e construı´do por humanos e por essa raza˜o esta´ sujeito a falhas. Caso a simulac¸a˜o
na˜o corresponda as expectativas e´ necessa´rio investigar todo o processo minunciosamente
antes de validar a simulac¸a˜o.
Na tentativa de diminuir a demora em se obter os resultados, em virtude do tempo
de simulac¸a˜o, e do custo de hardware robusto, pode-se utilizar um cluster de computadores.
2.2 Cluster de computadores
A computac¸a˜o em cluster surgiu no inı´cio dos anos 90, quando notou-se que a
paralelizac¸a˜o de processos por meio da utilizac¸a˜o conjunta de computadores poderia suprir a
necessidade de processadores mais poderosos (BAKER; BUYYA, 1999). Para os fins deste
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trabalho, um cluster de computadores e´ um sistema distribuı´do formado por um conjunto
de computadores interligados com o objetivo de processar tarefas de modo colaborativo.
Essa cooperac¸a˜o distingue um sistema distribuı´do de uma rede de computadores isolados
(TANENBAUM, 2002).
Nesse contexto, os computadores que compo˜em o cluster sa˜o chamados de no´s.
Esses sa˜o normalmente unidades completas dotadas de processadores, memo´ria, interfaces de
I/O e sistema operacional, que sa˜o conectados por uma LAN (Local Network Area) (PINHEIRO,
2005). Segundo Buyya (1999), os principais componentes da arquitetura de um cluster sa˜o:
• computadores de alto desempenho ou estac¸o˜es de trabalho;
• sistemas operacionais;
• redes, switches de alto desempenho e interfaces de rede;
• protocolos de comunicac¸a˜o;
• softwares para abstrac¸a˜o de imagem u´nica, bibliotecas de programac¸a˜o, ferramentas e
ambientes para programac¸a˜o paralela;
• e as pro´prias aplicac¸o˜es desenvolvidas para este ambiente distribuı´do.
As seguir sera˜o apresentados alguns conceitos, classificac¸o˜es e me´tricas necessa´rios
para compreensa˜o e ana´lise de desempenho de cluster de computadores. Por fim sera˜o
apresentadas algumas vantagens e desvantagens da utilizac¸a˜o de clusters de computadores.
2.2.1 Classificac¸a˜o, conceitos e me´tricas
Existem diversas classificac¸o˜es para cluster. Uma delas e´ quanto a sua finalidade e
caracterı´sticas, como confiabilidade, distribuic¸a˜o de carga e performance. Logo esses podem ser
divididos em 3 tipos ba´sicos. Os Clusters de Alta Disponibilidade sa˜o construı´dos para prover
servic¸os de maneira ininterrupta atrave´s do uso de redundaˆncias explı´citas. Caso um no´ falhe,
outro entrara´ em operac¸a˜o, mantendo o servic¸o no ar. Clusters de Balanceamento de Carga sa˜o
caracterizados pela distribuic¸a˜o de tra´fego ou requisic¸o˜es entre seus no´s que possuem os mesmos
programas em operac¸a˜o. E o terceiro tipo, Clusters de Processamento Paralelo, caracterizado
pela alta disponibilidade e performance obtida atrave´s da divisa˜o de tarefas em outras menores,
processadas em paralelo nos no´s, simulando um supercomputador (PITANGA, 2003). Dentro
dessa u´ltima se destaca o cluster da classe Beowulf.
O termo Beowulf na˜o e´ novo, e suas caracterı´sticas foram se desenvolvendo durante
anos por meio da escolha de ferramentas capazes de tornar o trabalho paralelo possı´vel. Pore´m,
o primeiro grupo a criar um supercomputador a partir de computadores comuns foi o CESDIS
(Center of Excellence in Space Data and Information Sciences), supervisionado pela NASA e
idealizado pelos pesquisadores Thomas Sterling e Donald J. Becker (QUINN, 2004).
Um cluster da classe Beowulf e´ caracterizado pelo uso de computadores e redes
comuns (BROWN, 2007). Normalmente e´ composto por um no´ especial de controle, chamado no´
mestre ou cabec¸a e va´rios no´s de processamentos, chamados de no´s escravos. Outra caracterı´stica
e´ o uso de software open source, como um sistema operacional baseado em Linux e plataformas
e linguagens de programac¸a˜o na˜o proprieta´rias.
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Para entender e mensurar o desempenho de um cluster e´ necessa´rio conhecer alguns
conceitos da computac¸a˜o de alto desempenho, como: lateˆncia e largura de banda; sincronizac¸a˜o
ou coordenac¸a˜o; overhead; granulosidade; e escalabilidade. A definic¸a˜o e uma breve explicac¸a˜o
desses termos sa˜o listadas a seguir:
• Lateˆncia e largura de banda - Referem-se, respectivamente, ao tempo de transmissa˜o de
mensagens e a quantidade possı´vel de dados transmitidos por um meio em um intervalo
de tempo, normalmente bits ou outro mu´ltiplo por segundo (TANENBAUM, 2002). O
tempo de transmissa˜o e´ o tempo que a informac¸a˜o leva ao sair do emissor ate´ ser recebida
pelo receptor. Caso as aplicac¸o˜es que atuam como emissor e/ou receptor na˜o sejam
paralelizadas, provavelmente ocorrera´ um bloqueio. Isso significa que a aplicac¸a˜o ficara´
parada ate´ que a transmissa˜o seja concluı´da. Uma vez que a rede normalmente e´ bem mais
lenta, se comparada aos barramentos de um computador, a lateˆncia rede e´ um fator que
reduz o desempenho de aplicac¸o˜es distribuı´das.
• Sincronizac¸a˜o - Refere-se a um ponto de coordenac¸a˜o necessa´rio a fim de permitir a
cooperac¸a˜o entre tarefas. Esse tipo de situac¸a˜o ocorre quando uma operac¸a˜o so´ pode
iniciar apo´s recuperar o resultado de outra operac¸a˜o que ainda na˜o terminou de executar
(TANENBAUM; STEEN, 2007). Situac¸o˜es desse tipo podem limitar o desempenho por
restringir a quantidade de operac¸o˜es que podem executar em paralelo. No entanto, em
certos casos, na˜o ha´ outra opc¸a˜o sena˜o esperar a conclusa˜o da operac¸a˜o anterior para evitar
trabalhar sobre dados inconsistentes.
• Overhead - E´ o tempo gasto em operac¸o˜es administrativas necessa´rias para execuc¸a˜o de
uma tarefa (FISCHBORN, 2006). Por exemplo, para iniciar uma aplicac¸a˜o e´ necessa´rio
criar um processo. Ao medir o tempo de execuc¸a˜o de uma aplicac¸a˜o a partir do momento
em que o usua´rio a executa ate´ seu te´rmino, o tempo de configurac¸a˜o sera´ considerado.
Nesse caso, o tempo de configurac¸a˜o foi um tempo desperdic¸ado (overhead), mas
necessa´rio para executar a aplicac¸a˜o. A paralelizac¸a˜o de processos, troca de contexto
de processos e transmissa˜o em rede sa˜o outras operac¸o˜es que podem resultar em overhead
elevado.
• Granulosidade - E´ a raza˜o entre o tempo de operac¸a˜o u´til em comparac¸a˜o ao overhead
associado a sincronizac¸a˜o e troca de mensagens em aplicac¸o˜es paralelas (RAUBER;
RU¨NGER, 2010). Por exemplo, caso o tempo de execuc¸a˜o das partes que executam em
paralelo sejam elevadas em considerac¸a˜o ao tempo gasto pela sincronizac¸a˜o, sera´ vantajoso
executa´-la no cluster. Nesse caso, a granulosidade da aplicac¸a˜o sera´ considerada grossa ou
alta. Pore´m, caso o tempo de execuc¸a˜o da aplicac¸a˜o seja curto, alguns segundos, na˜o sera´
vantajoso aplica´-la ao cluster. Nesse caso o tempo gasto pela configurac¸a˜o da aplicac¸a˜o e
troca de mensagens sera´ mais alto que o tempo em que de fato essa estara´ em execuc¸a˜o.
Para esse cena´rio a aplicac¸a˜o sera´ considerada de granulosidade fina ou baixa.
• Escalabilidade - Indica quanto um sistema pode ser expandido sem deteriorac¸a˜o
de desempenho (TANENBAUM; STEEN, 2007). Quando um cluster possui boa
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escalabilidade, e´ possı´vel adicionar va´rios computadores com baixa perda de desempenho.
Pore´m, caso existam problemas de escalabilidade, ao adicionar mais ma´quinas, o
desempenho diminuira´ bruscamente.
2.2.2 Vantagens e Desvantagens de clusters de computadores
Como qualquer tecnologia, a adoc¸a˜o de um cluster possui vantagens e desvantagens.
O Quadro 2 agrupa os pontos fortes e fracos da computac¸a˜o em cluster segundo os autores Rose
e Navaux (2004), Bacellar (2010) e Real e Filho (2012).
Quadro 2: Vantagens e Desvantagens de um cluster de computadores
Vantagens Desvantagens
Custo-benefı´cio. Um cluster pode entregar
desempenho similar a um supercomputador
com menor custo.
Os programas devem ser escritos
explicitamente para um ambiente distribuı´do,
tornando-os mais complexos.
Maior facilidade de implantac¸a˜o e manutenc¸a˜o.
Os componentes sa˜o facilmente encontrados no
mercado. A produc¸a˜o em larga escala barateia
o custo unita´rio.
E´ bom apenas para problemas paraleliza´veis,
uma vez que a melhoria no desempenho adve´m
da distribuic¸a˜o e processamento paralelo de
tarefas.
Expansibilidade. O desempenho pode ser
melhorado bastando-se adicionar mais no´s de
processamento.
Aplicac¸o˜es de baixa granulosidade na˜o tera˜o
speedup significativo devido ao tempo gasto na
transmissa˜o e gerenciamento de tarefas.
Maior toleraˆncia a falhas. O sistema pode
continuar funcionando mesmo que um no´ falhe.
Aplicac¸o˜es com grande produc¸a˜o de dados
sa˜o afetadas pela velocidade da rede,
significativamente menor que a de um
barramento.
Fonte: Rose e Navaux (2004), Bacellar (2010), Real e Filho (2012). Adaptado.
As principais vantagens da utilizac¸a˜o de clusters sa˜o seu baixo custo, visto que podem
ser construı´dos com computadores comuns, e a possibilidade de melhorar seu desempenho,
adicionando mais ma´quinas. As principais desvantagens sa˜o o aumento da complexidade do
co´digo devido as caracterı´sticas do ambiente distribuı´do em va´rios computadores e a necessidade
de explicitamente paralelizar a execuc¸a˜o de tarefas.
Uma vez que aplicac¸o˜es distribuı´das sa˜o mais complexas do que as que executam em
um u´nico computador, e´ necessa´rio ter uma melhor compreensa˜o de onde a aplicac¸a˜o ira´ executar.
Isso significa compreender como algumas partes do Linux funcionam, visto que variantes Linux
sa˜o as mais utilizadas para essa finalidade (TOP500 Team, 2017). Essa compreensa˜o sera´ u´til
para aproveitar melhor o potencial dos computadores e para a escolha da tecnologia apropriada
para o desenvolvimento do cluster.
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2.3 O escalonador de processos do Linux
Quando um arquivo executa´vel e´ iniciado ele cria um processo. Cabe ao escalonador
do sistema decidir por quanto tempo o processador dara´ atenc¸a˜o a ele (Time Sharing).
Normalmente a polı´tica Round Robin e´ utilizada, definindo uma quantidade de tempo que
o processo estara´ alocado em um processador (HENNESSY; PATTERSON, 2007). Quando essa
fatia de tempo e´ esgotada, o processador passa a dar atenc¸a˜o a outro processo. Essa operac¸a˜o e´
chamada de mudanc¸a de contexto. Outros eventos tambe´m provocam uma mudanc¸a de contexto,
como uma interrupc¸a˜o para escrita em disco ou acesso a rede. Quando isso acontece, o processo
e´ retirado do processador enquanto essas operac¸o˜es sa˜o realizadas. Esses mecanismos permitem
que um processador com um u´nico nu´cleo execute diversas tarefas, aparentemente simultaˆneas
para o usua´rio.
Hoje, no entanto, e´ muito comum que os processadores tenham mais de um nu´cleo.
Isso faz com que o escalonador tenha a tarefa adicional de escolher em qual nu´cleo o processo
sera´ executado. Por padra˜o, o escalonador do Linux tenta agrupar processos menos onerosos em
um u´nico nu´cleo, para economizar recursos, enquanto tenta dedicar nu´cleos a processos mais
pesados (LOVE, 2013). Essa alocac¸a˜o e´ dinaˆmica, o que faz com que um processo possa trocar
de nu´cleo durante a execuc¸a˜o. Tambe´m por padra˜o, os processos de um usua´rio sa˜o criados com
o mesmo nı´vel de prioridade. Assim, pode ser que o escalonador na˜o priorize alguma tarefa
julgada importante para o usua´rio.
Caso a troca de contexto acontec¸a com frequeˆncia, o desempenho sera´ ruim, pois
constantemente ocorrera˜o cache missings, resultando em buscas na hierarquia de memo´rias
(EIJKHOUT; CHOW; GEIJIN, 2016). Esta condic¸a˜o e´ chamada Cache Thrashing. Embora seja
possı´vel definir a prioridade de um processo frente a outros, a intervenc¸a˜o manual do usua´rio
pode gerar panes no sistema. Isto porque um processo pesado com alta prioridade pode fazer
com que outros processos essenciais ao sistema operacional na˜o consigam ser alocados no
processador.
Para que uma aplicac¸a˜o seja paraleliza´vel, ela deve ser programada para isso. O
sistema operacional na˜o divide uma aplicac¸a˜o automaticamente, apenas escolhe o processador e
aloca o processo. Logo, o programador deve saber como paralelizar suas aplicac¸o˜es.
2.4 Processamento Paralelo em Processadores Multinu´cleos
Existem basicamente duas formas de executar tarefas em paralelo em um processador
multinu´cleos: via threads ou processos (RAUBER; RU¨NGER, 2010). E´ necessa´rio aqui distinguir
a diferenc¸a entre concorreˆncia e paralelismo. Quando duas atividades disputam o mesmo recurso
e apenas uma pode utiliza´-lo a cada momento temos um comportamento concorrente. Ao passo
que quando duas atividades esta˜o ativas simultaneamente utilizando recursos dedicados ou
compartilhados temos um comportamento paralelo.
O sistema operacional e´ responsa´vel por implementar o funcionamento das threads,
o que pode variar de um sistema para o outro. Desta forma, a linguagem de programac¸a˜o
utilizada deve ser capaz de se comunicar com a API (Application Programming Interface)
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do sistema operacional para conseguir um desempenho nativo. Uma thread pode ser definida
como um processo leve, capaz de compartilhar os recursos de um processo principal (Thread
Main) com outras threads do mesmo grupo. As varia´veis visı´veis no escopo de uma parte de
co´digo paralelizado sa˜o compartilhadas entre as demais threads. Logo, o acesso as varia´veis
compartilhadas normalmente e´ paralelo para leitura e concorrente para escrita, enquanto os
trechos de co´digo sa˜o executados em paralelo. Esta abordagem permite utilizar os recursos de
va´rios nu´cleos de processamento e ao mesmo tempo economiza memo´ria, uma vez que este
espac¸o e´ compartilhado. A principal desvantagem desse me´todo e´ a complexidade adicionada ao
co´digo para prevenir que o acesso concorrente corrompa as varia´veis compartilhadas (LOVE,
2013).
A fim de minimizar os problemas causados pelo acesso concorrente via threads, a
implementac¸a˜o oficial da linguagem Ruby utiliza um sema´foro global chamado GIL (Global
Interpreter Lock) (COOPER, 2016). Esse mecanismo faz com que apenas uma thread seja
executada por vez dentro de um processo. Dessa forma, em Ruby as threads teˆm comportamento
concorrente, mas na˜o sa˜o executadas em paralelo. Apesar disso diminuir as chances de um
comportamento incorreto, na˜o garante a atomicidade de trechos de co´digos executados em
threads. Um exemplo desta situac¸a˜o e´ exibido na Figura 1. A varia´vel “a” e´ compartilhada em
ambas as threads. Estas executam uma operac¸a˜o de soma utilizando varia´veis intermedia´rias
para armazenamento e posterior atualizac¸a˜o do valor de “a”. Em “Escalonamento 1” e´ gerado
um valor diferente do esperado (2) devido a separac¸a˜o das operac¸o˜es que utilizaram o valor
desatualizado de “a”. Ja´ em “Escalonamento 2” as operac¸o˜es na˜o foram divididas, gerando o
resultado correto (3). Como o escalonamento das threads e´ decidido pelo sistema operacional,
o co´digo deve garantir a integridade dos valores compartilhados por meio de mecanismos
sincronizac¸a˜o. A na˜o adoc¸a˜o desses mecanismos acarretara´ em bugs de difı´cil localizac¸a˜o, uma
vez que o comportamento incorreto sera´ gerado de forma intermitente e a priori na˜o sera˜o geradas
excec¸o˜es.
Portanto, a u´nica forma de se obter paralelismo real com a implementac¸a˜o padra˜o
da linguagem Ruby e´ por meio da criac¸a˜o de mu´ltiplos processos. A principal diferenc¸a da
implementac¸a˜o de paralelismo via mu´ltiplos processos e´ que na˜o ha´ compartilhamento de
varia´veis. Logo, cada processo possui seu pro´prio espac¸o de enderec¸amento em memo´ria. Desta
forma, para que haja colaborac¸a˜o entre processos e´ necessa´rio utilizar troca de mensagens
enquanto que via threads isto e´ feito atrave´s do compartilhamento de memo´ria.
Uma das formas de construir um novo processo e´ por meio da duplicac¸a˜o de
processos. No Linux isto e´ possı´vel via a operac¸a˜o fork (MATTHEW; STONES, 2009). Essa
operac¸a˜o faz uma co´pia exata do processo pai o qual recebe identificador do processo filho (PID).
Utilizando-se a linguagem C, e´ possı´vel identificar se um trecho de co´digo esta executando no
processo filho ou no processo pai verificando-se o valor de retorno da operac¸a˜o fork. Quando o
valor de retorno e´ igual a zero, significa que se trata do processo filho. Caso seja maior que zero
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Figura 1: Escalonamento de threads. Exemplo de uma situac¸a˜o que a ordem de execuc¸a˜o das
threads somada ao compartilhamento de varia´veis modifica o resultado dos ca´lculos.
Fonte: Pro´prio autor.
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indica que o trecho esta´ sendo executado no processo pai. Isto permite que processo pai e filho
executem operac¸o˜es diferentes.
Ao se comparar o custo computacional da criac¸a˜o de threads e processos, verifica-se
que o segundo e´ mais dispendioso por envolver operac¸o˜es de co´pia de memo´ria. Isto foi
minimizado com a implementac¸a˜o de fork utilizando-se a te´cnica Copy-on-Write (COW). Essa
implementac¸a˜o faz com que o processo filho use um espac¸o de memo´ria virtual, compartilhando
o espac¸o de memo´ria do processo pai. Este espac¸o compartilhado e´ mantido ate´ que acontec¸a
uma operac¸a˜o de escrita em memo´ria, seja pelo processo pai ou pelo filho. Quando isto acontece,
o verdadeiro espac¸o em memo´ria e´ criado para o processo filho a fim de prevenir que as mudanc¸as
sejam visı´veis em ambos processos (LOVE, 2013). A Figura 2 ilustra essa te´cnica.
O processo pai cria treˆs varia´veis de instaˆncia representadas como pa´ginas em
memo´ria. Logo em seguida sa˜o criados dois novos processos utilizando fork. Neste momento,
um espac¸o de memo´ria virtual e´ criado nos processos filhos, apontando para posic¸o˜es reais de
memo´ria do processo pai. Nas operac¸o˜es seguintes, os processos filhos atualizam o valor de
algumas varia´veis que deixam de ser compartilhadas. No entanto, pa´ginas inalteradas continuam
sendo compartilhadas entre os processos. Com a aplicac¸a˜o desta te´cnica, o custo de criac¸a˜o de
um novo processo por duplicac¸a˜o se torna mais pro´ximo ao da criac¸a˜o de uma thread. Isto porque
a criac¸a˜o do espac¸o privado de memo´ria na˜o precisa ocorrer necessariamente no momento da
criac¸a˜o do novo processo. Ale´m disso, torna possı´vel que quantidade de memo´ria utilizada seja
menor devido a possibilidade de compartilhamento de pa´ginas apenas para leituras.
Ao utilizar mu´ltiplos processos para obter paralelismo se faz necessa´rio a adoc¸a˜o de
te´cnicas para troca de informac¸a˜o entre esses. Algumas dessas te´cnicas sa˜o descritas a seguir.
2.5 Te´cnicas de intercomunicac¸a˜o entre processos (IPC)
Para que seja possı´vel a colaborac¸a˜o entre processos na realizac¸a˜o atividades em
paralelo sa˜o necessa´rios mecanismos para troca de informac¸a˜o. Desta forma, a cooperac¸a˜o entre
processos dependera´ de te´cnicas de intercomunicac¸a˜o. No Linux, isto e´ possı´vel com a utilizac¸a˜o
de algumas te´cnicas como: Pipes, Named Pipes (FIFOs), Sockets e Signals.
As subsec¸o˜es seguintes trazem um breve detalhamento sobre algumas das te´cnicas
utilizadas para intercomunicac¸a˜o de processos no Linux.
2.5.1 Pipes
Pipes sa˜o a forma mais antiga de intercomunicac¸a˜o entre processos (KERRISK,
2010). Essa e´ baseada no compartilhamento de descritores de arquivos. Isto e´ alcanc¸ado atrave´s
da duplicac¸a˜o do processo por meio da operac¸a˜o fork, onde processo pai e filho passam a utilizar
os mesmos descritores. Um descritor de arquivo e´ um inteiro na˜o negativo utilizado pelo Kernel
para identificar um arquivo que foi aberto ou criado por um processo. Na˜o existe o conceito de
mensagem ou pacote quando se utiliza pipes, a transmissa˜o e´ baseada em um fluxo de dados de
tamanho indeterminado que sera˜o lidos na mesma ordem em que foram inseridos. Ou seja, o
acesso e´ sequencial.
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Os pipes possuem duas limitac¸o˜es: sa˜o half-duplex e podem ser usados apenas
entre processos com um ancestral em comum, normalmente entre pai e filho. Neste contexto,
half-duplex significa que um descritor de arquivo pode ser utilizado somente para leitura ou
somente escrita em cada processo. Logo, para implementar a comunicac¸a˜o em ambas as direc¸o˜es
sa˜o necessa´rios dois pipes. A Figura 3 ilustra o processo de comunicac¸a˜o entre dois processos
utilizando pipes. No primeiro momento os canais de comunicac¸a˜o esta˜o duplicados. Desta forma
e´ necessa´rio fechar alguns descritores para determinar a direc¸a˜o do fluxo de dados em cada pipe.
Neste exemplo, o “pipe 1” e´ o canal utilizado para que o processo pai se comunique com o filho
e o “pipe 2” e´ responsa´vel pela direc¸a˜o contra´ria.
Figura 3: Comunicac¸a˜o entre processos utilizando Pipes.
(a) Momento 1 (b) Momento 2
Fonte: Stevens (1999). Adaptado.
Normalmente a leitura de um pipe bloqueia a execuc¸a˜o do processo ate´ que este
receba uma instruc¸a˜o de fim de arquivo ou ate´ que existam dados para serem lidos. Isto implica
que caso nenhum dado seja escrito na outra extremidade do pipe, o processo ficara´ parado
indefinidamente (Dead Lock). Isto tambe´m pode acontecer em operac¸o˜es de escrita. Neste caso,
os dados sa˜o escritos no buffer do emissor ate´ que este bloqueie esperando que haja espac¸o
disponı´vel para novas escritas. Caso o processo receptor na˜o consuma os dados, o processo
emissor ficara´ parado indefinidamente. Essa situac¸a˜o pode ocorrer facilmente quando se trabalha
com um fluxo grande de dados, uma vez que por padra˜o o buffer de um pipe possui tamanho
ma´ximo de 65536 bytes. Para que isto na˜o ocorra e´ necessa´rio implementar uma rotina para
tratar possı´veis excec¸o˜es e sincronizar a produc¸a˜o e consumo de dados.
2.5.2 Named Pipes (FIFOs)
O funcionamento de um Named Pipe (FIFO - First In, First Out) e´ muito parecido
com o de um pipe. A comunicac¸a˜o e´ feita atrave´s de fluxos de dados sequenciais, possuem
um buffer de dados de tamanho ma´ximo fixo, e permitem operac¸o˜es com e sem bloqueio.
Sua principal diferenc¸a e´ que este pode trocar informac¸o˜es entre processos na˜o relacionados
(STEVENS; RAGO, 2013). Isto e´ feito atrave´s da utilizac¸a˜o de um tipo especial de arquivo
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chamado FIFO (First In First Out). Este e´ criado utilizando-se o comando mkfifo passando-se
como paraˆmetro o nome do caminho para a criac¸a˜o do arquivo e a ma´scara de permisso˜es
de acesso. Logo, o caminho para o arquivo deve ser conhecido por ambos processos, que
tambe´m devem possuir permissa˜o para ler e/ou escrever na FIFO. Uma FIFO e´ similar a um
arquivo regular no Linux, assim, as operac¸o˜es de I/O (read, write, open, close) funcionara˜o da
mesma forma. As mesmas precauc¸o˜es para evitar Dead Locks em pipes tambe´m se aplicam aqui.
Normalmente uma FIFO e´ compartilhada entre mu´ltiplos processos para escrita. Neste caso deve
se ter atenc¸a˜o especial sobre a atomicidade dessas operac¸o˜es. Para escritas que na˜o ultrapassem
a tamanho do buffer a atomicidade da escrita e´ garantida. Caso contra´rio o fluxo sera´ interpolado
com parte dos dados escritos por outros processos. A Figura 4 ilustra o funcionamento de uma
FIFO.
Figura 4: Comunicac¸a˜o entre processos utilizando FIFO.
Fonte: Pro´prio autor.
2.5.3 Sockets
Os sockets sa˜o mecanismos que permitem a comunicac¸a˜o entre processos que esta˜o
executando em uma mesma ma´quina ou entre ma´quinas diferentes conectadas por uma rede.
A API de sockets foi formalmente especificada no padra˜o POSIX.1g, baseado na interface
de socket do sistema 4.4BSD (Berkeley Software Distribuition) (STEVENS; RAGO, 2013), a
qual foi suplantada pela especificac¸a˜o SUSv3 (Single UNIX Specification) (KERRISK, 2010).
Tipicamente um socket e´ usado para o cena´rio cliente-servidor, onde uma aplicac¸a˜o servidor cria
um socket e o relaciona a um enderec¸o para que a aplicac¸a˜o cliente possa localiza´-lo.
Um socket e´ criado usando a func¸a˜o socket() com os argumentos domı´nio, tipo e
protocolo, retornando em caso de sucesso um descritor de arquivo do tipo socket. Ou seja, um
socket e´ visto pelo sistema operacional como um tipo especial de arquivo, desta forma algumas
func¸o˜es que atuam sobre arquivos regulares, como read e write tambe´m funcionara˜o sobre um
descritor de socket. Este descritor na˜o pode ser compartilhado, logo, um descritor de socket
pertence a um u´nico processo servidor.
O argumento domı´nio determina o formato de enderec¸amento, se a comunicac¸a˜o
se dara´ entre aplicac¸o˜es na mesma ma´quina ou na˜o, e por qual meio se dara´ a comunicac¸a˜o.
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Os sistemas operacionais modernos suportam pelo menos os domı´nios UNIX (AF UNIX) e de
Internet, IPv4 (AF INET) e IPv6 (AF INET6) (KERRISK, 2010). O prefixo “AF ” significa
address family, denotando a diferenc¸a de enderec¸amento entre esses domı´nios. No domı´nio UNIX
a comunicac¸a˜o e´ feita atrave´s do kernel, portanto na mesma ma´quina, e o enderec¸amento se da´
pela localizac¸a˜o de um arquivo (pathname) na estrutura de direto´rios. Para fins de portabilidade
entre sistemas, se utiliza comumente criar este arquivo em “/tmp” ou “/usr/tmp” (MATTHEW;
STONES, 2009). Para os domı´nios IPv4 (Internet Protocol Version 4) e IPv6 (Internet Protocol
Version 6) a comunicac¸a˜o acontece via rede utilizando respectivamente estes protocolos de rede.
O enderec¸amento utiliza o enderec¸o IP, nas respectivas verso˜es, somado ao nu´mero da porta
utilizada, o que permite ao Linux localizar e rotear as conexo˜es para o processo correto.
O argumento tipo determina as caracterı´sticas da comunicac¸a˜o as quais definem o
tipo de socket. Qualquer implementac¸a˜o prove pelo menos os tipos stream (SOCK STREAM)
e datagram (SOCK DGRAM), os quais sa˜o suportados pelos domı´nios citados anteriormente
(KERRISK, 2010). O tipo stream prove entregas garantidas, e´ bidirecional e sua comunicac¸a˜o
e´ baseada em fluxo de bytes assim como pipes. Este tambe´m e´ orientado a` conexa˜o e precisa
estabelecer um vı´nculo entre os pares antes de enviar uma carga u´til de dados. O tipo datagram
faz a comunicac¸a˜o utilizando o conceito de mensagens de tamanho fixo chamadas datagramas.
A entrega das mensagens na˜o e´ garantida, fazendo com que seja possı´vel que as mensagens
cheguem fora de ordem, duplicadas ou que na˜o sejam recebidas. No entanto, na˜o e´ necessa´rio
estabelecer uma conexa˜o para enviar os dados, ja´ que cada mensagem leva consigo o enderec¸o
de entrega.
O argumento protocolo permite escolher um protocolo alternativo, caso o domı´nio
e o tipo especifiquem mais de uma possibilidade. Ao utilizar o valor 0 (zero) neste argumento,
seleciona-se o protocolo padra˜o. O protocolo padra˜o para o domı´nio AF INET com tipo
SOCK STREAM e´ o TCP (Transmission Control Protocol). Este protocolo e´ capaz de fragmentar
e reordenar mensagens longas, ale´m de possuir mecanismos de retransmissa˜o em caso de perda
de pacotes. Para o domı´nio AF INET com tipo SOCK DGRAM utiliza-se como padra˜o o
protocolo UDP (User Datagram Protocol), sem garantia de entrega e reordenac¸a˜o de pacotes
(MATTHEW; STONES, 2009). O domı´nio AF UNIX na˜o utiliza um protocolo de rede para
transmitir os dados como nos outros domı´nios. Os dados sa˜o transmitidos diretamente atrave´s do
kernel sem a necessidade de gerenciamentos adicionais, como ana´lise de cabec¸alho ou nu´mero
de sequencia, tornando-o o tipo de socket mais eficiente para comunicac¸o˜es locais. Como nos
demais domı´nios de sockets, sa˜o providas as interfaces para streams e datagramas, mas ambos
com entrega confia´vel (STEVENS; RAGO, 2013).
A Figura 5 exibe as chamadas de sistema em sockets baseado em fluxo de dados. A
func¸a˜o socket() e´ usada para cria´-lo. Enta˜o a func¸a˜o bind() relaciona um enderec¸o para o socket
que passa a monitora´-lo utilizando a chamada listen(), mantendo-se bloqueado. O processo
servidor fica enta˜o aguardando alguma conexa˜o, utilizando a chamada accept() para aceita´-la e
de fato realizar a comunicac¸a˜o, fechando-a em seguida com a chamada close(). Do ponto de vista
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do cliente, basta criar um socket e especificar o enderec¸o do par para iniciar a comunicac¸a˜o com
connect(). Nota-se que o funcionamento deste tipo de socket e´ semelhante ao de uma chamada
telefoˆnica, com etapas de identificac¸a˜o, estabelecimento de comunicac¸a˜o e transmissa˜o de voz.
Figura 5: Funcionamento ba´sico de stream sockets.
Fonte: Kerrisk (2010). Adaptado.
A Figura 6 exibe as chamadas de sistema para sockets baseados em mensagens. O
processo cliente e servidor utiliza a chamada socket() para cria´-lo. O servidor relaciona-o a um
enderec¸o com a chamada bind() e em seguida utiliza recvfrom(), bloqueando a execuc¸a˜o ate´
que uma mensagem chegue. O cliente utiliza a chamada sendto() para enviar uma mensagem,
incluindo nesta o enderec¸o do destinata´rio e remetente. Desta forma o servidor sabera´ para quem
retornar a mensagem. Ao fim da troca de mensagens cliente e servidor utilizam a chamada close()
para encerrar o socket. Neste caso o funcionamento se assemelha ao sistema postal, onde as
mensagens sa˜o enderc¸adas independentemente.
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Figura 6: Funcionamento ba´sico de datagram sockets.
Fonte: Kerrisk (2010). Adaptado.
2.5.4 Signals
Um Signal, sinal, e´ uma interrupc¸a˜o de software que proveˆ um meio de tratar
eventos de forma assı´ncrona (STEVENS; RAGO, 2013). Esta te´cnica permite notificar um
processo de uma condic¸a˜o ocorrida. Por exemplo, ao se usar a combinac¸a˜o de teclas de
interrupc¸a˜o, normalmente “Ctrl + c”, para parar um processo que esta´ executando no terminal.
Esta combinac¸a˜o dispara o sinal SIGINT no qual sua ac¸a˜o padra˜o e´ interromper o processo.
No entanto, ao receber um sinal o processo pode escolher entre treˆs ac¸o˜es:
1. Ignorar o sinal. O que na˜o e´ recomendado, pois excec¸o˜es de hardware tambe´m utilizam
sinais. Os sinais SIGKILL e SIGSTOP na˜o podem ser ignorados.
2. Executar a ac¸a˜o padra˜o do sinal. Neste caso existem 5 ac¸o˜es padra˜o:
a) O sinal sera´ ignorado fazendo com que o Kernel o descarte.
b) O processo sera´ terminado de maneira anormal.
c) Um arquivo core dump sera´ gerado e enta˜o o processo sera´ terminado. Este arquivo
normalmente e´ utilizado por debuggers.
d) O processo sera´ suspenso e seu estado mudara´ para stopped.
e) O processo anteriormente parado sera´ resumido, voltando ao estado running.
3. Prover uma func¸a˜o pro´pria que sera´ chamada quando este sinal ocorrer atrave´s de um
mecanismo de captura de sinal.
Um sinal tambe´m pode ser disparado programaticamente utilizando chamadas do
sistemas atrave´s do me´todo kill. Deste modo, os sinais podem ser empregados como ferramenta de
sincronizac¸a˜o ou uma forma primitiva de IPC. No entanto, o processo que dispara e o que recebe
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o sinal devem pertencer ao mesmo usua´rio ou sena˜o o processo emissor deve pertencer ao usua´rio
“root”. O me´todo kill recebe dois paraˆmetros, o PID do processo receptor e co´digo do sinal, um
nu´mero inteiro comec¸ando de 1. Esses co´digos tambe´m sa˜o definidos como nomes simbo´licos,
os quais comec¸am com o prefixo “SIG”. Normalmente os nomes simbo´licos sa˜o utilizados em
detrimento aos co´digos, uma vez que o co´digo do sinal pode variar entre arquiteturas de hardware.
O Linux implementa 31 sinais padra˜o os quais sa˜o sumarizados e descritos no Quadro 3.
2.6 Serializac¸a˜o e Desserializac¸a˜o de Dados
Exceto Signals, as demais te´cnicas de comunicac¸a˜o citadas anteriormente suportam
transmisso˜es em formato texto ou bina´rio. Devido a heterogeneidade das linguagens de
programac¸a˜o utilizadas neste trabalho, decidiu-se utilizar exclusivamente o formato via texto.
Isso faz com que o kernel se encarregue em transformar os bytes recebidos em caracteres antes
de entrega´-los a` aplicac¸a˜o. Desta forma, o entendimento da comunicac¸a˜o e´ assegurado desde que
emissor e receptor implementem o mesmo protocolo de comunicac¸a˜o. Portanto e´ necessa´rio que
o emissor converta sua estrutura dados em um formato passı´vel de transmissa˜o, no caso texto.
Este processo recebe o nome de serializac¸a˜o. A operac¸a˜o reversa, onde o texto e´ transformado
em um estrutura de dados, recebe o nome de desserializac¸a˜o (CARLSON; RICHARDSON,
2015). Va´rios formatos podem ser utilizados com esta finalidade, como: XML, YAML, JSON,
Marshal, Message Pack entre outros.
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Quadro 3: Sinais padra˜o no Linux
Nu´mero Nome Ac¸a˜o Padra˜o Descric¸a˜o
1 SIGHUP termina processo terminal desconectado
2 SIGINT termina processo interrompe programa
3 SIGQUIT termina processo e cria dump sai do programa
4 SIGILL termina processo e cria dump instruc¸a˜o ilegal
5 SIGTRAP termina processo e cria dump excec¸a˜o programada
6 SIGABRT termina processo e cria dump aborta programa (antigo
SIGIOT)
7 SIGEMT termina processo e cria dump emula uma instruc¸a˜o executada
8 SIGFPE termina processo e cria dump excec¸a˜o de ponto flutuante
9 SIGKILL termina processo mata programa
10 SIGBUS termina processo e cria dump erro de barramento
11 SIGSEGV termina processo e cria dump falha de segmentac¸a˜o
12 SIGSYS termina processo e cria dump invocac¸a˜o de chamada de
sistema inexistente
13 SIGPIPE termina processo escrita em pipe sem leitor
14 SIGALRM termina processo cronoˆmetro real-time expirado
15 SIGTERM termina processo sinal de te´rmino de software
16 SIGURG descarta sinal condic¸a˜o urgente presente no
socket
17 SIGSTOP para processo para processo (na˜o pode ser
capturado ou ignorado)
18 SIGTSTP para processo sinal de parada gerado por
teclado
19 SIGCONT descarta sinal continue depois de parar
20 SIGCHLD descarta sinal processo filho teve estado
alterado
21 SIGTTIN para processo tentativa de leitura em segundo
plano a partir do terminal
22 SIGTTOU para processo tentativa de escrita em segundo
plano a partir do terminal
23 SIGTTOU descarta sinal I/O e´ possı´vel para um descritor
24 SIGXCPU termina processo tempo de CPU excedido
25 SIGXFSZ termina processo limite de tamanho de arquivo
excedido
26 SIGVTALRM termina processo alarme virtual de tempo
27 SIGPROF termina processo verificando alarme de tempo
28 SIGWINCH descarta sinal janela redimensionada
29 SIGINFO descarta sinal status requisitado por teclado
30 SIGUSR1 termina processo sinal definido por usua´rio
31 SIGUSR2 termina processo sinal definido por usua´rio
Fonte: Stevens e Rago (2013). Adaptado.
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3 MATERIAIS E ME´TODOS
Normalmente um cluster de computadores tem como objetivo prima´rio otimizar
ao ma´ximo o tempo de execuc¸a˜o de uma aplicac¸a˜o. No entanto, neste trabalho, a facilidade de
utilizac¸a˜o por parte do usua´rio final e´ o objetivo principal, seguido do desempenho computacional.
Isso na˜o significa que na˜o se priorizou o desempenho, mas que ao decidir entre duas tecnologias
para a mesma finalidade se escolheu a que fosse de mais fa´cil utilizac¸a˜o. Por essa raza˜o, em alguns
pontos o desempenho foi sacrificado. No entanto, otimizou-se outras partes da plataforma para
mitigar essas perdas. Essa decisa˜o leva em conta o perfil do usua´rio que a plataforma pretende
atender: alunos e professores dos cursos de engenharia que podem na˜o possuir conhecimentos
aprofundados em computac¸a˜o paralela distribuı´da. Logo, optou-se por facilitar a utilizac¸a˜o para
tornar a plataforma acessı´vel a mais usua´rios.
Em decorreˆncia disso, separou-se as responsabilidades entre aplicac¸a˜o de
gerenciamento do cluster e aplicac¸a˜o cliente que e´ desenvolvida pelo usua´rio. A primeira
e´ responsa´vel por abstrair as operac¸o˜es distribuı´das, definindo uma interface de programac¸a˜o
simplificada que oculte as chamadas remotas de me´todos. A aplicac¸a˜o cliente consome os
servic¸os oferecidos pelo cluster.
Para tornar a plataforma mais flexı´vel, permitindo que um nu´mero maior de
linguagens de programac¸a˜o fossem compatı´veis com o cluster, escolheu-se utilizar apenas
operac¸o˜es ba´sicas disponı´veis na maioria das linguagens: leitura e escrita em terminal. Em
virtude disso, as aplicac¸o˜es de gerenciamento e cliente foram implementadas como processos
separados. Dessa forma, foram utilizadas te´cnicas de intercomunicac¸a˜o entre processos para
comunicac¸a˜o entre o cluster e a aplicac¸a˜o cliente.
Foram utilizados softwares gratuitos, computadores e equipamentos de rede cabeada
disponı´veis. Os laborato´rios de informa´tica sa˜o de uso compartilhado e ja´ possuem sistemas
operacionais e softwares utilizados nas aulas. Diante disso, optou-se por carregar um sistema
operacional atrave´s da rede. Assim e´ possı´vel utilizar um sistema operacional especı´fico para
implementac¸a˜o do cluster sem alterar a configurac¸a˜o previamente instalada na ma´quina.
A seguir e´ apresentada a estrutura do cluster proposto neste trabalho.
3.1 Estrutura do cluster
Um cluster e´ composto por um conjunto de ma´quinas que executam uma aplicac¸a˜o
distribuı´da de forma colaborativa. Normalmente um desses computadores e´ responsa´vel
exclusivamente por coordenar os demais. Nessa estrutura, o computador responsa´vel pelo
gerenciamento e´ classificado como No´ Cabec¸a, enquanto os demais sa˜o chamados No´s Escravos.
A Figura 7 ilustra a estrutura geral de um cluster. Como pode ser observado, todos os
computadores esta˜o interconectados por uma rede.
Para que o ambiente distribuı´do seja transparente para aplicac¸a˜o cliente, e´ necessa´rio
que o cluster possua uma arquitetura capaz de gerenciar as rotinas de comunicac¸a˜o. Dessa forma,
e´ possı´vel paralelizar a aplicac¸a˜o cliente como se fosse executada em um u´nico computador.
Para tanto, neste trabalho desenvolveu-se a arquitetura apresentada na Figura 8. Ela esta´ dividida
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Figura 7: Estrutura fı´sica de um cluster gene´rico.
Fonte: Pro´prio autor.
em treˆs partes principais: No´ Cabec¸a, responsa´vel por receber as requisic¸o˜es do usua´rio,
gerenciar os computadores do cluster e coordenar a distribuic¸a˜o de tarefas; No´s Escravos,
encarregados de executar e monitorar a aplicac¸a˜o cliente, bem como capturar os resultados
e envia´-los ao No´ Cabec¸a; e DRBL (Diskless Remote Boot in Linux) (SHIAU et al., 2017),
incumbido de disponibilizar uma imagem do sistema operacional, previamente configurado com
as dependeˆncias de software necessa´rias a` aplicac¸a˜o cliente, para os no´s escravos.
O No´ Cabec¸a e o DRBL sa˜o instalados em ma´quinas virtualizadas distintas em um
mesmo computador. Optou-se pela virtualizac¸a˜o por treˆs razo˜es. A primeira para que se pudesse
utilizar uma u´nica ma´quina fı´sica para gerenciamento do cluster e disponibilizac¸a˜o da imagem
do sistema na rede. A segunda porque o software DRBL modifica muitas funcionalidades
do sistema operacional, uma vez que instala muitos pacotes, edita regras de firewall e cria
compartilhamentos via NFS (Network File System) entre outros, podendo comprometer o
funcionamento do sistema do usua´rio. A terceira para que se pudesse manter um template
do sistema operacional pre´-configurado para utilizac¸a˜o do cluster. Basta clonar a ma´quina virtual
DRBL e adicionar as dependeˆncias de pacotes da aplicac¸a˜o cliente. Assim e´ possı´vel manter
uma colec¸a˜o de ma´quinas virtuais (Virtual Machines - VMs) configuradas com dependeˆncias de
software distintas. Dessa forma, para utilizar uma aplicac¸a˜o diferente, basta ligar uma outra VM
DRBL previamente configurada.
A comunicac¸a˜o entre Aplicac¸a˜o de Gerenciamento e Aplicac¸o˜es Agentes e´ realizada
por meio de chamadas de me´todos remotos, assim como a comunicac¸a˜o entre Interface Usua´rio
e Aplicac¸a˜o de Gerenciamento. Entretanto, os arquivos executa´veis da Aplicac¸a˜o Cliente sa˜o
disponibilizados via NFS. O No´ Cabec¸a disponibiliza uma pasta compartilhada onde os arquivos
do usua´rio sa˜o copiados e mapeados para os No´s Escravos em modo somente leitura.
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Figura 8: Arquitetura do cluster.
Fonte: Pro´prio autor.
3.1.1 Formato de comunicac¸a˜o
Para permitir que o usua´rio escolha a linguagem de desenvolvimento da aplicac¸a˜o,
optou-se por separar o gerenciamento do cluster e a Aplicac¸a˜o Cliente em nı´vel de processos.
Desta forma, o cluster se responsabiliza por executar a Aplicac¸a˜o Cliente passando os paraˆmetros
necessa´rios para sua inicializac¸a˜o e por recuperar os dados de saı´da dessa aplicac¸a˜o. O cliente e´
responsa´vel por retornar os dados em uma estrutura pre´-estabelecida, incluindo instruc¸o˜es de
controle.
Para o formato de entrada de opc¸o˜es e argumentos da Aplicac¸a˜o Cliente, utiliza-se
um mecanismo similar a` passagem de argumentos na linha de comandos do Linux. Um exemplo
de utilizac¸a˜o e´ apresentado na Figura 9. Um paraˆmetro e´ definido utilizando-se dois trac¸os (--)
seguidos do seu nome e uma lista de valores separados por espac¸os. Escolheu-se essa notac¸a˜o
para manter compatibilidade com aplicac¸o˜es via terminal. Isso facilita o desenvolvimento por
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Figura 9: Exemplo de passagem de paraˆmetros via terminal.
Fonte: Pro´prio autor.
permitir que as aplicac¸o˜es executem da mesma forma tanto no terminal quanto no cluster, o que
torna possı´vel testar uma tarefa individualmente no terminal.
A comunicac¸a˜o entre cluster e Aplicac¸a˜o Cliente utiliza o formato JSON (Javascript
Object Notation) (ECMA-404, 2013) e um conjunto de chaves reservadas para controle do cluster.
Essa notac¸a˜o e´ independente de linguagem e de fa´cil compreensa˜o por humanos e ma´quinas, o
que facilita a gerac¸a˜o e manipulac¸a˜o de dados. Ale´m disso, existe um vasta gama de bibliotecas
que auxiliam a manipulac¸a˜o da dados no formato JSON (LEPILLEUR, 2010; Python Software
Foundation, 2017; COUTURE-BEIL, 2014; FANG, 2017). Os resultados obtidos da execuc¸a˜o
das aplicac¸o˜es clientes e o conjunto de tarefas iniciais submetidas ao cluster sa˜o codificadas no
formato JSON respeitando a estrutura de controle. A lista a seguir exibe as palavras reservadas e
a semaˆntica utilizada pela estrutura de controle do cluster:
• command - Recebe o nome do arquivo que sera´ executado incluindo sua extensa˜o, quando
for o caso. Por exemplo, caso o arquivo possua o nome job setup.m, o campo command
recebera´ o valor “job setup.m”.
• args - Recebe uma string contendo os paraˆmetros para aplicac¸a˜o definida em command.
O formato dessa string segue o padra˜o “--param1 argumento1 argumento2 --param2
argumento3”. Esses paraˆmetros sa˜o passados a` aplicac¸a˜o cliente conforme e´ exibido na
Figura 9.
• wait - Recebe apenas os valores em formato texto “true” ou “false”. E´ utilizado pelo
escalonador do cluster para definir a ordem de execuc¸a˜o das tarefas da aplicac¸a˜o cliente.
No conjunto inicial de tarefas e entre os elementos definidos no campo next jobs, apenas
uma tarefa pode ter o campo wait definido como “true”. Este to´pico sera´ abordado com
mais detalhes na Sec¸a˜o 3.1.2.
• job output - Recebe os resultados da execuc¸a˜o da aplicac¸a˜o em formato JSON. A definic¸a˜o
dos nomes das chaves e valores sa˜o de responsabilidade do usua´rio. Os valores definidos
nesse campo sera˜o redirecionados a` tarefa responsa´vel pelo agrupamento de informac¸o˜es
ou sera˜o a saı´da final da execuc¸a˜o do conjunto de tarefas.
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• next jobs - Recebe um array de objetos em formato JSON contendo a`s chaves command,
args, e wait quando deseja-se encadear novas tarefas ou um array vazio quando a tarefa na˜o
possui descendentes. As chaves command, args e wait possuem as mesmas funcionalidades
ja´ destacadas anteriormente e seguem a mesma estrutura da definic¸a˜o inicial de tarefas. Por
exemplo, caso next jobs esteja definido como {''next jobs'': []}, na˜o sera˜o criadas novas
tarefas. No entanto, uma definic¸a˜o conforme:
{''next jobs'': [{''command'': ''job1.m'', ''args'': ''--valor 1'', ''wait'':''true''},{''command'':
''job2.m'', ''args'': ''--opcao a'', ''wait'':''false''}]}
indica que sera˜o criadas as tarefas job1.m e job2.m, de forma que job1.m sera´ executado
apenas apo´s o te´rmino de job2.m. A precedeˆncia entre tarefas sera´ abordada na Sec¸a˜o
3.1.2.
• job input - Recebe um array em formato JSON com os valores de job output definidos por
outras tarefas. Esse campo e´ criado pelo cluster e utilizado para repassar as informac¸o˜es
contidas no campo job output de outras tarefas a` responsa´vel por agrupar esses resultados.
Dessa forma, o cluster adiciona o paraˆmetro job input com seus respectivos valores a` lista
de paraˆmetros definida em args. Este array e´ ordenado seguindo sequencia relativa em que
as tarefas foram criadas no campo next jobs. Por exemplo, se a tarefa “c” e´ responsa´vel
por agrupar os valores das tarefas “a” e “b” com saı´das respectivamente iguais a {''val'':
''1''} e {''val'': ''2''}, a tarefa “c” recebera´ o paraˆmetro job input da seguinte forma:
--job input ''[{\''val\'': \''1\''}, {\''val\'': \''2\''}]''.
Ressalta-se que e´ necessa´rio a utilizac¸a˜o da barra de escape (\) antes das aspas que
envolvem paraˆmetros e valores, uma vez que a`s aspas sa˜o delimitadores de strings. No
entanto, o cluster se encarrega deste processo automaticamente.
O cluster retorna o resultado final da execuc¸a˜o da Aplicac¸a˜o Cliente ao usua´rio
por meio de um arquivo de texto codificado em JSON. Os dados contidos nesse arquivo sa˜o
provenientes do campo job output, extraı´do do retorno da instaˆncia final da Aplicac¸a˜o Cliente.
A Figura 10 resume o fluxo de dados e os formatos utilizados na comunicac¸a˜o
entre usua´rio, cluster e Aplicac¸a˜o Cliente. Tambe´m e´ possı´vel combinar o formato de passagem
de paraˆmetros via terminal com a notac¸a˜o JSON para representar estruturas de dados mais
complexas. Basta definir o valor de um paraˆmetro como uma string no formato JSON. Essa e´ a
mesma estrate´gia utilizada pelo cluster para combinar os valores de job output e submeteˆ-los a`
aplicac¸a˜o utilizando o paraˆmetro job input.
3.1.2 Escalonador de tarefas
Para que uma aplicac¸a˜o cliente obtenha vantagem ao ser submetida ao cluster e´
necessa´rio que essa possa ser dividida em partes menores capazes de executar em paralelo.
Essas partes menores recebem o nome de jobs, tarefas. No entanto, e´ comum que uma aplicac¸a˜o
possua partes paraleliza´veis enquanto outras sa˜o inerentemente sequenciais. Normalmente um
trecho de co´digo sequencial surge apo´s um paralelo, atuando como ponto de sincronizac¸a˜o ou
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Figura 10: Formato e fluxo de informac¸o˜es no cluter.
Fonte: Pro´prio autor.
barreira. Isso e´ utilizado para garantir que o fluxo do programa continue apenas apo´s o te´rmino
de todas as operac¸o˜es paralelas anteriores, garantindo que todas as informac¸o˜es necessa´rias
estejam disponı´veis para a pro´xima operac¸a˜o.
Dessa forma, faz-se necessa´rio um mecanismo pelo qual o usua´rio possa informar
ao cluster quais tarefas podem ser executadas em paralelo, qual a ordem de execuc¸a˜o das tarefas
e quais dessas funcionara˜o como pontos de sincronizac¸a˜o. Para isto, organizou-se a`s tarefas em
uma estrutura de dados em forma de a´rvore conforme a` Figura 11, chamada A´rvore de Tarefas
(JobsTree) (RAUBER; RU¨NGER, 2010).
Nessa estrutura, seus elementos recebem o nome de no´s (nesta sec¸a˜o, a palavra no´ se
refere a um elemento da A´rvore de Tarefas e na˜o a um computador). Os no´s sa˜o organizados
hierarquicamente por meio de arestas. Cada no´ possui um u´nico no´ superior, chamado no´ pai,
com excec¸a˜o do no´ raiz (root). Os descendentes diretos de um no´ chamam-se no´s filhos. Um
no´ que na˜o possui descendentes recebe o nome de no´ folha. No´s que possuem pai comum
chamam-se irma˜os. Um conjunto de no´s com pai comum recebe o nome de ramo.
Cada no´ representa uma tarefa, com excec¸a˜o do no´ raiz. Este no´ especial e´ utilizado
para indicar o ponto de entrada da a´rvore, logo na˜o armazena dados referentes a`s tarefas. As
tarefas iniciais sa˜o adicionadas a esse no´. A medida em que as tarefas terminam, elas podem
adicionar novas tarefas, de forma que a a´rvore e´ definida dinamicamente.
Em cada ramo deve existir obrigatoriamente um no´ que atuara´ como ponto de
sincronizac¸a˜o. Este e´ identificado pelo campo wait com valor “true”, enquanto os demais irma˜os
recebem o valor “false”. Um no´ que atua como ponto de sincronizac¸a˜o e´ classificado como
RedNode, representado em vermelho, enquanto os demais sa˜o classificados como BlueNode,
representado em azul.
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Figura 11: A´rvore de Tarefas.
Fonte: Pro´prio autor.
Um RedNode sera´ executado apenas apo´s seus irma˜os BlueNode, e os descendentes
deste, terminarem a execuc¸a˜o. Os BlueNodes, por sua vez, na˜o necessitam verificar o estado da
execuc¸a˜o dos no´s irma˜os, de forma que podem executar assim que houver computadores aptos
a recebeˆ-los. Por exemplo, considerando a Figura 11, a tarefa contida no no´ 3 sera´ executada
apenas apo´s o te´rmino das tarefas dos no´s 1, 2, 4, 5 e 6. Neste caso, os no´s 2, 4 e 5 poderiam
executar em paralelo. Da mesma forma, a tarefa do no´ 6 sera´ executada apenas apo´s o te´rmino
das dos no´s 4 e 5. Ja´ a tarefa condida em 9 sera´ executada apo´s o te´rmino de 7 e 8. Essas regras
sa˜o utilizadas para definir a ordem relativa de execuc¸a˜o das tarefas. Entretanto, na˜o ha´ como
saber a ordem exata de execuc¸a˜o, visto que isso depende do tempo gasto na execuc¸a˜o de cada
tarefa e da disponibilidade de computadores para executa´-las.
Como os RedNodes atuam como ponto de sincronizac¸a˜o e´ necessa´rio que eles tenham
acesso aos resultados produzidos pelos seus no´s irma˜os e os descendentes destes. Uma forma de
se conseguir isso e´ por meio de regras de escalonamento, como as regras a seguir:
1. Um no´ que possui filhos deve repassar seus resultados a eles.
2. BlueNodes sem filhos devem repassar seus resultados ao irma˜o RedNode.
3. RedNode sem filhos devem repassar seus resultados ao pro´ximo ancestral RedNodes ainda
na˜o executado.
4. Caso nenhuma das regras anteriores sejam aplica´veis, terminar a aplicac¸a˜o.
Essas regras seriam necessa´rias porque a estrutura da a´rvore reflete apenas a ordem
em que as tarefas foram inseridas, fazendo com que o fluxo da informac¸a˜o e a` ordem de execuc¸a˜o
sejam diferentes da hierarquia definida pelas arestas. Isso implicaria em uma busca da raiz ate´ a`s
folhas a cada te´rmino de tarefa para verificar quais no´s esta˜o aptos para execuc¸a˜o e outra para
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definir qual no´ receberia a informac¸a˜o. Ale´m disso, os resultados das tarefas seriam mantidos
nos no´s, que apenas seriam marcados como executados. Isso tornaria as operac¸o˜es mais lentas
devido ao crescimento da A´rvore de Tarefas.
Uma soluc¸a˜o para esses problemas e´ rearranjar as arestas da a´rvore para que essas
representem o fluxo da informac¸a˜o. Isso pode ser feito promovendo o no´ RedNode de cada novo
ramo a pai de seus irma˜os. Como consequeˆncia, no´s sem descendentes sempre repassara˜o sua
informac¸a˜o ao no´ pai. Ale´m disso, um no´ rece´m terminado e´ substituı´do pelos seus descendentes.
Dessa forma, manteˆm-se na a´rvore apenas aquelas tarefas que esta˜o aptas a executar.
Figura 12: A´rvore de Tarefas do ponto de vista do escalonador.
Fonte: Pro´prio autor.
O usua´rio continua a definir a`s tarefas iniciais e as novas da mesma forma, mantendo
um u´nico RedNode a cada ramo. Para o usua´rio, a visa˜o da A´rvore de Tarefas permanece
inalterada, uma vez que as arestas representam o parentesco entre tarefas. No entanto, o cluster
redefine internamente a estrutura da a´rvore para simplificar as operac¸o˜es, de forma que o no´
pai sempre receba o resultado da execuc¸a˜o de tarefas que na˜o criem novos descendentes. Essa
estrutura faz com que as tarefas contidas nos no´s folhas sejam as que esta˜o aptas a executar, uma
vez que essas na˜o possuem tarefas dependentes. Por exemplo, na Etapa 1, apenas os no´s 1 e 2
esta˜o aptos a executar, uma vez que na˜o possuem descendentes, ou seja, sa˜o folhas. Na Etapa
2, a tarefa contida no no´ 1 terminou e suas informac¸o˜es foram repassadas aos no´s 4, 5 e 6 no
momento da definic¸a˜o do novo ramo. Internamente o cluster rearranjou esse ramo, promovendo
6 a pai de 4 e 5. Logo, quando esses terminaram, na Etapa 3, o resultado sera´ enviado a 6. O
mesmo ocorre na Etapa 4, 6 e´ um no´ folha e por isso esta´ apto a executar. Ao terminar sua
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informac¸a˜o e´ repassada ao seu pai, o no´ 3. A condic¸a˜o de parada passa a ser a inexisteˆncia de
no´s na A´rvore de Tarefas.
Nessa estrutura tambe´m e´ assegurado que as informac¸o˜es repassadas aos RedNodes
estara˜o na mesma ordem em que as tarefas filhas foram definidas. Por exemplo, ao observar a
Figura 12, na Etapa 6, verifica-se que no momento da definic¸a˜o das novas tarefas, o no´ 7 estava
a esquerda do no´ 8. Logo, a primeira posic¸a˜o do campo job input da tarefa do no´ 9 recebera´ o
resultado da tarefa do no´ 7 e a segunda posic¸a˜o o resultado da tarefa do no´ 8. Isto e´ utilizado
para se identificar a saı´da de operac¸o˜es diferentes que executam em paralelo no mesmo ramo.
O escalonador tambe´m permite que o usua´rio paralelize a execuc¸a˜o de conjunto de
tarefas, o que ocorre quando no´s BlueNodes criam descendentes. Neste caso, ale´m da execuc¸a˜o
paralela entre BlueNodes do mesmo ramo, acorrera´ tambe´m a execuc¸a˜o paralela entre ramos
diferentes. Isto e´ u´til quando deseja-se sub-dividir uma rotina ja´ paralelizada em operac¸o˜es
menores que tambe´m sa˜o paraleliza´veis. Essa abordagem e´ ilustrada na Figura 13.
Figura 13: Paralelizac¸a˜o de tarefas em um mesmo ramo e em ramos diferentes.
Fonte: Pro´prio autor.
Na Figura 13, os retaˆngulos pontilhados representam um conjunto de tarefas
paraleliza´veis na visa˜o do usua´rio e do escalonador de tarefas. A Modelagem 1 apresenta uma
abordagem monolı´tica, de modo que a rotina paraleliza´vel de mais alto nı´vel foi implementada
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em uma u´nica tarefa. Neste caso, apenas duas tarefas podera˜o ser executadas no cluster ao
mesmo tempo, respectivamente as tarefas 1 e 2. Ja´ a Modelagem 2 apresenta o desmembramento
das tarefas 1 e 2 em outras menores, fazendo com que suas rotinas possam ser executadas em
ate´ quatro unidades de processamento simultaneamente, respectivamente as tarefas 4, 5, 7 e 8.
O aumento no nı´vel de paralelismo pode melhorar o desempenho da aplicac¸a˜o desde de que as
tarefas resultantes do desmembramento permanec¸am com elevado tempo de execuc¸a˜o, superando
o overhead causado pela criac¸a˜o das tarefas adicionais.
3.1.3 Atribuic¸a˜o de tarefas e balanceamento de carga
Os processadores atuais sa˜o dotados de mu´ltiplos nu´cleos. Deste modo, atribuir uma
u´nica tarefa a um computador pode significar desperdı´cio de recursos dependendo da natureza
do problema. Por exemplo, pode-se criar mu´ltiplas instaˆncias de uma aplicac¸a˜o single thread
com alto consumo de CPU e baixo consumo de memo´ria para aproveitar todo o potencial do
processador, com baixo risco de escassez de recursos. Pore´m, caso a aplicac¸a˜o consuma muita
memo´ria ou utilize va´rios nu´cleos de processamento, a criac¸a˜o de novas instaˆncias causara´
deteriorac¸a˜o do desempenho, uma vez que acirrara´ a disputa por recursos computacionais.
Para tornar possı´vel que o usua´rio escolha a melhor alternativa para sua aplicac¸a˜o,
optou-se por dividir cada computador (No´ Escravo) em estruturas menores chamadas Workers
(Trabalhadores). O nu´mero de Workers determina quantas tarefas um computador pode alocar
simultaneamente. Por padra˜o, o nu´mero de Workers e´ determinado pela quantidade de nu´cleos
fı´sicos disponı´veis em cada computador. No entanto, tambe´m pode ser configurado como a
quantidade de nu´cleos lo´gicos ou um nu´mero fixo definido pelo usua´rio. Neste u´ltimo caso, o
nu´mero de Workers na˜o depende da quantidade de nu´cleos fı´sicos ou lo´gicos, de modo que pode
ser atribuı´do um valor maior ou menor do que o nu´mero de nu´cleos. A Sec¸a˜o 3.1.5 trata com
mais detalhes o mecanismo interno de divisa˜o de tarefas de um computador.
Mesmo com a capacidade multitarefa dos processadores atuais, aprimorada pelo
uso de mu´ltiplos nu´cleos, ela e´ limitada aos recursos de um computador. Dessa forma, o
cluster deve distribuir as tarefas de modo a na˜o sobrecarregar um computador enquanto outros
esta˜o subutilizados. Para isso, o No´ Cabec¸a deve conhecer os recursos disponı´veis no cluster,
descobertos durante a fase de inicializac¸a˜o de servic¸os.
Ao iniciar, cada computador informa ao Gestor de No´s Escravos seu enderec¸o de
rede e o nu´mero de Workers disponı´veis. Em seguida, o No´ Escravo ficara´ em estado de espera,
aguardando a requisic¸a˜o do Escalonador de Tarefas. Enta˜o, esse gestor organiza as informac¸o˜es
dos No´s Escravos em uma lista circular chamada nodes queue, adicionando a cada posic¸a˜o
os campos busy e free. Esses campos representam a quantidade de Workers alocados e livres,
respectivamente. Dessa forma, utilizando-se computadores quad core, por exemplo, cada um
iniciara´ com 4 Workers livres. Apo´s essas operac¸o˜es, o No´ Cabec¸a estara´ pronto para receber as
requisic¸o˜es do usua´rio e iniciar a distribuic¸a˜o de tarefas.
Ao receber as tarefas iniciais, o Gestor de Requisic¸o˜es solicita ao Escalonador de
Tarefas que monte a A´rvore de Tarefas. Como visto na Sec¸a˜o 3.1.2, apenas tarefas aptas ou em
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execuc¸a˜o sa˜o mantidas na a´rvore. Logo, e´ necessa´rio saber o estado das tarefas para na˜o correr o
risco de executa´-las mais de uma vez. Por essa raza˜o, cada tarefa armazena seu estado em um
campo chamado status. A Sec¸a˜o 3.1.4 detalha os estados que uma tarefa pode assumir.
Durante a inicializac¸a˜o da a´rvore, o estado das tarefas e´ definido como stopped
(parada). Das folhas da a´rvore gera-se uma lista de tarefas aptas a executar. Dessa, verifica-se o
campo status de cada tarefa, mantendo-se apenas as que possuem o status stopped. Sa˜o criadas
refereˆncias a`s tarefas remanescentes, que sa˜o enta˜o inseridas no fim da fila de espera para
execuc¸a˜o, chamada jobs queue. Assim que as novas refereˆncias de tarefas sa˜o inseridas no fim
dessa fila, o estado delas muda para queued (enfileirada). Isso garante que essas tarefas na˜o
sejam novamente incluı´das na fila de execuc¸a˜o durante o processo de avaliac¸a˜o da a´rvore. Esse
mecanismo permite definir dinamicamente uma fila de execuc¸a˜o que respeita a precedeˆncia
entre as tarefas. Dessa forma, a pro´xima tarefa a ser executada sera´ sempre a primeira na fila de
execuc¸a˜o.
Apo´s atualizar essa fila, o Escalonador de Tarefas solicita ao Gestor de No´s Escravos
um computador disponı´vel para executar a pro´xima tarefa, situac¸a˜o que e´ ilustrada na Figura
14. Este checa o somato´rio total de Workers disponı´veis e, caso seja maior que zero, verifica o
primeiro computador da lista de computadores (nodes queue).
Figura 14: Mecanismo Atribuic¸a˜o de tarefas.
Fonte: Pro´prio autor.
Caso esse computador possua Workers livres, a primeira tarefa da lista jobs queue
sera´ submetida a ele. Enta˜o a refereˆncia a` tarefa sera´ removida da fila de espera para execuc¸a˜o
(jobs queue) e tera´ seu status mudado para running. O computador, por sua vez, tera´ o nu´mero
de Workers recalculado e sera´ movido para o fim da fila de computadores (nodes queue).
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Caso verifique-se que o computador na˜o possua Workers disponı´veis, este tambe´m
sera´ movido para o fim da fila e o pro´ximo sera´ avaliado. Apo´s completar o ciclo na lista de
computadores, esses sera˜o reordenados de forma decrescente pelo nu´mero de Workers livres.
Essa estrate´gia, juntamente com o giro da lista de computadores, busca manter a carga de tarefas
balanceadas entre os computadores do cluster.
Ao te´rmino de uma tarefa, o computador que a executou tem o nu´mero de Workers
disponı´veis incrementado. Caso a tarefa defina novos descendentes, essas informac¸o˜es sera˜o
utilizadas para atualizar a A´rvore de Tarefas e o ciclo recomec¸ara´ ate´ que na˜o restem mais tarefas
a serem executadas.
Ressalta-se que a fila de execuc¸a˜o (Escalonador de Tarefas) e a lista circular de
computadores (Gestor de No´s Escravos) foram propositalmente construı´das de forma separada
para permitir que sejam independentes da estrutura do cluster. Logo o cluster e´ capaz de se
adequar a quantidade de computadores utilizados sem que seja necessa´rio mudar qualquer
configurac¸a˜o.
3.1.4 Tratamento de erros e estados de uma tarefa
Como mostrado na Sec¸a˜o 3.1.3, uma tarefa assume va´rios estados durante o ciclo de
vida no cluster. Esses estados sa˜o utilizados para determinar em qual fase de processamento uma
tarefa esta´ e tambe´m para que seja possı´vel reverteˆ-la em caso de falhas. O Quadro 4 resume o
significado de cada estado possı´vel.
O estado da tarefa determina a ac¸a˜o a ser tomada em caso de falha na Aplicac¸a˜o
Cliente. Quando um erro ocorre em uma tarefa, os dados do backtrace (pilha de chamada de
func¸o˜es) sa˜o exibidos para o usua´rio e a tarefa recebe o estado de erro. Caso a aplicac¸a˜o esteja
com outras tarefas em execuc¸a˜o, essas sera˜o identificadas e forc¸adamente encerradas pelo cluster.
Isto e´ possı´vel porque o Escalonador de Tarefas armazena o enderec¸o de quem esta´ executando a
tarefa e o PID (Process Identifier) do processo. Essas informac¸o˜es sa˜o enviadas pela Aplicac¸a˜o
Agente quando inicia-se a execuc¸a˜o da Aplicac¸a˜o Cliente. As tarefas forc¸adamente encerradas
sa˜o marcadas como aborted. As tarefas que estavam na fila de execuc¸a˜o, mas na˜o chegaram a
executar, retornam ao estado stopped.
Caso a soluc¸a˜o do problema esteja contida na pro´pria tarefa que ocasionou o erro, e´
possı´vel a corrigir e resumir a execuc¸a˜o a partir daquele ponto. Isto porque o Escalonador de
Tarefas armazena em memo´ria a A´rvore de Tarefas com erro e segue para a requisic¸a˜o seguinte.
Apo´s corrigir o problema o usua´rio pode requisitar ao Gestor de Requisic¸o˜es que continue a
executar a a´rvore anterior, bastando informar o identificador da requisic¸a˜o com erro. No entanto,
se o erro foi causado por um valor incorreto de uma tarefa anterior, na˜o sera´ possı´vel resumir
a aplicac¸a˜o, visto que a tarefa que causou o erro na˜o esta´ na A´rvore de Tarefas. Neste caso, o
usua´rio tera´ que fazer uma nova requisic¸a˜o ao cluster.
3.1.5 Workers: Implementac¸a˜o e mecanismo de Alocac¸a˜o de Tarefas
Embora o Gestor de No´s Escravos conhec¸a o quantitativo de Workers livres e
ocupados em cada computador, esse na˜o atribui a tarefa diretamente a um Worker e sim ao
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Quadro 4: Estados de uma Tarefa
Estado Descric¸a˜o Localizac¸a˜o
stopped Aguardando a execuc¸a˜o de tarefas
dependentes. Tarefa rece´m adicionada.
No´ cabec¸a. Exclusivamente na A´rvore
de Tarefas.
queued Tarefa movida para fila de execuc¸a˜o.
Aguarda um Worker disponı´vel.
No´ cabec¸a. Na A´rvore de Tarefas e na
fila de execuc¸a˜o (jobs queue).
running Tarefa em execuc¸a˜o. Processo criado em
algum no´ escravo.
No´ cabec¸a. Na A´rvore de Tarefas.
No´ escravo. Em execuc¸a˜o em um
Worker
finished Tarefa terminada com sucesso. No´ cabec¸a. Apenas em logs de execuc¸a˜o
error Erro de execuc¸a˜o da aplicac¸a˜o cliente.
Tarefa com erro.
No´ cabec¸a. Na A´rvore de Processos.
aborted Terminada forc¸adamente pelo cluster. No´ cabec¸a. Na A´rvore de Processos,
pode estar na fila de execuc¸a˜o.
No´ escravo. Ainda pode estar em
execuc¸a˜o em um Worker
Fonte: Pro´prio autor.
No´ Escravo. Optou-se por essa estrate´gia para simplificar a implementac¸a˜o e diminuir o tempo
gasto pelo No´ Cabec¸a para atribuic¸a˜o de tarefas. Logo, essa responsabilidade e´ delegada a
Aplicac¸a˜o Agente assim que esta recebe a tarefa, deixando o No´ Cabec¸a disponı´vel para a pro´xima
requisic¸a˜o. Isso e´ possı´vel porque cada agente implementa seu mecanismo de distribuic¸a˜o de
tarefas, chamado Escalonador de Workers, exibido na Figura 15.
Esse foi desenvolvido utilizando-se a te´cnica Master-Worker, onde um processo e´
responsa´vel por coordenar as atividades dos demais (RAUBER; RU¨NGER, 2010). A Aplicac¸a˜o
Agente cria uma fila de tarefas e instancia um servidor local para que os processos filhos
(Workers) a acessem. Enta˜o essa cria N novos processos por meio da operac¸a˜o de co´pia (fork),
onde N e´ o nu´mero ma´ximo de tarefas que podem ser alocadas simultaneamente, definido
por paraˆmetro. Os processos filhos sa˜o programados para continuamente buscar e executar as
tarefas da fila de execuc¸a˜o por meio do servidor local. Este garante que apenas um processo tera´
acesso a uma tarefa de cada vez. Quando o processo tenta acessar a fila e na˜o resta nenhuma
tarefa, recebe o sinal “STOP”, entrando em estado de dormeˆncia. Quando uma requisic¸a˜o de
processamento de tarefa chega na Aplicac¸a˜o Agente, essa o enfileira e dispara o sinal “CONT”,
despertando os processos adormecidos, que buscam novamente na fila, reiniciando o ciclo. Isso
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Figura 15: Mecanismo de alocac¸a˜o de tarefas entre Workers.
Fonte: Pro´prio autor.
consequentemente garante o balanceamento de carga, uma vez que apenas Workers ociosos
buscara˜o uma tarefa na fila.
Ainda e´ possı´vel associar um Worker a um nu´cleo de processamento configurando
o paraˆmetro do cluster CPU AFFINITY para “yes”. Isso faz com que tarefas submetidas a
um Worker executem em um nu´cleo predefinido. Isto e´ u´til para aplicac¸o˜es single thread, pois
aumenta a probabilidade de que os dados rece´m utilizados estejam no cache do processador,
melhorando o desempenho (LOVE, 2013). Ale´m disso, verificou-se que o escalonador de
processos padra˜o do sistema na˜o faz considerac¸o˜es sobre o balanceamento de carga entre nu´cleos
lo´gicos pertencentes ao mesmo nu´cleo fı´sico. Isso fez com que, em diversos casos, fossem
alocadas duas tarefas sobre um mesmo nu´cleo fı´sico, mesmo havendo outros nu´cleos ociosos. A
alocac¸a˜o esta´tica utilizada pelo cluster trata esse tipo de problema promovendo uma alocac¸a˜o
mais eficiente para aplicac¸o˜es single thread. No entanto, essa opc¸a˜o e´ desativada por padra˜o,
pois pode piorar o desempenho de aplicac¸o˜es multithread, cabendo ao usua´rio ativa´-la quando
oportuno.
O Escalonador de Workers tambe´m permite que sejam submetidas mais tarefas
do que o nu´mero de Workers, armazenando-as temporariamente. Embora o Escalonador de
Tarefas na˜o submeta mais tarefas que o nu´mero de Workers ociosos, na implementac¸a˜o atual,
essa capacidade poderia ser utilizada para diminuir a lateˆncia entre a`s execuc¸o˜es de tarefas.
Uma vez que com a pro´xima tarefa enfileirada localmente, esta poderia ser iniciada enquanto,
paralelamente, os resultados da anterior sa˜o enviados ao Gestor de Requisic¸o˜es. Pretende-se
adicionar essa funcionalidade nas pro´ximas verso˜es do cluster deixando-a como opc¸a˜o do usua´rio
ativa´-la ou na˜o.
3.1.6 Execuc¸a˜o de co´digo cliente e meio de comunicac¸a˜o
A execuc¸a˜o do co´digo cliente e´ similar a inicializac¸a˜o de uma aplicac¸a˜o no
terminal do Linux. Normalmente, aplicac¸o˜es via linha de comando possuem como saı´da padra˜o
(STDOUT) o pro´prio terminal, e recebem dados via entradas de texto tambe´m pelo terminal,
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sendo essa a entrada padra˜o (STDIN). Neste caso, e´ comum que as excec¸o˜es sejam exibidas
na tela (STDERR). A diferenc¸a ba´sica para execuc¸a˜o no cluster e´ que os dados de entrada e
saı´da sera˜o manipulados por outro processo (Worker), que tera´ acesso a essas informac¸o˜es ao
redirecionar os descritores padra˜o. Isso e´ realizado por meio da criac¸a˜o de pipes associados a`
operac¸a˜o fork (MATTHEW; STONES, 2009).
Antes de iniciar a Aplicac¸a˜o Cliente, o Executor define treˆs pares de pipes que sera˜o
conectados respectivamente a STDIN, STDOUT e STDERR. Cada Worker possui internamente
seu Executor. Como visto anteriormente, um Worker e´ um processo gerenciado pela Aplicac¸a˜o
Agente.
Para iniciar a Aplicac¸a˜o Cliente, o Executor cria uma co´pia de seu pro´prio processo
por meio de uma operac¸a˜o fork. O processo filho enta˜o chama a func¸a˜o exec passando como
argumento o caminho do executa´vel da Aplicac¸a˜o Cliente. Neste momento, o processo filho,
clone do Worker, passa a ser a pro´pria Aplicac¸a˜o Cliente. No entanto, compartilha os descritores
de arquivos (pipes), criados pelo processo pai. Isto faz com que o processo Worker, por meio do
Executor, possua um canal de comunicac¸a˜o comum, permitindo a troca de informac¸o˜es com a
Aplicac¸a˜o Cliente.
A princı´pio utilizou-se apenas os descritores STDOUT e STDERR, respectivamente
para captura das mensagens de saı´da e erro da Aplicac¸a˜o Cliente. A entrada de dados era
realizada por meio de outro mecanismo, o vetor de argumentos (ARGV) (MATTHEW; STONES,
2009). Este divide automaticamente o texto inserido apo´s o executa´vel da aplicac¸a˜o utilizando
os espac¸os como separador. Isto permitia que a Aplicac¸a˜o Cliente utilizasse o utilita´rio de
recuperac¸a˜o de paraˆmetros, comumente conhecido como option parser (COPELAND, 2013),
para recuperar os paraˆmetros no cluster e terminal de maneira ideˆntica. O formato da passagem
de paraˆmetros foi apresentado na Sec¸a˜o 3.1.1.
No entanto, verificou-se que o vetor de argumentos possui um tamanho ma´ximo
definido. Assim, caso a lista de argumentos ultrapasse esse valor, uma excec¸a˜o sera´ disparada pelo
sistema operacional. Por essa raza˜o, passou-se a utilizar a passagem de paraˆmetros via STDIN
(Standart Input). Isto porque embora os pipes utilizem um pequeno espac¸o de armazenamento
tempora´rio (buffer), estes podem transmitir qualquer quantidade de informac¸a˜o. Para isso,
utiliza-se va´rias transmisso˜es consecutivas, tornando possı´vel o envio de grande quantidade de
dados.
Mesmo trocando o meio de entrada de dados, manteve-se o comportamento do vetor
de argumentos. Desse modo, o utilita´rio para extrac¸a˜o dos paraˆmetros funcionara´ para STDIN
ou ARGV, sendo o primeira opc¸a˜o utilizada no cluster. Para testar uma Aplicac¸a˜o Cliente via
terminal usando ARGV, basta incluir o argumento --argv em sua lista de paraˆmetros.
A saı´da de dados e´ obtida por meio da captura das mensagens que seriam impressas
no terminal. Logo a Aplicac¸a˜o Cliente precisa imprimir as informac¸o˜es em formato JSON,
seguindo o padra˜o apresentado na Sec¸a˜o 3.1.1, para que esta possa ser interpretada pelo cluster.
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O Executor sabe reconhecer o status de saı´da da Aplicac¸a˜o Cliente, sucesso ou erro,
com base na ana´lise do co´digo de saı´da da aplicac¸a˜o. Isso e´ importante porque e´ comum que
mensagens de erro e de alerta (warnings), sejam enviadas a` saı´da de erro (STDERR). No entanto,
as ac¸o˜es para tratamento de excec¸a˜o por parte do cluster sera˜o tomadas apenas se o co´digo de
saı´da indicar um erro. Logo, a Aplicac¸a˜o Cliente pode ter sido bem sucedida e mesmo assim
apresentar mensagens no canal de erro, que sera˜o registradas em arquivo texto (log) para ana´lise
do usua´rio. Na˜o e´ necessa´rio utilizar um formato especı´fico de texto para mensagens de erro,
uma vez que essas informac¸o˜es sera˜o apenas exibidas para o usua´rio.
O Linux da suporte a linguagens compiladas e interpretadas. Co´digos compilados
geram arquivos que sa˜o executados diretamente pelo sistema operacional. As linguagens
interpretadas utilizam interpretadores para executar suas aplicac¸o˜es. Nesse caso e´ necessa´rio
informar ao sistema operacional qual interpretador ele deve utilizar para executar o arquivo.
Isso pode ser feito diretamente no arquivo do programa utilizando-se do Shebang “#!”. Essa
notac¸a˜o e´ adicionada a primeira linha do arquivo seguida do caminho do interpretador que deve
ser utilizado. Por exemplo, a instruc¸a˜o “#!/usr/bin/octave” indica que se utilizara´ o octave como
interpretador. O sistema operacional utiliza isso para decidir qual interpretador sera´ utilizado.
Outro detalhe ao ser observado ao executar uma aplicac¸a˜o de terminal e´ o direto´rio
de trabalho. Normalmente esse e´ o pro´prio direto´rio em que a aplicac¸a˜o se encontra. Para
evitar falhas quando uma aplicac¸a˜o tenta carregar outro arquivo (outro script, por exemplo), via
caminhos relativos de direto´rio (../diretorio, por exemplo), optou-se por definir estaticamente
qual sera´ o direto´rio de trabalho. Isso e´ realizado por meio de um paraˆmetro de inicializac¸a˜o do
cluster chamado JOBS WORKDIR. Dessa forma a Aplicac¸a˜o Cliente pode fazer refereˆncia a
outros arquivos considerando o caminho definido nesse paraˆmetro como direto´rio raiz.
Verifica-se que para ocorrer a comunicac¸a˜o entre cluster e Aplicac¸a˜o Cliente e´
necessa´rio que esta seja capaz de: ler e escrever de/para um terminal; identificar paraˆmetros
e extrair valores numa estrutura ideˆntica a` ARGV; e manipular dados em formato JSON.
Essas funcionalidades esta˜o presentes na maioria das linguagens de programac¸a˜o, tornando
o cluster flexı´vel. Para facilitar a utilizac¸a˜o, criou-se uma biblioteca que ja´ implementa essas
funcionalidades na linguagem Octave. Essa pode ser usada como exemplo para codificac¸a˜o em
outras linguagens.
3.1.7 Configurac¸a˜o do servidor DRBL e inicializac¸a˜o via rede
DRBL e´ um software que permite disponibilizar um sistema operacional Linux
atrave´s da rede para mu´ltiplos computadores simultaneamente. Diferentemente dos “terminais
burros” (thin clients), o DRBL concede grande acesso aos recursos locais dos equipamentos,
como processador e memo´ria RAM. Dessa forma, o sistema operacional pode usufruir do
potencial computacional do equipamento sem a necessidade de instalac¸a˜o.
O DRBL ainda possui utilita´rios que tornam possı´vel incluir pacotes e arquivos a`
imagem do sistema operacional disponibilizado pela rede. Assim, e´ possı´vel instalar e configurar
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as dependeˆncias de pacotes de uma aplicac¸a˜o no servidor DRBL para criar um ambiente de
software homogeˆneo entre va´rios computadores.
Para possibilitar o carregamento de um sistema operacional, o DRBL faz uma co´pia
da estrutura dos direto´rios do sistema em que foi instalado. Isso e´ feito copiando a estrutura de
direto´rios do sistema para /tftpboot/node root. Esse direto´rio e´ exportado via NFS e mapeado
para a raiz do sistema de arquivos dos computadores clientes, conforme apresentado na Figura 16.
Figura 16: Direto´rios do sistema operacional da VM DRBL e VM de Gerenciamento envolvidos na
gerac¸a˜o da imagem do sistema operacional dos No´s Escravos.
Fonte: Pro´prio autor.
Um sistema operacional mı´nimo, contido no direto´rio /tftpboot/nbi image, e´
carregado nos clientes antes do sistema operacional principal. Esse possui a func¸a˜o de montar a
estrutura de arquivos remota, tornando possı´vel iniciar o sistema principal (Debian).
As pastas /home, /usr e /opt sa˜o compartilhadas diretamente entre o servidor DRBL e
os computadores clientes. Assim, modificac¸o˜es feitas pela VM DRBL nesses direto´rios refletem
de imediato nos clientes sem a necessidade de reinicia´-los. Por exemplo, quando se instala um
pacote, seu executa´vel fica em /usr/bin/. Logo, esse estara´ disponı´vel para os clientes apo´s a
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instalac¸a˜o. No entanto, os clientes podem alterar apenas o conteu´do em /home. Modificac¸o˜es
nesse direto´rio sera˜o visı´veis para a VM DRBL e demais clientes.
A pasta /tftpboot/nodes/ conte´m configurac¸o˜es personalizadas para cada cliente.
Como se utilizou uma u´nica imagem para todos os clientes, essa conte´m somente um direto´rio
(10.1.1.1). O DRBL utiliza o primeiro IP (Internet Protocol) da faixa de enderec¸os de rede dos
clientes para nomea´-lo. Os servic¸os inicializados nos clientes sa˜o definidos no subdireto´rio etc
desse direto´rio.
Os servic¸os criados na instalac¸a˜o de pacotes na˜o sa˜o colocados na inicializac¸a˜o
dos clientes automaticamente. Isso pode ser feito utilizando-se o comando drbl-client-service
(nome servic¸o) on. Para que o servic¸o inicie no cliente imediatamente e´ necessa´rio utilizar o
comando drbl-doit -b -n -u root “nome servic¸o” start ou sena˜o reinicia´-lo.
As configurac¸o˜es comuns entre os clientes ficam na pasta /tftpboot/node root. Os
executa´veis e arquivos de configurac¸a˜o da Aplicac¸a˜o Agente foram inseridos no subdireto´rio
srv/cluster/node/ de node root. Dessa forma essa aplicac¸a˜o estara´ no direto´rio /srv/cluster/node
nos computadores clientes.
Um servic¸o foi criado para que a Aplicac¸a˜o Agente inicie junto ao sistema dos
computadores clientes. Para isso, criou-se um script de inicializac¸a˜o baseado no formato System
V init (WARD, 2014) na pasta da Aplicac¸a˜o Agente, chamado slave-node-service. Um link
simbo´lico que aponta para /srv/cluster/node/slave-node-service foi incluı´do manualmente no
direto´rio /tftpboot/nodes/10.1.1.1/etc/init.d/. Assim, no cliente ele se encontrara´ em /etc/init.d/.
O comando insserv -p /tftpboot/nodes/10.1.1.1/etc/init.d/ slave-node-service foi utilizado para
gerenciar os nı´veis de execuc¸a˜o do servic¸o.
Para que os No´s Escravos tivessem acesso a`s tarefas da Aplicac¸a˜o Cliente,
adicionou-se um ponto de montagem personalizado a` imagem do sistema. A pasta contida na
Aplicac¸a˜o de Gerenciamento, /srv/cluster/jobs, foi exportada via NFS em modo somente leitura.
Enta˜o editou-se o arquivo /etc/drbl/client-append-fstab com as configurac¸o˜es apropriadas para
incluir esse direto´rio na imagem dos clientes. Dessa forma, modificac¸o˜es feitas pela Aplicac¸a˜o
de Gerenciamento no direto´rio de tarefas da Aplicac¸a˜o Cliente sa˜o refletidas em todos o No´s
Escravos instantaneamente.
3.1.8 Me´tricas e Testes de desempenho
O TOP500 Team (2017) utiliza o relato´rio produzido pela suı´te de benchmark
Linpack (DONGARRA; LUSZCZEK; PETITET, 2003) para criar a lista dos 500
supercomputadores mais poderosos do mundo. Essa suı´te submete o equipamento a uma se´rie
de ca´lculos complexos e enta˜o utiliza o nu´mero de operac¸o˜es de ponto flutuante realizadas por
segundo (FLOP/s) para avaliar o desempenho computacional.
Essa ferramenta avalia o equipamento (parte fı´sica) utilizando seu pro´prio software
para programac¸a˜o distribuı´da. Logo, na˜o faria sentido testar o cluster com essa ferramenta, visto
que deseja-se testar a eficieˆncia do software de gerenciamento de operac¸o˜es distribuı´das (parte
lo´gica), na˜o o equipamento.
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Dessa forma, focou-se em verificar o aumento de desempenho percebido pelo usua´rio.
Para isso mediu-se quantas vezes a aplicac¸a˜o se tornou mais ra´pida quando submetida ao






onde, S(p) e´ o speedup, T (1) o tempo de processamento sequencial e T (p) e´ o tempo de
processamento paralelo para p processadores.
Segundo Amdahl (1967), o speedup de uma aplicac¸a˜o e´ limitado pelo percentual
de co´digo inerentemente sequencial, tornando difı´cil uma paralelizac¸a˜o perfeita. Ale´m
disso, aplicac¸o˜es distribuı´das tambe´m sa˜o afetadas pela lateˆncia da comunicac¸a˜o e pelo
desbalanceamento da carga de trabalho, que pode ocasionar momentos de ociosidade em
alguns processadores. Por isso, dificilmente se obte´m um ganho de desempenho igual ao
nu´mero de processadores utilizados (Speedup Ideal), uma vez que sempre havera´ algum tipo
de perda (overhead) (EIJKHOUT; CHOW; GEIJIN, 2016). Para se verificar o percentual de
aproveitamento dos recursos computacionais, calculou-se a eficieˆncia do cluster, dada pela





onde, E(p) e´ a eficieˆncia e S(p) o speedup para p processadores. Essa e´ dada pela raza˜o entre o
speedup alcanc¸ado e o ideal esperado para a quantidade de processadores utilizados.
3.2 Materiais
No ambiente de desenvolvimento, testes e produc¸a˜o utilizou-se os mesmos
modelos de computador, variando-se o nu´mero de equipamentos empregados simultaneamente.
Respectivamente 4 ma´quinas como No´s Escravos do cluster no ambiente de testes e 60
no ambiente de produc¸a˜o, onde utilizou-se um laborato´rio de informa´tica. Esses ambientes
compartilham o mesmo servidor de gerenciamento do cluster. Os computadores utilizados sa˜o
do modelo Dell Optiplex 9020, equipados com processadores Intel Core i7-4770 (quad core),
8Gb de memo´ria RAM e placas de rede gigabit. A rede do ambiente de testes e produc¸a˜o
utilizam switchs Enterasys Gibabit modelo B3G124-24, BRG124-48 e C3G124-48, os quais sa˜o
interligados por fibra o´ptica.
Um u´nico computador foi utilizado para desenvolvimento. Essa ma´quina possui 16
Gb de memo´ria RAM que foram divididos entre clientes virtuais. Nesse equipamento, utilizou-se
o sistema operacional Linux Ubuntu 16.04.02. O sistema de gerenciamento do cluster foi
desenvolvido na linguagem Ruby, utilizando-se a implementac¸a˜o oficial escrita em C, na versa˜o
2.4.1 (MATSUMOTO, 2017; COOPER, 2016). Para a instalac¸a˜o e gerenciamento das verso˜es
desta linguagem, utilizou-se a ferramenta Rbenv (2017). Tambe´m foram utilizados os mo´dulos
Open3 (CARLSON; RICHARDSON, 2015) e DRb (SEKI, 2012). O primeiro e´ utilizado para
executar outra aplicac¸a˜o e ter acesso a`s suas interfaces de comunicac¸a˜o STDIN, STDOUT e
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STDERR para entrada e saı´da de dados. O segundo mo´dulo e´ utilizado para chamadas de me´todo
remoto, RMI, utilizando um protocolo pro´prio da linguagem.
Ale´m da vasta biblioteca de funcionalidades distribuı´das juntamente com a
linguagem, Ruby tambe´m possui um mecanismo pro´prio de empacotamento e distribuic¸a˜o
de co´digo chamado Gem (Rubygems, 2017). Isto permite que desenvolvedores empacotem
novas funcionalidades e as distribuam para a comunidade. Neste projeto foram utilizadas as
gems: net-ssh (BUCK; MANDELBAUM; FAZEKAS, 2017), net-scp (BUCK; MANDELBAUM,
2017) e net-ping (CHERNESKY, 2016) para incluir co´digo atualizado no servidores (deploy)
e testar se esta˜o respondendo aos comandos; daemons (UEHLINGER, 2016) para transformar
programas que rodam em primeiro plano ininterruptamente em servic¸os que respondam aos
comandos de gerenciamento de servic¸o do Linux; rspec (BAKER; CHELIMSKY; MARSTON,
2017) para testes automatizados; msgpack (FURUHASHI; HULTBERG; TAGOMORI, 2017) e
msgpack-rpc (FURUHASHI; KASHIHARA, 2017) para serializac¸a˜o/desserializac¸a˜o no formato
msgpack e comunicac¸a˜o via interface Unix Domain Socket; sys-cpu (BERGER, 2015) para obter
informac¸o˜es sobre a configurac¸a˜o do processador, como nu´mero de nu´cleos e a associac¸a˜o entre
nu´cleos lo´gicos e fı´sicos; ffi (MEISSNER, 2017) para utilizar trechos da API Linux escrita em C
diretamente de um co´digo Ruby, utilizada para definir a afinidade entre processos e nu´cleos; e
Oj (OHLER, 2017) para serializac¸a˜o/desserializac¸a˜o no formato JSON, visto que esta e´ mais
eficiente que o mecanismo padra˜o da linguagem para esse fim. Como ferramenta de ajuda a`
codificac¸a˜o e depurac¸a˜o utilizou-se a IDE Rubymine da empresa JetBrains (2017). A ferramenta
Git (CHACON; STRAUB, 2014) e o servic¸o de hospedagem Bitbucket (ATLASSIAN, 2017)
foram utilizados para versionamento do co´digo.
No ambiente de testes e produc¸a˜o escolheu-se utilizar a distribuic¸a˜o Debian Jessie
8.x (MURDOCK, 1993; HERTZOG; MAS, 2015) para ser o sistema operacional do host e
guests devido a sua estabilidade e baixo consumo de recursos. Para a virtualizac¸a˜o utilizou-se
KVM e QEMU (CHIRAMMAL; MUKHEDKAR; VETTATHU, 2016) com drivers Virtio, o
que permite bom desempenho para guests Linux, visto que a comunicac¸a˜o acontece diretamente
atrave´s do kernel do host. Para gerenciamento das ma´quinas virtuais utilizou-se o software Virt
Manager (LACROIX, 2016). Para executa´-lo diretamente a partir do host, instalou-se a interface
gra´fica Openbox (2016) com suas dependeˆncias mı´nimas. No entanto, para fins de economia de
memo´ria, a interface gra´fica na˜o inicia junto ao sistema, sendo necessa´rio executar o comando
startx para inicia´-la.
Para disponibilizar o sistema operacional dos No´s Escravos se utilizou o software
DRBL. Esse foi instalado em um sistema operacional Debian Jessie 8.x. Para que o cliente
possa iniciar um sistema operacional pela rede e´ necessa´rio que a placa suporte o protocolo PXE
(Preboot eXECUTION Environment) (Intel Corporation; SYSTEMSOFT, 1999) e que este modo
possa ser habilitado na BIOS. Ambas as funcionalidades esta˜o disponı´veis nos computadores
utilizados neste trabalho.
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As aplicac¸o˜es clientes que executam sobre o cluster (jobs) e as bibliotecas utilita´rias
foram desenvolvidas na linguagem Octave versa˜o 4.2 (EATON; BATEMAN; HAUBERG, 1997).
A partir dessa versa˜o a linguagem ganhou suporte ao paradigma de orientac¸a˜o a` objetos, utilizado
na construc¸a˜o da biblioteca de utilita´rios para comunicac¸a˜o com o cluster. Tanto jobs quanto essa
biblioteca necessitam manipular texto em formato JSON, convertendo-o em estrutura de dados




4 EXPERIMENTOS E RESULTADOS
Ferramentas de inteligeˆncia computacional sa˜o muito utilizadas para resolver
problemas em engenharia (HORTA; CASTRO; BRAGA, 2015). Em geral, esses problemas
consomem muito tempo de processamento, pois possuem muitos paraˆmetros que precisam ser
otimizados. Ale´m disso, para se testar o desempenho desse tipo de aplicac¸a˜o, os experimentos
precisam ser repetidos muitas vezes. Dessa forma, esses problemas sa˜o fortes candidatos
a utilizarem o cluster RedBlue. Assim, desenvolveu-se duas aplicac¸o˜es de inteligeˆncia
computacional para avaliar o desempenho do cluster, ambas visando a investigar o impacto da
variac¸a˜o de paraˆmetros na soluc¸a˜o de um determinado problema.
A primeira foi baseada no trabalho de Vasconcelos et al. (2001), que buscava
descobrir que tipos de operadores e procedimentos eram mais apropriados para determinados
tipos de algoritmos gene´ticos. Nesse, utilizava-se as func¸o˜es analı´ticas rastringin, peaks e degree
sobre um domı´nio restrito para gerar um espac¸o de busca. Contava-se o nu´mero de sucessos dos
algoritmos para diferentes paraˆmetros, ou seja, quantas vezes esses convergiram para o mı´nimo
global. Parte desse trabalho foi implementada, atendo-se ao SGA (Simple Genetic Algorithm).
Inicialmente, manteve-se a mesma metodologia de testes do trabalho base, partindo-se de uma
configurac¸a˜o fixa para depois utilizar os melhores operadores/procedimentos da iterac¸a˜o anterior
na pro´xima iterac¸a˜o. Isso resultou em 17 configurac¸o˜es possı´veis e um tempo me´dio de execuc¸a˜o
de 46 minutos para um u´nico processador. Nomeou-se essa aplicac¸a˜o como GA-01. Modificou-se
o algoritmo para que fossem testadas todas as possibilidades de combinac¸o˜es, resultando em 432
configurac¸o˜es e um tempo me´dio de execuc¸a˜o de 25,63 horas (1537,8 minutos) para um u´nico
processador. Nomeou-se essa versa˜o como GA-02.
A segunda aplicac¸a˜o usou uma rede neural Multilayer Perceptron (MLP) com
retropropagac¸a˜o (RUSSEL; NORVIG, 2013) para reconhecimento de caracteres. Nessa,
buscava-se verificar o impacto do nu´mero de neuroˆnios e camadas ocultas na acura´cia das
classificac¸o˜es obtidas. Para isso, utilizou-se o pacote nnet (SCHMID, 2010), que implementa
apenas o algoritmo de treinamento Levenberg-Marquartdt (YU; WILAMOWSKI, 2011).
O conjunto de dados (dataset) Letter Image Recognition Data (SLATE, 1991) foi
escolhido para testar a aplicac¸a˜o. O objetivo desse dataset e´ identificar qual letra maiu´scula (A
ate´ Z) e´ formada a partir de um conjunto de pixeis. Cada letra possui 16 atributos nume´ricos
que representam a distribuic¸a˜o dos pixeis na figura. Esse conjunto e´ formado por 20000 padro˜es
u´nicos, criados a partir da distorc¸a˜o de 20 fontes de caracteres.
Modelou-se a rede neural com 16 neuroˆnios na camada de entrada, uma para cada
atributo, e 26 neuroˆnio na de saı´da, um para cada letra possı´vel. Variou-se o nu´mero de camadas
ocultas de 1 a 2, com nu´mero de neuroˆnios de 1 a 28 e 0 a 28, respectivamente. Utilizou-se a
func¸a˜o de ativac¸a˜o logsig para as camadas ocultas e de saı´da. Como crite´rio de parada, utilizou-se
um ma´ximo de 50 e´pocas e uma func¸a˜o objetivo com erro quadra´tico me´dio menor que 0,001.
Apenas os dados de entrada foram normalizados, passando a ter me´dia zero e desvio padra˜o um.
Para a fase de treinamento reservou-se 20% (4000 padro˜es) do dataset, 10% (2000 padro˜es) para
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validac¸a˜o e o restante para o teste de classificac¸a˜o (14000 padro˜es). Nos demais paraˆmetros da
rede neural utilizou-se os valores padra˜o do pacote nnet. Logo, ao variar o nu´mero de camadas e
de neuroˆnios obteve-se 812 configurac¸o˜es possı´veis. No entanto, destaca-se que o pacote nnet
utiliza todos os nu´cleos disponı´veis por padra˜o. Logo, considerou-se o tempo de execuc¸a˜o (T (1))
em um computador (4 nu´cleos) e na˜o em um u´nico processador para o ca´lculo do speedup,
totalizando cerca de 28 horas (1680 minutos). Portanto, T (p) foi considerado como tempo de
execuc¸a˜o para p ma´quinas de 4 nu´cleos. A aplicac¸a˜o de rede neural foi nomeada como NN-01.
Todas as aplicac¸o˜es desenvolvidas foram dividias em treˆs tarefas com
responsabilidades bem definidas: configurac¸a˜o, processamento e agregac¸a˜o de resultados. A de
configurac¸a˜o e´ responsa´vel por criar as tarefas de processamento, distribuindo os paraˆmetros
entre essas. A de processamento conte´m as regras de nego´cio para o problema a ser resolvido e se
comporta de diferentes maneiras dependendo do conjunto de paraˆmetros. A tarefa de agregac¸a˜o
de resultados e´ responsa´vel por consolidar e formatar a saı´da das tarefas de processamento,
exibindo informac¸o˜es u´teis para o usua´rio.
Apenas as tarefas de processamento executam em paralelo. Pore´m, o tempo de
execuc¸a˜o dessas instaˆncias e´ elevado o suficiente para que se despreze o tempo gasto pelas tarefas
de configurac¸a˜o e agregac¸a˜o de resultados. Assim, para simplificar a ana´lise, considerou-se que as
Aplicac¸o˜es Clientes desenvolvidas sa˜o altamente paraleliza´veis. Logo, as perdas de desempenho
sera˜o atribuı´das as operac¸o˜es administrativas do cluster, tornando possı´vel medir o tempo perdido
nessas operac¸o˜es.
A aplicac¸a˜o GA-01 foi executada apenas no ambiente de testes do cluster (Sec¸a˜o 3.2),
com 4 No´s Escravos. Cada tarefa executou a aplicac¸a˜o GA-01 sequencialmente. Isso e´, todas
as instaˆncias executaram co´pias ideˆnticas da versa˜o sequencial da aplicac¸a˜o GA-01. Testou-se
com 4, 8, 12 e 16 tarefas de processamento distribuı´das igualmente entre as mesmas quantidades
de Workers. Ou seja, com 4 tarefas, utilizou-se 1 Worker em cada computador, com 8 tarefas, 2
Workers em cada computador, e assim sucessivamente. Cada configurac¸a˜o foi testada em dois
cena´rios. O primeiro utilizando o escalonador de processos padra˜o do sistema operacional e o
segundo utilizando afinidade entre processos e nu´cleos de processamento. Este mecanismo foi
apresentado na Sec¸a˜o 3.1.5. Nomeou-se esse experimento como EXP-01.
A aplicac¸a˜o GA-02 foi executada no ambiente de produc¸a˜o (Sec¸a˜o 3.2). Cada
ma´quina executou 4 tarefas simultaneamente, isto e´, cada No´ Escravo instanciou 4 Workers. As
simulac¸o˜es foram executadas com a opc¸a˜o CPU AFFINITY ativada. Para testar a escalabilidade
do cluster se variou o nu´mero de No´s Escravos, mas manteve-se o nu´mero de tarefas inalterado.
Logo, 432 tarefas de processamento foram executadas em um cluster composto por 10, 20, 30,
40, 50 e 60 computadores. Nomeou-se esse experimento como EXP-02.
A aplicac¸a˜o NN-01 foi executada em clusters com os mesmos tamanhos utilizados
por GA-02, de 10 a` 60. No entanto essa aplicac¸a˜o possui 812 tarefas de processamento. Cada
computador recebeu uma u´nica tarefa de cada vez devido ao alto consumo de memo´ria da
aplicac¸a˜o. Apesar disso, todos os processadores disponı´veis foram utilizados, uma vez que
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a implementac¸a˜o de rede neural possui esta capacidade. Por essa raza˜o as simulac¸o˜es foram
executadas com a opc¸a˜o CPU AFFINITY desativada. Nomeou-se esse experimento como
EXP-03.
Em todos os experimentos se calculou o speedup e a eficieˆncia do cluster para cada
configurac¸a˜o testada. A Tabela 1 resume as configurac¸o˜es utilizadas nos experimentos e o tempo
de execuc¸a˜o sequencial utilizado para o ca´lculo das me´tricas.














EXP-01 GA-01 184, 368,
552 e 7361
4 4, 8, 12 e
16
1, 2, 3 e 4 sim e na˜o
EXP-02 GA-02 1537,8 10, 20, 30,
40, 50 e 60
432 4 sim
EXP-03 NN-01 1680 10, 20, 30,
40, 50 e 60
812 1 na˜o
Fonte: Pro´prio autor.
1Na simulac¸a˜o EXP-1 se executou em paralelo um variado nu´mero de instaˆncias ideˆnticas da aplicac¸a˜o
GA-01, aumentando proporcionalmente o nu´mero de Workers utilizados. Logo, para esse experimento,
calculou-se o tempo de execuc¸a˜o sequencial como sendo o nu´mero de instaˆncias executadas em paralelo
multiplicado pelo tempo me´dio gasto por uma instaˆncia de GA-01, 46 minutos.
A fim de facilitar a ana´lise dos resultados, construiu-se os gra´ficos de speedup e
eficieˆncia de cada experimento. Para o gra´fico de speedup se adicionou seu valor ideal para fim
de comparac¸a˜o.
Na Figura 17 sa˜o apresentados os resultados obtidos para o experimento EXP-01.
Nota-se um desempenho superior ao se utilizar afinidade entre processos e nu´cleos frente ao
mecanismo padra˜o de alocac¸a˜o de processos do sistema operacional. O speedup para o cena´rio
com CPU AFFINITY ativo se aproximou do ideal enquanto que com o mecanismo padra˜o se
manteve distante. Ao observar o gra´fico de eficieˆncia se verifica que essa diferenc¸a chegou a
cerca 40% para 8 tarefas e a 35% para 16 tarefas (quatro tarefas por computador). Na abordagem
com afinidade de processos houve uma perda de eficieˆncia de apenas 5%, em relac¸a˜o ao speedup
ideal, na execuc¸a˜o de 16 tarefas. Para o mecanismo padra˜o houve queda brusca de eficieˆncia na
transic¸a˜o de 4 para 8 tarefas, estabilizando-se em cerca de 60% para 12 e 16 tarefas. Verificou-se
que o desempenho ruim do mecanismo padra˜o se deve a alocac¸a˜o de duas tarefas a nu´cleos
lo´gicos pertencentes ao mesmo nu´cleo fı´sico do processador, causando disputa por recursos.
Isso na˜o ocorre ao se definir a afinidade das tarefas, uma vez que o cluster faz considerac¸o˜es
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Figura 17: Gra´ficos do speedup e eficieˆncia para experimento EXP-01.
(a) Speedup (b) Eficieˆncia
Fonte: Pro´prio autor.
sobre a distribuic¸a˜o dos nu´cleos lo´gicos. No entanto, na implementac¸a˜o atual, uma tarefa fica
restrita apenas a um nu´cleo, o que pode causar deteriorac¸a˜o do desempenho em aplicac¸o˜es com
va´rias threads ou processos. Isso porque nesse caso essas seriam alocadas em um u´nico nu´cleo,
enquanto os demais permaneceriam sub-utilizados.
Na Figura 18 sa˜o apresentados os resultados obtidos para o experimento EXP-02.
Observa-se uma diminuic¸a˜o gradual do speedup com reduc¸a˜o mais acentuada entre
200 e 240 nu´cleos. Para 240 nu´cleos a eficieˆncia foi de cerca de 68%. A queda mais expressiva
de eficieˆncia ocorreu no aumento de 200 para 240 nu´cleos, uma perda de cerca de 7%. Entre 80
e 120, e tambe´m entre 160 e 200 nu´cleos utilizados, houve uma perda de eficieˆncia relativamente
menor do a observada entre 40 e 80 nu´cleos, 120 e 160 nu´cleos, e 200 e 240 nu´cleos. Isso indica
que entre 80 e 120, e tambe´m entre 160 e 200 nu´cleos, houve uma melhor distribuic¸a˜o de tarefas.
Na Figura 19 sa˜o apresentados os resultados obtidos para o experimento EXP-03.
Observa-se que houve uma baixa perda de eficieˆncia para todos os tamanhos de
cluster. A maior perda ocorreu na transic¸a˜o entre 20 e 30 computadores, cerca de 2%. As
demais perdas se mantiveram em cerca de 1% a cada 10 computadores adicionados. Para 60
ma´quinas houve um aproveitamento de 93%. O speedup manteve-se pro´ximo ao ideal para todas
as configurac¸o˜es testadas nesse experimento.
Embora as aplicac¸o˜es GA-02 e NN-01 tenham utilizado os mesmos tamanhos de
clusters, nota-se uma diferenc¸a de desempenho expressiva. Uma das explicac¸o˜es para isso e´ o
nu´mero de requisic¸o˜es simultaˆneas. Na Figura 20 se apresenta uma comparac¸a˜o entre ma´ximo
de requisic¸o˜es simultaˆneas possı´veis de cada aplicac¸a˜o ao variar o tamanho do cluster. O gra´fico
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Figura 18: Gra´ficos do speedup e eficieˆncia para experimento EXP-02.
(a) Speedup (b) Eficieˆncia
Fonte: Pro´prio autor.
Figura 19: Gra´ficos do speedup e eficieˆncia para experimento EXP-03.
(a) Speedup (b) Eficieˆncia
Fonte: Pro´prio autor.
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Figura 20: Gra´ficos do nu´mero ma´ximo de requisic¸o˜es simultaˆneas possı´veis e eficieˆncia, uma
comparac¸a˜o entre as aplicac¸o˜es GA-02 e NN-01.
(a) Nu´mero ma´ximo de requisic¸o˜es possı´veis (b) Eficieˆncia
Fonte: Pro´prio autor.
da eficieˆncia foi adicionado para se verificar a relac¸a˜o entre nu´mero de requisic¸o˜es e a eficieˆncia
obtida.
Observa-se que a diminuic¸a˜o da eficieˆncia e´ proporcional ao aumento do nu´mero
de requisic¸o˜es simultaˆneas. Isso indica que ha´ um gargalo no Gestor de Requisic¸o˜es, fazendo
com que atrasos adicionais aparec¸am a medida que o cluster aumenta de tamanho. De fato esta e´
uma caracterı´stica de sistema distribuı´dos com gesta˜o centralizada (TANENBAUM; STEEN,
2007). No entanto, essa pode ser amenizada ao se utilizar apenas requisic¸o˜es assı´ncronas e na˜o
bloqueantes. Ambas essas caracterı´sticas ainda podem se aprimorados no RedBlue, que utiliza
um sistema de sincronizac¸a˜o de requisic¸o˜es que permite atender apenas uma por vez.
Um outro fator que pode causar deteriorac¸a˜o do desempenho e´ o desbalanceamento
de carga no lote final de processamento. O tamanho do lote e´ definido pelo nu´mero de tarefas
que podem executar simultaneamente. Para as aplicac¸o˜es GA-02 e NN-01 esse limite e´ definido
pelo nu´mero total de Workers disponı´veis para cada tamanho do cluster. Isso acontece porque o
nu´mero de tarefas de processamento e´ superior ao total de Workers para as configurac¸o˜es testadas.
Logo, o nu´mero de lotes de processamento pode ser calculado se dividindo o total de tarefas pelo
nu´mero total de Workers. Provavelmente o resultado dessa divisa˜o na˜o sera´ exato, o que significa
que sera´ necessa´rio adicionar mais um lote para se executar as tarefas remanescentes. Portanto,
existira˜o processadores ociosos nesse u´ltimo lote, o que acarreta´ na diminuic¸a˜o da eficieˆncia.
Na Figura 21 e´ apresentada uma comparac¸a˜o da quantidade de lotes necessa´rios para aplicac¸a˜o
GA-02 e NN-01 para os tamanhos de clusters testados.
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Figura 21: Nu´mero de lotes de processamento.
Fonte: Pro´prio autor.
Observa-se que para aplicac¸a˜o GA-02 o aumento do cluster, de 30 a 50 computadores,
possui pouco impacto na diminuic¸a˜o do nu´mero de lotes necessa´rios. Enquanto o nu´mero de
computadores cresceu em 66% nessa faixa, o nu´mero de lotes de processamento diminuiu em
apenas 25%, constatando o desperdı´cio de recursos.
Uma das formas de se atenuar esse problema e´ alocar mais tarefas que o nu´mero de
processadores em lotes intermedia´rios. Assim seria possı´vel evitar a subutilizac¸a˜o de recursos
no u´ltimo lote. Isso sacrificaria o desempenho de algumas tarefas, devido ao compartilhamento
de recursos, mas poderia melhorar o desempenho geral. Outra ressalva seria a quantidade





A plataforma apresentada neste trabalho para o desenvolvimento de simulac¸o˜es
computacionais se mostrou via´vel para utilizac¸a˜o em laborato´rios de informa´tica. Em especial
para laborato´rios que sa˜o utilizados para mu´ltiplas finalidades, como em instituic¸o˜es de ensino,
visto que e´ possı´vel ativar o modo cluster apenas quando necessa´rio. A capacidade do cluster
se adaptar a quantidade de ma´quinas automaticamente e a necessidade de instalac¸a˜o em apenas
um computador tambe´m sa˜o pontos positivos para utiliza´-lo nesse tipo de ambiente. Outra
caracterı´stica interessante e´ a possibilidade de utilizar apenas as duas primeiras camadas da
arquitetura. Dessa forma e´ possı´vel ter um ambiente de desenvolvimento “stand alone” em um
computador isolado. Isso e´ u´til para que os usua´rios possam desenvolver e testar as aplicac¸o˜es
em seus computadores pessoais. Ambas propriedades tornam a plataforma RedBlue interessante
para instituic¸o˜es de ensino que na˜o possuem uma plataforma dedicada de alto desempenho, mas
teˆm laborato´rios de informa´tica disponı´veis.
A plataforma tambe´m se mostrou capaz de acelerar as simulac¸o˜es computacionais.
Os resultados dos experimentos mostraram uma reduc¸a˜o expressiva no tempo de execuc¸a˜o das
simulac¸o˜es testadas. No experimento EXP-02 o tempo de execuc¸a˜o sequencial foi de cerca
de 25,63 horas. Ao utilizar o cluster com 60 computadores o tempo de execuc¸a˜o para esse
experimento foi reduzido para 10 minutos em me´dia. Para o experimento EXP-03 o tempo
de execuc¸a˜o foi reduzido de 28 horas para cerca de 30 minutos para a mesma quantidade de
ma´quinas no cluster. No entanto, em todos os testes foram observadas perdas de eficieˆncia a
medida em que mais ma´quinas sa˜o adicionadas ao cluster. Pore´m, esse comportamento era
esperado, visto que e´ comumente observado em outros trabalhos (YANG; HSIEH; CHEN, 2008;
DATTI; UMAR; GALADANCI, 2015; SETIAWAN; MURDYANTORO, 2016).
O tempo economizado com a reduc¸a˜o no tempo de execuc¸a˜o das simulac¸o˜es
computacionais cria novas possibilidades de aplicac¸a˜o no ensino e pesquisa, ale´m de permitir
que se aproveite o tempo economizado em outras atividades. Por exemplo, os tempos de
execuc¸a˜o obtidos no cluster para as aplicac¸o˜es GA-02 e NN-01 tornam sua utilizac¸a˜o via´vel
durante as aulas. Seria possı´vel expor conceitos e fomentar debates para depois confrontar os
resultados esperados com os obtidos pela simulac¸a˜o. A apresentac¸a˜o dos resultados na mesma
aula permitiria que os alunos tivessem acesso a uma aplicac¸a˜o pra´tica imediatamente apo´s
aprenderem os conceitos teo´ricos.
Na pesquisa, a obtenc¸a˜o ra´pida de resultados poderia reduzir o esforc¸o realizado com
soluc¸o˜es inadequadas, como, por exemplo, testes que se mostrem ineficazes apo´s muitas horas
de simulac¸a˜o. Caso fosse verificado mais rapidamente que a soluc¸a˜o na˜o e´ adequada, poderia se
utilizar esse tempo para buscar outra soluc¸a˜o. Ale´m disso, o cluster tambe´m poderia ser utilizado
para testar simultaneamente va´rias configurac¸o˜es diferentes de uma simulac¸a˜o.
Cada um dos experimentos apresentados neste trabalho foi desenvolvido com uma
finalidade especı´fica. No experimento EXP-01 se observou que o escalonamento de processos
tem forte impacto sobre o desempenho quando mu´ltiplas instaˆncias esta˜o em execuc¸a˜o no mesmo
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computador. Originalmente esse experimento foi desenhado para verificar a degradac¸a˜o no
desempenho a medida que o nu´mero de tarefas aumentava enquanto os recursos computacionais
permaneciam constantes. Por essa raza˜o se executou va´rias instaˆncias de uma tarefa com os
mesmos paraˆmetros. Pensava-se que, ao executar instaˆncias ideˆnticas de uma aplicac¸a˜o em um
computador com mu´ltiplos nu´cleos, obteria-se um tempo de execuc¸a˜o muito pro´ximo em todas
as instaˆncias. Logo, ao considerar o tempo de execuc¸a˜o como uma constante, seria possı´vel
observar o overhead inserido pela paralelizac¸a˜o de tarefas realizada pela plataforma. Pore´m, na˜o
foi o que aconteceu. Ao executar de duas a quatro instaˆncias no mesmo computador se verificou
um aumento do tempo de execuc¸a˜o da aplicac¸a˜o cliente, mesmo com memo´ria RAM suficiente
para isso. Esse problema foi identificado como sendo uma alocac¸a˜o inadequada de processos
nos nu´cleos lo´gicos dos processadores causada pelo escalonador do sistema. Por essa raza˜o se
desenvolveu uma forma de alocac¸a˜o de processos otimizada para o cluster. Esse foi um achado
importante, uma vez que permitiu utilizar todos os nu´cleos de uma ma´quina e ainda assim obter
tempos de execuc¸a˜o compara´veis a execuc¸a˜o de uma instaˆncia u´nica. Ao utilizar a afinidade
entre processos (CPU AFFINITY), o tempo de cada instaˆncia foi penalizado em apenas 4,7% em
me´dia. Para o mecanismo padra˜o o aumento do tempo de execuc¸a˜o de cada instaˆncia chegou a
63,2% para quatro nu´cleos em comparac¸a˜o ao tempo de uma instaˆncia em um computador ocioso.
Logo, verificou-se que o mecanismo de alocac¸a˜o de processos desenvolvido para o cluster e´
mais adequado a aplicac¸o˜es single thread. Para aplicac¸o˜es com mu´ltiplas threads e´ preferı´vel
utilizar o mecanismo de alocac¸a˜o padra˜o do sistema operacional para evitar a concentrac¸a˜o das
threads em um u´nico nu´cleo.
O experimento EXP-02 foi desenvolvido para mostrar que com ajuda de um cluster
de computadores seria possı´vel expandir o nu´mero de paraˆmetros testados e manter o tempo de
execuc¸a˜o baixo. Nesse experimento se executou a aplicac¸a˜o GA-02, que testou 432 combinac¸o˜es
de paraˆmetros. Para 60 computadores essa gastou cerca de 10 minutos. A mesma foi desenvolvida
a partir da aplicac¸a˜o GA-01, que testava apenas 17 variac¸o˜es de paraˆmetros, gastando cerca de
46 minutos. Ou seja, aumentou-se o nu´mero de combinac¸o˜es testadas em 25,4 vezes e ainda
assim se reduziu o tempo de execuc¸a˜o em 78%.
O experimento EXP-03 foi desenvolvido com o intuito de mostrar a aplicabilidade
da plataforma a problemas muito sensı´veis a variac¸a˜o de paraˆmetros, no caso, redes neurais
artificiais. A calibrac¸a˜o dos paraˆmetros em redes neurais e´ considerada uma tarefa complexa.
Embora existam algumas estrate´gias para configura´-la, na˜o ha´ garantias que essas obtera˜o bons
resultados para todos os problemas. Dessa forma, e´ necessa´rio modificar e testar os paraˆmetros
va´rias vezes ate´ encontrar uma boa configurac¸a˜o para o problema, uma tarefa que pode tomar
muito tempo. Ao utilizar um cluster seria possı´vel executar va´rias instaˆncias de uma rede
neural com paraˆmetros diferentes simultaneamente e escolher aqueles que se mostrarem mais
promissores. Dessa forma, reduziria-se o esforc¸o e tempo gastos para encontrar a configurac¸a˜o
ideal para o problema.
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No experimento EXP-03 se obteve o melhor aproveitamento dos computadores
disponı´veis, cerca de 93% de eficieˆncia, frente aos 67% de eficieˆncia obtidos no experimento
EXP-02 para 60 ma´quinas. Visto que ambos os experimentos foram executados com as mesmas
quantidades de ma´quinas foi possı´vel fazer comparac¸o˜es e especulac¸o˜es sobre a diferenc¸a obtida
no crite´rio eficieˆncia. A primeira possibilidade e´ o nu´mero de requisic¸o˜es simultaˆneas. Para
EXP-03 esse nu´mero poderia chegar a no ma´ximo 60 enquanto que para EXP-02 poderia chegar
a 240 requisic¸o˜es. Para 10 a 20 computadores no experimento EXP-02 poderiam ocorrer de 40
a 80 requisic¸o˜es simultaˆneas. Nesse intervalo a eficieˆncia variou entre 89% a 85%, pro´ximo
a eficieˆncia obtida para 60 computadores (60 requisic¸o˜es possı´veis) em EXP-03, 93%. Logo,
e´ possı´vel concluir que a degradac¸a˜o no desempenho aumenta a medida que cresce o nu´mero
de requisic¸o˜es simultaˆneas. A causa mais prova´vel para isso e´ a incapacidade do Gestor de
Requisic¸o˜es em tratar va´rias requisic¸o˜es simultaneamente. Isso provoca enfileiramento das
requisic¸o˜es e consequentemente atrasos adicionais. Algumas soluc¸o˜es para esse problema seriam:
utilizar apenas comunicac¸a˜o assı´ncrona; reduzir o tempo total de processamento das requisic¸o˜es
otimizando o co´digo; paralelizar os mecanismos da Aplicac¸a˜o de Gerenciamento; e utilizar
mu´ltiplas instaˆncias (processos) da Aplicac¸a˜o de Gerenciamento.
Outra explicac¸a˜o para a diferenc¸a da eficieˆncia nos testes e´ causada pela estrate´gia
de alocac¸a˜o de tarefas. O nu´mero de Workers e´ definido na inicializac¸a˜o do cluster e na˜o e´
mais mudado. Dessa forma, tem-se um nu´mero ma´ximo de tarefas que podem ser atendidas
simultaneamente no cluster. Quando esse nu´mero de tarefas supera a quantidade de Workers e´
necessa´rio que as demais tarefas esperem ate´ que algum Worker esteja disponı´vel. Em alguns
casos o u´ltimo lote tera´ poucas tarefas em execuc¸a˜o, ou seja, a maioria das ma´quinas estara´
ociosa. Assim, a Aplicac¸a˜o de Gerenciamento ira´ esperar o te´rmino da u´ltima tarefa para retornar
os resultados ao usua´rio. Observou-se esse comportamento nos experimentos realizados. Em
EXP-03 houve um melhor aproveitamento dos lotes e comparac¸a˜o a EXP-02, o que explica a
obtenc¸a˜o de uma eficieˆncia melhor.
Algumas restric¸o˜es para utilizac¸a˜o da plataforma foram observadas. Apenas
aplicac¸o˜es compatı´veis com Linux funcionam no cluster. As aplicac¸o˜es utilizadas nos testes
foram consideradas altamente paraleliza´veis, visto que apenas as tarefas de configurac¸a˜o e coleta
de resultados executaram sequencialmente. Logo, a utilizac¸a˜o de aplicac¸o˜es menos paraleliza´veis
provavelmente resultara´ em piores tempos de execuc¸a˜o. O conjunto de tarefas que executaram em
paralelo tinha granularidade grossa. Isso significa que o tempo gasto para paralelizar as tarefas,
inicia´-las e coletar os resultados e´ pequeno em relac¸a˜o ao tempo em que essas permanecem em
execuc¸a˜o. A utilizac¸a˜o de tarefas com baixo tempo de execuc¸a˜o traria deteriorac¸a˜o dra´stica no
desempenho do cluster. O cluster utiliza apenas troca de mensagens via rede como forma de
comunicac¸a˜o, na˜o ha´ compartilhamento de memo´ria. Isso implica que a quantidade de memo´ria
que uma tarefa pode utilizar esta´ restrita a quantidade na˜o utilizada no No´ Escravo em que essa
esta´ executando. A comunicac¸a˜o entre cluster e aplicac¸a˜o cliente acontece apenas no inı´cio e
no fim da execuc¸a˜o de uma tarefa. Logo na˜o e´ possı´vel que tarefas em execuc¸a˜o comuniquem
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entre si. Os resultados intermedia´rios das tarefas sa˜o armazenadas em memo´ria pela Aplicac¸a˜o
de Gerenciamento, portanto esta´ restrita a quantidade de memo´ria disponı´vel na Ma´quina Virtual
de Gerenciamento.
A maior parte dessas limitac¸o˜es e´ necessa´ria para simplificar o processo de
desenvolvimento das aplicac¸o˜es por parte do usua´rio. Por exemplo, no trabalho de Datti,
Umar e Galadanci (2015) se utilizou a interface MPI para programac¸a˜o distribuı´da. Logo
era possı´vel que sua aplicac¸a˜o se comunicasse com os demais no´s do cluster a qualquer
momento. Em contrapartida, a aplicac¸a˜o deveria lidar diretamente com questo˜es referentes
a distribuic¸a˜o e sincronizac¸a˜o de tarefas. Setiawan e Murdyantoro (2016) apresenta um cluster
construı´do com um sistema de imagem u´nica, o Kerrighed. Esse sistema e´ capaz de operar
simulando uma memo´ria u´nica entre os no´s. No entanto utiliza kernel desatualizado para manter
a compatibilidade com o Kerrighed e utiliza scripts adicionais para configurar a rede e detectar o
nu´mero de no´s do cluster. Ou seja, dificilmente sera´ possı´vel ter uma plataforma que traga um
bom conjunto de utilidades sem algumas desvantagens associadas.
Apesar das limitac¸o˜es e´ possı´vel concluir que a plataforma RedBlue atingiu seus
objetivos. As estrate´gias para distribuic¸a˜o de tarefas e a ocultac¸a˜o da complexidade de um
sistema distribuı´do foram dois dos principais achados deste trabalho. Logo, ale´m da utilizac¸a˜o
da plataforma em laborato´rios de informa´tica, espera-se que as ideias propostas neste trabalho
possam contribuir para o surgimento de novas aplicac¸o˜es voltadas a simulac¸a˜o computacional.
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6 CONCLUSA˜O
E´ indiscutı´vel que o avanc¸o tecnolo´gico em diversas a´reas do conhecimento so´ foi
possı´vel devido ao surgimento do computador. No entanto, ainda hoje, algumas dificuldades
persistem devido a distaˆncia entre a computac¸a˜o como objeto de estudo e como ferramenta.
Esse distanciamento ocorre porque apesar da computac¸a˜o ser aplicada a mu´ltiplas a´reas do
conhecimento, poucos cursos de graduac¸a˜o incluem a cieˆncia da computac¸a˜o com o peso
necessa´rio ao currı´culo.
Em virtude disso, muitos discentes, ou mesmo pesquisadores, deixam de utilizar
ferramentas computacionais mais complexas por desconhecerem te´cnicas avanc¸adas de
programac¸a˜o. Um exemplo disso e´ a programac¸a˜o paralela e/ou distribuı´da, muito utilizada em
supercomputadores ou clusters.
Para contornar esse quadro, esse trabalho propoˆs uma plataforma que permite utilizar
os laborato´rios de informa´tica como clusters para desenvolvimento de simulac¸o˜es computacionais
voltadas a pesquisa e ensino em engenharia. A plataforma permite abstrair conceitos complexos
em computac¸a˜o paralela e distribuı´da, permitindo que pessoas com conhecimento ba´sico em
programac¸a˜o possam utiliza´-la. Seu mecanismo de execuc¸a˜o e´ flexı´vel, tornando-a compatı´vel
com diferentes linguagens de programac¸a˜o. Ale´m disso, a plataforma necessita ser instalada em
apenas uma ma´quina.
Os resultados obtidos mostram uma reduc¸a˜o de ate´ 99% no tempo de execuc¸a˜o
do experimento no cluster com 60 ma´quinas, quando comparado a um u´nico computador.
Essa economia de tempo seria u´til para pesquisas cientı´ficas. Atividades como refinamento de
experimentos, desenvolvimento de novos testes ou ana´lise mais profunda de resultados poderiam
ser realizadas em menor tempo, aumentando a qualidade da pesquisa. Para o ensino, a reduc¸a˜o
do tempo de execuc¸a˜o tornaria possı´vel obter resultados de atividades pra´ticas durante o tempo
de aula. Ale´m disso, tornaria possı´vel praticar a modelagem de problemas e ter um retorno ra´pido
sobre sua adequac¸a˜o ao problema proposto. Essas atividades colaboram para o surgimento de
habilidades em modelagem e resoluc¸a˜o de problemas, necessa´rias ao engenheiro moderno.
A plataforma foi desenvolvida para ser de fa´cil utilizac¸a˜o. Dessa forma se espera
que ela amplie o acesso de pessoas com diferentes nı´veis de conhecimento em programac¸a˜o a`s
simulac¸o˜es computacionais. Assim, almeja-se tornar possı´vel sua utilizac¸a˜o como ferramenta
para aquisic¸a˜o de conhecimento. A facilidade de uso poderia ser explorada no ensino, sendo
que o potencial computacional dos laborato´rios tambe´m poderia ser utilizado para execuc¸a˜o de
simulac¸o˜es cientı´ficas.
Dessa forma, considera-se que os objetivos propostos neste trabalho foram
alcanc¸ados, visto que foi possı´vel reduzir o tempo das simulac¸o˜es computacionais ao mesmo
tempo que se simplificou o desenvolvimento das aplicac¸o˜es.
Como trabalhos futuros sugere-se:
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1. Desenvolvimento de uma interface web como ferramenta de ajuda a` codificac¸a˜o e
depurac¸a˜o para o usua´rio, ale´m de uma interface para gerenciamento e acompanhamento
do estado dos computadores;
2. Testar a plataforma com alunos para descobrir se de fato as simplificac¸o˜es desenvolvidas
para implementac¸a˜o de simulac¸o˜es computacionais sa˜o suficientes para sua utilizac¸a˜o em
atividades de aprendizagem;
3. Otimizar o co´digo da plataforma para reduzir o tempo gasto em operac¸o˜es administrativas.
Sugere-se a utilizac¸a˜o de comunicac¸a˜o exclusivamente assı´ncrona, paralelizac¸a˜o da
Aplicac¸a˜o de Gerenciamento com utilizac¸a˜o de mu´ltiplos processos e controle dinaˆmico
do nu´mero de Workers nos No´s Escravos;
4. Desenvolvimento de instaladores para va´rias distribuic¸o˜es Linux e criac¸a˜o de um
reposito´rio para possibilitar a distribuic¸a˜o de atualizac¸o˜es da plataforma. Ale´m disso,
documentar a plataforma e disponibilizar exemplos de utilizac¸a˜o em diversas linguagens
de programac¸a˜o;
5. Inclusa˜o de um sistema de arquivos distribuı´dos para tornar possı´vel utilizar o cluster com
aplicac¸o˜es que consumam e produzam grandes quantidades de dados;
6. Desenvolver uma forma de compartilhar memo´ria RAM entre os no´s do cluster de forma
transparente a` aplicac¸a˜o cliente e assim permitir executar aplicac¸o˜es que consumam mais
memo´ria do que a disponı´vel em um u´nico computador.
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