Abstract-One of the cutting edge requirements envisioned for next-generation mobile networks is to support ultra-reliable and low latency communication (URLLC), as well as to meet massive traffic demand in the next few years. Although network densification has been considered as one of the promising solutions to boost capacity and high throughput, the impact of mobility on latency and reliability in dense networks has not been well investigated. Moreover, handovers, especially in dense networks, can cause extra delay to the communication and degrade reliability performance. In this paper, we aim to analyse the impact of different handover hysteresis parameters on the performance metrics, such as end-to-end delay and packet loss ratio (PLR). In this regard, we compare latency and PLR performance around cell borders including the handover process with the overall period of simulation. Simulation results show that the impact of mobility becomes more significant in dense networks due to frequent exposure to cell borders and handovers.
I. INTRODUCTION
By the 5G cellular networks, the outdoor ultra-dense small cells are expected to be introduced in the networks to extend coverage and capacity to mitigate the 1000x wireless traffic demands in the next decade that the current Heterogeneous Networks (HetNets) comprised of mostly macro cells and indoor small cells will not be able to meet [1] . Although densification of small cells has been considered as one of the promising solution to boost capacity and achieving high throughput, its impact on communication latency and reliability has not been well investigated.
Mobility management becomes quite challenging issue with the existence of small cells forming dense networks with various cell coverages. Mobility performance of small cell dense networks may not be as good as the macro-only networks in presence of mobile nodes due to several issues, such as signalling overhead on network via frequent mobility events and higher occurrence of radio link or handover failures. As reported in [2] , very high handover rates (120%-140%) can be observed with 10 small cells per macro as compared to macro only networks. When mobility robustness is concerned, the work in [3] shows that pico to pico and pico to macro handovers are one of the most problematic handover types in terms of handover failures. Although handover failures can be increased by small cell deployments as compared to macro-only case, it is stated in [3] that these impact can be mitigated by applying handover parameter optimisation techniques, hence handover failure (HOF) rate is reduced to around 1-2%. However, it is also clearly stated in the paper that HOF rate cannot be minimised further by means handover optimisation due to coverage hole around small cell borders which cause quick signal degradation. Thus, such drawback cannot be ignored, especially in dense small deployment where frequent cell change is the dominant factor.
Although numerous efforts can be found in current studies to enhance mobility management, limited works have assessed the impact of mobility on communication latency and packet loss ratio in dense networks. Stringent latency requirements are required to meet certain vehicular applications. Mobility nature of vehicles leads more frequent switching between small cells to retain communication link [4] . Therefore, reliable vehicle-to-everything (V2X) communications in such denser networks are great challenge due to high mobility features of vehicles. In such scenario, poor radio condition and data interruption during handover can degrade delay performance which may affect user experience. This paper investigates and evaluates the impact of mobility on performance metrics, such as communication latency and packet loss ratio, with densely deployed small cells. To examine that, ns-3 network simulator [5] is used to conduct system level simulations. We used several handover parameters to assess the performance metrics. To analyse the impact, end-to-end delay and packet loss ratio results are given both for overall simulation period and observation window including handover period.
The remainder of paper is organized as follows. In Section II, handover process in LTE is explained and current enhancements on mobility management in dense networks are summarised. Section III focuses on the impact of mobility on performance metrics. In this regard, we give details of evaluation process and then we analyse the impact of mobility on performance metrics with different handover hysteresis values. Finally, Section IV summarises the key findings and addresses potential issues need to be considered in future works.
II. CONNECTED MOBILITY IN DENSE NETWORKS

A. Handover Mechanism in LTE
Handover mainly happens due to degrading signal strength with serving cell while moving away, so that it has to connect to better cell in order to maintain connectivity. Handover in LTE is UE-assisted network controlled. In other words, handover decision is performed by source cell based on UE measurement. UE measurement should be met by certain criteria, when neighbour cell becomes offset better than serving cell within TTT (Time To Trigger) period, which has been signalled from network when UE camped on a cell at first. As shown in Fig. 1 , when this criteria is met, UE sends Measurement Report and Source eNB initiates HO preparation phase which lasts until UE receives HO command. That is the beginning of HO execution phase where UE follows random access procedures to attach Target cell. Once target cell has RRC complete message from UE, it informs MME/SGW to perform path switch. At the end, target cell informs Source cell to release UE related source since source cell still keeps UE context in case of handover failure. 
B. Enhancements in Mobility Management
Densifying network can increase capacity and spatial spectrum reuse within same area. However, due to increasing handovers in dense networks can reduce these benefits as a result of signalling overhead and data interruption time caused by handover procedures.
Many studies have been carried out to analyse the impact of handover parameters on mobility performance and proposed solutions to optimise handover to reduce HOFs and unnecessary handovers [6] - [12] . By looking at current efforts on mobility enhancement in connected mode, three main areas are found to enable fast and reliable connected mobility; (i) to reduce HOFs which degrade user performance, and (ii) to reduce data interruption time during handovers, and (iii) pingpong handovers also need to be avoided in order to avoid unnecessary signalling overheads. In this regard, several attempts have been made to reduce HOF and unnecessary handovers. A user/cell centric handover optimisation is adopted in [6] - [9] . The idea is that by knowing user mobility state and cell type, handover to small cell can be adaptive to avoid HOFs and ping-pongs. The work in [7] has proposed a mobility scheme to enhance the accuracy of user mobility state estimation based on the number of handovers in dense HetNets where small cells could help to obtain more accurate mobility state detection. In this regard, authors develop minimum variance unbiased (MVU) estimator for user velocity prediction based on the number of handovers when travelling through cell borders in varying densities of small cells. In [10] , the authors have proposed a scheme to enhance mobility performance by avoiding unnecessary handovers where some handovers are skipped to reduce the effect of handover delay introduced by each handover attempt in 1-tier dense cellular network considering stochastic geometry. Although these works can improve reliability and eliminate extra delay due to HOF, but signalling overhead due to frequents handovers and service interruption time are still its major bottleneck to achieve light/seamless HOs.
To investigate how upcoming 5G-NR (New Radio) would be integrated with LTE in such a way that data interruption during handover would be avoided while providing high data rates for vehicles. Handover delay and interruption time has been analysed via field test in [13] , [14] . In [13] , the authors analysed 3 main key performance indicators, such as control/user plane latency, handover execution delay, and network coverage by utilising current LTE network infrastructure for connected mobility use cases. The results are evaluated by their compatibility with LTE requirements and next generation standardisation should envisage them to meet 5G requirements. It is found that due to break-before make handover feature of LTE, an interruption time around 40ms has been observed during handover which may be compatible with current LTE requirements. However, handover execution time is observed to even exceed 200ms in case of unsuccessful handovers. This clearly indicates that current handover execution time is insufficient to support safety related connected mobility use cases. Upcoming 5G aims to achieve zero mobility interruption to meet demand for vehicular use cases. By considering these works, it becomes more important to evaluate the impact of mobility on user performance in dense networks, so that the problem can be more identified and clear whether the effect is significant or not. In the next section, we provide the details of performance evaluation.
III. PERFORMANCE EVALUATION
In this work, system level simulations are performed with ns-3 discrete network simulator. The main simulation parameters can be found in Table I .
The metrics used to evaluate the performance is defined as below:
1) End-to-end delay (ms): it is defined as the time taken by a packet to be transmitted from source to destination across a network. Assuming i-th packet for user u is generated for transmission at the source node at time T dep i,u and received successfully by destination node at time T arr i,u ,end-to-end delay can be defined as, which can be expressed as percentage. We consider UDP traffic generated by both ways from server to client and client to server every 20ms interval with 1MB packet size. Packet delay is measured at application level. Performance metrics are only shown for downlink transmission. In this work, we develop a windowing mechanism to distinguish the packet transmission performance around handover period from the overall period as seen in Fig. 2 . The observation window period is determined as follow; when absolute value of RSRP difference between serving cell and target cell is less than predefined threshold W,
observation window is set to be in the time range (W, −W ).
Here we set W as 2.5dB. Length of time window is fixed for different handover start case. Thus, impact of different handover hysteresis values can be evaluated inside that window. 
A. System Layout
The considered cell deployment with user mobility boundary is shown in Fig. 3 . The cell layout is a HetNets, with threesector 19 macro sites (inter-site distance (ISD) = 500 m) and randomly deployed two pico cells per macro sector. Note that we only consider the inner ring and central site for evaluation and the outer ring is considered only for interference purposes, since a wraparound model is not implemented in ns-3. We create a 3x3 Manhattan Grid road configuration with two lanes per direction, covering 1299x750 meters as shown in Fig. 4 . It follows the guidelines and scenarios provided in [15] . We use BonnMotion tool [16] to model vehicle movements in the manhattan grid. 
B. Simulation Results
In this work, we aim to evaluate the impact of handover on user performance in the considered scenario. In this regard, the impact of varying handover hysteresis values on the communication latency and packet loss ratio are analysed. We compare end to end communication latency and packet loss ratio seen inside observation window with the overall period. In Fig. 5 , the end-to-end delay CDFs results in downlink for different handover hysteresis is shown. It can be seen that higher handover hysteresis has negative impact on delay performance, especially this effect becomes visible by looking delay curve during observation window. One of the reasons for this is the received signal strength quickly decreases around cell edge of a small cell while users moving fast so the user has to stay in poor radio condition until handover process is triggered and then completed. Another reason is the long handover delay which cause some packets being delayed until it connects target cell with good radio conditions. Since cochannel deployment is assumed between macro and small cell layer in this work, the interference is also a reason for worse delay performance around handover period. Note that this effect can be presumed as insignificant by only looking the impact on delay in overall simulation period. For example, difference in delay values for Hyst = 1dB and Hyst =2dB are not visible by looking only overall period CDF curves. However this impact become more visible in observation window. The 95%-tile delay and mean delay values for different handover hysteresis values are also presented in Table II . Mean delay value reaches up to 44.42 ms during observation period when handover hysteresis becomes 2dB while mean delay value during overall period shows small increase, nearly 2 ms, when hysteresis increase to 2 dB. It is also observed that 95%-tile delay of all packets are less than 100 ms in overall period and not much difference is observed between the case hysteresis is 1 dB and 2 dB. However, higher 95%-tile delays and larger differences in delay values for different handover hysteresis values are observed during observation window. Thus, considering the delay performance over all transmitted packets during simulation can mislead to that impact of mobility is not significant. This is because few packets are transmitted during observation window as compared to overall period and their contributions to the averaged delay over all packets becomes very small. Furthermore, this impact can become even more severe when handover process is unsuccessful due to handover failures (HOFs). Note that we have not yet consider HOFs in this work. Fig . 6 shows the packet loss ratio (PLR) for different handover hysteresis values. Packet loss ratio is more significant by looking the observation window. For example, in Fig.  6 , average packet loss ratio is less than 5.2% for all cases in overall period while it reaches up to almost 7.8% with Hysteresis = 2dB in observation window. There is also a little difference between hyst = 0dB and hyst = 1dB as compared to hyst= 3dB in during observation window. This is because lower hysteresis values may trigger early han- [17] . Note that we consider fixed handover delay as 90ms and handover failures is not modelled, i.e. handover are assumed to be successful. Thus the PLR performance can be worse if handover failures occur, which causes longer exposure to cell border during handover.
In Table III , total handover rate and ping-pong handover ratio are also given for different handover time parameters. A ping-pong handover happens when a UE does HO from cell A to cell B and again it returns to cell A if the "time of the stay"(ToS) in cell B is less than minimum time-ofstay (MToS). We consider M T oS = 0.5sec in this work. It is clearly seen in the Table III, higher ping-pong handover rate can be observed for lower handover hysteresis value. For example, while 3.7% and 1.1% of total number of handovers are found ping-pong handovers for Hyst = 1 and Hyst = 2 respectively, it increased dramatically to 11.4% when Hyst = 0. The one reason is that high speed vehicles can pass pico cells quickly, which increases ping-pong rates. It is also analytically shown in [18] that small cell link are more sensitive to the fluctuations in channel in presence of fading effect, which leads to rise in the ping-pong handover rate when shorter handover offset value is used.
IV. CONCLUSIONS
In this study, we evaluated the impact of handover hysteresis values on communication latency and packet loss ratio. It can be concluded that higher hysteresis values degrade the packet transmission performance. This effect can not be ignored especially when considering packets transmitted during observation window including handover period. Moreover, the impact will become more severe in case handover failures are considered. It should be noticed that even though handover delay is ignored there is still border effect due to rapid signal degradation at small cell edges. Hence, It will be crucial to improve reliability and enable fast handovers for connectedmobility in HetNets. As a future work, we want to continue to develop an analytical model for the delay introduced to the communication latency and reliability due to handover time, considering newly proposed handover mechanisms in the upcoming 5G-NR.
