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Abstract. Following the concept of statistical convergence, we deﬁne and study statistical
analogue concepts of convergence and Cauchy’s sequence on a probabilistic normed space that
is endowed with a strong topology. Some important properties of statistical convergence were
also extended in this new setting.
Keywords: S-statistically–convergence, S–convergence, statistically dense
MSC 2000 classiﬁcation: Primary 46S50, Secondary 54E70.
1 Introduction
Probabilistic normed (PN) spaces are real linear spaces in which the norm of
each vector is an appropriate distribution function rather than a number. Such
spaces were ﬁrst introduced by A. N. Sˇerstnev in 1963 [17].
In recently, C. Alsina et al in [1] introduced a new deﬁnition of PN spaces
that includes Sˇerstnev’s and leads naturally to the identiﬁcation of the principle
class of PN spaces, the Menger spaces. In this paper we investigate questions
of statistical continuity in PN spaces under the new deﬁnition. We recall some
notation and terminology used in [20].
Δ+ denote the set of all one-dimensional probability distributions whose
support is the positive half-line, i.e., Δ+ is the set of all functions such that
Dom F = [0,+∞], Ran F ⊆ [0, 1], F (0) = 0, F (+∞) = 1, and F is non-
decreasing and left-continuous on (0,+∞). The subset D+ ⊆ Δ+ is the set
D+ = {F ∈ Δ+ : l−F (+∞) = 1}.
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Here l−f(x) denotes the left limit of the function f at the point x, l−f(x) =
limt→x− f(t). The set Δ+ is ordered by the usual pointwise ordering of functions;
and εa is a special function in Δ
+ given by
εa(x) =
{
0, x ≤ a,
1, x > a.
In [18], D. L. Sibley gave a useful modiﬁed Le´vy metric dL in Δ
+. For
F,G ∈ Δ+,
dL(F,G) = inf{h ∈ (0, 1] : both [F,G;h] and [G,F ;h] hold},
where [F,G;h] denote the condition G(x) ≤ F (x+ h) + h, for x ∈ (0, 1h). There
is a natural topology on Δ+ that is induced by the modiﬁed Le´vy metric dL
(see [20], Sect. 4.2). Convergence with respect to this metric is equivalent to
weak convergence of distribution functions. i.e., for any sequence {Fk} in Δ+
and F ∈ Δ+, the sequence {dL(Fk, F )} converges to 0 if and only if {Fk(x)}
converges to F (x) at every point of continuity of the limit function F .
1 Lemma. The following statements hold:
(i) For any F ∈ Δ+, dL(F, ε0) = inf{h : F (h+) > 1− h},
(ii) For any t > 0, F (t) > 1− t if and only if dL(F, ε0) < t,
(iii) If F,G ∈ Δ+ and F ≤ G, then dL(G, ε0) ≤ dL(F, ε0).
A triangle function is a binary operation on Δ+ that is commutative, asso-
ciative, non-decreasing in each place, and has ε0 as an identity element. Conti-
nuity of a triangle function means uniform continuity with respect to the natural
product topology on Δ+ ×Δ+.
Typical continuous triangle functions are the operations τT and τS , which
are, respectively, given by
τT (F,G)(x) = sup
u+v=x
T (F (u), G(v)),
and
τS(F,G)(x) = inf
u+v=x
S(F (u), G(v)),
for all F,G ∈ Δ+ and all x ∈ R [20]. Here T is a continuous t-norm and S
is a continuous t-conorm, i.e., both are continuous binary operations on [0, 1]
that are commutative, associative and nondecreasing in each place; T has 1 as
identity and S has 0 as identity. If T is a t-norm and T ∗ is deﬁned on [0, 1]×[0, 1]
via
T ∗(x, y) = 1− T (1− x, 1− y),
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then T ∗ is a t-conorm, speciﬁcally the t-conorm of T .
The most important t-norm are the functions W , Prod, and M which are
deﬁned, respectively, by
W (a, b) = max(a+ b− 1, 0),
Prod(a, b) = ab,
M(a, b) = min(a, b).
Their corresponding t-conorms are given, respectively, by
W ∗(a, b) = min(a+ b, 1),
Prod∗(a, b) = a+ b− ab,
M∗(a, b) = max(a, b).
2 Deﬁnition. [1] A probabilistic normed space (brieﬂy, a PN space) is a
quadruple (V, ν, τ, τ∗), where V is a real linear space, τ and τ∗, with τ ≤ τ∗ are
continuous triangle functions, and the probabilistic norm ν is a mapping from
V into Δ+ (writing νp for ν(p)), the following conditions hold:
(N1) νp = ε0 if and only if p = θ(the zero vector of V );
(N2) ν−p = νp for all p ∈ V ;
(N3) νp+q ≥ τ(νp, νq) for all p, q ∈ V ;
(N4) νp ≤ τ∗(ναp, ν(1−α)q) for every p ∈ V and for every α ∈ [0, 1].
If τ = τT and τ
∗ = τT ∗ for some continuous t-norm T and its associated
t-conorm T ∗, then (V, ν, τT , τT ∗) is a Menger PN space.
Let (V, ν, τ, τ∗) be a PN space. Since τ is continuous, the system of strong
neighborhoods of zero
{Nθ(λ) : λ > 0}, (1)
where
Nθ(λ) = {p ∈ V : dL(νp, ε0) < λ}. (2)
determines a ﬁrst countable Hausdorﬀ topology on V , called the strong topology
(brieﬂy, S-topology). Thus, the S-topology can be completely speciﬁed by means
of S-convergence of sequences.
3 Theorem. [20] In the simple space (S, d,G), the strong topology is equiv-
alent to the d-metric topology when G ∈ D+. If G /∈ D+, then the strong topology
coincides with the discrete topology.
The following lemma is an immediate consequence of the deﬁnition of neigh-
borhood of zero and Lemma 1.1(ii).
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4 Lemma. In a PN space (V, ν, τ, τ∗), for each p ∈ V , we have
νp(t) > 1− t ⇐⇒ p ∈ Nθ(t). (3)
5 Deﬁnition. [20] (i) A sequence {pk} of elements of V is said to be S-
convergent to θ, the null vector of V , in the S-topology if for any λ > 0 there
is an integer K(λ) ∈ N such that pk ∈ Nθ(λ) whenever k ≥ K(λ). In this case
we write pk
S−→ θ or S − limk pk = θ.
(ii) A sequence {pk} is said to be a S-Cauchy sequence if for any λ > 0, there
is an integer M(λ) ∈ N such that pk − pl ∈ Nθ(λ) whenever k, l ≥ M(λ)
6 Remark. Of course, there is nothing special about θ as a limit; if one
wishes to consider the convergence of the sequences {pk} to the vector p in the
S-topology, then it suﬃces to consider the sequence {pk−p} and its convergence
to θ. In other word, S − limk pk = p is equivalent to S − limk(pk − p) = θ.
7 Lemma. [2] For any α ∈ R, any p ∈ V , and any  > 0, there exists a
λ > 0 such that
αp ∈ Nθ() whenever p ∈ Nθ(λ). (4)
8 Lemma. [2] If 0 ≤ α < 1, then
ναp ≥ νp (5)
for any p ∈ V .
We observe that, in view of Lemma 1.2 and (N3), we have the following
lemma.
9 Lemma. Let (V, ν, τ, τ∗) be a PN space. For every p, q, r ∈ V ,
dL(νp−r, ε0) ≤ dL(τ(νp−q, νq−r), ε0). (6)
10 Deﬁnition. Let (V, ν, τ, τ∗) and (V ′, ν ′, τ, τ∗) be two PN spaces with the
S-topology. A map f : V → V is said to be S-continuous at u ∈ V if for every
neighborhood of f(u) ∈ V ′, N ′f(u)(s), there exists a neighborhood of u ∈ V ,
N(θ)(t) such that
f(x) ∈ N ′f(u)(s) whenever x ∈ Nu(t). (7)
The map f is said to be a S-continuous map if it is S-continuous at every
element of V .
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2 Statistical Convergence of real/complex numbers
The idea of the statistical convergence of real numbers ware independently
introduced by Fast [6] and Steinhaus [19]. But the rapid developments started
after the papers of Sˇala´t [15], Fridy [8] and Connor [5]. This concept was further
extended to Banach spaces by Kolk [12], to locally convex spaces by Maddox [13]
and to fuzzy numbers by Savas¸ [16]. Recently, many papers published on the
study of statistical convergence in many aspects of real numbers and fuzzy
numbers by numerous authors (see ( [3, 4, 9, 14]).
In this section, we list some of the basic concepts of statistical convergence
of real numbers and we refer to [7–9] for more details.
11 Deﬁnition. [7] If K is a subset of the positive integers N, then Kn
denotes the set {k ∈ K : k ≤ n} and |Kn| denotes the number of elements in
Kn.
The natural density of K is given by
δ(K) = lim
n→∞
|Kn|
n
. (8)
12 Remark. Clearly, ﬁnite subsets have zero natural density and δ(Kc) =
1− δ(K) where Kc = N\K.
13 Deﬁnition. K is said to be statistically dense if
δ(K) = 1. (9)
The set {k ∈ K : k = m2,m = 1, 2, . . . } is statistically dense, while the set
{3k : k = 1, 2, · · · } is not. A subsequence of a sequence is called statistically
dense if the set of all indices of its elements is statistically dense.
We will be particularly concerned with integer sets having natural density
zero. So,
14 Deﬁnition. If {xk} is a sequence such that xk satisﬁes property P for
all k except a set of natural density zero, then we say that {xk} satisﬁes P for
”almost all k”, and we abbreviate this by ”a.a.k”.
15 Deﬁnition. A sequence {xk} of (real or complex) numbers is said to be
statistically convergent to some number L, if for every  > 0, the set K = {k ∈
N : |xk − L| ≥ } has natural density zero, viz.
δ(K) = 0. (10)
In this case we write stat− limk xk = L or xk stat−→ L.
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16 Deﬁnition. A sequence {xk} is said to be a statistically Cauchy’s se-
quence if for each  > 0, there exists a number N = N() such that
δ({k ∈ N : |xk − xN | ≥ }) = 0, (11)
i.e.,|xk − xN | <  for a.a.k.
Friday [8] proved that a sequence {xk} is statistically convergent if and only
if it is statistically Cauchy’s sequence.
3 Statistical Convergence on PN spaces
Recently, Karakus [11] has introduced statistical convergence in Sˇerstnev
PN spaces. In this section, we extend the idea of statistical convergence to the
setting of sequences in a PN space endowed with S-topology.
17 Deﬁnition. Let (V, ν, τ, τ∗) be a PN space, let {xk} be an V -valued
sequence, and L ∈ V . The sequence {pk} is S-statistically convergent to θ
provided that for every t > 0
δ({k : pk /∈ Nθ(t)}) = 0, (12)
or equivalently by (7)
lim
n
1
n
|{k ≤ n : pk /∈ Nθ(t)}| = 0,
i.e., pk ∈ Nθ(t), for a.a.k. In this case, we write pk S−stat−→ θ or S-stat- lim pk = θ,
where θ is called the S-statistical limit (brieﬂy, a S-stat-limit) of {pk}.
The following lemma is an immediate consequence of above deﬁnition and
the well-known density properties.
18 Lemma. Let (V, ν, τ, τ∗) be a PN space. Then, for every t > 0 the
following statements are equivalent:
(i) sst− limk(pk) = θ,
(ii) δ({k ∈ N : pk /∈ Nθ(t)}) = 0,
(iii) δ({k ∈ N : dL(νpk , ε0) ≥ t)) = 0,
(iv) δ({k ∈ N : dL(νpk , ε0) < t)) = 1.
19 Theorem. Let (V, ν, τ, τ∗) be a PN space. If a sequence {pk} is S-
statistically convergent in the S- topology, then S-stat-limit is unique.
Proof. Assume that S − stat− limpk = p and S − stat− limpk = q with
p = q. For any t > 0, deﬁne the following sets:
K1(t) = {k ∈ N : pk − p /∈ Nθ(t)},
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K2(t) = {k ∈ N : pk − q /∈ Nθ(t)}.
Let K(t) = K1(t)∩K2(t). We observe that, since δ(K1(t)) = 0 and δ(K2(t)) = 0
for all t > 0, we have δ(K(t)) = 0 for all t > 0 which implies that δ(N\K(t)) = 1
for all t > 0. Let ki ∈ N \ K(t), then pki − p ∈ Nθ(t). Let dL(vpki−p, ε0) = α.
Then t−α > 0 and the uniform continuity of τ implies that there exists a t′ > 0
such that
dL(τ(νpki−p, G), νpki−p) < t− α
whenever dL(G, ε0) < t
′. Now let pki−q ∈ Nθ(t′), then dL(vpki−q, ε0) < t′. Thus,
by equation (6), we have
dL(νp−q, ε0) ≤ dL(τ(νpki−p, νpki−q), ε0)
≤ dL(τ(νpki−p, νpki−q), νpki−p) + dL(νpki−p, ε0)
< t− α+ α
= t.
Hence p − q ∈ Nθ(t). Since t > 0 is arbitrary, by (3), we get νp−q = ε0 which
yields p− q = 0, i.e., p = q. This completes the proof. QED
20 Lemma. Let (V, ν, τ, τ∗) be a PN space. If S-stat- lim pk = p and f :
V → V ′, deﬁned for all point in V , is a S-continuous function on V , then
S-stat- lim f(pk)− f(p)) = θ.
Proof. Since f is S-continuous function, for every  > 0 there exists a
λ > 0 such that
pk − p ∈ Nθ(λ) implies f(pk)− f(p) ∈ Nθ′().
But then
f(pk)− f(p) /∈ Nθ′() implies pk − p /∈ Nθ(λ).
Thus
{k ∈ N : f(pk)− f(p) /∈ Nθ′()} ⊆ {k ∈ N : pk − p /∈ Nθ(λ)}
and therefore
δ({k ∈ N : f(pk)− f(p) /∈ Nθ())} ≤ δ({k ∈ N : pk − p /∈ Nθ(λ)}) = 0
because S-stat- limk pk − p = 0. This proves S-stat- limk f(pk) − f(p) = 0).
QED
21 Theorem. Let (V, ν, τ, τ∗) be a PN space. If S − lim(pk) = θ, then
S − stat− lim(pk) = θ.
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Proof. By hypothesis, for every t > 0, there is an integer K ∈ N such that
pk ∈ Nθ(t) whenever k ≥ N(t). This guaranties that for every t > 0 the set
{k ∈ N : pk /∈ Nθ(t)} has at most ﬁnitely many elements. Thus, by the property
of density, we get δ({k ∈ N : pk /∈ Nθ(t)}) = 0. Therefore S-stat- lim(pk) = θ,
the conclusion. QED
22 Theorem. Let (V, ν, τ, τ∗) be a PN space. A sequence {pk} in V is S-
statistically convergent to θ if and only if there exists a statistically dense subset
K = {k1 < k2 < · · · } ⊆ N such that S − limn(pkn) = θ.
Proof. The proof of suﬃciency is easy and can be omitted. Suppose that
S-stat- lim(pk) = θ. Put Km = {n ∈ N : pn ∈ Nθ( 1m),m ∈ N}. Since Nθ(t1) ⊇
Nθ(t2) whenever t1 ≥ t2, for each m ∈ N we have
K1 ⊇ K2 ⊇ · · · ⊇ Km ⊇ Km+1 ⊇ · · · , (13)
and S-stat- lim(pk) = θ implies
δ(Km) = 1 for each m ∈ N. (14)
Now, choose k1 ∈ K1. According to (14), there exists a k2 > k1, k2 ∈ K2, such
that, for every n ≥ k2
1
n
|{k ≤ n : pk ∈ Nθ(1
2
)}| > 1
2
.
Again by (14) there exists a k3 > k2, k3 ∈ K3, such that, for every n ≥ k3
1
n
|{k ≤ n : pk ∈ Nθ(1
3
)}| > 2
3
and so on. So by induction we get an increasing index sequence
k1 < k2 < · · · < kj ∈ Kj (j = 1, 2, . . .),
such that for every n ≥ kj
|Kj |
n
=
1
n
|{k ≤ n : pk ∈ Nθ(1
j
)}| > j − 1
j
(j = 2, 3, . . .). (15)
Now, we construct the subset K ⊆ N as follows:
K = {n ∈ N : 1 ≤ n < k1} ∪ [
⋃
j∈N
{n ∈ Kj : kj ≤ n < kj+1}] (16)
We show that K ⊆ N is statistically dense,i.e., δ(K) = 1. Let n ≥ k1. Then n
belongs to {n ∈ Kj : kj ≤ n < kj+1} for some j ∈ N. Thus by (13), (14) we
conclude that,
|K|
n
≥ |Kj |
n
>
j − 1
j
(17)
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and it follows that δ(K) = 1. Let λ > 0 and choose an integer j ∈ N such that
1
j < λ. Let n ≥ kj and n ∈ K. Then, by deﬁnition of K, there exists an integer
m ≥ j such that km ≤ n < km+1 and n ∈ Kj . Hence, for every λ > 0, we get
pn ∈ Nθ(1
j
) ⊆ Nθ(λ), (18)
for every n ≥ kj and n ∈ K. This proves that S − limn pn = θ QED
23 Lemma. Let (V, ν, τT , τT ∗) be a Menger PN space with T (x, x) ≥ x
for every x ∈ [0, 1]. If S-stat- limk pk = p, S-stat- limk qk = q and α is a real
number, then
(i) S-stat- limk(pk + qk) = p+ q,
(ii) S-stat- limk(pk − qk) = p− q,
Proof. (i) For every  > 0, deﬁne the following sets:
P = {n ∈ N : pk − p /∈ Nθ()},
Q = {n ∈ N : qk − q /∈ Nθ()}.
Then, δ(P ) = 0 and δ(Q) = 0. Now, let K ⊆ (P ∩ Q). Then, clearly δ(K) = 0
which implies δ(N/K) = 1. If k ∈ N/K, then we get
ν(pk+qk)−(p+q)() ≥ sup
u+v=
T (νpk−p(u), νqk−q(v)).
Now, we choose λ <  such that λ = min(u, v). We note that Nθ(λ) ⊆ Nθ().
Then the above inequality becomes
ν(pk+qk)−(p+q)() ≥ sup
λ>0
T (νpk−p(λ), νqk−q(λ))
≥ T (νpk−p(λ), νqk−q(λ))
> T (1− λ, 1− λ) > 1− λ
> 1− .
This shows that
δ({k ∈ N : (pk + qk)− (p+ q) /∈ Nθ()},
i.e., S-stat- limk(pk + qk) = p+ q.
(ii) Similar to (i). QED
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