We consider the capacity C of a continuous-time channel with frequency response H( f ) and additive white Gaussian noise. If |H( f )| -2 behaves like a polynomial of order ρ at high frequencies, we show that the per-symbol capacity approaches ρ ⁄ 2 nats per channel use at high signal powers. If the receiver uses an ideal zero-forcing decision-feedback equalizer (DFE) consisting of a sampled whitened-matched filter followed by a zero-forcing tail canceller that is free of error propagation, the overall system is free of intersymbol interference and has a well-defined capacity C ZF . By comparing this capacity with the capacity C of the underlying channel, we quantify the loss of information inherent in the tail-cancelling operation that typifies zero-forcing DFE and zero-forcing precoding systems. For strictly bandlimited channels, we find that the capacity penalty approaches zero in the limit of large signal power. On the other hand, for non-strictly bandlimited channels, the asymptotic penalty is nonzero; however, with bandwidth optimization, the asymptotic penalty is at most 0.59 dB, and the asymptotic ratio C ZF ⁄ C is at least 93.6%, depending on the asymptotic order ρ of the channel response.
I. INTRODUCTION
Digital communication over intersymbol-interference (ISI) channels with additive white Gaussian noise is often accomplished by separating the functions of equalization and channel coding [1] . A common strategy is to first use equalization to convert the ISI channel to an ISI-free channel, and then to apply channel codes designed for ISI-free channels. Although conceptually attractive, this separation often leads to a performance penalty. The purpose of this paper is to quantify the performance penalty for the specific case of ideal zero-forcing decision-feedback equalization (ZF-DFE).
The front end of a ZF-DFE receiver consists of a linear filter (the whitened matched filter) followed by a baud-rate sampler [2] [3] . The receiver makes decisions by quantizing the difference between each sample and a linear combination of previous decisions. An ideal ZF-DFE, for which all past decisions are assumed to be correct, results in an equivalent discrete-time channel that is free of ISI. This channel can be derived by simply discarding the impulse-response tail of the whitened-matched filter channel model.
Price has shown that, with ideal ZF-DFE at high signal power, an uncoded quadrature-amplitude modulation system can get as close to capacity on bandlimited ISI channels as it can on bandlimited ISI-free channels (within about 9 dB at 10 -6 error probability) [2] . The significance of this result is clear [4] - [9] : at high signal powers, codes approaching capacity on ISI-free channels may also approach capacity on strictly bandlimited channels with ISI, provided that an equalizer with the performance of an ideal ZF-DFE is first used to eliminate ISI.
Rather than restricting attention to a particular modulation scheme and error rate, we extend Price's results by comparing the capacity C ZF (P) of an ideal ZF-DFE system to the capacity C(P) of the underlying continuous-time channel, where P is the average power constraint on the channel input. We quantify the capacity penalty in three ways: with a capacity difference ∆C(P) ≡ C(P) -C ZF (P), a capacity ratio C ZF (P) ⁄ C(P), and a power penalty Γ(C 0 ). We define Γ(C 0 ) as the additional power required by the ideal-ZF-DFE channel, beyond that required by the underlying channel, to achieve capacity C 0 . If a particular code comes within x dB of capacity on an ISI-free Gaussian-noise channel, and the power penalty is Γ, then we expect that this same code will come within x + Γ dB of capacity on an ISI channel, if it can be combined efficiently with an equalization scheme that yields the equalization performance of ideal ZF-DFE.
Combining a conventional DFE with coding is complicated by the fact that a DFE requires immediate correct decisions to avoid error propagation, and thus cannot tolerate decoding delay. Fortunately, there are several alternative strategies for combining the equalization performance of ZF-DFE with coded modulation schemes, such as: parallel decision-feedback decoding [10] [11], a special case of reduced-state sequence estimation [12] ; predictive decision-feedback equalization with interleaving [6] ; and precoding [7] [13], a class of transmitter equalization techniques that includes Tomlinson-Harashima precoding [14] - [18] . The degree to which the performance of any of these methods equals the performance of an ideal ZF-DFE is not our concern. Rather, motivated both by generality and tractability, we examine the performance of an ideal ZF-DFE.
The structure of the ZF-DFE is similar to that of the minimum-MSE (MMSE) DFE [19] : both consist of a linear front-end filter followed by a nonlinear tail-cancelling filter employing decision feedback [3] . In the ideal case, the nonlinear filter will cancel the tail of the overall impulse response, so that the overall response is anticausal. The amount of information lost in the tail-cancelling operation depends radically on the front-end filter [20] . When the front end is the whitened-matched filter (WMF), as in the ZF-DFE, ideal tail cancellation is information lossy [21] , but when the front end is the mean-square (MS) WMF [5] , as in the MMSE-DFE, ideal tail cancellation actually enhances information [20] . Since this enhancement would violate the data processing theorem, it is impossible to achieve ideal tail cancellation after a MS-WMF front end. The reader is cautioned against extrapolating the results of this paper, which concern the ZF-DFE only, to the MMSE-DFE.
In Sect. II we parameterize C in terms of the water-pouring bandwidth instead of the signal power. In Sect. III we introduce the asymptotic order ρ of the channel, a parameter which describes the high-frequency roll-off characteristics. We then show that C approaches ρ ⁄ 2 nats per channel use at high signal power. As a consequence, high SNR does not necessarily imply high nats per channel use. The ZF-DFE is not introduced until Sect. IV, where we define the ideal ZF-DFE channel, and compare its capacity to that of the underlying channel.
II. WATER POURING
Consider the real-valued Gaussian-noise channel described by:
where y(t) is the received signal, x(t) is the transmitted signal, h(t) is the channel impulse response with Fourier transform H( f ), and n(t) is white Gaussian noise with power spectral density (PSD) N 0 ⁄ 2. If H( f ) is everywhere nonzero and finite, then the filter with frequency response 1 ⁄ H( f ) is information preserving, and passing y(t) through this filter produces the output x(t) + z(t), where the PSD of the filtered noise z(t) is:
We shall refer to N( f ) as the bowl function. The arithmetic and geometric means of the bowl over a band of width W are, respectively:
Jensen's inequality implies that G ≤ A, with equality only when N( f ) is a constant [22] .
Subject to an input power constraint of P, the capacity of the channel in (1) can be calculated using the classical water-pouring method [23] [24] :
where S( f ) is the capacity-achieving input PSD and where the constant L is chosen so that S( f )df = P . Intuitively, as illustrated in Fig. 1 , the optimal S( f ) is formed by pouring water of volume P into the bowl, defining L as the resulting water level, and applying (6) .
Although the set of positive frequencies for which S( f ) is nonzero may consist of a union of disjoint intervals, we assume it takes the form (0, W] for simplicity, and we refer to W as the water-pouring bandwidth. Extensions to the general case are straightforward. Taking the arithmetic mean of both sides of (6) over the waterpouring band [-W, W] yields:
(7) Combining (3) -(7) yields two alternative expressions for capacity:
Both A = A(W(P)) and G = G(W(P)) are uniquely determined by the water-pouring bandwidth W(P). If N( f ) is continuous and increasing at W(P), as it is in Fig. 1 , then L is also uniquely determined by the water-pouring bandwidth, namely L = N(W(P)). Therefore, if N( f ) is continuous and increasing, we may express capacity as a function of W alone:
with the understanding that there is a one-to-one relationship between W and P. By parameterizing C in terms of the water-pouring bandwidth rather than the signal power, we can condense the classical parametric representation of C into the compact form of (10) .
Observe that (9) reduces to the familiar Hartley-Shannon formula C = Wlog(1 + P ⁄ N 0 W) when the channel is ideally bandlimited without ISI, with A = G = N 0 ⁄ 2. Thus, one can view (9) as an extension of the Hartley-Shannon formula to channels with ISI. We see that capacity is intimately related to the arithmetic and geometric means; for a given power constraint and corresponding water-pouring bandwidth, channels with identical A and G have the same capacity, regardless of the particular shape of their frequency responses.
The graphical intuition provided by Fig. 1 will prove to be a useful tool in our analysis. For example, a useful interpretation of (7) is that the average water depth equals the water level minus the average bowl height. As another example, for the non-trivial case when P is nonzero and N( f ) is everywhere nonzero, the ordering L > A ≥ G > 0 is clearly evident.
III. ASYMPTOTIC ORDER and CAPACITY
In this paper we consider channels H( f ) that are either strictly or loosely bandlimited. A channel is strictly bandlimited if there exists a finite frequency W m such that H( f ) = 0 for all f > W m . A channel is loosely bandlimited if it is not strictly bandlimited, yet satisfies H( f ) → 0 as f → ∞. We next define the asymptotic order of a channel, a key parameter which plays a vital role in our analysis, and which completely characterizes capacity in the limit of large signal power.
III-A. Asymptotic Order
We define the asymptotic order ρ of a channel with frequency response H( f ) and bowl N( f ) = (N 0 ⁄ 2)|H( f )| -2 by the following limit, when it exists: 
is eventually differentiable (that is, when there exists a constant f o such that the derivative N´( f ) exists for all f > f o ) and eventually unbounded, L'Hôpital's rule gives an alternative expression for ρ:
(12)
The parameter ρ ≥ 0 is a generalization of the order of a polynomial; if the channel response has order q, then N( f ) is a polynomial of order 2q, and ρ = 2q. Conversely, a bowl with asymptotic order ρ will behave like a polynomial of order ρ at high frequencies. The asymptotic order of a strictly bandlimited channel is infinite. Other examples include ρ = 0 for N( f ) = log(2 + f) and ρ = ∞ for N( f ) = e f . A useful interpretation of ρ is that 10ρ is the asymptotic roll-off of the channel in dB per decade.
The loosely bandlimited channels we consider in this paper satisfy the following mild conditions.
-2 is eventually differentiable, eventually unbounded, and the asymptotic order ρ exists.
Assumption 1 includes channels with proper, rational transfer functions, but excludes those channels for which the limit in (11) does not exist, such as N( f ) = f
+ cos( f )
. Assumption 1 guarantees that N( f ) is eventually continuous and eventually increasing, which implies a one-to-one correspondence between signal power and waterpouring bandwidth, and allows us eventually to parameterize capacity in terms of W per (10) rather than P per (9).
The following key result is the basis for much of the analysis that follows:
approach constants at high signal power:
(14)
Proof: The first equalities in (13) and (14) follow from the continuity and eventually increasing properties of N( f ) due to Assumption 1, which guarantee that
The second equality in (13) follows from L'Hôpital's rule and (12):
Similarly, the second equality in (14) also follows from L'Hôpital's rule and (12):
(17)
Lemma 1 also applies to strictly bandlimited channels, for which ρ = ∞:
Lemma 2. For strictly bandlimited channels:
The proof of Lemma 2 is in Appendix A.
Define the input signal-to-noise ratio by SNR = P ⁄ (N 0 W(P)). An important corollary of Lemmas 1 and 2 equates high signal power with high SNR:
Thus, although we phrase the asymptotic results in terms of large P throughout the paper, we could just as well phrase them in terms of large SNR.
III-B. Capacity at High Signal Powers
Because capacity can be achieved with a digital pulse-amplitude-modulation input having symbol rate 2W (see Sect. IV-A), the ratio C ⁄ 2W can be interpreted as the rate in nats per channel use of such a capacity-achieving digital system. It is common to associate high SNR with high rate. Indeed, on strictly bandlimited channels, the optimal rate is unbounded in the limit of large signal power (since C → ∞ and W is bounded as P → ∞). However, on loosely bandlimited channels, the optimal rate actually saturates at high signal power: Theorem 1. For any channel satisfying Assumption 1, C ⁄ 2W approaches a constant at high signal powers:
The proof follows directly from the substitution of (13) into (10) . Interestingly, only the high-frequency behavior of the channel matters; the channel response at low frequencies is irrelevant. Note that the ratio C ⁄ W also measures the spectral efficiency (in nats ⁄ sec ⁄ Hz) of an optimal capacity-achieving system, and is logarithmically related to the average constellation size.
A consequence of Theorem 1 is that high SNR does not necessarily imply high nats per channel use, and high SNR does not imply large constellation size. For example, the optimal rate on a first-order lowpass channel approaches only 1 nat per channel use as SNR → ∞.
IV. CAPACITY PENALTY DUE TO IDEAL ZF-DFE
In this section we introduce the notion of an ideal ZF-DFE channel, which is an idealization of a practical zero-forcing DFE system, and compare its capacity to that of the underlying continuous-time channel.
IV-A. The Ideal ZF-DFE Channel
In Fig. 2 -a we illustrate the standard method for reducing the continuous-time channel of (1) to an equivalent discrete-time channel that has the same capacity [5] [17] . The input signal x(t) is generated by passing a sequence of symbols x k with rate 2W through an ideal (brick-wall) low-pass filter B( f ) with unit energy and cut-off frequency W, where W is the water-pouring bandwidth. To satisfy a power constraint on
, and define D(z) = d k z -k by the following spectral factorization: (20) where 1 + D(z) is monic, minimum-phase, and causal. Once again, G is the geometric mean of N( f ), as given in (4), which can be verified by taking the geometric mean of both sides of (20) . We note that F(z) is guaranteed to have such a factorization, because H( f ) is finite and nonzero for all f ∈[-W, W]; this implies that log F(e jπf ⁄ W ) is integrable, the Paley-Wiener condition for factorizability [25] .
The receiver front end consists of a matched filter followed by a baud-rate sampler followed by a discrete-time noise-whitening forward filter with transfer function G ⁄ (1 + D * (1 ⁄ z * ) ). The composite channel of Fig. 2-a reduces 
The structure of the ZF-DFE is shown in Fig. 2-c . The WMF output is passed through a nonlinear filter called a tail canceller. The tail canceller output y k is the difference between its input and the output of a feedback filter with transfer function D(z). We distinguish between a practical tail canceller and an ideal tail canceller by the input to this feedback filter, which is controlled by the position of the switch in Fig. 2 c. A practical tail canceller (position A) feeds back k = Q(y k ), an internal estimate of x k generated by quantizing y k . The ideal tail-canceller (position B) is a hypothetical (genie-aided) device that substitutes the actual transmitted symbols x k into the feedback path in place of k . In other words, the ideal tail canceller would be the result if all of the internal estimates were correct. With the switch in position B, the impulse response tail is cancelled perfectly, and Fig. 2-c reduces to the ISI-free channel of Fig. 2-d , which we refer to as the ideal ZF-DFE channel.
The performance of an ideal ZF-DFE channel is difficult to attain using a practical tail canceller, especially in coded systems, because erroneous decisions will propagate through the feedback filter and distort the equalizer output. Fortunately, there are alternative equalization methods that approximate the performance of an ideal ZF-DFE, such as predictive decision-feedback equalization with interleaving [6] , parallel decision-feedback decoding [10] - [12] , and precoding [13] - [18] . We make no attempt to quantify the performance discrepancy between any of these methods and ideal ZF-DFE. Instead, we compute the capacity of the ideal ZF-DFE channel, which should upperbound the performance of any of these methods.
The ideal ZF-DFE channel of Fig. 2-d is free of ISI, the input variance is constrained to P ⁄ (2W), and the noise is white with variance G. Therefore, the capacity (in nats ⁄ s) of the ideal ZF-DFE channel is given by:
To achieve this capacity, the x k must be i.i.d., so that the PSD of x(t) is flat over the water-pouring band [-
Recall that A ≥ G, with equality only when the channel is flat and there is no ISI. Comparing (9) and (21), this leads directly to the following theorem, first reported in [21] : Theorem 2. C ZF (P) ≤ C(P), with equality only when the channel is ISI-free.
Thus, on any channel with ISI, discarding the tail of the WMF channel impulse response is information lossy. We emphasize that Theorem 2 applies to the zero-forcing system only, for it has recently been shown that the capacity of an ideally tail-cancelled minimum-MSE DFE system exceeds the true capacity [20] .
Although the ideal ZF tail canceller destroys information, the practical tail-canceller does not; as pointed out in [20] , its input w k can be recovered from its output y k using
Later we will quantify the severity of the capacity penalty indicated by Theorem 2. First, however, we show how bandwidth optimization can alleviate some of this penalty. Any penalty remaining after bandwidth optimization can then be fairly attributed to the tail cancelling operation of the ideal ZF-DFE.
IV-B. Bandwidth Optimization
In the previous section we made use of the well-known fact that the capacity of a system using linear PAM can equal the capacity C(P) of the underlying continuous-time channel when the symbol rate is twice the water-pouring bandwidth 2W(P). In fact, the discrete-time capacity is a non-decreasing function of symbol rate, achieving a maximum of C(P) for all symbol rates greater than or equal to 2W(P). When a ZF-DFE is used, however, the capacity of the resulting ideal ZF-DFE channel will eventually decrease if the symbol rate is chosen too large. Intuitively, this is because a ZF-DFE discards the signal energy carried by the impulse response tail, and the energy contained in the impulse response tail becomes large at high
symbol rates. The optimal symbol rate balances the trade off between increasing the symbol rate and decreasing the energy in the impulse response tail.
For a given signal power constraint P, let (P) denote the optimal bandwidth (half the optimal symbol rate) that maximizes the capacity C ZF (P) of the ideal ZF-DFE channel. Setting to zero the derivative of (21) with respect to W, we find that (P) satisfies:
where the function g : [0,∞) → [e,∞) is defined by g(x) = (1 + x) ( 1 + 1 ⁄ x) , with g(0) = e so that g is continuous at zero, and g -1 is its inverse. The function g is strictly increasing on [0, ∞), and its inverse is strictly increasing on [e, ∞). For x « 1, g(x) ≈ e, with g(x) → e as x → 0, while for x » 1, g(x) ≈ x and g -1 (x) ≈ x, with g(x) → x and g -1 (x) → x as x → ∞.
Let ZF (P) denote the capacity of the ideal ZF-DFE channel with optimized bandwidth. From (23) and (21), we have:
where = (P).
In Fig. 3 we plot C(P) and ZF (P) versus P. Both C(P) and ZF (P) are monotonically increasing functions of P, and are thus invertible. Let P req (C 0 ) and P req,ZF (C 0 ) denote their inverses, so that P req (C 0 ) is the signal power required by the underlying channel to achieve capacity C 0 , and P req,ZF (C 0 ) is the signal power required by the ideal ZF-DFE channel with bandwidth optimization to achieve capacity C 0 .
By definition, the bandwidth that maximizes C ZF (P) given P is (P), satisfying (23) . In contrast, the bandwidth that minimizes P req,ZF (C 0 ) given C 0 is (P req,ZF (C 0 )). This can be proven by noting that ZF (P) is a strictly increasing function of P, and that ZF (P req,ZF (C 0 )) = C 0 by definition, so there cannot be a P 0 < P req,ZF (C 0 ) for which ZF (P 0 ) = C 0 ; see Fig. 3 . The distinction between (P) and (P req,ZF (C 0 )) will be exploited in Appendix B and Appendix C for the proof of Theorem 5 in Sect. IV-D.
Fig. 3. Illustration comparing
(P req,ZF (C 0 )) with (P).
IV-C. Measurements of Capacity Penalty
Suppose the symbol-rate is chosen to be 2W(P) rather than the optimal 2 (P). Define the power penalty Γ(C 0 ) as the additional power required by the ideal ZF-DFE channel with this suboptimal bandwidth, beyond that required by the underlying channel, to achieve a given capacity C 0 . Define the capacity difference by ∆C(P) ≡ C(P) -C ZF (P).
Lemma 3. The power penalty and capacity penalty without bandwidth optimization are:
In (25), G(W(P)), A(W(P)), and L(P) depend on C 0 through P = P req (C 0 ). To derive (25) , equate C ZF (ΓP) from (22) with C(P) from (8) and solve for Γ. To derive (26), subtract (22) from (8).
Similarly, define and ∆ as the corresponding penalties under bandwidth optimization. Specifically, the power penalty (C 0 ) is the additional power required by the ideal ZF-DFE channel with bandwidth optimization, beyond that required by the underlying channel, to achieve a given capacity C 0 :
The capacity difference is ∆ ≡ C(P) -ZF (P). Because bandwidth optimization does not decrease capacity, we have (C 0 ) ≤ Γ(C 0 ) and ∆ (P) ≤ ∆C(P).
IV-D. Asymptotic Results
Although the expressions of the previous section can be used to characterize the ZF-DFE penalties for any given power P or capacity C 0 , we are particularly interested in their behavior as P→ ∞, or equivalently as SNR → ∞, and as C 0 → ∞. We consider first strictly, then loosely bandlimited channels.
IV-D.1. Strictly Bandlimited Channels
The following theorem is equivalent to the results of Price [2] . Theorem 3. The penalties due to ideal ZF-DFE on strictly bandlimited channels are asymptotically zero:
Proof of (28): Assume a strictly bandlimited channel with cutoff W m (see Fig. 7 ). Since W is bounded, A(W) and G(W) are bounded, which from (9) implies that P req (C 0 ) → ∞ whenever C 0 → ∞. The result (28) then follows from (25) and Lemma 2.
Proof of (29) This surprising theorem says that, for strictly bandlimited channels, the amount of information lost by discarding the impulse-response tail is negligible at high signal powers, and that maximum-likelihood sequence estimation, which is known to be optimal with respect to minimizing the probability of a
sequence error, is not necessary to approach capacity; instead, a combination of coded modulation and ideal ZF-DFE is sufficient. Of course, how close a practical ZF-DFE system can get to the performance of the ideal ZF-DFE is still an open question.
Another implication of Theorem 3 is that the transmitter need only know the channel bandwidth, and not the channel frequency response, to achieve capacity at high signal power on strictly bandlimited channels. This implication follows because the combination of a flat input PSD at the transmitter and an information lossy ideal tail-canceller at the receiver is sufficient to approach capacity at high signal power. Obviously, capacity may also be approached if the receiver does not use the information lossy tail canceller.
IV-D.2. Loosely Bandlimited Channels
Theorem 3 is of limited use for physical continuous-time channels, which are generally taken to be loosely bandlimited, and not strictly bandlimited. The next two theorems quantify the asymptotic penalty on loosely bandlimited channels; Theorem 4 assumes the water-pouring bandwidth, and Theorem 5 assumes the optimized bandwidth.
Theorem 4. The asymptotic penalties due to ideal ZF-DFE on loosely bandlimited channels satisfying Assumption 1 with ρ ∈(0, ∞), assuming (sub-optimal) water-pouring bandwidth, are:
Proof of (31): Since the bowl satisfies Assumption 1, P req (C 0 ) → ∞ as C 0 → ∞, and Lemma 1 characterizes the ratios A ⁄ L and G ⁄ L in the limit of high signal power. Substituting (13) and (14) into (25) yields (31).
Proof of (32) and (33): From Lemma 1 and Lemma 3 we have:
Since W → ∞ as P → ∞, (34) implies (32) when ρ ∈(0, ∞). Dividing (22) by (10) and applying Lemma 1 leads to (33).
Observe that the asymptotic penalties depend only on the asymptotic order of the channel. The upper curve of Fig. 4 plots the high-capacity asymptote for Γ versus ρ using (31). The largest penalty is Γ = 1.13 dB, occurring near ρ = 1.79.
The infinite penalty of (32) is not necessarily severe, because both C and C ZF are growing without bound as P → ∞. In this case, the asymptotic ratio C ZF ⁄ C is a more meaningful measure. The lower curve in Fig. 5 plots the asymptotic ratio from (33) versus ρ. The largest penalty is about 14.2%, occurring near ρ = 0.96; the penalty is not as large for channels that roll off either faster or slower.
The next theorem extends Theorem 4 to the case when the bandwidth is optimized.
Theorem 5. The asymptotic penalties due to ideal ZF-DFE on loosely bandlimited channels satisfying Assumption 1 with ρ ∈(0, ∞), assuming the bandwidth is optimized per (23) , are:
The proof of Theorem 5 is in Appendix C.
Once again, the asymptotic penalties depend only on the asymptotic order. The lower curve in Fig. 4 is  from (35) . We see that the asymptote for exhibits a broad maximum near ρ = 2, achieving a maximum of ------------------------------------------------------------------------------- Γ 0.59 dB at ρ = 1.58. In comparison to the water-pouring bandwidth, the optimized bandwidth yields an improvement Γ ⁄ of at most 0.55 dB asymptotically. The upper curve in Fig. 5 is from (37), which reveals a broad extremum for ZF ⁄ C near ρ = 1, achieving a minimum of 93.6% at ρ = 0.72.
The results of Fig. 4 and Fig. 5 are sufficient to characterize the asymptotic capacity penalties for a broad range of channels, including all channels with proper, rational transfer functions. For example, a second-order Butterworth filter has asymptotic order ρ = 4, and hence an ideal ZF-DFE system suffers an asymptotic power penalty of 0.44 dB (0.89 dB) and an asymptotic capacity penalty of 2% (5%), with (without) bandwidth optimization.
IV-E. Exponential Channels
If we relax the restriction that ρ be finite in Theorem 4, the proofs for (31) and (33) still apply, so that Γ → 0 dB and C ZF ⁄ C → 1 when ρ = ∞. Because the right-hand side of (34) is indeterminate when ρ = ∞, however, (32) does not necessarily apply when ρ = ∞. Here we examine a general class of channels with exponential roll-off and infinite asymptotic order, satisfying (for f > 0):
for positive constants k and n. 1 For example, setting n = 2 results in a attenuation characteristic, a common model for twisted-wire pairs and coaxial cables. From (3) and (4) we have:
(39)
where γ n is the incomplete gamma function with parameter n [22] . If n is a positive integer, a finite closedform expression for γ n exists [22] , in which case A reduces to:
Given a signal power constraint P, the water-pouring bandwidth W(P) can be found by solving P ⁄ (2W) = N(W) -A(W) for W. The capacities of the underlying and ideal ZF-DFE channels will then follow from (9) and (22) . In Fig. 6 -a and Fig. 6 -b we plot the capacity difference ∆C = C -C ZF and ratio C ZF ⁄ C versus signal power for n = 1, 2, 3. The n = 2 and n = 3 channels exhibit the interesting property that, as P → ∞, the ratio C ZF ⁄ C → 1, despite the fact that the difference ∆C → ∞. This is not contradictory, for the difference and ratio are related by: C ZF ⁄ C = 1 -∆C ⁄ C. Hence, as long as the growth rate of ∆C is smaller than that of C, the ratio C ZF ⁄ C will approach unity. Note that the high-power asymptote of ∆C is log e 1 ⁄ k for the n = 1 channel, which follows from application of L'Hôpital's rule to (22) . Observe that the n = 2 and n = 3 channels satisfy (32), while the n = 1 channel does not.
V. CONCLUSIONS
The capacity of a channel with frequency response H( f ) and Gaussian noise with PSD N 0 ⁄ 2 is a simple function of the arithmetic and geometric means of N( f ) = (N 0 ⁄ 2)|H( f )| -2 over the waterpouring band. In the limit of large signal power, the optimal rate of a capacity-achieving system over a channel with asymptotic order ρ approaches ρ ⁄ 2 nats per channel use. Consequently, high SNR does not necessarily imply high nats per channel use.. 1 . As pointed out by Price [27] , the Paley-Wiener condition for causality is violated when n ≤ 1.
The ideal ZF-DFE channel is defined by simply discarding the impulse-response tail of the whitenedmatched-filter channel. At large signal powers, the inherent penalty in capacity due to discarding this impulse-response tail is nonzero, but small. Thus, maximum-likelihood sequence estimation, although known to be optimal with respect to minimizing the probability of a sequence error, is not necessary to approach capacity; rather, a combination of coding and equalization is sufficient, provided that the equalization performance equals that of an ideal ZF-DFE. The degree to which practical systems (using precoding, for example) can achieve the performance of an ideal ZF-DFE is still an open problem.
Appendix A: PROOF of LEMMA 2 We prove Lemma 2, which states that, for strictly bandlimited channels, both A(W(P)) ⁄ L(P) and G(W(P)) ⁄ L(P) approach zero in the limit as P → ∞. 
Consider first channels without band-edge spectral nulls, as illustrated in Fig. 7 -a. Clearly, there exists a signal power P 0 such that, for all P > P 0 , the entire interval [-W m , W m ] is under water. Therefore, the means A(W(P)) and G(W(P)) are fixed at A(W m ) and G(W m ) for all P > P 0 . The water level L, on the other hand, grows without bound as P → ∞, and thus both ratios A ⁄ L and G ⁄ L go to zero as P → ∞ for strictly bandlimited channels without band-edge spectral nulls.
Consider next channels with band-edge spectral nulls, as illustrated in Fig. 7-b (43)
Alternatively, applying L'Hôpital's rule before factoring out the 1 ⁄ W m term yields:
where the last equality follows from (43). Solving (44) for χ yields χ = 0.
Thus, we have shown that A ⁄ L → χ = 0 as P → ∞, the first half of Lemma 2. Finally, the fact that G ⁄ L → 0 as P → ∞ follows from the ordering L > A ≥ G > 0, completing the proof.
Appendix B: ASYMPTOTIC OPTIMAL BANDWIDTH
The purpose of this appendix is to find asymptotic expressions for the ratios (P) ⁄ W(P) and (P req,ZF (C 0 )) ⁄ W(P req (C 0 )) in the limit as P and C 0 approach infinity, respectively. These asymptotic expressions will then be used in Appendix C for proving Theorem 5.
Bandwidth versus Power
If N( f ) satisfies Assumption 1 and P is large, then dividing (7) by (23) 
If N( f ) satisfies Assumption 1, then both W(P) → ∞ and (P) → ∞ as P → ∞. Therefore, because N( f ) behaves like a polynomial of order ρ at large frequencies, the second factor in (45) approaches (as P → ∞):
Therefore, from (45), (46), and Lemma 1 we conclude that:
In (47) we have a closed-form expression for the fraction of the water-pouring bandwidth used by an optimal system over an ideal ZF-DFE channel in the limit of large signal power. Once again, this result Fig. 8 is a plot of (47) versus ρ, where we see that the large-power asymptote of ⁄ W approaches 1 ⁄ 2 as ρ → 0, approaches 1 as ρ → ∞, and in between it is a monotonically increasing function of ρ (these observations can be proven). The capacity-achieving ZF-DFE system uses at least one half of, and never more than, the waterpouring bandwidth.
Bandwidth versus Capacity
Equating C(P req (C 0 )) with ZF (P req,ZF (C 0 )) from (10) and (24) and solving for ⁄ W yields:
where we use the simplified notation W = W(P req (C 0 )) and = (P req,ZF (C 0 )). Both (P req (C 0 )) and (P req,ZF (C 0 )) are unbounded in the limit as C 0 → ∞. Therefore, assuming N( f ) satisfies Assumption 1, Lemma 1 implies that:
This result leads to the upper curve in Fig. 8 . The two asymptotes in (47) and (49) are not equal because they compare the bandwidths at different points; (47) compares the bandwidth at the square marker in Fig. 3 to that at the circle, whereas (49) compares the bandwidth at the triangle marker to that at the circle.
Nevertheless, Fig. 8 shows that there is little difference between them.
Appendix C: PROOF of Theorem 5
This proof is based in part on the asymptotic results of Appendix B.
Proof of (35).
From (23) and (25) , the power penalty = (C 0 ) can be expressed as: ---------------------------------------------------- 
with = (P req,ZF (C 0 )). From (7), the denominator of (50) can be rewritten as:
where P = P req (C 0 ) and W = W(P). Assume that N( f ) satisfies Assumption 1, so that W → ∞ and → ∞ as C 0 → ∞. Then Lemma 1 characterizes the limit of (L -A(W)) ⁄ G(W) as C 0 → ∞. It can also be shown that G(W) ⁄ G( ) → (W ⁄ ) ρ as C 0 → ∞; this follows from the fact that N( f ) resembles a polynomial of order ρ at high frequencies. Lastly, (49) gives an expression for ⁄ W in the limit as C 0 → ∞. Substituting (51) into (50) and combining these results leads to (35).
Proof of (36) and (37).
Assuming N( f ) satisfies Assumption 1, then Lemma 1 implies that the ideal-ZF-DFE capacity (in nats ⁄ s ⁄ Hz) from (24) approaches a constant at high signal power:
Combining (19) and (47) with (52) leads to (37). To prove (36), use the identity ∆ = (1 -ZF ⁄ C)C; since C → ∞ and ZF ⁄ C approaches a constant less than unity as P → ∞, it follows that ∆ → ∞ as well.
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