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LOCAL ESTIMATE OF FUNDAMENTAL GROUPS
GUOYI XU
Abstract. For any complete n-dim Riemannian manifold Mn with nonnegative
Ricci curvature, Kapovitch and Wilking proved that any finitely generated sub-
group of the fundamental group π1(M
n) can be generated by C(n) generators.
Inspired by their work, we give a quantitative proof of the above theorem and
show that C(n) ≤ nn20n . Our main tools are quantitative Cheeger-Colding’s al-
most splitting theory, and the squeeze lemma for covering groups between two
Riemannian manifolds with nonnegative Ricci curvature.
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Introduction
It is well-known that any compact Riemannian manifold (Mn, g) has finitely
generated fundamental group. For non-compact complete Riemannian manifolds,
the conclusion is not always right. For example, the surface with infinite genus has
infinitely generated fundamental group. A natural question is:
Question 0.1. For which complete Riemannian manifold (Mn, g), the fundamental
group π1(M
n) is finitely generated?
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Note the above example has no non-negative sectional curvature metric, to ob-
tain the finitely generatedness of fundamental group, we may consider adding some
curvature assumption on complete Riemannian manifolds.
For the group G, we define that ng(G) is the minimal number of generators
needed. In 1911 Bieberbach proved: For complete flat Riemannian manifold Mn,
the fundamental group π1(M
n) is finitely generated and ng
(
π1(M
n)
) ≤ C(n).
Bieberbach reduced the study of fundamental groups of flat manifolds to the
study of the discrete subgroup of the isometry group of Rn, which was later devel-
oped into a more general theory about the discrete subgroups of Lie groups (see
[Rag72]).
Later for hyperbolic manifolds, the following theorem was obtained (see [BGS85]):
Any finite volume hyperbolic manifold has finitely generated fundamental group.
Remark 0.2. The above theorem is a corollary of the following general result in
Lie group theory: Any lattice Γ of a Lie group G is finitely generated, where lattice
means that Γ is a discrete subgroup of G and G/Γ has finite volume.
The study of the above non-positive curvature case, has more algebraic flavor,
which has strong contrast to the following non-negative curvature case.
In 1972, Cheeger and Gromoll [CG72] studied non-negative sectional curvature
Riemannian manifolds. Among other things, they obtained the following result: If
Mn has sectional curvature sec ≥ 0, then π1(Mn) is finitely generated.
In fact, in [CG72] it was showed that Mn is homotopic to a compact totally ge-
odesic submanifold of Mn, through the deformation by the gradient flow of Buse-
mann function. The above theorem follows as a corollary of this more general
structure result.
In 1978, Gromov [Gro78] used Toponogov Comparison Theorem to study the
fundamental group directly, and proved: For Mn with sectional curvature sec ≥ 0,
ng
(
π1(M
n)
) ≤ C(n) = Vol(Sn−1)
Vol
(
Dn−1( π
6
)
) , where Sn−1 is the unit sphere in Rn, Dn−1(r) is
the geodesic ball with radius r in Sn−1.
For compact Riemannian manifolds with Rc ≥ 0, under the additional assump-
tion of conjugate radius, Guofang Wei [Wei97] gave a uniform estimate on the
generators of the fundamental group similar as in Gromov’s result.
Back in 1968, Milnor [Mil68] proved that for complete Riemannian manifold
Mn with Rc ≥ 0, any finitely generated subgroup of π1(Mn), is polynomial growth
of order ≤ n. Furthermore, he posed the following conjecture:
Conjecture 0.3 (Milnor). For complete Riemannian manifold (Mn, g) with Rc ≥ 0,
π1(M
n) is finitely generated.
In the 1980s, Peter Li [Li86] used the heat kernel and Anderson [And90] used
the property of covering maps, to prove Milnor conjecture for Euclidean (maximal)
volume growth case respectively (moreover, they proved the fundamental group is
finite in fact).
In 2000, Sormani [Sor00] used the excess estimate of Abresch and Gromoll
[AG90] on the universal cover of manifolds, successfully proved Milnor conjecture
for linear (minimal) volume growth case.
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Also in 2000, B. Wilking [Wil00] used Milnor’s Theorem and the theory of
discrete subgroup in Lie group to prove: If for any complete Riemannian manifold
(Mn, g) with Rc(g) ≥ 0 and π1(Mn) is an abelian group, we have π1(Mn) is finitely
generated; then for any complete Riemannian manifold (Nn, g˜) with Rc(g˜) ≥ 0,
π1(N
n) is finitely generated.
Note the proof of the above Wilking’s Theorem do not need to use Bochner for-
mula in Riemannian geometry, only relies on the Bishop-Gromov Volume Com-
parison Theorem.
Recently, in 2011, V. Kapovitch and B. Wilking [KW11] proved the following
local estimate of fundamental groups among other things :
Theorem 0.4 (Kapovitch andWilking). For complete Riemannian manifold (Mn, g)
with Rc ≥ 0, any finitely generated subgroup Γ of π1(Mn) satisfies ng(Γ) ≤ C(n).
Their proof was inspired by Fukaya and Yamaguchi’s work [FY92], started by
contradiction, used the equivariant pointed Gromov-Hausdorff convergence and
reduced the problem to the study of Ricci limit space with group actions, then do
the induction on the dimension of Ricci limit space. The main technical tools are
Cheeger-Colding’s theory of Ricci limit space and almost rigidity results. However
this proof can not give the explicit estimate of the above C(n).
One main purpose of this paper is to give an explicit uniform estimate of ng(Γ)
for finitely generated subgroup Γ ⊆ π1(Mn). More precisely, we prove the follow-
ing theorem, which can be thought as the quantitative version of Theorem 0.4.
Theorem 0.5. For complete Riemannian manifold (Mn, g) with Rc ≥ 0, any finitely
generated subgroup Γ of π1(M
n) satisfies ng(Γ) ≤ nn20n .
Remark 0.6. The above upper bound nn
20n
is not sharp, and our method can not
provide the sharp bound either. Also, comparing the concise proof of Theorem 0.4
in [KW11], our proof is sort of lengthy.
One advantage of our proof is self-contained. Basically, our argument only use
Bishop-Gromov Volume Comparison Theorem and the Bochner formula for com-
plete Riemannian manifolds with Rc ≥ 0. We try to reveal the relation between
discrete isometry group actions and Rc ≥ 0 in an intrinsic way. Even the Compact-
ness Theorem of Gromov-Hausdorff convergence is not used, let alone the theory
of Ricci limit spaces, we only need the concept of ǫ-Gromov-Hausdorff approxima-
tion.
There are three key ingredients of our proof. The first one tells us how to trans-
fer from Gromov-Hausdorff approximation (geometry assumption) to almost or-
thonormal linear harmonic functions (analysis result). The second one is doing
reverse argument, i.e. transferring analysis to geometry. And the third one studies
the generating set of the covering groups through analysis and geometry. We will
describe those three key ingredients in the rest of this section, and conclude the
section with a sketchy description of our proof.
Firstly, we hope to reveal more explicit relation between group actions and the
assumption Rc ≥ 0, through the concrete analysis on distance function, in the
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similar spirit of Gromov’s proof about estimate of fundamental group’s generators.
This hope starts from the following classical global result of Cheeger and Gromoll
[CG71] obtained in 1971:
Theorem 0.7 (Cheeger and Gromoll). If (Mn, g) is a complete n-dim Riemannian
manifold with Rc ≥ 0, and Mn contains a line, then Mn is isometric to Nn−1 × R,
where Nn−1 is a complete (n − 1)-dim Riemannian manifold with Rc ≥ 0.
The proof of Theorem 0.7 used the harmonic function b globally defined on
Mn, which is sort of the limit of the distance function of Mn (more precisely, the
Busemann function). In fact, the above manifold Nn−1 is a level set of b and the
splitting lines R are the gradient flow lines of b. One crucial technical point is to
get the gradient estimate of the harmonic function b, which is |∇b| ≡ 1.
In 1975, Cheng and Yau [CY75] established the well-known local gradient es-
timate of harmonic functions on complete Riemannian manifolds with Rc ≥ 0,
which enables us to obtain the gradient estimate of harmonic functions from the
C0-bound of harmonic functions locally. On such manifolds, in 1990, Abresch and
Gromoll [AG90] obtained the excess estimate, which gives the local estimate of
the sum of two local Busemann functions with respect to a segment (such sum is 0
for two Busemann functions with reverse directions in the proof of Theorem 0.7).
Then in the 1990s, based on the gradient estimate and the excess estimate, Cold-
ing initiated the study of local properties of distance function, through harmonic
function locally defined on manifolds with Ricci lower bound, in a series paper
[Col96a], [Col96b], [Col97]; while solving several important problems in the the-
ory of Gromov-Hausdorff convergence, which was established by Gromov in the
1980s (for more details see [Gro99]). More precisely, among other things, Colding
constructed the locally defined harmonic function based on the local Busemann
function with respect to a segment, and proved such harmonic functions are ‘al-
most linear’ harmonic functions with bounded gradient, where the ‘almost linear’
is in average integral sense.
The first ingredient of our proof is the above existence of almost orthonor-
mal linear harmonic functions, which was originally established by Colding in
[Col96a], [Col96b], [Col97]. For our purpose, we need the explicit quantitative
version, so we give all the details of the proof here. Although some calculation is
sort of tedious, these explicit estimates possibly give an intrinsic expression of the
transfer from geometry (Gromov-Hausdorff approximation) to analysis (existence
of almost orthonormal linear harmonic functions).
In 1996, Cheeger and Colding [CC96] established the almost splitting theorem
among other things, which transfers from analysis (existence of almost orthonor-
mal linear harmonic functions) to geometry (Gromov-Hausdorff approximation).
Very roughly, they proved that if there exist k almost orthonormal linear harmonic
functions on a geodesic ball Br(p) ⊂ Mn with Rc ≥ 0, then a smaller concen-
tric geodesic ball is close to a ball of Rk × Xk in the sense of Gromov-Hausdorff
distance.
This almost splitting theorem is the second ingredient of our proof. For the
same reason as the above, we need the quantitative version. During the proof of the
LOCAL ESTIMATE OF FUNDAMENTAL GROUPS 5
almost splitting theorem, one crucial thing is the existence of a suitable Gromov-
Hausdorff approximation under the suitable Hessian integral bound assumption.
Because the original proof of this existence result in [CC96] is concise, one of our
contribution is a different detailed proof by modifying some argument in [CN12],
for more details see Section 5 of this paper.
It is a natural question whether the topology of two metric spaces are the same
when they are very close in Gromov-Hausdorff distance sense. Generally, the an-
swer is no, although there is an intrinsic Reifenberg type theorem when one of the
spaces is n-dim Euclidean space and the other space is n-dim Riemannian mani-
folds (for details, see [CC97, Appendix]).
However, for a family of Riemannian manifolds converging to a metric space in
Gromov-Hausdorff distance sense, using the equivariant Gromov-Hausdorff con-
vergence theory developed by Fukaya and Yamaguchi in the 1980s (see [Fuk86],
[FY92]), Kapovitch and Wilking [KW11] obtained the results, which relate the
fundamental groups of those converging Riemannian manifolds, to the limit group,
which acts on the limit space of the universal covers of those Riemannian mani-
folds.
The study of the fundamental groups can be put into a more general context,
i.e. the covering group of a covering map between two Riemannian manifolds with
Rc ≥ 0. The third ingredient of our proof is to characterize the change of the
covering groups by the Gromov-Hausdorff distance between two metric spaces
in quantitative form, where one metric space is a geodesic ball in Riemannian
manifolds with Rc ≥ 0 and the other one is a ball in a product metric space Rk ×
Xk. Our squeeze lemma provides a bridge linking analysis with group actions
and geometry. Very roughly, if there are k almost orthonormal linear harmonic
functions on a geodesic ball Br(p) ⊂ Mn with Rc ≥ 0 (analysis), then from the
almost splitting theorem in the second ingredient, we know that Bcr(p) is close
to Bcr(0, pˆ) ⊂ Rk × Xk in Gromov-Hausdorff sense (geometry). Then the group
actions on Bcr(p) are almost generated by the group actions on Bcr(pˆ) ⊂ Xk, for
more details see Lemma 6.4.
Now we describe our proof in a rough way. We start with a geodesic ball
Br(p) ⊂ Mn with Rc ≥ 0, firstly we use the first ingredient tool to find one almost
linear harmonic function, then apply Squeeze Lemma to shrink the group action
to a group action on a ball Bcr(0, pˆ) ⊂ Xn−1. Now we apply the first ingredient
tool again to find two almost orthonormal linear harmonic functions on a smaller
geodesic ball Br1(p1) ⊂ Mn, and the group action on Br(p) can be ‘controlled’ or
generated by the group action on Br1(p1). We repeat the above procedure by induc-
tion on the dimension of almost orthonormal linear harmonic functions. When the
dimension is n, the group action is shown to be trivial, and we get our conclusion.
Part I. G-H approximation yields A.O.L. harmonic functions
In Part I of this paper, we will prove the following version result about ana-
lytic characterization of Gromov-Hausdorff approximation, which was implied in
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the argument of Cheeger and Colding in a series of papers, [Col96a], [Col96b],
[Col97], [CC96] and [Che99].
Let us recall the definition of the pointed ǫ-Gromov-Hausdorff approximation.
Definition 0.8. Let (X, dX, x0) and (Y, dY, y0) be two pointed metric spaces. For
ǫ > 0, a map f :
(
X, x0
) → (Y, y0) is called a pointed ǫ-Gromov-Hausdorff
approximation if
f (x0) = y0 , Y ⊂ Uǫ
(
f (X)
)
,∣∣∣∣dY( f (x1), f (x2)) − dX(x1, x2)∣∣∣∣ < ǫ , ∀x1, x2 ∈ X,
where Uǫ
(
f (X)
)
:=
{
z ∈ Y : d(z, f (X)) ≤ ǫ}. For simplicity, we also call that f is
an ǫ-Gromov-Hausdorff approximation when the base points are fixed and clear.
In the rest of the paper, unless otherwise mentioned, we use X,Y,Xk to denote
metric spaces. Also, we are only interested in geometry and analysis on n-dim
manifolds with n ≥ 3, so we will always assume the dimension of any manifolds
n ≥ 3 in the rest of this paper.
For our application, we need the quantitative estimate, which relate the exis-
tence of the Gromov-Hausdorff approximation to the existence of almost orthonor-
mal linear harmonic functions. Although many results in Part I are well-known to
some experts in this field, we made the contribution to establish the suitable state-
ment and the quantitative estimates. Also we elaborate the concise argument of
Cheeger-Colding to present the proof of some known results in all the details for
self-contained reason, and also hope to provide a backup reference for future study,
besides the original works of Cheeger-Colding.
Theorem 0.9. For B10r(q) ⊂ (Mn, g) with Rc(g) ≥ 0, any 0 < ǫ < 1, δ =
n−3400n
3
ǫ110n and integer 0 ≤ k ≤ n, assume there is an (δr)-Gromov-Hausdorff
approximation, f : B10r(q) → B10r(0, qˆ) ⊂ Rk × Xk, and diam
(
Br(qˆ)
) ≥ 1
4
r where
Br(qˆ) ⊂ Xk. Then there are harmonic functions
{
bi
}k+1
i=1 defined on Bs(p) ⊂ B10r(q),
where s = n−320n
3
ǫ10nr, such that
sup
Bs(p)
i=1,··· ,k+1
|∇bi| ≤ 1 + ǫ and sup
t≤s
?
Bt(p)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫ.
1. Almost orthonormal local Busemann functions
Cheng-Yau’s gradient estimates was originally proved in [CY75], the following
form include an explicit form of constant, which is needed in the later proof. The
proof is the same as in [CY75], so we omit it.
Theorem 1.1 (Cheng-Yau’s gradient estimates). Assume Rc(Mn) ≥ 0, p ∈ Mn,
B2R(p) ⊂ Mn, f : B2R(p) → R is a harmonic function and f ∈ C
(
B2R(p)
)
, then
sup
BR(p)
|∇ f | ≤ 60n
R
sup
B2R(p)
| f |.
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If ∆ f = c0 ≥ 0 for f ∈ C
(
B2R(p)
)
, then sup
BR(p)
|∇ f | ≤ 200n(R+1)
R
[
supB2R(p) | f | + c0
]
.

Set b+(·) = d(q, ·) − d(q, p) : Mn → R, the function b+ is called the local
Busemann function with respect to the couple points [p, q]. And we define the
positive part of a function f as
f+(x) = max{ f (x), 0}.
Lemma 1.2. Given R > 0, Rc(Mn) ≥ 0 and p, q ∈ M with d(p, q) > 2R, then
1
V
(
BR(p)
) ∫
BR(p)
|∆b+| ≤ 3n
R
,
where b+(·) = d(q, ·) − d(q, p) : Mn → R.
Proof: Note for any x ∈ BR(p),
d(q, x) ≥ d(q, p) − d(p, x) > 2R − R = R.
By Laplace Comparison Theorem,
∆b+ = ∆d(q, ·) ≤ n − 1
d(q, ·) <
n − 1
R
, on BR(p)
hence the positive part of ∆b+ satisfies
sup
x∈BR(p)
(
∆b+
)
+(x) ≤
n − 1
R
.(1.1)
By Bishop-Gromov Comparison Theorem,
V
(
∂BR(p)
)
V
(
BR(p)
) ≤ n
R
.(1.2)
Now from (1.1), (1.2), we have∫
BR(p)
|∆b+ | = 2
∫
BR(p)
(
∆b+
)
+ −
∫
BR(p)
∆b+
≤ 2V(BR(p))max
BR(p)
(
∆b+
)
+ +
∣∣∣∣ ∫
BR(p)
∆b+
∣∣∣∣
≤ 2(n − 1)
R
V
(
BR(p)
)
+
∣∣∣∣ ∫
∂BR(p)
∂b+
∂~n
∣∣∣∣
≤ 2(n − 1)
R
V
(
BR(p)
)
+ V
(
∂BR(p)
)
≤ 3n
R
V
(
BR(p)
)
.

Lemma 1.3. Suppose Rc(Mn) ≥ 0, x ∈ M, and the function b satisfies{
∆b = 0 on B4R(x)
b = b+ on ∂B4R(x),
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where b+(·) = d(q, ·) − d(q, p) : Mn → R. Then?
B4R(x)
|∇(b − b+)|2 ≤ 8R ·
?
B4R(x)
|∆b+|,(1.3)
?
B2R(x)
|∇2b|2 ≤ 10
8 · n3
R2
[
1 +
d(p, x)
R
]2
.(1.4)
Proof: From Maximum principle, one have z1, z2 ∈ ∂B4R(x) such that
b(z1) = sup
z∈B4R(x)
b(z) , b(z2) = min
z∈B4R(x)
b(z).
Then for any y ∈ B4R(x),
b(y) − b+(y) ≤ b(z1) − b+(y) = b+(z1) − b+(y) = d(q, z1) − d(q, y)
≤ d(z1, y) ≤ d(z1, x) + d(x, y) ≤ 8R.
Similarly, we have b(y) − b+(y) ≥ −d(z2, y) ≥ −8R. Hence
sup
B4R(x)
|b − b+| ≤ 8R.(1.5)
From integration by parts, we get∫
B4R(x)
∣∣∣∇(b − b+)∣∣∣2 = −∫
B4R(x)
(b − b+)∆(b − b+) =
∫
B4R(x)
(b − b+)∆b+
≤ sup
B4R(x)
|b − b+|
∫
B4R(x)
|∆b+| ≤ 8R
∫
B4R(x)
|∆b+ |.
From ∆b = 0 and Bochner’s formula,
1
2
∆
(|∇b|2) = |∇2b|2 + 〈∇∆b,∇b〉 + Rc(∇b,∇b) ≥ |∇2b|2.(1.6)
Let φ ∈ C∞(R+) be a nonnegative cut-off function such that
φ(s) =
{
1 0 ≤ s ≤ 2R
0 s ≥ 3R,
and
− 2
R
≤ φ′ ≤ 0 , |φ′′| ≤ 16
R2
.(1.7)
We use the notation dp(x) = d(p, x), similarly dx(·) = d(x, ·). From Theorem 1.1
and Maximum principle,
sup
B3R(x)
|∇b| ≤ 60n
R
sup
B4R(x)
|b| ≤ 60n
R
sup
∂B4R(x)
|b+| ≤ 60n ·
[
4 +
dp(x)
R
]
.(1.8)
Then from (1.6) and (1.8),∫
B2R(x)
|∇2b|2 ≤
∫
B3R(x)
|∇2b|2 · (φ ◦ dx) ≤
∫
B3R(x)
1
2
∆
(|∇b|2) · (φ ◦ dx)
=
1
2
∫
B3R(x)
|∇b|2 · ∆(φ ◦ dx) ≤ 106n2[1 + dp(x)
R
]2 ∫
B3R(x)
∣∣∣∣∆(φ ◦ dx)∣∣∣∣.(1.9)
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On the other hand, from (1.7) and Laplace Comparison Theorem,∫
B3R(x)
∣∣∣∆(φ ◦ dx)∣∣∣ = 2∫
B3R(x)
(
∆(−φ ◦ dx)
)
+ −
∫
B3R(x)
∆(−φ ◦ dx)
≤ 2V(B3R(x)) max
B3R(x)−B2R(x)
(
∆(−φ ◦ dx)
)
+ +
∣∣∣∣ ∫
B3R(x)
∆(φ ◦ dx)
∣∣∣∣
≤ 2V(B3R(x)) max
B3R(x)−B2R(x)
( − φ′∆dx − φ′′)+ +
∫
∂B3R(x)
∣∣∣∣∂(φ ◦ dx)
∂~n
∣∣∣∣
≤ 2V(B3R(x)) max
B3R(x)−B2R(x)
[ 2
R
· n − 1
dx
+ |φ′′|
]
+ sup
∂B3R(x)
|φ′| · V(∂B3R(x))
≤ 2V(B3R(x)) · 20n
R2
+
2n
R2
V
(
B3R(x)
)
≤ 50n
R2
V
(
B2R(x)
)
.(1.10)
The inequality (1.4) follows from (1.9) and (1.10). 
Lemma 1.4. Let 0 < δ < 1
2
, R > 0, D > 1 be given, suppose Rc(Mn) ≥ 0, p˜ ∈ M,
and f , h ∈ L1(BR(p˜)) with >BR(p˜) | f | ≤ K , >BR(p˜) |h| ≤ Kˆ. Then there exists finite
many disjoint balls {B 1
2
δR(x j)} j∈J such that we have the following:
(I) For any j ∈ J, B 1
2
δR(x j) ⊂ B(1− 3
2
δ)R(p˜) and B2δR(x j) ⊂ BR(p˜).
(II) 
V
( ∪i∈J BδR(xi)) ≥ [(1 − 2δ)n − 2·10nD ]V(BR(p˜))
sup
i∈J
>
B2δR(xi)
| f | ≤ DK and sup
i∈J
>
B2δR(xi)
|h| ≤ DKˆ.
Proof: Choose amaximal set of disjoint balls {B 1
2 δR
(xi)}i∈S contained in B(1− 32 δ)R(p˜)
and B2δR(xi) ⊂ BR(p˜). Assume q˜ ∈ ∩λi=1B2δR(xi), where {1, · · · , λ} ⊂ S, and note
B 1
2
δR(xi) ⊂ B 5
2
δR(q˜),
V
(
B 5
2 δR
(q˜)
) ≥ λ∑
i=1
V
(
B 1
2
δR(xi)
) ≥ λ∑
i=1
( 1
2
δR
5δR
)n
V
(
B5δR(xi)
)
≥
λ∑
i=1
[
10−nV
(
B 5
2
δR(q˜)
)]
= λ · 10−nV(B 5
2
δR(q˜)
)
.
Hence λ ≤ 10n, and for all q˜ ∈ BR(p˜), there exists at most 10n-many i with q˜ ∈
B2δR(xi).
Note B(1−2δ)R(p˜) ⊂ ∪i∈SBδR(xi) (otherwise, if y ∈ B(1−2δ)R(p˜)−∪i∈SBδR(xi), then
B 1
2
δR(y) ∩ B 1
2
δR(xi) = ∅ for any i ∈ S and B 1
2
δR(y) ⊂ B(1− 3
2
δ)R(p˜), contradicting the
choice of
{
B 1
2
δR(xi)
}
i∈S).
Set
I =
{
i ∈ S
∣∣∣ ∫
B2δR(xi)
| f | ≥ DK · V(B2δR(xi)) or
∫
B2δR(xi)
|h| ≥ DKˆ · V(B2δR(xi))}.
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Let J = S − I, then
V
( ∪ j∈J BδR(x j)) ≥ V( ∪i∈S BδR(xi)) − V( ∪i∈I BδR(xi))
≥ V(B(1−2δ)R(p˜)) − V( ∪i∈I BδR(xi)).(1.11)
Now we have
V
( ∪i∈I BδR(xi)) ≤∑
i∈I
V
(
B2δR(xi)
) ≤ 1
DK
∑
i∈I
∫
B2δR(xi)
| f | + 1
DKˆ
∑
i∈I
∫
B2δR(xi)
|h|
≤ 10n ·
[ 1
DK
∫
BR(p˜)
| f | + 1
DKˆ
∫
BR(p˜)
|h|
]
≤ 2 · 10
n
D
V
(
BR(p˜)
)
.(1.12)
From (1.11) and (1.12), we have
V
( ∪ j∈J BδR(x j)) ≥ [(1 − 2δ)n − 2 · 10n
D
]
V
(
BR(p˜)
)
?
B2δR(xi)
| f | ≤ DK and
?
B2δR(xi)
|h| ≤ DKˆ , ∀i ∈ J.
Then
{
B 1
2 δR
(x j)
}
j∈J is our choice satisfying all properties required. 
Lemma 1.5. Suppose Rc(Mn) ≥ 0, and p, q ∈ M with d(p, q) > 2r. For all ǫ > 0,
there exists finitely many balls Bδr(xi) ⊂ Br(p),∀i ∈ A, where A is a finite set, and
harmonic functions bi with δ = 2
−150nǫ18 such that
V
(⋃
i∈A
Bδr(xi)
) ≥ (1 − ǫ)V(Br(p)) , ∑
i∈A
V
(
Bδr(xi)
) ≤ 22nV(Br(p)),
?
B2δr(xi)
|∇(bi − b+)| ≤ ǫ ,
?
B2δr(xi)
|∇2bi| ≤
ǫ
δr
,
where b+(·) = d(q, ·) − d(q, p) : Mn → R.
Proof: By scaling the metric g to the new metric r−2g, we only need to prove the
conclusion for r = 1.
From Lemma 1.2, we have
>
B1(p)
|∆b+ | ≤ 3n. Combining this with Lemma 1.4,
for D > 1, and 1
2
> δ1 > 0 (to be determined later), we can choose finitely many
balls
{
Bδ1(y j)
}
j∈J and B2δ1(y j) ⊂ B1(p) such that
B 1
2
δ1
(y j) ∩ B 1
2
δ1
(yi) = ∅ , i , j
V
( ∪ j∈J Bδ1(y j)) ≥ [(1 − 2δ1)n − 2·10nD ]V(B1(p))>
B2δ1 (y j)
|∆b+ | ≤ D · (3n) , ∀ j ∈ J.
For each j ∈ J, let b j satisfy{
∆b j = 0 , on B2δ1(y j)
b j = b
+ , on ∂B2δ1(y j).
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Apply Lemma 1.3 to B2δ1(y j), we have?
Bδ1 (y j)
|∇(b j − b+)|2 ≤
V
(
B2δ1(y j)
)
V
(
Bδ1(y j)
) ?
B2δ1 (y j)
|∇(b j − b+)|2
≤ 2n+2δ1 ·
?
B2δ1 (y j)
|∆b+ | ≤ D · 2n+4nδ1,(1.13)
?
Bδ1 (y j)
|∇2b j|2 ≤
108n3
(δ1/2)2
[
1 +
dp(y j)
δ1/2
]2 ≤ 1010n3
δ4
1
.(1.14)
For any j ∈ J, we can now apply Lemma 1.4 to the functions |∇(b j − b+)|2 and
|∇2b j|2 on Bδ1(y j), j ∈ J. We get balls
{
Bδ2δ1(x
j
i
)
}
i, j
, where B2δ2δ1 (x
j
i
) ⊂ Bδ1(y j) and
let δ = δ1δ2, such that?
B2δ(x
j
i
)
|∇(b j − b+)|2 ≤ D ·
?
Bδ1 (y j)
|∇(b j − b+)|2 ≤ D2 · 2n+4nδ1,(1.15)
?
B2δ(x
j
i
)
|∇2b j|2 ≤ D ·
?
Bδ1 (x j)
|∇2b j|2 ≤ D · 10
10n3
δ4
1
=
D · 1010n3(δ2δ−11 )2
δ2
.(1.16)
Furthermore, we set Ω j = Bδ1(y j) −
⋃
i Bδ(x
j
i
), then
V(Ω j) = V
(
Bδ1(y j)
) − V(⋃
i
Bδ(x
j
i
)
) ≤ V(Bδ1(y j)) − [(1 − 2δ2)n − 2 · 10nD
]
V
(
Bδ1(y j)
)
=
[
1 +
2 · 10n
D
− (1 − 2δ2)n
]
V
(
Bδ1(y j)
)
.
And we get
V
(⋃
i, j Bδ(x
j
i
)
)
V
(
B1(p)
) = V
(⋃
j
[
Bδ1(y j) −Ω j
])
V
(
B1(p)
) ≥ V
(⋃
j Bδ1(y j)
)
− Σ jV(Ω j)
V
(
B1(p)
)
≥
[
(1 − 2δ1)n −
2 · 10n
D
]
−
[
1 +
2 · 10n
D
− (1 − 2δ2)n
]∑
j
V
(
Bδ1(y j)
)
V
(
B1(p)
)
≥
[
(1 − 2δ1)n −
2 · 10n
D
]
− 2n ·
[
1 +
2 · 10n
D
− (1 − 2δ2)n
]∑
j
V
(
B 1
2
δ1
(y j)
)
V
(
B1(p)
)
≥
{
(1 − 2δ1)n −
2 · 10n
D
− 2n · [1 + 2 · 10n
D
− (1 − 2δ2)n
]}
.(1.17)
If we choose δ2 = δ
2
1
, D = δ
− 1
3
1
· 10n. Using (1 − 2δ1)n ≥ 1 − 2nδ1, then for
suitable C(n), when δ1 = 2
−50nǫ6, δ = δ2δ1 = 2−150nǫ18, we get
D2 · 2n+4nδ1 ≤ ǫ2,
D · 1010n3(δ2δ−11 )2 ≤ ǫ2,
(1 − 2δ1)n − 2 · 10
n
D
− 2n · [1 + 2 · 10n
D
− (1 − 2δ2)n
] ≥ 1 − ǫ.
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From (1.15), (1.16) and (1.17), we have
?
B2δr(xi)
|∇(bi − b+)|2 ≤ ǫ2 ,
?
B2δr(xi)
|∇2bi|2 ≤
ǫ2
δ2r2
.
Using Cauchy-Schwartz inequality, the conclusion follows. 
Let S Mn be the unit tangent bundle of Mn, if π : S Mn → Mn is the projection
map, for any Ω ⊂ S Mn, the Liouville measure of Ω, denoted by V(Ω), is defined
by V(Ω) = µ
(
π(Ω)
) ·V(Sn−1), where V(Sn−1) is the volume of the conical Euclidean
(n− 1)-sphere, and µ is the volume measure of (Mn, g) determined by the metric g.
Definition 1.6. For ν ∈ S xMn, let γν(·) be the geodesic starting from x with γ′ν(0) =
ν, the geodesic flow gt(x, ν) : [0,∞) × S Mn → S Mn is defined by
gt(x, ν) =
(
γν(t), γ
′
ν(t)
)
, ∀t ≥ 0.
Theorem 1.7 (Liouville’s Theorem). For any region D ⊂ S Mn we have V(gtD) =
V(D), where gt : S Mn → S Mn is the geodesic flow on Mn, and the measure on
D, gtD is the Liouville measure.
Proof: [Arn89]. 
Lemma 1.8. Let x ∈ Mn, l, r > 0, suppose f ∈ C∞(Br+l(x)), and g is a Lipschitz
function on Mn, then for any 0 ≤ t ≤ l,
?
S Br(x)
∣∣∣∣(g ◦ γv)′(t) − g
(
γv(l)
) − g(γv(0))
l
∣∣∣∣ ≤ 2
V
(
Br(x)
) ∫
Br+l(x)
[
l|∇2 f | +
∣∣∣∇(g − f )∣∣∣].
Proof: Let h(τ) = f ◦ γv(τ), then for any 0 ≤ t ≤ l
∣∣∣h′(t) − h(l) − h(0)
l
∣∣∣ = ∣∣∣∣ ∫ t
0
h′′(τ)dτ + h′(0) −
∫ l
0
[ ∫ s
0
h′′(τ)dτ + h′(0)
]
ds
l
∣∣∣∣
≤
∫ t
0
|h′′|dτ +
∫ l
0
∫ s
0
|h′′|dτds
l
≤ 2
∫ l
0
|h′′|dτ.
Then
?
S Br(x)
∣∣∣∣h′(t) − h(l) − h(0)
l
∣∣∣∣ ≤ 2
V
(
S Br(x)
) ∫
S Br(x)
( ∫ l
0
∣∣∣ ∂2
∂τ2
( f ◦ γv)
∣∣∣dτ)
=
2
V
(
Br(x)
)
V(Sn−1)
∫ l
0
( ∫
S Br(x)
∣∣∣ ∂2
∂τ2
( f ◦ γv)
∣∣∣)dτ
≤ 2l
V
(
Br(x)
) ∫
Br+l(x)
|∇2 f |.(1.18)
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For any 0 ≤ t ≤ l, applying Theorem 1.7 and (1.18),
?
S Br(x)
∣∣∣∣(g ◦ γv)′(t) − g
(
γv(l)
) − g(γv(0))
l
∣∣∣∣ ≤ ?
S Br(x)
∣∣∣∣(g ◦ γv)′(t) − ( f ◦ γv)′(t)∣∣∣∣
+
?
S Br(x)
∣∣∣∣h′(t) − h(l) − h(0)
l
∣∣∣∣ + ?
S Br(x)
∫ l
0
∣∣∣∣(( f − g) ◦ γv)′∣∣∣∣ds
l
≤ 2l
V
(
Br(x)
) ∫
Br+l(x)
|∇2 f | + 1
V
(
S Br(x)
) ∫
S Br+l(x)
∣∣∣∣(g ◦ γv)′(0) − ( f ◦ γv)′(0)∣∣∣∣
+
1
V
(
S Br(x)
) · 1
l
∫ l
0
[ ∫
S Br(x)
∣∣∣∣(( f − g) ◦ γv)′(s)∣∣∣∣]ds
≤ 2l
V
(
Br(x)
) ∫
Br+l(x)
|∇2 f | + 2
V
(
Br(x)
) ∫
Br+l(x)
∣∣∣∇(g − f )∣∣∣.

Now we prove Colding’s integral Toponogov theorem in quantitative form.
Theorem 1.9. Suppose Rc(Mn) ≥ 0, p, q ∈ M with d(p, q) > 2r. For all 1 > ǫ > 0,
there exists δ = 2−240nǫ18 such that for all 0 ≤ t ≤ δ,
?
S Br(p)
∣∣∣∣(b+ ◦ γv)′(tr) − (b+ ◦ γv)(δr) − (b+ ◦ γv)(0)
δr
∣∣∣∣ ≤ ǫ,(1.19)
where b+(x) = d(x, q) − d(p, q).
Proof: From Lemma 1.5, for ǫ1 > 0 (to be determined later), we can find finitely
many balls Bδr(xi) ⊂ Br(p) with δ = 2−150nǫ181 such that
V
(⋃
i∈A
Bδr(xi)
) ≥ (1 − ǫ1)V(Br(p)) , ∑
i
V
(
Bδr(xi)
) ≤ 22nV(Br(p)),
?
B2δr(xi)
|∇(bi − b+)| ≤ ǫ1 ,
?
B2δr(xi)
|∇2bi| ≤
ǫ1
δr
.
Let h(ν) = (b+ ◦ γv)′(tr) − (b
+◦γv)(δr)−(b+◦γv)(0)
δr , apply Lemma 1.8, we get
?
S Bδr(xi)
∣∣∣h(ν)∣∣∣ ≤ 2δr
V
(
Bδr(xi)
) ∫
B2δr(xi)
|∇2bi| +
2
V
(
Bδr(xi)
) ∫
B2δr(xi)
|∇(bi − b+)|
≤ 2δrV
(
B2δr(xi)
)
V
(
Bδr(xi)
) ?
B2δr(xi)
|∇2bi| +
2V
(
B2δr(xi)
)
V
(
Bδr(xi)
) ?
B2δr(xi)
|∇(bi − b+)|
≤ 2n+2ǫ1.
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Note |∇b+| ≤ 1, then we have∫
S Br(p)
∣∣∣h(ν)∣∣∣ ≤ ∫⋃
i S Bδr(xi)
∣∣∣h(ν)∣∣∣ + 2V(S Br(p) −⋃
i
S Bδr(xi)
)
≤
∑
i
∫
S Bδr(xi)
∣∣∣h(ν)∣∣∣ + 2V(Sn−1)V(Br(p) −⋃
i
Bδr(xi)
)
≤ 2n+2ǫ1
∑
i
V
(
S Bδr(xi)
)
+ 2V(Sn−1) · ǫ1V
(
Br(p)
)
= 2n+2ǫ1 · V(Sn−1)
∑
i
V
(
Bδr(xi)
)
+ 2V(Sn−1) · ǫ1V
(
Br(p)
)
≤ (23n+2 + 2)ǫ1 · V(Sn−1)V
(
Br(p)
)
= (23n+2 + 2)ǫ1 · V
(
S Br(p)
)
.
Let ǫ1 = 2
−5nǫ, then we have the conclusion for δ = 2−240nǫ18. 
Proposition 1.10. Given 0 < ǫ < 1, 0 ≤ k ≤ n, B10r(q) ⊂ (Mn, g) with Rc(g) ≥ 0,
any δ ≤ n−1250n · ǫ100n( r1
r
)
and
r1
r
≤ n−110nǫ10n. Assume there is an (δr)-Gromov-
Hausdorff approximation Φ : B10r(0, qˆ) → B10r(q), where B10r(0, qˆ) ⊂ Rk × Xk,
and there are qˆ0, qˆ
+
1
∈ B3r(qˆ) ⊂ Xk satisfying d(qˆ0, qˆ+1 ) = r0 ∈
[ 1
16
r, 2r
]
. Then we
have ?
Br1 (q1)
k+1∑
i, j=1
∣∣∣〈∇b+i ,∇b+j 〉 − δi j∣∣∣ ≤ ǫ,(1.20)
where
{
ei
}k
i=1 is the standard basis for R
k, q1 = Φ(0, qˆ0) and
b+i (·) = d(·, p+i ) − d(q1, p+i ) , p+i = Φ(r0 · ei, qˆ0) , 1 ≤ i ≤ k
b+k+1(·) = d(·, p+k+1) − d(q1, p+k+1) , p+k+1 = Φ(0, qˆ+1 ).
Proof: Step (1). Firstly we have
d
(
(r0ei, qˆ0), (0, qˆ)
) ≤ r20 + d(qˆ0, qˆ)2 ≤ (2r)2 + (3r)2 < (10r)2,
which implies (r0ei, qˆ0) ∈ B10r(0, qˆ), and p+i is well-defined. Also we can easily
see Br1(q1) ⊂ B10r(q).
In this step we always assume that x, y ∈ Br1(q1). Because Φ is an (δr)-Gromov-
Hausdorff approximation, there exists (x˜, xˆ), (y˜, yˆ) ∈ B10r(0, qˆ) such that
d
(
Φ(x˜, xˆ), x
)
< δr and d
(
Φ(y˜, yˆ), y
)
< δr.
Let d0 = d
(
(x˜, xˆ), (y˜, yˆ)
)
, then
d0 ≤
∣∣∣∣d(Φ(x˜, xˆ),Φ(y˜, yˆ)) − d0∣∣∣∣ + d(x,Φ(x˜, xˆ)) + d(y,Φ(y˜, yˆ)) + d(x, y)
≤ 3δr + d(x, y).(1.21)
Assume r1 = ζr, we have
|x˜|2 + d(xˆ, qˆ0)2 = d
(
(x˜, xˆ)), (0, qˆ0)
)2 ≤ [d(Φ(x˜, xˆ),Φ(0, qˆ0)) + δr]2
≤
[
d(x, q1) + 2δr
]2 ≤ (r1 + 2δr)2 = (ζ + 2δ)2r2,
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which implies
|x˜| ≤ (ζ + 2δ)r and d(xˆ, qˆ0) ≤ (ζ + 2δ)r.(1.22)
Similarly we have
|y˜| ≤ (ζ + 2δ)r and d(yˆ, qˆ0) ≤ (ζ + 2δ)r.(1.23)
We define x˜ = (x˜1, · · · , x˜k), y˜ = (y˜1, · · · , y˜k) and
Ii =
∣∣∣∣d((x˜, xˆ), (r0ei, qˆ0)) − d((y˜, yˆ), (r0ei, qˆ0))∣∣∣∣
J =
∣∣∣∣d((x˜, xˆ), (0, qˆ+1 )) − d((y˜, yˆ), (0, qˆ+1 ))∣∣∣∣.
From (1.21), (1.22) and (1.23),
Ii =
∣∣∣∣ √d(x˜, r0ei)2 + d(xˆ, qˆ0)2 − √d(y˜, r0ei)2 + d(yˆ, qˆ0)2∣∣∣∣
≤
|∑kj=1 x˜2j −∑kj=1 y˜2j | + 2r0|x˜i − y˜i| + ∣∣∣d(xˆ, qˆ0)2 − d(yˆ, qˆ0)2∣∣∣√
d(x˜, r0ei)2 + d(xˆ, qˆ0)2 +
√
d(y˜, r0ei)2 + d(yˆ, qˆ0)2
≤
2(ζ + 2δ)r · [ ∑kj=1 |x˜ j − y˜ j| + d(xˆ, yˆ)] + 2r0 · |x˜i − y˜i|
|r0 − x˜i| + |r0 − y˜i|
≤ 2(ζ + 2δ)r
2r0 − 2(ζ + 2δ)r
√
k + 1d0 +
2r0
2r0 − 2(ζ + 2δ)r
|x˜i − y˜i|
≤ 8n(ζ + 2δ)
1 − 16(ζ + 2δ)
[
d(x, y) + 3δr
]
+
1
1 − 16(ζ + 2δ) |x˜i − y˜i|,
in the last inequality above we used the assumption r0 ≥ 116 r. Similarly, we have
J =
∣∣∣∣ √|x˜|2 + d(xˆ, qˆ+1 )2 −
√
|y˜|2 + d(yˆ, qˆ+
1
)2
∣∣∣∣
≤
|∑kj=1 x˜2j −∑kj=1 y˜2j | + ∣∣∣d(xˆ, qˆ+1 )2 − d(yˆ, qˆ+1 )2∣∣∣√
|x˜|2 + d(xˆ, qˆ+
1
)2 +
√
|y˜|2 + d(yˆ, qˆ+
1
)2
≤
2(ζ + 2δ)r
∑k
j=1 |x˜ j − y˜ j| + 2(ζr + 2δr + r0) · d(xˆ, yˆ)
2r0 − 2(ζ + 2δ)r
≤ 2n(ζ + 2δ)rd0
2r0 − 2(ζ + 2δ)r
+
1
1 − (ζ + 2δ) r
r0
d(xˆ, yˆ)
≤ 8n(ζ + 2δ)
1 − 16(ζ + 2δ)
[
d(x, y) + 3δr
]
+
1
1 − 16(ζ + 2δ)d(xˆ, yˆ).
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Then we get√√
k∑
i=1
I2
i
+J2 ≤ 1
1 − 16(ζ + 2δ)d0 +
8n2(ζ + 2δ)
1 − 16(ζ + 2δ)
[
d(x, y) + 3δr
]
+
8n(ζ + 2δ)
1 − 16(ζ + 2δ)
√
d(x, y) + 3δr
√
d0
≤
(1 + 16n2(ζ + 2δ)
1 − 16(ζ + 2δ)
)[
d(x, y) + 3δr
]
.(1.24)
For i ≤ k, we have∣∣∣b+i (x) − b+i (y)∣∣∣ = ∣∣∣d(x, p+i ) − d(y, p+i )∣∣∣
≤
∣∣∣∣d(Φ(x˜, xˆ),Φ(r0 · ei, qˆ0)) − d((y˜, yˆ),Φ(r0 · ei, qˆ0))∣∣∣∣ + 2δr
≤ 4δr +
∣∣∣∣d((x˜, xˆ), (r0 · ei, qˆ0)) − d((y˜, yˆ), (r0 · ei, qˆ0))∣∣∣∣
≤ 4δr + Ii(1.25)∣∣∣b+k+1(x) − b+k+1(y)∣∣∣ = ∣∣∣d(x, p+k+1) − d(y, p+k+1)∣∣∣
≤
∣∣∣∣d(Φ(x˜, xˆ),Φ(0, qˆ+1 )) − d(Φ(y˜, yˆ),Φ(0, qˆ+1 ))∣∣∣∣ + 2δr
≤ 4δr +
∣∣∣∣d((x˜, xˆ), (0, qˆ+1 )) − d((y˜, yˆ), (0, qˆ+1 ))∣∣∣∣
≤ 4δr +J .(1.26)
Let Ψ = (b+
1
, · · · , b+
k
, b+
k+1
) : Mn → Rk+1, from (1.21), (1.25), (1.26) and (1.24),
d
(
Ψ(x),Ψ(y)
)
=
√√
k+1∑
i=1
∣∣∣b+
i
(x) − b+
i
(y)
∣∣∣2
≤
{ k∑
i=1
(
16δ2r2 + 8δr · d0 + I2i
)
+ 16δ2r2 + 8δr · d0 +J2
} 1
2
≤ 4nδr + 4nδ
√
rd0 +
√√
k∑
i=1
I2
i
+J2
≤ 20nδ · r + 4nδ · d(x, y) +
(1 + 16n2(ζ + 2δ)
1 − 16(ζ + 2δ)
)[
d(x, y) + 3δr
]
.
If we assume d(x, y) = lr1, where 0 < l < 1 is to be determined later, then
d
(
Ψ(x),Ψ(y)
)
d(x, y)
≤ 4nδ + 1 + 16n
2(ζ + 2δ)
1 − 16(ζ + 2δ) +
(
20n + 3 · 1 + 16n
2(ζ + 2δ)
1 − 16(ζ + 2δ)
) δ · r
d(x, y)
≤ 1 + 16n
2(ζ + 2δ)
1 − 16(ζ + 2δ) +
{
4nδ +
(
20n + 3 · 1 + 16n
2(ζ + 2δ)
1 − 16(ζ + 2δ)
) δ
lζ
}
.(1.27)
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For 0 < ǫ1 < 1 (to be determined later), if the following holds:
ζ ≤ (
ǫ1
4
)
400n2
and δ ≤ (
ǫ1
4
)l
800n2
· ζ,(1.28)
from (1.27) and (1.28), we obtain
d
(
Ψ(x),Ψ(y)
)
d(x, y)
≤ 1 + ǫ1
4
, i f d(x, y) = lr1 and x, y ∈ Br1(q1).(1.29)
From (1.29), for all ν ∈ S Br1(q1) except a zero-measure set, we have
d
(
Ψ ◦ γν(lr1),Ψ ◦ γν(0)
)
lr1
≤ 1 + ǫ1
4
,(1.30)
where γν is the geodesic satisfying γ
′
ν(0) = ν.
Step (2). From Theorem 1.9, let
l = 2−240nǫ181 ,(1.31)
then we have
1
V
(
S Br1(q1)
) ∫
S Br1 (q1)
∣∣∣∣〈∇b+i , ν〉 − f (ν)∣∣∣∣ ≤ ǫ1 , i = 1, · · · , k + 1,(1.32)
where f (ν) :=
(b+
i
◦γν)(lr1)−(b+i ◦γν)(0)
lr1
for ν ∈ S Br1(q1).
For fixed i, and some θ ∈ (0, π
2
) (to be determined later), set
Cθ =
{
ν ∈ S Br1(q1)| ∠(ν,∇b+i ) ≤ θ
}
=
{
ν ∈ S Br1(q1)| 〈ν,∇b+i 〉 ≥ cos θ
}
,
then for any ν ∈ Cθ,
|ν − ∇b+i |2 = |ν|2 + |∇b+i |2 − 2〈ν,∇b+i 〉 ≤ 2 − 2 cos θ.(1.33)
From (1.32),
1
V
(
S Br1(q1)
) ∫
Cθ
∣∣∣∣∣∣∣ f (ν)∣∣∣ − 1∣∣∣∣
≤ 1
V
(
S Br1(q1)
) ∫
Cθ
∣∣∣∣∣∣∣ f (ν)∣∣∣ − 〈∇b+i , ν〉∣∣∣∣ + 1V(S Br1(q1))
∫
Cθ
∣∣∣1 − 〈∇b+i , ν〉∣∣∣
≤ ǫ1 + (1 − cos θ) ·
V(Cθ)
V
(
S Br1(q1)
) ≤ ǫ1 + θ V(Cθ)
V
(
S Br1(q1)
) .(1.34)
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Now from (1.32), (1.34) and (1.30), for j , i, we have
1
V
(
S Br1(q1)
) ∫
Cθ
∣∣∣〈∇b+j , ν〉∣∣∣
≤ 1
V
(
S Br1(q1)
) ∫
S Br1 (q1)
∣∣∣∣〈∇b+j , ν〉 − f (ν)∣∣∣∣ + 1V(S Br1(q1))
∫
Cθ
∣∣∣ f (ν)∣∣∣
≤ ǫ1 +
V(Cθ)
1
2
V
(
S Br1(q1)
) ( ∫
Cθ
∣∣∣∣d
(
Ψ ◦ γν(lr1),Ψ ◦ γν(0)
)
lr1
∣∣∣∣2 − ∣∣∣ f (ν)∣∣∣2) 12
≤ ǫ1 +
V(Cθ)
1
2
V
(
S Br1(q1)
) {ǫ1V(Cθ) 12 + (
∫
Cθ
∣∣∣∣1 − ∣∣∣ f (ν)∣∣∣2∣∣∣∣) 12 }
≤ ǫ1 +
V
(
Cθ
)
V
(
S Br1(q1)
) ǫ1 + √2 V(Cθ) 12
V
(
S Br1(q1)
) · ( ∫
Cθ
∣∣∣∣∣∣∣ f (ν)∣∣∣ − 1∣∣∣∣) 12
≤ 2ǫ1 +
√
2
( V(Cθ)
V
(
S Br1(q1)
) ) 12 · (ǫ1 + θ · V(Cθ)
V
(
S Br1(q1)
) ) 12 ≤ 4√ǫ1 + 2√θ V(Cθ)
V
(
S Br1(q1)
) .
Note (1.33), then∫
Cθ
∣∣∣〈∇b+i ,∇b+j 〉∣∣∣ ≤
∫
Cθ
∣∣∣〈∇b+j , v − ∇b+i 〉∣∣∣ +
∫
Cθ
∣∣∣〈∇b+j , ν〉∣∣∣
≤
∫
Cθ
∣∣∣v − ∇b+i ∣∣∣ +
∫
Cθ
∣∣∣〈∇b+j , ν〉∣∣∣ ≤ θ · V(Cθ) +
∫
Cθ
∣∣∣〈∇b+j , ν〉∣∣∣.
Now note 〈∇b+
i
,∇b+
j
〉 is constant on TxMn for any fixed x ∈ Mn, we have?
Br1 (q1)
∣∣∣〈∇b+i ,∇b+j 〉∣∣∣ = 1V(Cθ)
∫
Cθ
∣∣∣〈∇b+i ,∇b+j 〉∣∣∣
≤ θ + V
(
S Br1(q1)
)
V(Cθ)
·
{
4
√
ǫ1 + 2
√
θ
V(Cθ)
V
(
S Br1(q1)
) }
≤ 3
√
θ + 4
√
ǫ1 ·
V
(
S Br1(q1)
)
V(Cθ)
.
Let ǫ1 ≤
(
V(Cθ)
4V
(
S Br1 (q1)
) )2 · θ and θ = ǫ2
16
· 1
(n+1)4
, then
>
Br1 (q1)
∣∣∣〈∇b+
i
,∇b+
j
〉
∣∣∣ ≤ 4√θ =
ǫ
(n+1)2
. So we let ǫ1 = 2n
−50nǫ4n+2, the above conclusion follows. Plug into (1.31)
and (1.28), the corresponding ζ, δ can be determined. 
2. Existence of almost orthonormal linear (A.O.L.) harmonic functions
Definition 2.1. For q+, q−, p ∈ X, whereX is a metric space, we say that [q+, q−, p]
is an AG-triple on X with the excess s and the scale t if
E(p) = s and min
{
d(p, q+), d(p, q−)
}
= t,
where E(·) = d(·, q+) + d(·, q−) − d(q+, q−).
For p ∈ Mn, r2 ≥ r1 ≥ 0, we define Ar1,r2(p) as the following:
Ar1,r2(p) = {x ∈ Mn| r1 < d(x, p) < r2}.
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We have the following Abresch-Gromoll lemma.
Lemma 2.2. On complete Riemannian manifold (Mn, g) with Rc ≥ 0, assume that
[q+, q−, p] is an AG-triple with the excess ≤ 1
n
r2
R
and the scale ≥ R, furthermore
assume R ≥ 22nr, then supBr(p) E ≤ 26 ·
( r
R
) 1
n−1 r, where E(·) = d(·, q+) + d(·, q−) −
d(q+, q−).
Proof: Define the function ϕ(ρ) =
∫ 2
ρ
∫ 2
t
( s
t
)n−1
dsdt, and ǫ solves
R
r
− 3
4(n − 1) =
ϕ
( ǫ
4
)
ǫ
, 0 < ǫ ≤ 4.(2.1)
From R ≥ 22nr > [3 + 4(n − 1)ϕ(1)]r, it is easy to see that ǫ exists and is unique.
By R ≥ 22nr and (2.1), we have
ϕ(
ǫ
4
) = ǫ ·
R
r
− 3
4(n − 1) ≥
ǫ
8n
R
r
.(2.2)
Note for ρ ≤ 1,
ϕ(ρ) =
1
n
[1
2
ρ2 +
2n
n − 2ρ
2−n + 4
( − 1
n − 2 −
1
2
)] ≤ 2nρ2−n.(2.3)
From (2.2) and (2.3), we obtain 2n
( ǫ
4
)2−n ≥ ǫ
8n
R
r
, which implies ǫ ≤ 26 · ( r
R
) 1
n−1 .
To prove the conclusion, we only need to prove that supBr(p) E ≤ ǫr. By contra-
diction, if supBr(p) E > ǫr, then there exists x0 ∈ Br(p), such that
E(x0) > ǫr.(2.4)
From |∇E| ≤ 2 and (2.1), we have
d(p, x0) ≥ E(x0) − E(p)
2
>
ǫr − 1
n
r2
R
2
≥ 1
2
(
ǫr − 2(n − 1)
R
r
− 3 ϕ(1)r
)
≥ 1
2
(
ǫr − 2(n − 1)
R
r
− 3 ϕ
( ǫ
4
)
r
)
=
1
2
(
ǫr − ǫ
2
r
)
=
ǫ
4
r,
which implies p ∈ A ǫ
4
r,2r(x0).
Define the function h : A ǫ
4
r,2r(x0) → [0,∞) by ǫ ≤ 26 ·
( r
R
) 1
n−1 , and it is easy to
check (E − h) ≥ 0 on ∂B2r(x0).
For any x ∈ ∂B ǫ
4
r(x0), using |∇E| ≤ 2, (2.4) and (2.1), we have
E(x) − h(x) ≥ E(x0) − 2 ·
ǫ
4
r − 2(n − 1)r
R
r
− 3 ϕ
( ǫ
4
)
>
ǫ
2
r − 2(n − 1)r
R
r
− 3 ϕ
( ǫ
4
)
= 0,
hence we obtain minx∈∂A ǫ
4
r,2r(x0)
(E − h)(x) ≥ 0.
On the other hand, let d = d(x, x0), then ϕ
′′(d
r
) + n−1
d
r · ϕ′(d
r
) = 1. From Rc ≥ 0
and Laplace Comparison Theorem ∆d ≤ n−1
d
, note ϕ′ ≤ 0, for any x ∈ A ǫ
4
r,2r(x0),
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we have the following inequality in weak sense:
∆h(x) =
2(n − 1)
R
r
− 3 r
[
r−2ϕ′′ + r−1ϕ′∆d
] ≥ 2(n − 1)
R − 3r
∆E(x) ≤ n − 1
d(x, q+)
+
n − 1
d(x, q−)
≤ 2(n − 1)
R − 3r .
Then we get minx∈A ǫ
4
r,2r(x0)
∆(E − h)(x) ≤ 0.
From Weak Maximum Principle for weak superharmonic function (c.f. [GT01,
Theorem 8.1]), note p ∈ A ǫ
4
r,2r(x0), we have (E − h)(p) ≥ min∂A ǫ
4
r,2r(x0)
(E − h) ≥ 0.
And note d(p, x0) < r, we obtain
E(p) ≥ h(p) = 2(n − 1)
R
r
− 3 ϕ
(d(p, x0)
r
)
· r > 2(n − 1)
R
r
− 3 ϕ(1)r >
1
n
r2
R
,
which is contradicting the assumption on the excess, the conclusion is proved. 
The following lemma provides the existence of good cut-off function on mani-
folds with Rc ≥ 0, which will be used later.
Lemma 2.3. If Rc(Mn) ≥ 0 and p ∈ Mn, for any τ ∈ (0, 1), there is a nonnegative
smooth function φ : Mn → [0, 1]
φ(x) =
{
1 x ∈ Bτr(p)
0 x < Br(p)
satisfying sup
x∈Br(p)
|∆φ(x)| ≤ 1015n10
τ2n(1−τ)8 r
−2.
Proof: Scaling (Mn, g) to (Mn, r−2g), then we only to construct φ(x) for r = 1.
We define h1(ρ) =
∫ 1
ρ
∫ 1
t
( s
t
)n−1dsdt and
W1(x) =
h1
(
d(p, x)
)
h1(τ)
, h2(ρ) =
∫ ρ
0
∫ t
0
(
s
t
)n−1dsdt.
It is easy to see
1
2n
(1 − τ)2 ≤ h1(τ) ≤
τ2−n
n(n − 2) .(2.5)
Using Laplace Comparison Theorem, it is straightforward to get ∆W1 ≥ 1h1(τ) .
From the theory of elliptic equations of second order (c.f. [GT01]), we can define
the function W : B1(p) − Bτ(p) → R satisfying
∆W = 1
h1(τ)
on B1(p) − Bτ(p)
W = 1 on ∂Bτ(p)
W = 0 on ∂B1(p)
Apply the Maximum Principle toW −W1 on B1(p) − Bτ(p), we get
W ≥ W1 on B1(p) − Bτ(p),(2.6)
which implies that W ≥ 0.
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For any x0 ∈ ∂B 1
2
(1+τ)(p), we define W2(x) =
h2
(
d(x0 ,x)
)
h1(τ)
. Note B 1
2
(1−τ)(x0) ⊂(
B1(p) − Bτ(p)
)
, from Laplace Comparison Theorem again,
∆(W −W2) ≥ 0 on B 1
2
(1−τ)(x0).
Then Maximum Principle yields
W(x0) −W2(x0) ≤ max
∂B 1
2
(1−τ)(x0)
(W −W2).
From the definition of W and Maximum Principle, we know
W ≤ 1 on B1(p) − Bτ(p).
On ∂B 1
2
(1−τ)(x0), we haveW2(x) =
h2(
1
2
(1−τ))
h1(τ)
. Also note W2(x0) = 0, then we get
W(x0) ≤ 1 −
h2(
1
2
(1 − τ))
h1(τ)
, ∀x0 ∈ ∂B 1
2
(1+τ)(p).
By ∆W(x) ≥ 0, apply Maximum Principle to W on B1(p) − B 1
2
(1+τ)(p), we have
W ≤ 1 − h2(
1
2
(1 − τ))
h1(τ)
, on B1(p) − B 1
2
(1+τ)(p).(2.7)
We define δ0 =
(1−τ)2τ
16n2
, then we can get
h1(τ + δ0)
h1(τ)
−
(
1 − h2(
1
2
(1 − τ))
h1(τ)
)
≥ (1 − τ)
2
32n · h1(τ)
.
We can find a smooth function f : [0, 1] → [0, 1] as the following:
f (s) =
 0 0 ≤ s ≤ 1 −
h2(
1
2
(1−τ))
h1(τ)
1
h1(τ+δ0)
h1(τ)
≤ s ≤ 1,
which satisfies ∣∣∣ f ′(s)∣∣∣ + ∣∣∣ f ′′(s)∣∣∣ ≤ 104n2
(1 − τ)4
[
h1(τ)
2 + 1
]
.(2.8)
Note when τ < d(x, p) ≤ τ + δ0, from (2.6), we have W(x) ≥ W1(x) ≥ h1(τ+δ0)h1(τ) ,
then f
(
W(x)
)
= 1. And when 1
2
(1 + τ) ≤ d(x, p) < 1, from (2.7), we get W(x) ≤
1 − h2(
1
2
(1−τ))
h1(τ)
, hence f
(
W(x)
)
= 0.
Now we can define smooth function φ as the following,
φ(x) =

1 x ∈ Bτ(p)
0 x < B1(p)
f
(
W(x)
)
x ∈ B1(p) − Bτ(p)
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From 0 ≤ W ≤ 1 and Theorem 1.1, for any x satisfying τ + δ0 ≤ d(x, p) ≤
1
2
(1 + τ),
∣∣∣∇W(x)∣∣∣ ≤ 200n(12δ0 + 1)
1
2
δ0
[
sup
Bδ0 (x)
|W | + 1
h1(τ)
]
≤ 800n
(
1 + h1(τ)
)
δ0 · h1(τ)
.
Then from (2.8) and (2.5), on Mn,
|∆φ| ≤ | f ′′| · |∇W |2 + | f ′| · |∆W | ≤ 1010n4 ·
(
1 + h1(τ)
)4
δ2
0
· h1(τ)2
≤ 10
15n10
τ2n(1 − τ)8 .

Lemma 2.4. On complete Riemannian manifold Mn with Rc ≥ 0, for harmonic
function b defined on Br(p) and any τ ∈ (0, 1), we have?
Bτr(p)
∣∣∣∇2b∣∣∣ ≤ 108n5r−1
τ
3n
2 (1 − τ)4
·
√
sup
Br(p)
|∇b| + 1 ·
√?
Br(p)
∣∣∣|∇b| − 1∣∣∣.
Proof: From Bochner formula and ∆b = 0, we have
1
2
∆|∇b|2 = |∇2b|2 + Rc(∇b,∇b) ≥ |∇2b|2.
From Lemma 2.3, one can choose a nonnegative cut-off function φ such that
φ(x) =
{
1 x ∈ Bτr(p)
0 x < Br(p)
satisfying supx∈Br(p) |∆φ(x)| ≤ 10
15n10
τ2n(1−τ)8 r
−2. Now we have∫
Bτr(p)
|∇2b|2 ≤
∫
Br(p)
|∇2b|2 · φ ≤ 1
2
∫
Br(p)
∆
(|∇b|2) · φ
=
1
2
∫
Br(p)
|∇b|2 · ∆φ = 1
2
∫
Br(p)
(|∇b|2 − 1) · ∆φ
≤ 1
2
sup
Br(p)
|∆φ| ·
∫
Br(p)
∣∣∣∣∣∣∣∇b∣∣∣2 − 1∣∣∣∣
≤ τ
−n
2
sup
Br(p)
|∆φ| · ( sup
Br(p)
|∇b| + 1)V(Bτr(p))?
Br(p)
∣∣∣|∇b| − 1∣∣∣.
From Cauchy-Schwartz inequality and the above inequality, we have
?
Bτr(p)
∣∣∣∇2b∣∣∣ ≤ (?
Bτr(p)
∣∣∣∇2b∣∣∣2) 12 ≤ 108n5r−1
τ
3n
2 (1 − τ)4
√(
sup
Br(p)
|∇b| + 1)?
Br(p)
∣∣∣|∇b| − 1∣∣∣.

Theorem 2.5 (Li-Yau). Let (Mn, g) be a complete Riemannian manifold with Rc ≥
0, then the heat kernel H(x, y, t) satisfies
H(x, y, t) ≤ (100n)2n+2 1
V
(
B√t(y)
) exp { − d2(x, y)
100t
}
.
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Proof: By choosing suitable ǫ in [LY86, Corollary 3.1], the conclusion follows.

Now we have the following existence result of almost linear harmonic function
b with respect to the local Busemann function b+.
Lemma 2.6. On complete Riemannian manifold Mn with Rc ≥ 0, assume that
[q+, q−, p] is an AG-triple with the excess ≤ 4
n
r2
R
and the scale ≥ R, also assume
R ≥ 22n+1r. Then there exists harmonic function b defined on B2r(p) such that
sup
Br(p)
|∇b| ≤ 1 + 251n2( r
R
) 1
4(n−1) and
?
Br(p)
∣∣∣∇(b − b+)∣∣∣ ≤ 24n( r
R
) 1
2(n−1) ,
where b+(x) = d(x, q+) − d(p, q+).
Remark 2.7. The bound of |∇b| was only a uniform bound C(n) in [CC96], it was
observed in [CN15] that |∇b| can have the improved bound 1 + ǫ. The argument
to get |∇b| ≤ 1 + 251n2( r
R
) 1
4(n−1) , comes from (3.42) − (3.45) of [CN15], which was
suggested to us by A. Naber.
Proof: Step (1). We define the function b by{
∆b = 0 on B2r(p)
b = b+ on ∂B2r(p).
Define ψ(ρ) =
∫ 4
ρ
∫ 4
t
( s
t
)n−1
dsdt, choose q ∈ B6r(p)−B4r(p), and define the func-
tion h˜(x) : A2r,8r(q) → [0,∞) by h˜(x) = 2(n−1)rR
2r
−7 ψ
(
d(x,q)
2r
)
. From Laplace Comparison
Theorem, it is straightforward to get
min
x∈A2r,8r(q)
∆(h˜ − b+)(x) ≥ 0.
Note B2r(p) ⊂ A2r,8r(q), hence minx∈B2r(p) ∆(b − b+ + h˜)(x) ≥ 0.
From Maximum principle, for any x ∈ B2r(p), we get
(
b − b+)(x) ≤ (b − b+ + h˜)(x) ≤ max
∂B2r(p)
(
b − b+ + h˜) = max
∂B2r(p)
h˜ ≤ n − 1
R
2r
− 7ψ(1) · 2r
≤ 4n · 2r
R
· 2r ≤ 22n+2 r
2
R
.(2.9)
Let b−(x) = d(x, q−)−d(p, q−), then note E(x) = b+(x)+b−(x)+E(p), then from
R ≥ 22n+1r and Lemma 2.2, supB2r(p) E(x) ≤ 28
( r
R
) 1
n−1 r, and we have
b − b+ = b + b− − E + E(p) ≥ b + b− − 28( r
R
) 1
n−1 r , on B2r(p).(2.10)
From Laplace Comparison Theorem again,
∆
(
b + b− − 28( r
R
) 1
n−1 r − h˜
)
= ∆
(
b− − h˜) ≤ n − 1
d(x, q−)
− n − 1
R − 14r ≤ 0 , on B2r(p).
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ByMaximum Principle, note E(x) ≥ 0 and the assumption on the excess, we get
min
x∈B2r(p)
(b + b− − 28( r
R
) 1
n−1 r − h˜)(x)
≥ min
∂B2r(p)
(b + b− − 28( r
R
) 1
n−1 r − h˜)
≥ min
∂B2r(p)
(b+ + b−) − 28( r
R
) 1
n−1 r − n − 1
R
2r
− 7ψ(1) · 2r
= min
∂B2r(p)
(
E(x) − E(p)) − 28( r
R
) 1
n−1 r − n − 1
R
2r
− 7ψ(1) · 2r
≥ −1
n
4r2
R
− 28( r
R
) 1
n−1 r − n − 1
R
2r
− 7ψ(1) · 2r
≥ −23n( r
R
) 1
n−1 r.
From (2.10) and h˜ ≥ 0, we obtain
min
x∈B2r(p)
(b − b+) ≥ b + b− − 28( r
R
) 1
n−1 r − h˜ ≥ −23n( r
R
) 1
n−1 r.(2.11)
By (2.9) and (2.11), it yields
sup
B2r(p)
∣∣∣b − b+∣∣∣ ≤ 23n( r
R
) 1
n−1 r,(2.12)
which implies
sup
B2r(p)
|b| ≤ 23n( r
R
) 1
n−1 r + 2r.(2.13)
From Theorem 1.1 and (2.13), note R
2r
≥ 1, we get
sup
B 15
8
r
(p)
|∇b| ≤ 60n
1
16
r
sup
B2r(p)
|b| ≤ 24n+12.(2.14)
Note d(p, q+) ≥ R > 4r, then from Lemma 1.2,
>
B2r(p)
|∆b+| ≤ 3n
2r
. Now do
integration by parts, from (2.12), we get
?
B2r(p)
∣∣∣∇(b − b+)∣∣∣2 = ?
B2r(p)
∆b+ · (b − b+) ≤ sup
B2r(p)
∣∣∣b − b+∣∣∣ · ?
B2r(p)
|∆b+ |
≤ 23n( r
R
) 1
n−1 · (3n) ≤ 27n( r
R
) 1
n−1 .(2.15)
From (2.15) and the Bishop-Gromov Comparison Theorem, we have
?
Br(p)
∣∣∣∇(b − b+)∣∣∣ ≤ (?
Br(p)
∣∣∣∇(b − b+)∣∣∣2) 12 ≤ [2n ?
B2r(p)
∣∣∣∇(b − b+)∣∣∣2] 12 ≤ 24n( r
R
) 1
2(n−1) .
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Step (2). Also (2.15) implies the following
?
B 7
4
r
(p)
∣∣∣|∇b| − 1∣∣∣ ≤ ?
B 7
4
r
(p)
∣∣∣∇b − ∇b+∣∣∣ ≤ (8
7
)n
?
B2r(p)
∣∣∣∇b − ∇b+∣∣∣
≤ (8
7
)n
(?
B2r(p)
∣∣∣∇(b − b+)∣∣∣2) 12 ≤ 27n( r
R
) 1
2(n−1)(2.16)
?
B 15
8
r
(p)
∣∣∣|∇b| − 1∣∣∣ ≤ 27n( r
R
) 1
2(n−1) .(2.17)
From (2.14), (2.17) and apply Lemma 2.4 for τ = 14
15
there, we have
?
B 7
4
r
(p)
|∇2b| ≤ 27n108n5r−1
√
sup
B 15
8
r
(p)
(|∇b| + 1) · ?
B 15
8
r
(p)
∣∣∣|∇b| − 1∣∣∣
≤ 227nr−1 ·
√
220n · ( r
R
) 1
2(n−1) ≤ 237nr−1( r
R
) 1
4(n−1) .(2.18)
From the Bochner formula and ∆b = 0, using Rc ≥ 0, we have ∆|∇b|2 ≥ 2|∇2b|2,
combining
|∇2b| ≥
∣∣∣∇|∇b|∣∣∣,(2.19)
we get
∆|∇b| ≥ |∇
2b|2 −
∣∣∣∇|∇b|∣∣∣2
|∇b| ≥ 0.(2.20)
Let φ ∈ C∞(Mn) be a nonnegative cut-off function such that
φ(x) =
 1 x ∈ B 32 r(p)0 x < B 7
4
r(p),
and
−8
r
≤ φ′ ≤ 0 , |φ′′| ≤ 64
r2
.(2.21)
Now for any y ∈ Br(p), from (2.19), (2.20) and (2.21), we have
d
dt
∫
B2r(p)
(|∇b| − 1)φ · H(x, y, t)dx = ∫
B2r(p)
(|∇b| − 1)φ · ∆xH(x, y, t)dx
=
∫
B2r(p)
{
φ · ∆(|∇b| − 1) + (|∇b| − 1) · ∆φ + 2∇|∇b| · ∇φ}H(x, y, t)dx
≥ −
∫
A 3r
2
, 7
4
r
(p)
[∣∣∣|∇b| − 1∣∣∣ · 64
r2
+ 2|∇2b| · 8
r
]
H(x, y, t)dx.(2.22)
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From Theorem 2.5, for x ∈ A 3r
2 ,
7
4 r
(p), y ∈ Br(p), we have
H(x, y, t) ≤ (100n)2n+2 1
V
(
B√t(y)
) exp { − d2(x, y)
100t
}
≤ (100n)2n+2 1
V
(
B3r(y)
) · ( 3r√
t
)n
exp
{
− d
2(x, y)
100t
}
≤ (300n)2n+2 1
V
(
B2r(p)
) ( r√
t
)n
exp
{
− r
2
400t
}
≤ (300n)2n+2 1
V
(
B2r(p)
) · (200n) n2 e− n2
≤ (300n)4n 1
V
(
B2r(p)
) .(2.23)
From (2.22), (2.23), (2.16) and (2.18), we get
d
dt
∫
B2r(p)
(|∇b| − 1)φ · H(x, y, t)dx
≥ −(400n)4n
?
B 7
4
r
(p)
[∣∣∣|∇b| − 1∣∣∣ · 1
r2
+ |∇2b| · 1
r
]
≥ −(400n)4n
[
27n
( r
R
) 1
2(n−1) 1
r2
+ 237nr−2
( r
R
) 1
4(n−1)
]
≥ −2
50n2
r2
· ( r
R
) 1
4(n−1) .(2.24)
Take the integration of (2.24), from (2.17) and (2.23), we get
|∇b|(y) − 1 ≤
∫
B2r(p)
(|∇b| − 1)φ · H(x, y, r2)dx + 250n2 · ( r
R
) 1
4(n−1)
≤ (300n)4n
?
B 7r
4
(p)
∣∣∣|∇b| − 1∣∣∣ + 250n2 · ( r
R
) 1
4(n−1)
≤ 251n2( r
R
) 1
4(n−1) .

On Riemannian manifolds, if there is a segment γp,q between two points p, q,
we can choose the middle point of the segment γp,q, denoted as z. Then [p, q, z] is
an AG-triple with the excess 0 and the scale 1
2
d(p, q).
For a metric space Xk, generally we can not find the middle point as in Rie-
mannian manifolds. However, if there exists a suitable Gromov-Hausdorff approx-
imation from Rk × Xk to manifold Mn locally, the following lemma provides the
existence of almost middle point and AG-triple in metric space Xk.
Lemma 2.8. For 0 ≤ k ≤ n, 0 < δ < 1
3
, B10r(0, qˆ) ⊂ Rk×Xk and B10r(q) ⊂ (Mn, g),
if there is an (δr)-Gromov-Hausdorff approximation
Φ : B10r(0, qˆ) → B10r(q),
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then for qˆ+
1
, qˆ−
1
∈ Br(qˆ) ⊂ Xk, there exists qˆ0 ∈ B3r(qˆ) such that
∣∣∣d(qˆ0, qˆ+1 ) − 12d(qˆ+1 , qˆ−1 )
∣∣∣ ≤ 8√δr and ∣∣∣d(qˆ0, qˆ−1 ) − 12d(qˆ+1 , qˆ−1 )
∣∣∣ ≤ 8√δr.
(2.25)
And if
√
δr ≤ d(qˆ
+
1
,qˆ−
1
)
100
, then
[
p+
k+1
, p−
k+1
, q1
]
is an AG-triple with the excess ≤ 16√δr
and the scale ≥ 1
4
d(qˆ+
1
, qˆ−
1
), where
q1 = Φ(0, qˆ0), p
+
k+1 = Φ(0, qˆ
+
1 ), p
−
k+1 = Φ(0, qˆ
−
1 ).
Proof: From the assumption thatΦ is an (δr)-Gromov-Hausdorff approximation,
∣∣∣d(p+k+1, p−k+1) − d(qˆ+1 , qˆ−1 )∣∣∣ = ∣∣∣d(Φ(0, qˆ+1 ),Φ(0, qˆ−1 )) − d((0, qˆ+1 ), (0, qˆ−1 ))∣∣∣ < δr.
(2.26)
It is easy to see that p+
k+1
, p−
k+1
∈ Br+δr(q). In fact the segment γp+
k+1
,p−
k+1
⊂ B3r(q),
otherwise, note d(qˆ+
1
, qˆ−
1
) ≤ 2r, we will get
d(p+k+1, p
−
k+1) ≥ 2
[
3r − (r + δr)] > d(qˆ+1 , qˆ−1 ) + δr,
which is contradicting (2.26).
Then we can choose the middle point of γp+
k+1
,p−
k+1
, denoted as z0 ∈ B3r(q), then
there exists (s0, qˆ0) ∈ B10r(0, qˆ) such that
d
(
Φ(s0, qˆ0), z0
)
< δr.(2.27)
Now using 1
2
d(p+
k+1
, p−
k+1
) = d(p+
k+1
, z0) and (2.27), we have∣∣∣∣d((s0, qˆ0), (0, qˆ+1 )) − 12d(p+k+1, p−k+1)
∣∣∣∣
≤
∣∣∣∣d((s0, qˆ0), (0, qˆ+1 )) − d(Φ(s0, qˆ0), p+k+1)∣∣∣∣
+
∣∣∣∣d(Φ(s0, qˆ0), p+k+1) − d(p+k+1, z0)∣∣∣∣
< δr + d
(
Φ(s0, qˆ0), z0
)
< 2δr.(2.28)
Similarly, by using 1
2
d(p+
k+1
, p−
k+1
) = d(p−
k+1
, z0), we have∣∣∣∣d((s0, qˆ0), (0, qˆ−1 )) − 12d(p+k+1, p−k+1)
∣∣∣∣ < 2δr.(2.29)
From (2.26), (2.28) and (2.29),
d(qˆ0, qˆ
+
1 )
2 + s20 <
(1
2
d(p+k+1, p
−
k+1) + 2δr
)2
<
(1
2
d(qˆ+1 , qˆ
−
1 ) +
5
2
δr
)2
d(qˆ0, qˆ
−
1 )
2 + s20 <
(1
2
d(qˆ+1 , qˆ
−
1 ) +
5
2
δr
)2
.
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Take the sum of the above two inequalities, we have
2 · (1
2
d(qˆ+1 , qˆ
−
1 ) +
5
2
δr
)2
> 2s20 + d(qˆ0, qˆ
+
1 )
2 + d(qˆ0, qˆ
−
1 )
2
≥ 2s20 +
1
2
[
d(qˆ0, qˆ
+
1 ) + d(qˆ0, qˆ
−
1 )
]2
≥ 2s20 +
1
2
d(qˆ+1 , qˆ
−
1 )
2 =
1
2
d(qˆ+1 , qˆ
−
1 )
2 + 2s20.
Simplify the above inequality, using d(qˆ+
1
, qˆ−
1
) ≤ 2r, we get
|s0| ≤
5
2
δr +
√
5
√
δr ≤ 5
√
δr.(2.30)
From (2.28), (2.29) and (2.30), we have∣∣∣∣d((0, qˆ0), (0, qˆ+1 )) − 12d(p+k+1, p−k+1)
∣∣∣∣ < 7√δr(2.31) ∣∣∣∣d((0, qˆ0), (0, qˆ−1 )) − 12d(p+k+1, p−k+1)
∣∣∣∣ < 7√δr.(2.32)
From (2.26), (2.31) and (2.32), we get (2.25) and the following
d(q1, p
+
k+1) + d(q1, p
−
k+1) − d(p+k+1, p−k+1)
≤ d((0, qˆ0), (0, qˆ+1 )) + d((0, qˆ0), (0, qˆ−1 )) − d(p+k+1, p−k+1) + 2δr
< 14
√
δr + 2δr ≤ 16
√
δr
d(q1, p
+
k+1) ≥ d
(
(0, qˆ0), (0, qˆ
+
1 )
) − δr > 1
2
d(p+k+1, p
−
k+1) − 7
√
δr − δr
≥ 1
2
(d(qˆ+1 , qˆ
−
1 ) − δr) − 8
√
δr ≥ 1
4
d(qˆ+1 , qˆ
−
1 ).
Similarly we have d(q1, p
−
k+1
) ≥ 1
4
d(qˆ+
1
, qˆ−
1
). Hence the scale is ≥ 1
4
d(qˆ+
1
, qˆ−
1
).
Finally from (2.25), we get
d(qˆ0, qˆ) ≤ d(qˆ0, qˆ+1 ) + d(qˆ, qˆ+1 ) ≤
1
2
d(qˆ+1 , qˆ
−
1 ) + 8
√
δr + r < 3r,
which implies qˆ0 ∈ B3r(qˆ). 
Proposition 2.9. For B10r(q) ⊂ (Mn, g) with Rc(g) ≥ 0 and any ǫ ∈ (0, 1), any
r1
r
≤ n−300n3ǫ10n and δ ≤ n−2000n3ǫ70n( r1
r
)4
. If there is an (δr)-Gromov-Hausdorff
approximation for 0 ≤ k ≤ n and B10r(0, qˆ) ⊂ Rk × Xk,
Φ : B10r(0, qˆ) → B10r(q),
where diam
(
Br(qˆ)
)
= r0 ≥ 14r. Then there are harmonic functions
{
bi
}k+1
i=1 defined
on some geodesic ball Br1(q1) ⊂ B10r(q), such that
sup
Br1
(q1)
i=1,··· ,k+1
|∇bi| ≤ 1 + ǫ and
?
Br1 (q1)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫ.
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Proof: We firstly assume δ ≤ (400)−2, then from assumption diam(Br(qˆ)) = r0
and Lemma 2.8, there are qˆ+
1
, qˆ−
1
∈ Br(qˆ) and qˆ0 ∈ B3r(qˆ) such that
d(qˆ+1 , qˆ
−
1 ) = r0∣∣∣d(qˆ0, qˆ+1 ) − 12r0
∣∣∣ ≤ 8√δr and ∣∣∣d(qˆ0, qˆ−1 ) − 12r0
∣∣∣ ≤ 8√δr.
Then we have
r˜0 := d(qˆ0, qˆ
+
1 ) ≥
1
2
r0 − 8
√
δr ≥ 1
4
r0 ≥
1
16
r,(2.33)
r˜0 ≤ 1
2
r0 + 8
√
δr ≤ 2r.(2.34)
Let
{
ei
}k
i=1 be the standard basis for R
k, put q1 = Φ(0, qˆ0) and
p+k+1 = Φ(0, qˆ
+
1 ), b
+
k+1(·) = d(·, p+k+1) − d(q1, p+k+1),
p+i = Φ(r˜0 · ei, qˆ0) , b+i (·) = d(·, p+i ) − d(q1, p+i ).
From (2.33), (2.34), let r1 = ζ · r, if
ζ ≤ n−110n · ǫ10n1(2.35)
δ ≤ n−1250nǫ100n1 ζ,(2.36)
then we can apply Proposition 1.10 to get
?
Br1 (q1)
k+1∑
i, j=1
∣∣∣〈∇b+i ,∇b+j 〉 − δi j∣∣∣ ≤ ǫ1.(2.37)
Define p−
k+1
= Φ(0, qˆ−
1
), p−
i
= Φ(−r˜0·ei, qˆ0), then from Lemma 2.8,
[
p+
k+1
, p−
k+1
, q1
]
is an AG-triple with the excess ≤ 16√δr and the scale ≥ 1
4
r0. Because Φ is an (δr)-
Gromov-Hausdorff approximation, it is easy to show that [p+
i
, p−
i
, q1] is AG-triple
with the excess ≤ 16√δr and the scale ≥ 1
4
r0 for i = 1, · · · , k.
If we assume
δ ≤ ζ
4
n2
,(2.38)
then 16
√
δr ≤ 4
n
r2
1
1
4
r0
. Also from 1
4
r0 ≥ 116r and (2.35), we have 14r0 ≥ 22n+1r1.
Now we can apply Lemma 2.6 to obtain harmonic functions
{
bi
}k+1
i=1 satisfying
sup
Br1
(q1)
i=1,··· ,k+1
|∇bi| ≤ 1 + 251n2
( r1
1
4
r0
) 1
4(n−1) ≤ 1 + 251n2ǫ21(2.39)
sup
i=1,··· ,k+1
?
Br1 (q1)
∣∣∣∇(bi − b+i )∣∣∣ ≤ 24n( r11
4
r0
) 1
2(n−1) ≤ 24nǫ51 .(2.40)
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From (2.39) and (2.40), we get?
Br1 (q1)
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣
≤
?
Br1 (q1)
∣∣∣∇(bi − b+i )∣∣∣ · |∇b j| + ∣∣∣∣〈∇b+i ,∇(b j − b+j )〉∣∣∣∣ + ∣∣∣〈∇b+i ,∇b+j 〉 − δi j∣∣∣
≤ (2 + 251n2ǫ21 ) · 24nǫ51 +
?
Br1 (q1)
∣∣∣〈∇b+i ,∇b+j 〉 − δi j∣∣∣.
From (2.37) and the above inequality, we have
?
Br1 (q1)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ (n + 1)2 · (2 + 251n2ǫ21 ) · 24nǫ51 + ǫ1.
To get the conclusion, it is easy to check that ǫ1 = 2
−25n2ǫ is enough for the need.
From (2.35), (2.36) and (2.38), we get the conclusion.

Lemma 2.10. Suppose (Mn, g) has Rc ≥ 0, for z ∈ Mn, let f : BR(z) → R be a
nonnegative function and f ∈ L1(BR(z)), then there exists p ∈ B R
2
(z) such that
sup
t≤ R2
?
Bt(p)
f ≤ 15n
?
BR(z)
f .(2.41)
Proof: Let c = 15n
>
BR(z)
f , define
Sc =
{
x ∈ BR(z) : sup
Br(x)⊂BR(z)
?
Br(x)
f > c
}
,
and I( f )(x) = supx∈B⊂BR(z)
>
B
f , where the supremum is taken over all geodesic
balls B containing x and B ⊂ BR(z).
Let Tc =
{
x ∈ BR(z) : I( f )(x) > c
}
, then Sc ⊂ Tc. Choose any S ⊂⊂ Tc, for any
x ∈ S , there exists geodesic ball Bx ⊂ BR(z) such that x ∈ Bx and
V(Bx) <
1
c
∫
Bx
f .(2.42)
By compactness of S , we can select a finite collection of such balls {Bα}α∈F that
cover S . Set R0 = sup
{
rα| α ∈ F
}
, and F j =
{
α ∈ F| R0
2 j
< rα ≤ R02 j−1
}
, j = 1, 2, · · · .
We define G j ⊂ F j as follows:
(1) Let G1 be any maximal collection of α in F1, such that {Brα(xα)}α∈G1 are
disjoint.
(2) Assume G1, · · · ,Gk−1 have been selected, choose Gk to be any maximal
subcollection of
{
α ∈ Fk| Brα(xα) ∩ Brα′ (xα′) = ∅ f or any α′ ∈
k−1⋃
j=1
G j
}
,
which also satisfies Brα(xα) ∩ Brβ(xβ) = ∅ for any α, β ∈ Gk, α , β.
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Now we define G =
⋃∞
k=1 Gk ⊂ F. For any α ∈ F, there is j ∈ N, such that
α ∈ F j. If α ∈ G j, we get Brα(xα) ⊂
⋃
α′∈G B5rα′ (xα′ ).
Otherwise α < G j, by the definition of G j, there is α
′ ∈ ⋃ j
i=1
Gi such that
Brα(xα) ∩ Brα′ (xα′) , ∅. Note rα ≤ R02 j−1 < 2rα′ , hence Brα(xα) ⊂ Brα′+2rα(xα′) ⊂⋃
β∈G B5rβ(xβ).
Then we find G ⊂ F, such that for any α′ , β′ ∈ G, Brα′ (xα′) ∩ Brβ′ (xβ′) = ∅ and⋃
α∈F
Brα(xα) ⊂
⋃
α′∈G
B5rα′ (xα′).
From Bishop-Gromov Comparison Theorem and (2.42), we get
µ(S ) ≤ µ(⋃
α∈F
Bα
) ≤ µ( ⋃
α′∈G
B5rα′ (xα′)
) ≤ 5n ∑
α′∈G
µ(Brα′ (xα′))
< 5n ·
∑
α′∈G
(1
c
∫
Brα′ (xα′ )
f
)
≤ 5
n
c
∫
BR(z)
f .
If one takes the supremum over all such S ⊂⊂ Tc, we have
µ(Sc) ≤ µ(Tc) ≤
5n
c
∫
BR(z)
f ≤ 3−nV(BR(z)).
If (2.41) does not hold for any point in B R
2
(z), then we have B R
2
(z) ⊂ Sc, from
Bishop-Gromov Volume Comparison Theorem,
µ(Sc)
µ
(
BR(z)
) ≥ µ
(
B R
2
(z)
)
µ
(
BR(z)
) ≥ 2−n, it is the
contradiction, the conclusion follows. 
The following lemma is well known so we omit its proof here.
Lemma 2.11. Let (X, dX, x0) and (Y, dY, y0) be two pointed metric spaces, if there
is a pointed ǫ-Gromov-Hausdorff approximation f :
(
X, x0
) → (Y, y0), then there
exists a pointed (3ǫ)-Gromov-Hausdorff approximation h :
(
Y, y0
)→ (X, x0).

Theorem 2.12. For B10r(q) ⊂ (Mn, g) with Rc(g) ≥ 0, any 0 < ǫ < 1, δ =
n−3400n
3
ǫ110n and integer 0 ≤ k ≤ n, assume there is an (δr)-Gromov-Hausdorff
approximation ,
f : B10r(q) → B10r(0, qˆ) ⊂ Rk × Xk,
and diam
(
Br(qˆ)
)
= r0 ≥ 14r. Then there are harmonic functions
{
bi
}k+1
i=1 defined on
some geodesic ball Bs(p) ⊂ B10r(q), where s = n−320n3ǫ10nr, such that
sup
Bs(p)
i=1,··· ,k+1
|∇bi| ≤ 1 + ǫ and sup
t≤s
?
Bt(p)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫ.
Proof: From Lemma 2.11, there is an (3δr)-Gromov-Hausdorff approximation,
Φ : B10r(0, qˆ) → B10r(q).
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Let r1 = n
−300n3ǫ10n
1
r, assume δ ≤ 1
3
n−3200n
3
ǫ110n
1
, where ǫ1 > 0 is to be deter-
mined later. Apply Proposition 2.9, we obtain harmonic functions
{
bi
}k+1
i=1 defined
on Br1(q1) ⊂ B10r(q), such that
sup
Br1
(q1)
i=1,··· ,k+1
|∇bi| ≤ 1 + ǫ1 and
?
Br1 (q1)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫ1.
Apply Lemma 2.10, we get Bs(p) ⊂ Br1(q1), where s = r12 = 12n−300n
3
ǫ10n
1
r, such
that
sup
Bs(p)
i=1,··· ,k+1
|∇bi| ≤ 1 + ǫ1 and sup
t≤s
?
Bt(p)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ 15nǫ1.
Choose ǫ1 = 15
−nǫ, let δ = n−3400n
3
ǫ110n and s = n−320n
3
ǫ10nr, the conclusion
follows. 
Part II. A.O.L. harmonic functions produce G-H approximation
In Part II of this paper, we will prove the following quantitative version of almost
splitting theorem, which was implied in the argument of Cheeger and Colding in a
series of papers, [Col96a], [Col96b], [Col97], [CC96] and [Che99].
For our application, we need the quantitative estimate, which relate the Gromov-
Hausdorff distance to the average integral bound of almost orthonormal linear har-
monic functions. Although we believe that many results in Part II are well-known
to some experts in this field, but we can not find the reference providing those
quantitative estimates exactly. So we elaborate the concise argument of Cheeger-
Colding to present the proof in all the details for self-contained reason.
Theorem 2.13. For ǫ > 0 and 1 ≤ k ≤ n, there is δ = n−700n4ǫ18n4 such that
for complete Riemannian manifold (Mn, g) with Rc ≥ 0, if there exist harmonic
functions
{
bi
}k
i=1, defined on Br(p), satisfying bi(p) = 0 and
sup
Br(p)
|∇bi| ≤ 2 ,
?
Br(p)
k∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ δ,(2.43)
then we can find a metric space Xk and an (ǫs)-Gromov-Hausdorff approximation
fk = (b1, · · · , bk,Pk) : Bs(p) → Bs(0, pˆ) ⊂ Rk × Xk, where s = 11280 r.
Remark 2.14. Colding and Minicozzi [CMI14] gave a characterization of Gromov-
Hausdorff distance through the integral estimate of Hessian of harmonic functions
among other things.
3. Existence of almost linear function and Hessian estimate
When there is a harmonic function b defined locally on manifold Mn, with
bounded gradient and the average integral of
∣∣∣|∇b| − 1∣∣∣ is small enough, we will
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show the existence of an almost linear function, which is a generalization of lin-
ear function in Rn. The proof of Proposition 3.4 has close relationship with the
argument in [Che99].
Definition 3.1. For X ⊂ Mn, t ∈ R, the function ρ(x) = d(x,X) + t : Mn → R
is called almost linear function, which is the generalization of function f (x) =
d(x,Rn−1) + t defined on Rn.
Definition 3.2. For Lipschitz function f defined on metric space M, the pointwise
Lipschitz constant function L ( f ) is defined by
L ( f )(z) = lim
d(z,z′)→0
∣∣∣ f (z) − f (z′)∣∣∣
d(z, z′)
, z, z′ ∈M,
and the Lipschtiz constant L( f ) is defined by L( f ) = supz∈M
{
L ( f )(z)
}
.
Remark 3.3. From the classical Rademacher theorem, the Lipschitz function is
almost differentiable on manifolds, for the general argument on metric measure
spaces see [Che99]. Hence when the pointwise Lipschitz constant function L ( f )(z)
appears as the integrand function in an integral, we can replace it by |∇ f |(z), and
we will use this fact freely in the following argument.
Proposition 3.4. For any ǫ > 0, there is δ = 2−100n
2
ǫ2n
2
such that for any complete
Riemannian manifold (Mn, g) with Rc ≥ 0, if there exists one harmonic function b
defined on Br(p) satisfying supBr(p) |∇b| ≤ 2 and
>
Br(p)
∣∣∣|∇b| − 1∣∣∣ ≤ δ. Then one can
find t0, t1 ∈ R and two functions ρ, ρ˜ defined on B r
10
(p), such that
ρ(x) = d
(
x, ρ−1(t0)
)
+ t0 , ρ˜(x) = t1 − d
(
x, ρ˜−1(t1)
)
, ∀ x ∈ B r
160
(p)
1
320
r ≤ d(x, ρ−1(t0)) ≤ 3
320
r , ∀x ∈ B r
320
(p)(3.1)
sup
B 1
20
r
(p)
∣∣∣b − ρ∣∣∣ ≤ ǫ · r , ?
B 1
20
r
(p)
∣∣∣∇(b − ρ)∣∣∣ ≤ ǫ
ρ(x) ≤ ρ˜(x) + ǫ
2
r , ∀x ∈ B 1
10
r(p).
Proof: Step (1). For 1 > θ > 0 (to be determined later), we define
A =
{
x ∈ Br(p)
∣∣∣ ∣∣∣|∇b(x)| − 1∣∣∣ < δ
θ
}
,
then from assumption, we get
V
(
Br(p) − A
) ≤ θ · V(Br(p)).(3.2)
We define b∗ as the following:
b∗(x) =

b(x) x ∈ A
sup
z′∈A
[
b(z′) − (1 + δθ ) · d(x, z′)
]
x ∈ Br(p) − A.
It is easy to get supx∈Br(p)
∣∣∣L (b∗)(x)∣∣∣ ≤ 1 + δθ .
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Put h(x) = θδ+θb∗(x) +
δ
δ+θb∗(p), then
sup
x∈Br(p)
∣∣∣L (h)(x)∣∣∣ = θ
δ + θ
sup
x∈Br(p)
∣∣∣L (b∗)(x)∣∣∣ ≤ 1.
Note h(p) = b∗(p) and sup
Br(p)
∣∣∣L (h − b∗)∣∣∣ ≤ δθ , we get supBr(p) |h − b∗| ≤ δθ r.
For any x ∈ B r
5
(p), from (3.2), there exists x′ ∈ B 7
5
θ
1
n r
(x) such that x′ ∈ A. Note
b(x′) − b∗(x′) = 0 and
sup
Br(p)
∣∣∣L (b − b∗)∣∣∣ ≤ sup
Br(p)
|∇b| + sup
Br(p)
|L (b∗)| ≤ 3 + δ
θ
.
Then for any x ∈ B r
5
(p), we have∣∣∣b(x) − b∗(x)∣∣∣ ≤ ∣∣∣b(x′) − b∗(x′)∣∣∣ + (3 + δ
θ
) · 7
5
θ
1
n r = (3 +
δ
θ
) · 7
5
θ
1
n r.
From above we have
sup
B r
5
(p)
|h − b| ≤ 5δ
θ
r + (3 +
δ
θ
) · 7
5
θ
1
n r ≤ [6θ 1n + 7δ
θ
]
r.(3.3)
From (3.2), note h = θ
δ+θ
b + δ
δ+θ
b∗(p) on A, we have?
B r
5
(p)
(
1 − 〈∇b,∇h〉) ≤ 1
V
(
B r
5
(p)
) [ ∫
B r
5
(p)−A
3 +
∫
A∩B r
5
(p)
(
1 − 〈∇b,∇h〉)]
≤ 3
V
(
B r
5
(p) − A)
V
(
B r
5
(p)
) + 1
V
(
B r
5
(p)
) ∫
A∩B r
5
(p)
{
1 − 〈∇b, θ
δ + θ
∇b〉
}
≤ 3θ V
(
Br(p)
)
V
(
B r
5
(p)
) + 1
V
(
B r
5
(p)
) ∫
A∩B r
5
(p)
{ δ
δ + θ
+
θ
δ + θ
(
1 − |∇b|2)}
≤ 3 · 5nθ + 4δ
θ + δ
≤ 4(5nθ + δ
θ
)
.(3.4)
Now from (3.3) and (3.4), we can choose θ = 2−12n
2
ǫn
1
, where ǫ1 > 0 is to be
determined later, and
δ ≤ 2−20n2ǫn+11 .(3.5)
Then we have
sup
B r
5
(p)
|h − b| ≤ ǫ1r and
?
B r
5
(p)
(
1 − 〈∇b,∇h〉) ≤ ǫ1.(3.6)
Step (2). Now for x ∈ B 1
5
r(p), we consider
ρ˜(x) = sup
z′∈∂B 1
5
r
(p)
[
h(z′) − d(x, z′)] ,
ρ(x) = inf
z′∈∂B 1
5
r
(p)
[
h(z′) + d(x, z′)
]
.
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For x ∈ B r
10
(p), assume
ρ(x) = h(x∗) + d(x∗, x),
where x∗ ∈ ∂B r
5
(p). Let γx,x∗ (s) be the minimizing geodesic from x to x
∗, parametrized
by arc-length. From L(ρ) ≤ 1, we get
ρ
(
γx,x∗ (s)
) ≥ ρ(x) − s = h(x∗) + d(x, x∗) − s = h(x∗) + d(γx,x∗ (s), x∗) ≥ ρ(γx,x∗ (s)),
which implies
ρ
(
γx,x∗ (s)
)
= ρ(x) − s , ∀s ∈ [0, d(x, x∗)].
But d(x, x∗) ≥ r
10
, we have
ρ
(
γx,x∗ (s)
)
= ρ(x) − s , ∀s ∈ [0, r
10
]
.(3.7)
Let t0 = ρ(p) − r160 , note 0 ≤ ρ(x) − t0 ≤ r10 for x ∈ B r160 (p), then from (3.7),
t0 = ρ(x) −
[
ρ(x) − t0
]
= ρ
(
γx,x∗
(
ρ(x) − t0
))
.
Now we have
ρ(x) − t0 ≤ d
(
x, ρ−1(t0)
) ≤ d(x, γx,x∗ (ρ(x) − t0)) = ρ(x) − t0.
By the above, for x ∈ B r
160
(p), we get
ρ(x) = t0 + d
(
x, ρ−1(t0)
)
.(3.8)
Similarly, let t1 = ρ˜(p) +
r
160
, for x ∈ B r
160
(p), we get
ρ˜(x) = t1 − d
(
x, ρ˜−1(t1)
)
.
For any x ∈ B r
320
(p), using L(ρ) ≤ 1, we have
d
(
x, ρ−1(t0)
)
= ρ(x) − t0 = ρ(x) − ρ(p) +
r
160
∈ [ r
320
,
3r
320
]
.
Step (3). Let ǫ2 = 2
11ǫ
1
n
1
, we will prove that
ρ(w) ≤ ρ˜(w) + ǫ2r , ∀w ∈ B 1
10
r(p)(3.9)
By contradiction, if there exists w ∈ B 1
10
r(p) such that
ρ˜(w) + 2θ1r ≤ ρ(w),
where θ1 = 2
10ǫ
1
n
1
≤ 1
20
. Let K = 1
2
[
ρ˜(w) + ρ(w)
]
, since
∣∣∣L(ρ)∣∣∣ ≤ 1, ∣∣∣L(ρ˜)∣∣∣ ≤ 1 and
ρ˜ ≤ ρ, also note Bθr(w) ⊂ B 1
5
r(p), we have
ρ˜(x) ≤ K ≤ ρ(x) , x ∈ Bθ1r(w).
Now we define
hˇ(x) =

ρ(x) , i f ρ(x) ≤ K
K , i f ρ˜(x) ≤ K ≤ ρ(x)
ρ˜(x) , i f K ≤ ρ˜(x),
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then
∣∣∣L(hˇ)∣∣∣ ≤ 1, also note hˇ = ρ˜ = ρ = h on ∂B 1
5 r
(p), from (3.6), we get
sup
∂B 1
5
r
(p)
|hˇ − b| = sup
∂B 1
5
r
(p)
|h − b| ≤ ǫ1r.
We define the Lipschitz function φ(x) : B 1
5
r(p) → R satisfying
0 ≤ φ(x) ≤ 1 and L(φ) ≤ (ǫ1r)−1,
also
φ(x) =
{
0 x ∈ ∂Br(p)
1 x ∈ B( 1
5
−ǫ1)r(p).
Now define b˜ = hˇ + (1 − φ)(b − hˇ), we have∣∣∣∣L[(1 − φ) · (b − hˇ)]∣∣∣∣ ≤ sup
B r
5
(p)
(1 − φ) ·
∣∣∣L (b − hˇ)∣∣∣ + sup
B r
5
(p)\B
( 1
5
−ǫ1)r
(p)
|b − hˇ| ·
∣∣∣L (1 − φ)∣∣∣
≤ [|∇b| + |L(hˇ)|] + [ sup
∂B r
5
(p)
|b − hˇ| + (ǫ1r) · sup
B r
5
(p)
|L (b − hˇ)|] · (ǫ1r)−1
≤ 3 + [ǫ1r + 3ǫ1r](ǫ1r)−1 = 7.
Let χE denote the characteristic function of a set E, then from above and the
Bishop-Gromov Comparison Theorem we get?
B r
5
(p)
|∇b˜|2 ≤
?
B r
5
(p)
(
|∇hˇ| +
∣∣∣∇[(1 − φ) · (b − hˇ)]∣∣∣)2 ≤ ?
B r
5
(p)
(
|∇hˇ| + 7χB r
5
\B
( 1
5
−ǫ1)r
)2
≤
?
B r
5
(p)
|∇hˇ|2 + 70
(
1 −
V
(
B( 1
5
−ǫ1)r(p)
)
V
(
B r
5
(p)
) ) ≤ ?
B r
5
(p)
|∇hˇ|2 + 70(1 − (1 − 5ǫ1)n)
≤ 350n · ǫ1 +
?
B r
5
(p)
|∇hˇ|2.
From the fact that b˜|∂B r
5
(p) = b|∂B r
5
(p) and b is harmonic, note the harmonic
function has the smallest energy, we have?
B r
5
(p)
|∇b|2 ≤
?
B r
5
(p)
|∇b˜|2 ≤ 350nǫ1 +
?
B r
5
(p)
|∇hˇ|2,
which implies?
B r
5
(p)
[
1 − |∇hˇ|2
]
≤ 350nǫ1 +
?
B r
5
(p)
[
1 − |∇b|2
]
≤ 350nǫ1 + 3 · 5nδ ≤ 400nǫ1.
In the last inequality above, we used (3.5).
On the other hand, note L (hˇ) = 0 on Bθ1r(w), we have
400nǫ1 ≥
?
B r
5
(p)
[
1 − |∇hˇ|2
]
≥ 1
V
(
B r
5
(p)
) ∫
Bθ1r(w)
[
1 − |∇hˇ|2
]
=
V
(
Bθ1r(w)
)
V
(
B r
5
(p)
) ≥ (10θ1
3
)n
,
which implies θ1 < 2
10ǫ
1
n
1
, it is the contradiction with the choice of θ1.
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Step (4). Note ρ˜(x) ≤ h(x) ≤ ρ(x) and (3.9), then we get∣∣∣h(x) − ρ(x)∣∣∣ ≤ ρ(x) − ρ˜(x) ≤ ǫ2r , ∀x ∈ B r
20
(p).(3.10)
From (3.6) and (3.10) we have
sup
B 1
20
r
(p)
|b − ρ| ≤ (211 + 1)ǫ
1
n
1
r ≤ 212ǫ
1
n
1
r.
From (3.5) and (3.6),?
B 1
20
r
(p)
∣∣∣∇(b − ρ)∣∣∣2
≤ 4n
?
B 1
5
r
(p)
∣∣∣∇(b − ρ)∣∣∣2 = 4n ?
B 1
5
r
(p)
|∇b|2 + |∇ρ|2 − 2〈∇b,∇ρ〉
≤ 4n
?
B 1
5
r
(p)
(|∇b|2 − 1) + (|∇ρ|2 − 1) + 2(1 − 〈∇b,∇h〉) + 2〈∇b,∇(h − ρ)〉
≤ 4n[3 · 5nδ + 0 + 2ǫ1 + 0] = 4n · (3ǫ1),
then ?
B 1
20
r
(p)
∣∣∣∇(b − ρ)∣∣∣ ≤ (?
B 1
20
r
(p)
∣∣∣∇(b − ρ)∣∣∣2) 12 ≤ 2n+1 √ǫ1.
If we choose ǫ1 ≤ 2−23nǫn and also 210ǫ
1
n
1
≤ 1
20
, then we obtain the conclusion.
From (3.5), we only need to choose δ ≤ 2−100n2ǫ2n2 . 
4. Segment inequality and measure of ‘good’ points
In the proofs of this section, when the context is clear, for simplicity, we use Br
instead of Br(p), similar for B4r etc.
Lemma 4.1 (Segment Inequality). Assume (Mn, g) is a complete Riemannian man-
ifold with Rc ≥ 0, then for any nonnegative function f defined on B2r(p) ⊂ Mn,∫
Br(p)×Br(p)
( ∫ d(y1 ,y2)
0
f
(
γy1,y2 (s)
)
ds
)
dy1dy2 ≤ 2n+1r · V
(
Br(p)
) · ∫
B2r(p)
f .
Proof: In the proof, we assume y1, y2 ∈ Br, and set
E(y1, y2) =
∫ d(y1,y2)
0
f
(
γy1 ,y2(s)
)
ds
E1(y1, y2) =
∫ d(y1 ,y2)
1
2
d(y1 ,y2)
f
(
γy1 ,y2(s)
)
ds , E2(y1, y2) =
∫ 1
2
d(y1,y2)
0
f
(
γy1 ,y2(s)
)
ds.
Then E = E1 + E2. Along any geodesic γ starting from y1, write the volume
element of Mn in geodesic polar coordinate as ds ∧ A(s). Then A(s) = J(θ, s)dθ,
from Bishop-Gromov Comparison Theorem,
A(s) ≤ ( s
u
)n−1A(u) ≤ 2n−1 · A(u) , ∀u ∈ [ s
2
, s].
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For y ∈ Br, v ∈ S yMn, we define
I(y, v) =
{
t ≥ 0| γ(t) ∈ Br, γ′(0) = v, γ|[0,t] is minimal
}
.
Then we have
sup
y∈Br,v∈S yMn
∣∣∣I(y, v)∣∣∣ ≤ 2r,(4.1)
where
∣∣∣I(y, v)∣∣∣ denotes the measure of I(y, v).
Assume γv1y1 is the geodesic starting from y1 with (γ
v1
y1 )
′(0) = v1, then for any
y1 ∈ Br, s ∈ I(y1, v1),
E1
(
y1, γ
v1
y1
(s)
)A(s) = A(s)∫ s
1
2
s
f
(
γv1y1 (u)
)
du ≤ 2n−1 ·
∫ s
1
2
s
f
(
γv1y1 (u)
)A(u)du
≤ 2n−1 ·
∫ T (y1 ,v1)
0
f
(
γv1y1 (t)
)A(t)dt,
where T (y1, v1) = max
t∈I(y1 ,v1)
t.
Thus from (4.1), for any y1 ∈ Br, v1 ∈ S y1Mn,∫
I(y1 ,v1)
E1
(
y1, γ
v1
y1
(s)
)A(s)ds ≤ 2nr · ∫ T (y1 ,v1)
0
f
(
γv1y1 (t)
)A(t)dt.(4.2)
Integrating (4.2) with respect to v1 over the unit tangent space S y1M
n, and note( ⋃
y1∈Br(p)
y2∈Br(p)
γy1 ,y2
)
⊂ B2r, where γy1,y2 is the minimal geodesic connecting y1 with y2 in
Mn, we have ∫
Br
E1(y1, y2)dy2 ≤ 2nr ·
∫
B2r
f , ∀y1 ∈ Br.(4.3)
And we integrate (4.3) with respect to y1 over Br,∫
Br×Br
∫ d(y1 ,y2)
1
2
d(y1 ,y2)
f
(
γy1,y2 (s)
)
ds =
∫
Br×Br
E1(y1, y2) ≤ 2nrV(Br) ·
∫
B2r
f .(4.4)
Similarly, we get∫
Br×Br
∫ 1
2
d(y1 ,y2)
0
f
(
γy1 ,y2(s)
)
ds =
∫
Br×Br
E2(y1, y2) ≤ 2nrV(Br) ·
∫
B2r
f .(4.5)
Take the sum of (4.4) and (4.5), the conclusion follows. 
For x ∈ B2r(p) ⊂ Mn and a closed subset X ⊆ Mn, we define
ρ(x) = d
(
x,X
)
+ t0 , ρˆ(x) = d
(
x,X
)
,
where t0 ∈ R is some constant, we defineP(x) ∈ X by d
(
x,X
)
= d
(
x,P(x)
)
(if there
are two points y1, y2 satisfying d
(
x,X
)
= d(x, y1) = d(x, y2), then define P(x) = y1
or y2 freely). We assume
0 < r ≤ ρˆ(x) ≤ 3r , ∀x ∈ Br(p).(4.6)
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For 0 < η < 1
2
, we have
∣∣∣ ρˆ(y)−ρˆ(x)
ρˆ(x)−ηr
∣∣∣ ≤ 4. And we also define
Gρ(x) =
(
ρˆ(x),P(x)
)
: Br(p) → R × X.
For x, y ∈ Br(p), define
σx(s) = γP(x),x(s + ηr) , σ˜y(s) = σy
( ρˆ(y) − ηr
ρˆ(x) − ηr s
)
= γP(y),y
( ρˆ(y) − ηr
ρˆ(x) − ηr s + ηr
)
τs = γσx(s),σ˜y(s) , ls = d
(
σx(s), σ˜y(s)
)
.
Definition 4.2. For 0 < η < 1
2
, we define
Q
r,ρ
η,b
=
{
x ∈ Br(p) :
∫ ρˆ(x)−ηr
0
|∇b − ∇ρ|(σx(s))ds ≤ ηr}
T
r,ρ
η,b
=
{
x ∈ Br(p) :
?
Br(p)
dy
( ∫ ρˆ(x)−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|)ds) ≤ ηr} ,
T
r,ρ
η,b
(x) =
{
y ∈ Br(p) :
∫ ρˆ(x)−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|)ds ≤ √ηr} , ∀x ∈ T r,ρ
η,b
.
For non-negative function f defined on Br(p), we define
Q
r,ρ
η, f
:=
{
x ∈ Br(p) :
∫ ρˆ(x)−ηr
0
f
(
σx(s)
)
ds ≤ ηr
}
.
Lemma 4.3. Assume (4.6), then for any non-negative function f satisfying
>
B4r(p)
f ≤
δ, we have
V(Q
r,ρ
η, f
)
V
(
Br(p)
) ≥ 1 − 3nη−nδ.
Proof: Firstly we have∫
Br\Qr,ρη, f
dx
∫ ρˆ(x)−ηr
0
f
(
σx(s)
)
ds ≥ ηr · V(Br\Qr,ρη, f ).
Assume θs(x) is the gradient flow of ρ(·) starting from P(x) at time s+ ηr, using
Co-Area formula and Bishop-Gromov volume comparison theorem,∫
Br\Qr,ρη, f
dx
∫ ρˆ(x)−ηr
0
f
(
σx(s)
)
ds ≤
∫
Br
dx
∫ ρˆ(x)−ηr
0
f
(
σx(s)
)
ds
=
∫ 3r
r
dt
∫
ρˆ−1(t)∩Br
dx
∫ t−ηr
0
f
(
θs(x)
)
ds =
∫ 3r
r
dt
∫ t−ηr
0
ds
∫
ρˆ−1(t)∩Br
f
(
θs(x)
)
dx
≤ (3r
ηr
)n−1 ∫ 3r
r
dt
∫ t−ηr
0
ds
∫
θs
(
ρˆ−1(t)∩Br
) f (x˜)dx˜ ≤ (3
η
)n−1 ∫ 3r
r
dt
∫
B4r
f
(
x˜
)
dx˜
≤ (3
η
)n−1 · 2r · ?
B4r
f · V(B4r) ≤ 3nη1−nδr · V(Br).
From the above, we obtain
V(Q
r,ρ
η, f
)
V
(
Br
) ≥ 1 − 3nη−nδ. 
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Lemma 4.4. Assume (4.6), b is harmonic function on B16r(p) satisfying supB16r(p) |∇b| ≤
2 and
>
B16r(p)
|∇b − ∇ρ| ≤ δ. Then we have
V(Q
r,ρ
η,b
)
V
(
Br(p)
) ≥ 1 − (12η−1)nδ and V(T r,ρη,b)
V
(
Br(p)
) ≥ 1 − n20nη−n √δ ,
V
(
T
r,ρ
η,b
(x)
)
V
(
Br(p)
) ≥ 1 − √η , ∀x ∈ T r,ρη,b.
Proof: From the assumption and Bishop-Gromov Comparison Theorem,
?
B4r
|∇b − ∇ρ| ≤ V
(
B16r
)
V
(
B4r
) ?
B16r
|∇b − ∇ρ| ≤ 4nδ.
From the above inequality, apply Lemma 4.3 to |∇b−∇ρ|, we get the first inequality
of the conclusion. To prove the 3rd inequality of the conclusion, we note
∫
Br\T r,ρη,b(x)
dy
∫ ρˆ(x)−ηr
0
( ∫
γσx (s),σ˜y(s)
|∇2b|
)
ds ≥ √ηrV(Br\T r,ρη,b(x)).
On the other hand, note x ∈ T r,ρ
η,b
, we have
∫
Br\T r,ρη,b(x)
dy
∫ ρˆ(x)−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|
)
ds ≤ V(Br)?
Br
dy
∫ ρˆ(x)−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|
)
ds
≤ V(Br) · ηr.
Hence we obtain
V
(
T
r,ρ
η,b
(x)
)
V
(
Br
) ≥ 1− √η. Finally we prove the 2nd inequality. From
assumption and Lemma 2.4, we get
?
B8r
|∇2b| ≤ 3 · 10
8n5(16r)−1
2−
3n
2 · 2−4
·
(?
B16r
∣∣∣|∇b| − 1∣∣∣) 12
≤ n14nr−1
(?
B16r
|∇b − ∇ρ|
) 1
2 ≤ n14nr−1
√
δ.(4.7)
Note we have
∫
Br\T r,ρη,b
dx
?
Br
dy
∫ ρˆ(x)−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|
)
ds ≥ ηr · V(Br\T r,ρη,b).
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On the other hand, from Lemma 4.1, we have∫
Br\T r,ρη,b
dx
?
Br
dy
∫ ρˆ(x)−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|
)
ds
≤ 1
V
(
Br
) ∫
Br×Br
dxdy
∫ ρˆ(x)−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|
)
ds
≤ 1
V
(
Br
) ∫ 3r
r
dt1
∫ 3r
r
dt2
∫
(
ρˆ−1(t1)∩Br
)
×
(
ρˆ−1(t2)∩Br
) dxdy
∫ t1−ηr
0
( ∫
γσx(s),σ˜y(s)
|∇2b|
)
ds
≤ (3η
−1)n−1
V
(
Br
) ∫ 3r
r
dt1
∫ 3r
r
dt2
∫ t1−ηr
0
( ∫
θs
(
ρˆ−1(t1)∩Br
)
×θ t2−ηr
t1−ηr ·s
(
ρˆ−1(t2)∩Br
) dx˜dy˜(
∫
γx˜,y˜
|∇2b|
))
ds
≤ (3η
−1)n−1
V
(
Br
) ∫ 3r
r
dt1
∫ t1−ηr
0
ds
∫
θs
(
ρˆ−1(t1)∩Br
)
×B4r
dx˜dy˜
( ∫
γx˜,y˜
|∇2b|
)
≤ 2(3η
−1)n−1r
V
(
Br
) ∫
B4r×B4r
dx˜dy˜
( ∫
γx˜,y˜
|∇2b|
)
≤ 2(3η
−1)n−1r
V
(
Br
) 2n+1 · (4r) · V(B4r)
∫
B8r
|∇2b|
≤ 26n+4(3η−1)n−1r2 · V(Br)
?
B8r
|∇2b|
≤ n20nη1−nr
√
δ · V(Br).
We used (4.7) in the last inequality above.
From above, we get
V(T
r,ρ
η,b
)
V
(
Br
) ≥ 1 − n20nη−n √δ.

For x, y ∈ Br(p), for each bi from Theorem 2.13 and the corresponding ρi,Pi,
we define
σx,i(s) = γPi(x),x(s + ηr) , i = 1, · · · , k.
Definition 4.5. For 0 < η < 1
2
c1, we define
Q
r,ρi,ρ j
η,bi
=
{
x ∈ Br(p) :
∫ ρˆ j(x)−ηr
0
∣∣∣∇(ρi − bi)∣∣∣(σx, j(s))ds ≤ ηr}
P
r,ρ j
η,bk,bl
=
{
x ∈ Br(p) :
∫ ρˆ j(x)−ηr
0
∣∣∣〈∇bk,∇bl〉∣∣∣(σx, j(s))ds ≤ ηr}.
Lemma 4.6. Assume 0 < r ≤ ρˆ j(x) ≤ 3r for any x ∈ Br(p), if?
B4r(p)
∣∣∣〈∇bk,∇bl〉∣∣∣ ≤ δ and
?
B4r(p)
∣∣∣∇(bi − ρi)∣∣∣ ≤ δ,
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then we have
V(Q
r,ρi,ρ j
η,bi
)
V
(
Br(p)
) ≥ 1 − (3η−1)nδ and V(P
r,ρ j
η,bk,bl
)
V
(
Br(p)
) ≥ 1 − (3η−1)nδ.
Proof: Apply Lemma 4.3 to
∣∣∣∇(bi−ρi)∣∣∣ and ∣∣∣∣〈∇bk,∇bl〉∣∣∣∣ respectively, we get our
conclusion. 
5. Quantitative almost splitting theorem
The main results of this section were sort of implied in Cheeger-Colding’s work
(see [CC96] and [CC97]), however we will not follow their argument there. In-
stead, we adapt the argument of Colding-Naber in [CN12] to prove the main result
of this section. Although our argument has close relationship with [CC96] and
[CC97], the main difference is that the angle between two segments is not involved
into our argument, and the first variation formula is applied to the case of both end
points are moving.
Lemma 5.1. For any 0 < η < 1
2
, assume (4.6), b is harmonic function on B16r(p)
satisfying supBr(p) |∇b| ≤ 2 and supBr(p) |b − ρ| ≤ ηr. Then for any x ∈ T
r,ρ
η,b
∩ Qr,ρ
η,b
,
y ∈ T r,ρ
η,b
(x) ∩ Qr,ρ
η,b
, we have
∣∣∣∣d(x, y) − d(Gρ(x),Gρ(y))∣∣∣∣ ≤ 5000η 18 · r.
Proof: Using the first variation formula for arc length, and note
σ′x = ∇ρ , and σ˜′y =
ρˆ(y) − ηr
ρˆ(x) − ηr · ∇ρ,
lt − l0 = d
(
σx(t), σ˜y(t)
) − d(σx(0), σ˜y(0))
=
∫ t
0
〈σ˜′y, τ′s〉
(
τs(ls)
) − 〈σ′x, τ′s〉(τs(0))
=
∫ t
0
〈σ˜′y − ∇b, τ′s〉
(
τs(ls)
) − 〈σ′x − ∇b, τ′s〉(τs(0))
+
∫ t
0
〈∇b, τ′s〉
(
τs(ls)
) − 〈∇b, τ′s〉(τs(0))ds
=
∫ t
0
〈 ρˆ(y) − ηr
ρˆ(x) − ηr∇ρ − ∇b, τ
′
s
〉(
τs(ls)
) − 〈∇(ρ − b), τ′s〉(τs(0))
+
∫ t
0
∫ ls
0
∇2b(τ′s, τ′s)
(
τs(v)
)
dvds.(5.1)
Step (1). If
l0 ≤ 40η
1
8 r,(5.2)
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From (5.1) and x, y ∈ Qr,ρ
η,b
, we have
d(x, y) − l0 = lρˆ(x)−ηr − l0
≤
∣∣∣∣ ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
∣∣∣∣ · ∫ ρˆ(x)−ηr
0
〈
∇ρ, τ′s
〉(
τs(ls)
)
ds
+
∫ ρˆ(x)−ηr
0
∣∣∣∇(ρ − b)∣∣∣(σ˜y(s)) + ∣∣∣∇(ρ − b)∣∣∣(σx(s))ds
+
∫ ρˆ(x)−ηr
0
∫ ls
0
∣∣∣∇2b∣∣∣(τs(v))dvds
≤
∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ + ρˆ(x) − ηr
ρˆ(y) − ηr
∫ ρˆ(y)−ηr
0
|∇b − ∇ρ|(σy(s))ds
+
∫ ρˆ(x)−ηr
0
|∇b − ∇ρ|(σx(s))ds + √ηr
≤
∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ + 8√ηr.
Hence
d(x, y) −
∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ ≤ l0 + 8√ηr.(5.3)
Note d(x, y) ≥
∣∣∣ρˆ(y)−ρˆ(x)∣∣∣, by d(Gρ(x),Gρ(y)) = √d(P(x),P(y))2 + ∣∣∣ρˆ(y) − ρˆ(x)∣∣∣2,
(5.2) and (5.3), we have∣∣∣∣d(x, y) − d(Gρ(x),Gρ(y))∣∣∣∣
≤
∣∣∣∣d(x, y) − ∣∣∣ρˆ(y) − ρˆ(x)∣∣∣∣∣∣∣ + ∣∣∣∣∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ − d(Gρ(x),Gρ(y))∣∣∣∣
≤ d(x, y) −
∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ + d(P(x),P(y))
≤ l0 + 8
√
ηr + l0 + 2
√
ηr ≤ 90η 18 r.
Step (2). In the rest of the proof, we assume that
l0 > 40η
1
8 r.(5.4)
From (5.1) and x, y ∈ Qr,ρ
η,b
, for t ∈ [0, ρˆ(x) − ηr], we get
∣∣∣∣lt − l0 − ( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)
·
∫ t
0
〈∇b, τ′s〉
(
τs(ls)
)∣∣∣∣
≤
∫ t
0
∣∣∣∇(ρ − b)∣∣∣(σx(s)) + ρˆ(y) − ηr
ρˆ(x) − ηr
∣∣∣∇(ρ − b)∣∣∣(σ˜y(s))
+
∫ t
0
∫ ls
0
∣∣∣∇2b∣∣∣(τs(v))dvds
≤
∫ t
0
|∇b − ∇ρ|(σx(s)) + ∫
ρˆ(y)−ηr
ρˆ(x)−ηr t
0
|∇b − ∇ρ|(σy(s))ds + √ηr
≤ 3√ηr.(5.5)
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Now we estimate 〈∇b, τ′s〉
(
τs(ls)
)
. For any 0 ≤ t1 ≤ ls, we have
(b ◦ τs)′(ls) ≤ (b ◦ τs)′(t1) +
∫ ls
0
∣∣∣(b ◦ τs)′′(t)∣∣∣dt,
Take the integral of the above inequality from 0 to ls with respect to t1, we get
ls · (b ◦ τs)′(ls) ≤
[
(b ◦ τs)(ls) − (b ◦ τs)(0)
]
+ ls ·
∫ ls
0
|∇2b|(τs(t))dt
≤ 2ηr + [(ρ ◦ τs)(ls) − (ρ ◦ τs)(0)] + ls ·
∫ ls
0
|∇2b|(τs(t))dt
= 2ηr +
( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)
· s + ls ·
∫ ls
0
|∇2b|(τs(t))dt.
In the second inequality above we used the assumption supBr(p) |b − ρ| ≤ ηr. Then
(b ◦ τs)′(ls) ≤
s
ls
·
( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)
+
2ηr
ls
+
∫ ls
0
|∇2b|(τs(t))dt.(5.6)
Similarly, we can also have
(b ◦ τs)′(ls) ≥ s
ls
·
( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)
− 2ηr
ls
−
∫ ls
0
|∇2b|(τs(t))dt.(5.7)
Hence we have∣∣∣∣(b ◦ τs)′(ls) − s
ls
·
( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)∣∣∣∣ ≤ 2ηr
ls
+
∫ ls
0
|∇2b|(τs(t))dt.(5.8)
Step (3). We will show the uniform lower bound of lt when t ∈
[
0, ρˆ(x) − ηr].
There are two cases to be discussed.
(3.A) If
∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ ≤ 1
4
l0. From (5.5) and |∇b| ≤ 2,
lt − l0 ≥
( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)
·
∫ t
0
〈∇b, τ′s〉
(
τs(ls)
)
ds − 3√ηr
≥ −2
∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ − 3√ηr ≥ −1
2
l0 − 3√ηr.
From (5.4), we get
lt ≥ 1
2
l0 − 3√ηr ≥ η
1
4 r.
(3.B) If
∣∣∣ρˆ(y) − ρˆ(x)∣∣∣ > 1
4
l0. Let
(
ρˆ(y)−ρˆ(x)
ρˆ(x)−ηr
)2
= α1, from (5.6), (5.7) and (5.5), we
can get
lt − l0 ≥
( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)
·
∫ t
0
〈∇b, τ′s〉
(
τs(ls)
)
ds − 3√ηr
≥ α1
∫ t
0
s
ls
ds − √α1 ·
∫ t
0
(2ηr
ls
+
∫ ls
0
|∇2b|(τs(t))dt)ds − 3√ηr
≥ −√α1 · 2ηr
∫ 2ηr√
α1
0
1
ls
ds − 16
∫ ρˆ(x)−ηr
0
∫ ls
0
|∇2b|(τs(t))dtds − 3√ηr.(5.9)
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Note for any 0 ≤ s ≤ 2ηr√
α1
, using
√
α1 ≥ 2−2 · l0ρˆ(x)−ηr ≥ l012r and (5.4), we
have
ls ≥ l0 − s − ρˆ(y) − ηr
ρˆ(x) − ηr s ≥ l0 −
(
1 +
3r − ηr
r − ηr
) 2ηr√
α1
≥ l0 − 7 · 2ηr · 12r
l0
≥ l0 −
200ηr2
l0
≥ √ηr.(5.10)
From (5.9) and (5.10), we get
lt − l0 ≥ −
√
α1 · 2ηr · 2ηr√
α1
· 1√
ηr
− 19√ηr ≥ −25√ηr.
Then by (5.4) again,
lt ≥ l0 − 25√ηr ≥ η
1
4 r.
From above two cases, we always have
lt ≥ η
1
4 r , ∀t ∈ [0, ρˆ(x) − ηr].(5.11)
Step (4). From (5.8), (5.11) and η ≥ δ, we obtain∣∣∣∣( ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
)
·
∫ t
0
〈∇b, τ′s〉
(
τs(ls)
) − α1
∫ t
0
s
ls
ds
∣∣∣∣
≤
∣∣∣∣ ρˆ(y) − ρˆ(x)
ρˆ(x) − ηr
∣∣∣∣ ∫ t
0
(2ηr
ls
+
∫ ls
0
|∇2b|(τs(t))dt)ds
≤ 3r · 8η
η
1
4
+ 4
∫ ρˆ(x)−ηr
0
∫ ls
0
|∇2b|(τs(t))dtds ≤ 28√ηr.(5.12)
From (5.5) and (5.12), we get∣∣∣∣lt − l0 − α1 ∫ t
0
s
ls
ds
∣∣∣∣ ≤ 31√ηr.
Define L(t) =
∫ t
0
s
ls
ds, then lt =
t
L′(t) and we have∣∣∣∣ t
L′(t)
− α1L(t) − l0
∣∣∣∣ ≤ 31√ηr.(5.13)
On the other hand, let f (s) =
√
α1s2 + l
2
0
, and define
F(t) =
∫ t
0
s
f (s)
ds.
Then it is easy to get
t
F(t)′
− α1F(t) − l0 = 0.(5.14)
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From (5.13) and (5.14), we obtain
∣∣∣∣[(1
2
α1L
2 + l0L
) − (1
2
α1F
2 + l0F
)]′∣∣∣∣ ≤ ∣∣∣31√ηr · L′∣∣∣ = ∣∣∣31√ηr · t
lt
∣∣∣
≤
∣∣∣31√ηr · 3r
η
1
4 r
∣∣∣ ≤ 100η 14 r.
Take the integral of the above inequality, also note L(0) = F(0) = 0 and 0 ≤ t ≤
ρˆ(x) − ηr ≤ 3r, we have
∣∣∣∣(1
2
α1L(t)
2 + l0L(t)
)
−
(1
2
α1F(t)
2 + l0F(t)
)∣∣∣∣ ≤ 300η 14 r2.
Simplify the above inequality, note L(t) ≥ 0 and F(t) ≥ 0, using l0 ≥ η 18 r,
∣∣∣L(t) − F(t)∣∣∣ ≤ l−10 ∣∣∣∣(12α1L(t)2 + l0L(t)
)
−
(1
2
α1F(t)
2 + l0F(t)
)∣∣∣∣
≤ 300η 18 r.(5.15)
From (5.13), (5.14) and (5.15), we have
∣∣∣lt − f (t)∣∣∣ = ∣∣∣∣ t
L′(t)
− t
F(t)′
∣∣∣∣ ≤ α1 · 300η 18 r + 31√ηr ≤ 4831η 18 r.(5.16)
Let t = ρˆ(x) − ηr in (5.16), note
∣∣∣∣l0 − d(P(x),P(y))∣∣∣∣ ≤ 2ηr and lρˆ(x)−ηr = d(x, y),
∣∣∣∣d(x, y) − d(Gρ(x),Gρ(y))∣∣∣∣
≤
∣∣∣ f (ρˆ(x) − ηr) − lρˆ(x)−ηr ∣∣∣ + ∣∣∣∣d(Gρ(x),Gρ(y)) − f (ρˆ(x) − ηr)∣∣∣∣
≤ 4831η 18 r +
∣∣∣∣ √d(P(x),P(y))2 + (ρˆ(y) − ρˆ(x))2 − √l20 + (ρˆ(y) − ρˆ(x))2∣∣∣∣
≤ 4831η 18 r + 2ηr ≤ 5000η 18 r.

Corollary 5.2. For any η ∈ (0, 1), assume (4.6) and
sup
B16r(p)
|∇b| ≤ 2 , sup
Br(p)
|b − ρ| ≤ ηr
?
B16r(p)
|∇b − ∇ρ| ≤ 2−nη3n,
then there exists δ1 = n
21η
1
2n such that sup
x,y∈T r,ρ
η,b
∩Qr,ρ
η,b
∩B(1−δ1)r(p)
∣∣∣∣d(x, y)−d(Gρ(x),Gρ(y))∣∣∣∣ ≤
n22η
1
3n r.
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Proof: From Lemma 4.4, for any x, y ∈ T r,ρ
η,b
∩ Qr,ρ
η,b
∩ B(1−δ1)r(p), we have
V
(
Br(p)\
(
T
r,ρ
η,b
∩ Qr,ρ
η,b
∩ T r,ρ
η,b
(x) ∩ T r,ρ
η,b
(y)
))
= V
((
Br(p)\T r,ρη,b
) ∪ (Br(p)\Qr,ρη,b) ∪ (Br(p)\T r,ρη,b(x)) ∪ (Br(p)\T r,ρη,b(y)))
≤ V(Br(p)\T r,ρη,b) + V(Br(p)\Qr,ρη,b) + V(Br(p)\T r,ρη,b(x)) + V(Br(p)\T r,ρη,b(y))
≤ 2(n20nη−n√2−nη3n + √η)V(Br(p)) ≤ n20nη 12V(Br(p)).
We claim that T
r,ρ
η,b
∩ Qr,ρ
η,b
∩ T r,ρ
η,b
(x) ∩ T r,ρ
η,b
(y) ∩ Bδ1r(x) , ∅, otherwise
Bδ1r(x) ⊂ Br(p)\
(
T
r,ρ
η,b
∩ Qr,ρ
η,b
∩ T r,ρ
η,b
(x) ∩ T r,ρ
η,b
(y)
)
,
which implies
V
(
Bδ1r(x)
)
V
(
Br(p)
) ≤ V
(
Br(p)\
(
T
r,ρ
η,b
∩ Qr,ρ
η,b
∩ T r,ρ
η,b
(x) ∩ T r,ρ
η,b
(y)
))
V
(
Br(p)
) ≤ n20nη 12 .(5.17)
On the other hand, from Bishop-Gromov Comparison Theorem and Br(p) ⊂ B2r(x),
using the definition of δ1, we have
V
(
Bδ1r(x)
)
V
(
Br(p)
) ≥ V(Bδ1r(x))
V
(
B2r(x)
) ≥ (δ1
2
)n
> n20nη
1
2 ,
which is the contradiction. Hence we can find
z ∈ T r,ρ
η,b
∩ Qr,ρ
η,b
∩ T r,ρ
η,b
(x) ∩ T r,ρ
η,b
(y) ∩ Bδ1r(x).
Now apply Lemma 5.1 to y, z and x, z respectively, then we have
∣∣∣∣d(x, y) − d(Gρ(x),Gρ(y))∣∣∣∣ ≤ ∣∣∣d(x, y) − d(z, y)∣∣∣ + ∣∣∣∣d(z, y) − d(Gρ(z),Gρ(y))∣∣∣∣
+
∣∣∣∣d(Gρ(z),Gρ(y)) − d(Gρ(x),Gρ(y))∣∣∣∣
≤ d(x, z) + 5000η 18 r + d(Gρ(x),Gρ(z))
≤ 104η 18 r + 2d(x, z) ≤ 104η 18 r + 2δ1r
≤ n22η 13n r.

Proof: [of Theorem 2.13] Step (1). We firstly deal with the case k = 1. From
Proposition 3.4, there exists δ ≤ 2−100n2ǫ2n2
1
, where ǫ1 > 0 is a constant to be
determined later, such that if (2.43) holds for δ, we can find two functions ρ1, ρ˜1
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satisfying the following
ρ1(x) = ρˆ1(x) + t0 = d
(
x, ρ−1(t0)
)
+ t0 , ρ˜1(x) = t1 − d
(
x, ρ˜−1(t1)
)
(5.18)
r
320
≤ ρˆ1(x) ≤ 3r
320
, ∀x ∈ B r
320
(p)(5.19)
sup
B 1
20
r
(p)
∣∣∣b1 − ρ1∣∣∣ ≤ ǫ1 · r and
?
B 1
20
r
(p)
∣∣∣∇(b1 − ρ1)∣∣∣ ≤ ǫ1(5.20)
ρ1(x) ≤ ρ˜1(x) +
ǫ1r
2
, ∀ x ∈ B r
10
(p).(5.21)
From (5.19), (2.43) and (5.20), for η ∈ (0, 1) to be determined later, if we assume
ǫ1 ≤ 2−nη3n,(5.22)
apply Corollary 5.2, there exist δ1 = n
21η
1
2n such that
sup
x,y∈T
r
320
,ρ1
η,b1
∩Q
r
320
,ρ1
η,b1
∩B (1−δ1)r
320
(p)
∣∣∣∣d(x, y) − d(Gρ1(x),Gρ1 (y))∣∣∣∣ ≤ n22320η 13n r.(5.23)
Now choose a maximal collection of disjoint balls with radius δ1r
320
centered at
B (1−δ1)r
320
(p), denoted as
{
B δ1r
320
(xi)
}m
i=1
, then
B r
320
(p) ⊂
m⋃
i=1
B 3δ1r
320
(xi) and
m⋃
i=1
B δ1r
320
(xi) ⊂ B r
320
(p).(5.24)
From Lemma 4.4, (5.19), (5.22) and (5.20), we have
V
(
B r
320
(p)\(T
r
320
,ρ1
η,b1
∩ Q
r
320
,ρ1
η,b1
)
)
V
(
B r
320
(p)
) ≤ V
(
B r
320
(p)\T
r
320
,ρ1
η,b1
)
V
(
B r
320
(p)
) + V
(
B r
320
(p)\Q
r
320
,ρ1
η,b1
)
V
(
B r
320
(p)
)
≤ (12η−1)nǫ1 + n20η−n
√
ǫ1 ≤ n20nη
n
2 .(5.25)
On the other hand, from Bishop-Gromov Comparison Theorem and (5.24),
V
(
B δ1r
320
(xi)
)
V
(
B r
320
(p)
) ≥ V
(
B δ1r
320
(xi)
)
V
(
B 2r
320
(xi)
) ≥ (δ1
2
)n
> n20nη
n
2 .(5.26)
From (5.25) and (5.26), we get V
(
B δ1r
320
(xi)
)
> V
(
B r
320
(p)\(T
r
320
,ρ1
η,b1
∩ Q
r
320
,ρ1
η,b1
)
)
. So
there exists yi such that yi ∈ B δ1r
320
(xi) ∩ T
r
320
,ρ1
η,b1
∩ Q
r
320
,ρ1
η,b1
, combining (5.24) yields
B r
320
(p) ⊂
m⋃
i=1
B δ1r
80
(yi).(5.27)
Now we define Y = {y1, · · · , ym} ∩ B r
1280
−n22η 13n r(p) and X1 =
⋃
yi∈Y
P1(yi) ⊂ Xb1 ,
which is a metric space with distance function d inherited from the metric g of the
Riemannian manifold Mn.
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Step (2). For any x ∈ B r
1280
(p), we define
g1(x) =
(
ρˆ1
(
n1(x)
) − ρˆ1(n1(p)),P1(n1(x))) : B r
1280
(p) → B r
1280
(0, pˆ) ⊂ R × X1,
where pˆ = P1
(
n1(p)
)
and
n1(x) ∈ Dx :=
{
yi ∈ Y|d(yi, x) = min
y∈Y
d(y, x)
}
.(5.28)
IfDx contains more than one elements, we choose n1(x) from it freely.
If x = yi for some i, then n1(x) = x. If x , yi for any i, then there is x˜ such that
d(x˜, x) <
δ1r
80
+ n22η
1
3n r and d(x˜, p) <
r
1280
− δ1r
80
− n22η 13n r.
From (5.27), there exists yi such that x˜ ∈ B δ1r
80
(yi), then d(yi, x) <
δ1r
40
and
d(yi, p) ≤ d(yi, x˜) + d(x˜, p) < r
1280
− n22η 13n r,
which implies yi ∈ Y. From the definition of n1(x),
d
(
n1(x), x
) ≤ d(x, yi) < δ1r
40
.(5.29)
From the definition of g1 and (5.23), we have
d
(
g1(x), g1(p)
)
= d
(
Gρ1
(
n1(x)
)
,Gρ1
(
n1(p)
)) ≤ d(n1(x), n1(p)) + n22
160
η
1
3n r
≤ d(n1(x), p) + d(n1(p), p) + n22
160
η
1
3n r
≤ r
1280
− n22η 13n r + δ1r
40
+
n22
160
η
1
3n r
<
r
1280
,
which implies that g1
(
B r
1280
(p)
) ⊂ B r
1280
(0, pˆ).
Now for any x1, x2 ∈ B r
1280
(p), from (5.23) and (5.29), we have∣∣∣∣d(g1(x1), g1(x2)) − d(x1, x2)∣∣∣∣
=
∣∣∣∣d(Gρ1 ◦ n1(x1),Gρ1 ◦ n1(x2)) − d(x1, x2)∣∣∣∣
≤
∣∣∣∣d(Gρ1 ◦ n1(x1),Gρ1 ◦ n1(x2)) − d(n1(x1), n1(x2))∣∣∣∣ + δ1r20
≤ n
22
160
η
1
3n r +
δ1r
20
≤ n22η 13n r.(5.30)
Now to show that g1 : B 1
1280
r(p) → B 1
1280
r(0, pˆ) is an pointed (
ǫr
3
)-Gromov-
Hausdorff approximation, we only need to show that
B r
1280
(0, pˆ) ⊂ U ǫr
3
(
g1
(
B r
1280
(p)
))
.(5.31)
Step (3). For any (t, xˆ) ∈ B r
1280
(0, pˆ) ⊂ R × X1, there is yi ∈ Y such that
xˆ = P1(yi).
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If t + ρˆ1
(
n1(p)
)
> ρˆ1(yi), then
t + ρˆ1
(
n1(p)
) − ρˆ1(yi) ≤ r
1280
+ 2 · r
320
<
r
80
.(5.32)
For t1 = ρ˜1(p) +
r
20
, note
ρ˜1(yi) ≤ ρ˜1(p) + d(yi, p) < ρ˜1(p) + r
1280
< t1 −
(
t − ρˆ1
(
n1(p)
) − ρˆ1(yi)).
There is y˜ ∈ ρ˜−1
1
(t1) such that d
(
yi, ρ˜
−1
1
(t1)
)
= d(yi, y˜). Define
z = γyi,y˜
(
t + ρˆ1
(
n1(p)
) − ρˆ1(yi)),
then
d(z, yi) = t + ρˆ1
(
n1(p)
) − ρˆ1(yi).(5.33)
And from (5.18), we have
ρ˜1(z) = ρ˜1(yi) + t + ρˆ1
(
n1(p)
) − ρˆ1(yi).(5.34)
Using (5.34) and (5.21), we get∣∣∣ρˆ1(z) − ρˆ1(n1(p)) − t∣∣∣ = ∣∣∣ρ1(z) − t0 − ρˆ1(n1(p)) − t∣∣∣ ≤ ∣∣∣ρ˜1(z) − t0 − ρˆ1(n1(p)) − t∣∣∣ + ǫ1r
=
∣∣∣ρ˜1(yi) − ρˆ1(yi) − t0∣∣∣ + ǫ1r ≤ ∣∣∣ρ1(yi) − ρˆ1(yi) − t0∣∣∣ + 2ǫ1r = 2ǫ1r.(5.35)
Note
d(z, p) ≤ d(p, yi) + d(yi, z) ≤
r
1280
+
(
t + ρˆ1
(
n1(p)
) − ρˆ1(yi))
<
r
1280
+
( r
1280
+
r
1280
) ≤ r
320
.
From (5.27), there is yi1 such that d(z, yi1 ) <
δ1
80
r, using (5.35) and (5.33),
d
(
P1(yi1 ), xˆ
)
=
√
d
(
Gρ1(yi1 ),Gρ1(yi)
)2 − ∣∣∣ρˆ1(yi1 ) − ρˆ1(yi)∣∣∣2
≤
√
d(yi1 , yi)
2 −
∣∣∣ρˆ1(z) − ρˆ1(yi)∣∣∣2 + n22
160
η
1
3n r +
δ1
80
r
≤
√
d(z, yi)2 −
∣∣∣t + ρˆ1(n1(p)) − ρˆ1(yi)∣∣∣2 + n22η 13n r = n22η 13n r.(5.36)
Using (5.29), (5.23), (5.35) and (5.36), we have
d(z, p) ≤ d(yi1 , n1(p)) + δ1r20 ≤ d
(
Gρ1 (yi1 ),Gρ1
(
n1(p)
))
+
δ1r
20
+
n22
160
η
1
3n r
≤
√∣∣∣ρˆ1(yi1 ) − ρˆ1(n1(p))∣∣∣2 + d(P1(yi1 ), pˆ)2 + δ1r20 + n
22
160
η
1
3n r
≤
√∣∣∣ρˆ1(z) − ρˆ1(n1(p))∣∣∣2 + d(xˆ, pˆ)2 + δ1r
10
+ 2 · n22η 13n r
≤
√
t2 + d
(
xˆ, pˆ
)2
+ n23η
1
3n r
<
r
1280
+ n23η
1
3n r.(5.37)
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Hence we can find y such that
d(z, y) ≤ n23η 13n r + δ1r and d(y, p) < r
1280
− δ1r.
From (5.27), there is yi2 such that y ∈ B δ1r
80
(yi2 ), then yi2 ∈ B r1280 (p) and
d(z, yi2 ) < n
23η
1
3n r + δ1r +
δ1r
80
≤ n24η 13n r.
Now using (5.35), similar as (5.36), we get
d
(
g1(yi2 ), (t, xˆ)
)
= d
(
Gρ1(yi2 ), (t + ρˆ1
(
n1(p)
)
, xˆ)
)
≤
∣∣∣ρˆ1(yi2 ) − t − ρˆ1(n1(p))∣∣∣ + d(P1(yi2 ), xˆ)
≤
∣∣∣ρˆ1(z) − t − ρˆ1(n1(p))∣∣∣ + 2 · n24η 13n r ≤ n25η 13n r.(5.38)
If t+ ρˆ1
(
n1(p)
) ≤ ρˆ1(yi), we get Gρ1(γP1(yi),yi(t+ ρˆ1 ◦n1(p))) = (t+ ρˆ1(n1(p)), xˆ),
let z0 = γP1(yi),yi(t + ρˆ1
(
n1(p)
)
), then
d(z0, yi) = ρˆ1(z0) − ρˆ1(yi) = t + ρˆ1
(
n1(p)
)
(5.39)
d(z0, p) ≤ d(p, yi) + d(yi, z0) < r
320
.
Now using (5.29) and (5.39), we have
d
(
P1 ◦ n1(z0), xˆ
)
=
√
d
(
Gρ1 ◦ n1(z0),Gρ1(yi)
)2 − ∣∣∣ρˆ1 ◦ n1(z0) − ρˆ1(yi)∣∣∣2
≤
√
d(n1(z0), yi)2 −
∣∣∣ρˆ1(z0) − ρˆ1(yi)∣∣∣2 + n22
160
η
1
3n r +
δ1r
80
≤
√
d(z0, yi)2 − |t + ρˆ1
(
n1(p)
)|2 + n22η 13n r = n22η 13n r.(5.40)
Then using (5.40), similar as (5.37) we get d(z0, p) <
r
1280
+ n23η
1
3n r. The rest
argument is similar to get (5.38), we can find y j2 ∈ B r1280 (p) such that
d
(
g1(y j2 ), (t, xˆ)
) ≤ n25η 13n r.(5.41)
From above, choose η = n−100nǫ3n, ǫ1 = n−301n
2
ǫ9n
2
< 2−nη3n, and finally
δ = n−700n
4
ǫ18n
4
< 2−100n
2
ǫ2n
2
1
, we get the pointed ( ǫr
3
)-Gromov-Hausdorff approx-
imation g1 : B r
1280
(p) → B r
1280
(0, pˆ).
Step (4). Note b1(p) = 0, from (5.20), we have
∣∣∣ρ1(p)∣∣∣ < ǫ1r, then
∣∣∣ρˆ1 ◦ n1(p) + t0∣∣∣ ≤ ∣∣∣ρˆ1(p) + t0∣∣∣ + ∣∣∣∣d(p, n1(p))∣∣∣∣ ≤ ∣∣∣ρ1(p)∣∣∣ + δ1r
40
≤ ǫ1r +
δ1r
40
<
1
2
n−29ǫr.(5.42)
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Define P1 = P1 ◦ n1, for f1 = (b1,P1), then from (5.42) and (5.20),
d
(
f1(x), g1(x)
)
=
∣∣∣b1(x) − ρˆ1 ◦ n1(x) + ρˆ1 ◦ n1(p)∣∣∣
≤
∣∣∣b1(x) − ρ1(x)∣∣∣ + ∣∣∣ρ1(x) − ρˆ1 ◦ n1(x) + ρˆ1 ◦ n1(p)∣∣∣
≤ ǫ1r +
∣∣∣ρˆ1(x) + t0 − ρˆ1 ◦ n1(x) + ρˆ1 ◦ n1(p)∣∣∣
≤ ǫ1r +
∣∣∣ρˆ1(x) − ρˆ1 ◦ n1(x)∣∣∣ + ∣∣∣t0 + ρˆ1 ◦ n1(p)∣∣∣
≤ ǫ1r + d
(
x, n1(x)
)
+
1
2
n−29ǫr
< n−29ǫr.(5.43)
Now from (5.30) and (5.43),∣∣∣∣d( f1(x1), f1(x2)) − d(x1, x2)∣∣∣∣ ≤ ∣∣∣∣d(g1(x1), g1(x2)) − d(x1, x2)∣∣∣∣ + 2 · n−29ǫr
≤ n22η 13n r + n−29ǫr ≤ 1
3
ǫr.(5.44)
From (5.38), (5.41) and (5.43), we have
d
(
f1(yi2 ), (t, xˆ)
) ≤ n−29ǫr + n25η 13n r ≤ ǫ
3
r.(5.45)
From (5.44) and (5.45), we obtain that f1 is an (
ǫ
3
r)-Gromov-Hausdorff approx-
imation.
Step (5). Wewill only prove the case k = 2, the rest cases have similar argument.
From the case k = 1, for bi, i = 1, 2, there is corresponding pointed
( ǫr
3
)
-Gromov-
Hausdorff approximation fbi : B r1280 (p) → B r1280 (0, pˆi) ⊂ R×Xbi . We assume fbi =
(bi,Pbi). We will prove the map f2(x) =
(
b1(x), b2
(
x
)
,Pb2 ◦ Pb1(x)
)
: B r
1280
(p) →
B r
1280
(0, pˆi) ⊂ R2 × X2 is an pointed (2ǫr3 )-Gromov-Hausdorff approximation.
From the first variation formula of arc length, for x ∈ Pr,ρ1
η,b1,b2
∩ Qr,ρ1
η,b1
∩ Qr,ρ2,ρ1
η,b2
,
let xˇ = n1(x), then we have∣∣∣∣b2(x) − b2 ◦ Pb1(x)∣∣∣∣ ≤ ∣∣∣∣ρ2(x) − ρ2 ◦P1(xˇ)∣∣∣∣ + 2ǫ1r
≤
∣∣∣∣ρ2(xˇ) − ρ2 ◦P1(xˇ)∣∣∣∣ + 2ǫ1r + δ1r
40
=
∣∣∣∣ρˆ2(xˇ) − ρˆ2(σxˇ,1(0))∣∣∣∣ + 2ǫ1r + δ1r
40
=
∣∣∣∣ ∫ ρˆ1(xˇ)−ηr
0
〈∇ρˆ1,∇ρˆ2〉(σxˇ,1(s))ds∣∣∣∣ + 2ǫ1r + δ1r
40
≤
∫ ρˆ1(xˇ)−ηr
0
(∣∣∣〈∇b1,∇b2〉∣∣∣ + ∣∣∣∇(ρˆ1 − b1)∣∣∣ + ∣∣∣∇(ρˆ2 − b2)∣∣∣)(σxˇ,1(s))ds
+ 2ǫ1r +
δ1r
40
≤ 3ηr + 2ǫ1r +
δ1r
40
≤ 1
2n
ǫr.
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Let w(x) =
(
b1(x), b2
(Pb1(x)),Pb2(Pb1 (x))) for any x, y ∈ B r1280 (p),∣∣∣∣d(w(x),w(y)) − d(x, y)∣∣∣∣ ≤ ∣∣∣∣d(w(x),w(y)) − d( fb1(x), fb1 (y))∣∣∣∣ + ǫr3
≤
∣∣∣∣d( fb2 ◦ Pb1 (x), fb2 ◦ Pb1 (y))2 − d(Pb1 (x),Pb1 (y))2∣∣∣∣
d
(
w(x),w(y)
)
+ d
(
fb1 (x), fb1(y)
) + ǫr
3
≤
∣∣∣∣d( fb2 ◦ Pb1 (x), fb2 ◦ Pb1 (y)) − d(Pb1 (x),Pb1 (y))∣∣∣∣ + ǫr3
≤ 2ǫr
3
.
Now we have∣∣∣∣d( f2(x), f2(y)) − d(x, y)∣∣∣∣
≤
∣∣∣∣d( f2(x), f2(y)) − d(w(x),w(y))∣∣∣∣ + ∣∣∣∣d(w(x),w(y)) − d(x, y)∣∣∣∣
≤ d( f2(x),w(x)) + d( f2(y),w(y)) + 2ǫr
3
≤
∣∣∣∣b2(x) − b2 ◦ Pb1 (x)∣∣∣∣ + ∣∣∣∣b2(y) − b2 ◦ Pb1 (y)∣∣∣∣ + 2ǫr3
≤ ǫr
n
+
2ǫr
3
≤ ǫr.
The rest argument is similar as in the case k = 1. 
Part III. Covering groups of Riemannian manifolds with Rc ≥ 0
6. Squeeze Lemma and Dimension induction on harmonic functions
In this section, unless otherwise mentioned, we assume ϕ : M˜n → Mn is the
covering map with covering group Γ such that Mn = M˜n/Γ, where (M˜n, g˜) and
(Mn, g) are two complete Riemannian manifolds and the metric g is the quotient
metric of g˜ with respect to group action of Γ.
We include the definition of quotient metric here for convenience.
Definition 6.1. Consider a subgroup G ⊂ Isom(X), where X is a metric space, for
every x¯, y¯ ∈ X/G, set the quotient metric d¯ on X/G by:
d¯(x¯, y¯) = inf
{
d(x, y) : x ∈ x¯, y ∈ y¯} = inf {d(x, gy) : g ∈ G}.
For any function f defined on a domain D ⊂ Mn, we define
L( f )(x˜) := f (ϕ(x˜)) , ∀ x˜ ∈ ϕ−1(D).
For p˜, q˜ ∈ M˜n and any s > 0, we define
Γ p˜(s) =
{
γ ∈ Γ| d(p˜, γ p˜) ≤ s}.(6.1)
Similarly we can define Γq˜(s). When the point is fixed and clear in the context, we
use Γ(s) instead of Γ p˜(s) for simplicity.
The following Lemma is motivated by the use of the canonical fundamental
domain F in [And90], and is needed for the proof of the squeeze lemma.
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Lemma 6.2. For any function f ≥ 0 defined on Br(p) ⊂ Mn, p˜ is one lift of p and
Br(p˜) is the geodesic ball centered at p˜ with radius r in M˜
n. Then
Br(p˜) ⊂ ϕ−1
(
Br(p)
)
and
?
Br(p˜)
L( f ) ≤ 4n
?
Br(p)
f .
Proof: Let Ω˜ = ϕ−1
(
Br(p)
)
. For any y˜ ∈ Br(p˜),
d
(
p, ϕ(y˜)
)
= inf
h∈Γ
d(p˜, hy˜) ≤ d(p˜, y˜) < r,
which implies ϕ
(
Br(p˜)
) ⊂ Br(p), then
Br(p˜) ⊂ ϕ−1
(
Br(p)
)
= Ω˜.
We choose a measurable section s : Br(p) → Br(p˜), such that ϕ(s(x)) = x for
any x ∈ Br(p). Let T = s(Br(p)), then we have
>
Br(p)
f =
>
T
L( f ). Let S be the
union of g(T ) over all g ∈ Γ such that g(T ) ∩ Br(p˜) , ∅. Then from diam(T ) ≤ 2r,
we obtain S ⊆ B3r(p˜). And we also have
>
Br(p)
f =
>
S
L( f ) and Br(p˜) ⊆ S .
From the Bishop-Gromov volume comparison theorem, we know V(B3r(p˜)) ≤
3nV(Br(p˜)). Note Br(p˜) ⊆ S ⊆ B3r(p˜), we have V(S ) ≤ 3nV(Br(p˜)), hence?
Br(p˜)
L( f ) ≤ 1
V(Br(p˜))
∫
S
L( f ) = V(S )
V(Br(p˜))
?
S
L( f ) ≤ 4n
?
Br(p)
f .

Before we state and prove our squeeze lemma, we would like to include the
following well-known result and its proof here, because the squeeze lemma can be
looked at the Gromov-Hausdorff perturbation version of the following Lemma.
Lemma 6.3. For a locally compact, pointed length space (Z, q), assume G is a
closed subgroup of the isometry group Isom(Z) and Z/G = K, where K is a
compact metric space with diam(K) = r0. Then for any ǫ > 0, we have
G = 〈G(2r0 + ǫ)〉.
Proof: For any g1 ∈ G, because Z is a length space, there is a segment γq,g1q
from q to g1q. Then one can find a middle point x ∈ Z of the segment γq,g1q such
that d(x, q) = d(x, g1q) =
1
2
d(q, g1q). Since Z/G = K and G is a closed subgroup,
one can find g2 ∈ G such that d(g2q, x) ≤ r0. Then we have
d(q, g2q) ≤ d(q, x) + d(x, g2q) ≤ 1
2
d(q, g1q) + r0
d(q, g−12 g1q) = d(g2q, g1q) ≤ d(g2q, x) + d(x, g1q) ≤ r0 +
1
2
d(q, g1q).
Assume r = d(q, g1q), then we have
g2 ∈ G
( r
2
+ r0
)
, g−12 g1 ∈ G
( r
2
+ r0
)
,
which implies g1 ∈ 〈G
( r
2
+ r0
)〉. Using that G is a closed subgroup, by induction
on r we get g1 ∈
〈
G(2r0)
〉
, and the conclusion follows. 
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Lemma 6.4 (Squeeze Lemma). For any ǫ > 0, δ = n−900n
4
ǫ40n
4
, integer 0 ≤ k ≤ n,
if there exist harmonic functions
{
bi
}k
i=1 defined on Br(p), satisfying bi(p) = 0 and
sup
Br(p)
i=1,··· ,k
|∇bi| ≤ 2 , sup
t≤r
?
Bt(p)
k∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ δ,(6.2)
then there is a family of (ǫs)-Gromov-Hausdorff approximation for s ∈ (0, 10rc],
fs = (b1, · · · , bk,Ps) : Bs(p) → Bs(0, pˆs) ⊂ Rk × Xk,s,
where rc =
r
12800
. And let diam
(
Brc(pˆ10rc)
)
= r0, we have
Γ(rc) ⊂
〈
Γ(ǫrc + 2r0)
〉
.
Proof: In the proof, we can assume that r0 ≤ 12rc, otherwise the conclusion
follows directly. Let b˜i = L(bi), i = 1, · · · , k, from (6.2) and Lemma 6.2, we have
bi(p) = b˜i(p˜) = 0 and
sup
Br ( p˜)
i=1,··· ,k
|∇b˜i| ≤ 2 , sup
t≤r
?
Bt(p˜)
k∑
i, j=1
∣∣∣〈∇b˜i,∇b˜ j〉 − δi j∣∣∣ ≤ 4nδ.
For 0 < ǫ1 < 1 to be determined later, from Theorem 2.13, if we assume
δ ≤ 4−nn−700n4ǫ18n41 ,(6.3)
there are two family of (ǫ1s)-Gromov-Hausdorff approximation for s ∈ (0, 10rc],
fs = (b1, · · · , bk,Ps) : Bs(p) → Bs(0, pˆs) ⊂ Rk × Xk,s
f˜s = (b˜1, · · · , b˜k, P˜s) : Bs(p˜) → Bs(0, pˇs) ⊂ Rk × X˜k,s.
From Lemma 2.11, there is an (30ǫ1rc)-Gromov-Hausdorff approximation
Φ : B10rc(0, pˇ10rc) → B10rc(p˜),
where B10rc(0, pˇ10rc) ⊂ Rk × X˜k,10rc .
For any γ ∈ Γ(rc), we have
d
(P˜10rc(p˜), P˜10rc(γ p˜)) ≤ d( f˜10rc(p˜), f˜10rc(γ p˜)) < d(p˜, γ p˜) + 10ǫ1rc
≤ rc + 10ǫ1rc < 2rc.
Also note pˇ10rc = P˜10rc(p˜), then we have P˜10rc(p˜), P˜10rc(γ p˜) ∈ B2rc(pˇ10rc).
Apply the argument of Lemma 2.8 to P˜10rc (p˜) and P˜10rc (γ p˜), we can obtain
z˜ ∈ B4rc(pˇ10rc ) such that∣∣∣∣d(z˜, P˜10rc(p˜)) − 12d(P˜10rc(p˜), P˜10rc(γ p˜))
∣∣∣∣ ≤ 10√30ǫ1rc(6.4) ∣∣∣∣d(z˜, P˜10rc(γ p˜)) − 12d(P˜10rc (p˜), P˜10rc(γ p˜))
∣∣∣∣ ≤ 10√30ǫ1rc.(6.5)
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Then note b˜i(p˜) = b˜i(γ p˜) = 0, we have
d(z˜, pˇ10rc) = d
(
z˜, P˜10rc(p˜)
) ≤ 1
2
d
(P˜10rc(p˜), P˜10rc(γ p˜)) + 10√30ǫ1rc
=
1
2
d
(
f˜10rc(p˜), f˜10rc(γ p˜)
)
+ 10
√
30ǫ1rc
<
1
2
d(p˜, γ p˜) + 70
√
ǫ1rc(6.6)
≤ 1
2
rc + 70
√
ǫ1rc.(6.7)
Similarly, we have
d
(
z˜, P˜10rc(γ p˜)
)
<
1
2
d(p˜, γ p˜) + 70
√
ǫ1rc.(6.8)
From (6.7), we get that
(
0, z˜
) ∈ B 1
2
rc+70
√
ǫ1rc
(0, pˇ10rc). Because f˜10rc is an (10ǫ1rc)-
Gromov-Hausdorff approximation, there is z1 ∈ B10rc(p˜) such that
d
(
f˜10rc(z1),
(
0, z˜
))
< 10ǫ1rc.(6.9)
Now we have
d(z1, p˜) ≤ d
(
f˜10rc(z1), f˜10rc(p˜)
)
+ 10ǫ1rc
≤ d( f˜10rc(z1), (0, z˜)) + d((0, z˜), f˜10rc(p˜)) + 10ǫ1rc
<
1
2
rc + 70
√
ǫ1rc + 20ǫ1rc
≤ 1
2
rc + 90
√
ǫ1rc.(6.10)
Assume z0 = ϕ(z1), we have d(z0, p) ≤ d(z1, p˜) < 12rc + 90
√
ǫ1rc. Then
d
(P10rc(z0), pˆ10rc) = d(P10rc(z0),P10rc(p)) ≤ d( f10rc(z0), f10rc(p))
≤ d(z0, p) + ǫ1 · (10rc) < 1
2
rc + 100
√
ǫ1rc < rc,
which implies P10rc(z0) ∈ Brc(pˆ10rc). From the assumption diam
(
Brc(pˆ10rc)
)
= r0,
d
(P10rc (z0), pˆ10rc) ≤ r0.(6.11)
Let b˜ = (b˜1, · · · , b˜k) and b = (b1, · · · , bk), from (6.11) and (6.9), we obtain
d(z0, p) ≤ 10ǫ1rc + d
(
f10rc(z0), f10rc(p)
)
≤ 10ǫ1rc + d
(
b(z0), 0
)
+ d
(P10rc(z0),P10rc(p))
≤ 10ǫ1rc + d
(
b˜(z1), 0
)
+ d
(P10rc(z0), pˆ10rc)
≤ 20ǫ1rc + r0.(6.12)
There exists γ2 ∈ Γ such that d(z1, γ2 p˜) = d(z0, p) < rc, then from (6.10),
d(p˜, γ2 p˜) ≤ d(p˜, z1) + d(z1, γ2 p˜) < 2rc.
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We have γ2 p˜ ∈ B2rc(p˜), from (6.9) and (6.12), we obtain
d
((
0, z˜
)
, f˜10rc(γ2 p˜)
)
< 10ǫ1rc + d
(
f˜10rc(z1), f˜10rc(γ2 p˜)
) ≤ 20ǫ1rc + d(z1, γ2 p˜)
= 20ǫ1rc + d(z0, p) ≤ 40ǫ1rc + r0.(6.13)
Now from (6.6) and (6.13), we obtain
d(p˜, γ2 p˜) ≤ d
(
f˜10rc(p˜), f˜10rc(γ2 p˜)
)
+ 10ǫ1rc
≤ d
(
f˜10rc(p˜),
(
0, z˜
))
+ d
((
0, z˜
)
, f˜10rc(γ2 p˜)
)
+ 10ǫ1rc
< d(z˜, pˇ10rc) + (40ǫ1rc + r0) + 10ǫ1rc
≤ 1
2
d(p˜, γ p˜) + (120
√
ǫ1rc + r0).(6.14)
Similarly from (6.8) and (6.13), we can get
d(γ2 p˜, γ p˜) = d
(
f˜10rc(γ2 p˜), f˜10rc(γ p˜)
)
+ 10ǫ1rc
≤ d
(
f˜10rc(γ p˜),
(
0, z˜
))
+ d
((
0, z˜
)
, f˜10rc(γ2 p˜)
)
+ 10ǫ1rc
< d
(
z˜, P˜10rc (γ p˜)
)
+ (40ǫ1rc + r0) + 10ǫ1rc
≤ 1
2
d(p˜, γ p˜) + (120
√
ǫ1rc + r0).(6.15)
Let ǫ1 =
ǫ2
90000
, from (6.14) and (6.15), we get γ ∈
〈
Γ
(1
2
d(p˜, γ p˜) + r0 +
120
300
ǫrc
)〉
.
From (6.3), we can choose δ = n−900n
4
ǫ40n
4
. Now by induction, we have γ ∈〈
Γ(ǫrc + 2r0)
〉
, which implies the conclusion. 
Lemma 6.5. If ǫ < 1
10n2
, there do not exist {νi}n+1i=1 ⊂ Rn such that
sup
1≤i< j≤n+1
∣∣∣〈νi, ν j〉∣∣∣ ≤ ǫ and sup
1≤i≤n+1
∣∣∣|νi| − 1∣∣∣ ≤ ǫ.
Proof: To prove the conclusion, we only need to show that ν1, · · · , νn+1 are lin-
early independent. By contradiction, otherwise, without loss of generality, one can
assume νn+1 =
∑n
i=1 aiνi and |a1| = maxi=1,··· ,n |ai|, where ai ∈ R. Then from the
assumption,
ǫ ≥
∣∣∣〈νn+1, ν1〉∣∣∣ ≥ |a1| · |ν1|2 − n∑
i=2
|ai| ·
∣∣∣〈νi, ν1〉∣∣∣ ≥ |a1| · [(1 − ǫ) − (n − 1)ǫ],
which implies
|a1| ≤ ǫ
1 − nǫ .(6.16)
On the other hand, from (6.16) and ǫ < 1
10n2
, we can get
|νn+1| ≤ |a1| ·
n∑
i=1
|νi| ≤
ǫ
1 − nǫ · n(1 + ǫ) < 1 − ǫ,
which is the contradiction to the assumption. 
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Proposition 6.6. For complete Riemannian manifold (Mn, g) with Rc ≥ 0, if there
are harmonic functions
{
bi
}n
i=1, defined on Br(p), satisfying bi(p) = 0 and
sup
Br (p)
i=1,··· ,n
|∇bi| ≤ 2 , sup
s≤r
?
Bs(p)
n∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ n−80000n7 ,(6.17)
then Γ p˜(
r
12800
) = {e}.
Proof: Let δ = n−80000n
7
in the rest proof. From (6.17) and Lemma 6.2, let
b˜i = L(bi), then b˜i(p˜) = bi(p) = 0 and
sup
Br ( p˜)
i=1,··· ,n
|∇b˜i| ≤ 2 , sup
s≤r
?
Bs(p˜)
n∑
i, j=1
∣∣∣〈∇b˜i,∇b˜ j〉 − δi j∣∣∣ ≤ 4nδ.(6.18)
From (6.17), (6.18) and Theorem 2.13, if δ1 > 0 is to be determined later such
that
δ ≤ 4−n · n−700n4δ18n41 ,(6.19)
then there are two family of (δ1 · s)-Gromov-Hausdorff approximation for any 0 <
s ≤ 10rc,
fs = (b1, · · · , bn,Ps) : Bs(p) → Bs(0, pˆs) ⊂ Rn × Xn,s
f˜s = (b˜1, · · · , b˜n, P˜s) : Bs(p˜)→ Bs(0, pˇs) ⊂ Rn × X˜n,s,
where rc =
1
12800
r.
For any 0 < t ≤ rc, let diam
(
Bt(pˆ10t)
)
= t1. If t1 ≥ 14 t, note
f10t = (b1, · · · , bn,P10t) : B10t(p) → B10t(0, pˆ10t) ⊂ Rn × Xn,10t,
is an (10δ1t)-Gromov-Hausdorff approximation.
For ǫ > 0 to be determined later, assume
δ1 = n
−3400n3ǫ110n.(6.20)
Apply Theorem 2.12, there exist harmonic functions
{
bi
}n+1
i=1 defined on Bl1(q) ⊂
B10t(p) such that
sup
Bl1
(q)
i=1,··· ,n+1
|∇bi| ≤ 2 and sup
l≤l1
?
Bl(q)
n+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫ,
where l1 = n
−320n3ǫ10nt.
Let l → 0 in the above, we get {νi}n+1i=1 , where νi ∈ TqMn such that
sup
1≤i< j≤n+1
∣∣∣〈νi, ν j〉∣∣∣ ≤ ǫ and sup
1≤i≤n+1
∣∣∣|νi| − 1∣∣∣ ≤ ǫ.
Choose suitable ǫ = 1
20n2
, then (6.19) holds because of (6.20) and the definition of
δ.
Note ǫ < 1
10n2
, from Lemma 6.5, it is impossible. Hence we have
diam
(
Bt(pˆ10t)
)
<
1
4
t , ∀t ∈ (0, rc].(6.21)
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Note the definition of δ implies
δ ≤ n−900n44−40n4 .(6.22)
For any 0 < s ≤ rc, from (6.22), (6.17), (6.21) and Lemma 6.4, we have
Γ(s) ⊂ 〈Γ(4−1s + 2 · 1
4
s)
〉 ⊂ 〈Γ(3
4
s)
〉
, ∀ 0 < s ≤ rc.(6.23)
From (6.23), by induction on s, for any positive integer m, we have〈
Γ p˜(rc)
〉
=
〈
Γ p˜(
3
4
rc)
〉
= · · · =
〈
Γ p˜
((3
4
)m
rc
)〉
.
Note the group action is discrete, hence for big enoughm, we have
〈
Γ p˜
((3
4
)m
rc
)〉
=
{e}, which implies 〈Γ p˜(rc)〉 = {e}. 
We define ng
〈
Γ(r)
〉
as the minimal number of generators in Γ(r) needed to gen-
erated
〈
Γ(r)
〉
.
Proposition 6.7. For p˜, q˜ ∈ (M˜n, g˜) with Rc(g˜) ≥ 0, assume d(p˜, q˜) ≤ δ < s
2
, then
ng
〈
Γ p˜(λ2)
〉 ≤ (2λ2 + λ1
λ1
)n
ng
〈
Γ p˜(λ1)
〉
, i f 0 < λ1 ≤ λ2
ng
〈
Γ p˜(s)
〉 ≤ (3s + 2δ
s − 2δ
)n · ng〈Γq˜(s − 2δ)〉.
Proof: Note Γ p˜(λ2) is a finite set, then there are only finite number of subsets
B1, · · · ,Bm ⊆ Γ p˜(λ2) satisfying
{e} ⊆ Bi and {h−11 h2 : h1 , h2 ∈ Bi} ∈ Γ p˜(λ2) − Γ p˜(λ1) ∀ 1 ≤ i ≤ m.
Let Aλ1 ,λ2 be one of the above subsets, such that there does not exist Bi with
Aλ1,λ2 $ Bi. ThenAλ1,λ2 ⊂ Γ p˜(λ2) satisfy:
d(p˜, h−11 h2 p˜) ≥ λ1 i f h1 , h2, h1, h2 ∈ Aλ1,λ2 .(6.24)
And for any γ ∈ Γ p˜(λ2), there is h ∈ Aλ1,λ2 such that h−1γ ∈ Γ p˜(λ1).
For any h ∈ Aλ1 ,λ2 , we get hp˜ ∈ Bλ2(p˜). From (6.24),
B λ1
2
(gi p˜) ∩ B λ1
2
(g j p˜) = ∅ i f g1 , g2, g1, g2 ∈ Aλ1,λ2 .
Now let #(Aλ1 ,λ2) denote the number of the elements inAλ1,λ2 , we have
V
(
B
λ2+
λ1
2
(p˜)
) ≥ V( ⋃
gi∈Aλ1 ,λ2
B λ1
2
(gi p˜)
)
=
∑
gi∈Aλ1 ,λ2
V
(
B λ1
2
(gi p˜)
)
=
∑
gi∈Aλ1 ,λ2
V
(
B
λ2+
λ1
2
(p˜)
) · [ V
(
B λ1
2
(p˜)
)
V
(
B
λ2+
λ1
2
(p˜)
) ]
≥ #(Aλ1 ,λ2) ·
( λ1
2
λ2 +
λ1
2
)n · V(B
λ2+
λ1
2
(p˜)
)
.
In the last inequality the Bishop-Gromov Comparison Theorem is used. Then
#(Aλ1 ,λ2) ≤
(2λ2 + λ1
λ1
)n
.(6.25)
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It is easy to see Γ p˜(λ2) ⊂ Aλ1,λ2 · Γ p˜(λ1), from (6.25), we have
ng
〈
Γ p˜(λ2)
〉 ≤ #(Aλ1,λ2) · ng〈Γ p˜(λ1)〉 ≤ (2λ2 + λ1λ1
)n
ng
〈
Γ p˜(λ1)
〉
.
For γ ∈ Γ p˜(s), we have
d(γq˜, q˜) ≤ d(γq˜, γ p˜) + d(γ p˜, p˜) + d(p˜, q˜) ≤ 2d(p˜, q˜) + d(γ p˜, p˜) ≤ s + 2δ,
which implies Γ p˜(s) ⊂ Γq˜(s + 2δ). Then
ng
〈
Γ p˜(s)
〉 ≤ ng〈Γq˜(s + 2δ)〉 ≤ [2(s + 2δ) + (s − 2δ)
s − 2δ
]n · ng〈Γq˜(s − 2δ)〉
=
(3s + 2δ
s − 2δ
)n · ng〈Γq˜(s − 2δ)〉.

Proposition 6.8. For any ǫ ∈ (0, 1) and 0 ≤ k < n, there exists δ = (n−30ǫ)5000n7 ,
such that if there exist harmonic functions
{
bi
}k
i=1, satisfying
sup
Br(q)
i=1,··· ,k
|∇bi| ≤ 2 and sup
s≤r
?
Bs(q)
k∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ δ.(6.26)
Then there are harmonic functions
{
bi
}k+1
i=1 defined on Br1(q1) ⊂ Br(q), such that
ng
〈
Γq˜(r)
〉 ≤ n340n4ǫ−10n2 · ng〈Γq˜1(r1)〉(6.27)
sup
Br1
(q1)
i=1,··· ,k+1
|∇bi| ≤ 2 and sup
t≤r1
?
Bt(q1)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫ.
Proof: Set rc =
1
12800
r, from Proposition 6.7,
ng
〈
Γq˜(r)
〉 ≤ (2r + rc
rc
)n · ng〈Γq˜(rc)〉.(6.28)
Define rˆ1 = min
{
s ≥ 0| Γq˜(rc) ⊂
〈
Γq˜(s)
〉}
, then rˆ1 ≤ rc and
Γq˜(rc) ⊂
〈
Γq˜(rˆ1)
〉
.(6.29)
For δ1 > 0 to be determined later, we choose δ ≤ n−900n4δ40n41 . From (6.26)
and apply Lemma 6.4 on B10rˆ1(q), we have a family of
(
δ1 · s
)
-Gromov-Hausdorff
approximation for any 0 < s ≤ 10rˆ1,
fs : Bs(q) → Bs(0, qˆs) ⊂ Rk × Xk,s.(6.30)
And assume diam
(
Brˆ1(qˆ10rˆ1 )
)
= r0, we have
Γq˜(rˆ1) ⊂
〈
Γq˜(δ1rˆ1 + 2r0)
〉
.(6.31)
From (6.29) and (6.31), we have Γq˜(rc) ⊂
〈
Γq˜(δ1rˆ1+2r0)
〉
. Then by the definition
of rˆ1, we get rˆ1 ≤ δ1rˆ1+2r0. If we assume δ1 ≤ 132 , it yields r0 ≥ 12 rˆ1− 12δ1rˆ1 ≥ 14 rˆ1.
Note diam
(
Brˆ1(qˆ10rˆ1 )
)
= r0, then combining (6.30), choose δ1 = n
−3400n3ǫ110n.
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Apply Theorem 2.12, we can find harmonic functions
{
bi
}k+1
i=1 defined on Br1(q1) ⊂
B10rˆ1(q), such that
sup
Br1
(q1)
i=1,··· ,k+1
|∇bi| ≤ 2 and sup
t≤r1
?
Bt(q1)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫ,
where r1 = n
−320n3ǫ10n rˆ1 > 0.
From Proposition 6.7 and q1 ∈ B10rˆ1(q), we have
ng
〈
Γq˜(21rˆ1)
〉 ≤ (83)nng〈Γq˜1(rˆ1)〉 ≤ (83)n · (2rˆ1 + r1r1
)n · ng〈Γq˜1(r1)〉
≤ n330n4ǫ−10n2 · ng〈Γq˜1(r1)〉.(6.32)
From (6.28), (6.29) and (6.32), we have
ng
〈
Γq˜(r)
〉 ≤ (2r + rc
rc
)n · ng〈Γq˜(rˆ1)〉 ≤ n340n4ǫ−10n2ng〈Γq˜1(r1)〉.

Theorem 6.9. Assume ϕ : M˜n → Mn is the covering map with covering group Γ
such that Mn = M˜n/Γ, where (M˜n, g˜) and (Mn, g) are two complete Riemannian
manifolds and the metric g is the quotient metric of g˜ with respect to group action
of Γ, furthermore Rc ≥ 0, then ng〈Γ p˜(1)〉 ≤ nn20n for any p˜ ∈ M˜n.
Proof: Apply Proposition 6.8, firstly when k = 0, we get
ng
〈
Γ p˜(1)
〉 ≤ n340n4ǫ−10n21 · ng〈Γq˜1(r1)〉
sup
Br1
(q1)
i=1
|∇b1| ≤ 2 and sup
t≤r1
?
Bt(q1)
∣∣∣|∇b1|2 − 1∣∣∣ ≤ ǫ1,
where ǫ1 = (n
−30ǫ2)τ, τ := 5000n7 and ǫ2 is to be determined later.
By induction, apply Proposition 6.8, for 0 ≤ k ≤ (n − 1), we get
ng
〈
Γ p˜(1)
〉 ≤ n340n4ǫ−10n2k+1 · ng〈Γq˜k+1(rk+1)〉(6.33)
sup
Brk+1
(qk+1)
i=1,··· ,k+1
|∇bi| ≤ 2 , sup
t≤rk+1
?
Bt(qk+1)
k+1∑
i, j=1
∣∣∣〈∇bi,∇b j〉 − δi j∣∣∣ ≤ ǫk+1.(6.34)
Let ǫ j = (n
−30ǫ j+1)τ, j = 1, · · · , n − 1.
We let ǫn = n
−200τ, then from (6.33) and (6.34) for k = (n−1), apply Proposition
6.6, we have Γq˜n(
rn
12800
) = {e}.
From the induction formula for ǫ j, we have
ǫ j = n
−30τ∑n− j−1
i=0
τi (ǫn)
τn− j , 1 ≤ j ≤ (n − 1).(6.35)
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Then from (6.33), (6.35) and Proposition 6.7 yields
ng
〈
Γ p˜(1)
〉 ≤ n340n4ǫ−10n21 ng〈Γq˜1(r1)〉
≤ (n340n4 )n · (ǫ1 · · · ǫn)−10n
2
ng
〈
Γq˜n(rn)
〉
≤ n340n5 · n1200n2τn−1 · ǫ−20n2τn−1n · ng
〈
Γq˜n(rn)
〉
≤ n5000n2τn ·
(2rn + 112800 rn
1
12800
rn
)
ng
〈
Γq˜n
( 1
12800
rn
)〉
≤ nn20n .

Theorem 6.10. Suppose (Mn, g) is a complete Riemannian manifold with Rc ≥ 0,
then for any finitely generated subgroup Γ of π1(M
n), we have ng(Γ) ≤ nn20n .
Proof: From [JRM00, Theorem 82.1], there exists a covering map ϕ : Nn → Mn
such that ϕ∗
(
π1(N
n, pˆ)
)
= Γ, where ϕ(pˆ) = p. Now from [JRM00, Theorem
54.6(a)], we get π1(N
n, pˆ) ≃ Γ. Hence there exists a complete Riemannian mani-
fold (Nn, g˜) with Rc(Nn) ≥ 0 and π1(Nn) = Γ.
Assume Γ = 〈γ1, · · · , γk〉 and supi=1,··· ,k d(γi pˆ, pˆ) ≤ C1. Then by scaling the
metric g˜ to gˆ = C−1
1
g˜, we get that Γ =
〈
Γ pˆ(1)
〉
, where pˆ ∈ (Nn, gˆ). From Theorem
6.9, we have ng(Γ) ≤ ng〈Γ pˆ(1)〉 ≤ nn20n . 
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