The aim of this paper is to introduce a viscosity iterative algorithm for the implicit midpoint rule of nonexpansive mappings in uniformly smooth spaces. Under some appropriate conditions on the parameters, we prove some strong convergence theorems. As applications, we apply our main results to solving fixed point problems of strict pseudocontractive mappings, variational inequality problems in Banach spaces and equilibrium problems in Hilbert spaces. Finally, we give some numerical examples for supporting our main results.
Let ρ E : [, ∞) → [, ∞) be defined by ρ E (t) = sup   x + y + x -y - : x ∈ S(E), y ≤ t , which is called the modulus of smoothness of E. We say that Banach space E is uniformly smooth if ρ E (t) t →  as t → . It is well known that typical example of uniformly smooth Banach spaces is L p , here p > . Moreover, we say that Banach space E is q-uniformly smooth, if there exists a fixed constant c >  such that ρ E (t) ≤ ct q .
Recently, viscosity iterative algorithms for finding a common element of the set of fixed points for nonlinear operators and the set of solutions of variational inequality problems have been investigated by many authors; see [-] and the references therein. For example, Xu [] introduced the explicit viscosity method for nonexpansive mappings:
where {α n } is a sequence in (, ) and f ∈ C . Under some suitable conditions on {α n }, he proved that the sequence {x n } generated by (.) converges strongly to a fixed point q of T in Hilbert spaces or uniformly smooth Banach spaces, which also solves the variational inequality:
(T). (.)
On the other hand, the implicit midpoint rule is a powerful method for solving ordinary differential equations; see [-] and the references therein. Recently, Xu et al. [] applied the viscosity technique to the implicit midpoint rule for a nonexpansive mapping. Precisely, they considered the following viscosity implicit midpoint rule:
They proved that the sequence generated by (.) converges strongly to a fixed point of T, which also solves the variational inequality (.) in Hilbert space. In this paper, we give the affirmative answers to the above two questions. More precisely, we investigate the viscosity iterative algorithm (.) for the implicit midpoint rule of a nonexpansive mapping in a real uniformly smooth space. Under some suitable conditions on the parameters, we prove some strong convergence theorems. We also apply our main results to solve fixed point problems for strict pseudocontractive mappings, variational inequality problems in Banach spaces and equilibrium problems in Hilbert spaces.
Preliminaries
The following lemmas are fundamental in the proof of our main results of this section.
Lemma . ([])
Assume {a n } is a sequence of nonnegative real numbers such that a n+ ≤ ( -α n )a n + δ n , n ≥ , where {α n } is a sequence in (, ) and {δ n } is a sequence in R such that
Then lim n→∞ a n = . 
Lemma . ([])
Let C be a nonempty closed convex subset of a real Banach space E which has uniformly Gâteaux differentiable norm, and T : C → C be a nonexpansive mapping with F(T) = ∅. Assume that {z t } strongly converges to a fixed point z of T as t → , where {z t } is defined by z t = tf (z t )+(-t)Tz t . Suppose {x n } ⊂ C is bounded and lim n→∞ x n -Tx n = . Then
Main results
Theorem . Let C be a closed convex subset of a uniformly smooth Banach space E. Let T : C → C be a nonexpansive mapping with F(T) = ∅, and f : C → C a contraction with coefficient α ∈ [, ). Let {x n } be a sequence generated by the following viscosity implicit midpoint rule:
where {α n } is a sequence in (, ) such that:
Then {x n } converges strongly to a fixed point q of T, which also solve the following variational inequality:
Proof Using similar argument used in the proof of Theorem . of [], we can find that the sequence {x n } is bounded and
We omit the details. Let {x t } be a sequence defined by x t = tf (x t ) + ( -t)Tx t , then it follows from Lemma . that {x t } converges strongly to a fixed point q of T, which solves the variational inequality:
By (.) and Lemma ., we have
Finally, we prove that x n → q as n → ∞. In fact, we observe
Thus we obtain
This implies
We note
Apply Lemma . to (.), we have x n → q as n → ∞. This finishes the proof.
It is well known that Hilbert space is uniformly smooth, then we obtain the main results of [] .
Corollary . Let C be a closed convex subset of a Hilbert space H, T : C → C a nonexpansive mapping with F(T)
= ∅, and f : C → C a contraction with coefficient α ∈ [, ). Let {x n } be generated by the following viscosity implicit midpoint rule:
where {α n } is a sequence in (, ) satisfying:
Then {x n } converges strongly to a fixed point q of T, which is also the unique solution of the following variational inequality:
Applications
(I) Application to fixed point problems for strict pseudocontractive mappings.
We say that a mapping T : C → C is λ-strict pseudocontractive if there exists a fixed constant λ ∈ (, ) such that
for some j(x -y) ∈ J(x -y) and for every x, y ∈ C. A simple computation shows that (.) is equivalent to the following inequality:
for some j(x -y) ∈ J(x -y) and for every x, y ∈ C. Now we give a relationship between strict pseudocontractive mapping and nonexpansive mapping. 
where T δ is a mapping from C into itself defined by
Then {x n } converges strongly to a fixed point q of T, which also solve the variational inequality:
(II) Application to variational inequality problems in Banach spaces. Let C be a nonempty closed convex subset of a Hilbert space H and let A : C → H be a nonlinear mapping. It is well known that the classical variational inequality is to find x * such that
We denoted by VI(A, C) the set of solutions of (.).
Recently, Ceng et al. [] considered the problem of finding (x
which is called a general system of variational inequalities, where A, B : C → H are two nonlinear mappings, λ >  and μ >  are two constants. Precisely, they introduced a relaxed extragradient method for finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of variational inequality problem (.) in a real Hilbert space. Now we consider the problem of finding (x * , y
Problem (.) is called the system of general variational inequalities in a real Banach spaces. In particular, if E is a Hilbert space, then problem (.) becomes problem (.).
So our problem (.) contains (.) as a special case. Recall that a mapping A : C → E is called accretive if there exists some j(x -y) ∈ J(x -y) such that
Ax -Ay, j(x -y) ≥ , ∀x, y ∈ C.
(  .  ) A mapping A : C → E is said to be α-inverse-strongly accretive if there exist some j(xy) ∈ J(x -y) and a fixed constant α >  such that
The following lemmas are very important for proving our main results.
Lemma . ([]) Let C be a nonempty closed convex subset of a real -uniformly smooth Banach space E. Let Q C be the sunny nonexpansive retraction from E onto C. Let the mappings A, B : C → E be α-inverse-strongly accretive and β-inverse-strongly accretive, respectively. Let G : C → C be a mapping defined by
G(x) = Q C Q C (x -μBx) -λAQ C (x -μBx) , ∀x ∈ C. If  < λ ≤ α K  and  < μ ≤ β K  , then G : C → C is nonexpansive.
Lemma . ([]) Let C be a nonempty closed convex subset of a real -uniformly smooth Banach space E. Let Q C be the sunny nonexpansive retraction from E onto C. Let A, B : C → E be two nonlinear mappings. For given x
is defined by Lemma ..
Theorem . Let C be a closed convex subset of a real -uniformly smooth Banach space E, let the mappings A, B : C → E be α-inverse-strongly accretive and β-inverse-strongly accretive with F(G) = ∅, where G : C → C is a mapping defined by Lemma .. Let f :
C → C be a contraction with coefficient α ∈ [, ). Let {x n } be a sequence generated by the viscosity implicit midpoint rule:
Then {x n } converges strongly to a fixed point q of G, which is also the unique solution of the following variational inequality:
Proof By Lemma ., we see that G is nonexpansive. So we obtain the desired results by Theorem . immediately.
(III) Application to equilibrium problems in Hilbert spaces.
Let φ : C × C → R be a bifunction, where R is the set of real numbers. The equilibrium problem for the function φ is to find a point x ∈ C satisfying φ(x, y) ≥  for all y ∈ C.
(  .   )
We denoted by EP(φ) the set of solutions of (.). This equilibrium problem contains variational inequality problem, optimization problem and the fixed point problem as its special cases (see Blum and Oettli [] for more information). For solving the equilibrium problem, we need to assume that the bifunction φ satisfies the following four conditions (see [] ):
(A) φ(x, ·) is convex and weakly lower semicontinuous for each x ∈ C. In order to prove our main results, we need the following lemmas.
Lemma . ([]) Let C be a nonempty closed convex subset of H and let φ be a bifunction of C × C into R satisfying (A)-(A). Let r >  and x ∈ H. Then there exists z ∈ C such that
For r >  and x ∈ H, define a mapping T r : H → C as follows:
for all z ∈ H. Then the following hold:
This implies that T r x -T r y ≤ x -y , ∀x, y ∈ H, i.e., T r is a nonexpansive mapping.
is a closed and convex set.
We say that a mapping T is attracting nonexpansive if it is nonexpansive and satisfies
(T) and p ∈ F(T).
The following lemma gives a relationship between a nonexpansive mapping and an attracting nonexpansive mapping. 
Lemma . ([]) Suppose that E is strictly convex, T  an attracting nonexpansive and T  a nonexpansive mapping which have a common fixed point. Then we have F(T
Then {x n } converges strongly to a fixed point q of F, which also solves the following variational inequality:
Proof We can rewrite (.) as
By Lemma ., we know that T r is firmly nonexpansive. Furthermore, we can prove that T r is attracting nonexpansive. Indeed, for any x / ∈ F(T r ) and y ∈ F(T r ), we have
which implies that
Therefore T r is attracting nonexpansive. By Lemma ., we find that
So we easily get the desired results by Theorem ..
Numerical examples
In the last section, we give two numerical examples where our main results may be applied. x for any x ∈ R, respectively. It is easy to see that F(T) = {}. Let α n =  n for each n ∈ N. Let {x n } be a sequence generated by (.) and {y n } be a sequence x, respectively. Let α n =  n for each n ∈ N. Assume that {x n } is a sequence generated by (.). We can see easily that F(T) = {}. Then {x n } converges strongly to . Moreover, we can rewrite (.) as follows: 
