Abstract We use an efficient earthquake simulator that incorporates rate-state constitutive properties and uses boundary element method to discretize the fault surfaces, to generate the synthetic earthquakes in the fault system. Rate-and-state seismicity equation is subsequently employed to calculate the seismicity rate in a region of interest using the Coulomb stress transfer from the main shocks in the fault system. The Coulomb stress transfer is obtained by resolving the induced stresses due to the fault patch slips onto the optimal-oriented fault planes. The example results show that immediately after a main shock the aftershocks are concentrated in the vicinity of the rupture area due to positive stress transfers and then disperse away into the surrounding region toward the background rate distribution. The number of aftershocks near the rupture region is found to decay with time as Omori aftershock decay law predicts. The example results demonstrate that the rate-and-state fault system earthquake simulator and the seismicity equations based on the ratestate friction nucleation of earthquake are well posited to characterize the aftershock distribution in regional assessments of earthquake probabilities.
Introduction
Earthquakes occur in response to continuous tectonic forcing and from interactions among elements of fault networks that slip and transfer stresses. Following a large earthquake occurrence of aftershocks in time and space is related to that main shock. Those aftershocks could last for days or years and pose as seismic hazard after a main shock. Aftershock sequences or earthquake interactions, such as earthquake triggering and earthquake suppressing, have been widely investigated in the context of earthquakeinduced static or dynamic stress changes. It has been shown for decades that large earthquakes can inhibit or promote failure on nearby faults in form of such stress transfer. The abundance of phenomenological investigations has shown that spatial patterns of static or dynamic stress changes seem to correlate well with spatial patterns of aftershocks for natural earthquakes (e.g. Harris 1998; Kilb et al. 2002; Steacy et al. 2005a; Durand et al. 2013) . It becomes a commonplace understanding that positive stress changes tend to activate faults, triggering more failures, resulting in more aftershocks, whereas negative stress changes tend to relax faults, suppressing further failures, diminishing the possible aftershocks.
Generally, the Coulomb stress transfer due to an earthquake is calculated by summing the stress changes due to all slipping fault patches using elastic dislocation theory (Okada 1992) and resolving the resulting stresses onto the plane of interest such as pre-existing fault planes or optimally oriented planes (OOP) determined by stress states. The OOP are strongly dependent on the orientation of the regional stress field and can vary widely in an active seismic region. The predictive stress transfer map might look quite different depending on assumption about the orientation of the active structures. The optimal planes could be determined from a combination of regional stress field and main shock-induced stress field using the maximum possible Coulomb failure plane orientation. This method shows that distribution of aftershocks of natural earthquakes can be explained by the Coulomb criterion (e.g. King et al. 1994; Toda et al. 2005) . The optimal planes might be computed in a 3D stress field with some constraints placed on the fault orientation (McCloskey et al. 2003; Steacy et al. 2005b; Xu et al. 2010) . Such a method uses the available geological structure information in a region of interest and fixes one of the fault orientations.
The predictions by such a method would fit the spatial distribution of the events better than using unconstrained fault orientation in case studies (e.g. McCloskey et al. 2003; Steacy et al. 2005a) .
The Coulomb failure hypothesis is conceptually simple and convenient to implement. It has been used for decades to explain the characteristics of aftershocks, however, it does have limitations. In the investigation of suppression of large earthquakes, Harris and Simpson (1998) found that a new failure model, rate-state formulation, offers a consistent explanation for the aftershocks after 1906 San Francisco earthquake whereas the Coulomb failure model does not. Unlike the Coulomb failure model, the new failure model is based on rate-and state-dependent friction constitutive representation of laboratory observations, and appears more complex by describing the evolution of quantities as they approach failure limits though it was shown that rate-state models might asymptotically become equivalent to Coulomb models under a variety of conditions (Gomberg et al. 2000) . It has also been used to examine the earthquake probabilities by transient rate-andstate triggering effects and used to forecast the evolution of seismicity in southern California (Toda et al. 1998 (Toda et al. , 2005 and to model the aftershock sequences with 3D stress heterogeneities and planar/rough fault models (Smith and Dieterich 2010) . The rate-and-state model has been compared with the Coulomb stress model on predictions of clock advance (Gomberg et al. 1998 (Gomberg et al. , 2000 . The rate-andstate parameters can be found by fitting aftershock sequences (Gross and Burgmann 1998; Harris and Simpson 1998) . Favorably, the rate-and-state formulation explains temporal features of aftershocks, such as the Omori law decay in aftershock seismicity rate as consequence of Coulomb stress transfers and predicts that aftershock duration is proportional to mainshock recurrence time (Dieterich 1994 (Dieterich , 2007 . Based on the rate-and-state constitutive model, the seismicity rate equation describing the evolution of seismicity rate with stress transfer could be used to determine earthquake probabilities in a region of interest and that the seismicity rate is a function of time and the stress transfer (Harris and Simpson 1998; Toda et al. 2005; Hainzl et al. 2009 ). Such a synthetic aftershock catalog might be obtained using the rate-state seismicity rate as a non-stationary statistical process and the catalog might serve as a regional seismic hazard estimator which depicts some characteristics of the aftershock occurrence in time and space after an event (Dieterich 1994; Smith and Dieterich 2010) .
The rate-state off-fault seismicity rate is determined in term of the geophysical variables such as the stressing rate that determines the seismicity decay characteristics with time and Coulomb stress transfer that changes the seismicity rate instantaneously at earthquake occurrence. In addition to the rate-state representation model, earthquake occurrence can be described as a stochastic process. One is the stress release model (Vere-Jones 1978) based on elastic rebound theory. This model assumes the occurrence probability depends on some quantity which may be interpreted as the mean-stress level in a region and increases with an increasing stress level and drops when an earthquake happens (e.g. Keuhn et al. 2008) . Stress transfer and stresstriggering between distant faults can be included to simulate realistic scenarios. Note that the stress release is connected with the earthquake magnitude empirically. The other is the epidemic-type aftershock sequence (ETAS) model (Ogata 1988 ). The ETAS model describes earthquake activity as a point process, and the earthquake occurrence rates are history dependent and depend on four constants that are aftershock productivity factor, power-law exponent of the event rate decay in the Omori law, magnitude sensitivity parameter, and characteristic time shift. The four model constants and the background seismic rate can be estimated from the regional aftershock seismicity observations. This model and its extensions have been shown useful for quantifying the seismic activation and quiescence in earthquake active regions, and some results suggest the background seismicity might increase with time in some regions (e.g. Ogata et al. 2003; Bansal and Ogata 2013; Kumazawa and Ogata 2013) .
We investigate off-fault aftershock sequences from the simulated earthquakes in the fault system calculated by an efficient earthquake simulator (Dieterich and RichardsDinger 2010) in this article. The simulator is based on ratestate friction nucleation of earthquake and can resolve the discrete fault-slip events across the scale range needed to track the state evolution for the brittle regions of the solid Earth using appropriate constitutive friction law so that we could better understand the short-term dynamics of how fault-system state evolves with long-term tectonic behavior. This type of multi-scale simulation spans a continuous range of time scales from\10 -3 s for slip evolution during fault rupture to *10 3 s for the inertial dynamics of largescale ruptures, to C10 11 s for the characterization of longterm deformation and large-event statistics. Corresponding spatial scales extend from B100 lm to describe the evolution of fault properties during slip to [100 km to represent plate boundary fault systems. Such an earthquake simulator generates an earthquake sequence catalog over a long-period window and has been used in study of characteristic earthquake recurrence in a nonplanar fault system (e.g. Dieterich and Richards-Dinger 2010) . The produced earthquakes (slips on the fault surface) in the fault system are then used to calculate the static stress changes off-fault in a region in a physical material model (Okada 1992) . The stress transfers depend on the source/receiver locations, source mechanism and receiver fault's orientation that is determined by the stress field (e.g. King et al. 1994) . The seismicity rate is calculated using the rate-state formulation and the aftershock sequence is obtained by drawing from the seismicity rate at each grid point (cell center). The background seismicity rate in this study is set to be constant and uniform. Finally, the synthetic regional aftershock catalog is obtained by merging and sorting the aftershock sequences at each grid point for further regional aftershock analysis.
Methodology
In this study, we first summarize the method to calculate the synthetic earthquake catalog in a fault system using the earthquake simulator code RSQSim (Dieterich and Richards-Dinger 2010; Richards-Dinger and Dieterich 2012) . The earthquake catalog consists of earthquake times and faulting information. Then the induced seismicity rate offfault in a region is calculated using the Coulomb stress change in the rate-state seismicity equations. The seismicity rate is both time-dependent and space-dependent.
Synthetic earthquake catalog calculation
Fault slip is the primary mode of deformation in the brittle crust, and the friction constitutive model specifies when and where failure could occur. The slip characteristics of the fault are strongly dependent on the stressing states, fault orientation, and fault surface contact properties, etc. The model used in this study employs a rate-and statedependent formulation for sliding resistance. Laboratory observations indicate that the constitutive law governing fault slip includes dependencies on slip rate and on a state variable that evolves with slip distance and time as written as follows (Dieterich 1979; Ruina 1983 ):
where m is the dynamic coefficient of friction, m 0 is the static coefficient of friction, _ d is slip displacement, a and b are experimentally determined constants, h is a state variable that evolves with time, slip and normal stress history, dotted terms denote time-derivative, asterisked terms denote normalizing constants. This rate-and-state constitutive law provides a well-tested and integrated theoretical framework for deterministic modeling of fault behaviors ranging from fractions of a second during earthquake rupture to interseismic periods of thousands of years. In the rate-and-state formalism, earthquakes nucleate at some elements where the sliding speed is large and the stress exceeds the steady-state friction, depending on the stressing conditions, and increases rapidly above interseismic values. The cycle of stress accumulation and earthquake slip at each fault element loops among three states (Dieterich 1995; Ziv and Rubin 2003) : state 0 for stress below the steady-state friction; state 1 for stress exceeding the steady-state friction with a stable (interseismic) slip; state 2 for unstable slip that increases dramatically above interseismic values.
The stress state change due to a fault slip is represented in term of the interaction matrix (Dieterich and RichardsDinger 2010; Richards-Dinger and Dieterich 2012):
where i indicates the index number of receiver fault element, j indicates the index number of the slipped fault element, s and r are the shear stress in the slip direction and fault-normal stress on the fault element, respectively, the two k ij for shear and normal stresses are interaction matrices derived from elastic dislocation solution at element i due to a slip at element j, d is slip on element j, the superscript ''tect'' indicates the stresses applied to the ith element by sources external to the fault system (such as far field tectonic motions). The summation convention applied to repeated indices. Based on the rate-and-state formulation the rupture model, the earthquake simulator RSQSim (Dieterich and Richards-Dinger 2010; Richards-Dinger and Dieterich 2012) , which uses 3D boundary elements to discretize the fault surface, is convenient to employ to generate synthetic earthquake catalogs in a fault system. The central features of this model consist of the use of event-driven computational steps as opposed to time stepping at closed spaced intervals to speed up and the use of analytical approximations in determining the state transition times. The RSQSim simulator is implemented for parallel computations on varying scales, and Table 1 shows a summary of the computational algorithm, key features, and performance analysis.
The simulator code has been benchmarked against a fully dynamic finite element calculation that takes a completely different calculation approach, and the agreement between the two codes is found to be quite satisfactory (Dieterich and Richards-Dinger 2010; Richards-Dinger and Dieterich 2012) .
From the perspective of large-scale computations, since the earthquake simulator uses a large number of elements to represent the fault surface, the size of the interaction matrix is proportional to the square of the number of the fault elements, (Eq. 2) which might pose a problem for a large-scale calculation even on a supercomputer with hundreds of thousands of processors. In the parallel implementation, the memory per MPI process is approximately expressed as follows:
where N is the number of elements, n p is the number of MPI processes, and n Eq is the number of earthquakes desired. The first term defines the properties for all the elements needed to update in each MPI process, and the second represents the interaction matrix calculation (Eq. 2). While N and np are both large, the first term would become comparable relative to the second term (which is dominant when N and n p small). In such cases, we use the OPENMP to reduce the number of MPI processors and use multiple threads to reduce the memory requirement; therefore a hybrid method is essential in very large-scale simulator calculations. Using MPI_Allreduce (Table 1) for communications is very expensive in terms of the time spent when a large number of cores are involved. Therefore, the additional benefit using the hybrid method is to greatly reduce the intra-process communications to speed up.
Rate-and-state seismicity rate calculation
We use the seismicity rate formulation of Dieterich (1994) to simulate aftershock rates at a receiver point (cell center) after the synthetic earthquakes are generated. The formulation employs the Coulomb stress change due to a shock and a state variable evolving with time:
where R is the seismicity rate, r is steady-state background rate, _ S r is background Coulomb stressing rate, c is the state variable which evolves with time and Coulomb stress:
where S is Coulomb stress on a plane of interest, a is the model constant, r is regional normal stress. If an earthquake strikes, it activates an instantaneous Coulomb stress step DS E and transfers the state variable from c n to c nþ1 by:
It is seen that the seismicity rate R jumps with a drop of c (DS E [ 0 and drops with an increase of c (DS E \0, consistent with the empirical observations (e.g. Harris and Simpson 1998; Durand et al. 2013) . To calculate off-fault seismicity in a region, the possible failure planes/slip directions at each grid point are defined using the optimal failure planes (King et al. 1994 ). The induced stresses at each point are resolved on the plane so the Coulomb stress change is computed. Successively, the seismicity rate R at each grid point could be calculated for all the earthquakes in the fault system. Between the two consecutive earthquake times, the seismicity rate is represented by the rate-state formulation (Dieterich 1994; Harris and Simpson 1998; Ziv 2003; Toda et al. 2005) :
where r is the reference rate of earthquakes, t is time from the main shock, _ S r is long-term stressing rate. The seismicity rate can increase or decrease with time, depending on the stress transfer due to the main shock and evolution of the state variable c.
In creating the synthetic aftershock sequences, we follow the steps given by Smith and Dieterich (2010) , assuming that the aftershocks at each grid point follow a random non-stationary Poisson process. By using the seismicity rate R (Eq. 7) as the earthquake occurrence rate at each grid point in a region, we draw the earthquake occurrence times from this rate distribution to generate an aftershock sequence at a grid point. Eventually, we merge and sort all the synthetic aftershock sequences from each grid point into a regional catalog for analysis of the aftershock distribution characteristics in this region.
Examples

Synthetic earthquakes in the ALLCAL2 fault system
As an example, we use the rate-and-state RSQSim simulator to calculate the synthetic earthquakes in the ALLCAL2 fault model for the main faults in California (Field et al. 2009; Tullis et al. 2012) . Figure 1 shows the locations of the ALLCAL2 faults. The fault surfaces are discretized into square elements of 3 km 9 3 km and involve *15,000 fault elements. The depth of faults extends down to 12 km. The slip rate and direction of each element are both specified by the fault model. The uniform constitutive properties used in the RSQSim simulator are a = 0.01, b = 0.015, m 0 = 0.6; these are typical laboratory values (Dieterich and RichardsDinger 2010) . The simulator run has a simulation of 410,000 earthquakes spanning *64,000 years. Figure 2 shows that most of the earthquakes are between magnitudes of 5-6 due (2014) 27(4): 401-410 405 to the size of the fault elements. Figure 3 shows an example coseismic rupture extent due to an earthquake on the Anza fault. It has a magnitude of M = 7.5, extends about 100 km, and lasts about 28 s with a maximum slip of 5.332 m. The red region indicates the hypocenter. The surrounding fault elements are also shown together and it illustrates the complex fault structure such as fault crossing and gapping. The big earthquake prior to this (3.5 years ago) occurred in Parkfield with a magnitude of M7.1 and the next big one (8.65 years) occurred in southern end of the San Andreas Fault with a magnitude of M7.28. Both are not shown here.
Calculation of seismicity
Using the synthetic earthquake catalog in the ALLCAL2 fault system obtained from above, we calculate the seismicity rate on surface in a region of 200 km 9 200 km in southern California (box in Fig. 1 ). The region is divided into 100 9 100 cells so each cell is of size 2 km 9 2 km. At each grid point (cell center), the optimally oriented fault planes are determined using the sum of two stress rate tensors of (1) the stress rate field generated by the plate tectonic rate 49 mm/a (Argus and Gordon 2001) in the direction of N38.6°W and (2) the stress rate field generated by the long-term loading rate on the fault surface from the ALLCAL2 model. This approach is different from using the sum of the regional stress fiseld and coseismic stress field (e.g. King et al. 1994) , and the optimalorientated planes stay fixed since we aim to understand the long-term seismic hazard characteristics in this region of interest. In this region, the focal mechanism is of essentially strike-slip type, and the right-lateral fault orientation is selected in this study to be consistent with the dominant fault orientations in the fault system. The stressing rate _ S r is calculated by resolving the plate tectonic rate tensor onto the OOP at each cell center. The static stress transfer due to each earthquake in the catalog is conveniently calculated using the dislocation theory in the uniform half-space (Okada 1992 ) and resolved onto the determined optimal fault plane. All the cells are presumably independent thus no stress coupling between cells is involved in this study.
The seismicity rate at each grid point is calculated by Eq. 7 with ar = 0.16 MPa for each earthquake time. The homogeneous half-space has the elastic constants of k = l = 30 GPa in the stress transfer calculations (Okada 1992) . Figure 4 shows examples of seismicity rate (normalized by r) after two main events at two locations labeled #1 and #2 in the southern extent of the San Andreas Fault (Fig. 1) . The two events used occurred in the San Bernardino area. The blue curves denote the calculated seismicity rates by Eqs. 6 and 7. The red asterisks represent the seismicity rates at the synthetic earthquake (RSQSim earthquakes) times from the main shock. Note that the seismicity rates jump vertically by the Coulomb stress transfer due to the main shocks (Eq. 6). In this study, only earthquakes greater than M5.5 are considered in seismicity calculations and the reference seismicity r = 2 per year per cell. The stressing rates are 0.066 MPa per year and 0.058 MPa per year at location 1 and 2, and the characteristic relaxation time for the perturbation of earthquake rate (Dieterich 1994 ) t a ¼ ar= _ S r = 2.4 and 2.7 years, respectively. The stressing rate _ S r is calculated by resolving the plate tectonic rate tensor onto the OOP. Both curves at the two locations show decay with time after the main shock and eventually flatten out at the reference level. Note that location 1 is in an active area while location 2 is quiet as shown by the seismicity rate. It is seen that the decay at station 1 is faster by a factor of 10 8 but at station 2 slower by a factor of 20 only. The difference between the decay rates at stations 1 and 2 is because the immediate decay after the main shock is dependent on the stress transfer (Eq. 7), that is 17.5 and 0.48 MPa at location 1 and 2, respectively, and the subsequent rates depend the time elapse and contributions from other earthquakes though these cause much less stress transfer relative to the main shocks at the two locations in this study. The circles Fig. 4 represent the seismicity rates calculated by using the derived seismicity rate (solid line, from Eq. 7) and using the nonstationary Poisson process to draw the earthquake occurrence times for the calculations below. The two curves are in close proximity and the agreement is satisfactory.
For the region marked as a box in Fig. 1 , the Coulomb stress changes in Fig. 5 are calculated after the main shock of M7.5 (Fig. 3) . The dotted lines indicate the fault traces in this region, and the red stars denote the rupture extent (as in Fig. 3 ). The Coulomb stress transfer appears to be concentrated near the rupture with positives on both ends and on a few spots along the rupture region. It is noted that the Fig. 4 Seismicity rates (normalized) after main shocks at two locations. Top location 1 after an earthquake M6.9, stress transfer is 17.5 MPa. Bottom location 2 after an earthquake M7.5. The stress transfer is 0.4 MPa. Both earthquakes occur in the San Bernardino region. The blue lines indicate the seismicity rate calculated from Eq. 7 and the red stars denote the fault earthquake times. The decay rates at the two locations appear different due to the difference on the stress transfer magnitudes. The circles denote the calculated seismicity rate by drawing the earthquake occurrence times with the seismicity rate (blue lines) negative Coulomb stress change extends to the adjacent faults and covers more area than the positive stress transfer. The range of the stress change is around -5 to 5 MPa, so using the stressing rate *0.06 MPa/year, the main shock M7.5 could advance or delay the earthquake clock by *80 years in the rupture region. The distribution of aftershocks in a few intervals from the main shock is estimated using the sampling samples based on the seismicity rate and is shown in Fig. 6 . The intervals are 0-1, 1-10, 10-100 and 100-1,000 h (*4-40 days) after the main shock. The circles indicate the possible earthquake locations, the red-dashed lines denote the rupture extent, the red star denotes the nucleation location of the main shock, and the green-dashed lines indicate the location of the faults in this region. It is clearly seen that immediately after the main shock the aftershocks are concentrated in the vicinity of the ruptures, and then migrate with time away from the ruptures. Eventually, the distribution moves toward the background seismicity distribution although it might take different times in different areas, depending on the Coulomb stress transfer and stressing rate. This is similar to the seismicity pattern calculated from a uniform slip in a 3D heterogeneous stress field (Smith and Dieterich 2010) . Note that due to the negative Coulomb stress transfer by the rupture (Fig. 5) , that intends to push a fault farther from failure, the seismicity rate in this region may take tens of years to recover the significantly depressed seismicity rate to the background rate level. Seismicity rates as a function of time near the rupture region (so the background seismicity is most excluded) are shown in Fig. 7 . It is seen that the rate curve falls as about t À0:9 nearly until a few days after the main shock and then the slope starts to decrease due to the effect of the background seismicity, approximately following the Omori decay law. The decay rate is consistent with those found from uniform static stress change or from a uniform slip on finite faults in a 3D heterogeneous stress field (Smith and Dieterich 2010) and is also close to that calculated for Landers aftershock activity using the rate-state model (Hainzl et al. 2009 ). The result demonstrates that the rate-state formulation not only replicates the Omori aftershock (synthetic earthquakes on faults) decay rate (Dieterich and Richards-Dinger 2010) , but also suggests earthquake probabilities in a region might have a similar decay law as well, as seen in this study (without stress coupling between different cells). Aftershock (circles) distribution after a main shock of M7.5. It is seen immediately after the main shock, the seismicity rate is elevated near the ruptured fault (red dashed lines) and then migrates outward. Stress shadow is seen by the rupture (Fig. 5) . Green lines are fault traces and the red star indicates the nucleation point
Discussion and conclusions
We employ the efficient rate-and-state earthquake simulator RSQSim to generate synthetic earthquakes in the fault system (ALLCAL2) and calculate the earthquake probabilities in a region from the synthetic earthquakes. The effect of the earthquakes in the fault model on the off-fault seismicity is obtained by calculating the Coulomb stress transfer on the optimal-oriented planes. The rate-state seismicity equation relates the Coulomb stress transfer to the seismicity rate change. The factors controlling the seismicity rate include the stressing rate, Coulomb stress transfer as well as the background rate that is constant in this study. The possible earthquake occurrence in a region is estimated using the seismicity rate as non-stationary Poisson rate. The results show that the aftershocks immediately after a main shock are concentrated near the rupture area, and then disperse into the surrounding area to reach uniformity eventually within a variable time frame. The total number of aftershocks near the rupture region decay with time, also resembling the Omori decay law, with a power exponent of 0.9 similar to the decay obtained for the uniform slip on finite faults (Smith and Dieterich 2010) . The decay rate is close to the decay rates found for some big earthquakes in the region (Toda et al. 2005; Hainzl et al. 2009 ). The example results strongly demonstrate that the rate-and-state fault system earthquake simulator and the seismicity equations that are based on the rate-state friction nucleation of earthquake are well posited to characterize the aftershock distribution in regional assessments of earthquake probabilities.
The method described above to calculate the off-fault seismicity in a region is somewhat similar to that used in the stress release model of statistical earthquake occurrence (Keuhn et al. 2008) and to that used in the ETAS model (e.g. Bansal and Ogata 2013) but the main difference is that the stress in the stress release model is only a symbolic scalar related to the magnitude and not the true stress tensor as used in the rate-state seismicity rate model that can be connected with a physics-based earthquake simulator like RSQSim to better model the entire fault system and off-fault regions, and the ESTAS model uses the spatially distributed four model constants for seismicity rates. The background seismicity is simply set constant in this study but might be time-dependent as suggested by the ETAS model results in optimal estimates from hypocenter data in some regions (e. g. Bansal and Ogata 2013; Kumazawa and Ogata 2013) . The same calculation procedure described above also applies to the scenarios with non-stationary background seismicity to investigate the phenomena such as seismic activation and quiescence but how to determine the time dependence will be a future effort.
It need to be pointed out that in generating the aftershocks in a region, their magnitudes or rupture characteristics cannot be directly derived from the stress transfer model and rate-state seismicity equations. The simulation of the magnitude distribution may be carried out using the Gutenberg-Richter distribution (e.g. Keuhn et al. 2008; Gu et al. 2013) to complete the earthquake probability estimation. Other additions, such as realistic background seismicity rate distribution, stress-interactions between adjacent regions instead of assuming the independence among regions, and dynamic stress transfer, would help improve evaluations of seismic hazard in a region (e.g. Kilb et al. 2002; Keuhn et al. 2008; Durand et al. 2013 ).
