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ABSTRACT
We present a new formula for the rate at which cosmic strings lose energy into gravitational radiation,
valid for all piecewise-linear loops of infinitely-thin cosmic string . At any time, such a loop is composed
of N straight segments, each of which has constant velocity. Any cosmic string loop can be arbitrarily-well
approximated by a piecewise-linear loop with N sufficiently large. The formula is a sum of O(N4) polynomial
and log terms, and is exact when the effects of gravitational back-reaction are neglected. For a given loop,
the large number of terms makes evaluation “by hand” impractical, but a computer or symbolic manipulator
yields accurate results. The formula is more accurate and convenient than previous methods for finding the
gravitational radiation rate, which require numerical evaluation of a four-dimensional integral for each term
in an infinite sum. It also avoids the need to estimate the contribution from the tail of the infinite sum. The
formula has been tested against all previously published radiation rates for different loop configurations. In
the cases where discrepancies were found, they were due to numerical errors in the published work. We have
isolated and corrected the errors in these cases. To assist future work in this area, a small catalog of results
for some simple loop shapes is provided.
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INTRODUCTION
Cosmic strings are one-dimensional topological defects which appear in some gauge theories of the
fundamental interactions. Strings would appear at phase transitions where symmetries of the fundamental
interactions are spontaneously broken [1,2,3]. It is thought that cosmic strings might have formed as the
universe expanded and cooled during the past. They are remarkably simple objects, characterized by a single
parameter µ, which is their mass-per-unit length. For strings of cosmological interest, the expected value
of the dimensionless parameter Gµ/c2 is of order 10−6, where G is Newton’s gravitational constant and c
is the speed of light. The strings of interest for this work are strings without ends - thus they are always
topologically in the form of circles, or possibly infinite in length (in a spatially infinite universe).
The dynamics of a network of cosmic strings in an expanding universe have been thoroughly studied
[4,5,6]. To describe these dynamics, it is useful to divide the strings, for the purposes of labeling, into two
categories: the long string (length greater than the horizon length) and the loops (all the rest). Early work
on cosmic strings established that the energy-density of the long strings was a small constant fraction (of
order Gµ/c2) of the energy-density of the cosmological fluid. In the literature, this is referred to as “scaling”
behavior. The long string network maintains scaling behavior by constantly “chopping off” loops of cosmic
string. This process takes place whenever long strings meet each other, make contact, and “intercommute”.
Typically, after a loop is chopped off it begins to oscillate due to its own tension, undergoing a process of
self-intersection (fragmentation) and eventually creating a family of non-self-intersecting oscillating loops. In
the absence of gravitational radiation, these loops would survive forever, oscillating periodically, and would
eventually come to dominate the energy-density of the universe [1]. However, these loops gradually decay
away due to the emission of gravitational radiation [3].
The emission of gravitational radiation is thus of fundamental importance to the topic of cosmic strings.
Indeed, the resulting stochastic background of gravitational radiation left behind from the families of small
string loops provides the main cosmological constraints on cosmic strings, through two observable effects [7
and references therein]. First, because gravitational radiation contributes to the energy-density, it affects
the expansion rate of the universe. The amount of gravitational radiation must not be too great or it would
interfere with the highly-successful standard model of nucleosynthesis. Secondly, the amount of gravitational
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radiation must not be too great to interfere with the extremely small timing residuals observed in the periods
of a number of carefully observed fast pulsars. The work on these cosmological constraints is reviewed and
updated in [7].
During the past fifteen years a number of detailed calculations have been carried out to determine the
rate at which cosmic string loops convert their energy into gravitational radiation. The power radiated by a
given loop is
P =
E
∆t
= γGµ2c, (1.1)
where E is the energy radiated in gravitational waves in a single oscillation of the loop, ∆t is the period
of that oscillation and γ is a dimensionless constant that depends only on the shape of the loop and its
velocity at any fixed instant in time. Thus the problem is to determine the numerical value of γ for a
given string loop. Because loops are relativistic objects which have typical velocities of order c, the simplest
approximation formulae like the quadrupole approximation are not of much use, although in some cases
they are reasonably accurate [8]. Vachaspati and Vilenkin [9] carried out the first detailed calculation
of γ for a simple generalization of the circular loop. While some of the integrations were carried out
analytically, the final integration over directions could only be done numerically. The next work was a hybrid
analytic/numerical calculation by Burden [10], for a set of loops which were a variation of the Vachaspati
and Vilenkin family. The first entirely exact analytic calculations were done by Garfinkle and Vachaspati
[11], who considered a special family of “kinky” string trajectories. These are the simplest piecewise linear
loops for which the exact formulae given in this paper may be applied directly. Additional work by Durrer
[8] repeated some of the earlier calculations of the previous three groups and also investigated the accuracy
of the quadrupole approximation for determining γ. The next work was a pair of papers by Scherrer,
Quashnock, Spergel and Press [12], and by Quashnock and Spergel [13], which developed numerical and
analytic techniques to study the effects of gravitational back-reaction on the shape and motion of the cosmic
string loops. This is the first work which examines the way in which the shape of a string loop is changed as
a result of the emission of gravitational radiation. (In our paper, these effects are not taken into account - we
assume periodic motion of the loop). In addition to verifying some of Burden’s results, they also obtained
interesting results concerning the distribution of γ for typical families of non-self-intersecting string loops.
3
Recent work by Allen and Shellard [14] used FFT (Fast Fourier Transform) methods to determine values of
γ for the loops produced in their numerical simulation of cosmic string networks in an expanding universe.
These investigations are important for the reason mentioned previously; the cosmological consequences
of cosmic strings are largely visible via the direct and indirect effects of the gravitational waves produced
by the string loops. Thus, “typical” or expected values of γ appear in expressions for observable quantities
such as the present-day energy-density expected in gravitational waves. Much of the research work on
gravitational radiation by cosmic string loops has been motivated by a desire to determine the “typical” or
“expected” values of γ. Thus, Scherrer, Quashnock, Spergel and Press [12] give a histogram of the expected
values of γ; the mean is γ = 61.7 and the median is 55.4.
In much of the literature on this topic, the method used to determine γ is numerical. A loop of cosmic
string radiates at discrete frequencies corresponding to the different normal modes of motion, so γ =
∑
∞
n=1 γn
is a sum of terms arising from each of these normal modes, labeled by n = 1, 2, 3, · · ·. The value of each γn
is given by an integral over the two-sphere of a particular function. This function, in turn, is a product of
integral transforms over the world-sheet of the loop. Except in certain highly-symmetric cases, numerical
methods must be used to determine the required four-dimensional integrals. Because it is only practical to
determine γn up to n of a few hundred or thousand, one must extrapolate the dependence on n in order
to estimate the “tail” terms arising in the infinite sum over n. This process is error-prone because the sum
over n may converge very slowly (if at all - with back-reaction neglected, γ may be infinite!). Also, if the
integration over the two-sphere is not done accurately enough, the γn will be inaccurate for large n. This
will cause the sum over n to converge at the wrong rate. Indeed, we have found that many of the previously-
determined values of γ given in the literature are incorrect (typically by a factor of order two) because this
tail has either not been included, or has been incorrectly estimated.
In this paper, we develop a new method for determining γ. Our method yields an exact analytic formula
for γ, valid for any piecewise linear cosmic string loop with piecewise linear velocity. (Equivalently, both the
left- and right-moving trajectories are piecewise linear). This piecewise linear requirement is really not very
restrictive, since in practice any cosmic string loop can be arbitrarily closely approximated by a piecewise
linear cosmic string. Thus one can use this formula to determine γ to arbitrary precision for any cosmic
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string loop. Remarkably, our formula involves nothing more complicated than log and arctangent functions.
However it is the sum of order N4 terms, where N is the number of piecewise linear segments, and thus in
practice is extremely cumbersome to evaluate without the assistance of a computer or symbolic manipulator.
We stress that although our formula will probably never be evaluated without the use of a computer, it is not
a numerical method, but rather is an exact formula. It is also fairly rapid - with N of 32 a DEC ALPHA class
workstation can evaluate γ in less than 2.5 seconds. We are making our computer code, which provides one
implementation of this algorithm, publicly available via anonymous FTP from the directory pub/pcasper at
alpha1.csd.uwm.edu.
In order to test our new formula, we constructed piecewise linear approximations to the smooth cosmic
string loops studied in earlier published calculations of γ. In a number of cases we obtained very close
agreement between the value of γ given by our formula and the published values. However there were also
a number of cases in which the results did not agree. Section 7 contains further details of these cases. In
every case where we had found disagreement, we were able to show that our formula in fact had given the
correct result. The disagreement in each case was due to numerical errors in the original work. Many of
the published values of γ are off by about a factor of two. For example, Vachaspati and Vilenkin give the
value γ = 54.0 for the case α = 0.5 and φ = 0.5π in equation (2.24) of reference [9]. The correct value is
γ = 97.2 ± 2. Note that the value of γ = 97.2 is exact (to three significant figures) for the piecewise loop
which we used to approximate the smooth Vachaspati and Vilenkin loop. The error bar of ±2 in γ arises
because our piecewise approximation had only N = 64 segments.
We intend to use this exact formula in future work, for example to identify the shape of a cosmic string
loop with the smallest value of γ, and to repeat some of the work of Scherrer, Quashnock, Spergel and Press
[12] concerning the distribution of γ values of non-self-intersecting loops.
The remainder of the paper is organized as follows. Section 2 describes the periodic motion of a cosmic
string loop oscillating in flat space-time. It establishes notational conventions and a number of basic results.
Note that in our approximation, the back-reaction of gravity on the string loop is neglected, so that space-
time remains flat. In this context a given string loop oscillates periodically and radiates forever. Section
3 starts with a standard result [15] for the energy radiated by gravitational waves emitted from a periodic
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source, and obtains an integral representation for γ in terms of the gravitational interaction of the cosmic
string world-sheet with itself. This was motivated by (and is almost identical to) a calculation given in
appendix B of [13]. In Section 4 we restrict our attention to the special case of piecewise linear loops,
and establish notational conventions for such loops. The “corners” of the piecewise linear loop trajectory
may be discretely labeled; their positions/velocities contain all information about the loop. The integral
representation for γ is then expressed in terms of these discrete quantities. In Section 5, the formula for γ
is simplified and expressed as a sum of elementary integrals. These integrals are three-dimensional volume
integrals; the integrand is a Dirac delta function of a quadratic form in x, y and z. These integrals are
evaluated in closed form in Section 6. This section contains the main result of the paper, which is an exact
closed-form expression for γ in the piecewise linear case. Section 7 contains the results of our investigation
of the existing literature, reporting both on those cases where we obtained agreement with published work,
and those cases where we found the published work to be incorrect. In the latter cases, we have isolated
the error(s) in the published work and report on how we corrected those errors. Section 8 contains a short
“catalog” of values of γ for some elementary loop trajectories. This is followed by a short conclusion.
Note: throughout this paper we use the metric signature (−,+,+,+), and denote Newton’s constant
by G. From here on we use units with the speed of light c = 1.
Section 2: COSMIC STRING MOTION IN FLAT SPACE
The trajectory of a cosmic string describes a two-dimensional world-sheet in space-time. Points on the
world-sheet have space-time coordinates xµ given by
xµ = xµ(ξ0, ξ1), (2.1)
where ξ0 is a timelike and ξ1 is a spacelike coordinate on the world-sheet. The string is described by the
Nambu action, which is proportional to the area of the world-sheet:
S = −µ
∫
[−g(2)]1/2d2ξ. (2.2)
Here µ is the mass-per-unit length of the string, g(2) is the determinant of the 2-dimensional metric on the
world-sheet induced from the Minkowski metric, and the integration is over the entire world-sheet of the
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string. If we define xµ, a =
∂xµ
∂ξa , where a = 0, 1, then the induced 2-dimensional metric is given by
g
(2)
ab = gµνx
µ, ax
ν , b. (2.3)
If we denote time and space derivatives on the world-sheet by ˙= ∂∂ξ0 and
′ = ∂∂ξ1 , then the determinant g
(2)
is
g(2) = x˙µx˙µx
′νx′ν − x′µx˙µx˙νx′ν . (2.4)
Note that x′µ is spacelike and x˙µ is timelike.
The Lagrangian equations of motion for the string are rather cumbersome [3]. However, the action
(2.2) is invariant under the reparameterization (gauge transformation) ξa → ξ˜a(ξ), so the equations can be
simplified by a judicious choice of the parameters ξa. One may choose the parameters so that xµ satisfies
the gauge conditions
x˙µx′µ = 0 and x˙
µx˙µ + x
′µx′µ = 0. (2.5)
With this choice of gauge, the equation of motion is the two-dimensional wave equation
x¨µ − x′′µ = 0. (2.6)
The gauge conditions (2.5) still allow a further reparameterization where ˙˜ξ1 = ξ˜′0 and ξ˜′1 = ˙˜ξ0. Together
these imply that ¨˜ξa = ξ˜′′a. This allows us to set ξ0 = t. If we rename ξ1 = σ, then the coordinates of the
string world-sheet (2.1) become
xµ = xµ(t, σ). (2.7)
With this choice of parameters, the gauge conditions (2.5) become
x˙ix′i = 0, and x˙
ix˙i + x
′ix′i = 1, (2.8)
where the index i = 1, 2, 3 is a spatial index. The equation of motion becomes the two-dimensional wave
equation
x¨i − x′′i = 0. (2.9)
The time part of the equation of motion (2.6) is satisfied automatically.
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The general solution to the equation of motion (2.9) is
~x(σ, t) =
1
2
[~a(t+ σ) +~b(t− σ)]. (2.10)
Here, the function ~a defines the left-moving and ~b the right-moving component of the string. The first gauge
condition applied to ~x implies that ~a′2 = ~b′2, where here the prime means differentiation with respect to the
function’s argument. The second gauge condition implies that ~a′2 +~b′2 = 2. Together the gauge conditions
force the functions ~a and ~b to satisfy
~a′2 = ~b′2 = 1. (2.11)
Up to this point, our treatment of cosmic strings includes both the case of infinite strings and the case of
closed string loops. From here on, to study gravitational radiation, we consider only the case of closed loops.
In this case, the world-sheet of the (assumed non-self-intersecting) string has the topology of a cylinder
IR × S1, and will be referred to as a “world-tube”. Because the string forms a closed loop, one finds an
additional constraint on the otherwise arbitrary functions ~a and ~b.
If the cosmic string has the form of a closed loop, it follows that
~x(t, σ + L) = ~x(t, σ) ∀ σ, t, (2.12)
where the constant L is the length of the loop. This implies that
~a(t+ σ) +~b(t− σ) = ~a(t+ σ + L) +~b(t− σ − L) ∀ σ, t. (2.13)
If we define the null coordinates u and v by
u = t+ σ, v = t− σ, (2.14)
then (2.13) becomes
~a(u+ L)− ~a(u) = ~b(v) −~b(v − L) ∀ u, v. (2.15)
However, because u and v can be varied independently, it must be the case that
~a(u+ L)− ~a(u) = ~b(v)−~b(v − L) = ~c, (2.16)
8
where ~c is a constant vector. If we choose to work in the center-of-mass frame of the loop, then ~c = 0. This
follows since in the center-of-mass frame we have
0 =
L∫
0
~˙xdσ =
L∫
0
1
2
[~a′(t+ σ) +~b′(t− σ)]dσ
=
1
2
[~a(t+ L)−~b(t− L)− ~a(t) +~b(t)] = ~c.
(2.17)
Thus, in the center-of-mass frame, the functions ~a and ~b are periodic with period L,
~a(t+ σ + L) = ~a(t+ σ), ~b(t− σ − L) = ~b(t− σ). (2.18)
Because the functions ~a and ~b are periodic, each can be described by a closed loop. These loops will be
referred to respectively as the a-loop and the b-loop. Together, the a- and b-loops define the trajectory of
the string loop.
Because the functions ~a and ~b are periodic in their arguments, the string loop is periodic in time. The
period of the loop is L/2 since
~x(t+
L
2
, σ +
L
2
) =
1
2
[~a(t+ σ + L) +~b(t− σ)] = 1
2
[~a(t+ σ) +~b(t− σ)] = ~x(t, σ). (2.19)
For the remainder of this paper, we will set the loop length L = 1. The period of the loop is then ∆t =
L/2 = 1/2, and the section of the world- tube swept out by the loop in a single oscillation is covered by the
coordinates σ ∈ [0, 1] and t ∈ [0, 1/2]. The entire world- tube is covered by σ ∈ [0, 1] and t ∈ (−∞,∞).
The reason that one may set L = 1 is remarkable: the power radiated in gravitational radiation from a
loop of a given shape is invariant under a rescaling (magnification or shrinking) of the loop, provided that
the velocity at each point on the rescaled loop is unchanged [3]. A formal proof of this is given in [14]. Thus,
to calculate the radiated power it is sufficient to consider only those loops with total length L = 1.
The null coordinates u and v defined in (2.14) are more convenient than the coordinates t and σ. The
u, v coordinates are called null because the tangent four-vectors ∂ux
α and ∂vx
α associated with them are
null. This follows because
∂
∂u
=
∂σ
∂u
∂
∂σ
+
∂t
∂u
∂
∂t
=
∂
∂σ
+
∂
∂t
, and
∂
∂v
=
∂σ
∂v
∂
∂σ
+
∂t
∂v
∂
∂t
= − ∂
∂σ
+
∂
∂t
,
(2.20)
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are null vectors in Minkowski space. To be more explicit, since points on the world-tube have space-time
coordinates [t, ~x] given in terms of u and v by
xα(u, v) =
1
2
[u+ v, ~a(u) +~b(v)], (2.21)
the gauge conditions now imply that
∂ux
α∂uxα = −
(
1
2
)2
+
(
1
2
)2
~a′2 = 0, and
∂vx
α∂vxα = −
(
1
2
)2
+
(
1
2
)2
~b′2 = 0.
(2.22)
Because of the periodicity of the loops, the world-tube may be covered by the coordinates u and v in many
equivalent ways. One convenient covering is to take u ∈ [0, 1] and v ∈ (−∞,∞). The region of the world-
tube swept out in a single oscillation of the loop is then covered by u ∈ [0, 1] and v ∈ [0, 1]. Note however
that this is not the same region of the world-tube as t ∈ [0, 1/2] and σ ∈ [0, 1]. This is shown in Figure 1 of
reference [14].
The energy-momentum tensor T µν for the string loop may be found by varying the action (2.2) with
respect to the metric. In flat space, with our choice of coordinates and gauge, it is
T µν(yα) = µ
1∫
0
du
∞∫
−∞
dv Gµν(u, v)δ4(yα − xα(u, v)), (2.23)
where Gµν is defined by
Gµν(u, v) = ∂ux
µ∂vx
ν + ∂vx
µ∂ux
ν . (2.24)
Note that the volume element for the (u, v) coordinates is related to that of the coordinates (t, σ) by the
Jacobian of the coordinate transformation. Thus,
dudv = 2dσdt. (2.25)
Because of the delta function which appears in (2.23), the stress-tensor T µν vanishes everywhere except on
the world-sheet of the string loop.
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Section 3: POWER RADIATED IN GRAVITATIONAL RADIATION
The power emitted by an oscillating loop in the form of gravitational radiation may be determined in
the weak-field limit. This is an excellent approximation for cosmologically interesting cosmic strings because
the amplitude of the metric perturbation hµν is of order Gµ/c
2 ≈ 10−6. Because the gravitational radiation
is weak, its back-reaction on the loops does not modify a loop’s motion significantly in a single oscillation.
Hence we calculate the rate of gravitational radiation in the approximation that the back-reaction can be
neglected, so that a loop oscillates periodically in time.
The standard formulae used to calculate the power lost to gravitational radiation typically assume that
the energy of the source is gradually dissipated into radiation, and that the stress-energy tensor of the source
vanishes with time. In our case, the source is a periodically oscillating loop whose stress-energy tensor does
not vanish with time, and therefore the standard formulae require minor modifications. Since the loops that
we study in this paper have period 1/2, they radiate only at discrete angular frequencies given by:
ωn = 4πn for n = 1, 2, 3, · · · . (3.1)
The power radiated per unit solid-angle into the nth mode is given by the standard formula (equation 10.4.13
of [15])
dPn
dΩ
=
G
π
ω2n
[
τ∗µν(ωnΩ)τ
µν(ωnΩ)− 1
2
|τλλ(ωnΩ)|2
]
. (3.2)
In this equation, the Fourier transform of the stress-energy tensor is defined by
τµν(ωΩ) ≡ lim
T→∞
1
2T
∫ T
−T
dt
∫
d3x eiω(t−Ω·~x)Tµν(t, ~x), (3.3)
and ∗ denotes complex conjugation. The vector symbol over ~x denotes an ordinary flat-space three-vector,
and Ω is a unit-length three-vector with spatial Cartesian components given by
Ω = (cosφ sin θ, sinφ sin θ, cos θ). (3.4)
To calculate the total radiated power, one must integrate over all directions on the unit sphere. This
introduces integrals of the form
∫
dΩf(Ω) ≡
∫ π
0
sin θdθ
∫ 2π
0
dφf(θ, φ) (3.5)
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into the equations that follow.
The Fourier transform of the stress-energy tensor (3.3) is defined as the limit of a infinite-time integral.
This differs slightly from the case of non-periodic sources. It is easy to see that τµν(ωΩ) vanishes unless ω
takes on one of the discrete values ωn. (This is shown in reference [14] following equation (3.11)). For these
values of ωn, the T →∞ limit of the integral is not hard to calculate: since the source is periodic, the limit
appearing in (3.3) is equal to the integral over a single period, i.e., the same integral with 2T set equal to
1/2. Substituting expression (2.23) for the stress-energy tensor into the formula for τµν one finds that
τµν(ωnΩ) = 2µ
∫ 1
0
du
∫ 1
0
dv Gµν(u, v)e
iωn(u+v−Ω·(~a(u)+~b(v)))/2. (3.6)
Note that the limits of integration in (u, v) space cover one complete oscillation period of the world-sheet of
the string loop.
The total radiated power is obtained by summing over all the modes:
P =
∞∑
n=0
∫
dΩ
dPn
dΩ
. (3.7)
The n = 0 mode has been included in the sum for later convenience; it makes no contribution because of the
factor of ω2n appearing in (3.2). This expression for the total power can be put into a more useful form by
using the explicit formula (3.6) for the Fourier transform of the stress-tensor. This gives
P =
2Gµ2
π
∞∑
n=−∞
ω2n
∫
dΩ
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫ 1
0
dv˜ ψ(u, v, u˜, v˜)eiωn(∆t(u,v,u˜,v˜)−Ω·∆~x(u,v,u˜,v˜)), (3.8)
where we have defined
ψ(u, v, u˜, v˜) = Gµν(u, v)G
µν (u˜, v˜)− 1
2
Gλλ(u, v)G
γ
γ(u˜, v˜). (3.9)
The functions ∆t = (u+v−u˜− v˜)/2 and ∆~x = (~a(u)+~b(v)−~a(u˜)−~b(v˜))/2 in (3.8) describe the temporal and
spatial separation of the two points on the string world-sheet with coordinates (u, v) and (u˜, v˜) respectively.
To save space, in some of the formulae that follow, the arguments of ∆t and ∆~x are not shown; they should
be implicitly understood. Since each term in the sum over n equals its complex-conjugate, P is explicitly
real. For this reason, since the n = 0 term does not contribute, we have changed the sum over n to a sum
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from −∞ to ∞ at the expense of introducing an overall factor of 1/2 into the formula. From here on, this
sum will simply be denoted by
∑
n.
It is possible to carry out both the sum over n and the integral over solid angle in closed form. To see
this, consider the integral
I(t, ~r) ≡
∑
n
ωn
∫
dΩeiωn(t−Ω·~r). (3.10)
The integral over solid angle
∫
dΩeiΩ·~z is easily evaluated, and equals 4π sin(|~z|)/|~z|. Hence one has
I(t, ~r) =
4π
|~r|
∑
n
eiωnt sinωn|~r|. (3.11)
Because of the absolute value signs that appear, some care is required to obtain this last result - one must
separately consider both possible signs of ωn. The sum over n may now be explicitly carried out. Using the
standard formula
∑
n e
inθ = 2πδp(θ) for the periodic delta function on the interval [−π, π), one obtains
I(t, ~r) =
4π2
i|~r|
(
δp(4π(t+ |~r|))− δp(4π(t− |~r|))
)
. (3.12)
Noting further that the periodic delta function may be expressed in terms of the ordinary Dirac delta function
as
δp(x) =
∞∑
k=−∞
δ(x+ 2πk), (3.13)
and noting that |~r| is always positive, one may combine the two delta functions in (3.12) to give
I(t, ~r) =
π
i|~r|
∞∑
k=−∞
[
δ(t+ k/2 + |~r|)− δ(t+ k/2− |~r|)]
= 2πi
∞∑
k=−∞
ǫ(t+ k/2)δ((t+ k/2)2 − |~r|2),
(3.14)
where ǫ(x) = 2θ(x)− 1 is +1 for x > 0 and −1 for x < 0. From the definition (3.10) of I(t, ~r) it is clear that
applying the derivative operator −i∂/∂t brings down an additional factor of ωn. Inserting the time-derivative
of (3.14) into (3.8) leads to
P = 4Gµ2
∞∑
k=−∞
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫ 1
0
dv˜ ψ(u, v, u˜, v˜)
∂
∂∆t
ǫ(∆t+ k/2)δ((∆t+ k/2)2 − |∆~x|2). (3.15)
In this expression, the dependence of ∆t and ∆~x on the four variables u, v, u˜ and v˜ has not been explicitly
shown. The derivative operator ∂∂∆t means: first take the derivative of I(t, ~r) with respect to the first
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argument, then substitute in the functions ∆t and ∆~x. Alternatively, it refers to any combination of derivative
operators in (3.8) which will bring down a factor of iωn.
It is possible to re-express the sum over k of these four integrals as a single integral, simply by shifting
one of the integration variables to the range −∞ to∞. For example, if we choose to shift v˜, then because the
functions ~a and ~b are periodic, it is easy to see that ∆~x(u, v, u˜, v˜− k) = ∆~x(u, v, u˜, v˜) and that ψ(u, v, u˜, v˜−
k) = ψ(u, v, u˜, v˜). However, the time function is not periodic; one has ∆t(u, v, u˜, v˜−k) = ∆t(u, v, u˜, v˜)+k/2.
Since the period of the loop is 1/2, the energy radiated in a single oscillation of the loop is thus given by
E = P/2:
E = 2Gµ2
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫
∞
−∞
dv˜ ψ(u, v, u˜, v˜)
∂
∂∆t
ǫ(∆t)δ((∆t)2 − |∆~x|2). (3.16)
Note that the choice to shift v˜ was arbitrary; we could have chosen to shift any one of the four integration
variables. If we had chosen to shift some other variable, the only changes to (3.16) would be that the
integration range for v˜ would be from 0 to 1, and the integration range of the new shifted variable would be
from −∞ to ∞. This expression for the energy radiated into gravitational radiation during one oscillation
of the cosmic-string loop can be evaluated exactly in the case of piecewise linear string loops.
To make this formula directly useful, one must replace the operation ∂/∂∆t by an explicit operation in
terms of derivatives w.r.t. the variables u, v, u˜ and v˜. The desired effect of this operation is to bring down a
factor of iωn when applied to exp(iωn[∆t(u, v, u˜, v˜)− Ω ·∆x(u, v, u˜, v˜)]). Let us denote this operation by
D(u, v, u˜, v˜) ≡ U(u, v, u˜, v˜)∂u + V (u, v, u˜, v˜)∂v − U˜(u, v, u˜, v˜)∂u˜ − V˜ (u, v, u˜, v˜)∂v˜, (3.17)
where the functions U, V, U˜ , and V˜ are determined by the desired effect of D on the exponential:
D exp(iωn[∆t− Ω ·∆~x]) = iωn exp(iωn[∆t− Ω ·∆~x]). (3.18)
Because D is chosen to be a linear differential operator, (3.18) is equivalent to the four equations
D∆t(u, v, u˜, v˜) = 1 and D∆~x(u, v, u˜, v˜) = ~0. (3.19)
Substituting in the definitions of ∆t and ∆~x, this may be written as the 4× 4 matrix equation
(
1 1 1 1
~a′(u) ~b′(v) ~a′(u˜) ~b′(v˜)
)
U
V
U˜
V˜

 = ( 2~0
)
. (3.20)
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The solution to these linear equations yields the following expression for the differential operator D:
D(u, v, u˜, v˜) =
2
~b′(v) · [~a′(u˜)×~b′(v˜)]∂u − ~a′(u) · [~a′(u˜)×~b′(v˜)]∂v − ~a′(u) · [~b′(v)×~b′(v˜)]∂u˜ + ~a′(u) · [~b′(v)× ~a′(u˜)]∂v˜
~b′(v) · [~a′(u˜)×~b′(v˜)]− ~a′(u) · [~a′(u˜)×~b′(v˜)] + ~a′(u) · [~b′(v)×~b′(v˜)]− ~a′(u) · [~b′(v) × ~a′(u˜)]
.
(3.21)
In terms of the operator D, the energy radiated in gravitational waves during one oscillation of the string
loop is given by
E = 2Gµ2
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫
∞
−∞
dv˜ ψ(u, v, u˜, v˜)D(u, v, u˜, v˜)
(
ǫ(∆t)δ((∆t)2 − |∆~x|2)
)
. (3.22)
In this expression the differential operator D acts on all the quantities that stand to its right.
Before continuing, we note that half the terms may be easily eliminated from (3.22). Under the operation
of interchanging the variables (u, v) with (u˜, v˜), U(u˜, v˜, u, v) = U˜(u, v, u˜, v˜), V (u˜, v˜, u, v) = V˜ (u, v, u˜, v˜) and
∆t(u˜, v˜, u, v) = −∆t(u, v, u˜, v˜), while ψ(u˜, v˜, u, v) = ψ(u, v, u˜, v˜) and the arguments of the δ function are
invariant. Using these results, we interchange the variables (u, v) with (u˜, v˜) in the first two terms of E
in (3.22). Recalling that we could have shifted any one of the integration variables in (3.15), as explained
following (3.16), one finds that
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫
∞
−∞
dv˜ ψ(u, v, u˜, v˜)
(
U∂u + V ∂v
)(
ǫ(∆t)δ((∆t)2 − |∆~x|2)
)
=
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫
∞
−∞
dv˜ ψ(u, v, u˜, v˜)
(
U˜∂u˜ + V˜ ∂v˜
)(
ǫ(−∆t)δ((∆t)2 − |∆~x|2)
)
.
(3.23)
This equation, along with ǫ(−x) = −ǫ(x), may now be used in (3.22) to eliminate two of the four terms in
the operator D, yielding
E = 4Gµ2
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫
∞
−∞
dv˜ ψ(u, v, u˜, v˜)
(
U∂u + V ∂v
)(
ǫ(∆t)δ((∆t)2 − |∆~x|2)
)
. (3.24)
Although (3.24) has only half as many terms as (3.22), it is not the most useful form for our purposes.
The most convenient expression for E is obtained by replacing ǫ(∆t) in (3.22) by 2θ(∆t). The ǫ(∆t) =
2θ(∆t) − 1 term can be replaced by 2θ(∆t) because the −1 term makes no contribution to the integral.
To see this, consider the effect of replacing ǫ(∆t) by −1 in (3.22). Denoting this by E(−1) and again using
the transformation properties of U(u, v, u˜, v˜), V (u, v, u˜, v˜), ψ(u, v, u˜, v˜) and the arguments of the δ function
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under the operation of interchanging the variables (u, v) with (u˜, v˜), one finds that
E(−1) ≡− 2Gµ2
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫
∞
−∞
dv˜ ψ(u, v, u˜, v˜)
(
U∂u + V ∂v − U˜∂u˜ − V˜ ∂v˜
)
δ((∆t)2 − |∆~x|2)
=− 2Gµ2
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫
∞
−∞
dv˜ ψ(u, v, u˜, v˜)
(
U˜∂u˜ + V˜ ∂v˜ − U˜∂u˜ − V˜ ∂v˜
)
δ((∆t)2 − |∆~x|2) = 0.
(3.25)
This proves that E(−1) = 0 and thus that ǫ(∆t) in (3.22) can be replaced by 2θ(∆t).
The integration range v˜ ∈ (−∞,∞) in the expression for E (3.22) may be replaced by the finite range
v˜ ∈ [−2, 2]. This is because the integrand of (3.22) vanishes unless v˜ ∈ [−2, 2]. Physically this is because
in the center-of-mass frame, the string loop remains centered about a fixed coordinate location. Since the
δ function has its support only on the light-cone, it is impossible for regions of the string located far in the
past or future to interact. To see this result mathematically, first consider the argument of the θ function.
The only contributions to E arise when this argument is positive, i.e., when
u+ v − u˜− v˜ ≥ 0. (3.26)
Since all three integration variables u, v, u˜ lie in the range [0, 1], the θ-function vanishes unless the variable
v˜ lies in the range v˜ ∈ (−∞, 2]. Further restrictions arise from considering the argument of the δ function.
The only contributions to E arise when this argument vanishes, i.e., when
(u+ v − u˜− v˜)2 = [~a(u)− ~a(u˜) +~b(v)−~b(v˜)]2. (3.27)
However since the total length of the a-loop is 1, the maximum length of the vector ~a(u) − ~a(u˜) is 1/2.
Similarly, the maximum length of the vector ~b(v)−~b(v˜) is 1/2. Hence the largest possible value of the r.h.s.
of (3.27) is 1. This shows that the integrand vanishes unless the quantity
u+ v − u˜− v˜ ∈ [−1, 1]. (3.28)
Again making use of the possible ranges of u, v, and u˜ this implies that the δ function vanishes unless v˜ ∈
[−2, 3]. Combined with the restrictions arising from the θ function, this implies that the only contributions
to E arise from the range v˜ ∈ [−2, 2]. Thus we obtain the final form of our result
E = 4Gµ2
∫ 1
0
du
∫ 1
0
dv
∫ 1
0
du˜
∫ 2
−2
dv˜ ψ(u, v, u˜, v˜)D(u, v, u˜, v˜)
(
θ(∆t)δ((∆t)2 − |∆~x|2)
)
. (3.29)
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The expression just obtained has an interesting physical interpretation.
The string loses energy to gravitational waves precisely because of the gravitational self-interaction of
the string with itself. From this point of view, the integral over (u˜, v˜) in (3.29) is an integral over the
sources (the stress-tensor of the string worldsheet at xα(u˜, v˜)) that create a metric perturbation at the
space-time point xα(u, v). The metric perturbation at xα(u, v) is obtained by multiplying the source times
a retarded propagator and integrating over the entire history of the source: the part of the world-sheet that
can contribute is covered by the coordinates u˜ ∈ [0, 1] and v˜ ∈ [−2, 2]. The metric perturbations from the
loop at one space-time point propagate along the light-cone from that point to interact with some other
point on the loop at some later time. The product θδ/2π that appears in (3.29) is precisely the retarded
propagator (equation 12.133 of [16]). This creates the mechanism for energy loss: the string must do work
against the tidal forces created by the metric perturbations due to the string itself. The energy lost in a
single oscillation is obtained by integrating this work over the region on the string’s world-tube covered by
the coordinates u ∈ [0, 1] and v ∈ [0, 1]. Thus, the loss of energy due to gravitational radiation may be
thought of in terms of a loop which creates metric perturbations, interacting with a loop whose motion does
work against these perturbations.
We will see in the following sections that (3.29) can be evaluated exactly in closed analytic form for any
piecewise linear cosmic string loop. The value of γ is then given immediately by (1.1).
Section 4: PIECEWISE LINEAR LOOPS
We now restrict our attention to piecewise linear loops. These are loops for which the functions ~a(u)
and ~b(v), which define the loop’s trajectory, are piecewise linear functions. The functions ~a(u) and ~b(v) may
be pictured as a pair of closed loops, which consist of joined straight segments. The segments on the a- and
b-loops join together at kinks where ~a′(u) and ~b′(v) are discontinuous. The a-loop has Na linear segments,
and the b-loop has Nb linear segments. Part of a typical a-loop is shown in Figure 1.
The following conventions, also shown in Figure 1, are used to describe piecewise linear loops. The
coordinate u on the a-loop is chosen to take the value zero at one of the kinks, and increases along the loop.
The kinks on the loop are labeled by the index i where i = 0, 1, 2, . . . , Na− 1. The value of u at the ith kink
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is denoted by ui. Without loss of generality we set u0 = 0. The segments on the loop are also labeled by the
index i; the ith segment is the one lying between the ith kink and the (i + 1)th kink. The kink at u = uNa
is the same as the first kink at u = u0 = 0. Since |~a′|2 = 1, the a-loop has length 1. Thus, even though u0
and uNa are at the same position on the loop, u0 = 0 while uNa = 1. The entire range u ∈ (−∞,∞) may
be covered by allowing the coordinate u to continue around the a-loop in a periodic way. This also extends
the range of the index to i ∈ ZZ. Thus, for example, u−Na = −1, u0 = 0, uNa = 1, u2Na = 2 and so on are all
located at the same position on the a-loop. Because |~a′(u)| = 1, the length of the linear segment between
the kinks at ui and ui+1 (the ith segment) is
∆ui = ui+1 − ui. (4.1)
The loop’s position ~a(u) at u = ui is denoted
~ai = ~a(ui). (4.2)
The constant unit vector tangent to the ith segment (pointing in the direction of increasing u-parameter) is
denoted
~a′i =
~ai+1 − ~ai
∆ui
. (4.3)
With these definitions, the function ~a(u) for u ∈ [ui, ui+1] may be written
~a(u) = ~ai + ~a
′
i(u− ui) for u ∈ [ui, ui+1]. (4.4)
Note that for consistency, putting u = ui+1 in (4.4), one must have
~ai+1 = ~ai + ~a
′
i(∆ui). (4.5)
Similar notation is used for the function ~b(v). For v ∈ [vj , vj+1], the function ~b(v) may be written
~b(v) = ~bj +~b
′
j(v − vj) for v ∈ [vj , vj+1]. (4.6)
Thus the a-loop is entirely specified by the quantities ~ai; from them one can obtain both ∆ui = |~ai+1 − ~ai|
and ~a′i given by (4.3). Identical notation is used for the b-loop.
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The function ψ(u, v, u˜, v˜) takes a special form in the case of piecewise linear loops. In general one has
ψ(u, v, u˜, v˜) = Gµν(u, v)Gµν(u˜, v˜)− 1
2
Gλλ(u, v)G
γ
γ(u˜, v˜)
= 2[∂ux
µ∂vx
ν∂u˜x˜µ∂v˜x˜ν + ∂ux
µ∂vx
ν∂u˜x˜ν∂v˜x˜µ − ∂uxλ∂vxλ∂u˜x˜γ∂v˜x˜γ ],
(4.7)
where, again, xα = xα(u, v) and x˜α = xα(u˜, v˜). For the purpose of evaluating integral (3.29) it is necessary
to break up the integrations over (u, v, u˜, v˜) into rectangular four-cells. Each four-cell is denoted by a set of
indices (i, j, k, l). The indices refer to segments on the a- and b-loop, each of which defines a specific range
for one of the coordinates (u, v, u˜, v˜). The index i will always refer to the u coordinate, j to the v coordinate,
k to the u˜ coordinate and l to the v˜ coordinate. Within each cell, we may write the four-vectors and tangent
vectors
xα(u, v) = 12 [u+ v,~ai + ~a
′
i(u− ui) +~bj +~b′j(v − vj)]
∂ux
α = 12 [1,~a
′
i], ∂vx
α = 12 [1,
~b′j]
}
for u ∈ [ui, ui+1] and v ∈ [vj , vj+1] (4.8)
and similarly
xα(u˜, v˜) = 12 [u˜+ v˜,~ak + ~a
′
k(u˜− uk) +~bl +~b′l(v˜ − vl)]
∂u˜x˜
α = 12 [1,~a
′
k], ∂v˜x˜
α = 12 [1,
~b′l]
}
for u˜ ∈ [uk, uk+1] and v˜ ∈ [vl, vl+1]. (4.9)
Using (4.8) and (4.9) in (4.7) we find that ψ(u, v, u˜, v˜) is a constant, ψijkl , when (u, v, u˜, v˜) are in the intervals
defined by the segments (i, j, k, l). For any set of segments (i, j, k, l), the constant ψijkl is given by
ψijkl =
1
8
[(−1 + ~a′i · ~a′k)(−1 +~b′j ·~b′l) + (−1 + ~a′i ·~b′l)(−1 +~b′j · ~a′k)− (−1 + ~a′i ·~b′j)(−1 +~b′l · ~a′k)]. (4.10)
Note that ψijkl ∈ [−1, 5/4]. Also note that ψijkl vanishes when (i− k) mod Na = 0 or (j − l) mod Nb = 0.
It is helpful to keep track of whether the indices in a given equation refer to kinks or segments on the a-
and b-loop. For instance, ui refers to the value of the parameter u at the ith kink on the a-loop. Similarly,
~ai denotes a vector from the origin to the kink at u = ui on the a-loop. By contrast, ~a
′
i is a unit vector
parallel to a specific segment on the a-loop. The indices on ψijkl also refer to specific segments on the a-
and b-loops. The segments define specific ranges for the coordinates (u, v, u˜, v˜). Of course these ranges will
change as the indices take on different values.
The formula (3.29) for the energy radiated in gravitational waves during one oscillation of the string
loop may now be rewritten for the case of a piecewise linear loop. The integrals over (u, v, u˜, v˜) in (3.29) may
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be broken up into a sum of integrals over the individual segments making up the a- and b-loops. Because
ψijkl is a constant in each of these integrals, it may be pulled out of the integration, giving
E = 4Gµ2
Na−1∑
i=0
Nb−1∑
j=0
Na−1∑
k=0
2Nb−1∑
l=−2Nb
ψijkl
ui+1∫
ui
du
vj+1∫
vj
dv
uk+1∫
uk
du˜
vl+1∫
vl
dv˜ Dijkl(u, v, u˜, v˜)
[
θ(∆t)δ
(
(∆t)2 − |∆~x|2)].
(4.11)
Note that the summation of l is not from −∞ to ∞ but is only over the finite range corresponding to
v˜ ∈ [−2, 2] as shown following equation (3.28). Here
Dijkl(u, v, u˜, v˜) = Uijkl∂u + Vijkl∂v − U˜ijkl∂u˜ − V˜ijkl∂v˜, (4.12)
where the coefficients of the derivative operators are constant on any (i, j, k, l) segment, and are given by
Uijkl = Qijkl ~b
′
j · [~a′k ×~b′l] U˜ijkl = Qijkl ~a′i · [~b′j ×~b′l]
Vijkl = −Qijkl ~a′i · [~a′k ×~b′l] V˜ijkl = −Qijkl ~a′i · [~b′j × ~a′k],
(4.13)
with (twice) the inverse determinant given by
Qijkl = 2
(
~b′j · [~a′k ×~b′l]− ~a′i · [~a′k ×~b′l] + ~a′i · [~b′j ×~b′l]− ~a′i · [~b′j × ~a′k]
)
−1
. (4.14)
Note that Uijkl, Vijkl , U˜ijkl and V˜ijkl are all constant for a given set (i, j, k, l). Again, note that the indices
(i, j, k, l) in equations like (4.12) refer to specific straight segments on the a- and b-loops. They do not refer
to the components of some tensor.
Section 5: EVALUATING THE INTEGRALS
The four partial derivative operators in Dijkl(u, v, u˜, v˜) in (4.11) may be trivially integrated over u, v,
u˜ or v˜. Carrying out these integrations, E takes the form
E = 8Gµ2
Na−1∑
i=0
Nb−1∑
j=0
Na−1∑
k=0
2Nb−1∑
l=−2Nb
ψijkl
[
Uijkl
(
S
(u)
i+1,j,k,l − S(u)i,j,k,l
)
+ Vijkl
(
S
(v)
i,j+1,k,l − S(v)i,j,k,l
)
− U˜ijkl
(
S
(u˜)
i,j,k+1,l − S(u˜)i,j,k,l
)− V˜ijkl(S(v˜)i,j,k,l+1 − S(v˜)i,j,k,l)],
(5.1)
where the superscript on each S denotes the variable which has been integrated out in that term. The
quantities S
(u)
ijkl , S
(v)
ijkl , S
(u˜)
ijkl and S
(v˜)
ijkl appearing in (5.1) may all be expressed in terms of a three-dimensional
integral containing a δ function:
S(∆x,∆y,∆z,τ, s, C(M,N, a, b, c, d), β1, β2, β3, β4, β5, β6, β7)
=
∆x∫
0
dx
∆y∫
0
dy
∆z∫
0
dz θ(τ + s(x+ y − z))δ(β1xz + β2yz + β3xy + β4z + β5x+ β6y + β7).
(5.2)
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Notice that the limits of integration have been shifted so that the lower limit is always zero. The function
C is defined by
C(M,N, a, b, c, d) =


1 if a−c−1M =
d−b
N = integer
2 if a−c−1M =
d−b−1
N = integer
3 if a−c+1M =
d−b−1
N = integer
4 if a−c+1M =
d−b
N = integer
0 otherwise.
(5.3)
The function S does not depend upon C, since C does not appear on the r.h.s. of (5.2). However C provides
a convenient means to later simplify certain special cases that arise. The quantities S
(u)
ijkl, S
(v)
ijkl, S
(u˜)
ijkl and
S
(v˜)
ijkl are given in terms of S by
S
(u)
ijkl = S(∆vl,∆uk,∆vj ,Mijkl,−1, C(Nb, Na, l, k, j, i), (1−~b′j ·~b′l), (1 − ~a′k ·~b′j), (~a′k ·~b′l − 1),
(~b′j · ~Nijkl −Mijkl), (Mijkl −~b′l · ~Nijkl), (Mijkl − ~a′k · ~Nijkl),
1
2
( ~N2ijkl −M2ijkl))
S
(v)
ijkl = S(∆uk,∆vl,∆ui,Mijkl,−1, C(Na, Nb, k, l, i, j), (1− ~a′i · ~a′k), (1− ~a′i ·~b′l), (~a′k ·~b′l − 1),
(~a′i · ~Nijkl −Mijkl), (Mijkl − ~a′k · ~Nijkl), (Mijkl −~b′l · ~Nijkl),
1
2
( ~N2ijkl −M2ijkl))
S
(u˜)
ijkl = S(∆vj ,∆ui,∆vl,Mijkl,+1, C(Nb, Na, j, i, l, k), (1−~b′j ·~b′l), (1− ~a′i ·~b′l), (~a′i ·~b′j − 1),
(Mijkl −~b′l · ~Nijkl), (~b′j · ~Nijkl −Mijkl), (~a′i · ~Nijkl −Mijkl),
1
2
( ~N2ijkl −M2ijkl))
S
(v˜)
ijkl = S(∆ui,∆vj ,∆uk,Mijkl,+1, C(Na, Nb, i, j, k, l), (1− ~a′i · ~a′k), (1− ~a′k ·~b′j), (~a′i ·~b′j − 1),
(Mijkl − ~a′k · ~Nijkl), (~a′i · ~Nijkl −Mijkl), (~b′j · ~Nijkl −Mijkl),
1
2
( ~N2ijkl −M2ijkl)),
(5.4)
where we have defined
Mijkl = ui + vj − uk − vl, and
~Nijkl = ~ai +~bj − ~ak −~bl.
(5.5)
Note that the three remaining integrations in S may be done in any order. The relationships
S(∆x,∆y,∆z, τ, s, β1, β2, β3, β4, β5, β6, β7)
=S(∆y,∆x,∆z, τ, s, β2, β1, β3, β4, β6, β5, β7)
=S(∆x,−∆z,−∆y, τ, s,−β3, β2,−β1,−β6, β5,−β4, β7)
(5.6)
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allow one to rewrite the integrations in any order.
It should be noted that in the definition (5.2) of S, there are no terms in the argument of the δ function
that are quadratic in x, y or z. This is because the terms u2, v2, u˜2 and v˜2 in ∆t2 − |∆~x|2 appear with
respective coefficients
−1
2
(1− ~a′i · ~a′i), −
1
2
(1−~b′j ·~b′j), −
1
2
(1− ~a′k · ~a′k), −
1
2
(1−~b′l ·~b′l). (5.7)
It is easy to see that these coefficients all vanish since |~a′|2 = |~b′|2 = 1. This is because, as described in
section 2, the coordinates u and v are null coordinates.
Section 6: EVALUATION OF S
The previous section reduced the problem of determining γ in the piecewise linear case to evaluating
a set of integrals defined by the function S in equation (5.2). In this section we carry out that evaluation
in closed form. The δ function appearing in (5.2) allows us to reduce the number of integrations in S from
three to two. This δ function may be written as δ(f(x, y, z)), where the argument of the δ function is
f(x, y, z) = β1xz + β2yz + β3xy + β4z + β5x+ β6y + β7. (6.1)
The δ function will only have support when f(x, y, z) = 0. Solving f(x, y, z) = 0 for x(y, z), y(x, z) and
z(x, y) respectively, we find that
x(y, z) = −β2yz + β4z + β6y + β7
β1z + β3y + β5
, (6.2)
y(x, z) = −β1xz + β5x+ β4z + β7
β3x+ β2z + β6
, (6.3)
and
z(x, y) = −β3xy + β5x+ β6y + β7
β1x+ β2y + β4
. (6.4)
The surface z(x, y) consists of a pair of disconnected hyperbolic sheets as shown in Figure 2. The sheets
are separated by the plane β1x + β2y + β4 = 0, where the denominator of (6.4) vanishes. If these sheets
pass through the region of integration of (5.2), which is a rectangular box with opposite corners (0, 0, 0) and
(∆x,∆y,∆z), then the δ function will have support in that region and S may contribute to E.
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The hyperbolic sheets have a simple physical interpretation. For purposes of clarity, we discuss the case
S v˜ijkl; the other three integrals in (5.4) have similar interpretations. The z coordinate in S parameterizes
the world-line followed by the kth kink on the string loop. This kink moves along a straight, null world-line.
The x, y integrations are over a (diamond-shaped) planar patch of the world-tube, swept out by a linear
segment of the string loop. Note that these patches are always time-like. The edges of this planar patch are
bounded by the straight, null world-lines of ith and jth kinks. The future and past light-cones of any point
on the kth kink’s world line (i.e., fixed z) may intersect the planar patch bounded by the ith and jth kinks.
Even if they fail to intersect this patch, they will intersect the infinite 2-plane passing through the patch,
which is parameterized by x and y. The intersection will trace out a hyperbola on the plane which may or
may not intersect the actual x, y integration region. The hyperbola is given (with z fixed) by (6.3). This
hyperbola corresponds to the intersection of a z = constant plane with the hyperbolic sheets of Figure 2.
Because one branch of this hyperbola lies on the future light-cone and the other lies on the past light-cone,
we refer to these as the future branch and the past branch. The two branches are disconnected except in
the case where the plane passes through the origin of the light cone. In this case they touch at a single
point - the apex of the light-cone. As the apex moves along the world-line of the kink (i.e., z increases) the
light-cone sweeps out a region on the x-y plane. This can be seen by taking successive z = constant cross
sections of the hyperbolic sheets, where the constant ranges from 0 to ∆z. The region swept out in the x-y
plane will be bounded by the hyperbolae y(x, 0) and y(x,∆z). Note that if we restrict attention to just the
future branches or just the past branches, then the y(x,∆z) hyperbola always lies above (and to the right of)
the y(x, 0) hyperbola in the x-y plane. Therefore, we refer to these as the “Top” and “Bottom” hyperbolae,
as shown in Figure 3. The hyperbolae shown in Figure 3 will intersect the x, y integration region only if the
hyperbolic sheets pass inside the integration box shown in Figure 2.
There are two useful sets of conditions which can be checked immediately to see if S vanishes. These test
whether the hyperbolic sheets z(x, y) pass through the integration box. If the sheets do not pass through the
box, then the δ function in (5.2) has no support, and S vanishes. One of the conditions applies for s = +1.
In this case, the θ function in (5.2) restricts the integration to be over only the hyperbolic sheet swept out by
the future light-cone. The other condition applies for s = −1. In this case, the θ function in (5.2) restricts
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the integration to be over only the hyperbolic sheet swept out by the past light-cone. If s = +1, then
S = 0 ⇐⇒


τ +∆x+∆y ≤ 0, or
β3∆x∆y + β5∆x+ β6∆y + β7 ≥ 0, or
∆z ≤ τ and β4∆z + β7 ≤ 0.
(6.5)
Similarly, if s = −1, then
S = 0 ⇐⇒


τ +∆x ≤ 0, or
β4∆z + β7 ≥ 0, or
∆x+∆y ≤ τ and β3∆x∆y + β5∆x + β6∆y + β7 ≤ 0.
(6.6)
In practice, these conditions are frequently satisfied, so their implementation saves large amounts of com-
puting time.
It is straightforward to do the integral over z in (5.2) to eliminate the δ function in S. We make use of
the standard formula ∫
δ(f(z))g(z)dz =
∑
p
g(zp)/
∣∣∂f
∂z
(zp)
∣∣ (6.7)
where the sum is taken over all the roots zp of f(z) that lie within the range of z−integration. Because
∂f
∂z
= β1x+ β2y + β4, (6.8)
the integration of (5.2) over z yields
S(∆x,∆y,∆z,τ, s, C, β1, · · · , β7)
=
∆x∫
0
dx
∆y∫
0
dy
θ(z(x, y))θ(∆z − z(x, y))θ(τ + s(x+ y − z(x, y)))
|β1x+ β2y + β4| .
(6.9)
The first two θ functions in this equation arise from (6.7): the only roots included in the sum over p are
those lying within the range z ∈ [0,∆z] of z-integration.
The integral (6.9) has a simple physical interpretation which is directly connected to the physical
interpretation of (5.2) already given following equation (6.4). The x and y integrations are over a planar
patch on the string loop’s world-tube, as in (5.2). The first two θ functions in (6.9) only have support
between the hyperbolic curves y(x, 0) and y(x,∆z) (i.e., the Bottom and Top curves) shown in Figure 3.
The curve y(x, 0) describes the intersection of the hyperbolic sheet shown in Figure 2 with the bottom of
the integration box. The curve y(x,∆z) describes the intersection of the hyperbolic sheet with the top of
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the integration box. Thus, the first two θ functions in (6.9) will only have support if the hyperbolic sheets
pass through the box of integration in (5.2). The third θ function in (6.9) effectively restricts the integration
to be over the future branches (s = +1) or the past branches (s = −1) of the hyperbolae.
When evaluating (6.9), there are five different fundamental types of integrals that can arise depending
upon the relative positions of the two hyperbolic curves y(x, 0) and y(x,∆z) and the rectangular region in
the x-y plane bounded by the opposite corners (0, 0) and (∆x,∆y). Each of the five possibilities are shown
(using the future branches of the hyperbolae) in Figure 4. Each type of integral may also occur with the past
branches of the hyperbolae. The first type occurs when both hyperbolae (Top and Bottom) pass through
the planar patch. The second type occurs when the entire planar patch lies between the two hyperbolae.
A third possible type occurs when neither hyperbola passes though the planar patch and the planar patch
does not lie between the two hyperbolae. For this type of integral, (6.9) has no support and vanishes. The
last two types arise when one of the hyperbolae (Top or Bottom) passes through the planar patch but the
other does not.
Remarkably, each of the fundamental integral types can be done analytically in closed form. To assist in
this process, the x integration in (6.9) must be divided into consecutive ranges; the type of integral in each
range is different. A systematic method for determining these integration ranges in x will be given next.
The dividing points (in x) between the successive ranges are determined by the four points at which
the bottom and top hyperbolae y(x, 0) and y(x,∆z) intersect the lines y = 0 and y = ∆y. We denote the x
coordinates of the four intersection points by φ1, . . . , φ4. The type of integral being done in (6.9) will change
at each of the intersection points which is within the boundaries of the x integration, i.e. 0 < x < ∆x. The
boundaries of the x integration will be labeled φ0 and φ5. The x coordinates φ1, . . . , φ4 are given by;
φ1 =x(0,∆z) = −β4∆z + β7
β1∆z + β5
if C 6= 1 else φ1 = 0,
φ2 =x(∆y,∆z) = −∆z(β2∆y + β4) + β6∆y + β7
β3∆y + β1∆z + β5
if C 6= 2 else φ2 = 0,
φ3 =x(∆y, 0) = −β6∆y + β7
β3∆y + β5
if C 6= 3 else φ3 = 0,
φ4 =x(0, 0) = −β7
β5
if C 6= 4 else φ4 = 0.
(6.10)
The values of C are checked because there are four special cases. In these special cases the formula given
for one of φ1, . . . , φ4 is indeterminate because the numerator and denominator in (6.10) vanish.
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The conditions for the four special cases are given in the definition (5.3) of C. Physically, these special
cases arise when one end of the kink’s world-line, parameterized by z, touches one of the four corners of the
diamond-shaped patch of the world-sheet defined by the x and y integrations. The intersections of the future
and past light cones of a point on the kink’s world-line with the plane defined by the diamond-shaped patch
are usually hyperbolae. However, when the point on the kink’s world-line is also a corner of the diamond-
shaped region, then the plane passes through the apex of the light cone and the hyperbola degenerates into a
pair of straight lines. These straight lines will lie along the two edges of the planar patch which are joined at
the corner where the kink’s world-line touches. For each of the four special cases, one of the formula for φ in
(6.10) would become indeterminate. Consider, for instance, the case where the end of the kink’s world-line
(ie. z = ∆z) touches the lower left corner of the integration region (ie. x = y = 0). At this point, we have
xα(u, v) = xα(u˜, v˜). In this case the future top curve lies along the left and lower sides of the rectangular
integration region. One can verify that in this case, both the numerator and denominator in the equation for
φ1 vanish. It is φ1 that becomes indeterminate in this case because φ1 is the x coordinate of the intersection
of the top curve and the line y = 0, which does not have a unique solution in this case. The other three
special cases are similar. In each case a different φ would become indeterminate if the value of C were not
checked.
All four special cases are dealt with in the same manner. The purpose of the φ’s is to locate the x
coordinates where the type of integral being done changes. However, since intersection curves which lie
along the edges of the integration region never cause the type of integration being done to change, it is
sufficient to simply set the corresponding φi to zero (or to any value outside the range (φ0, φ5)).
The support of the x integration in (6.9) may be less than the range 0 < x < ∆x because of the third
θ function. Thus one does not always have φ0 = 0 and φ5 = ∆x. Because the integrations in (6.9) have
support only between the future branches (s = +1) or the past branches (s = −1) of the hyperbolae, it is
convenient to define φ0 and φ5 in a more general way. First, we define φB to be the vertical asymptote to
the bottom hyperbola when s = +1 and zero otherwise, and φT to be the vertical asymptote to the top
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hyperbola when s = −1 and zero otherwise,
φB =θ(s)x(y →∞, 0) = −θ(s)β6
β3
φT =θ(−s)x(y →∞,∆z) = −θ(−s)β2∆z + β6
β3
.
(6.11)
The boundaries of the x integration are then defined to be
φ0 =max(0, φB)
φ5 =min(∆x, φT + θ(s)∆x).
(6.12)
This definition of φ0 and φ5 eliminates regions of integration which only contain the past branches of the
hyperbolae when s = +1 and regions which only contain the future branches of the hyperbolae when s = −1.
One may now express S as a sum of integrals over the successive ranges of the x-integration. The set
of points {φ0 . . . φ5} partition the x-integration into at most five ranges. Let {x0, x1, x2, x3, x4, x5} be the
increasing sorted set of φ’s,
{x0, x1, x2, x3, x4, x5} = sort({φ0, φ1, φ2, φ3, φ4, φ5}), (6.13)
sorted so that xi ≤ xi+1. If we define the mid-point between two successive x’s as
x¯n = (xn + xn+1)/2, (6.14)
then we may rewrite the S integral (6.9) as a sum of integrals over each successive x range;
S(∆x,∆y,∆z, τ, s, C, β1, · · · , β7) =
4∑
n=0
θ(x¯n − φ0)θ(φ5 − x¯n)T (xn, xn+1,∆y,∆z, τ, s, β1, · · · , β7). (6.15)
The two θ functions ensure that only the ranges of x between φ0 and φ5 may contribute. The function T is
defined to be
T (xl, xu,∆y,∆z, τ, s, β1, · · · , β7) =
xu∫
xl
dx
∆y∫
0
dy
θ(z(x, y))θ(∆z − z(x, y))θ(τ + s(x+ y − z(x, y)))
|β1x+ β2y + β4| . (6.16)
The reason that we have defined the function T is that the x integration being done in (6.16) is over a region
which contains only one of the five possible fundamental types of integrals discussed in the paragraphs
preceding equation (6.10) and shown in Figure 4.
What remains is to find the analytic form of (6.16) for each of the five possible types of integrals that
can arise. Recall that the different types of integrals arise, as shown in Figure 4, from the different possible
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relative positions of the Top and Bottom hyperbolae compared to the (x, y) region of integration. If the
region of integration is between the two hyperbolae, then the first two θ functions in (6.16) will have support
over the entire region, and the limits of the y integration will run from 0 to ∆y. If both hyperbolae pass
through the region of integration, then the first two θ functions in (6.16) restrict the y limits of integration to
run from y(x, 0) to y(x,∆z). The last two types of integrals which give non-zero contributions are when one
of the hyperbolae passes through the region of integration but the other does not. These types of integrals
will have y limits of integration which run from 0 to y(x,∆z) or from y(x, 0) to ∆y depending on whether it
is the Top or the Bottom hyperbola that passes through the region of integration. For each type of integral,
the third θ function in (6.16) restricts the integration region to be between either the future (s = +1) or the
past (s = −1) branches of the hyperbolae. If we make the definitions,
x¯ =(xl + xu)/2,
yb =s y(x¯, θ(−s)∆z),
yt =s y(x¯, θ(s)∆z),
yl =− θ(−s)∆y,
yu =θ(s)∆y,
δ =ǫ(β1x¯+ sβ2yb + β4),
(6.17)
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then the integrals in (6.16) can be carried out for each of the five different cases. One obtains
T (xl, xu,∆y,∆z, τ, s, β1, · · · , β7)
=


∫ xu
xl
dx
∫ ∆y
0
dy
1
|β1x+ β2y + β4| =
δ
β2
(
L(xl, xu, β1, β4 + β2∆y)− L(xl, xu, β1, β4)
)
for yt ≤ yb ≤ yl, or
for yb ≤ yl and yu ≤ yt
∫ xu
xl
dx
∫ θ(s)y(x,∆z)+θ(−s)∆y
θ(−s)y(x,0)
dy
1
|β1x+ β2y + β4| =
sδ
β2
(
Q(xl, xu, β1β3, β1β6 + β3β4 − β2β5, β4β6 − β2β7)
−L(xl, xu, β3, β6 + β2θ(s)∆z)− L(xl, xu, β1, β4 + β2θ(−s)∆y)
)
for yb ≤ yl < yt < yu
∫ xu
xl
dx
∫ y(x,∆z)
y(x,0)
dy
1
|β1x+ β2y + β4| =
δ
β2
(
L(xl, xu, β3, β6)− L(xl, xu, β3, β6 + β2∆z)
)
for yl < yb < yt < yu
∫ xu
xl
dx
∫ θ(−s)y(x,∆z)+θ(s)∆y
θ(s)y(x,0)
dy
1
|β1x+ β2y + β4| =
sδ
β2
(
L(xl, xu, β3, β6 + β2θ(−s)∆z) + L(xl, xu, β1, β4 + β2θ(s)∆y)
−Q(xl, xu, β1β3, β1β6 + β3β4 − β2β5, β4β6 − β2β7)
)
for yl < yb < yu ≤ yt, or
for yl < yb < yu and yt ≤ yb
0 for yu ≤ yb, or
for yb < yt ≤ yl.
(6.18)
Here, the functions L and Q are the “linear” and “quadratic” integrals defined by
L
(
x1, x2, c1, c0
)
=
x2∫
x1
dx ln |c1x+ c0|
=


[(
x+ c0c1
)
ln |c1x+ c0| − x
]x2
x1
for c1 6= 0
(x2 − x1) ln |c0| for c1 = 0
(6.19)
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and
Q
(
x1, x2, c2, c1, c0
)
=
x2∫
x1
dx ln |c2x2 + c1x+ c0|
=


L
(
x1, x2, c1, c0
)
for c2 = 0
L
(
x1, x2, 1,
c1+
√
c2
1
−4c0c2
2c2
)
+ L
(
x1, x2, 1,
c1−
√
c2
1
−4c0c2
2c2
)
+
(x2 − x1) ln |c2| for 0 ≤ c21 − 4c0c2
[
x ln(x2 +
4c0c2−c
2
1
4c2
2
)− 2x+ 2
√
4c0c2−c21
4c2
2
arctan(x
√
4c2
2
4c0c2−c21
)
]x2+ c12c2
x1+
c1
2c2
+
L
(
x1 +
c1
2c2
, x2 +
c1
2c2
, 0, c2
)
for c21 − 4c0c2 < 0.
(6.20)
Thus T , and hence S has been evaluated analytically for all possible cases. Using the results of this section,
one can carry out the summations in (5.1) to arrive at a final value for γ; the power radiated in gravitational
waves by a string loop.
Section 7: TESTING THE FORMULA FOR γ AGAINST PREVIOUS RESULTS
In this section we compare the γ values given by our formulae to previously published values for a
large number of loop trajectories. The formulae obtained in sections 5 and 6 were directly implemented by
computer code. In some cases we find disagreement between our results and those previously published.
There are, in fact, several cases where conflicting results have been published for the same loop trajectories.
In the cases where a disagreement was found, we have identified the errors made in the published work which
led to the incorrect results. In these cases our formulae give the correct values of γ. We are confident that
they are correct because, in every case, we have shown our results to be consistent with those given by other
independent methods. The other methods used to confirm our results were the FFT method of Allen and
Shellard [14] and/or a corrected implementation of the numerical method used by the original author(s).
While our formulae handle piecewise linear loops exactly, most of the previous work in this area has
considered smooth cosmic string trajectories (typically providing analytic expressions for the a- and b-loop).
To compare the results of our formulae to the published values of γ for these smooth loops, we calculate γ
for piecewise linear loop trajectories of approximately the same shape. If the number of segments used (Na
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and Nb) is reasonably large, then the piecewise linear loop trajectory and the smooth loop trajectory will
be very similar in shape, and we expect that the values of γ for the two trajectories will be very close. An
example of how we generate specific piecewise linear trajectories is given later in this section. The rate at
which γ converges as the number of linear segments is increased is also discussed.
Prior to this work, the only fully analytic closed form solution for γ for any string loop trajectory was
given by Garfinkle and Vachaspati [11]. They considered the piecewise linear loops defined by a- and b-loops
which consisted of just two linear segments each; i.e. Na = Nb = 2. This defines a family of loop trajectories
which depend on a single parameter φ, the angle between the a- and b-loops. As a function of φ, γ is given
by
γ(φ) =
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sin2 φ
[
(1 + cosφ) ln
( 2
1 + cosφ
)
+ (1− cosφ) ln( 2
1− cosφ
)]
. (7.1)
When calculating γ with our formulae, we used a- and b-loops with three segments (where the length of the
third segment was much smaller than the other two). This was necessary in order to prevent a singularity;
exactly parallel segments cause the determinant in (4.14) to vanish. Equation (7.1) is plotted in Figure 5
(solid line) along with the γ values (dots) given by our code for a number of loops with different values of φ.
Since these are piecewise linear loops, we expect our results to be highly accurate. Indeed, the points plotted
in Figure 5 showing our results had to be enlarged in order to distinguish them from the plot of (7.1). Thus
our method completely confirms the results of Garfinkle and Vachaspati.
The next set of loop trajectories which we use to test our formulae is a three-parameter family of
trajectories first examined by Burden [10]. The three parameters are L, M and φ, where L and M are
positive integers and φ is an angle in the range [0, π]. The Burden trajectories are defined by the a- and
b-loops:
~a(u) =
L−1
2π
[cos(2πLu)zˆ + sin(2πLu)(cosφxˆ + sinφyˆ)],
~b(v) =
M−1
2π
[cos(2πMv)zˆ − sin(2πMv)xˆ].
(7.2)
The b-loop winds M times around a circle in the x-z plane. The a-loop winds L times around a circle whose
plane is at an angle φ with respect to the x-z plane. The Burden string loops are non-intersecting cuspy
loops in the case M = 1, L > 1 and φ not equal to 0 or π. Burden calculated values of γ for loops with
M = 1 and L = 1, 2, 3, 5, 15 for several values of φ. The values of γ for loops with M = 1 and L = 3, 5
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were also calculated by Quashnock and Spergel [13]. Using our formula, we calculated the values of γ for a
large number of loops, each of which is a piecewise linear approximation to a Burden loop. In addition, we
calculated a number of γ values using the FFT method of Allen and Shellard [14]. Our results for loops with
M = 1 and L = 3, 5 are shown in Figure 6 along with the results of Burden, Quashnock and Spergel, and
the FFT method. We find excellent agreement among all four sets of results. This also shows that piecewise
linear loops with fairly small numbers of segments (Na = 16L and Nb = 16M = 16) can provide excellent
approximations to smooth loop trajectories and provides further evidence that our formulae are correct.
Values of γ for the Burden loops with L = M = 1 have been published by Burden [10], Vachaspati and
Vilenkin [9], and Durrer [8]. These results, along with the results of the FFT method and our new method
are shown in Figure 7. There is excellent agreement between four of the sets of results. However, Durrer’s
results for these trajectories do not agree well with the others.
To understand why Durrer’s results do not agree with the others, we recalculated γ for these trajectories
using the same numerical method used by Burden, Vachaspati and Vilenkin, and Durrer. This method
requires one to calculate the average power radiated by a string loop using the formula previously given in
(3.7)
P =
∞∑
n=1
∫
dΩ
dPn
dΩ
, (7.3)
where Pn is the average power radiated at frequency ωn = 4πn and the integration is over the 2-sphere. The
details of the calculation of Pn can be found in references [8,9,10]. (Note however the following typographical
errors in reference [8]. The term Jl+1(−l sinφ) in (A.6) should be Jl+1(−l sin θ) and y should be replaced by
−y in (A.12) and (A.13).) Because of the infinite sum appearing in (7.3), one must stop calculating the Pn
numerically at some value of n, and then estimate the contribution to the sum from larger values of n. Since
the sum may be slowly convergent, this “tail” may give a significant contribution even when the individual
Pn are very small. For the L = M = 1 Burden loops with φ 6= 0 or π, the tail can estimated with good
accuracy because the Pn fall off as a power law n
−4/3 for large n. Durrer’s results are incorrect precisely
because the contribution of the tail was not included at all. In Figure 8 we show Durrer’s original results
and our calculation of the sum of the first 50 terms of (7.3). Note the agreement between these values. We
also show the results of the first 50 terms plus an estimate of the tail of the sum along with the results from
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our code. It is clear that when the tail is included, Durrer’s results then agree with the results found by
all other investigators. Thus, again we find that our method is in agreement with the results of previous
authors.
Before continuing to compare the results of our new formulae to those in the published literature, we
take a moment to discuss how piecewise linear loop trajectories are constructed to approximate smooth loop
trajectories. We illustrate the procedure by explaining how the piecewise a- and b-loops were constructed to
approximate the L = M = 1 Burden loops considered above. The piecewise linear a-loop was constructed
by dividing the interval u ∈ [0, 1] into 16 equal segments. This defines 16 values of the coordinate u. These
values were then perturbed by small random amounts so that pairs of segments on the a-loop would not end
up exactly parallel. (This is necessary to prevent the determinant in (4.14) from vanishing.) The perturbed
values of u were then used in the first equation of (7.2) to yield the coordinates of the Na = 16 kinks which
define the a-loop. Finally, the entire a-loop was translated in 3-space so that the kink with parameter u = 0
was positioned at the origin. The piecewise linear b-loops were constructed in a similar manner. Each b-loop
was constructed to have Nb = 16 linear segments. In all cases, our values of γ were within 8 percent of
previously calculated results with an average difference of less than 3.5 percent. Thus, for the purposes of
calculating γ, a single wind around a smooth circular path is approximated extremely well by a set of only
16 linear segments.
We now examine how the γ values found for the piecewise linear approximation to smooth loop tra-
jectories depends on the number of segments used. To determine this dependence, we constructed several
piecewise linear approximations to the L = M = 1 Burden loops using the procedure given above, each
with different values of Na and Nb. The results of four such tests are shown in Figure 9. One can see that
the values of γ converge quickly as Na and Nb increase. It is only for loops with values of φ near 0 and
180 degrees (where γ diverges) that a large number of segments are needed to obtain good accuracy. The
relative errors in four approximations compared to the most accurate approximation (curve D in Figure 9)
are given in Figure 10. The errors decrease rapidly as the number of segments increases. These errors are
small and are mainly due to the loops which have φ close to 0 or 180 degrees. We obtained similar results
for the L = 3,M = 1 and L = 5,M = 1 Burden loops. Further discussion of how the accuracy of γ in the
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piecewise linear approximation of a smooth loop depends on the number of segments Na, Nb is postponed
until the end of this section.
We now continue to compare the results of our formulae to those in the published literature. The next
set of loop trajectories with which we compare our results is a two-parameter family of loops first studied
by Vachaspati and Vilenkin [9]. The a- and b-loops which define these trajectories are given by
~a(u) =
1
2π
[sin(2πu)xˆ− cos(2πu)(cosφyˆ + sinφzˆ)]
~b(v) =
1
2π
[(α
3
sin(6πv)− (1− α) sin(2πv))xˆ
− (α
3
cos(6πv) + (1− α) cos(2πv))yˆ
− (α(1 − α))1/2 sin(4πv)zˆ]
(7.4)
where α and φ are constant parameters, 0 ≤ α ≤ 1 and −π < φ ≤ π. Note that when α = 0, these
trajectories are equivalent to the L = M = 1 Burden loops studied above. These loops have also been
studied by Durrer [8]. The results found by Vachaspati and Vilenkin, and Durrer are shown in Figure 11
along with the results of the FFT method and the results of our new method for the case α = 0.5. We find
that only the FFT method and our new method are in good agreement. The γ values given by Vachaspati
and Vilenkin, and Durrer appear to be too small. In fact, their results are lower than the sum of the first
300 Pn found by the FFT method (see Figure 11). We take the sum of the first 300 Pn to be a lower bound
for γ since continuing the sum to larger n or adding an estimate of the tail (or both) will only increase the
value found for γ.
There are two possible explanations for the incorrect results given by Vachaspati and Vilenkin. The
first possibility is that they incorrectly estimated the tail contribution to the sum in (7.3). Vachaspati and
Vilenkin claim that the sum in (7.3) is rapidly convergent, with Pn ∝ n−3 for large n. However, we have
found that the sum is actually much less convergent. For example, the power spectrum for the trajectory
with α = 0.5 and φ = π/2 is shown in Figure 12. In this case, Pn ∝ n−1.25 for n in the range 100 < n < 300.
By overestimating the convergence of the sum in (7.3), one seriously underestimates the contribution due
to the tail of the sum. The other possible explanation is that the results reported in [9] are actually for a
different set of loops than those defined by (7.4). We consider this a possibility not only because the reported
convergence of the sum (7.3) does not agree with our findings, but also because Vachaspati and Vilenkin
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include a drawing (Figure 4 of reference [9]) of the loop’s shape at two different times during its oscillation.
However, these shapes do not agree with the shapes given by (7.4). We have confirmed that the loops shown
in Figure 4 of reference [9] are not the same as the loops given by (7.4), however we have been unable to
resolve whether the values of γ reported in reference [9] correspond to the loops defined by (7.4) or to those
shown in the figure [17].
We have calculated values of γ for the loop trajectories (7.4) using our new formulae for several other
values of the parameter α. When α = 0, the loop trajectory is equivalent to the L = M = 1 Burden loops.
Thus, for small α, the loop trajectories (7.4) should be similar to those given by (7.2). In Figure 13 we show
our results for α = 0.01 (solid line). This is compared to results using the traditional numerical method
(crosses) and the results for α = 0 (dashed line). The results of our new method agree well with those of the
traditional numerical method.
The final string loop trajectories with which we compare our formulae were first given by Garfinkle and
Vachaspati (equation (2.9) of reference [11]). The a- and b-loops for these trajectories are composed of two
smooth circular arcs joined by a pair of straight segments. The analytic expressions for the a- and b-loops
are
~a(u) =
1
2πq
[
sin(δ(u) + 2πqu)xˆ− cos(δ(u) + 2πqu)(cosφyˆ + sinφzˆ)]
~b(v) =
1
2πp
[
sin(β(v) − 2πpv)xˆ− cos(β(v) − 2πpv)yˆ]. (7.5)
Here, p and q are constants in the range [0, 1], φ is the angle between the two loops, and β and δ are defined
by
β(v) = (1 − p)π[−2v] and δ(u) = (1− q)(π
2
+ π[2u]). (7.6)
In (7.6), [x] is the greatest integer less than or equal to x. Our results for trajectories with (p, q) =(0.6,0.4),
(0.4,0.8) and (0.9,0.9) are shown in Figure 14. The results of the FFT method for several trajectories with
(p, q) =(0.9,0.9) are also shown in Figure 14. Again, we find good agreement between the two methods.
Garfinkle and Vachaspati do not give specific values but claim that the trajectories given in (7.6) have γ
values around 100. This is consistent with our results. Durrer [8] has also given values of γ for some of these
trajectories. For the three trajectories with parameters (p, q) =(0.6,0.4), (0.4,0.8) and (0.9,0.9) and with
φ = π/2, Durrer reports γ values of 19, 26 and 42 respectively. However, because of the errors (explained
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above) in other numerical results presented by Durrer, we do not have confidence in these values of γ.
Durrer’s results appear to be too low, which would be consistent with leaving off the contribution from
the tail of the sum in (7.3). The agreement between the FFT method and our new method again gives us
confidence that our formulae are correct.
We now return to the question of how accurately the γ values from piecewise linear loop trajectories
approximate the γ values from smooth loop trajectories. In particular, we would like to know how the
difference between the γ value of a piecewise linear loop with N = Na +Nb total segments (γN ) and the γ
value of the smooth loop that it approximates (γ∞) falls off as a function of N . Unfortunately, we do not
know how the difference ∆(N) ≡ |γ∞−γN | depends on N in the general case. However, numerical estimates
may be made for individual loops with the hope that the results will hold in general. In addition, there is
at least one case which has been investigated where simple analytic formulas exist for both γ∞ and γN .
A detailed numerical investigation of ∆(N) has been carried out for two Burden loop trajectories (7.2)
with L = M = 1. The numerical values of γN have been computed over a wide range in N for both loops.
The value of φ was arbitrarily chosen to be 39◦ for the first loop, and 111◦ for the second loop (see Figure
15). We find that for large N , both sets of results are well approximated by functions of the form A+BN−1,
where A and B are constants that depend only upon φ. For the first set of results (φ = 39◦), we find that
γN ≈ 52.01 + 181.64N−1 for 60 ≤ N ≤ 256. By taking γ∞ = 52.01, we can find a numerical estimate of
∆(N). A similar analysis has been done for the second set of loops, where γN ≈ 64.49 + 97.13N−1. Figure
16 shows a Log-Log plot of ∆(N) for both sets of loops. By examining the slopes of the curves in Figure 16,
we find that in both cases, ∆(N) falls off like N−1 for large N .
In addition to the numerical investigations of ∆(N) given above, there is one case where ∆(N) has been
calculated analytically. In a recent paper, Allen, Casper, and Ottewill have found a simple analytic formula
for the γ values of string loops in a particular class [18]. String loops in this class have a-loops which lie
along a line, and b-loops which lie in the plane orthogonal to that line. In particular, when the b-loop takes
the shape of an Nb-sided regular polygon, γNb is given by
γNb = 32
(
1− cos( 2π
Nb
)
)(
1
2
Nb lnNb +
Nb−1∑
j=2
j ln(j) cos(
2π
Nb
j)
)
. (7.7)
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When the b-loop takes the shape of a perfect circle, γ is found to be
γ = 16
∫ 2π
0
dx
1− cosx
x
≈ 39.002454. (7.8)
Since an Nb-sided polygon becomes a perfect circle in the limit as Nb goes to infinity, the difference between
equations (7.7) and (7.8) give ∆(Nb). Figure 7 of reference [18] shows a Log-Log plot of ∆(Nb). From this
plot one finds that, in this case, ∆(Nb) falls off as N
−2
b . The reason that the γ values from the piecewise
linear loops converge to the smooth loop limit faster in this case than in the previous cases is most likely
because the a-loop in this case is already piecewise linear. While we do not know how the errors in γN scale
with increasing N in the general case, it seems reasonable to conjecture that the the errors fall off as N−1
for large N .
As a point of interest, it takes only 14 seconds to calculate γ for a loop with N = Na + Nb = 32 on
a Sun-4 workstation (SS2). The calculation time for γ scales roughly as N4. The speed of this alogrithm
makes it feasible to calculate γ for loops with large numbers of segments Na and Nb. It is also possible to
rapidly calculate γ for very large numbers of loops with moderate values of Na and Nb.
In this section we have shown that in all cases where previously published numerical methods have
given reliable results for γ, these results are in good agreement with those given by our exact formulae. The
large number of both piecewise linear and smooth loop trajectories for which our formulae have confirmed
previously published results gives us confidence that our method is correct. In cases where our method yields
result that disagree with previously published results, we have shown that our results are correct. We have
shown this by identifying the errors in the previously published work and by showing that our results are
consistent with those given by other independent methods such as the FFT method of Allen and Shellard
[14] and/or a corrected implementation of the numerical method used by the original author(s). Since our
results have been correct for every trajectory tested so far, we have confidence that our formulae provide a
reliable method for calculating the power radiated in gravitational waves for arbitrary cosmic string loops.
SECTION 8: CATALOG OF LOOPS
This section gives a short catalog of piecewise linear loop trajectories and their γ values. This catalog
is intended to give a number of simple cases which might prove useful in testing future analytic or numerical
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methods. The a- and b-loops which define these trajectories are regular polygons formed with small numbers
of segments Na and Nb. With each pair of a- and b-loops we form a two parameter family of loop trajectories.
The two parameters (φ and θ) describe the relative orientation of the a- and b-loop. There is nothing special
about these loops other than that they are simple piecewise linear trajectories.
The first set of trajectories we consider are defined by a- and b-loops consisting of 2 and 3 segments
respectively. The three segment b-loop has the shape of an equilateral triangle. (The simplest case, where
the a- and b-loops each have just two segments is discussed in the previous section.) The a-loop is taken
to lie along the z-axis. One kink on the a-loop is positioned at the origin; the parameter u = 0 at this
kink. The other kink (at u = 1/2) is positioned above the first kink and has coordinates (0, 0, 1/2). For the
b-loop, we again position one kink at the origin and set the parameter v = 0 at that kink. The position of
the other two kinks depends on the parameters φ and θ. When φ = θ = 0, the b-loop lies in the x-z plane.
The kink at v = 1/3 has coordinates (−1/6, 0,√3/6) and the kink at v = 2/3 has coordinates (1/6, 0,√3/6).
When φ and θ are not zero, the position of the b-loop is found as follows. First, the b-loop is rotated by the
angle φ > 0 about the z-axis (counter-clockwise when viewed from large positive z). After the φ rotation,
the b-loop is then rotated by the angle θ > 0 about the x-axis (counter-clockwise when viewed from large
positive x). Values of γ for the trajectories defined by these a- and b-loops are given in Table 1 for several
values of the angles φ and θ.
Table 1
θ \ φ 0◦ 18◦ 36◦ 54◦ 72◦
18◦ 59.33 59.80 61.21 63.51 66.30
36◦ 53.81 54.56 56.86 60.93 67.45
54◦ 49.35 50.15 52.56 56.40 60.72
72◦ 46.70 47.54 50.12 54.47 60.36
90◦ 45.83 46.70 49.37 54.12 62.25
In generating Table 1, we have been careful to avoid certain values of φ and θ for which the a- and b-loops
have special relative positions. In particular, if the a- and b-loops are exactly co-planer, the operator D
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becomes singular. In this case, accurate values of γ may still be found by examining trajectories where the
angles φ and θ deviate very slightly from their desired values. However, since the γ values given in this
section are meant to be “benchmark” values for future work, we have not included such cases here. In the
following tables, certain pairs of angles are omitted for similar reasons.
The second set of trajectories we consider are defined by a- and b-loops consisting of 3 segments each.
Both the a- and b-loops are equilateral triangles. The position of the b-loop depends on the two parameters
φ and θ in exactly the same way as the b-loop in the first set of trajectories. The a-loop is placed in the
same position the b-loop has for parameter values φ = θ = 0. Values of γ for the trajectories defined by
these a- and b-loops are given in Table 2 for several values of the angles φ and θ.
Table 2
θ \ φ 18◦ 36◦ 54◦ 72◦ 90◦
18◦ 100.85 90.65 74.48 64.80 58.92
36◦ 82.00 76.01 70.97 64.82 59.98
54◦ 72.61 66.51 63.68 61.54 59.95
72◦ 67.04 61.24 59.12 58.80 60.02
90◦ 63.97 58.53 56.80 57.12 59.75
The third set of trajectories we consider are defined by a- and b-loops consisting of 2 and 5 segments
respectively. The two segment a-loop is identical to the a-loop used in the first set of trajectories. The
b-loop is taken to be a pentagon. One kink on the pentagon is positioned at the origin and is chosen to
have parameter value v = 0. When φ = θ = 0, the b-loop lies in the x-z plane, and is positioned so
that the kink at v = 1/5 has coordinates (− 15 cos(π/5), 0, 15 sin(π/5)), the kink at v = 2/5 has coordinates
(15 (sin(π/10)− cos(π/5)), 0, 15 (cos(π/10) + sin(π/5))), and so on. When φ and θ are not equal to zero, the
b-loop is rotated in exactly the same manner as for the previous two sets of loop trajectories. Values of γ for
the trajectories defined by these a- and b-loops are given in Table 3 for several values of the angles φ and θ.
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Table 3
θ \ φ 0◦ 18◦ 36◦ 54◦ 72◦
18◦ 63.52 64.15 66.04 69.28 74.52
36◦ 54.07 54.99 57.78 62.31 67.63
54◦ 47.69 48.74 52.02 57.78 66.36
72◦ 44.20 45.30 48.74 54.98 64.04
90◦ 43.10 44.20 47.69 54.08 63.95
The fourth set of trajectories we consider are defined by a- and b-loops consisting of 5 and 3 segments
respectively. The a-loop is a pentagon placed in the same position as the b-loop in the third trajectory set
for parameter values φ = θ = 0. The b-loop is an equilateral triangle whose position is given in terms of
the parameters φ and θ in exactly the same way as the b-loops used in the first and second trajectory sets.
Values of γ for the trajectories defined by these a- and b-loops are given in Table 4 for several values of the
angles φ and θ.
Table 4
θ \ φ 18◦ 36◦ 54◦ 72◦
18◦ 84.69 75.43 67.82 62.44
36◦ 77.37 71.03 65.71 61.86
54◦ 70.11 65.69 62.72 60.42
72◦ 64.41 61.37 61.13 61.33
90◦ 60.49 58.21 60.49 —–
The final set of trajectories we consider are defined by a- and b-loops consisting of 5 segments each. Both
loops are taken to be pentagons. The a-loop is identical to the a-loop used in the fourth set of trajectories.
The b-loop is in the same position as the a-loop when φ = θ = 0. When φ and θ are not zero, the b-loop is
rotated in the same manner as in the previous sets of trajectories. Values of γ for the trajectories defined
by these a- and b-loops are given in Table 5 for several values of the angles φ and θ.
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Table 5
θ \ φ 18◦ 36◦ 54◦ 72◦
18◦ 114.46 94.04 80.22 68.84
36◦ 93.52 82.49 72.06 65.40
54◦ 77.15 72.94 67.22 62.74
72◦ 67.11 64.76 64.05 62.98
90◦ 61.24 59.47 61.24 —–
The five sets of loop trajectories along with the γ values given in this section are intended as “benchmark
values” for future analytic or numerical work.
CONCLUSION
We have derived a new method for calculating the power emitted in gravitational radiation by cosmic
string loops. This method yields an exact analytic formula in the case of piecewise linear cosmic string loops.
By increasing the number of segments used, piecewise linear string loops can approximate any cosmic string
loop arbitrarily closely. Our formula (derived in sections 5 and 6) involves nothing more complicated than
log and arctangent functions. No numerical integrations are required. Further, since our formula is exact,
there is no need to estimate any contribution to γ from the “tail” of an infinite sum. The error introduced
when approximating smooth loop trajectories by piecewise linear trajectories has been investigated. It is
found that this error typically falls off as N−1 for large N , although in at least some cases it falls off faster,
as N−2. We believe that for “generic” loops the error scales as N−1. Using a computer to evaluate the
approximately N4 terms in our formula, we can determine values of γ more accurately and more efficiently
than by previously published methods.
We have tested the results of our formula against all previously published radiation rates for different
loop trajectories. Section 7 contains a detailed comparison of the results given by our new method to those
reported by previous authors. In every case, our formula is found to give the correct result. In many cases our
results are in good agreement with the published data. However there are also a number of cases where our
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results do not agree with those previously published. There are, in fact, a number of cases where conflicting
results have been published for the same trajectories. In the cases where a disagreement was found, we have
identified the errors made in the published work which led to the incorrect results. In most cases, the errors
in the published values of γ are a result of underestimating the contribution of the tail of the infinite sum in
(7.3). The incorrect values of γ which have been published are typically 25 to 50 percent below the correct
results. We are confident that our formula gives the correct results because, in every case, we have shown
our results to be consistent with those given by independent methods.
We intend to use this exact formula in future work, for example to repeat some of the work of Scherrer,
Quashnock, Spergel and Press [12] concerning the distribution of γ values of non-self-intersecting loops. In
addition, we plan to show how this formula may be modified to yield similar analytic results for the linear
momentum radiated by cosmic string loops [19].
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FIGURE CAPTIONS
Figure 1. For piecewise linear loops, the a- and b-loops consist of straight segments. The segments are
joined together at kinks where ~a′(u) and ~b′(v) are discontinuous. The kinks on the a-loop are labeled by
the index i. The spatial position of kink i is ~ai. The value of the coordinate u at the ith kink is ui. The
segments on the a-loop are also labeled by the index i; the ith segment being the one between the ith and
the (i+ 1)th kink.
Figure 2. The delta function, δ(f(x, y, z)), which appears in (5.2) only has support when f(x, y, z) = 0.
Solving f(x, y, z) = 0 for z(x, y) we find that the surface z(x, y) consists of a pair of disconnected hyperbolic
sheets. The hyperbolic sheets are separated by the plane β1x+β2y+β4 = 0, where the denominator of (6.4)
vanishes. The intersection of a z =constant plane with these sheets will be a hyperbola in the x-y plane.
The integration volume for (5.2) is a box with opposite corners (0, 0, 0) and (∆x,∆y,∆z).
Figure 3. The integrals (6.9) in the expression for the radiated power are over the rectangular region bounded
by the corners (0,0) and (∆x,∆y). Each integral contains three step functions. In the region of integration,
the first two step functions are both non-zero only in the shaded regions between the “Top” and “Bottom”
hyperbolae. The third step function is on in the region which includes the “future” branches if s = 1 or the
“past” branches if s = −1. The vertical asymptote of the Bottom (Top) hyperbola is shown as a dashed line
that lies at x = φB (x = φT ).
Figure 4. The five different fundamental types of integrals that arise when evaluating (6.9). The type depends
upon the relative positions of the two hyperbolic curves y(x, 0) (labeled B for “Bottom”) and y(x,∆z)
(labeled T for “Top”) and the rectangular region bounded by the opposite corners (0, 0) and (∆x,∆y). The
five possibilities are shown using the future branches of the hyperbolae (the case for s = +1). Each type of
integral may also occur with the past branches of the hyperbolae (for s = −1).
Figure 5. The solid line is a plot of the analytic formula (7.1) for γ(φ) for piecewise linear trajectories in
which the a- and b-loops are composed of just two segments each. The dots show values of γ given by our
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formulae for a range of angles φ. The agreement between the two results is so close that the dots had to be
enlarged in the figure to distinguish them from the solid line plot of (7.1).
Figure 6. The solid curves show numerical values of γ for piecewise linear loop approximations of M = 1,
L = 3, 5 Burden loops. The piecewise linear a-loops were constructed to have Na = 16L segments. The
piecewise linear b-loops each had Nb = 16M = 16 segments. The open circles show the published results of
Burden [10], the crosses show the published results of Quashnock and Spergel [13], and the triangles show
the results of the FFT method of Allen and Shellard [14]. We find excellent agreement among all four sets
of results.
Figure 7. Numerical values of γ for some L = M = 1 Burden loops. The solid line shows the results of our
new method. The open circles show the results of Burden, the crosses show the results of Vachaspati and
Vilenkin, and the triangles show the results of the FFT method. There is excellent agreement among these
four sets of results. Durrer’s results are shown as open diamonds.
Figure 8. The γ values reported by Durrer (open diamonds) compared to the sum of the first 50 terms (small
crosses) in (7.3) for several L = M = 1 Burden loops. Including an estimate of the contribution to γ from
the infinite tail of the sum results in significantly larger values of γ (large crosses). The solid line shows the
values of γ found by our formulae.
Figure 9. Values of γ for piecewise linear approximations to the L = M = 1 Burden loops using different
numbers of segments (Na, Nb). The number of segments (Na, Nb) used for the curves A, B, C, D are
respectively, (6,5), (11,10), (16,15) and (36,35). The Burden loops are accurately approximated over the
range φ ∈ [10, 160] degrees when Na ≥ 16 and Nb ≥ 15. Regions φ < 10 and φ > 160 where γ begins to
diverge require a larger number of segments before the approximation becomes accurate.
Figure 10. Relative errors in γ for the (Na, Nb)=(6,5), (11,10), (16,15) and (26,25) piecewise linear loop
approximations of the L = M = 1 Burden loops with respect to the (Na, Nb)=(36,35) approximation.
The relative error ǫ of each set of loops is calculated by summing |(γαφ − γEφ )/(γαφ + γEφ )| over the values
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φ = 5, 10, . . . , 175 degrees and then dividing by the number of terms in the sum. Here, α denotes which set
of loops are being compared (i.e. (Na, Nb)=(6,5), (11,10), etc.) and E denotes the (Na, Nb)=(36,35) loops.
Most of the error is due to loops with values of φ near 0 or 180 degrees. Increasing the number of segments
from (Na, Nb)=(16,15) to (36,35) causes the average value of γ to change by less than 3 percent.
Figure 11. Values of γ are shown for the loop trajectories given in (7.4) with α = 0.5. The results given by
our formulae are shown by the solid line. The results of the FFT method are shown as triangles. There is
good agreement between the FFT method and our new method. Durrer’s results are shown as dots while
the results of Vachaspati and Vilenkin are shown as crosses. These last two sets of results are inaccurate
because the rate of convergence of the sum (7.3) was estimated incorrectly. The open circles show the sum
of the first 300 terms of (7.3) as given by the FFT method. These circles should be taken as lower bounds
on the values of γ.
Figure 12. The power spectrum for the trajectory (7.4) with α = 0.5 and φ = π/2 found using the FFT
method. The Pn are shown in units of Gµ
2. The slope of the curve for large n shows that the sum (7.3) falls
off as the power law Pn ∝ n−1.25 for large n. The logarithm is to base 10.
Figure 13. Values of γ are compared for the loop trajectories given in (7.4) with α = 0.01. The results of our
formulae are shown by the solid line. The results of the traditional numerical method are shown as crosses.
The two methods are in good agreement. The values of γ when α = 0 are shown by the dashed line.
Figure 14. Values of γ given by our formulae for the trajectories (7.5) for three sets of parameters (p, q)
and a range of angles φ. Curves A, B and C give the results for trajectories with (p, q) =(0.6,0.4), (0.4,0.8)
and (0.9,0.9) respectively. These results are consistent with the claim by Garfinkle and Vachaspati that the
trajectories (7.5) have γ values on the order of 100. The results of the FFT method with (p, q) =(0.9,0.9)
are shown by the triangles, and should be compared to curve ”C”. There is good agreement between the
two methods.
Figure 15. The γ values from a series of increasingly accurate piecewise linear loop approximations to two
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(L =M = 1) Burden loops. The total number of linear segments in each approximation is given by N . Both
sets of γ values quickly converge to their asymptotic limits.
Figure 16. The function ∆(N) for two (L = M = 1) Burden loops. Each point shows the difference between
the γ value for a piecewise linear approximation with N segments and the numerical estimate of γ in the
N = ∞ limit. Both of the solid lines have a slope of -1, showing that the errors fall off as N−1. The
logarithm is to base 10.
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