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Abstract
We compute a variational approximation to the entanglement entropy for
states of the Gross-Neveu model. Further, we examine the functional depen-
dence of the entanglement entropy on the coupling and number of colors in
the theory. Our results display non-peturbative behavior. It is shown that the
entanglement entropy is monotonically decreasing and convex with respect to
the coupling. We also show how the behavior of the entanglement entropy
under renormalization group transformations is related to the beta function
of the Gross-Neveu model, and compare these renormalization group results
to our previous work on interacting scalar field theories.
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2
1 Introduction
In previous work, we used the Schro¨dinger picture variational principle to calculate
variational approximations to the entanglement entropies of states in interacting
scalar field theories [1]. These approximations enabled non-perturbative analy-
sis of coupling dependence of the entanglement entropy for φ4 theory in various
dimensions, and have allowed us to study the renormalization group flow of the
asymptotically free “precarious φ4 theory.” There are no other known analytic tech-
niques which access this non-perturbative information of the entanglement entropy
for generic coupled field theories, since for such theories we cannot use the tools of
conformal field theory or the Ryu-Takayanagi formalism [2]–[9].
In this paper, we turn our attention to fermions, and apply variational tech-
niques to study entanglement entropy in the Gross-Neveu model – a particularly
interesting fermionic field theory with asymptotic freedom [10]. The paper is struc-
tured as follows: In Section 2, we introduce the variational method for fermionic
field theories in the Schro¨dinger picture, using a formalism developed by Jackiw and
Floreanini [11, 12]. The use of this formalism is illustrated for a free Dirac field,
where we also develop techniques for computing the Gaussian effective potential and
solving the variational equations. In Section 3, we apply the machinery of the vari-
ational principle with the Grassmann Gaussian ansatz to the Gross-Neveu model.
The variational equations and Gaussian effective potential are computed, and renor-
malization is discussed. Finally, in Section 4, we compute the entanglement entropy
of the variationally determined Gaussian wavefunctional using standard techniques
[13]. We analyze the dependence of entanglement entropy on the renormalized cou-
pling and number of colors in the theory, and find results that have a distinctly
non-perturbative character. Additionally, we calculate the renormalization group
flow for the entanglement entropy, and examine its properties.
2 Schro¨dinger Picture and Variational Methods
for Fermions
2.1 Formalism
In this section we introduce the essential aspects of the Schro¨dinger picture and
variational methods for interacting quantum field theories with fermions. These
methods were introduced by Jackiw and Floreanini [11, 12], who developed the
formalism and applied it to a variety of problems in quantum field theory. Several
groups have applied variational methods to the study of the Gross-Neveu model,
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including Latorre and Soto [14] and Kovner and Rosenstein [15], as well as J.H.
Yee and collaborators [16, 17, 18], who utilize the Jackiw-Floreanini formalism. The
main results of this section and the next are intended as a brief review of these
variational methods, and the reader is referred to the literature just cited for more
details.
Our focus in this paper is on the Gross-Neveu model, which is renormalizable
in spatial dimension d = 1. In the large-N limit, where N is the number of different
types of fermions (which we refer to as ‘colors’), it is known [19] that the Gross-Neveu
model is also renormalizable in spatial dimension d = 2. In developing the formalism
in this section, we will keep the spatial dimension d arbitrary. The details of the
solutions of the variational equations we will need require properties of spinors and
Clifford algebras that hold only for both d = 1 or d = 2. The variational formalism
extends in a straightforward way to higher dimensions, but we will not pursue that
here. Details on our conventions for Dirac spinors and Clifford algebras appear in an
appendix. Ultimately, our main interest is in the d = 1 version of the Gross-Neveu
model, and although we will at times consider the large-N limit, our results are valid
for arbitrary N , within the scope of validity of the variational approximation.
The canonical anti-commutation relations for the fermionic Schro¨dinger picture
quantum field operators
{ψaα(x), ψbβ(y)} = 0 (2.1.1)
{ψaα(x), ψb†β (y)} = δab δαβ δd(x− y) (2.1.2)
will be realized by Grassmann-valued differential operators acting on a Hilbert space
of wavefunctionals of the Grassmann variables θ and θ†, which carry spinor and color
indices and satisfy the anti-commutation relations defining the Grassmann algebra
{θaα(x), θbβ(y)} = 0 (2.1.3)
{θa†α (x), θb†β (y)} = 0 (2.1.4)
{θaα(x), θb†β (y)} = 0 (2.1.5)
Every state |Ψ〉 of the quantum field theory is represented by a wavefunctional
Ψ[θ, θ†], and the action of the Schro¨dinger picture field operators on these wavefunc-
tionals is given by the differential operators
ψaα(x) =
1√
2
(
θaα(x) +
δ
δθa†α (x)
)
(2.1.6)
ψa†α (x) =
1√
2
(
θa†α (x) +
δ
δθaα(x)
)
(2.1.7)
which satisfy the canonical anti-commutation relations. In order to represent inner
products and operator matrix elements as Grassmann functional integrals, Jackiw
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and Floreanini describe how to define the dual wavefunctional Ψ(θ, θ†) representing
the dual state 〈Ψ|. 1 This duality is identical to the duality used in the exterior
algebra of differential forms, but in an infinite-dimensional setting appropriate for
quantum field theory. The inner product of two states |Ψ1〉 and |Ψ2〉 is then given
by the Grassmann functional integral over wavefunctionals
〈Ψ2|Ψ1〉 =
∫
Dθ
∫
Dθ† Ψ2[θ, θ
†]Ψ1[θ, θ
†] (2.1.8)
Particularly relevant for us will be the Grassmann Gaussian wave functionals, which
will serve as the states for our variational ansatz
ΨG[θ, θ
†] = NG exp
[
1
2
∫
Dθ
∫
Dθ† θ†Gθ
]
(2.1.9)
where we are employing a condensed notation; for example
θ†Gθ =
∫
ddx
∫
ddy θa†α (x)G
ab
αβ(x,y) θ
b
β(y) (2.1.10)
and G = Gabαβ(x,y) is a totally antisymmetric kernel which may be identified with
the equal time Green function. NG is a normalization factor which will not play a
role in the computation of operator matrix elements. The dual wavefunctional of
the Gaussian in Eqn. (2.1.9) is also a Gaussian
ΨG[θ, θ
†] = NG¯ exp
[
1
2
∫
Dθ
∫
Dθ† θ†Gθ
]
(2.1.11)
with the dual kernel defined to be G = (G†)−1.
Within this framework, it is straightforward to compute the Grassmann func-
tional integrals for matrix elements of various fermionic quantum field operators in
the Gaussian variational state. We will not repeat these calculations here; see for
example Yee’s review article [16]. For the matrix elements of operators quadratic in
the fields, we have
〈ΨG|ψa†α (x)ψbβ(y)|ΨG〉 = W baβα(y,x) (2.1.12)
or, using a condensed notation combining spatial coordinates, spinor indices, and
color indices A = {x, α, a}, we may express the expectation value of the fermion
bilinears as
〈ΨG|ψ†AψB|ΨG〉 =WBA (2.1.13)
1Jackiw and Floreanini use Ψ∗ to denote the dual wave functional whereas Yee and collaborators
use Ψ to denote the same quantity. We adopt the latter convention.
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The quantity W is defined, in an operator notation with all indices suppressed, by
W =
1
2
(1 +G)(G+G)−1(1 +G) (2.1.14)
When we look at the Gross-Neveu model in a subsequent section, we will also need
matrix elements quartic in the field operators, which will be discussed in that section.
For now, we have what we need to consider the case of a free massive Dirac field.
2.2 Free Dirac Field
We will begin our computations in Schro¨dinger picture quantum field theory with
Grassmann variables by first considering the free Dirac field. This allows us to
show how the formalism works in a simpler setting in preparation for the discussion
in the next section of the Gross-Neveu model with four-fermion interactions. The
Lagrangian density for the free Dirac field with mass M is
L = ψ (iγµ∂µ −M)ψ (2.2.1)
with corresponding Hamiltonian operator
H =
∫
ddx ψ†(x)(−iα · ∇+ βM)ψ(x) (2.2.2)
We can express the Dirac Hamiltonian in condensed form as
H =
∫
ddx
∫
ddy ψa†α (x) h
ab
αβ(x,y)ψ
b
β(y) = ψ
†
A hAB ψB (2.2.3)
where the Dirac kernel h is defined by
hAB = h
ab
αβ(x,y) = δ
ab (−iα · ∇x + βM)αβ δd(x− y) (2.2.4)
The expectation value of the Dirac Hamiltonian in the Gaussian variational state
|ΨG〉 involves only the two-fermion matrix elements, given in the preceding section.
〈ΨG|H|ΨG〉 = 〈ΨG|ψ†A hAB ψB|ΨG〉 = hABWBA = Tr(hW ) (2.2.5)
The trace denoted by “Tr” is over all indices in the condensed notation, including
spatial coordinates, and W was defined in (2.1.14). It is useful to formulate our
kernels in momentum space, so we take the Fourier transforms
habαβ(x,y) =
∫
ddp
(2pi)d
eip·(x−y)habαβ(p) (2.2.6)
W abαβ(x,y) =
∫
ddp
(2pi)d
eip·(x−y)W abαβ(p) (2.2.7)
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with the Dirac Hamiltonian kernel in momentum space given by
h(p) = α · p+ βM (2.2.8)
The result may be written as
〈ΨG|H|ΨG〉 = Tr(hW ) =
∫
ddxVGE (2.2.9)
where VGE, the Gaussian effective potential, is given by
VGE =
∫
ddp
(2pi)d
tr [h(p)W (p)] (2.2.10)
The trace denoted by the lower-case “tr” is now over only the spinor and color
indices, the trace over spatial coordinates having been handled in passing to mo-
mentum space. Using the momentum space Green functions defined by
G abαβ(x,y) =
∫
ddp
(2pi)d
eip·(x−y)G abαβ(p) (2.2.11)
G
ab
αβ(x,y) =
∫
ddp
(2pi)d
eip·(x−y)G
ab
αβ(p) (2.2.12)
the quantity W , defined in (2.1.14), takes the form in momentum space
W (p) =
1
2
(1 +G(p))(G(p) +G(p))−1(1 +G(p)) (2.2.13)
with spinor and color indices suppressed.
We now want to vary the effective potential VGE, with variations δG and
δG, which may be treated as independent variations. A short calculation gives the
variation of W in operator form
δW =
1
2
(1−G)∆G (1 +G) + 1
2
(1 +G)∆G (1−G) (2.2.14)
where we have defined
∆G = −(G +G)−1δG (G+G)−1 (2.2.15)
∆G = −(G +G)−1δG (G+G)−1 (2.2.16)
Using this result to compute the variation of the effective action, and using the cyclic
property of the trace, we arrive at the variational equations for G and G
(1−G) h (1 +G) = 0 (2.2.17)
(1 + G) h (1−G) = 0 (2.2.18)
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We would like to emphasize now that although we have been using the kernel h for
the free Dirac Hamiltonian, the variation of Tr(hW ) with respect to G and G leads
to the above variational equations (2.2.17) and (2.2.18) for any hermitian kernel
h. This fact will be very useful in the next section when we derive the variational
equations for the Gross-Neveu model which is an interacting quantum field theory.
In the remainder of this section we will consider an arbitrary hermitian kernel h in
deriving the solution of the variational equations.
Yee and collaborators [16, 17, 18] have developed a method for obtaining all of
the solutions to the above matrix equations, which we now describe. We will consider
the first of the pair of variational equations for G, Eqn. (2.2.17), and having found
its solution we will see that the other variational equation is also satisfied by the
same solution. Multiplying the first variational equation by h and defining the kernel
K = hG, the variational equation becomes
h2 −K2 + [h,K] = 0 (2.2.19)
It is evident that there are always trivial solutions to these equations with K = h.
Expanding in a basis of 2×2 matrices given by the identity 1 and the standard Pauli
matrices σi, with i = 1, 2, 3 and an implicit summation convention on i,
h = h0 1 + hi σi (2.2.20)
K = K0 1 +Ki σi (2.2.21)
Writing out the variational equation for K in components, the solutions of the
variational equation in this basis must satisfy
Ki =
h0
K0
hi (2.2.22)
(K20)
2− (h20 + ω2)K20 + h20 ω2 = 0 (2.2.23)
where we have defined
ω2 = hihi (2.2.24)
The above quadratic equation for K20 has two solutions: either K
2
0 = h
2
0 or K
2
0 = ω
2.
The first choice reproduces the trivial solution mentioned above; the second choice
gives the non-trivial solution
K = ± 1
ω
(ω2 1 + h0hiσi) (2.2.25)
Now, using the matrix inverse of the kernel h
h−1 =
1
h20 − ω2
(h01− hiσi) (2.2.26)
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and G = h−1K, we arrive at the solution in momentum space of the variational
equation for the Green function G(p) in terms of the Hamiltonian kernel h(p)
G(p) = − 1
ω(p)
hi(p) σi (2.2.27)
Note that G0 = 0 has no identity matrix component and G has no dependence
on the identity matrix component h0 of the hamiltonian kernel h. (For the Dirac
Hamiltonian, h0 = 0 has no identity matrix component, but this need not be the
case for a general Hamiltonian kernel.) The choice of the plus or minus sign is
associated with the definition of the vacuum state. The standard choice of filling
the negative energy states (Dirac sea) leads to choosing the minus sign in the solution
for the Green function G. We will see this explicitly when we compute the effective
potential in terms of this solution for G.
Having found this explicit solution for the Green function, we note some impor-
tant properties. Because the Pauli matrices are hermitian and the Pauli-components
of h(p) are real, we see immediately that G is also hermitian: G† = G. The inverse
of G is also easily computed
G−1 = −ω 1−ω2 (−hiσi) = −
1
ω
hiσi = G (2.2.28)
so we find that
G = (G†)−1 = G (2.2.29)
This confirms that both of the variational equations which resulted from varying
the effective potential with respect to G and G are satisfied. Furthermore, using
G = G−1 = G, the quantity W appearing in expectation values of the fermion field
operators in the Gaussian state simplifies to
W =
1
2
(1 +G)(G+G)−1(1 +G) =
1
2
(1 +G) (2.2.30)
Returning now to the specific Dirac form of the Hamiltonian kernel h(p), and
using the Dirac representation we have chosen (see appendix) relating the α and β
matrices to the Pauli matrices, we have the Pauli components of h(p)
h0(p) = 0 hm(p) = pm h3(p) =M (2.2.31)
where m, the spatial index, takes only the value 1 in 1+1 dimensions and the values
1,2 in 2+1 dimensions. Using the definition of ω given in Eqn. (2.2.24), we find that
ω2(p) = p2 +M2 (2.2.32)
9
Therefore, the Green function in momentum space for the free Dirac theory is
G(p) =
−1√
p2 +M2
(α · p+ βM) (2.2.33)
The Gaussian effective potential in the free Dirac theory takes the physically intuitive
and simple form
VGE =
∫
ddp
(2pi)d
tr [h(p)W (p)] = −N
∫
ddp
(2pi)d
√
p2 +M2 (2.2.34)
where we have used the explicit form of the Dirac Hamiltonian, the simplified form
of the solution for W given in Eqn. (2.2.30), and the fact that the α and β matrices
(or their Pauli matrix representations) have vanishing traces. The overall factor of
N arises simply because of the trace over the color indices. As mentioned above, the
choice of the minus sign in the solution for the Green function G has led us directly
to the minus sign for the Gaussian effective potential for the free Dirac Hamiltonian,
with its interpretation as a filling of the Dirac sea to define the vacuum state of the
free Dirac theory.
3 Variational Calculations for the Gross-Neveu
Model
The Gross-Neveu model [10] is described by the Lagrangian density
L = ψ iγµ∂µψ + g
2
2
(ψψ)2 (3.0.1)
with corresponding Hamiltonian operator
H = HD +HI =
∫
ddx [−iψ†α · ∇ψ − g
2
2
(ψ†βψ)2] (3.0.2)
where spinor and color indices have been suppressed. The first term HD is the free
Dirac Hamiltonian discussed in the previous section, but now with no mass term.
The interaction term HI is parameterized by the real bare coupling g.
It is well-known [10], and we will see using variational methods, that in the
Gross-Neveu model a fermion mass is generated dynamically and non-perturbatively
even though the Hamiltonian has no bare mass term. It is also well-known, and again
we will see using variational methods, that the Gross-Neveu model is asymptotically
free. These two properties explain much of the interest in this model. In addition
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to these intriguing properties, the Gross-Neveu model will serve us well for devel-
oping variational calculations of entanglement entropy in interacting quantum field
theories with fermions. Such 1+1-dimensional models may be of direct physical in-
terest, but also serve as a departure point for investigating models such as fermions
interacting with gauge fields in 3+1 dimensions.
3.1 Gap Equation and Effective Potential
Our first task in employing the Gaussian variational method is to compute the ex-
pectation value of the Hamiltonian operator in the Grassmann Gaussian variational
state. We have already done this for the free Dirac Hamiltonian, which we will now
write, with spinor and color indices suppressed, as
〈ΨG|HD|ΨG〉 =
∫
ddx tr[(hDW )(x,x)] (3.1.1)
where with the usual composition of operator kernels,
(hDW )(x,x) =
∫
ddy hD(x,y)W (y,x) (3.1.2)
The Dirac Hamiltonian kernel hD is given in Eqn. (2.2.4) with M = 0.
To compute the expectation value of the interaction term of the Hamiltonian,
we need the general four-fermion matrix element in the Grassmann Gaussian vari-
ational state. Using the condensed index notation, a short calculation [16] gives
〈ΨG|ψ†A ψB ψ†C ψD|ΨG〉 =WBAWDC −WDAWBC +WDAδBC (3.1.3)
Using this result, we have
〈ΨG|HI |ΨG〉 = −g
2
2
∫
ddx βαβ δab βγδ δcd 〈ΨG|ψ†αa ψβb ψ†γc ψδd|ΨG 〉 (3.1.4)
= −g
2
2
∫
ddx [ tr(βW˜ ) tr(βW˜ )− tr(β W˜β W˜ ) + tr(β δ˜ β W˜ ) ] (3.1.5)
where the traces are over both spinor and color indices. We have defined the position-
space-diagonal elements of the kernel W and the δ-function kernel as
W˜ abαβ =W
ab
αβ(x,x) (3.1.6)
δ˜abαβ = δ
ab δαβ δ
d(x,x) (3.1.7)
These quantities arise because all of the Schro¨dinger picture quantum field operators
in the interaction Hamiltonian are evaluated at the same point in space, and are
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divergent as in any local quantum field theory. These divergences will be given
meaning in the process of renormalization discussed in the next section.
Although we have now computed the expectation value of the full Hamilto-
nian in the Gaussian variational state |ΨG〉, we are not done. Unlike the situation
with scalar fields, we cannot introduce a variational parameter into the Gaussian
variational wavefunctional which is the expectation of a single fermion field and
still be consistent with Lorentz invariance. Instead, following the original treatment
of Gross and Neveu [10] and within the variational framework discussed by Yee
and collaborators [17, 18], we introduce a constraint that allows us to consider the
expectation value of a fermion bilinear term. We define the auxiliary field σ by
σ = −g 〈ΨG|ψ ψ |ΨG〉 = −g 〈ΨG|ψ†β ψ |ΨG〉 (3.1.8)
together with an associated Lagrange multiplier field χ, and add to the Hamiltonian
a constraint term HC with expectation value
〈ΨG|HC|ΨG〉 =
∫
ddx χ [ σ + g 〈ΨG|ψ†β ψ|ΨG〉 ] (3.1.9)
=
∫
ddx χ [ σ + g tr(βW˜ ) ] (3.1.10)
where once again we have used the result for the expectation of bilinears of fermion
field operators given in a previous section. With the constraint included, the ex-
pectation value of the full Hamiltonian H = HD +HI +HC may be written in the
form
〈ΨG|H|ΨG〉 = 〈ΨG|HD +HI +HC |ΨG〉
=
∫
ddx[χσ − σ
2
2
+ tr(hDW ) + gχ tr(β W˜ ) +
g2
2
(tr(β W˜β W˜ )− tr(β δ˜ β W˜ )) ]
(3.1.11)
We are now ready to vary this effective Hamiltonian to get the variational
equations. Varying with respect to G and G, the σ and χ terms do not contribute,
and the variation takes the form
δ〈ΨG|H|ΨG〉 =
∫
ddx tr(h δW ) (3.1.12)
with δW given in terms of δG and δG in Eqn. (2.2.14), and we have now defined
the kernel h by
h = hD + gχβ +
g2
2
β(2W˜ − δ˜)β (3.1.13)
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This is the kernel that results from the variation, although it is not the kernel
associated with the full Hamiltonian. It will lead us immediately to the variational
equations and their solutions, as discussed in detail in the section on the free Dirac
field where we emphasized that those techniques may be applied to more general
kernels h. First we note that the full effective Hamiltonian can be expressed in terms
of this kernel h as
〈ΨG|H|ΨG〉 =
∫
ddx[χσ − σ
2
2
+ tr(hW )− g
2
2
tr(β W˜β W˜ ) ] (3.1.14)
which we will return to shortly when we compute the Gaussian effective potential.
Recalling Eqn. (2.2.17), our variational equation for G, with h as just defined, is
(1−G) h (1 +G) = 0 (3.1.15)
We found that the general solution in momentum space for G(p) in the Pauli basis
was given in Eqn. (2.2.27) by
G(p) =
−1√
ω2(p)
hi(p) σi (3.1.16)
with ω2 = hihi originally defined in Eqn. (2.2.24). Using the result that the quantity
W simplifies in terms of this solution for G according to Eqn. (2.2.30), we have
2W˜ − δ˜ = G˜, so the kernel h given above in (3.1.13) now takes the simple form in
momentum space
h(p) = α · p+ gχβ + g
2
2
βG˜β (3.1.17)
We see that G is expressed in terms of h, and that h in turn depends on G, or more
accurately on G˜. The quantity G˜ is the divergent position-space-diagonal piece of
G, which may be expressed as an integral over the momentum space Green function
G(p) :
G˜ = G(x,x) =
∫
ddp
(2pi)d
G(p) (3.1.18)
To solve our coupled equations for h and G we continue to use the Pauli basis and
the Dirac representation for the α and β matrices featured in the section on the free
Dirac theory, and which are described in more detail in the appendix. In agreement
with Yee and collaborators [17, 18], we find that necessarily G˜i = 0 for both the
i = 1 and i = 2 matrix components of G˜ in the Pauli basis. Only G˜3 is non-zero,
and we are led to the final form for h and G
h(p) = α · p+ βm (3.1.19)
and
G(p) =
−1√
p2 +m2
(α · p+ βm) (3.1.20)
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which look nearly identical to the results for the free Dirac theory. However, instead
of the mass parameter M that we included ab initio in the free theory, a new mass
parameter m has appeared even though the original Gross-Neveu Hamiltonian did
not contain any bare mass term. This mass parameter m is defined by
m = gχ+
g2
2
G˜3 (3.1.21)
where
G˜3 =
∫
ddp
(2pi)d
G3(p) =
∫
ddp
(2pi)d
−m√
p2 +m2
(3.1.22)
We have arrived at an equation for the mass parameter m:
m = gχ− g
2
2
∫
ddp
(2pi)d
m√
p2 +m2
(3.1.23)
This important equation is known as the gap equation.
Before moving on to the discussion of renormalization, we return to the com-
putation of the Gaussian effective potential by inserting the solution for G into the
effective Hamiltonian given in Eqn. (3.1.14). In addition to the auxiliary field terms,
there are two other terms. For the first term, arising from tr(hW ), we use the final
expressions for h(p) and G(p) given above in Eqn.’s (3.1.19) and (3.1.20), and the
trace properties of the Pauli matrices. A short computation shows that this gives a
contribution to the effective potential∫
ddp
(2pi)d
tr [h(p)W (p)] = −N
∫
ddp
(2pi)d
√
p2 +m2 (3.1.24)
This result closely resembles our earlier result for the Gaussian effective potential of
the free Dirac theory given in Eqn. (2.2.34), but now the mass parameter m which
satisfies the gap equation has replacedM . For the second term, a short computation
using the Pauli basis and the solution for W in terms of G given by Eqn. (2.2.30)
gives
− g
2
2
tr(β W˜β W˜ ) = −g
2N
4
(1 + G˜23) = −
N
g2
(m− gχ)2 + · · · (3.1.25)
where we have used the definition of m, and where the factor of N results from
the trace over the color indices (surviving traces over the spinor indices contribute
a multiplicative factor of 2). The term indicated by + · · · is an additive divergent
constant, and has been dropped. In the next section on renormalization, we will
discuss our choice for the zero value of the effective potential on physical grounds.
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Putting all of these pieces together, we arrive at the result for the Gaussian effective
potential, expressed in terms of χ, σ, and m :
VGE = χσ − σ
2
2
−N
∫
ddp
(2pi)d
√
p2 +m2 − N
g2
(m− gχ)2 (3.1.26)
We may simplify this further by varying with respect to the auxiliary field σ, which
gives σ = χ, thus identifying the auxiliary field with the Lagrange multiplier field.
The resulting Gaussian effective potential is
VGE =
χ2
2
−N
∫
ddp
(2pi)d
√
p2 +m2 − N
g2
(m− gχ)2 (3.1.27)
Using the gap equation which relates the field χ to the mass parameter m, we may
treat the Gaussian effective potential VGE as a function of just m, or just χ.
3.2 Renormalization of the Effective Potential
The structure of the divergences and the results for the renormalized gap equation
and Gaussian effective potential take different forms in spatial dimensions d = 1 and
d = 2. As mentioned earlier, the Gross-Neveu model is renormalizable at large-N in
d = 2. Our methods apply to the d = 2 case, but we choose to focus our discussion
on the d = 1 case. Our goal is to define a renormalized coupling gR in terms of
the Gaussian effective potential, giving a renormalization prescription relating this
renormalized coupling to the bare coupling g. There will also be a renormalization
of the field χ. With these renormalization prescriptions, we will arrive at our fi-
nal results for the renormalized Gaussian effective potential and renormalized gap
equation. These results will allow us to compute a variational approximation to the
entanglement entropy in the next section.
We begin with the definition of the renormalized coupling gR. Consider the
Gaussian effective potential as a function of m alone, as discussed at the end of the
previous section, and define gR by
1
g2R
= V ′′GE(m)|m=µ (3.2.1)
where derivatives with respect to m are denoted by a prime, and where µ is an
arbitrary mass scale which we will refer to as the renormalization scale. To compute
the necessary derivatives of VGE, we will need to compute derivatives of χ with
respect to m using the gap equation (3.1.23). We will write the gap equation in the
form
gχ = m+ g2mI0(m) (3.2.2)
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where I0(m) is one of a family of integrals defined by
In(m) =
∫
ddp
(2pi)d 2ω(p)
ω(p)2n (3.2.3)
with ω(p) =
√
p2 +m2 as usual. These integrals satisfy various recursion relations
and identities for their derivatives with respect to m that streamline the discussion
of renormalization, and allow us to proceed without having to utilize any partic-
ular form of regularization. These integrals and their identities were introduced
by Stevenson [20, 21] and are discussed there and in our paper on φ4 theory [1].
Computing the first derivative of χ with respect to m, we have
gχ′(m) = 1 + g2I0(m) + g
2mI ′0(m) (3.2.4)
In d = 1, I0(m) is logarithmically divergent and I
′
0(m) is finite. We will systemat-
ically drop terms that go to zero as g goes to zero, which includes the third term
above. Keeping these sub-leading terms in g does not change the final form of the
renormalization prescription for the coupling. With the derivative of χ with respect
to m given above, and using the Gaussian effective potential in the form (3.1.27),
computing derivatives of VGE is straightforward. Evaluating the result for the second
derivative at the renormalization mass scale µ gives
V ′′GE(µ) =
1
g2R
=
1
g2
[1− 2(N − 1)g2I0(µ) + (2N − 1)(g2I0(µ))2] (3.2.5)
The only way for the renormalized coupling gR to be finite is for the quantity in
square brackets above to go to zero as the momentum space cutoff goes to infinity.
This leads to a quadratic equation for g2I0(µ), giving two solutions that might lead
to a finite renormalized coupling. Either g2I0(µ) = −1 or
g2I0(µ) =
1
2N − 1 (3.2.6)
We choose the latter. The situation here is discussed in more detail in [14, 17],
where they explain why the former choice for g2 leads to an apparently inconsistent
theory. In some respects, renormalization within the variational approximation in
the Gross-Neveu model in 1+1 dimensions appears to be similar to renormalization
in φ4 theories in 3+1 dimensions, where the two renormalization prescriptions lead
to the so-called “precarious” and “autonomous” versions of the theory [22], with
evidence that the latter is also not a self-consistent theory. So, we are led to the
coupling renormalization prescription
1
g2R
=
1
g2
− (2N − 1)I0(µ) (3.2.7)
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We can now discuss the renormalized gap equation. Using the above coupling
renormalization, we find
gχ = m+ g2mI0(m) (3.2.8)
= m
[
1 + g2I0(µ) + g
2(I0(m)− I0(µ))
]
(3.2.9)
= m
[
2N
2N − 1 −
g2
4pi
log
m2
µ2
]
(3.2.10)
but as g → 0, the second term vanishes and we find the simple result for the
renormalized gap equation
gχ = gRχR =
2N
2N − 1 m (3.2.11)
where this equation defines the renormalized field χR.
Having derived the renormalization prescription for the coupling and the renor-
malized form of the gap equation, we turn to the renormalized form of the Gaussian
effective potential. A straightforward calculation shows that with the above coupling
and field renormalizations, all of the divergent terms cancel (with the exception of
additive constants that are dealt with through our physically-motivated choice of
the zero of the Gaussian effective potential), leading to the result
VGE(m) =
1
2
χ2R −
N
g2R
(m− gRχR)2 + N
4pi
(
m2 log
m2
µ2
−m2
)
(3.2.12)
As with the un-renormalized Gaussian effective potential, we can treat VGE(m) as
a function of only m, with χR expressed in terms of m via the renormalized gap
equation. Alternatively, we define a reference value χ0 in terms of the mass scale µ
by
χ0 =
(
2N
2N − 1
)
µ
egR
(3.2.13)
in terms of which the renormalized Gaussian effective potential takes the form
VGE(χR) =
1
2
(
2N − 1
2N
)
χ2R +
N
4pi
(
2N − 1
2N
)2
g2R χ
2
R
(
log
χ2R
χ20
− 3
)
(3.2.14)
Taking ∂VGE/∂χR = 0, we see that there is a local maximum at χR = 0 and two
global minima at
χR
eχ0
= ± exp
[
− 2pi
(2N − 1)g2R
]
(3.2.15)
It is obvious that the dependence on the renormalized coupling gR is of a form that
is not accessible via perturbation theory. Since χR = 0 is a local maximum of the
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renormalized Gaussian effective potential, it does not correspond to a stable vacuum.
On the other hand, the two extrema in Eqn. (3.2.15) correspond to global minima,
and hence vacua of the theory. Since these global minima occur at non-zero values of
χ, and thus non-zero values of m, we have dynamical mass generation in the Gross-
Neveu model. As remarked before, dynamical mass generation in the Gross-Neveu
model is well known, and our result establishes it within the Gaussian variational
approximation. The renormalized Gaussian effective potential as a function of the
renormalized field χR is shown in the following figure.
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Gross-Neveu Model: Renormalized Gaussian Effective Potential (N = 3)
Figure 1: Renormalized Gaussian effective potential for different values of the renor-
malized coupling, at a fixed value of N = 3. Curves from upper to lower have
renormalized couplings gR = 0.8, gR = 1.0, and gR = 1.2, respectively.
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4 Entanglement Entropy Calculations for the Gross-
Neveu Model
In this section, we will compute the variational approximation to the entanglement
entropy of the Gross-Neveu model on the half-line. Recall that the entanglement
entropy for the ground state of a free fermion field of mass m in 1 + 1 dimensions
on the half-line is [13]
S = − 1
12
(
log ε2 + logm2
)
+O(m2ε2) (4.0.1)
where ε is our short-distance cutoff. We will ignore the O(m2ε2) corrections which
go to zero as ε → 0. The free fermion entanglement entropy can be derived in a
wide variety of ways, including using the heat kernel method.
Our Gaussian variational ansatz is identical in form to the ground state of a
free fermionic field, but with an m given by the variational mass. First, we will
examine the entanglement entropy for Gaussian states with fixed χR, and then we
will consider the entanglement entropy in the ground state of Gross-Neveu model.
4.1 Entanglement Entropy for fixed χR
In the variational approximation, we find that for fixed χR the Gross-Neveu entan-
glement entropy on the half-line is simply
S = − 1
12
[
log(ε2) + log
((
2N − 1
2N
)2
g2Rχ
2
R
)]
+O(m2ε2) (4.1.1)
where we have used the renormalized gap equation (3.2.11). It follows immediately
that S is monotonically decreasing and convex as a function of the coupling gR for
gR > 0. In particular, for gR > 0 we have
∂S
∂gR
= − 1
6gR
< 0 (4.1.2)
∂2S
∂g2R
=
1
6g2R
> 0 (4.1.3)
which are both cutoff independent. The monotonicity and convexity of S with
respect to gR on the half-line exhibits the same behavior as the variational approx-
imation to the entanglement entropy of scalar φ4 theory on the half-line, which is
likewise monotonically decreasing and convex with respect to its coupling [1].
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We can also examine the behavior of S with respect to N . Indeed, S is
monotonically decreasing and convex with respect to N for N ≥ 1, since
∂S
∂N
= − 1
6N(2N − 1) < 0 (4.1.4)
∂2S
∂N2
=
4N − 1
6N2(2N − 1)2 > 0 (4.1.5)
which are cutoff independent quantities. This behavior is perhaps unexpected, since
one might expect that the entanglement entropy should instead increase with N
because there are more degrees of freedom that can become entangled. Apparently
this is not the case within the variational approximation.
One might be hesitant to trust the variational approximation to provide us
information about the N -dependence of S. We expect the class of states under
consideration to look approximately like the ground state a free fermionic field for
small coupling gR. However, we do not a priori expect the variational approximation
to be accurate for arbitrary N and fixed, small gR. In particular, the variational
approximation appears sensible when g2RN is small. So while the N -dependence of
the variational approximation to the entanglement entropy is interesting, we should
be cautious about its interpretation.
A more robust way of understanding the N -dependence of S is in the limit
where N →∞ and g2R → 0 with λ := g2RN fixed and small. The Gross-Neveu model
is known to be exactly solvable in this limit [10]. We can write S in this limit as
S = − 1
12
(
log ε˜2 + log λ
)
(4.1.6)
where ε˜2 = ε2 + χ2R
(2N−1)2
4N3
. We similarly find that S is monotonically decreasing
and convex in λ, since
∂S
∂λ
= − 1
12λ
(4.1.7)
∂2S
∂λ2
=
1
6λ2
(4.1.8)
In the next section, we examine the entanglement entropy of the Gross-Neveu
model in its ground state.
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4.2 Entanglement Entropy in the Ground State
There are two vacuum states in the Gaussian approximation of the Gross-Neveu
model located at
χR
eχ0
= ± exp
[
− 2pi
(2N − 1)g2R
]
(4.2.1)
Since the theory lives in 1+1 dimensions, tunneling between the vacua can occur.
Without getting into details here, we refer the reader to the original paper of Gross
and Neveu [10] for a discussion of the meaning of spontaneous symmetry breaking
in the model, and the implications for dynamical mass generation.
Let us consider the entanglement entropy of each vacuum state separately. We
note that the entanglement entropy in Eqn. (4.1.1) is a function of χ2R, and so Eqn.
(4.2.1) tells us that each of the vacua has the same entanglement entropy:
Sgs = − 1
12
[
2 log ε2 + log
((
2N − 1
N
)2
g2Rχ
2
0
)
+
(
2− 4pi
(2N − 1)g2R
)]
(4.2.2)
The 1/g2R term in the above formula is a hallmark of non-perturbative behavior. We
similarly have that Sgs is monotonically decreasing and convex as a function of the
coupling gR for gR > 0. For gR > 0, we have
∂Sgs
∂gR
= − 1
6gR
− 2pi
3(2N − 1)g3R
< 0 (4.2.3)
∂2Sgs
∂g2R
=
1
6g2R
+
2pi
(2N − 1)g4R
> 0 (4.2.4)
which are cutoff independent quantities.
We will now analyze the behavior of Sgs with respect to the number of colors
N . As before, Sgs is monotonically decreasing and convex with respect to N for
N ≥ 1, since
∂Sgs
∂N
= − 1
6N(2N − 1) −
2pi
3(2N − 1)2g2R
< 0 (4.2.5)
∂2Sgs
∂N2
=
4N − 1
6N2(2N − 1)2 +
8pi
3(2N − 1)3g2R
> 0 (4.2.6)
which are cutoff independent quantities. Here we have the usual caveat about the
accuracy of the variational approximation as a function of N .
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Considering the N →∞ and g2R → 0 limit with λ = g2RN fixed and small, we
obtain
Sgs = − 1
12
[
log ε˜2 + log λ− 2pi
λ
]
(4.2.7)
where ε˜2 = 2ε2+χ20
(2N−1)3
N3
+ e2. Again, Sgs is monotonically decreasing and convex
in λ, because
∂Sgs
∂λ
= − 1
12λ
− pi
6λ2
(4.2.8)
∂2Sgs
∂λ2
=
1
6λ2
+
pi
3λ3
(4.2.9)
5 Renormalization Group and Entanglement En-
tropy
From Eqn. (4.1.1), it follows that the renormalization group equation for the entan-
glement entropy is
µ
dS
dµ
= − 1
6m
dm
dgR
β(gR) (5.0.1)
where β(gR) is the beta function for the renormalized coupling. We analyze the
renormalization group equation for the entanglement entropy of the Gross-Neveu
model for Gaussian states with fixed χR, and in the variational approximation of
the ground state vacua.
5.1 Renormalization Group for Entanglement Entropy at
fixed χR
For the Gross-Neveu model, we have
µ
dS
dµ
= − 1
6m
dm
dgR
β(gR) (5.1.1)
and the renormalized gap equation (3.2.11) for fixed χR gives us
dm
dgR
=
m
gR
(5.1.2)
To obtain the Gross-Neveu beta function, we differentiate the coupling renormal-
ization equation (3.2.7) with respect to the renormalization scale µ at fixed bare
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coupling and fixed UV cutoff (in I0(µ)) and find
β(gR) = µ
dgR
dµ
= −2N − 1
4pi
g3R (5.1.3)
We see that the theory is asymptotically free. Furthermore, Eqn. (5.1.1) becomes
µ
dS
dµ
=
2N − 1
24pi
g2R (5.1.4)
which is not itself “asymptotically free.” That is, unlike the renormalized coupling
gR which is decreasing at higher renormalization mass scales µ, we find that the
entanglement entropy S is increasing, albeit less and less rapidly as µ increases
because of the asymptotically free coupling.
5.2 Renormalization Group for Entanglement Entropy in
the Ground State
Recall that there are two vacua for the Gross-Neveu model given by Eqn. (4.2.1).
In each of these vacua, we use Eqn.’s (3.2.11) and (4.2.1) to find that
dm
dgR
=
(
1
gR
+
4pi
(2N − 1)g3R
)
m (5.2.1)
and so
µ
dSgs
dµ
=
2N − 1
24pi
g2R +
1
6
(5.2.2)
which is similarly not asymptotically free. So, as was the case in the previous subsec-
tion where we considered a state with arbitrary χR, we find that the entanglement
entropy for either vacuum state is also increasing as the renormalization mass scale
µ gets larger. Interestingly, taking gR → 0 we see that the right hand side of Eqn.
(5.2.2) becomes the constant 1/6.
6 Conclusions
We have computed variational approximations to the entanglement entropies of
vacua and more general coherent states with arbitrary values of χR in the Gross-
Neveu model. The entanglement entropies are monotonically decreasing and convex
as a function of the coupling, which is the same as the behavior of the entanglement
entropy in φ4 theory in 1+1 dimensions [1]. This agreement provides evidence
for the conjecture that entanglement entropies for relativistic field theories in 1+1
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dimensions are generically monotonically decreasing and convex in their couplings
[1]. Additionally, we have shown that within the variational approximation, the
entanglement entropies are monotonically decreasing and convex in the number of
colors N .
Although the Gross-Neveu model is asymptotically free, its entanglement en-
tropy is not asymptotically free for the states we studied. Interestingly, the beta
function of the entanglement entropy of the vacua contains a constant term which
indicates that even for vanishing renormalized coupling, there is singular behavior
when the renormalization group flow is integrated. This behavior would be inter-
esting to explore further.
The only other example of an asymptotically free theory for which we can
variationally compute the entanglement entropy is precarious φ4 theory in 3+1 di-
mensions [1]. In this theory, the beta function of the entanglement entropy is asymp-
totically free, in contrast with our results for the Gross-Neveu model. One might
expect that the entanglement entropies of asymptotically free theories should have
similar behavior of their renormalization group flows, but apparently this is not the
case.
However, we note that the entanglement entropy in precarious φ4 theory is
monotonically increasing in the coupling strength – that is, in the absolute value
of the renormalized coupling [1]. Perhaps this distinguishing feature is responsible
for the different behavior of the renormalization group flow of precarious φ4 theory
vis-a`-vis the Gross-Neveu model. This hypothesis seems ripe for future exploration.
The variational approach presented in this paper provides powerful tools for
analyzing non-perturbative features of fermionic field theories, including entangle-
ment entropies. These tools can be effectively applied to fermionic theories beyond
the Gross-Neveu model, as well as fermionic theories coupled to bosonic theories
via techniques presented in [1]. Further applications promise to broaden our un-
derstanding of entanglement entropy in a wide variety of coupled field theories for
which standard techniques are inapplicable.
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7 Appendix: Clifford Algebra and Dirac Spinors
Dirac spinor fields ψaα(x). In both 1+1 and 2+1 dimensions the spinor indices
{α, β, . . .} take the values {1, 2} and the color indices {a, b, . . .} take the values
{1, . . . , N}. The hermitian conjugate spinor is denoted ψa†α and the Dirac conjugate
spinor is ψ¯aβ = ψ
a†
α βαβ .
Clifford algebra in 1 + 1 and 2 + 1 dimensions. Spacetime indices will be
denoted µ, ν, . . ., and spatial indices m,n, . . ., ranging over the obvious values in
each dimension.
γµγν + γνγµ = −2ηµν (7.0.1)
where we use a metric with η00 = −1 and ηmm = 1. In 1+1 dimensions we can define
γ2 = −iγ0γ1 which satisfies (γ2)2 = −1, and in 2 + 1 dimensions γ2 is considered
to be part of the basis for the Clifford algebra. In the Hamiltonian formulation, we
need the matrices αµ and β defined by
αµ = γ0γµ (7.0.2)
β = γ0 (7.0.3)
so α0 = (γ0)2 = 1 is the identity. The αm(= αm) and β matrices satisfy
αmαn + αnαm = 2δmn (7.0.4)
αmβ + βαm = 0 (7.0.5)
β2 = 1 (7.0.6)
Whether we are in spacetime dimension 1+1 or 2+1, the representations of the Clif-
ford algebra are two-dimensional. For detailed calculations, we use a Dirac represen-
tation of the Clifford algebra (where β = γ0 is diagonal). This two-dimensional rep-
resentation is given in terms of the standard Pauli matrices σi with indices {i, j, . . .}
taking the values {1, 2, 3}, by
α1 = σ1 α
2 = σ2 β = σ3 (7.0.7)
or in terms of the gamma-matrices
γ0 = σ3 γ
1 = iσ2 γ
2 = −iσ1 (7.0.8)
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