We add propositional quantifiers to the propositional modal logic S4 and to the propositional intuitionsitic logic H, introducing axiom schemes that are the natural analogs to axiom schemes typically used for first-order quantifiers in classical logic. We show that the resulting logics are sound and complete for a topological semantics extending, in a natural way, the topological semantics for S4 and for H.
In this paper, we add propositional quantifiers to the propositional modal logic S4 and to the propositional intuitionsitic logic H, introducing axiom schemes that are the natural analogs to axiom schemes typically used for first-order quantifiers in classical logic. We show that the resulting logics are sound and complete for a topological semantics extending, in a natural way, the topological semantics for S4 and for H. In particular, we interpret the quantified languages in topological structures, where a topological structure is an ordered pair X, D , with X a topological space and D ⊆ P(X) a domain over which the propositional quantifiers range. (Extra conditions on D typically have to be met: see below.) 1 Analogous work has already been done in the Kripke semantics: for the modal case, see [1] , and for the intuitionistic case see [2] and [11] and a short discussion in [12] . There is a notable disanalogy between Kripke and topological semantics. In the Kripke semantics for second-order propositional S4
1 Preliminaries
Syntax
Let L be a second order propositional language with a countable set PV of propositional variables; connectives &, ∨, →, and ∼; and propositional quantifiers ∀ and ∃. And let L be L extended with a modal operator . In either language, (A ↔ B) is defined as (A → B) & (B → A). We use upper case A, B, etc., to range over formulas and lower case p, q, etc., to range over PV. We let Form be the set of formulas of L and Form be the set of formulas of L .
If p and q are propositional variables occurring in A, then an occurrence p is in the scope of q if that occurrence of p is in the scope of a quantifier phrase ∀q or ∃q. In either language, if A and B are formulas and p ∈ PV, then B is substitutible for p in A if no free occurrence of p in A is in the scope of a variable with a free occurrence in B. If B is substitutible for p in A, then we define A[B/p] as the formula that results from replacing every free occurrence of p with B -otherwise A[B/p] is undefined.
It will be useful to generalize this last definition in two ways. First, we want a notion of simultaneous substitution of formulas for propositional variables. Second, we want to be able to substitute B for p in A, even when B is not substitutible for p in A: for this, we change bound variables. To be precise, suppose that ϕ : PV → Form . We will extend ϕ to Form (and thus also to Form) so that ϕ(A) is, up to changes in bound variables, the result of simultaneously substituting the ϕ(p)'s for the p's in A. First, for any ϕ : PV → Form , any B ∈ Form and any p ∈ PV, let ϕ B p be just like ϕ except that ϕ B p (p) = B. Now extend each ϕ : PV → Form as follows:
and similarly for ∨ and →; ϕ(∀pA) = ∀qϕ q p (A), where q ∈ PV is chosen so that q does not occur in A and is not free in ϕ(r) for any propositional variable r occurring in A; and similarly for ∃. Let ι : PV → Form be the identity function. Also, say that A and A are alphabetical variants, in symbols A alpha = A , iff they differ only in the choice of bound variables. Note that A alpha = ι(A); also, for any A, B ∈ Form and and p ∈ P V , there is an A ∈ Form such that A alpha = A and B is substitutible for p in A and
. Also note the following, where ϕ : PV → Form , A, B ∈ Form , p, q ∈ PV, and q does not occur in A and, for the last two entries, q is not free in ϕ(r) for any propositional variable r occurring in A:
Axiomatizations
Consider the following axiom schemes governing the propositional quantifiers, where F is a subset of Form or of Form (depending on the language we are working with): 
Semantics
A topological structure (or simply structure) is an ordered pair X, D where X is a topological space and D ⊆ P(X). The structure is intuitionistic iff D ⊆ O(X), where O(X) is the set of open sets in X. Given a topological structure X, D , a valuation on X, D is a function V : PV → D. Given a valuation V , p ∈ PV and P ∈ D, V [P/p] is the valuation just like V except that it assigns P to p. A topological model is an ordered triple M = X, D, V , where X, D is a topological structure and V is a valuation on
Given a structure X, D , we will extend every valuation V to two functions:
• V mod : Form → P(X), which gives the modal value of each formula in Form ; and
, which gives the intuitionistic value of each formula in Form.
First, we define two operations on subsets of X, where Int X is topological interior:
V mod and V int are defined as follows:
Given any topologically space X, the set D ⊆ P(X) is modally closed under F ⊆ Form iff V mod (A) ∈ D, for every valuation V on X, D and every A ∈ F; and the set D ⊆ O(X) is intuitionistically closed under F ⊆ Form iff V int (A) ∈ D, for every valuation V on X, D and every A ∈ F. A structure X, D is modally or intuitionistically closed under F just in case D is. Our main result is the following:
F ] is sound and complete for the class of all structures modally [intuitionistically] closed under F.
Soundness is routine, and we leave it to the reader. For completeness, see Sections 2 and 3. Remark 1.4. One concern about Theorem 1.3 is that the condition placed on the domain D -namely that it be modally or intuitionistically closed under F -is stated with reference to formulas and to valuations. It would be more appealing to have closure conditions that are given in terms more intrinsic to D. For a number of F's, we can accomplish this. Given a topological space X and D ⊆ X, say that D is Boolean-closed iff D is closed under intersection, union, and complementation; is interior-closed if D is both Boolean-closed and closed under interiors; and is Heyting-closed iff D ⊆ O(X) and D is closed under intersection, union, and the operations ∼ X and X defined above. And say that a structure X, D is Boolean-, interior-, or Heytingclosed iff D is. Now define two sets of formulas: F ∀ ∃ = df the set of -and quantifier-free formulas of Form , which is also a subset of Form; and F ∀ ∃ = df the set of quantifier-free formulas of Form . Note:
1. Every structure is modally closed under PV.
2.
A structure is modally closed under F ∀ ∃ iff it is Boolean-closed.
3. A structure is modally closed under F ∀ ∃ iff it is interior-closed. 4 . Every intuitionistic structure is intuitionistically closed under PV.
5. An intuitionistic structure is intuitionistically closed under F ∀ ∃ iff it is Heyting-closed.
Thus, Theorem 1.3 implies
S4
2 PV is sound and complete for the class of all structures.
2 F ∀ ∃ is sound and complete for the class of Boolean-closed structures.
2 F ∀ ∃ is sound and complete for the class of interior-closed structures.
H 2
PV is sound and complete for the class of all intuitionistic structures.
H
is sound and complete for the class of Heyting-closed intuitionstic structures.
We could also give intrinsic closure conditions corresponding to closure under Form and to closure under Form , but this would be tedious and distract us from our main project. [7] shows that second-order arithmetic can be recursively embedded in S4 2 + , and claims without proof that second-order arithmetic can be recursively embedded in H 2 + . This is related to earlier work in Kripke semantics: the principal second-order propositional extensions of the modal logics S4, S4.2, K4, K, T and B and of the intuitionistic logic H are all recursively isomorphic to full second order logic. Fix a suitable F. We will freely use Lemma 1.1, which tells us that S4 2 F is closed under alphabetic variants. The completeness proof for S4 2 F relies on our ability to embed the Lindenbaum algebra of S4 2 F in the algebra of sets of some topological space: this is exactly the strategy used in [10] for propositional and first order modal and intuitionistic logic. Now for the details.
An interior algebra is a seven-tuple A = A, , , −, 0, 1, I , where A, , , −, 0, 1 is a Boolean algebra and I : A → A satisfies the following, for any a, b ∈ A: Ia ≤ a, IIa = Ia, I(a b) = Ia Ib, I1 = 1: here, and below, a ≤ b is the partial order defined as a b = b. A is degenerate if 0 = 1. Otherwise A is nondegenerate.
One useful example is the algebra of subsets of a topological space. If X is a topological space, then define A X = df P(X), ∩, ∪, − X , ∅, X, Int X : here 3 Kit Fine and Saul Kripke independently discovered, but did not publish, proofs of this for the modal logics in the 1970s, though in [1] , Fine provides an earlier proof sketch that second-order arithmetic can be recursively embedded into these modal logics. [4] provides published proofs for the modal results. [6] gives a proof for H. It should be noted that [1] and [5] independently provide axiomatizations of the principal interpretation, in the Kripke semantics, of S5. − X is complementation relative to X (− X (S) = (X − S), for S ⊆ X) and Int X is topological interior. Note that this is an interior algebra.
Another useful example of an interior algebra is the Lindenbaum algebra for S4 2 F . Say that any two formulas A and B are S4
F . This is clearly an equivalence relation. Write |A| for the equivalence class determined by the formula A ∈ Form , and let A * be the set of equivalence classes. We turn A * into an interior algebra by defining * , * , − * , 0 * , 1 * , and I * formula-wise as follows:
It is routine to check that each of these is well-defined and that A * , * , * , − * , 0 * , 1 * , I * is indeed an interior algebra. Let ≤ * be the partial order defined as above: |A| ≤ * |B| iff |A| * |B| = |B|. Note:
F . Clearly, every finite subset of A * has both a least upper bound and a greatest lower bound. But so do some infinite subsets. For any A ∈ Form and p ∈ PV, define J(A, p) ⊆ A * as follows: J(A, p) = df {|ι B p (A)| : B ∈ F}. We claim that |∃pA| = lub(J(A, p)) and |∀pA| = glb(J (A, p) ). We give the argument only for |∃pA|. To see that |∃pA| is an upper bound of J(A, p), it suffices to note that, by Corollary 1.2, (ι
F , for every B ∈ F. To see that |∃pA| is the least upper bound of J(A, p), suppose that |C| is some upper bound of J(A, p). Choose a q ∈ PV that does not occur in either A or C. Note that |ι In general, if A, , , −, 0, 1, I is an interior algebra, then a join is a subset of A that has a least upper bound, and a meet is a subset of A that has a greatest lower bound. Thus J(A, p) is both a join and a meet in A * . If A, , , −, 0, 1, I and A , , , − , 0 , 1 , I are interior algebras and h : A → A , then h is a homomorphism iff, for every a, b ∈ A, we have
and h(Ia) = I h(a).
If h is a one-one homomorphism, then h is an embedding. Suppose that J ⊆ P(A) is a set of joins and K ⊆ P(A) is a set of meets. An embedding h is a (J , K)-embedding iff for every J ∈ J and every K ∈ K we have the following: {h(a) : a ∈ J} has a least upper bound in A and lub({h(a) : a ∈ J}) = h(lub(J)); and {h(a) : a ∈ K} has a greatest lower bound in A and glb({h(a) : a ∈ J}) = h(lub(J)).
The following lemma follows immediately from [10] , Chapter III, Proposition 4.3, on page 101: Lemma 2.1. Suppose that A = A, , , −, 0, 1, I is a nondegenerate interior algebra, and that J and K are countable sets of joins and meets in A, respectively. Then there is a topological space X and a (J , K)-embedding h : A → A X , where A X is the algebra of subsets of X.
Given Lemma 2.1, we can now prove completeness. Let A * be the Lindenbaum algebra for S4 2 F as defined above. Let J = {J(A, p) : A ∈ Form & p ∈ PV}. Since |∃pA| = lub(J(A, p)) and |∀pA| = glb(J (A, p) ), the set J is both a set of joins and a set of meets. Also note that J is countable, since A * is countable, since there are only countably many formulas. So, by Lemma 2.1, there is a topological space X and a (J , J )-embedding h : A * → A X . Consider the structure S * = X, D , where D is the image of the set {|A| : A ∈ F} under the (J , J )-embedding h. For any ϕ : PV → Form , let V ϕ be the following valuation: V ϕ (p) = h(|ϕ(p)|). Note that every valuation on S * is of this form, since D is the image of {|A| : A ∈ F} under h. Also note, for future use, the following:
Now we will show the following, for every formula A:
We proceed by induction on A. If A is atomic, the result is by the definition of
The argument is the same if A is of one of the forms (B ∨ C), (B → C), ∼B or B. Suppose that A = ∃pB. Then note the following, where q ∈ PV is chosen so that q does not occur in B and is not free in ϕ(r) for any propositional variable r occurring in B: Given ( * ), we can draw two conclusions:
1. The domain D, and hence the structure S * = X, D , is modally closed under F. To see this, suppose that V : PV → D and A ∈ F. We want to show that V mod (A) ∈ D. Recall that D is the image of {|A| : A ∈ F} under h. So, for each p ∈ PV, we can choose a A p ∈ F so that
Thus we get completeness for class of all structures modally closed under F as follows: suppose that S A for every structure S in this class. -and distribute over each other; and -a 1 = a and a 0 = a, for every a ∈ A.
• a ⇒ b is the greatest element such that a (a ⇒ b) ≤ b.
• (a ⇒ 0) = −a, for every a ∈ A.
It is easy to see that ≤ is a partial order, and that a b and a b are the greatest lower bound and least upper bound, respectively, of {a, b}. A is degenerate if 0 = 1. Otherwise A is nondegenerate.
One useful example is the algebra of open subsets of a topological space. If X is a topological space, then define A X = df O(X), ∩, ∪, X , ∼ X , ∅, X . It is easy to check that this is a Heyting algebra.
Another useful example of a Heyting algebra is the Lindenbaum algebra for H 2 F . Say that any two formulas A and B are H 2 F -equivalent iff (A ↔ B) ∈ H 2 F . Write |A| for the equivalence class determined by the formula A ∈ Form, and let A * be the set of equivalence classes. We turn A * into a Heyting algebra by defining * , * , ⇒ * , − * , 0 * , and 1 * formula-wise as follows:
It is routine to check that each of these is well-defined, and that A * , * , * , ⇒ * , − * , 0 * , 1 * is indeed a Heyting algebra. Let ≤ * be the partial order defined as above: |A| ≤ * |B| iff |A| * |B| = |B|. Just as in the modal case, we have |∃pA| = lub(J (A, p) ) and |∀pA| = glb(J (A, p) ), where J(A, p) = df {ι B p (A) : B ∈ F}. In general, if A, , , ⇒ , −, 0, 1 is an Heyting algebra, then a join is a subset of A that has a least upper bound, and a meet is a subset of A that has a greatest lower bound. Thus J(A, p) is both a join and a meet in A * . If A, , , −, 0, 1, I and A , , , − , 0 , 1 , I are interior algebras and h : A → A , then h is a homomorphism iff, for every a, b ∈ A, we have h(a b) = h(a) h(b), h(a b) = h(a) h(b), h(a ⇒ b) = h(a) ⇒ h(b), h(−a) = − h(a), h(0) = 0 , and h(1) = 1 . If h is a one-one homomorphism, then h is an embedding.
Suppose that h is an embedding of A, , , −, 0, 1, I in A X = O(X), ∩, ∪, X , ∼ X , ∅, X for some topological space X. Also suppose that J ⊆ P(A) is a set of joins. We say that h is a J -embedding iff for every J ∈ J and every meet K ⊆ A, we have
• h(lub(J)) = {h(a) : a ∈ J}, and • h(glb(K)) = Int X ( {h(a) : a ∈ K}).
The following lemma follows immediately from [10] , Chapter IV, Proposition 9.2, on page 140: Lemma 3.1. Suppose that A = A, , , −, 0, 1, I is a nondegenerate Heyting algebra, and that J is a countable sets of joins in A. Then there is a topological space X and a J -embedding h : A → A X .
Given Lemma 3.1, the proof of completeness proceeds as in the modal case. Let A * be the Lindenbaum algebra for S4 
And given ( * ), we can prove completeness just as in the modal case.
