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modeled as a system with N = N' + 2 stages, after adding a stage for the raw material supplier in front and the final product market at the end. We assume the following operational characteristics of the process. 1. Each stage operates periodically with identical cycles. Every cycle has two parts of fixed lengths. In the first part, the stage discharges processed material continuously to the downstream inventory at its fixed production rate; while in the second, it is shut down.
2. No stock-outs are allowed, i.e., a stage always gets material from the upstream inventory, wvhenever it needs it. To ensure this, the start of the fir-st cycle of stage i is delayed by a certain interval of time as compared to the start of the first cycle of stage (i -1) and, if required, certain initial inventories are provided.
3. Either the product is infinitely divisible or the lot sizes are large enough to be considered divisible by small numbers. For instance, even though an individual part or a lot of 3 parts cannot be considered divisible by 2, a lot of 2,001 can be.
With respect to the first assumption, note that a production stage is shut down periodically, only if its production rate exceeds the average demand rate. A stage with production rate equal to the demand rate must operate all the time and will not be shut down. Such a stage will be termed a continitolis stage. Thus, the final product market is a continuous stage. A stage that is not continuous will be called noncontinuous. Now, let us define the following notation. Ki = set-up cost for a cycle of operation of stage i. This includes the fixed costs for shut-down, startup and even other costs such as for monitoring. ' 
where 3i and 1i2 are positive integers with no common factor, i.e., GCM(Oi3l, i2) = 1. For a rationale behind equation (2), please see Karimi (1989 Of course, the immediate question is how to determine Ii. Recall that we want to ensure that inventory stock-outs never occur. Now there are several ways of doing this. To understand the different options, let us just concentrate on a 2-stage system only. The first option is to start with enough material at t 0 O in the inventory and start production on both stages at t = 0. The second option is to have zero amount of initial inventory but start stage 1 earlier than stage 2 by a certain amount of time, so that a stock-out will never occur. So if we start stage 1 at t = 0, then we start stage 2 after some delay, or equivalently we start stage 2 at t = 0 and start stage 1 earlier than t = 0 by that amount of delay. The third option is to use a combination of the two options. Naturally, we ask what the best way to ensure no stock-outs is. This is exactly what we attempt to answer in the next few sections. Stated precisely, we wish to find the operating policy that ensures no stock-outs and also minimizes the holding costs for a given fixed set of cycle times of stages. Now, it makes sense that Ii will be influenced by the amount of material initially present in inventory i (call it I,o), so we would like to use only the minimum Ilo required. However, surprising as it may seem, we show that minimum Ijo required and Ii for a specific 'io both depend on delay Yi+i in the first cycle and thus the total holding cost depends solely on the yi. Clearly then, we must identify the optimal delays yi that minimize the total holding cost. To this end, we first derive a general expression for Ii1I as a function of I(i, )o and yi for fixed cycle times. Then we derive a result for obtaining the minimum I(i1 )o required for a given yi. By substituting for the minimum I(i1 )O into the expression of I(i_ ), we will get I(i1,) as a function of yi, which we will minimize to get the optimal yi.
Optimal Delays y1
Using the results of Karimi (1989) we should use only the minimum initial inventory needed. Since the purpose of the Iio and the yj is to ensure no stock-outs, so without loss of generality, we assume that the 'io are the minimum initial inventories required to ensure no stock-outs. Karimi and Reklaitis (1983) showed that these minimum initial inventories depend on the yi, and so the Iho can be obtained from their results as given in the following lemma. 
Substituting these into our MINLP formulation as well as equation (3) The above lemma can be used to minimizef(b) with respect to bkl and bk2 when all the other variables are fixed. In fact, the optimal values of (bkl, bk2) can be determined explicitly by the following proposition (proof in Appendix C). 
Although (P1) can be solved by a NLP algorithm, our experience suggests that it is much more convenient and faster to solve (P 1 ) using the analytical results of Proposition II. For an efficient solution of (P1), we propose an iterative algorithm based on the successive substitution strategy. The algorithm starts with an arbitrary initial guess b(?) and then uses Proposition II at every iteration to determine improved estimates of (bkl, bk2) for each pair k (k = 1,. . , N-1).
Algorithm Al
Step 1 Step 3. If Ib(n) -b(n-c)| < e (0.0001) then stop. Else set n = n + 1 and go to Step 2.
In the above algorithm, we modify only two variables at a time, although we could modify all 2 (N -1) variables at a time. We preferred the former strategy, as it assures descent of the NLP objective at each iteration and since f(b) ? 0, the algorithm must converge. Of course, this still does not guarantee that it will converge to the global minimum or that (P1 ) has a unique minimizer. In spite of the complexity off(b), it appears possible to show this analytically, but we have not made such an attempt. On the other hand, to verify that the algorithm in fact finds the global minimum, we solved 500 randomly simulated problems, each starting with 20 random initial guesses. A unique solution was obtained for each problem irrespective of the initial guess b(?). Based on this numerical evidence, we assume that the algorithm obtains the global minimum of(PI).
Algorithm Al plays a crucial role in the solution of the INLP (P0), as a solution to (P 1) provides a lower bound to (P0). We now describe several excellent heuristic algorithms and then an exact branch and bound algorithm for solving (P0). Step 3. Select the fk.i that reduces 1(3) the most in Step 2. Obtain 3 (n?I) by setting that fki = $ki/gk and its corresponding f3kj = kjlg/gk in 13(n). Set n = n + 1 and go to Step 2. If no reduction in 1(1l) is possible in Step 2, then store 1 (n) as a possible candidate for the best solution to (P0) and go to Step 4.
Step 4 k = 1, . .. , N -1, i. e., allows only the ISML policy. The details are as follows.
Step 1. Set n = 0. Select a random initial guess , (?).
Step 2. Minimize f(fl) with respect to every pair k individually, while keeping all other pairs in jB(n) fixed. Thus for each pair (Ok1, Ok2), predict f(13) for two possible solutions; (/3k1 = 1, 1k2 = 13k2) and (/kl = 4kl, Ok2 = 1); where the 0* (i = 1, 2) are calculated using Proposition III.
Step 3 Step 5. Use b(n) as an initial guess in HI to get a better solution to (P0). Note that while HI and H2 produce multiple candidate solutions to (P0) and then choose the best, H3 gives a single-candidate solution to (P0). However, since H3 starts with a continuous but optimal solution, H3 should give very good solutions with much less computational effort than HI or H3. This is why it appears to be the best heuristic.
Branch and Bound Algorithm
Although the heuristic algorithms are attractive, they do not guarantee optimal solutions, therefore it is useful to have an exact algorithm. If nothing else, it gives us a basis for evaluating the heuristic algorithms. Thus, we devised a branch and bound (BB) algorithm for solving (P0). We used Heuristic H3 to obtain a good upper bound solution, used jump tracking to generate continuous subproblems, and used Algorithm A 1 to solve them. To minimize the storage requirements, we generated continuous subproblems by branching on the variable (the bki's) with the smallest noninteger value, and examined the two resulting subproblems in a specific order. To illustrate this order, let bki be the variable with the smallest noninteger value in the solution to a continuous subproblem at which we wish to branch, and let q be its value. Let the lower and upper bounds for bki in the subproblem be b. and b u, respectively. Clearly two new subproblems can be generated by imposing the following bounds on bki:
trunc (q) + 1 ? bki < bUi.
To minimize the storage, we examine first the subproblem that is more likely to be fathomed immediately. We judge this by the closeness of bki to its neighboring integers trunc (q) and trunc (q) + I. If bki is closer to trunc (q), then the subproblem with (S2) represents a more drastic change in bki, thus is more likely to be fathomed, and vice versa. So let S' denote the first subproblem to be examined and S" the second. If bki > truncq) + 0.5, then S' is the subproblem with (SI) and S" is the one with (S2); and if bki < trunc (q) + 0.5, then S' is the one with (S2) and S" is the one with (SI). As we show in the next section, the above BB strategy performed very well without requiring unreasonable computation time. Clearly this algorithm will produce a global minimum to (P0), provided that A l gives global minima for the continuous subproblems.
Performance Evaluation
We used 500 randomly simulated problems to compare the four algorithms (HI, H2, H3 and BB) discussed in the previous sections. In all problems, stage N was used to model the final product market with continuous demand, hence XN The results of the numerical evaluation are shown in Table 1 . They support our assertion that BB does give the globally optimal solution, because if this were not so, there would be at least one problem for which BB would not give the best solution. Thus the proportion optimal and the errors are measured with respect to the BB solution. The mean error is the mean percentage deviation from the optimal objective function only for those cases in which an algorithm does not give the optimal solution. For HI and H2, we also measured the average number of random guesses required to get the best solution out of the ten guesses. On an average, both HI and H2 give the best solution within the first two guesses, so the ten guesses used here are on the high side. It should be sufficient to use 3-5 guesses to get the same kind of results that we have obtained with ten guesses.
The average absolute computation time per problem for all the algorithms is in fractions of seconds on a Micro VAX II (Ultrix-32m). For comparison, we have shown the times relative to those required by H3. All the heuristic algorithms are excellent, as they give the optimal solution 90% of the times and even when they do not give the optimal, the deviation from the optimal is very small. H3 is clearly the best heuristic as it requires the least effort, has the least mean and maximum errors and its proportion optimal is comparable to those of the other heuristics. However, it is clear that the exact BB is the preferred method, as it requires only three times more effort than H3. Also note that, even though we used problems with N < 11 only, the algorithms are easily useful for even large problems, as they require negligible computation times. periodically with the optimal cycle times and lot sizes. It is also clear from the above example that we do not need to use the exact cycle times predicted by the algorithms. As we did in this example, we can round them to practically useful values without affecting the cost, as long as we keep their ratios the same. In this sense, our algorithms do give more flexibility in terms of selecting the cycle times than those of Maxwell and Muckstadt (1985) .
Examples
Clearly the optimal lot-sizing policy in the above example is ISL. It should be obvious that our algorithms are capable of predicting optimal solutions with any policy (ISL, IML, ISML, or NISML). Our numerical experiments show that, in most cases, the first three policies are optimal; however there are several cases in which NISML is the optimal policy. Even for the 2-stage system with final product inventory (Karimi 1989 Szendrovits (1981) . The difference in these costs seems to arise due to a different inventory policy used by Schwarz and Schrage (1975) . They use certain initial stocks in the inventory to satisfy the demand when the first lot is being produced. It seems that this results in unnecessary inventory and thus higher costs. Clearly our policy of ensuring no stock-outs by introducing appropriate delays and minimum initial stocks seems to be better than theirs.
Conclusions
A general integer nonlinear programming formulation for determining the optimal stationary, cyclic schedules in serial multistage production systems with set-up and inventory costs was presented. In contrast to existing works, it imposes no restrictions on echelon costs and production rates, and allows noninteger splitting/merging of lots at any stage. The algorithms developed in this paper are fast, and should easily be effective for systems with more than 11 stages. Although the heuristic algorithms give optimal solutions at least 90% of the times and give solutions within 0.35% (on an average) of the optima at other times, the exact branch and bound algorithm is preferred, as it is not computationally demanding. Our algorithms give much better schedules for all the literature problems reported in this paper. The major contributions of this paper are that it presents a novel approach and formulation for the lot-sizing problems, highlights the crucial role of offset times in the operation of such systems, and reports useful results on ensuring the no stock-out condition. It is hoped that the approach and results of this paper would be helpful for other more complex systems.1 l The author is grateful to IBM Corporation for supporting this research via a Faculty Development Award. He is also grateful to the anonymous reviewers whose careful scrutiny and constructive suggestions helped improve the paper tremendously.
