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ON DIFFERENT DEFINITIONS OF NUMERICAL RANGE
MIGUEL MARTI´N
Abstract. We study the relation between the intrinsic and the spatial nu-
merical ranges with the recently introduced “approximated” spatial numerical
range. As main result, we show that the intrinsic numerical range always
coincides with the convex hull of the approximated spatial numerical range.
Besides, we show sufficient conditions and necessary conditions to assure that
the approximated spatial numerical range coincides with the closure of the
spatial numerical range.
1. Introduction
The concept of numerical range of an operator goes back to O. Toeplitz, who
defined in 1918 the field of values of a matrix, a concept easily extensible to bounded
linear operators on a Hilbert space. In the 1950’s, a concept of numerical range of
elements of unital Banach algebras was used to relate the geometrical and algebraic
properties of the unit, starting with a paper by H. Bohnenblust and S. Karlin where
it is shown that the unit is a vertex of the unit ball of the algebra, and was also
used in the developing of Vidav’s characterization of C∗-algebras. Later on, in
the 1960’s, G. Lumer and F. Bauer gave independent but related extensions of
Toeplitz’s numerical range to bounded linear operators on Banach spaces which do
not use the algebraic structure of the space of all bounded linear operators. We refer
the reader to the monographs by F. Bonsall and J. Duncan [4, 5] and to sections
§2.1 and §2.9 of the very recent book [6] by M. Cabrera and A. Rodr´ıguez-Palacios
for more information and background. Let us present the necessary definitions and
notation. We will work with both real and complex Banach spaces. We write K to
denote the base field (= R or C) and Re (·) to denote the real part in the complex
case and just the identity in the real case. Given a Banach space X, SX is its
unit sphere, X∗ is the topological dual space of X and L(X) is the Banach algebra
of all bounded linear operators on X. The intrinsic numerical range (or algebra
numerical range) of T ∈ L(X) is
V (T ) :=
{
Φ(T ) : Φ ∈ L(X)∗, ‖Φ‖ = Φ(Id) = 1},
where Id denotes the identity operator on X. The spatial numerical range of T is
given by
W (T ) :=
{
x∗(Tx) : x ∈ SX , x∗ ∈ SX∗ , x∗(x) = 1
}
.
These two ranges coincide in the case when X is a Hilbert space. For arbitrary
Banach spaces, the equality
coW (T ) = V (T )
is valid for all T ∈ L(X) (coA denotes the convex hull of a set A). This equality
allows to study algebra numerical ranges of operators without taking into account
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2 MIGUEL MARTI´N
elements of the (wild) topological dual of the space of operators and, conversely, to
get easier proofs of results on spatial numerical ranges.
The above equality has been extended to more general setting, as bounded uni-
formly continuous functions from the unit sphere of a Banach space to the space
[8, 13], but it is known that it is not possible to be extended to all bounded func-
tions [12]. On the other hand, it is possible to define numerical ranges of operators
(or functions) with respect to a fixed operator (or function) which plays the rolle
of the identity operator, as it is done in [8]. For the intrinsic numerical range, the
definition is immediate (see Definition 1.1), but the case of the spatial numerical
range (see Definition 1.2) is more delicate, as we may produce empty numerical
ranges. Very recently, a definition of an “approximated” spatial numerical range
has been introduced [1] for operators between different Banach spaces, which can
be easily extended to bounded functions (see Definition 1.3) and which is never
empty. Let us present de definitions of numerical ranges that we will use in the
paper in full generality, that is, for bounded functions from a non-empty set into a
Banach space. Given a Banach space Y and a non-empty set Γ, we write `∞(Γ, Y )
to denote the Banach space of all bounded functions from Γ into Y endowed with
the sumpremum norm.
The first definition is the so-called intrinsic numerical range (with respect to
a fix function) which appeared, in different settings, with many names and many
notations, since the 1960’s (holomorphic functions [9], bounded uniformly continu-
ous functions [8], bounded linear operators [4], bounded functions [12, 13], among
others). Also, it is nothing but a particular case of the so-called numerical range
spaces (see [11] or [6, §2.1 and §2.9]).
Definition 1.1 (Intrinsic numerical range). Let Y be a Banach space and let Γ be
a non-empty set. We fix g ∈ `∞(Γ, Y ) with ‖g‖ = 1. For every f ∈ `∞(Γ, Y ), the
intrinsic numerical range of f relative to g is
Vg(f) :=
{
Φ(f) : Φ ∈ `∞(Γ, Y )∗, ‖Φ‖ = Φ(g) = 1
}
.
Observe that if M is a closed subspace of `∞(Γ, Y ) containing g and f , then
Vg(f) can be calculated using only elements in the dual of M (by Hahn-Banach
theorem), so it only depends on the geometry around f and g. This is why this
numerical range is called “intrinsic”. Let us also observe that the intrinsic numerical
range is a compact and convex subset of K.
The second numerical range we will deal with is the spatial numerical range,
which extends the corresponding definition for bounded linear operators.
Definition 1.2 (Spatial numerical range). Let Y be a Banach space and let Γ be
a non-empty set. We fix g ∈ `∞(Γ, Y ) with ‖g‖ = 1. For every f ∈ `∞(Γ, Y ), the
spatial numerical range of f relative to g is given by
Wg(f) :=
{
y∗(f(t)) : y∗ ∈ SY ∗ , t ∈ Γ, y∗(g(t)) = 1
}
.
Let us observe that Wg(f) is not empty if only if g(Γ) intersects SY . This concept
appeared for uniformly continuous functions g and f in a paper by L. Harris [8]. It
also has been studied for particular cases of the function g, as the inclusion from SY
into Y [13, 12] or, more generally, the inclusion from the unit sphere of a subspace
into Y [10].
Finally, the last definition is the one given very recently by M. Ardalani [1]
for bounded linear operators between Banach spaces, which can be extended to
arbitrary bounded functions.
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Definition 1.3 (Approximated spatial numerical range [1]). Let Y be a Banach
space and let Γ be a non-empty set. We fix g ∈ `∞(Γ, Y ) with ‖g‖ = 1. For every
f ∈ `∞(Γ, Y ) the approximated spatial numerical range of f relative to g is
W˜g(f) :=
⋂
ε>0
{
y∗(f(t)) : y∗ ∈ SY ∗ , t ∈ Γ, Re y∗(g(t)) > 1− ε
}
.
Observe that W˜g(f) is a non-empty compact subset of K.
The relation between the intrinsic and the spatial numerical ranges has been
studied in the journal literature. Let us present some examples. Given a Banach
space Y and a closed subspace X of Y , we write iX,Y to denote the inclusion from
SX into Y , and we just write id = iY,Y . It was shown in [8] that
Vid(f) = coWid(f)
when f : SY −→ Y is bounded and uniformly continuous (actually, a more general
result holds [13]). The above equality also holds, in some cases, when g = iX,Y and
f is uniformly continuous [10]. On the other hand, if the equality above holds for
all bounded functions f , then Y is uniformly smooth [12].
The main objective in this paper is to show (Theorem 2.1) that the equality
Vg(f) = co W˜g(f)
holds for every f, g ∈ `∞(Γ, Y ). This is the content of section 2. Even in the case
when Γ = SY and g = id, the result is interesting as it is not true replacing the
approximated numerical range by the spatial numerical range (see section 3).
We deal in section 3 with the relationship between the spatial and the approx-
imate spatial numerical range. In this case, we look for conditions for which the
equality
(?) W˜g(f) = Wg(f)
holds true. It has been shown in [1] that (?) holds for Γ = SY and g = id when
f is (the restriction to SY of) a bounded linear operator. We extend this result
to bounded uniformly continuous functions f . Besides, we show tht this cannot be
extended to arbitrary bounded functions unless the space Y is uniformly smooth,
in which case one actually has that (?) works for every non-empty set Γ and for
all bounded functions f , which the only requirement that g(Γ) ⊂ SY . On the
other hand, we show that if Γ is a compact topological space, then (?) holds for all
continuous f and g. In particular, one has the validity of (?) when X is a finite-
dimensional subspace of Y , Γ = SX , g = iX,Y and f is continuous. We also show
that this result cannot be extended to any infinite-dimensional X.
Let us finish the introduction saying that the study of the approximate spatial
numerical range allows to better understand when the equality
Vg(f) = coW (`∞(Γ, Y ), g, f)
holds, as it can be deduced from equality (?), and this one only involves “spatial
type” numerical ranges and does not force to work with the dual of `∞(Γ, Y ).
2. Relation between the intrinsic numerical range and the
approximated spatial numerical range
Our main goal in this section is to prove the following relation between these
two numerical ranges.
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Theorem 2.1. Let Y be a Banach space, let Γ be a non-empty set and consider a
fixed g ∈ `∞(Γ, Y ) with ‖g‖ = 1. Then
Vg(f) = co W˜g(f)
for every f ∈ `∞(Γ, Y ).
In order to prove the theorem, we need some lemmata.
Lemma 2.2. Let Y be a Banach space and Γ be a non-empty set. Then
Vg(f) =
⋂
ε>0
{
Φ(f) : Φ ∈ `∞(Γ, Y )∗, ‖Φ‖ = 1, Re Φ(g) > 1− ε
}
for every f, g ∈ `∞(Γ, Y ).
Proof. It can be easily proved using the Banach-Alaouglu theorem, but also follows
from [6, Fact 2.9.63] (which, actually, does not depend on the Banach-Alaouglu
theorem). 
The proof of the next result is completely straightforward, so we omit it.
Lemma 2.3. Let Y be a Banach space and Γ be a non-empty set. Given any
sequence {εn} of positive numbers decreasing to 0, we have that
W˜g(f) :=
⋂
n∈N
{
y∗(f(t)) : y∗ ∈ SY ∗ , t ∈ Γ, Re y∗(g(t)) > 1− εn
}
.
for every f, g ∈ `∞(Γ, Y ).
Lemma 2.4. Let {Wn} be a decreasing sequence of compact subsets of K, and
define W =
⋂
n∈NWn. Then sup Re W = infn∈N
sup Re Wn.
Proof. That sup Re W 6 infn∈N sup Re Wn is obvious as W ⊆Wn for every n ∈ N.
To get the reversed inequality, we first write tn = max Re Wn for every n ∈ N, and
observe that {tn} is a decreasing and bounded from bellow sequence, and write
t0 = lim tn. On the one hand, observe that
inf
n∈N
sup Re Wn = t0.
On the other hand, for every q ∈ N, tq+n ∈ Re Wq+n ⊆ Re Wq for every n ∈ N
so, taking limit in n, we get that t0 ∈ Re Wq. Therefore, t0 ∈ Re W and so,
sup Re W > t0. 
The next lemma is the key ingredient in the proof of Theorem 2.1. It is an
extension of a result of L. Harris [8], proved for bounded uniformly continuous
functions. We include the proof, which is an extension of the one given there, for
the sake of completeness.
Lemma 2.5 (Extension of [8, Lemma 1]). Let Y be a Banach space and let Γ be a
non-empty set. Then, given f, g ∈ `∞(Γ, Y ) with ‖g‖ = 1 and Φ ∈ `∞(Γ, Y )∗ with
‖Φ‖ = Φ(g) = 1, there exist t ∈ Γ and y∗ ∈ SY ∗ such that
Re Φ(f) < Re y∗(f(t)) + ε and Re y∗(g(t)) > 1− ε.
Proof. Consider the subset of S`∞(Γ,Y )∗ given by
Υ =
{
y∗ ⊗ δt : y∗ ∈ SY ∗ , t ∈ Γ
}
,
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where [y∗ ⊗ δt](h) = y∗(h(t)) for every h ∈ `∞(Γ, Y ), every t ∈ Γ and every
y∗ ∈ SY ∗ . Then, the unit ball of `∞(Γ, Y )∗ is the weak∗-closed convex hull of Υ
(indeed, this follows from the immediate fact that
‖h‖ = sup{Re [y∗ ⊗ δt](h) : y∗ ⊗ δt ∈ Υ}
for every h ∈ `∞(Γ, Y )). Therefore, for 0 < ε′ < ε satisfying 2‖f‖ε′ 6 ε, we may
find y∗1 , . . . , y
∗
n ∈ SY ∗ , t1, . . . , tn ∈ Γ, α1, . . . , αn ∈ [0, 1] with
∑n
k=1 αk = 1 such
that
n∑
k=1
αk Re y
∗
k(f(tk)) > Re Φ(f)− ε/2
and
n∑
k=1
αk Re y
∗
k(g(tk)) > 1− (ε′)2.
Now, consider
J =
{
k : 1 6 k 6 n, Re y∗k(g(tk)) > 1− ε′
}
and let K = {1, . . . , n} \ J . We have that
1− (ε′)2 <
n∑
k=1
αk Re y
∗
k(g(tk)) 6
∑
k∈J
αk +
∑
k∈K
αk(1− ε′) = 1− ε′
∑
k∈K
αk,
from which we deduce that ∑
k∈K
αk < ε
′.
Now, we have that
Re Φ(f)− ε/2 <
n∑
k=1
αk Re y
∗
k(f(tk))
6
∑
k∈J
αk Re y
∗
k(f(tk)) + ‖f‖
∑
k∈K
αk
<
∑
k∈J
αk Re y
∗
k(f(tk)) + ε/2.
Therefore, ∑
k∈J
αk Re y
∗
k(f(tk)) > Re Φ(f)− ε,
and an obvious convexity argument provides the existence of k ∈ J such that
Re y∗k(f(tk)) > Re Φ(f)− ε.
On the other hand, as k ∈ J , we have
Re y∗k(g(tk)) > 1− ε′ > 1− ε,
finishing the proof. 
Proof of Theorem 2.1. We start with the inclusion “⊇”. Fix λ ∈ W˜g(f). For every
ε > 0 and δ > 0, there exist y∗ ∈ SY ∗ and t ∈ Γ such that
Re y∗(g(t)) > 1− ε and |λ− y∗(f(t))| < δ.
Then, defining Φε,δ ∈ `∞(Γ, Y )∗ by Φε,δ(h) = y∗(h(t)) for every h ∈ `∞(Γ, Y ), we
have that ‖Φε,δ‖ = 1, Re Φε,δ(g) > 1−ε and |λ−Φε,δ| < δ. Moving δ ↓ 0, it follows
that
λ ∈ {Φ(f) : Φ ∈ `∞(Γ, Y )∗, ‖Φ‖ = 1, Re Φ(g) > 1− ε}.
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Therefore, λ ∈ Vg(f) using Lemma 2.2. Finally, Vg(f) is convex, so the desired
inclusion follows.
Let us prove the reversed inclusion. It is enough to prove that
sup Re Vg(f) 6 sup Re W˜g(f)
for every f ∈ `∞(Γ, Y ). Indeed, it is straightforward to show that for every θ ∈ K
with |θ| = 1 and every f ∈ `∞(Γ, Y ), we have
Vg(θf) = θ Vg(f) and W˜g(θf) = θ W˜g(f).
From this, and the fact that both ranges are closed, the result follows (see [8,
Proposition 1], for instance).
Then, fix f ∈ `∞(Γ, Y ). Consider Φ ∈ `∞(Γ, Y )∗ such that ‖Φ‖ = Φ(g) = 1. For
every n ∈ N, write
Wn =
{
y∗(f(t)) : y∗ ∈ SY ∗ , t ∈ Γ, Re y∗(g(t)) > 1− 1n
}
and observe (Lemma 2.3) that
W˜g(f) =
⋂
n∈NWn.
Next, for each n ∈ N we use Lemma 2.5 to get y∗n ∈ SY ∗ and tn ∈ Γ such that
Re Φ(f) < Re y∗n(f(tn)) +
1
n and Re y
∗
n(g(tn)) > 1− 1n .
Therefore,
Re Φ(f) < sup Re Wn +
1
n ,
for every n ∈ N, and so
Re Φ(f) 6 inf
n∈N
sup Re Wn.
Now, Lemma 2.4 shows that Re Φ(f) 6 sup Re W˜g(f), and the arbitrariness of Φ
gives
sup Re Vg(f) 6 sup Re W˜g(f),
as desired. 
3. Relation between the spatial numerical range and the
approximate spatial numerical range
Here, we would like to study conditions for which the closure of the spatial
numerical range coincides with the approximate spatial numerical range. When
g = id, it is shown in [1, Lemma 2.4] that W (T ) = W˜id(T ) for every bounded linear
operator T ∈ L(Y ). The result easily extends to bounded uniformly continuous
functions. We include a proof, extension of the one given in [1] and consequence of
the Bishop-Phelps-Bolloba´s theorem, for the sake of completeness.
Proposition 3.1. Let Y be a Banach space. Then,
Wid(f) = W˜id(f)
for every f : SY −→ Y bounded and uniformly continuous.
Proof. We have that Wid(f) ⊆ W˜id(f), and the second set is closed, so one inclusion
is clear. Let us prove the more intriguing reversed inclusion. Fix µ ∈ W˜id(f) and
ε > 0. We use the uniform continuity of f to find 0 < γ < ε such that
‖f(y1)− f(y2)‖ < ε whenever y1, y2 ∈ SY , ‖y1 − y2‖ < γ.
Next, we take y0 ∈ SY and y∗0 ∈ SY ∗ such that
Re y∗0(y0) > 1− γ2/2 and
∣∣µ− y∗0(f(y0))∣∣ < ε.
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Then, by the Bishop-Phelps-Bolloba´s theorem [2] (see [7] for this version) there
exist y ∈ SY , y∗ ∈ SX∗ such that
‖y − y0‖ < γ, ‖y∗ − y∗0‖ < γ < ε, and y∗(y) = 1.
Now,∣∣µ− y∗(f(y))∣∣ 6 |µ− y∗0(f(y0))|+ |y∗0(f(y0))− y∗0(f(y))|+ |y∗0(f(y))− y∗(f(y))|
< ε+ ‖f(y0)− f(y)‖+ ‖y∗ − y∗0‖‖f‖
< ε+ ε+ ε‖f‖.
Moving ε ↓ 0, we get µ ∈Wid(f), as desired. 
Remark 3.2. The proof of the result above can be easily extended to the case when
X is a closed subspace of a Banach space Y , g = iX,Y , and the pair (X,Y ) has a
property introduced in [10, §4] which plays the rolle of the Bishop-Phelps-Bolloba´s
theorem. However, the most interesting examples are covered by our results in the
rest of the section, namely Corollary 3.5 and Proposition 3.7.
We cannot extend Proposition 3.1 above to all bounded functions, as the follow-
ing result shows.
Proposition 3.3. Let Y be a Banach space. If the equality Wid(f) = W˜id(f) holds
for every f ∈ `∞(SY , Y ), then Y is uniformly smooth.
Proof. By Theorem 2.1 and the assumption, we have that
coWid(f) = Vid(f)
for every f ∈ `∞(SY , Y ), and then [12, Theorem 5] gives that Y is uniformly
smooth. 
The converse of this result is also true, actually more, as we will see in Proposi-
tion 3.7.
Our next goal here is to study the relation between the spatial and the approx-
imate spatial numerical ranges when g = iX,Y . We will get positive results when
X is finite-dimensional and when Y is uniformly smooth, consequences of deeper
results. Let us start with the case when X is finite-dimensional.
Proposition 3.4. Let Γ be a compact topological space and let Y be a Banach
space. Then, given a continuous function g : Γ −→ Y with norm one, we have
Wg(f) = W˜g(f)
for every f : Γ −→ Y continuous.
Proof. Only the inclusion “⊇” has to be proved. Fix µ ∈ W˜g(f) and consider two
nets (tλ)λ ∈ Λ and (y∗λ)λ ∈ Λ such that
y∗λ(g(tλ)) −→ 1 and y∗λ(f(tλ)) −→ µ.
As Γ is compact, we may and do suppose that the net tλ converges to t0 ∈ Γ.
Also, as BY ∗ is weak
∗-compact, we may and do suppose that (y∗λ) converges to
y∗0 ∈ BY ∗ in the weak∗-topology. Now, it follows from the continuity (in norm) of
the functions g and f that
y∗0(g(t0)) = 1 and y
∗
0(f(t0)) = µ.
Therefore, µ ∈Wg(f), as desired. 
As a particular case, we can take g = iX,Y when X is finite-dimensional.
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Corollary 3.5. Let X be a finite-dimensional Banach space. Then for every
Banach space Y containing X isometrically and for every continuous function
f : SX −→ Y , we have
WiX,Y (f) = W˜iX,Y (f).
This result cannot be extended to any infinite-dimensional space X, as the fol-
lowing example shows.
Example 3.6. For every infinite-dimensional Banach spaceX, there exist a Banach
space Y containing X as a hyperplane isometrically, and a bounded linear operator
T : X −→ Y such that
WiX,Y (T ) 6= W˜iX,Y (T ).
Proof. By [10, Remark 2.3], there exists Y and T as in the statement such that
coWiX,Y (T ) 6= ViX,Y (T ). By Theorem 2.1, the same example works. 
We now deal with the case when Y is uniformly smooth, presenting the following
very general result. Observe that the only requirement on g is that its image falls
into SY . Recall that a Banach space Y is uniformly smooth if whenever (y
∗
n) and
(z∗n) are sequences in BX∗ such that ‖y∗n+z∗n‖ −→ 2, it follows that ‖y∗n−z∗n‖ −→ 0.
Proposition 3.7. Let Y be a uniformly smooth Banach space, let Γ be a non-empty
set and g : Γ −→ SY . Then,
Wg(f) = W˜g(f)
for every f ∈ `∞(Γ, Y ).
Proof. Only the inclusion “⊇” has to be proved. Fix λ ∈ W˜g(f) and consider two
sequences (tn) in Γ and (y
∗
n) in SY ∗ such that
y∗n(g(tn)) −→ 1 and y∗n(f(tn)) −→ λ.
For every n ∈ N, we take z∗n ∈ SY ∗ such that z∗n(g(tn)) = 1. As we have that
‖y∗n + z∗n‖ −→ 2, the uniform smoothness of Y gives that ‖y∗n− z∗n‖ −→ 0. Now, we
have that ∣∣z∗n(f(tn))− λ∣∣ 6 ∣∣y∗n(f(tn))− λ∣∣+ ∣∣y∗n(f(tn))− z∗n(f(tn))∣∣
6
∣∣y∗n(f(tn))− λ∣∣+ ‖y∗n − z∗n‖‖f‖ −→ 0.
As z∗n(g(tn)) = 1, we get that λ ∈Wg(f). 
In particular, we get the following.
Corollary 3.8. Let Y be a uniformly smooth Banach space and let X be a closed
subspace of Y . Then,
WiX,Y (f) = W˜iX,Y (f)
for every f ∈ `∞(SX , Y ).
That uniform convexity is essential in the result above is shown by Proposi-
tion 3.3.
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