We prove that a function definable in an elementary extension of an ominimal structure is bounded away from ∞ as its argument goes to ∞ by a function definable in the original structure. Moreover, this remains true if the argument is taken to approach any element of the original structure (or ±∞), and the function has limit any element of the original structure (or ±∞). This generalizes a result coming from [vdDM96] and [MS98] .
Introduction
A good deal of work has been done on various bounds of growth rates of definable functions definable in o-minimal structures.
1 Here we generalize a result of Miller and van den Dries. In [vdDM96] , they show the following: Proposition 1.1. Let M ≺ N be o-minimal structures expanding fields. Let f be an N -definable function. Then there exists an M -definable function g such that f (x) ≤ g(x) for sufficiently large x.
A key use of the field structure in their proof is that any parameters coming from the elementary extension can be taken to be larger than every element of the original structure. This intrinsically uses the map 1/x.
Without a field structure, the proof does not go through. However, if M expands a group but not a field, then the proposition still holds, by a result of Miller and Starchenko [MS98] . They gave a bound on functions definable in elementary extensions of such an M : all such functions are bounded by definable endomorphisms (linear maps) of M . Thus, the statement of Proposition 1.1 is open when there is no global group. We show here that it is true with no assumption besides o-minimality; it is an intrinsic property of o-minimal structures.
In fact, the result we show is stronger, and is new even when there is a global group: Theorem 1.2. Let M ≺ N be o-minimal structures. Let f (y) be an Ndefinable function such that lim y→b − f (y) = b, for some b ∈ M ∪ {∞}, with f approaching b from below. Then there exists an M -definable function g such that lim y→b − g(y) = b, and for y sufficiently close to b, we have g(y) ∈ [f (y), b). Similarly if the limit is taken as y approaches b from above and f approaches b from above, with b ∈ M ∪ {−∞}.
In the case that b = ∞, then this is the same as Proposition 1.1, but for general o-minimal structures. If M expands a field then any b can be definably mapped to ∞, so this theorem follows easily from Proposition 1.1. However, if M only expands a group, then when b ∈ M this result is new. Of course, there exist a plethora of non-trivial (in the sense of [PS98] ) o-minimal structures with no global group. In these structures, even Proposition 1.1 was unknown.
Corollary 2.2 strengthens the theorem slightly, allowing f to take any value as its limit, from either direction. Note that if Thorem 1.2 is applied in the case that M is the prime model of an o-minimal theory, this shows that any definable function is bounded as it approaches a limit by a ∅-definable one, assuming the limit is in M .
We adapt some terminology from [MS98] to ease exposition. "Ultimately P (y)" means that there is an interval with endpoint b such that P holds on the interval, with that interval lying to a consistently-chosen side of b. We also use the terminology of [Tre05] : the definable 1-types are called "principal". To each principal type over a set A is associated a unique element a ∈ dcl(A) ∪ {±∞} to which it is "closest," in the sense that no elements of dcl(A) lie between a and any realization of the type, and a is the unique such element. We say that a principal type is "principal above/below/near a."
Results
Proof of Theorem 1.2. Fix N , f , b satisfying the conditions of the theorem. We may write f as f (a, y), with a a tuple of elements of N , and f an M -definable function. By induction on lh(a), we may suppose that a is a singleton. We suppose that f (a, y) approaches b from below. The case of approach from above is similar.
First, assume that f (−, y) is ultimately constant at a. Then there is an M y-definable interval, I y , such that f (−, y) is ultimately constant on I y . But then the value of f (−, y) on I y is M y-definable, say by g(y), so we are done.
Thus, we may suppose that f (−, y) is not constant at a. We assume that ultimately h(y) / ∈ [f (a, y), b) for every M -definable h and prove the theorem, yielding a contradiction. For notation, let p ∈ S 1 (M ) be the principal type below b. We can use cell decomposition to ensure that f is monotone in x and increasing in y on its two-dimensional domain cell, C, which we can take to be
We may also require that f (C) < b. The proof will be quite easy once we have the following claim.
Claim 2.1. tp(a/M ) and p are interdefinable.
Proof. If tp(a/M ) is not principal near d 1 or d 2 , then consider f on C. If it is increasing in its first variable, choose a ′ ∈ M with a < a
, and so we are done. Similarly if f is decreasing, with a ′ ∈ M such that d 1 < a ′ < a. Thus, tp(a/M ) is principal, near either d 1 or d 2 . Without loss of generality, say a is principal above d 1 . As the underlying order on M is dense, there is e ∈ M with a < e < d 2 . It is clear that f (−, y) is ultimately decreasing, else f (e, y) ∈ (f (a, y), b), since f (−, y) is monotone.
If k(a) |= p, then k witnesses the interdefinability of tp(a/M ) and p. Thus, we can assume that k(a) < c for some c ∈ M with c < b. Then, shrinking d 2 if necessary, we may also assume that c ≥ sup{k(x) | x ∈ (d 1 , d 2 )}. Now consider the formula
Assume that ultimately ϕ(y) does not hold. Then, for any y sufficiently close to b,
Let z(y) be this (uniformly M y-definable) supremum. But then z(y) ∈ [f (a, y), b), contradicting our assumption. Thus, ϕ(y) does ultimately hold. We can then fix y 0 ∈ (c, b) with y 0 ∈ M such that ϕ(y 0 ) holds, and we have an M -definable map, f (−, y 0 ). We show f (a, y 0 ) |= p. For any e ∈ M with e < b, we can find
, by ϕ(y 0 ). Since r > a (else a would not be principal above d 1 ) and
Thus, f (a, y 0 ) |= p, witnessing that tp(a/M ) and p are interdefinable.
By the claim, we can assume that tp(a/M ) is principal below b. Then C has the form
Note that then f is increasing in both coordinates. If ultimately k(y) ≥ f (a, y), then we are done, so we may assume that ultimately f (a, y) > k(y). But then we may increase d 1 and suppose that for any x ∈ (d 1 , b) we have ultimately f (x, y) > k(y). Fix e ∈ M with e ∈ (d 1 , b) . Ultimately we have f (e, y) > k(y). Then f (y, f (e, y)) is defined. For any y ∈ (a, b), since f (e, y) > y and y > a and f is increasing in both coordinates, f (y, f (e, y)) > f (a, y). So we are done, since f (y, f (e, y)) is M -definable and f (y, f (e, y)) ∈ (f (a, y), b) for y sufficiently close to b -namely, y ∈ (a, b).
Corollary 2.2. Theorem 1.2 holds when lim y→b ± f (y) = c, with c ∈ M ∪{±∞}, and f may approach c from either direction.
