Développement et Application de modèles dépendant et indépendant du temps pour l'étude des propriétés spectroscopiques de composés d'intérêt biologique by THICOÏPE, Sandrine & POUCHAN, Claude
THESE DE DOCTORAT DE
l’Université de Pau et des Pays de l’Adour
École doctorale des Sciences Exactes et leurs Applications
Spécialité Chimie Physique
Présentée par
Sandrine THICOÏPÉ
Pour obtenir le grade de DOCTEUR de l’UPPA
Développement et Application de modèles dépendant et
indépendant du temps pour l’étude des propriétés
spectroscopiques de composés d’intérêt biologique
soutenue le 10 décembre 2012 devant le jury composé de :
M. Xavier ASSFELD Université de Lorraine Président
Mme Gilberte CHAMBAUD Université de Marne la Vallée Rapportrice
M. Eric PERPETE Université de Namur Rapporteur
Mme Isabelle BARAILLE Université de Pau Examinatrice
M. Claude POUCHAN Université de Pau Directeur de thèse
M. Philippe CARBONNIERE Université de Pau Co-directeur de thèse
 
Remerciements
Ah les remerciements... C’est la dernière partie à rédiger, et ce n’est pas forcément la plus simple...
Je vais tenter de faire en sorte de n’oublier personne, et je m’excuse par avance si c’est le cas.
Je tiens tout d’abord à remercier sincèrement mon directeur de thèse Claude POUCHAN, pour
m’avoir fait confiance après mon M2R et pouvoir offert l’opportunité de découvrir le milieu de la re-
cherche. J’en profite aussi pour y associer Philippe CARBONNIERE, qui m’a patiemment encadrée
durant ces trois années.
Je tiens aussi à remercier tous les membres du jury d’avoir accepté de juger ce travail malgré leurs
emplois du temps surchargés, et l’IPREM, en particulier l’ECP, de m’avoir accueillie.
Quand j’aurai plus de recul sur ces trois années, je repenserai sans aucun doute aussi à mes collègues
de bureau et aux fous rires partagés, pas toujours autour de problématiques scientifiques, je l’avoue !
Je pense à Sharky, Hustst (ils se reconnaîtront...) qui sont devenus tour à tour fleuristes, sherpas et
puis re-fleuristes... Je pense aussi à Pierre, parti montrer ces talents de docteur sous d’autres cieux et à
Khaled, même si on n’a pas eu l’occasion de partager longtemps notre bureau. Enfin, je joins à tout ce
petit monde Claire et Hélène, dont j’apprécie la bonne humeur et le naturel.
Mes années de doctorat sont aussi indissociables de l’enseignement, qui m’a permis de me sortir la
tête du guidon. J’ai pu travailler et découvrir des personnes de mon laboratoire ou d’autres différents.
J’aimerai en particulier remercier Julie et Hélène, dont l’accueil chaleureux m’a souvent ressourcée lors
des TP. Je vais citer en vrac Didier BEGUE, Germain VALLVERDU, Eve PERE, Delphine FLAHAUT,
Pierre MOCHO, Laurent OUERDANE qui m’ont tous permis, à un moment ou à un autre et à leur
façon, d’avancer.
J’ai aussi une pensée pour Michel Gelize, sans qui le travail sur les aérosols de nitrate n’aurait pas
été possible.
Enfin, je remercie ma mère et ma sœur, sans qui tout ça n’aurait pas été possible. Je sais que le stress
peut me rendre grognon, alors merci d’avoir supporté cela et d’avoir été toujours là pour me soutenir et
m’encourager pendant ces trois années, malgré des contextes parfois tout aussi durs pour vous.
3
 
Table des matières
1 Introduction 10
2 Rappels théoriques 13
I Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
II Les différentes méthodes de détermination de la structure électronique . . . . . . . . . . . 15
II.1 Méthode Hartree-Fock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
II.2 Méthodes semi-empiriques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
II.3 Méthodes post-HF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
II.4 Théorie de la fonctionnelle de la densité . . . . . . . . . . . . . . . . . . . . . . . . 23
II.5 Bases de fonctions atomiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
III Algorithmes de recherche de structure géométrique . . . . . . . . . . . . . . . . . . . . . . 30
III.1 Méthodes locales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
III.2 Méthodes non locales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
IV Problème vibrationnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
IV.1 Traitement indépendant du temps : méthode statique . . . . . . . . . . . . . . . . 36
IV.2 Traitement dépendant du temps : méthode dynamique (DM) . . . . . . . . . . . . 44
IV.3 Conditions de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3 Étude de molécules hydratées : cas d’un système inorganique, les aérosols de nitrate 58
I Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
I.1 Formation et fonction des aérosols . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
I.2 Position du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
II Conditions calculatoires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
II.1 Choix de la méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5
TABLE DES MATIÈRES
II.2 Choix de la base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
II.3 Choix du modèle structural . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
III Propriétés vibrationnelles des aérosols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
III.1 Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
III.2 Compléments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
IV Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4 Étude de molécules hydratées : cas d’un système organique, structures géométriques
des bases d’acides nucléiques 92
I Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
I.1 Présentation générale de l’ADN et de l’ARN . . . . . . . . . . . . . . . . . . . . . 93
I.2 Hydratation de l’ADN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
I.3 Position du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
II Étude bibliographique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
II.1 Cas de l’uracile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
II.2 Cas de la thymine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
II.3 Cas de la cytosine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
II.4 Cas de l’adénine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
II.5 Cas de la guanine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
III Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
IV Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5 Étude de molécules hydratées : cas d’un système organique, spectres vibrationnels
des bases d’acides nucléiques 130
I Choix du modèle de représentation des bases hydratées . . . . . . . . . . . . . . . . . . . . 131
I.1 Cas de la cytosine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
I.2 Un cas comparable à la cytosine : étude de la thymine . . . . . . . . . . . . . . . . 137
I.3 Validation sur les autres bases dans la zone 1000-1800cm−1 . . . . . . . . . . . . . 141
II Choix du traitement vibrationnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
II.1 Cas de petites molécules azotées . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
II.2 Cas des bases d’acides nucléiques : zone 1000-1800cm−1 . . . . . . . . . . . . . . . 148
III Conclusion et Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6
TABLE DES MATIÈRES
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6 Conclusion 152
A Nombres d’onde anharmoniques de la cytosine isolée et en solution aqueuse déter-
minés à un niveau B3LYP/6-31+G(d,p) 155
B Nombres d’onde anharmoniques de l’uracile isolée et en solution aqueuse déterminés
à un niveau B3LYP/6-31+G(d,p) 158
C Nombres d’onde anharmoniques de la thymine isolée et en solution aqueuse déter-
minés à un niveau B3LYP/6-31+G(d,p) 161
D Nombres d’onde anharmoniques de la guanine isolée et en solution aqueuse déter-
minés à un niveau B3LYP/6-31+G(d,p) 164
E Nombres d’onde anharmoniques de l’adénine isolée et en solution aqueuse déterminés
à un niveau B3LYP/6-31+G(d,p) 168
F Publication sur la cytosine 171
7
Table des figures
2.1 Principe de la méthode VCI-P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1 Description des modes internes des aérosols de nitrate étudiés . . . . . . . . . . . . . . . . 60
3.2 Valeurs des nombres d’onde relatifs aux 5 modes de vibration de l’ion nitrate en fonction
de n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3 Écarts (en cm−1) par rapport aux fréquences harmoniques de NO−3 calculées au niveau
CCSD(T)/aug-cc-pVTZpour différents niveaux calculatoires . . . . . . . . . . . . . . . . . 62
3.4 Structures les plus stables adoptées par les systèmes (NaNO3,nH2O) au niveau B3LYP/6-
31+G(d,p) obtenues à l’issue d’une dynamique moléculaire à 200K . . . . . . . . . . . . . 64
3.5 Fréquences harmoniques (en cm−1) des structures les plus stables de la forme (NaNO3,nH2O)
issues d’une thermalisation à 200K, et à un niveau B3LYP/6-31+G(d,p) . . . . . . . . . . 64
3.6 Structures les plus stables adoptées par les systèmes (NaNO3,1H2O)x avec x=1 à 4 au
niveau B3LYP/6-31+G(d,p) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.7 Écarts (en cm−1) entre les fréquences anharmoniques obtenues à un niveau B3LYP/6-
31+G(d,p) pour chaque structure la plus stable de la forme (NaNO3,1H2O)x avec x=1 à
4 et leurs contreparties expérimentales en fonction du mode considéré . . . . . . . . . . . 66
3.8 Bandes spectrales correspondant aux modes 3A et 3B pour n=1 à 4 dans le cadre de la
méthode B3LYP/6-311+G(d,p) appliquée au modèle (NaNO3,nH2O)3 . . . . . . . . . . . 88
3.9 Nombres d’onde anharmoniques (en cm−1) obtenus au niveau B3LYP/6-311+G(d,p) pour
les 5 modes caractéristiques de l’unité NO−3 de NaNO3,nH2O en fonction de n (triangle)
avec leurs incertitudes (en pointillés) - comparaison avec les données expérimentales (rond) 89
4.1 Molécules d’ADN (A,T,G,C) et d’ARN (U) ainsi que la numérotation associée aux atomes 94
4.2 Représentation schématique de l’ADN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
8
TABLE DES FIGURES
5.1 Paramètres géométriques de la cytosine obtenus au niveau B3LYP/6-31+G(d,p) selon le
modèle de représentation de la solvatation considéré . . . . . . . . . . . . . . . . . . . . . 132
5.2 Fréquences anharmoniques DM entre 100 et 1800cm−1 obtenues pour différents modèles
représentant l’uracile en solution aqueuse à un niveau B3LYP/6-31+G(d,p) - Calculs des
écarts (∆) entre théorie et expérience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3 Fréquences anharmoniques VPT2 entre 100 et 1800cm−1 obtenues pour différents modèles
représentant la thymine en solution aqueuse à un niveau B3LYP/6-31+G(d,p) - Calculs
des écarts (∆) entre théorie et expérience . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.4 Écarts en cm−1 entre les valeurs harmoniques et anharmoniques obtenues pour la thy-
mine isolée et hydratée dans la zone 1000-1800cm−1 aux niveaux VPT2 et DM dans le
cadre des méthodes B3LYP et B3LYP-D/6-31+G(d,p)- Comparaison avec les données
expérimentales (suite : page suivante) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.5 Fréquences anharmoniques VPT2 et DM de la méthanimine et du pyrrole obtenues avec
un calcul de structure électronique réalisé à un niveau B3LYP/6-31+G(d,p) . . . . . . . . 147
5.6 Écarts moyens obtenus (en cm−1) entre les nombres d’onde anharmoniques théoriques
(DM ou VPT2) et leurs contreparties expérimentales dans la zone 1000-1800cm−1 pour les
différentes bases d’acides nucléiques isolées ou en solution aqueuse à un niveau B3LYP/6-
31+G(d,p) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
9
Chapitre 1
Introduction
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NOM THICOÏPÉ
PRÉNOM Sandrine
SUJET Développement et application des modèles dépendant et indépendant du temps pour l’étude
des propriétés spectroscopiques de composés d’intérêt biologique
L’étude spectroscopique des molécules, en particulier IR et Raman, donne lieu à de nombreuses ex-
périences afin de comprendre les propriétés des systèmes étudiés. Cependant, leur complexité constitue
un frein à la bonne interprétation des spectres, d’où la nécessité de mener des études théoriques en pa-
rallèle. Les premières études de ce type concernant les propriétés spectroscopiques ont été basées sur le
calcul des champs de force harmoniques pour des raisons pratiques. Toutefois, afin d’évaluer avec préci-
sion les fréquences de transitions vibrationnelles, la prise en compte de l’anharmonicité est indispensable.
L’obtention a priori de ces données n’est pas aisée pour des systèmes de grande taille tels que les molé-
cules d’intérêt biologique et les molécules solvatées. Dans ce dernier cas, la qualité des résultats dépend
de la bonne représentation de la structure géométrique considérée. La recherche de modèles géométriques
et le traitement théorique mis en jeu pour comprendre et expliquer les observations spectrales expéri-
mentales ont donc été au centre de ce travail de thèse. La présentation générale des systèmes étudiés, à
savoir les aérosols de nitrate et les bases d’acides nucléiques isolées et microhydratées, a fait l’objet de
deux parties introductives au début de chaque chapitre les concernant : y sont rassemblés l’analyse des
données bibliographiques antérieures et les enjeux de notre travail.
Les méthodes théoriques utilisées au cours de ce travail ont été décrites dans une première partie. Ce
chapitre donne un aperçu des méthodes calculatoires que nous avons utilisées en insistant davantage sur
les méthodes et les algorithmes mis au point au laboratoire tels que GSAM, qui permet de déterminer les
structures géométriques des clusters moléculaires, et VCI-P pour traiter des modes de vibrations dans
l’hypothèse anharmonique.
La deuxième partie propose l’élaboration d’un modèle géométrique représentant les aérosols de nitrate à
partir des résultats issus du code GSAM, utilisé jusqu’à maintenant avec succès pour décrire les agrégats
atomiques, et appliqué ici à la détermination géométrique des clusters moléculaires. Le but ultime de ce
travail est de reproduire avec la meilleure précision possible les fréquences de vibration de ces systèmes en
fonction de leurs taux d’humidité relative. Ce travail vient d’être soumis à publication. L’étude des bases
d’acides nucléiques a fait l’objet des deux parties suivantes de notre travail. Dans un premier temps, le
chapitre quatre est consacré à une étude géométrique complète des bases d’acides nucléiques microhy-
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dratées (pour un nombre de molécules d’eau compris entre 1 et 5). Cette étude a été menée à l’aide de
calculs DFT en utilisant deux niveaux calculatoires B3LYP et B3LYP-D afin de s’assurer de l’influence
des termes dispersifs pour traduire l’existence des liaisons hydrogène. Cette étude, qui utilise aussi le
code GSAM, fait l’objet d’un article invité à PCCP dans un numéro spécial consacré aux clusters.
Enfin, le cinquième chapitre s’intéresse au calcul des propriétés vibrationnelles des molécules de cytosine
et de thymine isolées et hydratées afin d’établir les modèles géométriques et les conditions calculatoires
optimales permettant de décrire au mieux les données vibrationnelles expérimentales. Pour ce faire, dif-
férentes méthodes de détermination de structures électroniques (B3LYP et B3LYP-D), et de traitement
vibrationnel (VPT2 et DM) ont été testées dans la zone de signature vibrationnelle, située entre 1000 et
1800cm−1. Ces conditions permettent ensuite de proposer dans cette même région spectrale les modes
attendus pour les autres bases d’acides nucléiques.
MOTS CLÉS aérosol de nitrate, base d’acide nucléique, hydratation, GSAM, modèle géométrique,
modèle théorique, vibration, B3LYP, B3LYP-D, VPT2, dynamique moléculaire
Ce travail a été réalisé à : IPREM - Equipe de Chimie Physique - UMR5254
Hélioparc - 2, avenue du Président Angot
64053 PAU Cedex 09
... et a donné lieu à : 1 communication orale, 4 posters et 3 publications dont une effective, deux
soumises
– "Vibrational analysis beyond the harmonicity from ab initio molecular dynamics" Carbonnière P.,
Thicoïpé S., Very T., Assfeld X. IJQC (2012)112, 9, 2221-2230
– "A theoretical strategy to build structural models of microhydrated inorganic systems for the
knowledge of their vibrational properties. The case of the hydrated nitrate aerosols" Thicoïpé S.,
Carbonnière P., Pouchan C. J. Phys. Chem., en révision
– "The use of the GSAM approach for the structural investigation of low lying isomers of mole-
cular clusters from density functional theory-based potential energy surfaces : the structures of
microhydrated nucleic acid bases" Thicoïpé S., Carbonnière P., Pouchan C. PCCP, en révision
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I Généralités
I Généralités
Les méthodes de chimie quantique visent en premier lieu à la détermination de la fonction d’onde
du système polyélectronique moléculaire que l’on veut étudier. Cela nécessite de résoudre l’équation de
Schrödinger correspondante dans le cadre des états stationnaires, c’est-à-dire pour une énergie totale
constante :
HΨ(r,R) = EΨ(r,R) (I.1)
Ψ désigne la fonction d’onde indépendante du temps et (r,R) représentent respectivement l’ensemble
des coordonnées électroniques et nucléaires. Quant àH qui constitue l’hamiltonien indépendant du temps,
il prend la forme générale suivante :
H = Tn + Te + Vee + Vnn + Vne (I.2)
où Tn et Te sont les opérateurs associés respectivement à l’énergie cinétique des noyaux et des
électrons. Vnn, Vee et Vne représentent les potentiels coulombiens : les deux premiers sont des termes
répulsifs tandis que le dernier renvoie à l’attraction noyaux-électrons. En unités atomiques et pour un
système à n électrons et M noyaux, l’hamiltonien s’écrit :
H = −
M∑
A=1
5A
2MA
− 12
n∑
i=1
5i −
n∑
i=1
M∑
A=1
ZA
Ri,A
+
n∑
i=1
∑
j<i
1
rij
+
M∑
A=1
∑
B<A
ZAZB
RAB
(I.3)
Les indices A et B sont associés aux noyaux de masse MA et MB et de charge ZA et ZB , i et j
désignant les électrons.
La présence du terme de répulsion électronique dans l’expression du hamiltonien rend impossible la
résolution de l’équation de Schrödinger, sauf dans le cas d’un système monoélectronique. Cela implique
donc de faire une approximation pour dépasser cet obstacle à l’étude de systèmes électroniques complexes.
On considère alors que la masse des noyaux est supérieure à celle des électrons. Ainsi, les mouvements
électroniques peuvent être découplés de ceux des noyaux : les électrons se déplacent plus rapidement que
les noyaux fixes. C’est l’approximation de Born-Oppenheimer [1]. Les distances entre les noyaux sont
alors traitées comme des paramètres à part entière, le terme relatif à la répulsion coulombienne noyau-
noyau devenant une constante. De plus, le terme Tn étant négligeable, les termes restants de l’équation
initiale constituent l’hamiltonien électronique He décrivant le mouvement des n électrons dans le champ
des M noyaux fixes :
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He = −12
n∑
i=1
5i −
n∑
i=1
M∑
A=1
ZA
Ri,A
+
n∑
i=1
∑
j<i
1
rij
(I.4)
Ainsi, la solution de l’équation de Schrödinger électronique He(r,R)Ψe(r,R) = E(R)Ψe(r,R) est la
fonction d’onde Ψe(r,R) qui décrit le mouvement des électrons, les paramètres nucléaires étant constants.
Pour la déterminer, le terme de répulsion interélectronique fait l’objet d’approximations et différentes
hypothèses peuvent être émises, répertoriées sous différentes appellations. La méthode Hartree-Fock,
basée sur l’approximation des particules indépendantes, constitue un premier niveau de calcul. Ensuite,
d’autres méthodes prenant en compte la corrélation électronique, type post-HF ou des approches basées
sur la théorie de la fonctionnelle de la densité, seront présentées.
II Les différentes méthodes de détermination de la struc-
ture électronique
II.1 Méthode Hartree-Fock
L’équation de Schrödinger n’étant pas directement résolvable analytiquement, on cherche une solu-
tion approchée telle que la fonction d’onde Ψ soit un produit de fonctions monoélectroniques χi[2, 3].
L’expression la plus simple pour cette fonction d’onde prend la forme d’un déterminant de Slater construit
sur des spinorbitales orthonormées :
Ψ = |χ1χ2...χn| (II.1)
avec 〈χi|χj〉 = 1. La répulsion coulombienne électronique n’y est pas spécifiquement prise en compte.
II.1.1 Champ auto-cohérent (SCF)
Les équations de Roothan décrites un peu plus loin sont résolues de façon itérative par la procédure
du champ auto-cohérent (SCF pour Self-Consistent Field). Elle est présentée dans le détail ci-dessous.
Les éléments Fjk de la matrice de Fock F peuvent être développés comme suit :
Fjk = Hcjk +GjkGjk =
m∑
r=1
m∑
s=1
Prs
[
(jk|rs)− 12(jr|ks)
]
(II.2)
avec Hcjk = 〈χj |Hcχk〉 et Prs l’élément rs de la matrice densité totale du système P. L’introduction
de la matrice X d’orthogonalisation de la base d’OA (définie telle que X+SX = I avec X+ matrice
adjointe de X), associée au remplacement de C par XC′ permet de ramener la résolution des équations
de Roothan à un problème aux valeurs propres : F ′C′i = iC′i.
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La résolution de l’équation ci-dessus s’effectue par la diagonalisation de la matrice F ′ dépendante des
coefficients recherchés Ci. La méthode de résolution auto-cohérente est alors employée. Elle comprend
plusieurs étapes :
1. Calcul des termes Sjk, Hcjk et (jk|rs) ;
2. Estimation de la matrice densité P ;
3. Construction de la matrice de Fock F = Hcjk +Gjk ;
4. Expression de F dans la base orthogonale : F ′ = X+F ′X avec X = S− 12 ;
5. Diagonalisation de F ′ ;
6. Transformation des OM dans la base non-orthogonale : C = XC′ ;
7. Calcul de la nouvelle matrice densité P et calcul de l’énergie E = 12Tr [P (H
c + F )] ;
8. Test de convergence sur E et/ou P .
Au premier cycle SCF, P est estimée souvent en négligeant par exemple les interactions élec-
trons/électrons, ou bien encore par un calcul semi-empirique peu coûteux. A la fin de chaque cycle
(étape 8), on compare la variation de la matrice P par rapport au cycle précédent à une valeur seuil fixée
dès le départ. Si elle est inférieure à cette limite, la procédure SCF est stoppée ; sinon, elle se poursuit
jusqu’à obtention de cette condition.
II.1.2 Equation de Hartree-Fock
L’énergie électronique associée à la fonction Ψ de l’équation (I.4) est égale à :
E = 〈Ψ|HeΨ〉 (II.3)
On note Hc l’hamiltonien de coeur, qui correspond à l’opérateur monoélectronique décrivant un
électron dans le champ des noyaux M :
Hc(i) = −12 5
2
i −
M∑
A=1
ZA
Ri,A
(II.4)
L’hamiltonien électronique devient alors en fonction de Hc :
He =
n∑
i=1
Hc(i) +
n∑
i=1
n∑
j<i
1
rij
(II.5)
L’énergie électronique peut s’exprimer de la façon suivante d’après (II.2) :
E =
n∑
i=1
Hcii +
1
2
n∑
i=1
n∑
j=1
(〈χi(1)χj(2)| 1
r12
χi(1)χj(2)〉 − 〈χi(1)χj(2)| 1
r12
χj(1)χi(2)〉) (II.6)
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avec Hcii = 〈χi(1)|Hc(1)χi(1)〉 qui représente l’intégrale monoélectronique de coeur.
L’application du principe variationnel impose que l’ensemble des spinorbitales χi est optimal quand
l’énergie E est minimale. Cette condition revient à résoudre l’équation de Hartree-Fock :
Fχi = eiχi
où F est l’opérateur de Fock s’exprimant comme :
F = Hc(1) +
n∑
j=1
(Jj(1)−Kj(1)) (II.7)
Jj(1)χi(1) = χi(1)
∫
τ2
χ∗j (2)χj(2)
1
r12
dτ2/Kj(1)χi(1) = χj(1)
∫
τ2
χ∗j (2)χj(2)
1
r12
dτ2 (II.8)
Jj et Kj sont appelés respectivement opérateurs de Coulomb et d’échange car le premier prend en
compte la répulsion coulombienne entre les électrons et le second traduit la modification de l’énergie due
aux effets de corrélation de spin. Les solutions de ces équations sont déterminées via un processus itératif
du type méthode du champ cohérent (notée SCF). Deux cas de figure sont possibles : soit on se place
dans le cadre du modèle HF avec contrainte de spin (formalisme RHF pour Restricted Hartree-Fock),
soit dans le cadre du même modèle, mais sans contrainte de spin (UHF pour Unrestricted Hartree-Fock).
II.1.3 Fonction d’onde restreinte et non-restreinte (RHF/UHF)
Les développements précédents n’imposent aucune hypothèse sur les spinorbitales χi autre que la
condition d’orthogonalité.
Dans la cadre du formalisme RHF, on impose à chaque spinorbitale de systèmes à couches fermées
de représenter deux électrons de spin opposés. Autrement dit, deux spinorbitales consécutives doivent
avoir la même fonction d’espace, mais leur fonction de spin doit être différente. La fonction d’onde
polyélectronique d’un système possédant un nombre pair d’électrons est donnée par le déterminant de
Slater suivant : Ψ = |χ1χ¯1...χn2 χ¯n2 |
L’opérateur de Fock à couches complètes s’écrit alors de la façon suivante :
F = Hc(1) +
n/2∑
j=1
(2Jj(1)−Kj(1)) (II.9)
avec, en notant désormais χi l’orbitale moléculaire i :
Jj(1)χi(1) = χi(1)
∫
τ2
χ∗j (2)χj(2)
1
r12
dτ2 (II.10)
Kj(1)χi(1) = χj(1)
∫
τ2
χ∗j (2)χi(2)
1
r12
dτ2 (II.11)
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On obtient alors un nouveau système d’équations exprimées en fonction des orbitales moléculaires
(OM) et non plus des spinorbitales. D’après la méthode LCAO (pour Linear Combination of Atomic
Orbitals), chaque OM peut être développée par une combinaison linéaire d’OA χi =
∑m
p=1 cpiφp et les
équations de Hartree-Fock initiales conduisent aux équations de Roothan[4] suivantes :
n/2∑
p=1
Fjpcpi = i
n/2∑
p=1
Sjpcpi (II.12)
avec Sjp = 〈φj |φp〉 l’intégrale de recouvrement entre les deux OA.
Les coefficients sont optimisés lors de la procédure d’itération assurant l’auto-cohérence, qui porte
sur l’opérateur de Fock et l’énergie.
Quant au formalisme UHF qui correspond notamment au traitement de systèmes à couches ouvertes,
il constitue souvent la meilleure approximation. En effet, si la distance interatomique devient infinie
(cas de la dissociation), la fonction d’onde du système tend vers le produit antisymétrisé des deux
orbitales atomiques qui s’éloignent. En d’autres termes, elle ne tend pas vers la fonction biélectronique
imposée par le formalisme précédent. Chaque orbitale n’est plus occupée que par un seul électron et la
fonction polyélectronique devient un déterminant de Slater construit sur deux ensembles orthonormés de
spinorbitales. Le premier est associé aux électrons α (χα1χα2 ...χαt ) et le second aux électrons β (χα1χα2 ...χαu
et t>u). L’énergie totale du système est telle que :
E =
t+u∑
i=1
Hii +
1
2
[
t+u∑
i=1
t+u∑
j=1
Jij −
t∑
i=1
t∑
j=1
Kαij −
u∑
i=1
u∑
j=1
Kβij
]
(II.13)
Après applications du principe variationnel et de la méthode LCAO, on obtient les équations de
Pople et Nesbet[5, 6] :
nα∑
p=1
Fαjpc
α
pi = αi
nα∑
p=1
Sjpc
α
pi (II.14)
nβ∑
p=1
F βjpc
β
pi = 
β
i
nβ∑
p=1
Sjpc
β
pi (II.15)
Ces équations doivent être résolues en parallèle et de façon itérative car chaque opérateur de Fock
dépend à la fois des coefficients relatifs à α et β. L’énergie électronique peut alors s’écrire :
E =
t+u∑
i=1
Hii +
1
2
[
t∑
i=1
αi +
u∑
i=1
βi
]
(II.16)
Le formalisme UHF fournit de meilleurs résultats que la méthode RHF. Mais l’approximation orbitale
fait que les états de spin sont mal définis. Cela peut entraîner des défauts irréversibles dans la résolution
du problème électronique. Globalement, l’énergie SCF totale obtenue sera d’autant plus proche de la
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limite HF que la base d’OA utilisée sera étendue, cette limite n’étant atteinte que dans la cas d’une base
complète. Les propriétés moléculaires sont alors bien décrites dans ces conditions. En revanche, il a été
établi que les énergies de réaction, associées à des formations ou des ruptures de liaison, ne sont pas
bien reproduites. Les écarts entre théorie et expérience sont imputables au modèle sur lequel est basé la
méthode HF. C’est pourquoi d’autres méthodes prenant en compte la corrélation électronique ont été
établies et seront décrites dans les paragraphes II.3 et II.4 de ce chapitre.
II.2 Méthodes semi-empiriques
Lors de la résolution des équations HF, l’étape la plus problématique est le calcul des intégrales
biélectroniques intervenant dans la matrice de Fock F . En effet, si n est la dimension de la base, le nombre
d’intégrales à calculer atteint n4, ce qui limite la taille des systèmes étudiés. La plupart du temps, seules
les orbitales de la couche de valence sont prises en compte, les orbitales de cœur étant gelées. Les effets
induits par celles-ci, type polarisation ou corrélation, sont alors inclus dans la paramétrisation. Selon la
nature des approximations utilisées pour s’affranchir du coût calculatoire, on distingue deux variantes :
– les méthodes pour lesquelles l’hamiltonien est une somme d’opérateurs hamiltoniens monoélec-
troniques non explicités : on peut citer la méthode de Hückel étendu qui ne sera pas développée
ici ;
– les méthodes dérivant des équations de Roothan. Ces dernières sont associées à l’approximation
du recouvrement différentiel nul, qui consiste à négliger les recouvrements différentiels entre deux
orbitales atomiques dès lors qu’elles sont différentes (méthode CNDO[7]) ou qu’elles sont portées
par des atomes de nature différente (méthode NDDO[8]).
Autrement dit, la méthode CNDO (Complete Neglected of Differential Overlap) néglige toutes les
intégrales biélectroniques qui dépendent du recouvrement et des densités de charge entre des atomes
différents, ce qui en fait la méthode semi-empirique la plus simple. Une de ses limites réside dans le
traitement de systèmes sous forme d’états triplets ou de radicaux libres, pour lesquels l’énergie d’échange
est élevée, alors que la méthode CNDO implique la nullité des intégrales d’échange. C’est pour combler
cette lacune qu’une autre méthode appelée INDO[9] (Intermediate Neglected of Differential Overlap)
a été développée. Seules les intégrales monocentriques sont intégrées au calcul. Des versions modifiées
de la méthode ont été ensuite proposées, telle que MINDO/1,2,3[10], et ont été paramétrées dans le
but de permettre une évaluation fiable des énergies de formation des molécules. L’approche NDDO
(Neglect of Diatomic Differential Overlap) est encore plus complète puisque seuls les recouvrements
diatomiques différentiels sont négligés. Plus précisément, si on considère les couples d’orbitales pq et rs
centrés respectivement sur un atome A et sur un atome B de la molécule étudiée, ne sont conservés que
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les intégrales biélectroniques de la forme (pp|qq), (pq|pq), (pp|rs). Suivant le mode d’évaluation empirique
des termes non négligés, plusieurs techniques dérivant de cette méthode sont répertoriées. L’approche
MNDO[11] (Modified Neglected of Diatomic Overlap) qui est adaptée au calcul de grandeurs telles que
la géométrie moléculaire, les moments dipolaires et les constantes de force, traduit mal le phénomène de
liaison par pont hydrogène et ne permet pas de traiter les métaux de transition ou les systèmes présentant
une forte conjugaison. C’est pourquoi sa paramétrisation a été modifiée et de nouvelles méthodes sont
apparues telles que AM1[12] ou PM6[13, 14]. Cette dernière méthode a été réécrite récemment sur la
base d’un nouveau paramétrage plus précis, appliqué à tous les principaux éléments et aux métaux de
transition et tiré de PM3 et PM5. PM6 sera appliquée dans ce travail à une étude géométrique.
II.3 Méthodes post-HF
On appelle énergie de corrélation la grandeur correspondant à la différence entre l’énergie exacte et
l’énergie HF du système étudié. Cet écart provient de la structure de la fonction d’onde totale qui ne
s’annule pas lorsque deux électrons de spin opposés sont situés au même point de l’espace. Par conséquent,
les répulsions électroniques sont surestimées. La simple prise en compte de la corrélation existant entre
le mouvement des divers électrons permet de s’affranchir de ce problème. Plusieurs classes de théories
ont été proposées :
∗ les théories de perturbation (MPn) ;
∗ l’intégration de configuration (CI) ;
∗ la théorie de l’espace actif (CAS,CASPT) ;
∗ les clusters couplés (CC) ;
∗ le champ multiconfigurationnel auto-cohérent (MCSCF) ;
∗ la configuration d’intégration multi-référence (MRCI).
II.3.1 Théorie des perturbations
Il existe deux formes majeures de cette théorie. La première a été mise au point par Rayleigh et
Schrödinger. On considère un opérateur hamiltonien non perturbé H0 -dont on connaît les fonctions et
les valeurs propres associées- auquel on ajoute une petite perturbation de la forme λV :
H = H0 + λV (II.17)
On peut noter que si la perturbation est négligeable devant H0, les énergies et les fonctions d’onde
totales ne doivent pas être différentes de celles résultant du problème non perturbé. Les solutions exactes
de H(λ) peuvent être développées en série de Taylor par rapport à λ :
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Ψ(λ) = Ψ(0)i +
∞∑
n=1
λnΨ(n)i (II.18)
Ei(λ) = E(0)i +
∞∑
n=1
λnE
(n)
i (II.19)
E
(n)
i et Ψ
(n)
i constituent les corrections d’ordre n respectivement sur l’énergie et sur la fonction
d’onde. Dans le cas de petites perturbations, un nombre de termes relativement réduit peut suffire à
obtenir une convergence des résultats.
La théorie de Moller-Plesset[15] repose sur la méthode de Rayleigh-Schrödinger qui est appliquée à
l’opérateur hamiltonien de Hartree-Fock décrit précédemment avec une valeur de λ = 1. On exprime
l’hamiltonien non perturbé H0 comme une somme d’opérateurs monoélectroniques de Fock F (i). Il vaut
alors : H0 =
∑
i
F (i). On en déduit la valeur du paramètre λV .
λV = He −H0 =
∑
j>i
1
rij
−
n∑
j=1
(2Jj −Kj) (II.20)
L’énergie de perturbation à l’ordre zéro E(0)0 correspond à la valeur propre de l’équation de Schrö-
dinger non perturbée. L’énergie d’ordre 1 E(1)0 dont une expression est 〈Ψ(0)|VΨ(0)〉 devient, après
développement,
E
(1)
0 = −
1
2
∑
a,b
(〈χa(1)χb(2)| 1
r12
χa(1)χb(2)〉 − 〈χa(1)χb(2)| 1
r12
χb(1)χa(2)〉) (II.21)
La somme E(0)0 +E
(1)
0 est égale à l’énergie de Hartree-Fock : on en déduit que c’est la correction de
l’énergie à l’ordre deux E(2)0 qui apporte la première correction à l’énergie HF. Elle est égale à :
E
(2)
0 =
∑
n
|Ψ(0)0 |VΨ(0)n |2
E
(0)
0 − E(0)n
(II.22)
Le théorème de Brillouin impose que seules les doubles excitations interviennent. L’énergie globale
représentée par la somme EHF +E(2)0 est l’énergie MP2. Si l’on prend en compte les doubles corrections
au deuxième ordre, ou bien les corrections simples, triples et quadruples, on utilise respectivement les
méthodes MP3 et MP4. Une des limites de la méthode MPn réside dans le traitement des cas de quasi-
dégénérescence, même à des ordres élevés. C’est pourquoi d’autres approches ont été envisagées pour
pallier ce défaut.
II.3.2 Méthodes d’interaction de configurations CI
Dans le cadre de ces méthodes, la fonction d’onde décrivant le système est développée sous la forme
d’une combinaison linéaire de déterminants de Slater. Ces derniers sont construits en excitant un ou
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plusieurs électrons des spinorbitales occupées vers les spinorbitales virtuelles.
Ψ =
∑
k
ckΨk (II.23)
Ψk désignent les déterminants qui décrivent successivement l’état fondamental, un état monoexcité
etc... L’application du principe variationnel permet de déterminer les coefficients ck et par suite l’énergie
du système. Si le nombre de déterminants k considéré est infini, on obtient la valeur exacte de l’énergie
et on se place dans le cadre de la méthode d’interaction de configuration complète (notée FCI pour Full
Configuration Interaction). Cependant, la diagonalisation complète est très coûteuse pour des systèmes
électroniques complexes. On préfèrera alors limiter le nombre de déterminants : seules les excitations dont
l’ordre sera inférieur à un certain seuil seront prises en compte. Ainsi, la méthode CI tronquée la plus
utilisée est celle dans laquelle sont conservées les mono et double excitations (méthode SDCI). L’inclusion
des triples (SDTCI) ou bien des quadruples (SDTQCI) excitations alourdit considérablement les calculs.
Ces méthodes ne sont donc pas utilisées préférentiellement pour l’étude des systèmes de grande taille.
Il existe des variantes à la méthode CI. La méthode MCSCF (pour MultiConfiguration SCF) considère
une fonction analogue à celle employée dans le cadre de la méthode CI. En plus de l’optimisation
des coefficients ck, les coefficients des orbitales atomiques intervenant dans l’écriture des OM sont eux
aussi optimisés via le principe variationnel. On peut citer parmi cette famille de méthodes la méthode
CASSCF (pour Complete Active Space SCF), pour laquelle les OM prises en compte dans l’écriture des
déterminants de Slater sont divisées en deux catégories. D’une part, il y a les OM inactives, c’est-à-dire
celles possédant deux électrons ou bien celles qui sont inoccupées pour n’importe quelle configuration et
d’autre part, celles qui constituent l’espace actif, pour lesquelles une CI complète est effectuée. Enfin, la
méthode MRCI (pour MultiReference CI) combine les deux méthodes décrites auparavant.
II.3.3 Méthode "Coupled Cluster"
Cette méthode est, au même titre que la théorie des perturbations, non variationnelle. Comme dans
le cadre des méthodes CI, il s’agit de déterminer les coefficients ck. Pour cela, on représente la fonction
d’onde par un opérateur exponentiel eT agissant sur une fonction d’onde de référence |0〉 (ici, on prend la
fonction d’onde de Hartree-Fock). Le développement de Taylor de l’exponentielle associée à l’explicitation
de T en tant que somme d’opérateurs d’excitation individuels Ti conduit à l’expression de la fonction
d’onde Ψcc suivante :
|Ψcc〉 = {1 + (T1 + T2 + T3 + ...) + 12! (T1 + T2 + T3 + ...)
2 + ...}|0〉 (II.24)
Le développement de T est souvent stoppée aux quadruples excitations car la contribution des ordres
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supérieurs est faible. La classification des méthodes de cluster couplé dépend de la troncature appliquée à
T . Ainsi, si seules les excitations sont intégrées à l’expression de T , on parle de méthodes CCS. Lorsqu’on
y ajoute le terme T2 relatif aux doubles excitations, on se place dans le cadre de la méthode CCSD. La
méthode la plus communément utilisée est CCSD(T), ce qui signifie que les contributions des triples
excitations (T) sont calculées via la théorie des perturbations MP4 et ajoutées aux simples et doubles
excitations totalement prises en compte dans le calcul. En conclusion, les méthodes CC convergent plus
rapidement que les méthodes CI vers le résultat FCI. C’est pourquoi le niveau CCSD(T) s’avère être une
des techniques les plus efficaces pour le calcul de corrélation, malgré un certain coût calculatoire.
Lorsque les systèmes étudiés sont de très grande taille, une alternative à ces méthodes est la théorie
de la fonctionnelle de la densité (DFT=Density Functional Theory). Son principe repose, à la différence
des méthodes post-HF qui approche la fonction d’onde, sur l’approximation de l’opérateur hamiltonien.
II.4 Théorie de la fonctionnelle de la densité
II.4.1 Bases de la théorie
Elle repose sur le calcul exact de la densité électronique associée à la fonction d’onde via la relation
suivante :
ρ(r) = |Ψ(r)|2 (II.25)
L’expression de l’énergie totale du système en tant que fonctionnelle de la densité a été envisagée
la première fois par Thomas, Fermi et Wigner[16, 17, 18]. C’est en 1964 que Hohenberg et Kohn ont
proposé une formulation exacte de ce modèle[19] sous la forme de deux théorèmes. Le premier démontre
l’existence d’une fonctionnelle de la densité ρ, tandis que le second précise que le principe variationnel
s’applique bien à cette grandeur.
Si le nombre d’électrons est connu, au même titre que la forme du potentiel d’attraction noyaux-
électrons (ou potentiel externe Vext), l’hamiltonien est déterminé. Il en est de même pour la fonction
d’onde de l’état fondamental et la densité électronique qui lui est associée. C’est la réciproque qui a
été démontrée par Hohenberg et Kohn. Le premier théorème de HK stipule ainsi que pour un état
fondamental non dégénéré, la densité électronique détermine le potentiel externe. L’énergie du système
s’exprime alors de la façon suivante, avec F une fonctionnelle de la densité :
E(ρ) = F (ρ) +
∫
ρ(r)Vext(r)dr (II.26)
On peut noter que F étant universelle, ce théorème d’existence s’applique à tous les systèmes quan-
tiques (solides, gaz d’électrons, molécules).
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Le second théorème de HK indique que toute densité électronique approchée d’un état fondamental
non dégénéré conduit à une borne supérieure de l’énergie exacte du système étudié. L’énergie de l’état
fondamental pourra alors être obtenue en appliquant le principe variationnel à ρ(r) par minimisation
de l’énergie totale, de manière analogue à Ψ(r) dans le cadre des méthodes ab initio, semi-empiriques
notamment.
Globalement, l’énergie électronique prend la forme ci-dessous en fonction de la densité ρ :
E(ρ) = T (ρ) + Vne(ρ) + Vee(ρ) (II.27)
où T (ρ) représente l’énergie cinétique des électrons, Vne(ρ) l’énergie d’attraction noyaux-électrons et
Vee(ρ) l’énergie d’interaction électronique.
Le terme Vne(ρ) s’écrit en fonction de ρ :
Vne =
M∑
A=1
∫
ZAρ(r)
|RA − r|dr (II.28)
En revanche, le terme Vee(ρ) pose problème, comme c’était déjà le cas dans les méthodes dites de
fonction d’onde, rendant impossible la résolution directe de l’équation de Schrödinger électronique. Une
approximation, permettant le calcul du minimum de la fonctionnelle énergie et par suite celui de la
densité électronique et de l’énergie, a donc été proposée.
II.4.2 Equations de Kohn et Sham
Kohn et Sham[20] ont substitué le hamiltonien décrivant un système de n particules en interaction
par un hamiltonien de référence renvoyant à n particules qui n’interagissent pas entre elles. La densité
électronique de ce dernier système est considérée comme identique à celle du système réel. L’opérateur
monoélectronique de Kohn et Sham prend la forme :
HKS = −12 5
2 +
∫
ρ(r)− ρ(r′)
|r − r′| dr
′ + Vxc(ρ) + Vext(r) = −12 5
2 +Veff (r) (II.29)
Vxc est appelé potentiel d’échange-corrélation et est défini par :
Vxc(ρ) =
∂Exc(ρ(r))
∂ρ(r) (II.30)
Afin de pouvoir minimiser l’énergie du système, on introduit les orbitales de Kohn et Sham ψ(i), qui
vont permettre de résoudre de manière itérative le jeu d’équations suivant :
HKSψ(i) = iψ(i) (II.31)
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La méthode de résolution est identique à celle utilisée pour les équations HF : on emploie le processus
SCF. L’énergie totale du système est alors donnée par EtotKS(ρ) = Ts(ρ)+J(ρ)+Exc(ρ)+
∫
Vext(r)ρ(r)dr.
Les différents termes correspondent respectivement à l’énergie cinétique des électrons, sans inter-
action, pris comme système de référence, à l’énergie d’interaction coulombienne entre les électrons, à
l’énergie d’échange et de corrélation et enfin, au terme d’interaction avec le potentiel externe.
D’après Hohenberg et Kohn, EtotKS(ρ) doit être équivalente à l’énergie totale du système E
réel(ρ)
KS qui
est égale à :
E
réel(ρ)
KS = Tréel(ρ) + Vee(ρ) +
∫
Vext(r)ρ(r)dr (II.32)
On en déduit une expression de Exc(ρ) qui vaut Exc(ρ) = Tréel − Ts(ρ) + Vee(ρ)− J(ρ).
La différence constituée par les deux premiers termes correspond à la correction de l’énergie cinétique
apportée par l’interaction des électrons, tandis que celle relative aux deux derniers englobe les corrections
non classiques à la répulsion électronique.
L’énergie du système polyélectronique est la somme de plusieurs termes s’exprimant comme des
fonctionnelles de la densité ρ. Cependant, les expressions analytiques de certains d’entre eux, dont Exc,
sont inconnues. Différentes approximations sont alors possibles pour le déterminer.
II.4.3 Différents types de fonctionnelles
L’énergie d’échange-corrélation peut être décomposée en deux termes : Exc(ρ) = Ex(ρ)+Ec(ρ), dans
lequel Ex(ρ) constitue le terme d’échange pur et Ec(ρ) l’énergie de corrélation pure. Les approximations
faites sur chacun de ces deux termes simultanément ou indépendamment l’un de l’autre ont donné
naissance à trois grandes familles de fonctionnelles, regroupées sous les appellations suivantes : LDA,
GGA et hybride.
II.4.3.1 Approximation de la densité locale (LDA) Elle constitue l’approximation la plus
grossière et est basée sur le modèle du gaz uniforme d’électrons, pour lequel Ex(ρ) et Ec(ρ) sont connus.
Ainsi, l’énergie d’échange-corrélation, fonction de la seule densité électronique, s’exprime telle que :
ELDAxc =
∫
ρ(r)Exc(r)dV (II.33)
avec Exc(r) pouvant être décomposé comme ci-dessus. Ex(ρ) a été proposé exactement par Dirac[21]
et Ec(ρ) peut adopter notamment, dans la cadre du modèle du gaz d’électrons uniforme, la forme
analytique présentée par Vosko, Wilk et Nusair en 1980[22] et notée généralement VWN.
Les inhomogénéités de la densité électronique n’étant pas prises en compte, certains problèmes
peuvent être rencontrés, notamment pour les calculs d’énergie de liaison ou de distances de systèmes
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possédant des électrons non appariés. Une alternative est de considérer l’approche UHF sans contrainte
de spin, mais elle est trop aléatoire. Par conséquent, une approximation plus complexe a été faite dans
le cadre du modèle GGA.
II.4.3.2 Approximation du gradient généralisé (GGA) La densité électronique n’étant
que rarement uniforme dans un élément dV, une autre génération de fonctionnelles, introduisant l’hy-
pothèse d’un gradient sur la densité, a été créée. La fonctionnelle dépend de ρ, ainsi que de 5ρ et son
expression devient :
EGGAxc (ρ) = Ax
∫
ρ
4
3FGGAdr3 (II.34)
La fonctionnelle d’échange-corrélation reste, malgré cette nouvelle dépendance, semblable à la fonc-
tionnelle LDA. Mais il en existe de très nombreuses variantes. Comme potentiel d’échange, on peut citer
celles de Perdew et Wang, PW86 et PW91[23, 24], ainsi que celle de Becke, B88, ajustée sur l’énergie
d’échange des gaz rares[25]. Les principales fonctionnelles de corrélation associées sont, par ordre de
popularité décroissante, celles de Lee, Yang et Par[26] et celle de Perdew et Wang tirée de VWN[27].
II.4.3.3 Fonctionnelles hybrides L’approximation hybride repose au départ sur la connexion
adiabatique[28], qui consiste à exprimer l’énergie d’échange-corrélation en fonction d’un paramètre
continu λ traduisant le couplage entre les électrons. λ = 1 indique qu’il y a interaction entre eux,
tandis que λ = 0 signifie que les électrons n’interagissent pas. Ainsi, Exc s’écrit :
Exc =
∫
Exc,λdλ =
∫ 1
0
(〈Ψλ|VeeΨλ〉 − J(ρ))dλ (II.35)
Pour déterminer Exc, on introduit une part d’échange calculable via la théorie de HF ; il correspond
au cas λ = 0. Lorsque λ = 1, on retrouve une expression de la fonctionnelle assimilable à GGA. Ainsi,
l’énergie d’échange-corrélation devient :
Ehybxc = aEHFx + (1− a)EDFTx (II.36)
Les paramètres fonctions de a sont des constantes à déterminer. Ces derniers donnent accès au
rapport HF
DFT
qui permet d’engendrer les différentes familles de fonctionnelles hybrides. Parmi elles, la
plus utilisée, notamment dans cette thèse, est celle proposée par Becke, B3LYP[29]. Trois fonctionnelles
d’échange différentes (ELDAx , EHFexactx et EB88x ) interviennent dans l’expression de Exc, au même titre
que deux fonctionnelles de corrélation LYP et VWN :
EB3LY Pxc = (1− a)ELDAx + aEHFexactx + b(EB88x − ELDAx ) + EVWNc + c(ELY Pc − EVWNc ) (II.37)
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a, b et c valent respectivement 0.2, 0.7 et 0.8. Ils ont été déterminés de façon empirique pour reproduire
aux plus près des résultats expérimentaux. Une autre fonctionnelle qui sera utilisée lors de ce travail
est PBE0[30], dont la fonctionnelle présente 25% d’échange HF dans une fonctionnelle GGA de type
PBE. A la différence de B3LYP, la part d’échange HF n’a pas été choisie empiriquement, mais sur la
base d’arguments de la théorie perturbationnelle. Ces méthodes, au même titre que certains résultats
expérimentaux, ont servi de référence pour l’élaboration d’autres méthodes beaucoup moins coûteuses en
temps et très faciles à mettre en œuvre : les méthodes semi-empiriques. Cependant, elles sont tributaires
des composés qui ont servi à l’étalonner.
II.4.3.4 Autres types d’approximations On peut citer notamment l’approximation de type
méta-GGA[31, 32, 33]. Afin de prendre mieux en compte l’inhomogénéité de la densité, la fonctionnelle
dépend alors de ρ(r), de son gradient ∇ρ(r), mais aussi du laplacien de la densité ∇2ρ(r). Elle nécessite
de plus l’introduction de la notion de densité d’énergie cinétique τ(r), qui dépend des orbitales occupées
issues d’un calcul Kohn et Sham :
τ(r) = 12
N∑
i=1
|∇Ψ(i)|2 (II.38)
L’énergie d’échange-corrélation s’exprime alors :
Eméta−GGAxc (ρ) =
∫
f(ρ,∇ρ, τ,∆ρ)dr (II.39)
D’autres méthodes plus récentes prennent en compte des effets plus fins, dont les interactions à
longue portée (méthode CAMB3LYP[34])ou bien les effets de dispersion (méthode DFT-D[35]). La ca-
ractéristique principale de l’approximation CAMB3LYP réside dans l’énergie d’échange, majoritaire, qui
est divisée en deux parties : une partie est relative à la longue portée (LC), la seconde à la courte portée
(CC). Globalement, l’optimisation des paramètres donne lieu à l’expression suivante :
ECAMB3LY Pxc =
(
0.19EHFx + 0.81EB88x
)
CC
+
(
0.65EHFx + 0.35EB88x
)
LC
+ 0.19ELY Pc + 0.81EVWNc (II.40)
Les méthodes du type DFT-D traduisent mieux les interactions de Van der Waals, dont l’importance
est non négligeable pour les larges systèmes tels que les systèmes hydratés. Les phénomènes de dispersion
sont pris en compte via un terme correctif Edisp sur l’énergie DFT de Kohn et Sham qui adopte la forme
suivante, suivant le formalisme proposé par Wu et Wang[36] :
Edisp = −C6
R6
− C8
R8
− C10
R10
− ... (II.41)
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Suivant le niveau de troncature utilisé, il existe différentes variantes : la troncature à C6 constitue la
DFT-D2, le niveau C8 la DFT-D3 etc... Dans le cadre de la première citée, Edisp s’exprime ainsi :
Edisp = −s6
Nat∑
i,j>1
Cij6
R6ij
fdamp(Rij) (II.42)
s6 est une constante qui dépend de la fonctionnelle à laquelle on a ajouté le correction dispersive.
Ainsi, pour la méthode B3LYP-D, sB3LY P6 vaut 1.05. La fonction fdamp permet d’activer la correction
au-delà d’une distance caractérisée par la somme des deux rayons de Van der Waals de i et j.
II.5 Bases de fonctions atomiques
Il existe deux grands types de bases atomiques pour exprimer les OM :
∗ les fonctions de Slater, plus communément appelées STO (pour Slater-Type Orbitals) ;
∗ les fonctions gaussiennes, ou GTO (pour Gaussian-Type Orbitals).
II.5.1 Fonctions STO et GTO
Les fonctions de Slater adoptent le forme suivante (en coordonnées sphériques) :
φζ,n,l,m(r, θ, ϕ) = Nrn−1e−ζrYl,m(θ, ϕ) (II.43)
Yl,m représente la partie harmonique sphérique et N est un facteur de normalisation. Ces fonctions
ont pour avantage de bien décrire l’occupation électronique au voisinage du noyau, ainsi qu’à grande
distance : elles sont donc appropriées pour les calculs atomiques. Mais elles restent très peu utilisées
pour l’étude de systèmes moléculaires car elles engendrent des calculs d’intégrales biélectroniques trop
complexes.
En ce qui concernent les fonctions gaussiennes, elles s’expriment comme :
gζ,n,l,m(r, θ, ϕ) = Nr2n−2−le−ζr
2
Yl,m(θ, ϕ) (II.44)
Elles possèdent une propriété remarquable : le produit de deux gaussiennes gA(ζA) et gB(ζB) centrées
sur deux atomes différents A et B donnent une autre gaussienne gC(ζC), située entre les atomes A
et B, avec ζC = ζA + ζB . Cela a pour conséquence d’autoriser un calcul plus simple des intégrales
biélectroniques à quatre centres qui se ramènent à des calculs d’intégrales à deux centres. Cependant,
leur comportement à courte et longue distances du noyau n’est pas bon (dérivée nulle et décroissance
trop rapide respectivement). Globalement, la précision des résultats dépend du nombre de gaussiennes
utilisées pour développer chaque orbitale.
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Les deux descriptions présentées ci-dessus apparaissent complémentaires : c’est pourquoi Huzinaga[37]
envisagea de remplacer une STO par une combinaison linéaire de N gaussiennes dites primitives (notées
STO-NG, et qualifiées de bases minimales). Les exposants ζ sont ajustés pour permettre de reproduire
les fonctions de type Slater. Ainsi, on obtient un comportement physique cohérent vis à vis du noyau
et le calcul des intégrales est favorisé. Dans un second temps, des jeux de coefficients et d’exposants de
gaussiennes décrivant des fonctions de Slater ont été proposés par Pople notamment[38, 39, 40]. D’autres
types de bases sont alors apparues, respectant la structure du modèle en couche :
∗ les bases double, triple ou quadruple zeta (notées DZP etc...) : chaque OA est représentée respec-
tivement par 2, 3 ou 4 combinaisons de gaussiennes ;
∗ les bases split-valence double zeta, triple zeta, quadruple zeta (notées n-n’n”G) avec n désignant
le nombre de gaussiennes de la couche interne et n’n” stipulant le nombre de gaussiennes utilisée
dans chaque couche de valence.
Plus ces bases sont grandes, plus le coût calculatoire est élevé. Pour qu’elles gagnent en flexibilité,
c’est-à-dire pour qu’elles traduisent au mieux les distorsions dues à l’environnement, des fonctions de
polarisation peuvent être ajoutées.
II.5.2 Fonctions de polarisation
Elles correspondent à des orbitales inoccupées dans l’atome à l’état fondamental. Elles prennent en
compte les déformations des orbitales atomiques de valence lors de la formation de la molécule. Différentes
valeurs des exposants de ces fonctions ont été proposées[41, 42, 43, 44]. La présence des fonctions de
polarisation est généralement notifiée par les lettres "(d,p)", ou bien "*" dans la nomenclature de Pople :
dans ce cas, les fonctions "d" concernent tous les atomes, sauf l’hydrogène sur lequel sont des fonctions de
type "p". La notation "**" implique que tous les atomes, sans exception, sont concernés par l’extension
de la base. Dunning a, quant à lui, mis au point des jeux de bases de type split-valence[45, 46] incluant
des fonctions de polarisation dont les exposants et les coefficients ont été optimisés à partir de calculs
post-HF. Ces bases sont notées cc-pVDZ (pour Correlation Consistent Polarized Valence Double Zeta),
cc-pVTZ, cc-VQZ pour les plus communes.
Pour obtenir une bonne description de l’espace situé au-delà des orbitales de valence, il est nécessaire
d’étoffer encore la base atomique utilisée. On fait intervenir des fonctions diffuses.
II.5.3 Fonctions diffuses
Elles possèdent des exposants ζ très faibles, ce qui leur permet de recouvrir l’espace diffus situé à
grande distance du noyau. Elles sont nécessaires à l’étude des anions, de systèmes présentant des liaisons
29
III Algorithmes de recherche de structure géométrique
hydrogène ou bien possédant de faibles énergies de liaison. Différentes méthodes de détermination de
leurs exposants ont été proposées. On peut citer la minimisation de l’énergie des anions, ou encore
l’extrapolation. De manière générale, l’exposant d’une diffuse est plus petit que le plus faible exposant
d’une fonction de valence. Dans la nomenclature de Pople, une fonction diffuse est désignée par le symbole
"+", tandis que les bases de Dunning incluent le préfixe "aug".
II.5.4 Erreur de superposition de base
L’évaluation de l’énergie exacte implique l’utilisation d’une base infinie de fonctions -en plus d’un
calcul FCI-. Or dans la pratique, un nombre fini de fonctions est utilisé : cela provoque un abaissement
artificiel de l’énergie. C’est ce qu’on nomme l’erreur de superposition de base (ou BSSE pour Basis Set
Superposition Error). Plus concrètement, si on appelle x et y les fonctions de base servant à décrire les
atomes des deux systèmes X et Y en interaction, le système global devient XY et est associé à la base
xy. Si les premières citées se superposent, l’énergie de liaison El s’exprime telle que, la notation * faisant
référence à la géométrie du complexe :
El = E(XY )∗xy − E(X)x − E(Y )y (II.45)
Le déséquilibre provoqué par une description des nuages électroniques du système global et de chacun
des deux fragments avec des bases x et y différentes induit l’erreur de superposition de base. Elle peut
être corrigée par la méthode dite de contrepoids (Counterpoise Correction)[47]. L’énergie corrigée du
complexe devient :
Ecorrl = El − [E(X)∗xy + E(Y )∗xy − E(X)∗x − E(Y )∗y] (II.46)
La correction de superposition de base peut se faire de deux manières : a priori, en chaque point de la
courbe d’énergie potentielle, ou a posteriori, c’est-à-dire uniquement au minimum de la courbe d’énergie
potentielle. Enfin, sa quantification dépend de la méthode de calcul utilisée. Elle est faible dans le cadre
des méthodes DFT, mais devient de plus en plus prononcée lorsqu’il s’agit de méthodes de type MP2 ou
Coupled Cluster. Certains traitements ab initio permettent d’éliminer directement cette erreur à partir
des équations de Roothan modifiées[48].
III Algorithmes de recherche de structure géométrique
La méthode de calcul de l’énergie du système considéré étant choisie, il est maintenant nécessaire de
déterminer la géométrie optimale adoptée par cette structure à partir de laquelle le calcul de propriétés
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sera mené. La géométrie optimale correspond au minimum global de la surface d’énergie potentielle,
c’est-à-dire au point de la SEP pour lequel le gradient est nul et le hessien est positif dans toutes les
directions. Différents types de méthodes peuvent être utilisées, suivant le mode d’approximation de la
fonction employée : on parle alors de méthodes locales ou non locales.
III.1 Méthodes locales
La recherche d’un minimum local se fait dans ce cadre-là au moyen d’algorithmes regroupés en deux
classes : les méthodes déterministes et probabilistes. Les premières citées sont sous-divisées en deux
catégories, selon si la recherche fait intervenir ou non un calcul de gradient. La convergence sera alors
atteinte plus ou moins rapidement.
III.1.1 Méthode du Simplex
Cet algorithme a été proposé par Dantzig en 1947. L’idée de départ consiste à entourer le minimum
recherché par un simplex, celui-ci étant un ensemble de (N+1) points qui entoure le minimum (N étant
le nombre de dimensions). La recherche du point optimal se fait via une méthode itérative par un
nombre minimal d’expériences. Au départ, on force le simplex à s’écarter du point initial grâce à une
série de déplacements mettant en jeu des opérations de symétrie. Cette méthode étant, telle quelle,
longue à mettre en œuvre et pouvant conduire à un faux minimum, Nelder et Mead y ont apporté des
modifications[49]. La localisation devient plus rapide et plus précise car deux autres opérations ont été
inclues dans la procédure de recherche : l’expansion et la contraction. La méthode du Simplex a l’avantage
de ne pas nécessiter le calcul du gradient ou du hessien. En revanche, elle dépend énormément du choix
du point de départ, et elle n’est pas très efficace si le minimum recherché se trouve sur un bord de la
SEP ou bien si la dimension N devient trop élevée. C’est pourquoi d’autres méthodes, certes plus lourdes
en matière de calculs mais plus précises, ont été mises au point. Elles reposent sur la détermination du
gradient et sont qualifiées de méthodes à direction de descente.
III.1.2 Méthodes à direction de descente
Trois méthodes principales seront présentées ici : la méthode du gradient, la méthode du gradient
conjugué ainsi que la méthode de Newton, plus complexe puisqu’elle nécessite aussi le calcul du hessien.
C’est la détermination du gradient en un point donné qui fournit la direction de la descente.
III.1.2.1 Méthode du gradient Cette méthode est la plus simple afin d’accéder au minimum
recherché au moyen d’un calcul de gradient. La distance entre un point xk et le point suivant xk+1
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est calculé en fonction de la valeur du gradient gk et d’un pas fixé au préalable λ (qualifié de pas de
descente).
xk+1 = xk − λgk (III.1)
Cette méthode a l’avantage d’être facile à mettre en œuvre, mais les conditions de convergence sont
assez lourdes, d’où une certaine lenteur associée : plus le pas est grand, plus la convergence sera rapide,
mais une valeur trop importante peut engendrer une divergence.
III.1.2.2 Méthode du gradient conjugué Au même titre que la méthode du gradient, cette
méthode est itérative, mais elle utilise un algorithme pour l’optimisation de la direction de recherche.
Celle-ci est déterminée à partir du gradient au point xk, mais aussi en fonction de celui calculé au
point précédent xk−1. Pour la première itération, la direction choisie correspond à la valeur négative du
gradient : d0 = −g0. Afin de diminuer le nombre d’itérations, le point xk+1 est choisi en déterminant le
minimum de la fonction dans la direction précédente :
xk+1 = xk + αkdk−1 (III.2)
avec dk = −gk + pkdk−1. Il faut noter que la direction de la descente dk est désormais différente de
−gk, elle est corrigée par un terme associé à la direction précédente. Suivant la procédure utilisée pour
déterminer le paramètre pk, on distingue différentes variantes de la méthode du gradient conjugué, dont
notamment :
∗ la méthode de Fletcher-Reeves
∗ la méthode de Polak-Ribière
Cette méthode est excellente si la fonction étudiée est quadratique. En effet si elle est en N dimensions,
seules N étapes de calcul sont nécessaires. Sinon, son efficacité dépend de la valeur de N. Globalement, la
convergence vers le minimum se fait très rapidement. L’évaluation du hessien peut être nécessaire pour
déterminer précisément le pas de descente, mais ce n’est pas indispensable, contrairement à la méthode
de Newton présentée ci-après.
III.1.2.3 Méthode de Newton La méthode de Newton n’est pas une méthode d’optimisation
à proprement dite. Elle permet de résoudre des équations non linéaires de la forme F (x) = 0 : dans
le cas de la recherche d’un minimum local, cette équation devient : gradF = 0. Sa résolution permet
l’obtention des points critiques de la fonction, qui ne sont pas forcément que des minima. Le point xk+1
est alors défini tel que :
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xk+1 = xk − h−1k gk (III.3)
où hk est le hessien de la fonction au point xk et −h−1k gk constitue la direction de descente. La calcul
du hessien hk est l’étape la plus coûteuse de la méthode : son approximation permettrait donc de gagner
en temps de calcul. C’est pourquoi les méthodes de quasi-Newton ont été proposées. Les méthodes dites
"de région de confiance" s’attachent à rendre le processus calculatoire peu dépendant du choix du point
de départ. Par exemple, les méthode BFGS, DFP ou SR1 proposent de calculer hk+1 en fonction de hk
grâce à des formules algébriques. On peut aussi conserver hk durant plusieurs itérations et l’actualiser
périodiquement. Une autre méthode de quasi-Newton est celle de Levenberg Marquardt, plus complexe
car couplée avec une règle de recherche linéaire.
En conclusion, l’efficacité des méthodes déterministes dépend de la complexité de la fonction (et donc
de la surface) étudiée. Elles convergent vers un unique minimum, et ne peuvent en aucun cas renseigner
de manière automatique sur tous les minima locaux présents. Compte tenu des avantages et inconvénients
de chacune, une méthode du type gradient conjugué avec estimation du hessien semble constituer un bon
compromis entre efficacité et temps de calcul. C’est d’ailleurs à cette famille qu’appartient l’algorithme de
Berny[50] que nous utiliserons plus tard via le logiciel GAUSSIAN09[51]. La recherche du minimum global
implique aussi l’utilisation d’autres méthodes. C’est pourquoi des méthodes de recherche de minimum
non locales sont envisagées.
III.2 Méthodes non locales
III.2.1 Présentation générale
La détermination de toutes les structures adoptées par un système devient vite fastidieux en utilisant
des méthodes locales telles que celles évoquées auparavant. De plus, certains minima locaux peuvent être
omis en raison du choix aléatoire du point de départ, ce qui ne permet pas d’isoler de façon quasi-certaine
le minimum global de la SEP. Les méthodes non locales autorisent ce type de recherche. On en distingue
trois types majeurs.
1. Méthode de Monte Carlo
Elle consiste à explorer la surface d’énergie potentielle par des déplacements aléatoires des atomes.
Sa formulation initiale a été proposée par Métropolis[52]. La simulation du système étudié est
réalisée dans un bain thermique à une température T ; un processus de modification aléatoire des
coordonnées atomiques est alors initié. Si à l’étape n l’itéré vaut Xn = x, on regarde la valeur de
l’énergie E pour un point y voisin de x (choisi aléatoirement). Si E(y) < E(x), x n’est pas adapté
et on choisit Xn+1 = y. Dans le cas contraire, Xn+1 = x apparaît plus judicieux. Mais il existe
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le risque d’être déjà dans un minimum local Xn = x. Pour s’affranchir de ce problème, on pose
Xn+1 = y si E(y)− E(x) < 0 ou Xn+1 = x dans le cas contraire etc...
2. Le recuit simulé
L’algorithme est basé sur le processus physique de refroidissement d’un liquide ou de cristallisa-
tion d’un métal. Il utilise la dynamique de Métropolis à des températures Tn décroissantes. La
première étape consiste à appliquer cet algorithme à la température élevée T0. Dans un second
temps, la température est abaissée de ∆T (= Tn − Tn+1) et l’algorithme de Métropolis est alors
appliqué à cette nouvelle température. Cette étape est réitérée jusqu’à ce que les déplacements
d’atomes ne soient plus marqués, ce qui correspond souvent à une température très basse. Lors du
refroidissement, le système devient de plus en plus ordonné, jusqu’à atteindre l’état de plus basse
énergie, c’est-à-dire le minimum global ;
3. La dynamique moléculaire
La méthode de dynamique moléculaire la plus connue pour l’exploration de la surface d’énergie
potentielle est la dynamique Born-Oppenheimer[53]. L’énergie du système est déterminée de ma-
nière quantique à chaque pas de temps de la dynamique. Les forces sont quant à elles calculées
classiquement à partir du théorème de Hellmann-Feynman :
FI(t) =
∫
∂V (r,R(t))
∂RI
(III.4)
avec V la fonction potentielle du système considéré. La résolution itérative des équations du mou-
vement de Newton, qui se fait notamment au moyen de l’algorithme de Verlet[54], provoque alors
une nouvelle configuration du système notée R(t, ∂t) caractérisées par la position, la vitesse et la
force appliquée sur chaque atome i à t+ ∂t :
ri(t+ ∂t) = ri(t) + ∂tvi(t) +
∂t2
2mi
fi(t) (III.5)
vi(t+ ∂t) = vi(t) +
∂t
2mi
[fi(t) + fi(t+ ∂t)] (III.6)
fi(t+ ∂t) =
∂V
∂ri(t+ ∂t)
(III.7)
Ce moyen d’exploration de la SEP dépend du choix du pas de la dynamique. Il implique aussi
un coût calculatoire élevé, le calcul de l’énergie nécessitant une diagonalisation de matrice. Afin
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de remédier à ce problème, Car-Parinello[55] ont développé une nouvelle approche basée sur la
propagation de la fonction d’onde des noyaux. Elle sera présentée ultérieurement, au même titre
que la dynamique Oppenheimer qui sera approfondie, dans le cadre du traitement vibrationnel.
Le choix de la température est crucial lors d’une dynamique. En effet, si elle est trop importante,
le système tendra vers un état dissociatif, tandis que l’abaisser de manière excessive peut ne pas
permettre de franchir certaines barrières énergétiques.
Toutes ces méthodes non locales ont un défaut majeur : elles sont longues à mettre en œuvre et
dépendent du choix de la structure initiale qui lorsqu’elle est éloignée du point recherché, allonge le temps
de calcul. Les influences conjugués du pas et/ou de la température peuvent aussi avoir des conséquences
sur le minimum obtenu, qui ne sera pas forcément global. Une nouvelle approche s’affranchissant de ces
inconvénients a été mise au point : c’est l’approche GSAM[56].
III.2.2 Algorithme GSAM
Cet algorithme, créé au sein du laboratoire, est toujours en cours d’évolution et appliqué à des
systèmes de plus en plus variés[57, 58, 59]. Il comprend trois étapes :
∗ la génération
∗ la sélection
∗ le processus de ratissage et d’optimisation
III.2.2.1 La génération Il s’agit de générer un jeu de structures initiales. C’est le point crucial
qui conditionne la fiabilité de la méthode. Deux approches complémentaires ont été mises au point :
la génération aléatoire et la génération sphéroïdale, qui ne sera pas détaillée ici car elle ne sera pas
utilisée par la suite. La génération aléatoire est basée sur la procédure d’Orland[60, 61]. On génère
aléatoirement, atome par atome, un ensemble de configurations dans un volume prédéfini et obéissant
à une distribution boltzmannienne. Parmi les structures générées, celles qui sont proches d’une forme
symétrique sont symétrisées. Cependant, ce mode de génération ne permet pas d’obtenir des structures
hautement symétriques telles que les sphères. La contrainte du volume permet d’obtenir des structures
non dissociées, ayant un sens physique, à la différence des autres méthodes décrites précédemment. De
plus, cette méthode ne nécessite pas d’hypothèse de départ.
III.2.2.2 La sélection Parmi les structures générées, les plus représentatives sont sélectionnées.
Il faut donc notamment supprimer les doublons. Pour ce faire, on applique un mode de sélection a priori,
et non a posteriori comme dans le cadre des méthodes non locales où le calcul de l’énergie est nécessaire
avant d’établir un quelconque choix. Deux structures semblables devant conduire au même minimum de
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la SEP, l’une des deux peut être écartée en se basant sur la métrique de Minkowski[62]. Si on note Q le
vecteur propriété qui contient l’ensemble des distances atomiques, la différence topologique Dij entre les
structures i et j s’écrit :
Dij =
∑
α
|Qiα −Qjα|2
maxkl|Qkα −Qlα|2
1
2
(III.8)
Si Dij > Dseuil (valeur seuil fixée au préalable), les deux structures i et j sont conservées. Dans le
cas contraire, j est rejetée.
III.2.2.3 Le processus de ratissage On réalise m tranches de cycles d’optimisation successives
de nopt cycles. Puis on rejette à l’issue de ces derniers les structures possédant une énergie relative
Erel > ∆Em, où ∆Em est réajustée au fur et à mesure que le nombre de cycles d’optimisation effectués
augmente. De plus, si on appelle i et j les formes géométriquement et énergétiquement identiques à
l’issue d’une tranche de cycles d’optimisation, la structure i sera éliminée selon le critère suivant :
∆Eij < 0.0002a.u. etDij < 1%. Les m tranches d’optimisation étant terminées, on calcule les probabilités
de Boltzmann à 298K -la température d’étude de non systèmes- : les structures possédant une probabilité
non négligeable, c’est-à-dire supérieure à 5%, sont alors pleinement relaxées et des calculs vibrationnels
seront réalisés à partir de celles-ci. Les paramètres considérés lors de l’application de GSAM sont : m=5 ;
∆Em = 6, 4, 3, 2eV à l’issue respectivement des 1e, 2e, 3e et 4e tranches d’optimisation ; nopt = 200.
IV Problème vibrationnel
IV.1 Traitement indépendant du temps : méthode statique
IV.1.1 Fonction potentielle - traitement harmonique
L’approximation de Born-Oppenheimer a permis d’établir que la fonction d’onde totale pouvait être
séparée en deux facteurs : une fonction d’onde électronique et une fonction d’onde nucléaire. L’équation
de Schrödinger nucléaire s’écrit :
HnΨn(R) = EnΨn (IV.1)
avec Hn = Tn + Vél. Vél et En représentent respectivement l’énergie des noyaux et la fonction
potentielle nucléaire. Les déplacements des noyaux par rapport à la position d’équilibre des noyaux
(notée 0) étant faibles, la fonction potentielle V peut être développée en une série de Taylor de ces
déplacements ∆r :
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V = V0 +
3N∑
i=1
(
∂V
∂∆ri
)
0
∆ri +
1
2
∑
ij
(
∂2V
∂∆ri∂∆ri
)
0
∆ri∆rj + ... (IV.2)
Les ∆ri constituent les coordonnées de déplacements nucléaires, N étant le nombre d’atomes de la
molécule considérée. La position d’équilibre étant la plus stable, le potentiel est minimum à la position
d’équilibre V0 = 0 et (
∂V
∂∆ri
)0 = 0. Le premier terme non-nul de l’équation (précédente) est donc
quadratique :
V = 12
∑
ij
(
∂2V
∂∆ri∂∆ri
)
0
∆ri∆rj + ... (IV.3)
La détermination des constantes du développement permet alors de calculer la forme du potentiel
au voisinage de la position d’équilibre. Il reste donc à expliciter l’énergie cinétique Tn et le potentiel
V en fonction des déplacements et des vitesses dans un état électronique donné. Pour cela, on résout
l’équation suivante : (Tn + V )Ψn = EnΨn. L’énergie cinétique des noyaux peut se décomposer en la
somme de plusieurs termes, fonctions de deux référentiels distincts, un repère fixe et un repère mobile
lié à la molécule, permettant de définir le mouvement global de celle-ci par rapport au trièdre fixe :
∗ l’énergie de translation de la molécule dans le repère fixe ;
∗ l’énergie cinétique des noyaux dans le repère mobile : c’est cette grandeur qui, associée au potentiel
V, correspond à l’énergie cinétique de vibration ;
∗ l’énergie de rotation ;
∗ les interactions rotation–vibration, translation–vibration ainsi que translation–rotation.
Compte tenu des 6 relations d’Eckart, on peut établir que :
Tn = Tvib + Ttrans + Trot + Trovib (IV.4)
Ainsi, dans le cas général, les vibrations sont caractérisées par (3N-6) coordonnées de déplacement
indépendantes, tandis que la rotation est caractérisée par 3 coordonnées définissant l’orientation du
repère mobile par rapport au repère fixe. Les 3 coordonnées de translation définissent quant à elles la
position du centre de gravité. En revanche, la rotation des molécules linéaires n’étant caractérisée que
par deux angles, elles ne comptent que (3N-5) coordonnées de vibration.
L’équation de Schrödinger nucléaire s’écrit alors d’après (IV.4) :
(Ttrans + T )ΨtransΨrovib = EΨtransΨrovib (IV.5)
avec T = Tvib + Trot + Trovib. L’absence d’interaction entre la translation et les autres mouvements
moléculaires permet d’exprimer Ψ comme le produit ΨtransΨ. De plus, T et V sont invariants par
translation. On obtient :
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(T + V )Ψ = ErovibΨ (IV.6)
avec Erovib = E − Etrans et TtransΨtrans = EtransΨtrans.
Afin de simplifier encore le problème, on peut considérer que le couplage entre rotation et vibration est
négligeable si la molécule étudiée est un rotateur. Cela impose que Tn = Trot+Tvib et Ψrovib = ΨrotΨvib.
L’énergie rotationnelle pour un niveau vibrationnel donné peut alors être déterminée en résolvant l’équa-
tion : HrotΨrot = ErotΨrot. Hrot est connu et prend la forme suivante :
Hrot =
J2a
2Ia
+ J
2
b
2Ib
+ J
2
c
2Ic
(IV.7)
en notant a, b et c les axes d’inertie de la molécule, Jα les projections du moment angulaire total
et Iα les moments d’inertie associés tels que Iα =
∑N
i
mir
x
i
2 avec mi la masse de l’atome i et rxi 2 sa
distance de l’axe d’inertie correspondant.
La résolution de l’équation vibrationnelle peut se faire dans différents systèmes de coordonnées : ici,
les résultats sont présentés en fonction des coordonnées cartésiennes de déplacement pondérées (si) telles
que si =
√
mi(xi − (xi)0) où les xi renvoient aux coordonnées cartésiennes de chaque atome i.
On obtient notamment :
V = 12
3N∑
ij
(
∂2V
∂si∂sj
)
0
sisj + ... (IV.8)
Il existe une transformation des coordonnées cartésiennes pondérées permettant d’exprimer Hvib
comme :
Hvib = Tvib + V =
1
2
3N−6∑
k=1
(
q˙2k + λkq2k
)
+ ... (IV.9)
avec qk =
∑3N
j=1 Lkjsj , Lkj est une matrice de dimension (3N-6)*3N et qk constituent les coordonnées
normales.
Par conséquent, l’équation de Schrödinger vibrationnelle s’écrit dans ce même système de coordon-
nées :
− h¯
2
2
3N−6∑
i=1
∂2
∂q2i
Ψvib = VΨvib + EvibΨvib (IV.10)
L’énergie potentielle est déduite du calcul de la structure électronique effectuée grâce aux méthodes
présentées dans la partie II.2. La fonction potentielle est telle que :
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V = 12
∑
i=1
∂2V
∂qi2
q2i +
1
3!
∑
i=1
∑
j=1≤i
∑
k=1≤j
∂3V
∂qi∂qj∂qk
qiqjqk
+ 14!
∑
i=1
∑
j=1≤i
∑
k=1≤j
∑
l=1≤k
∂4V
∂qi∂qj∂qk∂qj
qiqjqkql + ... (IV.11)
La troncature à l’ordre 2 constitue l’approximation harmonique du potentiel. La considération d’un
ordre supérieur -généralement l’ordre 4- permet la prise en compte des effets anharmoniques. Les dérivées
d’ordre 2, 3 et 4 sont respectivement les constantes de force quadratiques, cubiques et quartiques.
Dans le cadre harmonique, la résolution de l’équation (IV.10) ne pose pas de problème : il suffit de
diagonaliser le hessien (dérivée seconde) de dimension 3N*3N. Les (3N-6) valeurs et vecteurs propres
associés conduisent aux fréquences harmoniques ωi et aux coordonnées normales qi. Les fonctions d’onde
vibrationnelles Ψvib se présentent sous la forme du produit des fonctions d’onde d’oscillateurs harmo-
niques φi :
Ψvib =
3N−6∏
i
φi(qi, ωi) (IV.12)
avec φi(qi, ωi) =
√
ω√
pi
Hn(qi, ωi) exp
−ωiq2i
2 . L’énergie de l’état vibrationnel s’exprime comme :
Eivib =
∏
i
(
νi +
1
2
)
ωi (IV.13)
Lorsque νi = 0, Evib constitue l’énergie du niveau fondamental : on la nomme ZPE (pour Zero Point
Energy). L’énergie totale du système est alors telle que Etot = ZPE + Eél.
La considération des termes d’ordre supérieur dans l’équation (IV.11) est plus complexe : elle nécessite
des approximations. Les méthodes de traitement de l’anharmonicité sont analogues à celles utilisées pour
l’étude de la structure électronique.
IV.1.2 Traitement anharmonique
Le potentiel dont l’expression est donnée ci-dessus permet de résoudre analytiquement l’équation de
Schrödinger vibrationnelle qui repose ici sur le hamiltonien de Watson[63] :
H = hc[( 12
∑
i
ωip
2
i +
1
2
∑
i
ωiq
2
i ) +
∑
i,j,k
kijkqiqjqk
+
∑
ijkl
kijklqiqjqkql +
∑
α
BαP
2
α] (IV.14)
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Les termes entre parenthèses correspondent au hamiltonien d’ordre zéro, pi est le moment conjugué
de qi.
∑
BαP
2
α constitue le terme de Coriolis du second ordre[64].
Quatre grandes méthodes de résolution de cette équation seront présentées, par ordre croissant de
complexité : VSCF, VPT2, VCI et VCC.
IV.1.2.1 VSCF L’approximation VSCF[65, 66] est basée sur une expression de la fonction d’onde
en tant que produit de fonctions monodimensionnelles de type Hartree, N étant le nombre de modes de
vibration :
Ψn(q1, ...qN ) =
N∏
j=1
χ
(n)
j (qj) (IV.15)
Ce qui conduit aux équations SCF monomodes suivantes :
[
−12
∂2
∂q2j
+ V (n)j (qj)
]
χ
(n)
j (qj) = nχ
(n)
j (qj) (IV.16)
V
(n)
j (qj) est le potentiel effectif pour le mode qj et s’exprime ainsi :
V
(n)
j (qj) = 〈
N∏
i 6=j
χ
(n)
i (qi)|V (q1, ..., qN )|
N∏
i6=j
χ
(n)
i (qi)〉 (IV.17)
Les équations précédentes sont résolues via la procédure SCF présentée auparavant. L’approximation
VSCF fournit l’énergie totale suivante :
En =
N∑
j=1

(n)
j − (N − 1)〈
N∏
j=1
χ
(n)
j (qj)|V (q1, ..., qN )|
N∏
j=1
χ
(n)
j (qj)〉 (IV.18)
La principale difficulté réside dans l’équation (IV.17). L’évaluation du potentiel effectif V (n)j (qj)
nécessite le calcul des intégrales multidimensionnelles. Plusieurs approches ont été proposées[67] :
∗ développement de la fonction potentielle en termes de modes normaux ;
∗ inclusion des interactions entre deux modes normaux dans le développement du potentiel ;
∗ intégration des intégrales multidimensionnelles multidimensionnelles par la méthode Monte-Carlo.
Les solutions qui résultent de l’équation (IV.17) peuvent être corrigées par les effets de corrélation
entre les modes de vibration à l’aide de la théorie des perturbations du second ordre (méthode CC-
VSCF). Le potentiel du système est alors la somme de termes séparables (les termes monomodes) et des
termes de couplage croisés[67] :
V (q1, ..., qN ) =
N∑
j
Veff (qj) +
N−1∑
i
N∑
j>i
V coupij (qi, qj) (IV.19)
40
IV Problème vibrationnel
Les équations VSCF peuvent être résolues grâce à des méthodes reposant sur une grille de points.
Une forme analytique du potentiel n’est pas forcément nécessaire, ce qui constitue un avantage compte
tenu de l’importance de sa qualité dans les résultats obtenus.
IV.1.2.2 VPT2 Les fréquences anharmoniques peuvent aussi être déterminées au moyen de la
théorie des pertubations en termes de coordonnées normales. La construction des constantes de force
anharmoniques et leur utilisation dans une évaluation du second ordre perturbatif des paramètres ro-
vibrationnels a d’ailleurs été implémentée dans le logiciel GAUSSIAN09[68]. L’hamiltonien d’ordre zéro
correspondant au hamiltonien de l’oscillateur harmonique, l’anharmonicité peut être considérée comme
une perturbation. On a alors : HV PT2 = H0 +Hanh. Hanh s’exprime comme :
Hanh =
∑
ijk
(
∂3V
∂qi∂qj∂qk
)
0
qiqjqk +
∑
ijkl
(
∂4V
∂qi∂qj∂qk∂ql
)
0
qiqjqkql (IV.20)
=
∑
ijk
kijkqiqjqk +
∑
ijkl
kijklqiqjqkql (IV.21)
Les dérivées d’ordre 3 et 4 sont évaluées par différenciation numérique des hessiens analytiques, pour
de petits incréments de la géométrie d’équilibre le long d’une coordonnée normale. Cela nécessite le
calcul de 6N-11 hessiens en notant toujours N le nombre de modes de vibration de la molécule. Ainsi,
les constantes cubiques et quartiques ont la forme suivante :
kijk =
1
3
(
ωjk(δqi)− ωjk(−δqi)
2δqi
+ ωki(δqk)− ωki(−δqj)2δqj +
ωij(δqk)− ωij(−δqk)
2δqk
)
(IV.22)
kijkk =
ωij(δqk) + ωij(−δqk)− 2ωij(0)
2δq2k
(IV.23)
kiikk =
1
2
(
ωii(δqk) + ωii(−δqk)− 2ωii(0)
δq2k
+ ωkk(δqi) + ωkk(−δqi)− 2ωkk(0)
δq2i
)
(IV.24)
L’énergie vibrationnelle obtenue dans le cadre de la théorie perturbationnelle du second ordre s’écrit :
EV PT2n = χ0 +
∑
i
ωi(ni +
1
2) +
∑
i
∑
j<i
χij(ni +
1
2)(nj +
1
2) = ... (IV.25)
avec ω les fréquences harmoniques issues du hamiltonien d’ordre 0 et χ désignent les contributions
anharmoniques fonctions des constantes cubiques et quartiques kijk et kijkl[68, 69].
Cette méthode possède deux défauts majeurs : elle traite mal les résonances et reproduit mal les
couplages, les surestimant souvent.
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IV.1.2.3 VCI La contribution perturbationnelle surestimant les valeurs anharmoniques, on préfè-
rera réaliser des calculs variationnels VCI[70, 71, 72, 73, 74][75, 76, 77, 78, 79], plus coûteux. Ils reposent
sur la diagonalisation de la représentation du hamiltonien vibrationnel dans la base des fonctions propres
du hamiltonien non perturbé H0. Elle contient les fonctions d’onde étudiées (sous-espace S0) et leurs
multiexcitations(sous-espace S1).
Dans l’approche VSCF, l’expression de la fonction d’onde globale sous la forme d’une produit de
fonctions de type Hartree n’autorise pas la prise en compte des interactions explicites intermodes. La
méthode VCI permet d’inclure les excitations des orbitales occupées vers des orbitales virtuelles, qui
correspondent aux niveaux inoccupés en VSCF. Elles sont générées par des opérateurs d’excitation τµ.
L’espace des configurations global s’écrit alors : |Ψi〉,τµ|Ψi〉. L’indice µ fournit l’information nécessaire à
la description de l’excitation (états de départ et d’arrivée). L’ensemble des excitations peut être désigné
par des produits d’excitation mono-modes du type am+am amim (en considérant une excitation d’un niveau
im occupé vers une niveau am virtuel). La paramétrisation VCI de la fonction d’onde consiste en un
développement linéaire adoptant la forme suivante pour les N modes du système :
|V CI〉 = Ci|Ψi〉+
∑
µ
Cµτµ|Ψi〉 (IV.26)
Les différentes valeurs des paramètres sont déterminées à partir de critères variationnels aboutissant
aux équations aux valeurs propres usuelles CI.
La prise en compte de toutes les excitations µ permet d’obtenir la fonction d’onde FVCI (pour
Full-VCI). Elle constitue la fonction d’onde exacte pour un hamiltonien donné et la différence entre les
énergies VSCF et FVCI est l’énergie de corrélation. Ainsi, plus la dimension de la matrice à diagiona-
liser est grande, plus la solution exacte est approchée et plus le nombre de couplages considérés entre
états vibrationnels est grand. Sachant qu’on ne peut pas diagonaliser une matrice de taille infinie, une
approximation pour l’étude de gros systèmes a été mise au point : on limite le nombre de produits de
type Hartree. L’approche VCI tronquée permet d’inclure seulement une part de l’espace S1, et une partie
de l’énergie de corrélation. Le moyen pour introduire cette approximation sur la fonction FVCI est de
tronquer directement le développement correspondant à un certain niveau d’excitation, souvent, qua-
druple. Deux autres options sont envisageables pour rendre le calcul accessible : on peut considérer soit
un critère énergétique (toutes les configurations existantes comprises entre des valeurs d’énergie choisies
au préalable sont générées), soit un critère lié à la fonction potentielle (le niveau de troncature de celle-ci
impose le degré d’excitation possible).
Malgré cela, le défaut majeur de cette approche réside dans le temps de calcul très élevé. En effet, la
vitesse de la diagonalisation de la matrice représentative du hamiltonien évolue comme N3. Pour tirer
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le meilleur parti des avantages des méthodes VCI et VPT2, des méthodes dites mixtes de "variation-
perturbation" ont été mises au point et permettent de limiter substantiellement la taille de la matrice à
diagonaliser sans perte notable de précision. C’est notamment le cas de la méthode VCI-P.
IV.1.2.4 VCI-P La méthode VCI-P[80, 81] consiste à calculer état par état l’énergie des niveaux
vibrationnels anharmoniques par une méthode basée sur le principe variationnel. Cela nécessite la dia-
gonalisation de 3N −5 matrices CI (où N est le nombre d’atomes), chacune d’entre elles étant construite
avec les interactions les plus fortes qui décrivent l’état considéré. La contributions des configurations
les moins pertinentes, c’est-à-dire qui décrivent très faiblement l’état, sont évalués par une approche
perturbationnelle au second ordre, comme le montre la figure 2.1 ci-dessous.
Figure 2.1 – Principe de la méthode VCI-P
IV.1.2.5 VCC Il a déjà été noté dans le cadre des présentations des méthodes de calcul de la
structure électronique que l’approche "Coupled Cluster" était la plus précise, mais aussi la plus gourmande
en temps de calcul. La méthode CC vibrationnelle (VCC)[82] repose sur l’équation suivante :
|V CC〉 = eT |Ψi〉 (IV.27)
où |Φi〉 est la fonction d’onde de référence (dans l’état VSCF) et T l’opérateur de clusterisation,
identique à celui présenté précédemment. Il peut être décomposé sous la forme d’opérateurs décrivant
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touts les excitations du système étudié :
T =
∑
µ
tµTµ (IV.28)
avec tµ désignant l’amplitude et Tµ l’opérateur de l’excitation représentée par l’indice µ.
Les équations (IV.27 et IV.28) conduisent à une expression de l’équation de Schrödinger vibrationnelle
suivante :
e−THeT |Ψi〉 = EV CC |Ψi〉 (IV.29)
La projection de chaque excitation sur l’état de référence VSCF fournit un jeu d’équations non
linéaires :
0 = 〈µ|e−THeT |Ψi〉 (IV.30)
La projection sur l’état VSCF conduit à une valeur de l’énergie EV CC de :
EV CC = 〈Ψi|e−THeT |Ψi〉 (IV.31)
Cette dernière ne peut être évaluée qu’une fois que les équations (IV.30) auront été résolues. Au
même titre que pour l’approche VCI, une troncature de T s’impose à la 4e excitation.
Cette méthode possède enfin l’avantage d’être extensive par la taille : elle rend bien compte des
évolutions de l’énergie, de la fonction d’onde ainsi que des propriétés en fonction de la taille du système.
Toutes ces méthodes nécessitent une forme analytique du potentiel, dont la justesse conditionne la
qualité des résultats vibrationnels obtenus.
Pour s’affranchir de cet obstacle, on peut employer des méthodes de dynamique moléculaire. Elles
consistent à simuler une trajectoire durant un temps de simulation défini à une température donnée. Le
système étudié est alors libre de se mouvoir en fonction des forces qui l’animent. A partir de la trajectoire
établie, unes signature vibrationnelle qui rend compte de l’ensemble des conformations visitées peut être
déterminée.
IV.2 Traitement dépendant du temps : méthode dynamique (DM)
Les observations expérimentales paraissent plus faciles à reproduire dans le cadre de la dynamique
moléculaire que dans le contexte statique en raison de trois facteurs : l’importance de la température
ainsi que de l’effet entropique, et la diversité des temps propres des techniques de spectroscopie. Ces
effets peuvent être introduits de différentes manières, notamment via des méthodes de dynamique ab
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initio, pour lesquelles la dynamique des noyaux est traitée classiquement et les noyaux sont considérés
de façon quantique.
IV.2.1 Trajectoires
IV.2.1.1 Cadre général Le point de départ de la DM repose sur l’équation de Schrödinger dé-
pendante du temps :
ih¯
∂
∂t
Ψ(ri, RI , t) = HΨ(ri, RI , t) (IV.32)
avec H le hamiltonien présenté auparavant.
On introduit alors une approximation sur la fonction d’onde, qui consiste à séparer les contributions
électroniques Φ et nucléaires χ. Celle-ci est différente de l’hypothèse de Born et Oppenheimer proposée
dans le cas statique, puisqu’un facteur de phase noté Ee intervient :
Ee =
∫
Φ∗(ri, t)χ∗(RI , t)HeΦ(ri, t)χ(RI , t)drdR (IV.33)
On aboutit aux équations suivantes :
ih¯
∂Φ
∂t
= −
∑
i
h¯2
2me
∇2iΦ +
[∫
χ∗(RI , t)Vneχ(RI , t)dR
]
Φ (IV.34)
ih¯
∂χ
∂t
= −
∑
I
h¯2
2MI
∇2iχ+
[∫
Φ∗(ri, t)HeΦ(ri, t)dr
]
χ (IV.35)
Les électrons et les noyaux traités de manière quantique évoluent ainsi dans un potentiel dépendant
du temps.
La seconde étape consiste à considérer les noyaux comme des particules ponctuelles. La fonction
d’onde nucléaire χ adopte la forme suivante :
χ(RI , t) = A(RI , t)exp
(
i
h¯
S(RI , t)
)
(IV.36)
où A est le facteur d’amplitude et S le facteur de phase qui sont des réels[83]. L’équation (IV.34)
donne alors lieu à deux égalités, fonctions respectivement de A et de S :
∂A
∂t
+
∑
I
1
MI
(∇IA)(∇IS) + A2 ∇
2
iS = 0 (IV.37)
∂S
∂t
+
∑
I
1
2MI
(∇IS)2 +
∫
Φ∗HeΦdr = h¯2
∑
I
1
2MI
∇2iA
A
(IV.38)
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C’est la seconde citée qui permet d’accéder à l’équation classique du mouvement décrite ci-dessous,
avec PI = ∇IS :
dPI
dt
= −∇I
∫
Φ∗HeΦdr (IV.39)
soit
MIR¨I = −∇I
∫
Φ∗HeΦdr = −∇IVe(RI) (IV.40)
On constate que les noyaux évoluent classiquement dans le potentiel Ve créé par les électrons, qui
dépend de la position instantanée des noyaux. En ce qui concerne l’équation (IV.32) qui fait intervenir la
fonction d’onde nucléaire au même titre que son homologue électronique, on impose une limite classique
qui donne lieu à l’équation d’évolution électronique suivante :
ih¯
∂Φ
∂t
= He(ri, RI)Φ(ri, RI) (IV.41)
D’après cette dernière, les électrons évoluent de façon auto-cohérente avec les noyaux. Le hamiltonien
et la fonction d’onde électronique dépendent des positions instantanées des noyaux de part la forme du
potentiel d’interaction électrons/noyaux Vne. A partir de ce constat, plusieurs méthodes de résolution
du problème dynamique sont envisageables.
IV.2.1.2 Dynamique d’Ehrenfest Les équations (IV.40) et (IV.41) peuvent être résolues simul-
tanément en considérant la fonction d’onde électronique Φ comme une combinaison linéaire de plusieurs
états Φk :
Φ(ri, RI , t) =
∞∑
k
ck(t)Φk(ri, RI) (IV.42)
Il est commun d’adopter comme formes de Φk la base issue de la résolution de l’équation de Schrö-
dinger indépendante du temps HeΦk = EkΦk. De plus, la restriction à un seul état électronique dans la
forme développée de Φ permet d’obtenir les équations d’évolution ci-dessous :
MIR¨I(t) = −∇I〈Φ0|He|Φ0〉 (IV.43)
ih¯
Φ0
∂t
= HeΦ0 (IV.44)
Le dynamique d’Ehrenfest[84] est la première approche dite "en vol". Cependant, elle n’est presque
pas utilisée car l’échelle et le pas de temps dictés par la dynamique des électrons engendrent des coûts
calculatoires trop élevés. D’autres approches ont été proposées.
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IV.2.1.3 Dynamique moléculaire "Born-Oppenheimer" (BOMD) Comme cela a déjà
été évoqué dans la partie III, cette méthode[85, 86] consiste à résoudre dans le cadre statique le problème
de la structure électronique à chaque pas de la simulation pour un jeu de coordonnées nucléaires corres-
pondant à leurs positions instantanées. Autrement dit, les noyaux suivent une trajectoire classique et la
structure électronique est déduite de la résolution de l’équation de Schrödinger indépendante du temps.
Les équations permettant de traduire ces hypothèses prennent la forme suivante, pour l’état fondamental
Φ0 :
MIR¨I = −∇I min〈Φ0|He|Φ0〉 (IV.45)
HeΦ0 = E0Φ0 (IV.46)
Dans le cadre de l’approximation Hartree-Fock, la minimisation contrainte de l’énergie par rap-
port aux orbitales, soit min〈Φ0|HHFe |Φ0〉(〈ψi|ψj〉−δij), équivaut, dans le formalisme de Lagrange, à
L = −〈Φ0|HHFe |Φ0〉+
∑
ij
Λij(〈ψi|ψj〉− δij) si Φ0 = det(ψi). Λij représentent les multiplicateurs de La-
grange associés aux contraintes d’orthonormalisation. On a alors : δL
δψ∗i
= 0, ce qui conduit aux équations
HF usuelles HHFe ψi =
∑
j
Λijψj . Les équations (IV.45) et (IV.46) peuvent s’écrire :
MIR¨I = −∇I min〈Φ0|HHFe |Φ0〉〈ψi|ψj〉=δij (IV.47)
HHFe ψi = iψi (IV.48)
Ce jeu d’égalités peut aussi être obtenu dans le cadre de la DFT où HHFe sera remplacé par HKSe .
On notera que l’énergie électronique doit être minimisée à chaque pas de la simulation, ce qui constitue
une différence majeure avec la DM d’Ehrenfest. En effet, la minimisation de l’énergie par la fonction
d’onde de départ suffit à sa minimisation naturelle par la fonction d’onde propagée. Une autre différence
remarquable est que la BOMD ne nécessite pas d’évolution temporelle explicite de la fonction d’onde.
Quant au pas de temps, il doit être important car l’échelle repose sur les noyaux. Ces trois inconvénients,
surtout le premier cité, font que cette méthode de simulation est très gourmande en temps de calcul.
C’est pourquoi d’autres approches ont été suggérées, dites DM de "Lagrange Etendu", pour lesquelles on
exploite la différence entre les échelles de temps relatifs aux noyaux (mouvement lent) et aux électrons
(mouvement rapide).
IV.2.1.4 Dynamique moléculaire "Lagrange Etendu" (ELMD) Suivant l’expression du
Lagrangien considéré, deux principales approches sont utilisées : la DM dite de Car-Parinello (CPMD)[55]
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ou bien celle reposant sur le formalisme "Atom-centered Density Matrix Propagation" (ADMP)[87, 88,
89].
IV.2.1.4.1 CPMD On considère le Lagrangien suivant :
LCP =
1
2
∑
I
MIR˙
2
I − 〈Φ0|He|Φ0〉+ 12
∑
i
µi〈ψ˙i|ψ˙i〉+
∑
ij
(〈ψi|ψj〉 − δij) (IV.49)
Le premier terme fait référence à l’énergie cinétique des noyaux, le second à l’énergie potentielle
électronique, le troisième à l’énergie cinétique des OM et le dernier pose la condition d’orthonormalisation
de celles-ci.
Les équations d’Euler-Lagrange qui s’écrivent de manière générale :
d
dt
∂L
∂R˙I
= ∂L
∂R˙I
(IV.50)
d
dt
∂L
∂ψ˙∗I
= ∂L
∂ψ˙∗I
(IV.51)
permettent d’obtenir les équations du mouvement suivantes :
MI
∂2RI(t)
∂t2
= − ∂
∂RI
〈Φ0|He|Φ0〉+ ∂
∂RI
∑
ij
Λij(〈ψi|ψj〉 − δij) (IV.52)
µi
∂2ψi(t)
∂t2
= −Heψi +
∑
j
Λijψj (IV.53)
On peut ainsi dire que les noyaux évoluent au cours du temps à une certaine température propor-
tionnelle au terme
∑
I
MIR˙
2
I , tandis que les électrons seraient soumis à une température fictive associée
au terme µ
∑
i
〈ψ˙i|ψ˙i〉.
La CPMD propose une évolution temporelle explicite de la fonction d’onde et ne nécessite pas de
minimiser le problème électronique à chaque pas puisque la fonction d’onde est propagée au cours du
temps. Le pas de temps est raisonnablement grand, son choix étant dicté par la valeur de la masse µi.
Généralement, l’approche de Car-Parinello emploie les orbitales de Kohn et Sham développées sur une
base d’ondes planes.
IV.2.1.4.2 ADMP Une des étapes les plus lourdes de la CPMD réside dans le calcul itératif
du terme fonction de Λij . Pour s’affranchir de cet inconvénient, une expression du Lagrangien sans cette
contrainte a été proposée. Elle prend la forme suivante, sous forme matricielle :
LADMP =
1
2Tr(V
TMV ) + 12µTr(P˙ P˙ )− E(R,P )− Tr(Λ(PP − P )) (IV.54)
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où R, V et M renvoient respectivement aux positions nucléaires, aux vitesses et aux masses, P
représentant la matrice densité. µ constitue toujours la masse fictive associée aux degrés de liberté élec-
troniques. Elle permet de compenser l’erreur implicite due à la propagation de la structure électronique
par rapport à sa convergence totale. Les équations du mouvement peuvent se développer ainsi :
M
d2R
dt2
= −∂E
∂R
|P (IV.55)
d2P
dt2
= −µ−
1
2
(
∂E
∂P
|R +ΛP + PΛ− Λ
)
µ−
1
2 (IV.56)
Dans le cadre de cette méthode, la structure électronique, représentée par la matrice densité, et les
noyaux traités classiquement sont propagées simultanément en ajustant les échelles de temps relatives
aux noyaux et aux électrons.
L’efficacité et le justesse de ce modèle dépend du choix de la masse fictive. De plus, il a été noté que
l’écart entre les trajectoires ADMP et BOMD était directement proportionnel à cette grandeur[87]. Son
choix doit être tel que les oscillations de la densité soient d’un ordre de grandeur plus important que les
mouvements de plus haute fréquence affichés par les noyaux. Plusieurs avantages de cette méthode sont
répertoriés :
∗ la liberté de traiter rigoureusement tous les électrons du système ;
∗ l’utilisation de pas de temps raisonnablement importants au travers de petites valeurs de masses
fictives ;
∗ le large choix de fonctionnelles d’échange-corrélation (incluant la DFT hybride) ;
∗ la possibilité de traiter des systèmes chargés ;
∗ le contrôle en "temps de vol" de la déviation par rapport à la surface Born-Oppenheimer.
Cette approche est implémentée dans GAUSSIAN09 et sera utilisée pour la détermination des spectres
vibrationnels de nos systèmes d’étude. Leur obtention à partir de la trajectoire issue des calculs ci-dessus
est détaillée dans la partie suivante.
IV.2.2 Transformées de Fourier de données temporelles
Le calcul des spectres vibrationnels à partir d’une trajectoire de DM est basé sur la théorie de la
réponse linéaire. La fonction d’autocorrélation CA(t) d’une grandeur A permet d’exprimer la corréla-
tion entre les valeurs A(t) et A(t0), t0 désignant l’instant initial. Elle s’exprime telle que : CA(t) =
〈A(t0).A(t0 + t)〉. Elle constitue une valeur moyenne sur l’ensemble statistique. Pour améliorer les résul-
tats, plusieurs origines de temps peuvent être considérées. CA(t) peut alors s’écrire :
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CA(t) =
1
τmax
1
N
τmax∑
j=1
N∑
i=1
Ai(τj).Ai(τj + t) (IV.57)
où τmax représente le nombre d’origines temporelles τj choisies et N le nombre d’entités. Suivant la
forme de Ai, différentes données spectrales peuvent être obtenues.
IV.2.2.1 Ai=vitesses atomiques pondérées Les vitesses atomiques pondérées vˆi sont égales
à vˆi =
√
mivi avec mi et vi respectivement la masse et la vitesse cartésienne de l’atome i. La transformée
de Fourier de la fonction d’autocorrélation Cv(t) avec Cv(t) déduite de l’équation (IV.57) en prenant
Ai comme vˆi permet d’obtenir la densité d’états vibrationnels du système étudié, appelés spectres DOS
(pour Density Of States)[90, 91] :
DOS(ω) = 1
B
∫
eiωtCv(t)dt (IV.58)
avec B un facteur de normalisation.
IV.2.2.2 Ai=moment dipolaire M La transformée de Fourier de la fonction d’autocorréla-
tion des moments dipolaires permet de déterminer le spectre IR. Le coefficient d’absorption I(ω) de la
radiation IR s’écrit[92, 93, 94] :
I(ω) = 4pi
2ω2
3cnkBT
∫
eiωt〈M0.Mt〉dt (IV.59)
avec c la vitesse de la lumière et n l’indice de réfraction du milieu. Le moment dipolaire est défini à
partir des positions ri et des charges qi des particules : Mt =
∑N
i=1 qiri(t). Sa considération directe pour
l’établissement du spectre peut poser des problèmes, notamment en cas de conditions périodiques, pour
lesquelles M est discontinu. On préfèrera alors calculer le spectre IR à partir des dérivées du moment
dipolaire M˙t =
∑N
i=1 qivi(t) :
I(ω) = 4pi
2ω2
3cnkBT
∫
eiωt〈M˙0.M˙t〉dt (IV.60)
IV.2.2.3 Attribution des bandes spectrales L’utilisation de cette approche fournit l’image
théorique d’un spectre IR dont l’attribution des bandes n’est pas triviale. Pour identifier une à une les
bandes fondamentales (et même indirectement certaines bandes harmoniques ou de combinaison), on
considérera les transformées de Fourier des fonctions d’autocorrélation des vitesses projetées chacune le
long d’un mode normal[95, 96]. Chacun d’entre eux peut être calculé en diagonalisant le hessien, fonction
des positions atomiques : Hij =
1√
mimj
∂2E
∂ri∂rj
. Les vecteurs propres de cette matrice représentent alors
les modes normaux. A la différence de l’approche décrite précédemment, on obtiendra (3N-6) spectres
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DOS, dont la position du pic principal correspondra à la valeur de la transition fondamentale provenant
du mode normal sur lesquelles les vitesses temporelles ont été projetées :
Vˆj(ω) = eiωt〈Vj0 .Vjt〉dt (IV.61)
où Vˆj(ω) est la vitesse selon la coordonnée normale j. Les vecteurs propres correspondants aux modes
normaux sont extraits des simulations de DM en diagonalisant la matrice de covariance des vitesses
pondérées par les masses, notées Kvij , et définies par :
Kvij =
1
2 〈
√
mimjvivj〉 (IV.62)
Les valeurs propres associées λvij représentent l’énergie cinétique moyenne sur chaque mode normal.
De manière analogue, les vitesses peuvent être projetées sur les coordonnées internes[97]. Le pic principal
correspond alors à la transition vibrationnelle pour laquelle la dite coordonnée interne est la plus sollicitée.
Son principe général est similaire à un calcul d’orbitales localisées déterminées à partir des orbitales SCF
obtenus à un niveau Hartree-Fock. Dans les deux cas, une entité (soit l’OM, soit le mode normal), qui
est délocalisé sur toute la molécule, est transformée en son équivalent local. Concrètement, les fréquences
correspondant aux coordonnées normales deviennent des fréquences "intrinsèques", qui représentent la
somme des contributions de tous les modes normaux de vibration à une coordonnée interne spécifique.
Il arrive que ces modes de projection ne suffisent pas à obtenir des valeurs cohérentes pour les
nombres d’onde correspondants à certains modes de vibration, notamment pour les stretching NH ou
CH au-delà de 2800cm−1. Afin de comprendre les phénomènes mis en jeu, une IVR (pour Intramolecular
Vibrational energy Redistribution) peut être menée. Cela consiste à mettre initialement une certaine
quantité d’énergie sur le vecteur déplacement du mode à analyser. Au cours du temps, des couplages
intermodes peuvent apparaître et favoriser la propagation de l’énergie de départ sur ces modes. Ce
phénomène de transfert énergétique peut entraîner des valeurs d’intensité aberrantes pour certains modes
et engendrer des problèmes indirects dans l’attribution de bandes spectrales.
Ces méthodes peuvent être appliquées grâce au code VAMD implémenté au laboratoire[98].
IV.3 Conditions de calcul
Dans le cadre de la détermination statique des propriétés de structure électronique, différentes mé-
thodes ont été testées sur nos systèmes d’étude, à savoir les aérosols de nitrate et les bases d’ADN
microhydratées.
Tout d’abord, des calculs basés sur la DFT vont être menés, de part leur faible coût calculatoire
par rapport aux méthodes post-HF et leur cohérence communément constatée par rapport aux données
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expérimentales. En particulier, la méthode B3LYP est connue pour fournir des résultats qui approchent
à 10cm−1 les données expérimentales sur les systèmes organiques[99] et radicalaires[100]. Quant à la
méthode PBE0, sa fiabilité a été validée sur des systèmes similaires aux oxydes d’azote, tels que les
oxydes de phosphore[101]. La première citée possède son analogue prenant en compte les interactions à
longue portée, à savoir CAMB3LYP. Elle sera testée au même titre que les méthodes précédentes car
nos systèmes possèdent des liaisons hydrogène, ainsi que des interactions métal/ligand.
D’autres méthodes développées récemment permettent elles aussi de reproduire l’influence des dif-
férentes interactions pouvant entrer en jeu au sein même d’un composé. On peut citer celles du type
B3LYP-D. Les méthodes prenant en compte un haut niveau de corrélation électronique fournissent certes
des résultats équivalents, mais elles sont beaucoup pus coûteuses en temps et sont donc adaptées à l’étude
de petites molécules.
La méthode MP2 constitue elle aussi un niveau de calcul envisageable car les résultats issus de son
application ont déjà été meilleurs que ceux observés en B3LYP sur des systèmes organiques tels que la
glycine[102]. Les calculs réalisés à un niveau CCSD(T) seront des références pour le choix de la méthode
utilisée, son application ne pouvant être généralisée en raison de sa trop lourde mise en œuvre de part
la taille des systèmes d’intérêt.
Quant aux bases, deux grands types de bases seront associées à toutes ces méthodes : 6-31+G(d,p),
6-311+G(d,p) d’une part, et aug-cc-pVTZ d’autre part.
En ce qui concerne la DM, les forces temporelles seront déterminées par la méthode choisie pour
l’étude statique, afin de pouvoir établir une comparaison directe entre ces deux familles de résultats.
D’autres paramètres ont une importance particulière pour le calcul vibrationnel dynamique. Le temps
total de simulation sera pris égal à 10ps, ce qui permet de bien reproduire les mouvements de grande
amplitude (modes mous, de bas nombre d’onde). Le pas sera de 0.2fs, pour traduire au mieux les
mouvements de faible amplitude, très rapprochés. La température de la simulation sera imposée par
la valeur de l’énergie cinétique initialement insuﬄée au système. Cette dernière vaut : 32 (N − 1)kBT
où N est le nombre d’atomes et T la température prise égale à 2 fois la température réelle d’étude, la
structure de base étant la forme optimisée à 0K. Le dernier facteur à évaluer est la masse fictive. Sa valeur
est fixée à 1000. Cette valeur est celle prise par défaut dans le logiciel GAUSSIAN09, car elle permet
un bon compromis entre rapidité de la DM et le traitement des liaisons labiles. Enfin, la production de
spectres se réalisera dans l’espace microcanonique NVE.
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Chapitre 3
Étude de molécules hydratées :
cas d’un système inorganique, les
aérosols de nitrate
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I Introduction
I.1 Formation et fonction des aérosols
Les aérosols sont un des principaux composants de l’atmosphère terrestre. Ce sont des particules en
suspension dans l’air, de taille micronique ou submicronique[1], qui sont d’origine naturelle (poussières
désertiques, cendres volcaniques, embruns marins) ou bien anthropique (fumées des industries, transport,
poussières issues de feux agricoles)[2]. Elles se forment à partir de poussières minérales ou de sels marins
qui ont la propriété d’interagir avec des oxydes d’azote tels que NO2,HNO3 et N2O5. Ainsi, s’obtiennent
des aérosols de nitrate, dont NaNO3, Mg(NO3)2, Ca(NO3)2, ou encore (NH4)NO3 suivant les réactions
ci-dessous[2] :
NaCl(s,aq) + HNO3(g) → NaNO3(s,aq) + HCl(g)
Mg(Cl)2(s,aq) + 2HNO3 (g) → Mg(NO3)2(s,aq) + 2HCl(g)
CaCO3(s) + 2HNO3(g) → Ca(NO3)2(s,aq) + CO2(g) + H2O
La quantité d’aérosols de nitrate, plus importante au-dessus des zones polluées[3], et plus grande à
l’intérieur des terres qu’au dessus des océans, va augmenter d’ici à 2030[4]. Cela entraînera une augmen-
tation de l’effet dit « parasol » via leur capacité à diffuser les rayons solaires UV[2], qui sera annihilé
par l’effet de serre induit par la production croissante d’autres molécules[4]. Par ailleurs, ces composés
toxiques pour l’homme, participent à la cancérogenèse du poumon[3].
Une autre propriété remarquable des aérosols, et plus particulièrement des aérosols de nitrate, est
qu’ils président à la formation des nuages[2, 5]. Cette propension dépend d’une part de l’hygroscopicité
du complexe inorganique et d’autre part de la nature de l’espèce cationique associée[2]. A ce sujet,
l’augmentation de son hygroscopicité amplifie ce processus[6]. Il a été observé que pour un fort taux
d’humidité relative ambiant(RH) dans l’atmosphère, les particules d’aérosols de nitrate deviennent plus
hygroscopiques et réfléchissent 2 à 3 fois plus de rayonnement que ces mêmes particules sèches[7, 8]. La
modification des propriétés d’absorption Infrarouge (IR) de l’aérosol en fonction du RH s’observe alors
facilement par le déplacement des bandes IR caractéristiques du sel et de l’eau liée au cation[6]. De
nombreuses études expérimentales ont été menées à ce sujet sur les différents types d’aérosols de nitrate
cités en début de paragraphe (NaNO3, Mg(NO3)2, Ca(NO3)2, NH4NO3) pour plusieurs valeurs du taux
d’humidité relative[2, 6, 9, 10, 11, 12].
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I.2 Position du problème
En particulier, les études expérimentales menées sur les aérosols de nitrate NaNO3 ont été réalisés
principalement pour des taux d’humidité relative compris entre 20 et 80%. Il a été établi que de telles
valeurs de RH correspondaient à un nombre de molécules autour du nitrate de sodium variant de 0.65 à
6.1. Cependant, aucune étude théorique permettant de mieux appréhender les variations des propriétés
spectroscopiques observées n’a été effectuée sur ces aérosols. En outre, les effets d’anharmonicité, de
solvatation et dynamique qui constituent leur signature vibrationnelle n’ont pas été étudiés. Les struc-
tures géométriques des conformations les plus probables à la température stratosphérique (200K) n’ont
pas été non plus recherchées, alors qu’elles président à la détermination de ces propriétés. L’objectif de
l’étude présentée ci-dessous est de déterminer les propriétés microscopiques à l’origine du comportement
vibrationnel observé pour nos systèmes. La démarche sera double : elle nécessite l’identification par le
calcul des formes les plus stables adoptées par ces clusters en fonction du taux d’humidité, puis un calcul
des propriétés vibrationnelles correspondantes viendra compléter les résultats expérimentaux développés
dans la littérature. L’application théorique se limitera à l’analyse des aérosols de la forme NaNO3,nH2O,
avec n un entier variant de 1 à 4.
Concrètement, l’objectif initial est de reproduire au mieux, par le calcul, les déplacements des bandes
IR relatives aux cinq modes de vibration caractéristiques de NO−3 constatées avec l’augmentation du taux
d’humidité et donc de la valeur de n. Ces cinq modes, dont une représentation est disponible sur la figure
3.1, sont décrits ci-dessous :
∗ le stretching symétrique ν1 ;
∗ les stretching asymétriques ν3A et ν3B ;
∗ les bending asymétriques ν4A et ν4B .
Figure 3.1 – Description des modes internes des aérosols de nitrate étudiés
Il faut noter que l’intensité très faible du mode ν2, relatif à la déformation hors du plan de NO−3 ,
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ne permet pas son étude en fonction du taux d’humidité. Les valeurs relevées expérimentalement[2, 10]
pour chaque mode actif en fonction du nombre n de molécules d’eau associées à NaNO3 sont reportées
dans le tableau 3.2.
Mode n=0.8(1 ) n=1.7(1.9 ) n=3.3(3 ) n=4.3(4 )
1 1058 1055 1053 1050
3A 1367 1360 1353 1353
3B 1427 1425 1423 1409
4A 717 717 717 720
4B 728 728 728 728
Figure 3.2 – Valeurs des nombres d’onde relatifs aux 5 modes de vibration de l’ion nitrate en
fonction de n
Les incertitudes ont été évaluées à 10cm−1 sur les nombres d’onde, et à 0.12 sur le nombre de
molécules d’eau agrégées autour de NaNO3.
II Conditions calculatoires
Les résultats présentés ci-dessous font suite aux travaux réalisés par Gibson[2] et Li[10]. L’objectif
a été de tenter de reproduire par une approche théorique les évolutions expérimentales observées pour
les nombres d’onde relatifs à cinq modes de vibration de l’ion nitrate NO−3 au sein d’un environnement
particulier : un aérosol de nitrate dont le taux d’humidité varie. Ce dernier est directement dépendant du
nombre de molécules d’eau n nécessaire à la bonne représentation de l’aérosol par un modèle géométrique
du type (NaNO3,nH2O) proposé dans la littérature. Dans ce travail, n est un entier compris entre 1 et
4. La justesse de nos résultats va être conditionnée par la qualité de nos modèles théoriques. D’une part,
le modèle géométrique considéré doit être adapté à l’étude des aérosols de nitrate et doit permettre de
retranscrire réellement le comportement des ions nitrate en présence de cations Na+ et surtout d’une
quantité variable d’eau. D’autre part, la qualité des résultats vibrationnels dépend du modèle calculatoire
choisi : pour se faire, le choix de la méthode ainsi que de la base est primordial.
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II.1 Choix de la méthode
Avant d’envisager une quelconque étude structurale ou vibrationnelle permettant de traduire, voire
conforter, les données expérimentales concernant les aérosols de nitrate pour 4 taux d’hydratation diffé-
rents, il est nécessaire de déterminer les conditions calculatoires les plus adaptées. Des tests préliminaires
ont été effectués sur l’ion NO−3 .
Des calculs des fréquences harmoniques de l’ion NO−3 ont été menés à différents niveaux théoriques
afin d’être comparés à des calculs de référence réalisés au niveau CCSD(T)/aug-cc-pVTZ grâce au logiciel
C4[13]. Pour se faire, les méthodes B3LYP, PBE0, CAMB3LYP et MP2 ont été associées aux bases 6-
31+G(d,p), 6-311+G(d,p), aug-cc-pVTZ. Les écarts entre les valeurs harmoniques calculées pour toutes
ces méthodes et les valeurs CCSD(T) sont reportées dans le tableau 3.3. Il faut noter que la symétrie de
cet ion étant D3h, les modes 3A et 3B d’une part, et 4A et 4B d’autre part, sont dégénérés.
Method ω1 ω3A = ω3B ω3A = ω3B
CCSD(T)/aug-cc-pVTZ 1046 1372 703
CCSD(T)/6-311G(d) +7 +67 +11
B3LYP/6-31+G(d,p) +24 +30 -6
B3LYP/6-311+G(d,p) +20 +6 +6
B3LYP/aug-cc-pVTZ +16 -8 +4
MP2/6-31+G(d,p) +21 +131 -7
MP2/6-311+G(d,p) +33 +127 +16
MP2/aug-cc-pVTZ +20 +102 +11
CAMB3LYP/6-31+G(d,p) +68 +89 +12
CAMB3LYP/6-311+G(d,p) +63 +64 +24
PBE0/6-311+G(d,p) +71 +85 +29
PBE0/aug-cc-pVTZ +64 +69 +24
Figure 3.3 – Écarts (en cm−1) par rapport aux fréquences harmoniques de NO−3 calculées au
niveau CCSD(T)/aug-cc-pVTZpour différents niveaux calculatoires
On constate que l’écart moyen par rapport aux valeurs CCSD(T)/aug-cc-pVTZ est le plus faible
pour les méthodes B3LYP : il est de 13cm−1, contre 52, 53 et 57cm−1 respectivement pour les niveaux
MP2, CAMB3LYP et PBE0. Ce sont surtout les modes de stretching asymétriques qui sont mal traduits
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par ces dernières méthodes pour lesquelles l’écart moyen atteint 120, 77, 77cm−1. On en déduit que la
méthode alliant bonne description de l’ion nitrate et coût calculatoire raisonnable est B3LYP, associée
soit à la base 6-31+G(d,p), soit à la base 6-311+G(d,p).
II.2 Choix de la base
En ce qui concerne le choix de la base, l’étude du tableau précédent nous montre que les nombres
d’onde des modes de bending sont du même ordre de grandeur que les valeurs de référence pour les
3 bases testées. La sélection se fait alors à partir des modes 1 et 3. Plus la base est étendue, plus
les fréquences associées au mode 1 sont proches des valeurs CCSD(T). Quant aux modes 3, la petite
base 6-31+G(d,p) les reproduit mal (30cm−1 d’écart contre 6 ou -8cm−1 pour les deux autres). Par
conséquent, si l’on s’en tient à ses seuls résultats, la base 6-311+G(d,p) paraît la mieux adaptée à
l’étude de NO−3 . Cependant, la base 6-31+G(d,p) a été considérée pour les études qualitatives. Son coût
calculatoire est moins important que celui de 6-311+G(d,p) : la différence entre les deux sera d’autant
moins négligeable que l’hydratation, et donc la taille du système, augmentera. Ensuite, l’association de
la méthode B3LYP avec la base 6-31+G(d,p) a déjà été validée pour le calcul de structure électronique
de systèmes tels que H2CO, H2CS, H2CNH ou C2H4, ainsi que l’uracile ou le pyrrole[14, 15]. Enfin, la
prise en compte d’orbitales diffuses, qui sont adaptées pour l’étude des anions, est identique pour les
deux bases, 6-31+G(d,p) et 6-311+G(d,p).
II.3 Choix du modèle structural
II.3.1 Application aux systèmes NaNO3,nH2O : niveau harmonique
Dans un premier temps, une approche théorique basique a été envisagée. Des calculs harmoniques
sur les structures les plus stables adoptées par nos aérosols représentés par NaNO3,nH2O avec n=1 à 4
ont été réalisés. Les structures les plus probables pour chaque aérosol ont été obtenues à l’issue d’une
simulation de dynamique moléculaire via une étape de thermalisation à 200K. Les structures les plus
stables ont été répertoriées dans la figure 3.4.
Le calcul des propriétés vibrationnelles de chacune de ces formes à un niveau harmonique et dans la
cadre de la méthode B3LYP/6-31+G(d,p) a abouti aux résultats du tableau 3.5.
Tout d’abord, on peut remarquer les fréquences différentes obtenues pour les modes 3A, 3B et 4A,
4B. Elle provient de la levée de dégénérescence des modes 3 et 4 qui se produit lorsque l’ion nitrate
passe de la symétrie D3h à la symétrie C2v en présence de son contre-ion Na+. D’un point de vue
qualitatif, les évolutions observées expérimentalement pour chacun des modes ne sont pas reproduites.
Quantitativement, les résultats ne sont pas meilleurs puisque des écarts atteignant 40, 60, 137cm−1 pour
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Figure 3.4 – Structures les plus stables adoptées par les systèmes (NaNO3,nH2O) au niveau
B3LYP/6-31+G(d,p) obtenues à l’issue d’une dynamique moléculaire à 200K
n 1 2 3 4
ω1 1054 1083 1053 1090
ω3A 1307 1342 1321 1366
ω3B 1556 1540 1560 1528
ω4A 701 718 695 699
ω4B 723 736 725 731
Figure 3.5 – Fréquences harmoniques (en cm−1) des structures les plus stables de la forme
(NaNO3,nH2O) issues d’une thermalisation à 200K, et à un niveau B3LYP/6-31+G(d,p)
les modes 1, 3A et 3B respectivement ont été relevés. La non prise en compte de l’anharmonicité ne suffit
pas à expliquer de telles différences. La pertinence de la méthode de calcul a été re-vérifiée en menant
ce calcul harmonique pour n=1 aux niveaux CAMB3LYP/6-31+G(d,p) et B3LYP+BSSE/6-31+G(d,p),
dont l’influence peut jouer un rôle au sein de l’aérosol. Les valeurs obtenues sont respectivement : 1129,
1477, 1547, 747, 761cm−1 et 1083, 1417, 1488, 734 et 739cm−1. On en conclut que la méthode de calcul
n’est pas en cause puisque le premiers résultats sont encore plus éloignés et que les seconds engendrent
des écarts entre expérience et théorie de l’ordre de 60cm−1, inexplicables encore par la seule considération
de l’anharmonicité. Le modèle basique consistant à simuler l’environnement humide autour de NaNO3
par n molécules d’eau n’est sans doute pas représentatif du milieu. De plus, plusieurs formes stables
peuvent être représentatives de l’aérosol dans des conditions fixées. Ceci fera l’objet de développements
dans la partie II. Enfin, les expériences ont été réalisées en laboratoire, à 298K : tous les calculs devront
être considérés à cette même température. Au préalable, la méthode de calcul de l’anharmonicité la plus
adaptée à l’étude de nos aérosols sera déterminée.
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II.3.2 Influence du modèle anharmonique
Il s’agit ici de comparer les résultats anharmoniques obtenus à partir des structures précédentes
avec les deux méthodes VPT2 et VCI-P. Cela permettra d’évaluer indirectement la force des couplages
anharmoniques mettant en jeu les modes du soluté dans les aérosols de nitrate. Les écarts par rapport aux
valeurs VCI-P obtenus par le logiciel Gaussian sont reportées dans le tableau reporté dans la publication
placée en fin de chapitre.
Les écarts extrêmes n’excèdent pas 10cm−1, ce qui signifie que les couplages soluté/soluté et so-
luté/solvant ne sont pas très prononcés. L’anharmonicité sera donc considérée via la méthode VPT2,
moins coûteuse en temps.
Le modèle théorique étant totalement établi pour l’étude vibrationnelle des aérosols de nitrate, on
peut maintenant s’attacher à déterminer le modèle géométrique représentatif de ces systèmes.
II.3.3 Étude du système (NaNO3,1H2O)x avec x=1 à 4
Le modèle NaNO3,nH2O ne fournissant pas des résultats vibrationnels qualitativement satisfaisants,
il doit être reconsidéré afin de reproduire le comportement réel des aérosols dans le milieu humide. Des
systèmes sous la forme de clusters d’agrégats tels que (NaNO3,nH2O)x ont été envisagés, avec x un entier
de 1 à 4. Le choix du modèle se fera à partir de l’étude pour n=1.
L’algorithme GSAM a permis de générer, à partir des motifs NaNO3 et H2O, 200 structures préop-
timisées en PM6, pour lesquelles les probabilités de Boltzmann %P ont été déterminées à 298K. Leurs
calculs sont basés sur les valeurs d’énergie corrigées par le ZPVE (Zero Point Vibrational Energy). Les
formes dont %P est supérieur à 5% ont été optimisées au niveau B3LYP/6-31+G(d,p) : les plus stables
pour chaque valeur de x sont reportées sur la figure 3.6.
Figure 3.6 – Structures les plus stables adoptées par les systèmes (NaNO3,1H2O)x avec x=1 à
4 au niveau B3LYP/6-31+G(d,p)
D’un point de vue géométrique, on constate que les molécules ont tendance à s’agréger dans un même
plan, puis lorsque x devient plus important, leur organisation se fait dans l’espace autour d’interactions
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Na-NO3 et de liaisons hydrogène. Le nombre de ces dernières au sein du système augmente avec le
nombre de motifs NaNO3,nH2O. En revanche, leur longueur moyenne qui diminue jusqu’à x=3 repart à
la hausse pour x=4 (1.86Å contre 1.72Å), ce qui peut signifier une plus grande instabilité.
A partir de cette étude structurale, un calcul anharmonique des fréquences correspondantes a été
mené au même niveau calculatoire. La figure 3.7 rapporte les écarts entre ces valeurs et leurs contreparties
expérimentales pour chacun des modes étudiés.
Figure 3.7 – Écarts (en cm−1) entre les fréquences anharmoniques obtenues à un niveau
B3LYP/6-31+G(d,p) pour chaque structure la plus stable de la forme (NaNO3,1H2O)x avec
x=1 à 4 et leurs contreparties expérimentales en fonction du mode considéré
Lorsque le nombre de motifs NaNO3,1H2O augmente, l’écart expérience/théorie diminue jusqu’à
x=3. Pour x=4, il se stabilise : on observe donc une convergence. Pour x=3, il atteint au maximum
25cm−1 pour le mode 3B, alors qu’il était de 96cm−1 pour x=1. Ainsi, la forme (NaNO3,nH2O)3 sera
considérée pour la suite, en faisant l’hypothèse que son comportement est similaire pour toutes les valeurs
de n.
La procédure GSAM a été appliquée et 1000 structures ont été générées au départ pour x=3 et n=2,
3 et 4 afin de considérer l’augmentation de la taille du cluster. Après préoptimisation au niveau PM6
et la suppression des "doublons", il reste environ 40% de structures représentatives pour chaque valeur
de n. L’optimisation de celles-ci avec la méthode B3LYP/6-31+G(d,p) permet de répertorier les formes
les plus probables (respectant %P<5%). On obtient ainsi 2 ou 3 structures caractéristiques pour chaque
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aérosol pour n=1, 2, 4 et n=3 respectivement. Elles sont présentées dans la publication située à la fin du
chapitre,associées à leurs valeurs de %P. On remarque un étalement plus prononcé des molécules d’eau et
de NaNO3 avec l’augmentation de la taille du système. Ce phénomène est mis en évidence par l’évolution
moyenne de certains paramètres géométriques caractéristiques de ces clusters, dont par exemple les
distances Na-N ainsi que Na-O. Les longueurs Na-N augmentent avec le taux d’humidité : pour n=1,
elle vaut 2.77Å pour atteindre 2.86Å pour n=4. Quant aux secondes Na-O, le nombre d’entre elles
inférieures à 3Å diminue avec une plus grande hydratation. Ceci confirme l’hypothèse d’une séparation de
charges de plus en plus marquée avec l’augmentation du nombre du nombre de molécules d’eau. L’étude
vibrationnelle sur ces aérosols de nitrate hydratés sera conduite sur les structures ainsi déterminées.
III Propriétés vibrationnelles des aérosols
III.1 Publication
Il s’agit de déterminer les fréquences de vibration de chaque aérosol pour une valeur de n donnée.
La propriété globale sera obtenue en pondérant les intensités des bandes relatives à chaque forme repré-
sentative par le pourcentage de Boltzmann correspondant. Pour chaque mode d’intérêt, les données sont
ajustées par une lorentzienne dont la largeur à mi-hauteur est prise de telle sorte qu’un pic se révèle.
Le maximum correspondra alors au nombre d’onde de la vibration considérée. Un spectre vibrationnel
contient deux informations majeures : les valeurs des nombres d’onde ainsi que les intensités des bandes
vibrationnelles. L’objectif principal de notre étude concerne ici les premières citées : les résultats finaux
sont présentés dans la publication insérée ci-après.
67
 1 
A theoretical strategy to build structural models of microhydrated inorganic systems for 
the knowledge of their vibrational properties. The case of the hydrated nitrate aerosols. 
 
Sandrine Thicoipe, Philippe Carbonniere* and Claude Pouchan 
 
Groupe de Chimie Théorique et Réactivité, IPREM/ECP UMR CNRS 5254, Université de 
Pau et des Pays de l’Adour, F-64000 Pau, France. 
*correponding author: philippe.carbonniere@univ-pau.fr 
Abstract 
 
This study provides theoretical anharmonic calculations for microhydrated NaNO3 –labeled 
(NaNO3,nH2O)x– with a water-to-solute ratio (n) ranging from 1 to 4. A representative 
geometrical model of these forms was first investigated by simulating molecular clusters as 
(NaNO3,1H2O)x with x=1 to 4. The comparison between the calculated time independent 
anharmonic frequencies using the B3LYP/6-31+G(d,p) method and their experimental 
counterparts led to the choice of a supercluster model. Time independent anharmonic 
calculations were performed at the B3LYP/6-311+G(d,p) level of theory from the most 
probable structures of (NaNO3,nH2O)3 supercluster determined by using our global search 
algorithm we developed recently (GSAM code). The quality of the structural model is 
illustrated by comparing their corresponding anharmonic vibrational signatures with those 
obtained from IR experiences. An average deviation of 15 cm-1 is observed between the two 
series for the modes of the solute in these molecular systems ranging from 24 to 51 atoms.  
 
 2 
Introduction 
The computation of the vibrational signatures of a molecular system relies on the proper 
location of its associated nuclear configuration which corresponds to a particular minimum 
(or a particular set of minima) within a potential energy surface (PES). 
In small and semi-rigid systems, quantum mechanical direct approach is able to describe 
accurately the PES1,2 which is often characterized by one minimum, while non-local methods 
are more appropriate for complex systems which have many degrees of freedom and large 
number of minima. 
Even for larger and floppy carbon-based compounds exhibiting a priori well characterized 
minima, the optimized geometries of the corresponding lowest energy equilibrium 
conformations may be obtained from local search algorithms. The (an)harmonic vibrational 
signatures are then computed from time independent (or static) approaches or time dependent 
(or dynamic) methods by starting from the geometries obtained at 0K or at finite temperature 
after a step of thermalization3,4,5. 
For the vast majority of molecular systems for which the overall of physically reasonable 
conformer structures cannot be guessed, global search algorithms are used. Thus, the proper 
evaluation of their vibrational properties is related to the proper exploration to their complex 
potential energy landscapes. This is generally performed in this field from a classical 
molecular dynamics (MD) simulation in which the forces acting on the nuclei during their 
motions are computed from Quantum Mechanics (QM) or QM/Molecular Mechanics 
(QM/MM) methods6. 
While the MD is by essence the best choice to explore exhaustively the PES, its efficiency is 
hampered by the height of the energetic barriers connecting the minima. The metadynamics 
avoids the drawback by adding a positive Gaussian potential around the space explored in 
order to discourage the system to come back to the previous point7.  
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We have recently developed an effective algorithm called GSAM8 (Global Search Algorithm 
of Minima exploration) for finding the most stable isomers of clusters. This method is based 
on the sampling of the most different topological forms before any electronic structure 
computations allowing the generation of a quite small initial set of promising structures. 
Such an investigation has already been carried out on microhydrated cytosine9 with a number 
of water molecules ranging from 1 to 5 to build a simple and computationally cheap solvent 
model able to reproduce reliably the experimental infrared spectrum of its aqueous form.  
This scheme is used in the present paper to build a structural model aiming to reproduce the 
anharmonic vibrational properties of more polarized molecular systems. 
We chose to treat the case of nitrate aerosol which has been extensively studied 
experimentally, namely in reason of its hygroscopic property that makes the molecule 
involved in cloud condensation10,11, reverberation of the sunlight and absorption of infrared 
(IR) radiations12,13. While experimental IR transitions of (NaNO3,nH2O) (n=1-4) are available 
in the literature, namely for the internal modes of the nitrate anion10,14, very few theoretical 
studies are reported on hydrated nitrates. We mention here the harmonic vibrational 
calculations for the (CaNO3,10H2O) cluster15. Vibrational shifts caused by anharmonicity and 
solvation have not been investigated so far. 
The aim of the paper consists in the proposal of a structural model for the computation of 
anharmonic vibrational properties for such systems. The quality of the structural model will 
be evaluated by comparing vibrational theoretical results with their experimental counterparts. 
The five internal vibrational modes of the anion NO3- are considered: the symmetric 
stretching mode called 1, the two asymmetric stretching modes 3A and 3B and the bending 
modes noted 4A and 4B. They are depicted on the Figure 1. 
 
[Figure 1] 
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Methods and computational details 
Structural optimizations, harmonic and second order pertubative anharmonic wavenumbers16 
were performed with the Gaussian09 program17. The variational treatment of the 
anharmonicity is performed with the VCI-P code described in details elsewhere18 which relies 
on an improved version of a standard variation-perturbation scheme19 allowing a massive 
truncation of the vibrational configuration space with minimum error on the calculated 
energies. We recall here that, unlike VPT2, the VCI-P treatment is able to treat properly the 
strongest mode-mode couplings (Fermi or Darling Dennisson resonances) but is in turn much 
more time consuming than the VPT2 treatment. 
Electronic structure calculations were performed at the B3LYP20, PBE021, CAMB3LYP22 and 
MP223 levels. Computations of analytical harmonic wavenumbers at the CCSD(T)24 level 
were performed with the C4 program25. In all calculations, Pople’s valence double (triple) 
zeta basis set including diffuse and polarization functions, 6-31(1)+G(d,p) and aug-cc-pVTZ 
Dunning base26 were used. Harmonic calculations for NO3- anion were also carried out to 
compare the accuracy of the DFT models with their CCSD(T)/aug-cc-pVTZ counterparts. 
These DFT models were considered for the following reasons: the B3LYP/6-31+G(d,p) 
method is known to approach the CCSD(T)/aug-cc-pVTZ results by an average deviation of 
about 10cm-1 in the case of small organic27,28 and radical29 systems. The PBE0 level has been 
already used to successfully calculate vibrational properties of phosphorus oxides30. 
CAMB3LYP is used here in reason of the presence of hydrogen bonds within the molecular 
systems under investigation. 
The GSAM8 code (Global Search Algorithm of Minima exploration), already tested on atomic 
and molecular clusters, was used to find the physically reasonable geometrical structures of 
(NaNO3,nH2O)x (n=1 to 4 ; x=1 to 4) at 298K. This algorithm includes two parts: (i) the 
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generation of an initial guess that consists of a random generation of several hundreds of 
structure for each (NaNO3,nH2O)x cluster from the geometry of their monomeric units and (ii) 
their pre-optimization at the PM6 level of theory31,32 for which reliable results were reported 
on hydrated organic systems33 and molecules exhibiting strong metal/ligand interaction34. The 
physically reasonable conformers at 298K (Boltzmann probability > 5%) found by the 
algorithm were then re-optimized with a suitable DFT model chemistry. 
 
Results and discussion 
To investigate the NaNO3,nH2O clusters with a suitable computational method, several 
calculations of NO3- harmonic frequencies were carried out at different levels of theory and 
were compared to the more accurate but expensive CCSD(T)/aug-cc-pVTZ method. B3LYP, 
PBE0, CAMB3LYP and MP2 methods were associated to 6-31+G(d,p), 6-311+G(d,p) and 
aug-cc-pVTZ basis sets in the present study. Deviations with respect to the CCSD(T)/aug-cc-
pVTZ harmonic results are reported in the Table 1. 
 
[Table 1] 
 
Harmonic wavenumbers calculated at the B3LYP level of theory are closer to their CCSD(T) 
counterparts, unlike the MP2, PBE0 and CAMB3LYP results. For the five NO3- modes, the 
MP2, PBE0 and CAMB3LYP associated with the aug-cc-pVTZ basis set yields an average 
gap of 52, 57, 53cm-1 respectively while it is only 13cm-1 for B3LYP. 
Regarding the basis sets associated to the DFT method, the triple zeta basis set of Pople which 
is less time consuming and give results close to the aug-cc-pVTZ results was chosen for our 
final computations on the hydrated systems. It is noteworthy that the double zeta basis set of 
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Pople, much more computationally cheaper than its triple counterpart, performed a fair good 
job and was used for qualitative investigations. 
 
The Table 2 qualitatively informs about the strength of the anharmonic couplings occurring in 
the solute modes for the micro-hydrated nitrates. It is reported the anharmonic wavenumbers 
of the NO3- unit in the (NaNO3,nH2O)1 molecular systems (n=1 to 4) computed with a 
variational-perturbational scheme (VCI-P) and a second order perturbative treatment (VPT2) 
from a B3LYP/6-31+G(d,p) quartic force field. The discrepancy between the two results 
ranges from -9 to +9 cm-1 whatever the water-to-solute ratio (n). This suggests that the solute-
solute and solute-solvant mode couplings are not significantly strong and leads to choose the 
VPT2 method for the anharmonic treatment of such a systems. 
 
[Table 2] 
 
The choice of the structural model is based on the agreement between the experimental 
wavenumbers available in literature and the anharmonic values computed from the considered 
structures. Two experimental sets of frequencies for the nitrate aerosols were reported in the 
literature10,14. While the first experience was realized in ambient relative humidities 
corresponding to water-to-solute ratios (n) of 1, 2, 3, 4, the second experience was done for 
ratios of 0.8, 1.7, 3.3 and 4.3. The standard deviations were estimated to 0.12 and 10 cm-1 for 
the value of the water-to-solute ratio and the experimental wavenumbers, respectively. 
The chemical nature of the microhydrated nitrate required a structural representation of this 
molecular system as an aggregate of several (NaNO3,nH2O) motifs. The anharmonic 
wavenumbers of the internal modes related to the nitrate anion were then calculated by 
considering the supercluster (NaNO3,nH2O)x with n and x ranging from 1 to 4.  
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The fig. 2 depicts the evolution of these wavenumber values in the case of the monohydrated 
nitrate (WSR=n=1) with respect to the number of motifs within the lowest energy supercluster 
which varies from x=1 to 4 in our study. The wavenumbers were subtracted from their 
experimental counterparts10. This shows that the consideration of one structural motif only –
(NaNO3,nH2O)x=1– is not sufficient for a reliable representation of the vibrational property, 
particularly for the ν3A and ν3B modes for which the disagreement is about 100 cm-1. Going 
from x=1 to x=4, the theoretical results fairly converge toward the experimental values and 
reveal that the structural model (NaNO3,nH2O)3 as a good compromise between reliability and 
feasibility. 
 
[Figure 2] 
 
The model chosen to simulate the hydrated nitrate aerosols was applied for WSR=2,3 and 4. 
About a thousand of structures were first generated with the GSAM procedure for each 
supercluster. The most probable structures of (NaNO3,nH2O)3 at 298K obtained at the 
B3LYP/6-31+G(d,p) level of theory are reported in the Table 3 with their corresponding 
Boltzmann probability computed from their relative stability based on their zero-point 
vibrational energy (ZPVE) corrected energies. 
 
[Table 3] 
 
We note a dispersion of NO3- (or Na+) unit when the number of water molecules increases. 
This can be seen by the evolution of the average of the most sensitive NaNO3 geometrical 
parameters w. r. t. the hydration in the supercluster. We observe a global increase of the Na-N 
 8 
distances, going from 2.77Å for WSR=1 to 2.86Å for WSR=4. Moreover, the number of Na-
O bonds lower than 3Å decreases when increases the water-to-solute ratio. 
 
Infrared spectra for (NaNO3,nH2O)3 (n=1-4) were built from the computed VPT2 
wavenumbers of each representative structure depicted in Table 3 at the B3LYP/6-
311+G(d,p) level of theory. The VPT2 computations were based on a reduced-dimensionality 
perturbative procedure as detailed in a previous paper35. Here, the quartic force field was 
spanned over the eighteen dimensions corresponding to all internal modes of the three NO3- 
motifs. It is noteworthy to keep in mind that the third and fourth order force constants 
between the 6*3 active modes of the solute and the passive modes of the solvent are also 
estimated in the procedure. 
The values of the five modes considered in this study (ν1, ν3A, ν3B, ν4A, ν4B) were estimated as 
follows: for each NO3- motif, the Infrared intensity of each VPT2 transitions was weighted by 
the Boltzmann factor of their corresponding conformer. For each mode of interest, the data 
was then fitted by a Lorentzian curve for which the full-width at half maximum was set in 
such way that one peak arises. The maximum values of these peaks, with respect to the water-
to-solute ratio, are reported in fig. 3 for three different structural models and compared to their 
experimental counterpart. The first model (model 1) is built from the lowest energy conformer 
of (NaNO3,nH2O) cluster, the second (model 2) corresponds to the lowest energy conformer 
of the supercluster containing three (NaNO3,nH2O) motifs  and for the third (model 3), all the 
most probable forms of the supercluster (see Table 3) were considered. 
 
[Figure 3] 
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Deviations between wavenumbers obtained from the simplest model and the experimental 
data are very important, reaching 116 cm-1 for the mode 3A and for a water-to-solute ratio 
n=1. The average deviation of 45 cm-1 cannot be explained neither by the quality of the model 
chemistry used, nor by the experimental uncertainties. The discrepancies are significantly 
decreased by using a supercluster model. Deviations in this case range, for the five modes 
considered, from 0 to 39cm-1 when the most stable structure or all the physically relevant 
structures were considered. In the framework of this investigation, the average gap between 
the model 2 and model 3 is lower than 3 cm-1, with a maximum discrepancy of 13 cm-1 for the 
mode 4B of (NaNO3,2H2O)3. This gap, however, does not differ significantly in view of the 
theoretical range of about ±9 cm-1 according to whether the VPT2 or VCI-P results are used. 
This observation is probably specific to the behaviour of semi-rigid modes such as those of 
the NO3- unit. 
 
Conclusion 
 
This study provided theoretical anharmonic calculations for a microhydrated inorganic 
system: NaNO3,nH2O (n=1-4) from a B3LYP/6-311+G(d,p) quartic force field. First, the 
model chemistry was chosen from a set of QM methods for which the quality was assessed 
relative to the CCSD(T)/aug-cc-pVTZ results on the harmonic frequencies of NO3- anion. A 
representative geometrical model of these forms was then investigated by simulating the 
molecular cluster as (NaNO3,1H2O)x with x=1 to 4. The comparison between the calculated 
anharmonic frequencies with the B3LYP/6-31+G(d,p) method and their experimental 
counterparts led to the choice of a supercluster model for this inorganic system. VPT2 
anharmonic calculations for water-to-solute ratios (n) ranging from 1 to 4 were performed at 
the B3LYP/6-311+G(d,p) level of theory from the most probable structures of 
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(NaNO3,nH2O)3 supercluster determined with our GSAM procedure. The quality of the 
structural model is illustrated by comparing their computed wavenumbers with those obtained 
from IR experiences. An average deviation of 15 cm-1 is observed between the two series for 
the vibrational modes of the solute.  
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TABLE CAPTION 
 
• Table 1 : Computed harmonic wavenumbers of NO3- at the CCSD(T)/aug-cc-pVTZ 
level of theory. Deviations (in cm-1) with respect to the CCSDT/aug-cc-pVTZ results 
are reported for different levels of theory. 
 
• Table 2 : Computed anharmonic wavenumbers of NO3- unit in (NaNO3,nH2O)1 (n=1 
to 4) from the VCI-P and VPT2 methods supported by a B3LYP/6-31+G(d,p) quartic 
force field. 
 
• Table 3 : The most stable structures for (NaNO3,nH2O)3 at the B3LYP/6-31+G(d,p) 
level of theory found by the GSAM algorithm with respect to n. The Boltzmann 
probabilities are reported in parenthesis. 
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Table 1 : Computed harmonic wavenumbers of NO3- at the CCSD(T)/aug-cc-pVTZ level of 
theory. Deviations (in cm-1) with respect to the CCSDT/aug-cc-pVTZ results are reported for 
different levels of theory. 
 
Method ω1 ω3A=ω3B ω4A=ω4B 
CCSD(T)/aug-cc-pVTZ 
CCSD(T)/6-311G(d) 
1046 
+7 
1372 
+67 
703 
+11 
B3LYP/6-31+G(d,p) 
B3LYP/6-311+G(d,p) 
B3LYP/aug-cc-pVTZ 
+24 
+20 
+16 
+30 
+6 
-8 
-6 
+6 
+4 
MP2/6-31+G(d,p) 
MP2/6-311+G(d,p) 
MP2/aug-cc-pVTZ 
+21 
+33 
+20 
+131 
+127 
+102 
-7 
+16 
+11 
CAMB3LYP/6-31+G(d,p) 
CAMB3LYP/6-311+G(d,p) 
+68 
+63 
+89 
+64 
+12 
+24 
PBE0/6-311+G(d,p) 
PBE0/aug-cc-pVTZ 
+71 
+64 
+85 
+69 
+29 
+24 
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Table 2 : Computed anharmonic wavenumbers of NO3- unit in (NaNO3,nH2O)1 (n=1 to 4) 
from the VCI-P and VPT2 methods supported by a B3LYP/6-31+G(d,p) quartic force field. 
 
n Method ν1 ν3A ν3B ν4A ν4B 
VCI-P 1033 1275 1511 692 714 1 
VPT2 +4 +1 +9 0 +2 
VCI-P 1065 1308 1501 709 725 2 
VPT2 -6 -9 0 0 -3 
VCI-P 1033 1292 1530 682 716 3 
VPT2 -3 -4 -8 +1 -1 
VCI-P 1074 1334 1489 688 716 4 
VPT2 -4 -6 -5 -3 -2 
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Table 3 : The most stable structures for (NaNO3,nH2O)3 at the B3LYP/6-311+G(d,p) level of 
theory found by the GSAM algorithm with respect to the water-to-solute ratio (n). The 
Boltzmann probabilities at 298K are reported in parenthesis. 
 
 
4
Minor structuresThe most stable structure
3
2
1
n
(94%)
(71%) (23%)
(76%) (14%) (7%)
(74%)
(6%)
(23%)
The corresponding Cartesian coordinates are available in the supplementary material. 
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FIGURE CAPTION 
 
• Figure 1 : Description of the five internal modes of sodium nitrate considered in this 
study from Hessian analysis. 
 
• Figure 2 : Evolution of the computed anharmonic wavenumbers (in cm-1) for the NO3 
unit in (NaNO3,1H2O)x w.r.t the value of x at the B3LYP/6-31+G(,p) level of theory. 
Deviations w.r.t the experimental wavenumbers of (NaNO3,1H2O). 
 
• Figure 3 : Anharmonic wavenumbers at the B3LYP/6-311+G(d,p) level of theory of 
the NO3 unit in (NaNO3,nH2O) cluster w.r.t. the water to solute ratio (n) and for 
different structural models. Comparison with the experimental data. 
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Figure 1 : Description of the five internal modes of sodium nitrate considered in this study 
from Hessian analysis. 
 
  
Mode 1 Mode 3A Mode 3B Mode 4A Mode 4B
νasym NO νasym NO δasym ONO δasym ONOνsym NO
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Figure 2 : Evolution of the computed anharmonic wavenumbers (in cm-1) for the NO3- unit in 
(NaNO3,1H2O)x w.r.t the value of x at the B3LYP/6-31+G(,p) level of theory. Deviations 
w.r.t the experimental wavenumbers of (NaNO3,1H2O). 
(v1exp=1058cm-1 ; v3Aexp=1367cm-1 ; v3Bexp=1427cm-1 ; v4Aexp=717cm-1 ; v4Bexp=728cm-1). 
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Figure 3 : Anharmonic wavenumbers at the B3LYP/6-311+G(d,p) level of theory of the NO3- 
unit in (NaNO3,nH2O) cluster w.r.t. the water to solute ratio (n) and for different structural 
models. Comparison with the experimental data.  
 Model 1: the most stable conformer of (NaNO3,nH2O)1 cluster (rhombus labels)   
 Model 2: the most stable conformer of (NaNO3,nH2O)3 cluster (square labels)  
 Model 3: the most probable conformers of (NaNO3,nH2O)3 cluster (triangle labels)  
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III Propriétés vibrationnelles des aérosols
En conclusion, le modèle le plus complet permet de bien reproduire l’expérience. Cette affirmation
ne résulte que des comparaisons des nombres d’onde théoriques et expérimentaux. La validité de notre
modèle reposant essentiellement sur l’analyse des nombres d’onde correspondant à chaque transition
vibrationnelle, d’autres éléments peuvent permettre de relativiser ou non leurs qualités, dont l’intensité
de chaque bande IR. De plus, certains phénomènes de couplage peuvent être mis en exergue.
III.2 Compléments
III.2.1 Intensités des bandes
Expérimentalement, seule l’évolution des intensités des bandes relatives aux modes 3 sont reportées
en fonction du taux d’humidité par Gibson[2]. On constate que la bande du mode 3A voit son intensité
augmenter avec le taux d’hydratation de plus en plus marqué, tandis que celle correspondant au mode
3B diminue. Par le calcul, on obtient dans la zone spectrale 1200-1600cm−1 les spectres présentés sur la
figure 3.8 pour n=1 à 4.
La bande relative au mode 3A présente une intensité croissante pour n=1, 2 et 4. Pour n=3, elle
diminue, bien que l’ordre de grandeur soit similaire à celui obtenu pour n=2. Quant au mode 3B,
l’évolution de sa bande est aussi identique à sa contrepartie expérimentale, excepté pour n=4, dont
l’intensité équivaut à celle de n=1. Les modes 3 ne sont pas fortement couplés avec d’autres modes en
dehors de ceux considérés dans notre approche anharmonique. Cependant, la somme de quelques faibles
couplages avec l’extérieur, notamment dans le cas de (NaNO3,4H2O)3, peut engendrer une poussée
d’intensité qui conduit à nos résultats. Les évolutions sont par conséquents globalement cohérentes. Un
autre paramètre peut entrer en compte dans la validation de nos résultats dans le cadre de notre modèle
pré-établi : l’évaluation des incertitudes théoriques qui, au même titre que leurs analogues expérimentales,
permettent de donner un peu de flexibilité à ces valeurs.
III.2.2 Incertitudes théoriques
L’incertitude théorique sur un mode a été évaluée en faisant varier la largeur à mi-hauteur choisie
pour l’obtention de nos bandes spectrales. Les nombres d’onde présentés dans l’étude correspondent au
maximum de la lorentzienne décrivant l’ensemble des valeurs qui représentent une bande particulière.
En modifiant cette largeur (en la divisant par 10 ici), plusieurs maxima de forte intensité apparaissent :
l’incertitude théorique est considérée comme l’écart entre les maxima situés aux extrémités de la gamme
spectrale étudiée et la maximum de la lorentzienne représentative de la globalité. Les valeurs théoriques,
associées à leurs incertitudes dans le cadre de la méthode B3LYP/6-311+G(d,p), sont présentées sur la
figure 3.9, avec leurs contreparties expérimentales.
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Figure 3.8 – Bandes spectrales correspondant aux modes 3A et 3B pour n=1 à 4 dans le cadre
de la méthode B3LYP/6-311+G(d,p) appliquée au modèle (NaNO3,nH2O)3
La figure 3.9 montre que la prise en compte des incertitudes calculatoires permet d’obtenir des
nombres d’onde théoriques dans la gamme expérimentale. Les écarts entre théorie et expérience ne
concerne plus que le mode 3A, pour lequel la différence entre les deux types d’intervalles vaut 6, 7 et
9cm−1 pour n=1, 2 et 4 respectivement. On peut donc affirmer que les résultats vibrationnels déterminés
à partir du modèle géométrique (NaNO3,nH2O)3 dans le cadre d’une approche anharmonique partielle
en B3LYP/6-311+G(d,p) sont quantitativement bons.
IV Conclusion
L’étude théorique de systèmes inorganiques complexes tels que les aérosols de nitrate a nécessité de
nombreux calculs préalables afin de déterminer les conditions calculatoires adaptées à la détermination
de leurs propriétés structurales puis vibrationnelles. Le modèle géométrique reproduisant le mieux le
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Figure 3.9 – Nombres d’onde anharmoniques (en cm−1) obtenus au niveau B3LYP/6-
311+G(d,p) pour les 5 modes caractéristiques de l’unité NO−3 de NaNO3,nH2O en fonction de
n (triangle) avec leurs incertitudes (en pointillés) - comparaison avec les données expérimentales
(rond)
comportement de NaNO3 dans un environnement humide régulé a été déterminé : il s’agit d’un modèle
du type agrégat d’agrégats de la forme (NaNO3,nH2O)3. La prise en compte des conformations les plus
stables à 298K (température du laboratoire où ont été réalisées les expériences) est de plus nécessaire.
La méthode B3LYP/6-311+G(d,p) a été choisi après l’étude harmonique de l’anion NO−3 , bien que la
base 6-31+G(d,p) fut utilisée pour des tests. Pour l’anharmonicité, la méthode VPT2 implémentée dans
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Gaussian09 s’est révélée être celle réalisant le meilleur compromis entre temps de calcul et cohérence des
résultats. Une approche partielle est suffisante pour l’étude des 5 modes souhaités, non couplés de façon
marquée avec des modes propres au solvant. Ce cadre établi, la comparaison entre les résultats théoriques
et leurs contreparties expérimentales conduit à un bon accord, puisque l’écart moyen entre les deux pour
les 5 modes est égal à 14cm−1. Si l’on s’attache à considérer les incertitudes issues de la lecture des
nombres d’onde théoriques de chaque bande spectrale, les intervalles calculatoires et expérimentaux sont
du même ordre de grandeur, ce qui valide notre modèle. L’évolution des intensités des bandes relatives
aux modes 3 n’étant pas reproduite, notre modèle est perfectible. Une idée serait d’envisager la présence
d’un solvant autour des agrégats d’agrégats via une approche PCM[16, 17, 18, 19] par exemple. Ces
calculs nous ont permis de comprendre les interactions se produisant entre les diverses molécules de
nitrate à 298K pour différents taux d’humidité. Cette étude met en exergue un composé relativement
simple présent dans l’atmosphère et constitue une première étape vers la compréhension des mécanismes
d’hydratation.
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Chapitre 4
Étude de molécules hydratées :
cas d’un système organique,
structures géométriques des bases
d’acides nucléiques
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I Introduction
I.1 Présentation générale de l’ADN et de l’ARN
I.1.1 Structure physico-chimique de l’ADN
Une molécule d’ADN se présente sous la forme d’une double hélice enroulée, dont le nombre d’atomes
atteint 150 milliards chez l’homme. Cette structure, découverte par Watson et Crick en 1953[1], repose
sur l’interaction entre deux brins, dont chacun est constitué d’un seul motif répété plusieurs fois, lui-
même étant formé d’une succession de nucléotides. Ce dernier comporte trois éléments de base dont une
partie phosphate, qui est un phosphodiester, et une partie sucre (ou ribose) qui donne son nom à l’ADN
(pour Acide DésoxyriboNucléique) et à l’ARN (Acide RiboNucléique). La caractéristique principale du
nucléotide est la base azotée, qui peut être sous quatre formes différentes pour l’ADN : la guanine(G), la
cytosine(C), la thymine(T) et l’adénine(A). Dans le cas de l’ARN, la troisième citée est remplacée par
l’uracile(U). Ces molécules sont présentées sur la figure 4.1.
Ainsi, un enchaînement de bases azotées particulier permet de différencier chaque brin entre eux.
Ce sont aussi ces bases qui permettent à la molécule d’ADN de s’articuler autour de liaisons hydrogène
formées entre celles d’un brin et leurs contreparties issues du second brin : A s’associe à T et G à C
dans l’ADN, tandis que l’ARN présente une interaction entre U et A. Tous ces détails sont reportés sur
la figure 4.2.
Il faut enfin noter qu’il existe trois types d’ADN : les formes A, Z et B qui est la plus courante.
I.1.2 Fonction biologique de l’ADN
L’ADN est le support de l’information génétique, mais aussi de ses variations : l’ADN permet ainsi
l’évolution biologique de chaque espèce. L’information stockée est codée par la succession de bases azotées
décrites précédemment. Sa fonction est de fabriquer les protéines dont l’organisme a besoin et dont l’ob-
jectif principal est double : assurer l’autonomie de l’organisme (croissance et défense) et la reproduction.
Un processus complexe de décodage par des enzymes -non développé ici- permet alors de retranscrire
toutes les données contenues dans l’ADN.
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Figure 4.1 – Molécules d’ADN (A,T,G,C) et d’ARN (U) ainsi que la numérotation associée aux
atomes
Figure 4.2 – Représentation schématique de l’ADN
I.1.3 Relation entre structure et fonction de l’ADN
La fonction de l’ADN se déduit de la lecture du code génétique porté par les paires de bases azotées.
Si elle se fait mal, la fonction biologique initiale s’en trouve altérée. Ainsi, la structure physique de l’ADN
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peut influer sur son activité biologique : un ADN trop enroulé ne permet pas l’accès à l’information qu’il
porte. La molécule d’ADN doit donc avoir une structure bien particulière pour que sa fonction soit
correctement remplie. Quant au couple phosphate/sucre, il apporte la rigidité au système.
I.2 Hydratation de l’ADN
I.2.1 Conséquences du phénomène
Les diverses interactions (ou absences d’interactions) entre l’eau et les nucléotides constituent l’une
des bases physico-chimiques du polymorphisme de l’ADN. L’hydratation est de plus nécessaire à la
stabilité de la double hélice : les couches d’eau font écran aux charges négatives qu’elles entourent,
et réduisent les répulsions entre les groupes phosphates pouvant engendrer un écartement irréversible
des brins. D’ailleurs, ce rôle stabilisant est renforcé dans les milieux biologiques par la présence de
contre-charges positives dissoutes (type Na+ et Li+) qui se lient aux phosphates et compensent leurs
charges. Quand l’ADN est dans l’eau, celle-ci vient au contact des empilements de bases et renforce leur
cohésion par interactions hydrophobes. Les interactions électrostatiques déstabilisantes entre les brins
sont minimisées, à la différence des interactions stabilisantes entre les paires de bases successives.
I.2.2 Explicitation de l’hydratation
Dans un premier temps, des expériences de mesure de densité d’hydratation ont permis d’établir une
relation entre le phénomène de solvatation et les différentes formes adoptées par l’ADN[2]. Ensuite, des
études aux rayons X ont montré que les deux conformations les plus courantes pour l’ADN, à savoir B
et A, sont favorisées dans des conditions d’hydratation différentes. La forme B n’est ainsi permise que
si l’activité de l’eau est forte, tandis que la structure A n’est constatée que pour une activité aqueuse
faible[3]. D’autres expériences ont permis de compléter ces observations : la spectroscopie IR a relié
le nombre de molécules d’eau directement en interaction avec l’ADN et l’activité de l’eau en suivant
l’évolution de la bande caractéristique de l’eau liée située à 3400cm−1. Un modèle théorique décrivant les
divers sites d’hydratation les plus probables a pu être proposé[4]. L’organisation de l’hydratation dans les
sillons 1 de l’ADN a aussi fait l’objet d’études particulières, car elle varie suivant sa forme[5]. La synthèse
d’oligonucléotides 2 a permis de quantifier le nombre moyen de molécules d’eau par nucléotide. Il est de 4
pour la forme B, contre 6 pour la forme A. Or il a déjà été établi que la forme B était prédominante pour
de forts taux d’humidité et donc d’hydratation. Ces observations contradictoires implique de considérer
une dynamique de l’hydratation : la forme B présente un grand nombre de molécules d’eau, en mouvement
1. zone située entre deux brins, au niveau de l’enroulement.
2. court segment d’acides nucléiques.
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et moins organisées, ce qui peut expliquer que la moyennisation du nombre de molécules d’eau soit plus
petite que dans le cas de la conformation A.
I.3 Position du problème
Récemment, de nombreuses études par spectroscopie IR ou Raman ont été menées afin de comprendre
les interactions au sein de molécules biologiques[6, 7, 8, 9, 10]. En parallèle, des travaux ont été consacrés à
l’étude de systèmes organiques microsolvatés par l’eau ou bien un autre solvant[11, 12, 13, 14, 15]. On peut
donc envisager que cette technique est adaptée à l’étude de l’hydratation de l’ADN. Expérimentalement,
quelques études spectroscopiques ont été réalisées sur l’ADN hydraté. L’évolution des modes bas en
fonction du taux d’hydratation a particulièrement été relevé[16, 17]. Le mode de stretching ν(P−O) entre
la partie phosphate et une molécule d’eau a lui aussi fait l’objet d’études particulières[18]. Cependant, leur
nombre reste limité en raison de la difficulté d’interprétation des spectres obtenus : les acides nucléiques
sont des systèmes complexes qui présentent une basse symétrie. La théorie permet de remédier en partie
à ces problèmes d’interprétation, mais nécessite de simplifier les systèmes d’étude, un grand nombre
d’atomes augmentant considérablement les temps de calcul. Pour étudier les effets de l’hydratation sur les
acides nucléiques, l’approche la plus basique consiste à considérer les systèmes base azotée/eau, en faisant
varier le nombre de molécules H2O pour traduire les modifications du taux d’hydratation. L’objectif ici
sera de calculer théoriquement les spectres vibrationnels des bases azotées microhydratées, représentées
par X,nH2O, avec X représentant C, T, U, G ou A et n un entier allant de 0 à 5. Ces calculs se feront à
la fois par des approches statiques et dynamiques en raison du comportement observé pour les molécules
d’eau autour de l’ADN. Cela nécessitera dans un premier temps de déterminer les structures géométriques
représentatives adoptées par ces systèmes. L’algorithme GSAM sera utilisé : les zones privilégiées pour
les molécules d’eau seront mises en évidence. On constatera de plus que plusieurs formes coexistent à
298K pour une valeur de n fixe et contribuent donc à l’empreinte vibrationnelle globale. Enfin, un autre
problème réside dans le choix de la méthode de calcul utilisée pour répertorier les formes stables de
chaque base microhydratée. La méthode B3LYP, déjà validé pour l’étude de systèmes organiques, sera
dans un premier temps adoptée. Cependant, la complexité des systèmes étudiés, composés de plusieurs
molécules en interaction entre elles via des liaisons hydrogène, suppose que soit envisagée une étude
B3LYP-D, qui inclue les effets de dispersion. Les résultats issus de ces deux approches seront discutés
pour valider le choix du modèle représentatif de la solution aqueuse. Tous nos résultats seront comparés
aux données présentes dans la littérature et détaillées dans la partie suivante.
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La première façon d’appréhender la molécule en solution est de la modéliser associée à un certain
nombre de molécules d’eau : c’est la microhydratation. Une forme générale est alors : X,nH2O avec
X=A, T, G, C ou U et n un entier. Le choix de n devient central. De nombreuses publications qui
sont répertoriées ci-dessous ont déjà présenté des études sur ces systèmes. D’autres approches tels que
le modèle PCM[19, 20, 21, 22] permettent aussi d’intégrer la présence d’un solvant. Ce dernier est
représenté par un continuum polarisable caractérisé par une constante diélectrique relative r (pour
l’eau, r vaut 78,39). La partie ci-après présente les différentes études -expérimentales ou théoriques-
menées sur les structures des bases d’acides nucléiques anhydres ou bien microhydratées. Les géométries
et les principaux sites d’hydratation de chaque base sont présentés et discutés dans ce chapitre.
II.1 Cas de l’uracile
L’uracile est la base la plus étudiée dans la littérature, notamment d’un point de vue théorique
puisqu’elle ne comporte que 12 atomes. D’un point de vue expérimental, sa géométrie a été déterminée
à l’état solide par des mesures réalisées aux rayons X[23] ou bien par diffraction des électrons[24]. La
chimie quantique a permis elle aussi de proposer sa structure géométrique dans plusieurs contextes :
gazeux, le plus souvent à partir d’approches B3LYP et MP2[25, 26, 27, 28, 29], et en milieu aqueux, au
moyen du modèle PCM associé à la méthode B3LYP[30]. L’étude structurale de l’uracile hydratée n’est
pas évidente par l’expérience. En revanche, la théorie est bien adaptée. Ainsi, les structures géométriques
de l’uracile avec 1, 2, 3, 4, 5 et même 7 molécules d’eau obtenues par une approche statique DFT ont été
répertoriées dans la littérature[27, 28, 31, 32, 33]. La mécanique ou la dynamique moléculaire appliquées
respectivement à U,11H2O et U,49H2O[34, 35] permettent aussi cette description.
II.2 Cas de la thymine
La thymine est d’une forme semblable à l’uracile à un groupement CH3 près. D’ailleurs, les propriétés
de ces deux bases sont souvent étudiées en parallèle[25, 36, 37, 38]. La géométrie de la thymine seule a
été déterminée expérimentalement par des techniques telles que celles employées pour l’uracile (rayons X
notamment)[39]. La théorie a aussi permis d’établir ses paramètres structuraux au niveau B3LYP[36]. Au
même titre que l’uracile, l’étude structurale de la forme hydratée n’est pas évidente alors que la théorie la
permet aisément. Ainsi, différentes formes microhydratées telles que T,1, 2, 3, 4 et 5H2O[36, 38, 40, 41, 42]
ont été présentées grâce à des méthodes statiques B3LYP, MP2 voire des méthodes de type Monte-Carlo.
Des structures possédant 11 molécules d’eau ont aussi été proposées en DFT[35].
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II.3 Cas de la cytosine
La cytosine est la base d’ADN la plus petite (13 atomes), ce qui explique qu’elle soit étudiée de
façon privilégiée. Sa géométrie ayant déjà été déterminée expérimentalement[43], différents calculs ont
été menés au niveau B3LYP[44, 45, 46]. Les paramètres structuraux de la cytosine microhydratée ont été
calculés sur de nombreuses formes comprenant de 1 à 5 molécules d’eau le plus souvent[44, 45, 47, 48].
7, 11, 13 et même 14 H2O ont aussi été considérées[49, 50]. Les méthodes qui ont servi à ces études
sont B3LYP en majorité, MP2 et HF pour les études les plus anciennes. L’influence de la base sur la
géométrie de C,1H2O a été mise en évidence[48]. Enfin, l’hydratation, traitée de façon explicite dans les
cas cités précédemment, a été considérée implicitement, via un modèle de type PCM[46].
II.4 Cas de l’adénine
L’adénine est la base complémentaire de la thymine et possède le même nombre d’atomes que cette
dernière. La géométrie de la forme anhydre et solide a été déterminée expérimentalement grâce aux
rayons X et à la diffraction des neutrons[51, 52]. Théoriquement, les méthodes B3LYP et MP2 ont
été employées afin de calculer les différents paramètres géométriques. Plusieurs bases type Pople ou
Dunning leur ont été associées[52, 53]. Une étude plus complète menée par Biczysko[54] présente les
résultats obtenus à l’aide de différentes méthodes prenant en compte les interactions à longue portée
type CAMB3LYP, LC-ωPBE, B3LYP-D, B97-D. L’influence de l’hydratation sur la structure de base
de l’adénine a été décrite à plusieurs reprises. L’étude la plus ancienne présente les différentes formes
adoptées par les systèmes A,1H2O et A,2H2O obtenus au niveau HF/6-31++G**[55]. Les géométries des
clusters A,12/13/14/16H2O ont aussi été déterminées à un niveau calculatoire plus élaboré (B3LYP/6-
31G(d))[56]. Mais l’étude la plus aboutie concerne les formes A,nH2O avec n un entier allant de 1 à
4[57]. De nombreuses géométries ont été envisagées et leur stabilité relative est reportée dans le cadre
de la méthode B3LYP à laquelle sont associées les bases 6-31G(d) et 6-311++G(d,p).
II.5 Cas de la guanine
La guanine est la base de l’ADN comportant le plus grand nombre d’atomes (16). ce qui en fait
la molécule la moins étudiée jusqu’à présent. De nombreux tautomères découlant de la forme la plus
communément rencontrée ont été présentés dans la littérature à des niveaux calculatoires plus ou moins
élaborés, tels que HF ou MP2[58, 59, 60, 61]. Peu de données expérimentales sont en revanche disponibles
sur la forme anhydre ou bien monohydratée[62, 63]. Les structures adoptées par les formes hydratées
telles que G,1H2O et G,2H2O sont beaucoup plus étudiées[58, 64, 65, 59, 66], au même niveau de
calcul que ceux cités précédemment. L’analyse des paramètres géométriques a même été mené pour des
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clusters possédant une hydratation plus importante, allant de 3 à 13 molécules d’eau[67, 64]. Un modèle
de traitement implicite du phénomène de solvatation -i.e. PCM- a de plus été considéré pour 7 et 8
molécules d’eau.
III Publication
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Abstract 
This study presents structural properties of microhydrated nucleic acid bases (NAB’s) –
uracil(U), thymine(T), guanine(G), adenine(A)– investigated by theoretical computations at 
the B3LYP level of theory. To obtain the different representations of these microhydrated 
species, the GSAM procedure was applied: the most stable conformers labeled X,nH2O 
(X=U,T,G,A and n=1..5) for which the Boltzmann population is higher than 5% at 298K are 
calculated at the B3LYP and B3LYP-D level of theory. Our calculated geometries are 
compared to those obtained in the literature. New physically relevant isomers are found with 
the GSAM algorithm, especially for the tetra and pentahydrated species. The use of DFT-D 
functional does not strongly modify the relative energies of the isomers for the monohydrated 
species. On the other hand, when the number of water molecules increases, the results become 
extremely sensitive to the consideration of dispersion contributions. 
Introduction 
Water plays an important role in the structure and function of nucleic acids. In living 
organisms, molecular recognition system, radiation induced DNA damage, stability of the 
DNA bases tautomers (see ref. 1,2,3 and therein) are examples for which the structural 
investigation of micro-hydrated nucleic acid bases allows a more refined description of these 
mechanisms and properties. 
From a theoretical point of view, the physically reasonable structures of several micro-
hydrated forms of adenine1,4 (A), thymine5 (T), cytosine6 (C), guanine7,8 (G) and 
uracil2,3,9,10,11,12 (U) were investigated for a number of water molecules ranging from 1 to 7i, 
mainly at the B3LYP level of theory13,14. Diffusion Monte Carlo simulations were presented 
for mono-, di-, and trihydrated uracil15. Clusters composed of 11, 14 and 16 water molecules 
were also studied for uracil and thymine16,cytosine17 and adenine17 systems respectively. 
Furthermore, theoretical investigations were carried out on exited states of microhydrated 
adenine18. 
The explicit consideration of water molecules surrounding the nucleic acid bases (NAB’s) 
leads to clusters for which the physically reasonable structures cannot be guessed easily. 
While the approach consisting in generating such structures “by hand” becomes less and less 
efficient when the number of water molecules increases, the location of the proper nuclear 
configurations, which corresponds to a particular set of minima within a potential energy 
surface (PES), can be performed by the use of global search algorithms18. 
We have recently developed an effective algorithm called GSAM (Global search algorithm of 
Minima) for finding the most stable isomers of clusters. This method is based on the sampling 
of the most different topological forms before any electronic structure computations allowing 
                                                 
i
 More precisely : 4, 3, 5, 2, 7 for A, T, C, G, U, respectively.  
the generation of a quite small initial set of promising structures. It has been applied 
successfully for the structural investigation of atomic clusters such as silicon (Sin, n=3,15)19, 
gallium arsenide (GanAsm, 5<n+m<8)20, tin telluride (SnnTen, n=2,8)21 ; the electrical 
properties of silicon doped by alkali metal (Si10 (Li, Na, K) n, n=1, 2)22 and  the vibrational 
signatures of molecular clusters such as micro-hydrated cytosine (C,nH2O, n=1,5)23.  
This paper presents the capability of the GSAM algorithm to provide the physically 
reasonable structures of molecular clusters of the microhydrated nucleic acid bases from the 
monohydrated to the pentahydrated species. We stress that the present aim is to propose a set 
structures, as complete as possible, of conformers having a non-negligible Boltzmann 
population. In the next section, the computational details and the computational strategy of the 
GSAM procedure are detailed. The results are then presented and compared to those obtained 
in the literature. 
 
Method and computational details 
Concerning the investigation of molecular clusters in general, the first step of GSAM 
algorithm is a stochastic generation of initial structures. The clusters [A,nH2O], [T,nH2O], 
[C,nH2O], [G,nH2O], [U,nH2O] (n=1,5) are considered as an ensemble of two kinds of 
monomeric units (the nucleic acid base and the water molecule) which are at first separately 
optimized at the PM624 level of theory. The generation scheme relies on the Orland 
procedure25 which consists of growing, monomeric unit by monomeric unit, an ensemble of n-
monomeric unit configurations (for instance, five monomeric units for a tetrahydrate of a 
nucleic acid base). These structures are built by generating a set of random coordinates which 
correspond to the center of mass of the randomly chosen monomeric units inside a three-
dimensional box. The allowed coordinate space for the center of mass of the unit n is defined 
by shifting the absolute values of the six extreme abscissa of the n-1 units set by a random 
value which runs from a value (rmin) to a value (rmax). This restricted three dimensional 
space serves as a constraint that prevents the sampling of any nonphysical configuration. 
Additionally, the generated structure is kept within the initial guess if at least one minimal 
interatomic distance between two monomeric units is within a range corresponding to the sum 
of the Van Der Waals radii ±0.5 Å. Furthermore, the generated monomeric unit is re-oriented 
by rotation around its inertial axes in order to minimize the Coulomb interactions with the n-1 
units. 
A selection scheme is then applied to detect the relatively similar configurations which most 
likely will lead to the same stationary point after a full geometry optimization. This consists in 
calculating the normed quadratic difference26 (Dij) between every couple of structure: 
 
where Q is a vector gathering the properties of interest (here all the interatomic distances) for 
a given structure. 
The remaining structures are firstly optimized at the PM6 level of theory. After the discarding 
of the twin PM6 structures with the same selection scheme, the geometries are refined by 
using the B3LYP/6-311+G(d,p) and the B3LYP-D27,28/6-311+G(d,p) approaches. Harmonic 
frequency computations are then performed for isomers having a Boltzmann probability 
higher than 2 percent at 298K to identify the stable isomers and compute for each of them 
their zero point vibrational energy (ZPVE) to correct their relative and hydration energies. All 
the DFT-D computations have been performed using 96 cores of a local computing cluster of 
Intel Xeon X5660 2.8GHz 12 core processors while the DFT computation were performed on 
the cluster SGI Altix ICE 8200 (JADE) at the Centre Informatique National de 
l’Enseignement Superieur (CINES). Electronic structure computations, optimizations and 
harmonic frequencies were performed with the G09 package29. 
 
Results and discussion 
An initial guess of a thousand of structures was generated for each microhydrated NAB in 
which about half of them were discarded after the selection step (from about 80% to 20% for 
mono-hydrated and penta-hydrated clusters respectively). As illustrated in fig. 1, the process 
yields from 20 to 70 PM6 structures for 1 to 5 water molecules and from 3 to 50 B3LYP 
structures. The cartesian coordinates of the stable B3LYP-D isomers having a Boltzmann 
population higher than 5% at 298K are reported in the supplementary material. 
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The labels of the primary binding sites of NAB’s (noted A, B, C, D, E) are shown in fig. 2. 
The corresponding alphabetical order is related to the relative stability of the mono-hydrated 
isomers computed at the DFT level of theory, as depicted by Kim et al. in their works on 
microhydration of thymine30, cytosine6 and uracil2. The tables 1-5 report for [A,nH2O], 
[T,nH2O], [C,nH2O], [G,nH2O], [U,nH2O] (n=1,5) respectively, the B3LYP-D and B3LYP 
relative and hydration corrected energies of the physically reasonable isomers. The second 
row of each table provides the name of the structures found in terms of labels of the primary 
binding sites occupied and in terms of number of water molecules per site. This description is 
convenient but imprecise, namely when a water molecule is linked between two sites. Such 
conformation is mentioned by the label (XY) followed by the number of water molecules 
hovering between the sites X and Y. Furthermore, the label X’n corresponds to a 
conformation for which the n water molecules in the site X are oriented out-of-plane of the 
NAB. In the third and fourth row are reported our theoretical results at the B3LYP-D/6-
311+G(d,p) and B3LYP/6-311+G(d,p) level of theory, respectively. The B3LYP-D method 
has been chosen because of its ability to more properly account for weak intermolecular 
interactions31,32. If any, the following rows report the most complete theoretical results found 
in the literature. The structures are ranked according to their relative energy obtained at the 
B3LYP-D level of theory. On that point, the B3LYP-D structures reported in regular font 
have a Boltzmann population (%B) higher than 5% at 298K. This corresponds here to isomers 
for which the relative energy is lower than about 1.5 kcal.mol-1).  It is noteworthy that 
additional structures are reported in italic, either because their Boltzman population is greater 
than 5% at the B3LYP level of theory or because they were found in the literature, below 5 
kcal.mol-1 with respect to their more stable conformer for most of them. Then, the physically 
reasonable structures that correspond to the B3LYP-D results are depicted in the figures 3-7. 
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Turning back to the fig. 2, the primary binding sites found are in agreement with those 
previously published in the literature for adenine1, thymine30,33, cytosine6 and uracil2,10. 
Concerning the guanine, we propose five primary binding sites labeled A, B, C, D, E for 
which the relative energies of the corresponding monohydrates are 0.0, 2.4, 2.6, 2.8 and 3.2 
kcal.mol-1 respectively at the B3LYP/6-311+G(d,p)  level which yields the B, C, D sites very 
close in energy. Note that the picture remains unchanged with the use of the B3LYP-D level 
of theory. These results are qualitatively different from those proposed by Hanus et al.34 since 
the authors found the following ordering: A, C, B, D with relative energies of 0.0, 2.0, 3.0 and 
3.4 kcal.mol-1 respectively at the RI-MP2/TZVPP level of theory. 
Furthermore, our theoretical results and those available in the literature show that the sites A 
and B are preferentially occupied for the mono-hydrated species at 298K, excepted in the case 
of guanine for which only the site A is favored. Both the B3LYP and the B3LYP-D relative 
energies of the corresponding monohydrates A1 and B1 (see Tables 1-5 for n=1) fit 
qualitatively and quantitatively the previously reported theoretical results since most of the 
deviations range from 0.0 and 0.3 kcal.mol-1 and do not overtake 0.5 kcal.mol-1. The 
comparison is similar for the dihydrated NAB compounds (see Tables 1-5 for n=2) which 
illustrates that the use of a global search algorithm is in agreement with the pictures 
previously reported in the literature. In the same line, the consideration of the dispersion 
contributions has no effect on the ordering of the isomers found. However, in the case of 
cytosine (see table 3), the subtle changes of the relative energies observed lead to a quite 
sensitive variations of the Boltzmann probabilities of the forms A1, B1, A2, B2 and A1B1. 
Unlike the other NAB’s, the behaviors of the sites A and B are quite different (see fig 2.) in 
this case: the water molecule is associated to N7-H5 and C1=O8 atoms in the site A while the 
water molecule forms a N9-H10…Ow-Hw…N6-C2 cyclic hydrogen bond in the site B. As said 
in the ref. 6, H5 hydrogen is more acidic than H10 and O8 is more basic than N6. The effect of 
these differences is less marked when the B3LYP-D model is taken into consideration. 
Combinations of three water molecules on the primary binding sites presented above leads to 
numbers of 10, 20, 20, 35 and 20 isomers for A, T, C, G and U, respectively. On that point, 
the differences between our results and the literature are related to the fact that the case of 
three water molecules linked per binding site was not  previously considered for cytosine (see 
table 3). The GSAM algorithm was also able to locate more than one local minimum 
corresponding to a same combination as illustrated for cytosine, guanine and uracil (A3 and 
A’3: see tables 3-5 and fig. 5-7).  
The investigation was also done for the tetra- and pentahydrates of adenine, thymine, cytosine 
and uracil. For the tetra-hydrated species, the most probable isomers of adenine reported in 
the literature were found with the GSAM approach as well as all the global minima of 
thymine, cytosine and uracil. We stress that some physically reasonable isomers found by our 
work at the B3LYP-D level of theory were not reported in the previous studies. This is the 
case for the A3B1 form of [T,4H2O] (%B=7.4) and the A4 form of [U,4H2O] (%B=36.6). The 
pentahydrated species referenced as global minima at the B3LYP/DZP++ level of theory in 
the literature are reported in the tables 2, 3, 5. Their low lying isomers computed by Kim et 
al.2,6,30 involve for all of them a water molecule in the binding site D of the NAB and yield 
some relative energies ranging from 2 to 6 kcal.mol-1. The structures we found involve water 
molecules in the binding sites A, B, C and are much more lower in energy (from 0 to 1.6 
kcal.mol-1). However a clear distinction of the global minimum is not straightforward since 
the results are extremely sensitive to the model chemistry used. 
The isomers reported in the literature we have not mentioned as physically reasonable 
according to our B3LYP-D computations (Boltzmann factor below 5%) appear in italic in the 
tables 1-5. By disabling the Boltzmann factor criterion, most of these isomers were found in 
the present study. The Boltzmann populations of these isomers are estimated at less than 0.1% 
at the B3LYP-D level of theory, excepted for the A4’ form of [A,4H2O] (%B=2.2 ; ∆EB3LYP-
D=1.7 kcal.mol-1), the A1(BC)3 form of [C,4H2O] (%B=4.3; ∆EB3LYP-D=1.8 kcal.mol-1) and 
the A2C2 form of [U,4H2O] (%B=3.2; ∆EB3LYP-D=1.7 kcal.mol-1). Furthermore the A2C1 
form of [T,3H2O], the A2B1 form and A2C1 form of [U,3H2O] also merit attention since their 
corresponding  relative energy is calculated at about 1.3 kcal.mol-1 in the literature. However 
their corresponding Boltzmann population is low within the set of isomers found by our 
method (1%, 3%, 2%, respectively). 
A more specific comparison of some structures obtained both with the B3LYP and the 
B3LYP-D methods allows a better understanding of the influence of dispersion on the 
descriptive forms of each hydrated NAB. For trihydrated adenine, the predominant A3 
structure obtained with the B3LYP method is destabilized relatively to the B3LYP-D 
approach which leads to a new geometry labeled A’3. We note in this case that this 
destabilization can be essentially explained by an increase of about 0.4Å of the average 
hydrogen bond length between water molecules. For n=4, the opposite is observed since 
interactions between solute and solvent decrease by about 0.06Å between the B3LYP A4 
form and its B3LYP-D more  probable A’4 counterpart. Moreover it should be emphasized in 
this case that the number of stabilizing interactions is more important when the dispersion 
effects are taken into consideration. For trihydrated cytosine and guanine, the same 
observation is noted. Indeed, concerning [C,3H2O], the B3LYP A3 structure presents an 
average length of its hydrogen bonds lower by about 0.11Å than those of the A1B2 structure. 
This last conformer at the B3LYP-D level of theory becomes the most likely form and has an 
average hydrogen bond length lower by about 0.02Å compared to its B3LYP counterpart. The 
same explanation can be noted to justify the A3’’ structure of the trihydrated guanine.  To 
conclude, we can note that the influence of the dispersion effects imposes some constraints on 
the hydrogen bonds, which can slightly modify the most likely form and the corresponding 
energy of the different conformers. 
   
 
 
Conclusion 
The structural properties of the microhydrated nucleic acid bases, from the mono- to the 
pentahydration, were investigated with the GSAM procedure with the B3LYP-D/6-
311+G(d,p) and B3LYP/6-311+G(d,p). From an initial guess of a thousand of randomly 
generated structures for each cluster, from 3 to 50 local extrema for each species were located. 
This produced for each microhydrated species between 1 to 5 stable conformers having a 
Boltzmann probability higher than 5% at 298K which corresponds to a ZPVE-corrected 
relative energies ranging from 0 to 1.6 kcal.mol-1. If all the isomers reported in the literature 
are found for the mono- and dihydrated NAB compounds, the relative energies of the 
structures obtained by our algorithm, namely in the case of the pentahydrated species, are by 1 
to 5 kcal.mol-1 lower than those of the structures previously reported. Moreover, even though 
the use of DFT-D functional does not strongly modify the relative energies of the isomers for 
the monohydrated species, the geometries become extremely sensitive to the consideration of 
dispersion contributions when the number of water molecules increases. 
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Table 1. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the adenine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
Table 2. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the thymine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
Table 3. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the cytosine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
Table 4. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the guanine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
Table 5. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the uracil_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
 
 Table 1. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the adenine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
  our work B3LYP-Da our work B3LYPb Kimc 
 Structure ∆E Ehydd/n %Be ∆E Ehydd/n %Be ∆E Ehydd /n 
n=1 A1 0 -10.9 72.7 0 -8.6 72.0 0 -10.9 
 B1 0.7 -10.2 21.8 0.7 -7.9 22.4 0.2 -10.7 
 C1 1.5 -9.4 5.3 1.5 -7.0 5.4 1.2 -9.7 
n=2 A2 0 -11.6 92.5 0 -9.5 96.6 0 -12.0 
 A1B1 1.5 -10.8 7.2 2.1 -8.4 2.7 1.0 -11.0 
          
 C2 3.4 -10.5 0.0 3.6 -7.7 0.2 3.3 -10.3 
 A1C1 3.5 -10.5 0.0 3.5 -7.8 0.3 3.6 -10.2 
 B2 5.6 -9.7 0.0 4.4 -7.3 0.1 4.2 -9.9 
n=3 A2B1 0 -11.4 94.0 0 -9.2 75.9 0 -11.8 
 A2C1 1.7 -10.8 5.4 1.6 -8.6 4.4 1.9 -11.1 
          
 A1B1C1 3.7 -10.1 0.1 4.6 -7.5 0.0 4.4 -10.3 
 A1C2 3.8 -10.1 0.1 4.0 -7.8 0.1 3.9 -10.5 
 A1B2 4.1 -10.0 0.0 4.2 -7.7 0.0 4.1 -10.4 
 A’3 4.4 -9.9 0.1 - - - 5.1 -10.1 
 B1C2 9.6 -8.2 0.0 8.2 -6.4 0.0 5.0 -10.1 
 A3 - - - 0.8 -8.9 19.0 1.3 -11.3 
n=4 A3B1 0 -10.8 39.2 0 -8.8 59.1 0 -11.3 
 A2B2 0.3 -10.6 21.6 0.9 -8.6 11.9 0.9 -11.1 
 A2C2 0.3 -10.6 21.6 1.0 -8.6 11.5 0.9 -11.1 
 A2B1C1 0.1 -10.7 35.4 1.3 -8.5 11.4 1.2 -11.0 
          
 A’4 1.7 -10.3 2.2 - - - 5.1 -10.0 
 A3C1 2.3 -10.0 0.5 1.7 -8.4 3.4 1.9 -10.8 
 A1C3 5.4 -9.5 0.0 6.2 -7.3 0.0 4.9 -10.2 
 A4 - - - 4.8 -7.6 0.0 3.7 -10.4 
n=5 A3B1C1 0 -10.4 61.9 2.3 -7.9 1.7   
 A3B2 0.6 -10.2 23,4 0 -8.4 51.6   
 A4B1 1.4 -10.1 6.2 4.9 -7.4 0.0   
 A’3B2 1.5 -10.1 5.2 - - -   
          
 A’3B1C1 2.2 -9.9 1.4 - - -   
 A3C2 2.3 -9.8 0.0 0.1 -8.4 45.4   
aB3LYP-D/6-311+G(d,p) and bB3LYP/6-311+G(d,p) and computations.  
cB3LYP/6-311++G(d,p) computations1. It is not mentioned that results are ZPVE energy-
corrected. 
dEhyd : energy of the reaction A + nH2O→ A.(H2O)n.  
eBoltzmann probabilities (%) at 298 K. 
Table 2. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the thymine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
 
aB3LYP-D/6-311+G(d.p) and bB3LYP/6-311+G(d.p) computations. 
cB3LYP/6-31++G(d.p) computations5. 
dB3LYP/DZP++  computations30. 
eEhyd : energy of the reaction T + nH2O→ T (H2O)n.  
fBoltzmann probabilities (%) at 298 K. 
  our work B3LYP-Da our work B3LYPb Close et alc Kim et ald 
 Structure ∆E Ehyde/n %Bf ∆E Ehyde/n %Be ∆E ∆E Ehyde/n 
n=1 A1 0 -10.3 92.2 0 -8.3 88.6 0 0 -8.4 
 B1 1.5 -8.8 6.3 1.5 -6.8 7.2 - 1.6 -6.8 
           
 C1 2.5 -7.8 1.3 1.8 -6.4 3.9 2.1 1.9 -6.5 
 D1 4.9 -5.4 0.0 3.8 -4.5 0.1 1.7 3.8 -4.6 
n=2 A2 0 -10.9  98.8 0 -9.1 97.7 0 0 -9.3 
           
 B2 3.2 -9.3 0.0 2.5 -7.8 1.4 2.8 2.6 -8.0 
 A1B1 3.2 -9.3 0.0 2.9 -7.6 0.7 3.4 3.0 -7.8 
 C2 3.7 -9.0 0.0 - - - - 3.4 -7.6 
 A1C1 4.1 -8.6 0.0 3.7 -7.2 0.0 - 4.0 -7.3 
 A1D1 6.2 -7.5 0.0 5.3 -6.4 0.0 - 5.4 -6.6 
n=3 A3 0 -10.3 52.0 0 -8.7 77.9 0 - - 
 A2B1 0.2 -10.2 36.8 0.9 -8.4 17.1 1 0 -8.5 
 A1B2 0.9 -9.9 10.4 2.0 -8.0 2.7 2.1 1.1 -8.2 
           
 A2C1 1.7 -9.7 1.0 2.5 -7.9 1.1 - 1.3 -8.1 
 (BC)3 - - - - - - - 1.9 -7.9 
 A2D1 - - - - - - - 2.4 -7 .7 
 A1C2 - - - - - - - 2.7 -7.6 
n=4 A2B2 0 -10.4 89.5 0 -8.5 80.6  0 -7.7 
 A3B1 1.5 -10.0 7.4 0.9 -8.3 17.2  - - 
           
 A4 2.2 -9.8 2.3 4.2 -7.5 0.0  - - 
 A2C2 - - - - - -  2.3 -8.1 
 A1(BC)3 - - - - - -  2.8 -8.0 
n=5 A2C2B1 0 -10.0 63.8 0 -8.3 81.4  0 -8.4 
 A3B2 0.9 -9.8 13.6 2.3 -7.9 2.4  - - 
 A1B3C1 1.0 -9.8 12.6 2.4 -7.9 1.4  - - 
 A5 1.5 -9.7 5.1 2.9 -7.8 0.0  - - 
 A1B1C3 1.5 -9.7 4.7 3.5 -7.8 0.0  - - 
           
 A2C3 - - - 1.6 -8.0 5.7  - - 
 A2B2D1 - - - - - -  3.2 -7.7 
 A2C2D1 - - - - - -  4.3 -7.5 
Table 3. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the cytosine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
  our work B3LYP-Da our work B3LYPb Kim et alc 
 Structure ∆E Ehydd/n %Be ∆E Ehydd/n %Be ∆E Ehydd/n 
n=1 A1 0 -11.3 54.0 0 -9.4 69.6 0 -9.7 
 B1 0.1 -11.2 45.9 0.5 -8.9 30.3 0.5 -9.1 
          
 C1 1.0 -11.0 0.0 4.9 -4.5 0.0 5.1 -4.5 
n=2 A2 0 -11.5 53.6 0 -9.7 74.8 0 -10.0 
 B2 0.5 -11.3 24.5 1.0 -9.2 13.5 1.2 -9.3 
 A1B1 0.6 -11.2 20.5 1.3 -9.0 9.0 1.2 -9.3 
          
 (BC)2 1.9 -10.6 1.3 2.0 -8.7 2.5 2.4 -8.8 
 A1D1 6.8 -8.1 0.0 5.5 -6.9 0.0 5.7 -7.1 
n=3 A2B1 0 -11.4 60.4 0 -9.4 64.6 0 -9.6 
 A1B2 0.4 -11.3 31.4 1.5 -8.9 5.1 0.9 -9.3 
 (BC)3 1.2 -11.0 7.9 1.5 -8.9 5.4 1.7 -9.1 
          
 A1(BC)2 2.7 -10.6 0.2 - - - 2.1 -8.9 
 A’3 3.4 -10.2 0.0 1.3 -9.0 7.3 - - 
 A2D1 6.2 -9.3 0.0 4.3 -8.0 0.0 4.5 -8.1 
 A1B1D1 6.6 -9.2 0.0 5.6 -7.5 0.0 5.8 -7.7 
 A3 - - - 0.8 -9.1 15.6 - - 
n=4 A2B2 0 -11.4 93.6 0 -9.4 88.1 0 -9.6 
          
 A1(BC)3 1.8 -10.9 4.3 2.3 -8.8 1.8 2.5 -9.0 
 A3B1 3.0 -10.6 0.0 1.4 -9.0 8.1 - - 
 A2B1D1 6.4 -9.8 0.0 4.9 -8.2 0.0 5.2 -8.3 
 A2(BC)2 - - - - - - 1.6 -9.2 
n=5 A2(BC)3 0 -11.0 45.4 0.1 -9.0 39.2 0 -9.1 
 A1B2C2 0.6 -10.9 16.2 3.6 -8.3 0.1 - - 
 A2B3 0.9 -10.9 10.7 0 -9.0 43.5 - - 
 A2B’3 0.9 -10.9 10.7 - - - - - 
 (BC)5 1.0 -10.8 8.6 3.1 -8.4 0.2 - - 
 A4B1 1.1 -10.8 6.7 1.0 -8.8 7.4 - - 
          
 A3B2 2.0 -10.6 0.0 1.4 -8.7 4.1 - - 
 A1(BC)3D1 6.2 -9.8 0.0 5.2 -8.0 0.0 5.2 -8.1 
 A2B2D1 7.7 -9.5 0.0 3.5 -8.3 0.1 3.0 -8.5 
 
aB3LYP-D/6-311+G(d,p) and bB3LYP/6-311+G(d,p) computations.  
cB3LYP/DZP++  computations6 
dEhyd : energy of the reaction C + nH2O→ C (H2O)n  
eBoltzmann probabilities (%) at 298 K. 
 
Table 4. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the guanine_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
  our work B3LYP-Da our work B3LYPb 
 Structure ∆E Ehydc/n %Bd ∆E  Ehydc/n %Bd 
n=1 A1 0 -11.6 94.4 0 -9.4 93.7 
        
 B1 2.4 -9.2 2.1 2.4 -7.1 1.6 
 C1 2.5 -9.2 1.6 2.6 -6.8 1.2 
 D1 2.7 -8.9 1.2 2.8 -6.7 1.1 
 E1 3.5 -8.1 0.3 3.2 -6.2 0.5 
n=2 A1B1 0 -12.6 99.9 0 -10.3 99.7 
n=3 A2B1 0 -11.8 57.1 0 -10.0 86.6 
 (AB)3 0.7 -11.6 16.7 1.2 -9.6 11.3 
 A3’ 0.9 -11.5 12.7 - - - 
 A3’’ 1.1 -11.5 8.4 3.1 -9.0 0.5 
n=4 A1B1E2 0 -11.7 88.0 0.4 -9.2 12.1 
 A2B1C1 1.8 -11.2 4.6 0.1 -9.3 36.8 
        
 (AB)3E1 2.0 -11.1 2.3 0.8 -9.1 5.7 
 (AB)3’E1 2.0 -11.1 2.3 0.9 -9.1 5.0 
 A4 2.2 -11.0 2.1 0.6 -9.2 7.6 
 A3B1 3.2 -11.2 0.4 0 -9.4 23.4 
 A3’B1 - - - 0.7 -9.1 7.0 
n=5 A1B1(CD)3 0 -11.5 39.1 - - - 
 A1B1C1E2 0.2 -11.4 26.5 2.2 -8.9 0.0 
 A1B1C1(E2)’ 0.2 -11.4 25.4 2.2 -8.9 0.0 
 (AB)3E2 0.9 -11.2 8.6 0 -9.3 45.6 
        
 A4B1 1.8 -11.0 1.0 0.8 -9.2 11.2 
 A2B1E2 - - - 0.2 -9.3 35.1 
 
aB3LYP-D/6-311+G(d,p) and bB3LYP/6-311+G(d,p) computations.  
cEhyd : energy of the reaction G + nH2O→ G (H2O)n.  
dBoltzmann probabilities (%) at 298 K. 
 
Table 5. B3LYP and B3LYP-D relative (∆E) and hydration energies (Ehyd) (in kcal/mol, 
ZPVE-corrected values) of the uracil_nH2O (n=1-5) having a Boltzmann factor higher than 
5% at 298 K. 
  our work B3LYP-Da our work B3LYPb Van Mourikc Casaes et al.d Kim et al.e 
 Structure ∆E Ehydf/n %Bg ∆E Ehydf/n %Bg ∆E ∆E ∆E Ehydf/n 
n=1 A1 0 -10.0 91.1 0 -8.3 88.3 0 0 0 -8.5 
 B1 1.4 -8.6 8.3 1.4 -6.9 8.1 1.5 1.6 1.5 -6.9 
            
 C1 2.0 -6.3 3.0 2.0 -6.3 3.0 1.9 2.0 2.1 -6.3 
 D1 3.2 -6.8 0.5 3.1 -5.3 0.5 3.2 3.6 3.0 -5.4 
n=2 A2 0 -10.9 98.1 0 -9.1 97.3 0 0 0 -9.3 
            
 B2 2.8 -9.5 0.9 2.4 -7.9 1.7 1.9 - 2.4 -8.1 
 A1B1 2.8 -9.5 0.9 2.8 -7.7 0.7 1.1 2.2 2.9 -7.8 
 A1D1 4.8 -8.5 0.0 4.7 -6.8 0.0 3.5 - 4.7 -6.9 
 D2 6.3 -7.7 0.0 5.5 -6.3 0.0 5.0 - - - 
 C2 - - - - - - 2.2 2.6 3.5 -7.5 
 A1C1 - - - - - - 2.2 - 4.1 -7.2 
n=3 A2B1 0 -10.3 53.1 0.8 -8.5 13.6 0 1.5 0 -8.6 
 A3 0.2 -10.3 34.3 0 -8.7 56.2 - 0 - - 
 A’3 1.0 -10.0 5.2 0.5 -8.6 23.1 0.3 - - - 
            
 A1B2 1.7 -9.9 3.1 1.9 -8.1 2.3 0.8 - 1.0 -8.3 
 A2C1 2.0 -9.8 2.0 2.2 -8.0 1.2 - - 1.6 -8.1 
 A2D1 - - - - - - - - 1.9 -8.0 
 (BC)3 - - - - - - 1.4 - 2.1 -7.9 
 A1C2 - - - 3.5 -7.6 0.1 - - 3.0 -7.6 
 B2D1 10.7 -6.1 0.0 5.7 -6.8 0.0 - - 4.9 -6.9 
n=4 A2B2 0 -10.3 57.9 0 -8.5 49.6 0.8  0 -8.8 
 A4 0.2 -10.2 36.6 0.4 -8.0 23.3 -  - - 
            
 A2C2 1.7 -9.9 3.2 1.9 -7.6 1.9 -  2.6 -8.1 
 A3B1 5.2 -9.0 0.0 0.7 -8.0 15.9 -  - - 
 A1(BC)3 5.5 -8.9 0.0 5.0 -7.0 0.0 -  3.1 -8.0 
 A3’B1 - - - 1.2 -7.8 7.0 0  - - 
n=5 A2(BC)3 0 -10.1 68.1 1.1 -7.9 11.8   0 -8.3 
 A4B1 0.7 -10.0 18.3 1.0 -8.0 12.8   - - 
 A2C3 0.9 -9.9 8.4 - - -   - - 
            
 A2B3 9.8 -8.0 0.0 0 -8.3 66.9   - - 
 A2B2D1 3.7 -9.4 0.0 3.1 -7.6 0.3   2.1 -7.9 
 A2C2D1 - - - - - -   3.7 -7.6 
 A1(BC)3D1 - - - - - -   5.0 -7.3 
aB3LYP-D/6-311+G(d,p) and bB3LYP/6-311+G(d,p) calculations.  
cMP2/DMA computations11 
dMP2/DZPi computations3 
eB3LYP/DZP++  computations2 
fEhyd : energy of the reaction U + nH2O→ U (H2O)n. 
gBoltzmann probabilities (%) at 298 K. 
Figure caption 
Figure 1. Number of PM6 and B3LYP/6-311+G(d.p) optimized structures generated with the 
GSAM algorithm for [A.nH2O]. [T.nH2O]. [C.nH2O]. [G.nH2O]. [U.nH2O] (n=1.5). 
Figure 2 : Structures of the five nucleic acid bases. A, B, C, D and E indicate the water 
primary binding sites in the molecules. 
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IV Conclusion
L’étude des énergies d’hydratation dans le cas des deux méthodes B3LYP et B3LYP-D permet
d’aboutir au même constat. Tout d’abord, la valeur d’énergie d’hydratation la plus basse est toujours
observé pour n=2. L’ajout successif de 2 molécules d’eau permet de stabiliser le système. Le même
phénomène est observé pour des taux d’hydratation supérieurs, mais il est moins prononcé puisqu’on
note une déstabilisation de l’ordre de 1kcal/mol au maximum entre n=2 et n=5 pour toutes les bases.
Cela paraît logique compte tenu de l’occupation de sites secondaires définis à partir de l’étude de chaque
base monohydratée. Le comportement de l’adénine est quantitativement différent. On note certes la même
évolution des énergies d’hydratation que pour les autres bases, mais la déstabilisation de l’ensemble se
révèle plus rapidement. Ainsi, la différence entre les valeurs de Ehyd des formes prépondérantes di- et
penta-hydratées est de 0.4 et 1.1kcal/mol respectivement pour la cytosine et l’adénine. La comparaison
avec les valeurs Ehyd calculées par Kim[57], ou bien Kim et Schaefer[41, 47, 33] montre que les ordres
énergétiques des formes les plus probables sont qualitativement équivalents pour la méthode B3LYP.
En revanche, la méthode B3LYP-D fournit des résultats différents, qui sont à relier avec les différences
observées pour les pourcentages de Boltzmann.
IV Conclusion
Les études structurales menées en parallèle aux niveaux B3LYP et B3LYP-D sur les bases d’acides
nucléiques microhydratées nous conduisent à plusieurs conclusions. L’algorithme GSAM s’est révélé être
un excellent outil de génération de ces composés. Alors que la littérature présentait des études réalisées
a priori, cela nous a permis une étude approfondie et générale. Pour n=1 et 2, les structures stables
décrivant nos systèmes sont identiques : l’utilisation d’une méthode incluant les phénomènes de dispersion
de type B3LYP-D, plus coûteuse, n’apparaît pas utile. En revanche, pour des taux d’hydratation plus
élevés -3, 4 et 5-, cette méthode a fourni des résultats différents. Ainsi, de nouvelles structures peu
ou non favorables en B3LYP le deviennent fortement en B3LYP-D. Ce phénomène est d’autant plus
remarquable pour les bases d’ADN bicycliques (A et G). Pour C, T et U, cela est moins prononcé en
raison de la présence de sites plus adaptés pour ces interactions (fortes liaisons polarisées du type C=O,
associées à des liaisons N-H). En ce qui concerne les énergies d’hydratation par molécule d’eau calculées
pour chaque système, le même constat est fait pour les deux méthodes testées. L’ajout d’une molécule
d’eau est toujours stabilisant, au moins jusqu’à 5. Mais cette stabilisation est plus prononcée pour n=2.
On peut supposer que l’encombrement stérique et l’occupation de sites secondaires va défavoriser de plus
en plus ces interactions. Globalement, l’utilisation de la DFT-D dépend de la complexité de la molécule
hydratée et de ses sites éventuels d’hydratation et du taux considéré. Plus ce dernier est élevé, plus la
prise en compte des phénomènes de dispersion semble nécessaire. Cette étude structurale servira de base
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à l’étude vibrationnelle des molécules hydratées qui fera l’objet du chapitre 5.
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Chapitre 5
Étude de molécules hydratées :
cas d’un système organique,
spectres vibrationnels des bases
d’acides nucléiques
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L’objectif est de calculer les spectres vibrationnels de chacune des bases présentées ci-dessus. Les ré-
sultats obtenus seront comparés aux données expérimentales disponibles dans la littérature. Les spectres
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des molécules isolées et microhydratées vont être simulés et comparés aux données issues d’expériences
réalisées en matrice d’Argon (ou bien en phase gazeuse) ou en phase aqueuse. Il faut noter que le com-
portement en matrice d’Ar est quasi-identique à celui observé en phase aqueuse, comme le montre les
données expérimentales concernant l’adénine, pour laquelle l’écart moyen sur les fréquences obtenu dans
les deux conditions approche les 5cm−1[1]. La détermination théorique des spectres IR de systèmes en
solution n’est pas aisée, dans le sens où la qualité des propriétés vibrationnelles obtenues dépendent du
modèle de représentation du solvant. Deux types de modèles peuvent être envisagés : soit un modèle
implicite, pour lequel le solvant est représenté par un continuum polarisable, soit un modèle explicite
pour lequel un nombre connu de molécules d’eau sera considéré autour du soluté. Pour l’étude des bases
d’acides nucléiques, un modèle mixte sera utilisé. La première étape consiste donc à déterminer quelle
forme microhydratée (représentée par X,nH2O) sera adaptée pour la partie explicite nécessaire à l’étude
de chaque base d’acide nucléique X en solution.
I Choix du modèle de représentation des bases hydratées
I.1 Cas de la cytosine
I.1.1 Détermination du modèle géométrique
La cytosine est la base d’acide nucléique qui comporte le moins d’atomes (13). Elle est à ce titre
étudiée théoriquement de façon privilégiée et constitue donc une molécule test pour cette famille de
molécules.
Le premier écueil dans la simulation des bases d’acides nucléiques en phase aqueuse réside dans la
détermination d’un modèle géométrique capable de reproduire correctement les effets du solvant sur le
soluté. Plusieurs modèles sont envisageables :
∗ soit un modèle purement implicite, de type PCM par exemple (noté C,0H2O+PCM) ;
∗ soit un modèle décrivant le phénomène de microhydratation de façon explicite, c’est-à-dire qui
considère un nombre entier de molécules d’eau à déterminer (noté C,nH2O) ;
∗ soit enfin une combinaison des deux modèles précédemment cités(notés C,nH2O+PCM).
La partie explicite du modèle concernant la cytosine en solution aqueuse a été déduite de l’étude des
propriétés structurales des systèmes C,nH2O -avec n allant de 1 à 5-, à l’aide du code GSAM. Ainsi, les
formes les plus stables au niveau B3LYP issues de cette analyse ont constitué plusieurs possibilités de
modèle géométrique. Le modèle PCM a aussi été considéré, d’une part seul et d’autre part associé à la
cytosine tétrahydratée.
Le choix du modèle géométrique le plus approprié repose sur l’étude des paramètres géométriques des
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différents modèles évoqués et sur un modèle de référence. Ce dernier est issu d’une étude QM/MM, basée
sur une molécule de cytosine, considérée au niveau B3LYP/6-31G* et solvatée par 267 molécules d’eau
traitées avec un champ de force de type AMBER[2]. Un système comprenant la cytosine et ses 25 plus
proches molécules de solvant en a été tiré pour être totalement réoptimisé avec la méthode B3LYP/6-
31+G(d,p) : il constituera la représentation la plus proche de la cytosine solvatée. La procédure détaillée
de ce travail réalisé par X. Assfeld et T. Véry est décrite dans la publication placée en annexe[3]. La
comparaison des paramètres géométriques remarquables de la cytosine -i.e. les longueurs C=O, NH et
CH- dans le cadre des modèles C,1H2O, C,2H2O, C,3H2O, C,4H2O, C,0H2O+PCM et C,4H2O+PCM
est reportée dans le tableau 5.1. Les quatre premiers modèles traitent le solvant de façon explicite avec
un nombre de molécules d’eau augmentant progressivement, le modèle suivant correspond au traitement
implicite et le dernier correspond à la combinaison des deux modèles.
Paramètres C,1H2O C,2H2O C,3H2O C,4H2O C,4H2O+PCM C+PCM C,25H2O
C(1)O(8) 1.230 1.233 1.234 1.244 1.253 1.243 1.254
N(7)H(5) 1.021 1.029 1.029 1.032 1.031 1.012 1.030
N(9)H(10) 1.007 1.007 1.008 1.018 1.024 1.009 1.034
C(3)H(13) 1.080 1.081 1.080 1.082 1.082 1.082 1.079
C(4)H(12) 1.083 1.083 1.083 1.085 1.084 1.084 1.083
φ(NH2) 168.852 170.22 177.05 173.2 179.3 180.0 172.5
Figure 5.1 – Paramètres géométriques de la cytosine obtenus au niveau B3LYP/6-31+G(d,p)
selon le modèle de représentation de la solvatation considéré
Les liaisons CH sont très peu sensibles à l’évolution de la complexité du modèle d’hydratation. En
revanche, les longueurs des liaisons NH évolue notablement : plus le modèle se complexifie, meilleure
est la correspondance avec les valeurs de référence. Les plus faibles écarts sont obtenus pour le système
C,4H2O+PCM. On peut enfin noter que le modèle PCM conduit à un aplatissement de la molécule de
soluté : le dièdre φ(NH2) devient proche de 180 degrés.
Globalement, la partie explicite du modèle géométrique adapté est constituée de la forme micro-
hydratée de la cytosine possédant tous ses sites d’hydratation favoris occupés (décrits dans le chapitre
précédent) et dont la probabilité de Boltzmann à 298K est suffisamment élevée pour être représenta-
tive du taux d’hydratation considéré. Les modèles représentatifs des autres bases d’acides nucléiques en
solution aqueuse seront donc ainsi déterminées.
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I.1.2 Validation du modèle géométrique : calcul de la signature vibrationnelle
Il est intéressant de confirmer la qualité de notre modèle géométrique de la cytosine en solution
aqueuse en analysant les propriétés vibrationnelles obtenues. Pour se faire, les nombres d’onde an-
harmoniques situés dans la zone 1000-1800cm−1 qui constitue la signature vibrationnelle du système
ont été déterminés par dynamique moléculaire pour les modèles suivants : C,0H2O+PCM, C,4H2O et
C,4H2O+PCM. Nous nous sommes ainsi affranchis du problème éventuel constitué par la forme du po-
tentiel. Les différences (∆)(en cm−1) entre ces valeurs et les données expérimentales[4] sont reportées
dans le tableau 5.2 en fonction du modèle considéré. Les valeurs absolues des moyennes de ces écarts
notées ∆moy sont aussi reportées pour chaque modèle.
N˚ C,0H2O+PCM (∆) C,4H2O (∆) C,4H2O+PCM (∆) Exp
δ(NH2)rock 1080 -26 1090 -16 1102 -4 1106
(δ(C(3)H,δ(C(4)H)scis 1090 -48 1123 -15 1127 -11 1138
νr ≈ C(4)-N(7) 1190 -34 1199 -25 1218 -6 1224
νr ≈ C(1)-N(6) 1237 -52 1246 -43 1259 -30 1289
(δ(C(3)H,δ(C(4)H)rock 1320 -43 1326 -37 1336 -27 1363
δ(NH) 1390 -48 1413 -25 1423 -15 1438
νr ≈ C(2)-N(9) 1430 -74 1457 -47 1496 -8 1504
νr ≈ C(2)-C(3) 1503 -25 1507 -21 1514 -14 1528
δ(NH2)scis 1580 -36 1645 29 1628 12 1616
νr ≈ C(3)=C(4) 1607 -54 1609 -52 1637 -24 1661
∆moy 45 25 15
Figure 5.2 – Fréquences anharmoniques DM entre 100 et 1800cm−1 obtenues pour différents
modèles représentant l’uracile en solution aqueuse à un niveau B3LYP/6-31+G(d,p) - Calculs
des écarts (∆) entre théorie et expérience
On note que c’est bien le troisième modèle, associant les modèles implicite et explicite du solvant, qui
fournit la différence la plus faible (15cm−1), contre 45 et 25cm−1 pour chaque modèle considéré séparé-
ment. Notre hypothèse est bien validée et peut être appliquée aux bases d’acides nucléiques hydratées.
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I.1.3 Méthode de calcul de structure électronique
D’un point de vue géométrique, il a été précédemment remarqué[5, 6] que la méthode B3LYP-D
fournissait de meilleurs résultats que sa forme la plus simple B3LYP pour les systèmes présentant des
interactions à longue portée tels que les bases d’acides nucléiques microhydratées. Cependant, le calcul
des nombres d’onde des modes de vibration par une approche DFT a souvent fourni des résultats en
accord avec les valeurs expérimentales[7]. On peut donc envisager une étude vibrationnelle de la cytosine
microhydratée à l’aide de ces 2 niveaux calculatoires, tout comme celle de sa forme isolée. La comparaison
entre chaque nombre d’onde B3LYP et B3LYP-D, associée aux données expérimentales disponibles dans
la littérature, réalisées soit en matrice d’Ar[8, 9], soit en phase aqueuse[4], va être menée. Dans un
premier temps, seuls des calculs statiques et dynamiques ont été effectués. Le tableau C présente les écarts
B3LYP/B3LYP-D ∆ω et ∆ν en cm−1 entre les fréquences harmoniques et anharmoniques respectivement
en fonction du modèle considéré. ∆νVPT2(B3LYP(D)exp) représente l’écart en valeur absolue calculée
entre les valeurs anharmoniques de la méthode calculatoire considérée et ses contreparties expérimentales.
On note enfin les valeurs remarquables ∆moy et ∆max, correspondant respectivement aux écarts moyen
et maximum observés, après avoir omis les valeurs aberrantes signalées en italique dans le tableau C.
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I Choix du modèle de représentation des bases hydratées
La comparaison des valeurs harmoniques de la cytosine isolée montre que les deux méthodes de calcul
de la structure électronique conduisent à des résultats identiques. Cela paraît cohérent compte tenu de
l’absence de liaisons hydrogène. La prise en compte de l’hydratation ne modifie que certaines valeurs,
relatives aux modes impliqués dans les liaisons hydrogène entre le soluté et le solvant. On peut noter que
les valeurs de ∆moy B3LYP et B3LYP-D de la cytosine isolée avec l’approche VPT2 ne permettent pas
de conclure sur le choix d’une méthode en particulier, compte tenu de leur écart peu prononcé (3cm−1).
Mais la comparaison avec l’expérience pour la forme hydratée nous conduirait à favoriser la méthode
B3LYP-D. En effet, les valeurs de ∆moy et ∆max pour le système hydraté (égales à 14 et 39cm−1)
dans le cadre de l’approche VPT2 sont inférieures à celles obtenues avec l’autre méthode (30 et 87cm−1
respectivement). Cependant, l’étude des valeurs de ∆ν permet de relativiser ces observations : établir
une conclusion précise serait inopportun. En effet, il apparaît que les valeurs de ∆ν sont très dépendantes
de la qualité du potentiel. Par exemple, l’écart de 128cm−1 observé pour le mode γ(C(3)H) est dû à
l’absurdité de la valeur anharmonique B3LYP (ν=630cm−1 pour ω=738cm−1). Le potentiel considéré à
l’ordre 4 n’est pas assez flexible, entraînant des surestimations de nombreux couplages intermodes : on
peut citer à titre d’illustration les valeurs des constantes d’ordre 4 B3LYP-D k69,54,54,54, k69,54,54,52 et
k69,52,52,52 couplant des modes bas et qui valent respectivement -2127, -2070 et -2791cm−1. Ces seules
constantes, de part leurs valeurs exagérées, conduisent à des valeurs anharmoniques aberrantes.
Puisque la forme du potentiel constitue un obstacle à la détermination de la bonne méthode de
calcul de structure électronique, une approche de dynamique moléculaire est envisagée pour s’affranchir
de la forme mathématique du potentiel. Seuls les écarts avec l’expérience notés ∆νDM(B3LYP(D)exp)
sont reportées sur le tableau C. Certaines valeurs B3LYP-D ne sont pas présentées car elles n’ont pu
être attribuées avec certitude. Pour la cytosine isolée, la dynamique moléculaire fournit des résultats
légèrement plus éloignés de l’expérience que la méthode VPT2, mais restent qualitativement équivalents.
En ce qui concerne les dynamiques de la forme hydratée, la méthode B3LYP fournit des écarts moyen
et maximum entre théorie et expérience plus faibles que ceux calculés pour la méthode incluant la
dispersion. On peut ainsi conclure que pour un même modèle géométrique, et en s’affranchissant d’une
forme mathématique du potentiel, la méthode B3LYP conduit à des propriétés vibrationnelles les plus
en adéquation avec l’expérience.
Afin de confirmer ces premières hypothèses, nous reportons dans le paragraphe suivant l’étude d’un
autre système présentant le même modèle représentatif de la molécule en solution avec les deux méthodes
DFT et DFT-D : il s’agit de la thymine, dont la partie explicite du modèle géométrique est constituée
par T,4H2O.
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I.2 Un cas comparable à la cytosine : étude de la thymine
Les études des propriétés structurales menées à l’aide du code GSAM menées sur la thymine microhy-
dratée aux niveaux B3LYP et B3LYP-D conduisent à considérer la forme tétrahydratée comme la partie
explicite de notre modèle géométrique. En effet, les pourcentages de Boltzmann sont respectivement de
81 et 90%, pour deux sites les plus favorables occupés. Le modèle géométrique est donc constitué de
l’association de T,4H2O avec le modèle PCM. Un calcul des modes de vibration situés dans la zone
de signature vibrationnelle 1000-1800cm−1 permet de valider ou non notre modèle. Cette analyse a été
menée à un niveau de traitement anharmonique vibrationnel VPT2 puisque cette zone n’est que rai-
sonnablement affectée par la présence de couplages[10]. Les résultats des trois modèles T,0H2O+PCM,
T,4H2O et T,4H2O+PCM sont présentés sur le tableau 5.3.
On constate que l’écart moyen ∆moy est divisé par deux avec le modèle combiné par rapport aux
données expérimentales[11, 12, 13], ce qui confirme sa meilleure fiabilité. Dans un second temps, les
écarts issus de la même analyse vibrationnelle entre 1000 et 1800cm−1 que celle effectuée sur la cyto-
sine via les méthodes B3LYP et B3LYP-D sont présentés : les valeurs en cm−1 de ∆ω, ∆ν VPT2 et
∆νVPT2(B3LYP(D)exp) associées à ∆moy et ∆max sont ainsi reportées sur la figure 5.4 dans les cas
isolé et hydraté.
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Description du mode T,0H2O+PCM (∆) T,4H2O (∆) T,4H2O+PCM (∆) Exp
ν(C(2)=O) 1698 6 1728 -24 1666 38 1704
ν(C(4)=O) 1648 16 1688 -24 1645 19 1664
δ(N(1)H),ν(C(2)N(3)) 1425 76 1578 -80 1546 -48 1498
sci(Me),ν(N(1)C(6)) 1468 -26 1468 -28 1437 5 1442
o sci(Me) 1426 -6 1448 -28 1430 -10 1420
umb(Me) 1400 -16 1414 -30 1381 3 1384
δ(C(6)H),δ(N(3)H),ν(C(5)C(6)) 1410 -58 1355 -3 1348 4 1352
δ(C(6)H),δ(N(1)H),
ν(N(1)C(6)),
ν(N(3)C(4)) 1272 -56 1239 -23 1212 4 1216
ν(N(3)C(4)),ν(N(1)C(6)),rot(Me) 1161 5 1164 2 1159 7 1166
rot(Me),ring def 1 1007 15 1014 8 1007 15 1022
ν(N(1)C(2)),rot(Me),ν(C(2)N(3)) 991 -5 976 10 971 15 986
ring def 1,ν(C(5)-Me) 792 22 799 15 796 18 814
γ(C(4)=O) 758 -6 756 -4 762 -10 752
ν(C(4)C(5)),ν(C(5)-Me) 730 -90 737 -117 610 10 620
ring def 540 20 551 9 544 16 560
ring def 459 21 468 22 470 10 480
∆moy 28 25 14
Figure 5.3 – Fréquences anharmoniques VPT2 entre 100 et 1800cm−1 obtenues pour différents
modèles représentant la thymine en solution aqueuse à un niveau B3LYP/6-31+G(d,p) - Calculs
des écarts (∆) entre théorie et expérience
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T,0H2O
Désignation du mode ∆ω ∆ν ∆νVPT2 ∆νVPT2 ∆νDM
(B3LYPexp) (B3LYPDexp) (B3LYPexp)
ν(N(1)-C(2)),rot(Me),ν(C(2)N(3)) 1 1 16 17 9
rot(Me),déformation cycle 1 1 -1 2 3 1
rot(Me)as 4 2 2 0 3
ν(N(3),C(4)),ν(N(1)C(6)),rot(Me) 4 4 10 14 22
(δ(C(6)H),δ(N(1)H))as,ν(N(1)C(6)),
ν(C(2)N(3)),ν(N(3)C(4)) 7 4 6 10 13
ν(C(5)-Me),ν(N(1)-C(6)),
déformation cycle 1 3 5 20 25 35
δ(C(6)H),δ(N(3)H),ν(C(5)=C(6)) 7 2 11 13 21
δ(N(3)H),δ(C(6)H) -4 0 1 1 10
δ(N(1)H),ν(C(2)N(3)),ν(C(4)C(5)) 5 0 3 3 13
umb(Me) 5 22 9 13 11
o sci(Me) 13 3 15 12 16
δ(N(1)H),sci(Me),ν(N(1)C(6)) 8 -11 4 15 2
sci(Me),ν(N(1)C(6)),δ(N(1)H) 5 2 8 10 2
ν(C(5)=C(6)) 1 1 4 5 28
ν(C(4)=O) -1 -13 11 24 27
ν(C(2)=O) -1 1 5 4 47
∆moy 8 11 82
∆max 20 25 47
Figure 5.4 – Écarts en cm−1 entre les valeurs harmoniques et anharmoniques obtenues pour la
thymine isolée et hydratée dans la zone 1000-1800cm−1 aux niveaux VPT2 et DM dans le cadre
des méthodes B3LYP et B3LYP-D/6-31+G(d,p)- Comparaison avec les données expérimentales
(suite : page suivante)
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Tout comme la cytosine isolée, les écarts harmoniques ∆ω et anharmoniques ∆ν VPT2 et DM
pour T,0H2O sont semblables et en accord avec les données expérimentales[1, 14, 15], la valeur de
∆moy n’excédant pas 11cm−1. L’étude des valeurs de ∆ω après hydratation montre que les vibrations
comprenant des atomes impliqués dans les interactions hydrogène ont leurs nombres d’onde harmoniques
qui sont sensibles à la considération de la dispersion. La présence conjuguée de deux liaisons C=O et
NH explique le plus grand nombre de valeurs ∆ω importantes calculées. Le même phénomène est noté
pour les valeurs de ∆ν, ce qui peut être expliqué par la qualité encore plus faible du potentiel dans
la reproduction de couplages plus nombreux. Établir une quelconque conclusion à partir de leur seule
étude semble donc difficile. La comparaison des valeurs de dynamique moléculaire B3LYP et B3LYP-D
avec les données expérimentales conduit à favoriser la première méthode citée, puisque l’écart moyen est
inférieur de 18cm1 à celui calculé avec la dispersion. Cela est cohérent avec les écarts observés dans le
cadre de la méthode VPT2. Globalement, le cas de la molécule isolée ne nous permet pas de conclure
sur le choix d’une méthode. Mais on constate que pour un même modèle géométrique obtenu à partir
de deux approches différentes B3LYP ou B3LYP-D, les fréquences vibrationnelles anharmoniques sur
les bases d’acides nucléiques hydratés sont mieux représentées au niveau B3LYP, et ce pour les deux
méthodes de traitement vibrationnel testées.
I.3 Validation sur les autres bases dans la zone 1000-1800cm−1
L’étude de la cytosine et de la thymine repose sur un même modèle géométrique en B3LYP et en
B3LYP-D. Le cas des trois autres bases est différent, puisque le modèle explicite d’hydratation qui se
dégage après une étude B3LYP-D est plus complexe que celui observé en B3LYP : le nombre de molécules
d’eau considérées est plus important. En appliquant les critères précédemment établis pour son choix,
on aboutit aux modèles géométriques suivants, présentés dans le chapitre 4 :
∗ l’uracile hydratée peut être représentée par le modèle U,5H2O+PCM, comprenant trois molécules
d’eau réparties sur les sites B et C décrits au chapitre 4, à la différence de la géométrie B3LYP,
où les molécules sont localisées dans le site B uniquement ;
∗ l’adénine hydratée peut être représentée par le modèle A,3H2O+PCM en B3LYP ou bien A,5H2O+PCM
en considérant la dispersion ;
∗ la guanine hydratée peut être représentée par le modèle G,3H2O+PCM en B3LYP, ou bien
G,4H2O+PCM au niveau B3LYP-D.
Les différents calculs vibrationnels effectués sur ces systèmes et les formes isolées sont identiques à ceux
présentés auparavant, excepté les dynamiques moléculaires au niveau B3LYP-D qui n’ont pas été me-
nées. On remarquera que seuls les résultats compris dans la zone de signature vibrationnelle de chaque
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système (1000-1800cm−1) sont reportés dans les tableaux suivants.
∗ Tableau U : Écarts (en cm−1) entre les valeurs harmoniques (∆ω) et anharmoniques (∆ν) obte-
nues pour l’uracile isolée et hydratée (*modèles B3LYP et B3LYPD différents : U,5H2O+PCM)
aux niveaux VPT2 et DM dans le cadre des méthodes B3LYP et B3LYP-D/6-31+G(d,p) - Com-
paraison avec les données expérimentales dans la zone 1000-1800cm−1
∗ Tableau A : Écarts (en cm−1) entre les valeurs harmoniques (∆ω) et anharmoniques (∆ν) obtenues
pour l’adénine isolée et hydratée (*modèles B3LYP : A,3H2O+PCM et B3LYPD : A,5H2O+PCM)
aux niveaux VPT2 et DM dans le cadre des méthodes B3LYP et B3LYP-D/6-31+G(d,p) - Com-
paraison avec les données expérimentales dans la zone 1000-1800cm−1 - La valeur en italique a été
écartée du calcul de ∆moy
∗ Tableau G : Écarts (en cm−1) entre les valeurs harmoniques (∆ω) et anharmoniques (∆ν) obtenues
pour la guanine isolée et hydratée (*modèles B3LYP : G,3H2O+PCM et B3LYPD : G,4H2O+PCM)
aux niveaux VPT2 et DM dans le cadre des méthodes B3LYP et B3LYP-D/6-31+G(d,p) - Com-
paraison avec les données expérimentales dans la zone 1000-1800cm−1
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I Choix du modèle de représentation des bases hydratées
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I Choix du modèle de représentation des bases hydratées
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II Choix du traitement vibrationnel
L’analyse des valeurs de ∆ω conduit aux mêmes conclusions que précédemment : les formes isolées
présentent des nombres d’onde harmoniques identiques pour les méthodes B3LYP et B3LYP-D. La prise
en compte explicite des molécules de solvant conduit à des écarts sur les modes impliqués dans les liaisons
hydrogène, atteignant même 87cm−1 pour le mode sci(Me), δ(N(1)H de la thymine tétrahydratée. Les
différences moyennes ∆moy entre les valeurs anharmoniques et leurs contreparties expérimentales[1, 14,
15][16] correspondantes à l’uracile et à la guanine sont semblables pour les deux niveaux calculatoires
utilisés. En revanche, le cas de l’adénine en phase gazeuse est remarquable : malgré la suppression du
mode le plus mal traité par le potentiel d’ordre 4 au niveau B3LYP, la méthode B3LYP-D fournit des
résultats en meilleur accord avec l’expérience[1, 11] que son analogue. Cela n’est sans doute pas dû qu’à
la forme mathématique du potentiel car les résultats dynamiques ne sont pas meilleurs. L’analyse des
autres calculs dynamiques concernant l’uracile et la guanine isolées révèle que la DM n’est pas nécessaire
pour l’étude de cette zone, puisque la valeur de ∆moy en dynamique est bien supérieure à celle calculée
par la méthode VPT2. L’analyse des systèmes hydratés montre que même si le modèle géométrique
obtenu en B3LYP-D est plus adapté que celui obtenu en B3LYP, les résultats vibrationnels qui en sont
issus ne sont pas meilleurs par rapport aux données expérimentales[17, 18, 4]. La méthode B3LYP est
plus favorable que son analogue incluant la dispersion, l’écart entre les moyennes calculées dans le cadre
des deux méthodes étant de 6cm−1 en faveur de B3LYP. En conclusion, on constate que les mêmes
observations sont faites pour les cinq bases d’acides nucléiques étudiées dans la zone 1000-1800cm−1.
Pour les formes en phase gazeuse, la dispersion n’améliore pas les valeurs des fréquences vibrationnelles.
Quand l’hydratation est prise en compte, la qualité de la méthode B3LYP pour le calcul de la structure
électronique suffit largement à compenser la qualité du modèle géométrique issu d’une étude B3LYP-
D. Pour la suite, on choisira donc la méthode B3LYP. Reste à déterminer la méthode de traitement
vibrationnel la plus adaptée à l’étude de la zone de signature vibrationnelle des bases d’acides nucléiques
isolées et surtout hydratées.
II Choix du traitement vibrationnel
Nous allons désormais nous attacher à déterminer quel est la méthode de traitement vibrationnel
-statique(VPT2) ou dynamique(MD)- la plus adaptée à l’étude des bases d’acides nucléiques isolées
et hydratées dans le cadre d’un calcul de structure électronique au niveau B3LYP/6-31+G(d,p). Un
travail préalable a été réalisé sur deux petits systèmes azotés -pyrrole et méthanimine- . L’objectif était
de voir si les deux méthodes VPT2 et DM fournissaient des résultats vibrationnels cohérents avec les
données expérimentales disponibles dans la littérature sur des systèmes possédant le même type de
caractéristiques géométriques que les bases d’acides nucléiques.
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II.1 Cas de petites molécules azotées
L’étude d’autres molécules possédant des liaisons NH insérés dans un environnement analogue nous a
permis de voir si les méthodes VPT2 et DM permettaient de bien traiter les propriétés vibrationnelles de
tels systèmes. Les propriétés vibrationnelles de la méthanimine CH2NH et du pyrrole C4H5N ont ainsi été
déterminées par les approches VPT2 et DM et comparées aux données expérimentales disponibles dans
la littérature[19, 20, 21, 22]. Seuls certains modes caractéristiques de ces molécules ont été considérées
dans cette analyse. Les résultats sont présentés dans les tableaux 5.5.
Mode méthanimine
VPT2 DM Exp
ν(NH) 3271 3297 3263
ν(CH2)as 2962 3020 3024
ν(CH2)s 2877 2883 2914
ν(C=C) 1686 1660 1638
δ(CH2) 1484 1460 1452
(δ(NH),rock(CH2))s 1329 1343 1344
(γ(NH),γ(CH)as 1131 1137
γ(CH2) 1076 1077
(δ(NH),rock(CH2))as 1053 1050
Mode pyrrole
VPT2 DM Exp
ν(NH) 3517 3568 3531
ν(CH)s 3153 3167 3149
(ν(C(1)H,C(2)H),
ν(C(3)H,C(4)H)as 3147 3157 3143
(ν(C(2)H,C(3)H),
ν(C(1)H,C(4)H)as 3131 3150 3128
(ν(C(2)H,C(4)H),
ν(C(1)H,C(3)H)as 3121 3123 3119
ν(C(1)=C(2)) 1545 1537 1518
(δ(C(1)H),δ(C(4)H)as 1467 1457 1472
δ(NH) 1411 1410 1424
ν(C(2)C(3)),
(δ(C(2)H),δ(C(3)H)as 1398 1375 1401
Figure 5.5 – Fréquences anharmoniques VPT2 et DM de la méthanimine et du pyrrole obtenues
avec un calcul de structure électronique réalisé à un niveau B3LYP/6-31+G(d,p)
On constate que toutes les valeurs sont cohérentes par rapport à l’expérience : les écarts moyens
entre expérience et théorie sont de l’ordre de 34 et 17cm−1 pour les approches VPT2 et DM appliquées
à la méthanimine, tandis qu’ils valent 8 et 19cm−1 pour le pyrrole. Quant aux modes de stretching CH
et surtout NH, ils sont bien reproduits par la dynamique moléculaire, la déviation maximale par rapport
à l’expérience étant de 37cm−1. L’efficacité des méthodes de traitement vibrationnel ayant été vérifiée,
ces dernières peuvent appliquer à de plus gros systèmes tels que les bases d’acides nucléiques.
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II.2 Cas des bases d’acides nucléiques : zone 1000-1800cm−1
II.2.1 Comparaison des méthodes VPT2 et DM entre elles
Tous les résultats VPT2 et DM concernant les bases d’acides nucléiques isolées ou bien hydratées sont
reportés en annexe. La discussion sera menée sur la zone 1000-1800cm−1. Celle-ci est très peu influencée
par les phénomènes de couplages anharmoniques, comme l’ont montré les observations de Handy et al[10].
La méthode VPT2 devrait donc fournir des résultats équivalents à ceux de la dynamique moléculaire.
C’est ce que l’on constate pour chaque base isolée : l’écart moyen entre les résultats VPT2 et DM est
respectivement de 14, 19, 22, 25cm−1 pour T, A, C et G, U. Pour l’adénine, certaines différences ont été
omises pour le calcul de la moyenne : certains modes de vibration sont mal représentés soit par la méthode
VPT2 (modes 20 et 23 relatifs à la vibration rock(NH2)), soit par la DM (modes 22, 29, 30 et 34 relatifs à
des stretching CN ou bien CC). Ce même phénomène est observé pour les bases hydratées. On peut citer
notamment le mode 54 de la thymine hydratée, pour lequel la valeur DM est inférieure de 96cm−1 à sa
contrepartie VPT2, la valeur harmonique étant de 1566cm−1. Le mode 52 de l’uracile hydratée est aussi
touché : le même type d’écart de 102cm−1 est observé entre les valeurs VPT2 et DM correspondantes.
Pour le système C,4H2O+PCM, le mode 42 relatif à la vibration δ(NH2)rock présente un nombre d’onde
au niveau VPT2 116cm−1 plus bas que sa valeur harmonique. Globalement, l’écart moyen des fréquences
obtenues dans le cadre de ces deux méthodes de traitement vibrationnel varie de 12 (pour la thymine)
à 26cm−1(pour l’adénine) sur les systèmes hydratés. On note que les valeurs obtenues en VPT2 et DM
sont raisonnablement proches dans la zone 1000-1800cm−1. Les écarts trop importants calculés relèvent
soit de la forme mathématique du potentiel VPT2 qui n’est pas optimale, soit de problèmes d’attribution
des bandes en DM, notamment dans la zone des vibrations de bending des molécules d’eau. Le cas de
l’adénine est différent des autres puisque un certain nombre de couplages semblent être présents déjà sur
la forme isolée. Dans un second temps, les valeurs calculées ont été comparées au données expérimentales
disponibles dans la littérature et reportées dans les tableaux situés en annexe.
II.2.2 Comparaison des résultats VPT2 et DM avec les données expérimentales
Les écarts moyens ∆moy entre les valeurs expérimentales et théoriques des formes isolées et aqueuses
dans la zone 1000-1800cm−1 sont reportés dans le tableau 5.6.
Dans le cas du système isolé, la méthode VPT2 fournit le meilleur accord entre expérience et théorie,
un écart moyen de 14cm−1 étant observé. L’étude des systèmes en solution permet d’aboutir à la même
conclusion : seul le cas de la cytosine est différent. La comparaison entre les approches VPT2 et DM
montre que la dynamique moléculaire fournit les meilleurs résultats vibrationnels : l’écart moyen atteint
15cm−1, contre 25cm−1 dans le cadre de la méthode statique. Celle-ci n’est pas adaptée sans doute en
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Cas Type de méthode Cytosine Thymine Uracile Guanine Adénine
isolé VPT2 15 7 15 12 23
DM 30 17 25 23 40
aqueux VPT2 25 16 24 19 18
DM 15 25 36 30 29
Figure 5.6 – Écarts moyens obtenus (en cm−1) entre les nombres d’onde anharmoniques théo-
riques (DM ou VPT2) et leurs contreparties expérimentales dans la zone 1000-1800cm−1 pour
les différentes bases d’acides nucléiques isolées ou en solution aqueuse à un niveau B3LYP/6-
31+G(d,p)
raison de la présence de nombreux couplages impliquant les modes de l’eau. Cela est confirmé notamment
par les problèmes d’attribution rencontrés pour les modes 47 et 48 de la cytosine hydratée dont les
nombres d’onde se situent entre 1400 et 1600cm−1, pour lesquels 2 pics d’intensité comparable se situaient
dans la même zone d’intérêt.
III Conclusion et Perspectives
Les études menées en parallèle sur les bases d’acides nucléiques isolées et hydratées nous ont permis
de déterminer les conditions de calcul les plus adaptées pour l’obtention des propriétés vibrationnelles
de chacun de ces systèmes. Tout d’abord, le modèle géométrique permettant de représenter chaque base
en solution aqueuse est constitué d’un modèle implicite tel que le modèle PCM qui considère le solvant
comme un continuum polarisable. Un modèle explicite lui est associé : il prend la forme X,nH2O où X
représente la base d’acide nucléique étudiée. La valeur de n est choisie telle que :
∗ le pourcentage de Boltzmann de la forme considérée soit élevé pour qu’elle soit représentative du
taux d’hydratation correspondant ;
∗ ses principaux sites privilégiés pour l’eau soient occupés.
Le modèle géométrique établi, il est nécessaire de déterminer le modèle théorique adapté. La méthode de
calcul de structure électronique B3LYP/6-31+G(d,p) permet d’obtenir les résultats les plus en adéquation
avec les données expérimentales dans tout le domaine spectral. Si nous nous attachons en particulier
à l’étude de la zone 1000-1800cm−1, la méthode de traitement vibrationnel VPT2 fournit les meilleurs
résultats, avec en plus un temps de calcul raisonnable pour des systèmes de relativement grande taille
(jusqu’à 27 atomes).
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L’étude des zones plus extrêmes du spectre pourront être menées ultérieurement afin de déterminer la
méthode de traitement vibrationnel la plus adéquate pour chacune d’entre elles. La zone des bas modes
semble être la plus évidente à analyser. En effet, elle est marquée par la présence de couplages avec des
modes de stretching NH et CH, qui sont mal reproduits par la méthode VPT2. Ce constat est illustré
par les cas de la cytosine et de l’adénine. En effet, l’étude de la cytosine révèle les limites des deux
approches VPT2 et DM : la méthode VPT2 fournit des valeurs absurdes pour les modes 19 et 20 (
correspondant à δ(C(2) − NH2 et à une déformation du cycle) et tandis que la dynamique moléculaire
les surestime (jusqu’à 100cm−1 par rapport à ω19 pour le premier). De façon générale, dans cette zone,
les valeurs DM sont meilleures que les nombres d’onde issues d’un calcul VPT2. La méthode VPT2
présente toujours l’avantage d’être rapide. Mais pour déterminer les propriétés vibrationnelles dans la
zone spectrale en-dessous de 1000cm−1, une mauvaise expression du potentiel qui représente alors mal les
couplages anharmoniques peut entraîner des résultats aberrants. La dynamique moléculaire permet de
s’affranchir de ce problème. Cependant, une contrainte réside dans le choix du temps de simulation total,
qui doit être suffisamment important pour bien reproduire les modes mous compris dans cette zone. Dans
notre étude, les résultats dans cette zone peuvent être améliorés en abaissant la température de simulation
car le temps de simulation total n’a pas été suffisant dans le cas de la cytosine hydratée notamment (4ps).
Quant à la zone des hauts modes de vibration, l’absence de données expérimentales en solution aqueuse
est gênant pour pouvoir confronter nos valeurs. De plus, les résultats de dynamique moléculaire ne sont
pas faciles à exploiter, la multitude de pics intenses dans la zone entre 2800 et 3500cm−1 ne facilitant
pas l’attribution. A partir des résultats obtenus, on observe une surestimation de l’anharmonicité pour
certains modes. Elle atteint entre 300 et 400cm−1 pour les modes de vibration ν(N(1)H) de la guanine,
de l’uracile et de la thymine isolées notamment. Plusieurs stratégies sont envisageables pour pallier au
problème de lecture des spectres projetés sur chaque mode normal et pour expliquer de tels écarts. Les
valeurs reportées en annexe sont celles issues de ce type de projection, confirmées par une projection des
vitesses sur le jeu de coordonnées internes correspondant. Une hypothèse permettant d’expliquer de telles
valeurs d’anharmonicité serait que l’énergie cinétique initiale ne se répartisse pas de façon équiprobable
sur les modes hauts : une IVR permettrait de le révéler ou pas. Une quantité d’énergie cinétique (en
J) égale à E = 12hν +
hν
e
hν
kT − 1
est alors insuﬄée au mode que l’on veut étudier. Une simulation de
DM permettant de laisser chaque système se relaxer permettra d’établir les répartitions de l’énergie de
départ obtenues à la fin de la dynamique.
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Chapitre 6
Conclusion
La chimie théorique est un outil performant qui permet de comprendre un certain nombre d’observa-
tions expérimentales, notamment les spectres IR ou Raman, facilement simulables par ce biais. L’enjeu
fut double dans cette thèse, de par les molécules étudiées (aérosols de nitrate d’une part et bases d’acides
nucléiques isolées et hydratées d’autre part), mais aussi par les moyens à mettre en œuvre. Deux mo-
dèles doivent être déterminés afin de pouvoir représenter au mieux l’influence sur les propriétés d’un
environnement plus ou moins hydraté autour du soluté : un modèle géométrique et un modèle théo-
rique. La recherche du modèle géométrique le plus adapté requiert, pour les deux études, l’utilisation du
code GSAM développé au laboratoire. Celui-ci permet de répertorier tous les isomères, notamment les
formes les plus stables représentatives de chacun des systèmes étudiés qui correspondent à celles dont le
pourcentage de Boltzmann à 298K est supérieur à 5%. Ensuite, il est nécessaire de déterminer le modèle
théorique permettant d’obtenir les propriétés vibrationnelles les plus en adéquation avec les données
expérimentales disponibles dans la littérature. Ce modèle inclut la méthode de structure électronique,
ainsi que la méthode de traitement vibrationnel. Les principales méthodes testées sont issues de la DFT,
le choix le plus évident s’étant porté sur la fonctionnelle B3LYP. Compte tenu de la présence de nom-
breuses interactions de type hydrogène, ont aussi été retenues les méthodes CAMB3LYP et B3LYP-D,
qui prennent en compte respectivement les effets dus à la longue portée et à la dispersion. Dans un second
temps, les résultats issus des applications de deux méthodes de traitement vibrationnel différentes ont
été confrontés. La méthode VPT2 est fortement dépendante de la forme mathématique du potentiel, à
la différence de la méthode DM.
La démarche présentée ci-dessus a été appliquée pour cette thèse aux cas des aérosols de nitrate
et aux bases d’acides nucléiques. Tout d’abord, en ce qui concerne les aérosols de nitrate, les formes
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(NaNO3,nH2O)x (avec n=1 à 4 et x=1 à 4) ont été répertoriées grâce au code GSAM. Il a ainsi été
établi que le modèle géométrique le plus adapté pour l’étude de cinq modes de vibration de NaNO−3
en milieu hydraté est tel que x=3. Associé à la méthode de détermination de structure électronique
B3LYP/6-311+G(d,p) et en utilisant un traitement vibrationnel du type VPT2, l’écart moyen entre
expérience et théorie obtenu est de l’ordre de 14cm−1, contre 40cm−1 pour le modèle géométrique le
plus simple correspondant à x=1. Ensuite, le code GSAM a été appliqué aux bases d’acides nucléiques
microhydratées. Les structures les plus stables X,nH2O avec X=A, T, C, G et U et n un entier de 1
à 5 ont été reportées pour les deux niveaux B3LYP et B3LYPD/6-311+G(d,p). Des sites privilégiés
identiques pour les molécules d’eau ont été mis en évidence. On constate que pour n=1 et 2, les deux
niveaux de calcul de structure électronique fournissent des résultats semblables. En revanche, pour un
taux d’hydratation supérieur, la prise en compte de la dispersion modifie l’ordre énergétique, les formes
représentatives (i.e. dont le pourcentage de Boltzmann à 298K est supérieur à 5%) restant la plupart
du temps les mêmes. Cette étude a permis l’établissement d’un modèle géométrique permettant de
reproduire le comportement vibrationnel des bases d’acides nucléiques en milieu aqueux, validé sur les
cas de la cytosine et de la thymine. Il est constitué de deux modèles de solvatation : l’un explicite, issu de
l’étude structurale précédente, et l’autre implicite (PCM). La détermination des propriétés vibrationnelles
a été limitée à la zone 1000-1800cm−1 car cette dernière représente la signature vibrationnelle du système
considéré et comporte le plus de données expérimentales. Après des calculs VPT2 et DM, menés à deux
niveaux calculatoires différents (B3LYP et B3LYPD/6-31+G(d,p)), la méthode théorique la plus adaptée
à cette région associe le niveau B3LYP/6-31+G(d,p)avec un traitement vibrationnel du type VPT2, les
couplages dans cette zone n’étant que peu présents. Les deux autres zones spectrales ne feront pas l’objet
ici d’une étude approfondie, surtout celle dont les nombres d’onde sont supérieurs à 2800cm−1, certains
problèmes non expliqués pour le moment étant observés.
Pour l’avenir, plusieurs pistes sont à envisager. La zone dont les nombres d’onde sont supérieurs à
3000cm−1 doit être analysée dans le détail, notamment par une IVR sur un des modes de stretching dont
les nombres d’onde sont largement sous-estimés. La recherche du modèle géométrique concernant l’adé-
nine hydratée avec la méthode B3LYP peut être approfondie. En effet, même si les résultats B3LYP sont
meilleurs que leurs contreparties B3LYP-D (l’écart moyen entre les valeurs théoriques et expérimentales
étant de 22 et 27cm−1 respectivement), le modèle explicite choisi ne correspond pas exactement au cri-
tère présenté, puisque seuls les deux sites les plus privilégiés sont occupés par les molécules d’eau, contre
trois en théorie. Un taux d’hydratation supérieur à 5 est donc nécessaire afin de déterminer le modèle
adéquat représentatif du phénomène d’hydratation. Enfin, les études menées sur ces systèmes hydratés
basiques nous ont permis d’établir une démarche type afin de reproduire des propriétés vibrationnelles
observées par l’expérience. Elle pourra être ensuite appliquée à d’autres systèmes plus complexes, tels
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que des molécules associées avec des glaces interstellaires. On peut noter la glycine, qui est une molécule
dont la présence a été révélée dans les météorites 1. En revanche, elle n’a pas été détectée dans le milieu
interstellaire. Une des suppositions consiste à envisager cette molécule adsorbée sur des glaces. Une pro-
cédure d’analyse théorique pourra être la suivante : l’établissement d’un modèle géométrique traduisant
les interactions glace/glycine, puis le choix d’un modèle de calcul de structure électronique adapté et
enfin, le calcul des propriétés associées. Elles seront comparées aux valeurs expérimentales mesurées afin
de pouvoir confirmer ou infirmer l’hypothèse de départ.
1. Pizzarello, S. ;Huang, Y ;Becker, L. ;Poreda, R.J. ;Nieman, R.A. ;Cooper, G. ;Williams, M. Science, 2001, 293,
2236.
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Annexe A
Nombres d’onde anharmoniques
de la cytosine isolée et en solution
aqueuse déterminés à un niveau
B3LYP/6-31+G(d,p)
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Annexe B
Nombres d’onde anharmoniques
de l’uracile isolée et en solution
aqueuse déterminés à un niveau
B3LYP/6-31+G(d,p)
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Annexe C
Nombres d’onde anharmoniques
de la thymine isolée et en solution
aqueuse déterminés à un niveau
B3LYP/6-31+G(d,p)
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issuing from a time-dependent approach. This evaluation is compared to the time-inde-
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ute–solvent complex presents only one dominant stable conformer at 298 K. The quality
of this combined solvent model is illustrated by comparing the structural and anhar-
monic vibrational properties achieved with those obtained from a purely implicit and
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1. Introduction
T he vibrational spectra of nucleic acids areextremely difficult to interpret because of
the high complexity and low symmetry of these
molecules. Moreover, modifications of the sur-
roundings of these systems can increase in a con-
siderable way the number of structures needed to
interpret the spectra.
Cytosine is one of the constituents of nucleic
acids, which has been the most studied by infra-
red (IR) spectroscopy [1]. This method has al-
ready revealed that the geometry of the amino
group is very sensitive to the interaction with
water molecules.
IR studies of cytosine in gas phase have never
been carried out. However, experimental IR spec-
tra of cytosine monomer in Ar and N2 matrixes at
very low temperature were realized and most of
the fundamental transitions, CH stretching
excepted, were reported in the literature [2, 3].
About aqueous cytosine, IR and Raman transi-
tions in the spectral region 1800–400 cm1 were
reported [4, 5] for different values of pH.
Finally, polycristalline cytosine was studied by
IR spectroscopy in its anhydrous and monohy-
drated forms [4, 6]. A specific study of NH
stretching evolutions was also presented as a
function of temperature (10–300 K) [1].
From a theoretical point of view, different cal-
culations have been performed on cytosine sys-
tems including explicit molecules of water. Cyto-
sine tautomers [7, 8] were first identified at
different levels of theory like MP2/TZP [9],
B3LYP [10], CCSD/cc-pVTZ [11], and their corre-
sponding calculated harmonic IR spectra with the
B3LYP method were reported [10]. This type of
method was mainly used with a Pople’s double
zeta quality basis set. Structural properties were
also investigated on protonated [4, 12, 13] and an-
ionic [14] forms at the B3LYP level of theory.
The theoretical structures of hydrated cytosine
were first determined considering an implicit aque-
ous solvent with the polarizable continuum model
(PCM) model [15]. On that point, geometries and
energies computed at different levels of theory
such as M052X [16], wB97XD [17], CAM-B3LYP
[18], Time-dependant density functional theory
(TD-DFT) model, and MP2 were reported [19, 20].
Structural properties of hydrated cytosine were
also investigated with mixed approaches combining
PCM and discrete model from one to five water
molecules [21, 22] or purely discrete approaches
considering up to 14 water molecules at the B3LYP,
MP2, and PM6 levels [23, 24].
Vibrational properties of such species were
investigated at the harmonic level from a solvent
discrete model containing up to five water mole-
cules with the B3LYP model chemistry [25–28].
To the best of our knowledge, no anharmonic
study about hydrated cytosine was reported in the
literature. The anharmonic problem is usually
undertaken using two different ways. The first way
consists of a time-independent/static approach
based on a quantum mechanical (QM)/stationary-
state picture of the system followed by a perturba-
tional (VPT2) [29], variational (VCI) [30], or varia-
tional–perturbational [31, 32] resolution of the
vibrational Schro¨dinger equation. The second way
is a time-dependent/dynamic approach in which
an anharmonic vibrational spectrum is modeled
from a Fourier transform of the time correlation
functions of atomic positions or atomic velocities or
dipole moment stemmed from the simulation of a
molecular dynamics (MD) trajectory. This second
approach is neither limited by the size of the mo-
lecular system nor by the kind of the vibrational
motion we wish to describe since the method do
not require an analytical form of the potential elec-
tronic surface and is not hampered by a diagonal-
ization procedure.
This study is aiming at providing the first set
of theoretical anharmonic fundamental transitions
of cytosine from a time-dependent approach in
the medium IR region. The results will be com-
pared to the available experimental data and to
the VPT2 approach which tends to be the most
widely used method for the investigation of large
molecular systems in this field. Structural proper-
ties of hydrated cytosine are investigated from a
discrete solvent containing from 1 to 25 water
molecules. In the next section, the computational
details and strategy are given. Results are then
presented and discussed before the concluding
remarks are stated.
2. Computational Details and Methods
Structural optimizations, harmonic frequencies,
and anharmonic frequencies issuing from the
VPT2 evaluation [33] were performed with the
Gaussian09 program [34]. Electronic structure cal-
culations were performed at the DFT level using
CARBONNIERE ET AL.
2222 INTERNATIONAL JOURNAL OF QUANTUM CHEMISTRY DOI 10.1002/qua VOL. 112, NO. 9
the three-parameter hybrid functional of Becke
(B3LYP) and a Pople’s valence double zeta basis
set including diffuse and polarization functions,
6-31þG(d,p). This model chemistry was chosen
since it has been previously shown that, for the
prediction of harmonic and anharmonic force con-
stants and in the case of small organic [35, 36]
and radical [37] systems, it is able to approach the
results obtained using the more expensive
CCSD(T) [38]/cc-pVTZ [39] level of theory. Geo-
metries of hydrated cytosine clusters [C,nH20] (n
¼ 1,5) were found from the global search algo-
rithm of minima exploration called GSAM code
[40]. This algorithm includes two parts: (i) the
generation of an initial guess that consists of a
random generation of several hundreds of
[C,nH2O] molecular clusters from the geometry of
their monomeric units and (ii) their preoptimiza-
tion at the PM6 level of theory followed by a full
B3LYP/6-31þG(d,p) optimization of the physi-
cally reasonable isomers at a given temperature
(Boltzmann probability > 5% at 300 K).
The VPT2 evaluation of the anharmonic fre-
quencies requires the determination of an analyti-
cal potential function determined as follows: from
a minimum energy structure of a given system, a
quartic force field is built in which the third and
fourth derivatives are computed by 6N  11 (N ¼
number of atoms) numerical differentiation of an-
alytical second derivatives. The potential pro-
vided by the Gaussian code is given by:
Vðq1;…; q3N6Þ ¼ 1
2
X
i
xiq
2
i þ
X
i;j;k
kijkqiqjqk
þ
X
i;j;k;l
kijklqiqjqkql
where qi the ith dimensionless normal coordinate
as linear combination of Cartesian coordinates,
and xi, kijk, kijkl the harmonic, cubic, and quartic
force constants, respectively, expressed in cm1.
Note that only the anharmonic force constants
involving the trimode interactions (k ¼ l) are
determined by numerical differentiation. From a
technical point of view, the quartic force field is
obtained using a step size of 0.01 A˚ for the nu-
merical differentiation of harmonic frequencies,
tight convergence criteria for structural optimiza-
tions, and fine grids for integral evaluation (that
is at least 99 radial and 590 angular points).
Ab initio MD simulations were performed using
the atom-centered density matrix (ADMP) formal-
ism [41–43] which uses localized Gaussian basis
sets. MD simulations of the selected systems were
performed from their optimized geometry in the
microcanonical ensemble with a time-step of 0.2 fs
over an overall period of 10 ps. Concerning the
temperature of the simulation, note that, as men-
tioned by Tavan and coworkers [44, 45], the classi-
cally determined frequencies underestimate anhar-
monic shifts since the classical amplitudes of the
motion are smaller than their quantum counter-
parts at the same temperature. Thus, the initial
averaged kinetic energy was set up to perform
simulations averaging the temperature of 600 K to
attempt to recover the overall anharmonicity of the
vibrational modes. The vibrational analysis from
molecular dynamic program (VAMD) code has
then been used to perform the spectral analysis
from ADMP ab initio trajectories [46].
The assignment of the vibrational bands (see
Ref. 46 and therein) is based on the following.
Starting from a set of mass-weighted atomic
velocity Vt issuing from a simulation and pro-
jected along the 3N  6 normal modes h~cji, the
Fourier transform of the projected velocities auto-
correlation functions gives rise to a set of 3N  6
vibrational densities of states (VDOS) spectra of
the generalized modes P^jðmÞ:
P^jðmÞ ¼
Z
dthVj0Vjtieiwt
As mentioned in the works of Tavan and co-
workers [40, 41], the position of the main peak
corresponds to the wavenumber of the mode j
while the satellite peaks correspond to vibrational
states for which the vector displacement is over-
lapped with the vector h~cji. This is namely the
case for anharmonically coupled states involved
in vibrational resonances.
Note moreover that the eigenvectors h~cji are
obtained by diagonalizing the covariance matrix
[K] of mass-weighted velocities issuing from the
MD simulation defined as:
Kij ¼ 1
2
hðmimjÞ1=2mimji
It should indeed be noticed that velocity autocor-
relation function can be projected on any internal
coordinate [47] or related local modes for a more
comprehensive assignment of the peaks in terms of
functional group involved in the transitions.
Finally, as discussed in the next section, a pre-
liminary QM/molecular mechanics (MM)
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computation of aqueous cytosine was also per-
formed. The system is composed of a cytosine
molecule solvated in a cubic box of 21*21*21 A˚3
with 267 water molecules. All calculations were
done using a modified version of the TINKER
[48] package coupled with a modified version of
Gaussian03 package. The cytosine molecule is
treated at B3LYP/6-31G* level of theory while the
water molecules are treated with AMBER99 force
field [49] with both angles and bond lengths con-
strained to optimal values defined within the
force field using RATTLE algorithm [50]. Periodic
boundary conditions were used throughout the
calculations. In the first step, the energy of the
whole system was minimized to prevent steric
clashes inherent to the building of the box. For
this step only, the cytosine molecule was
described with AMBER99 force field. In the sec-
ond step, a thermalization phase of 200 fs was
carried out using the Beeman integration algo-
rithm [51]. The Berendsen thermostat [52] was
used, working in NVT ensemble, with O, i, p time
step. From this system, the structure comprising
the cytosine molecule and its closest 25 water
molecules was then extracted and fully optimized
at the B3LYP/6-31þG(d,p) level of theory.
3. Results and Discussion
The model chosen to represent the aqueous cy-
tosine is made by considering a combination of
polarizable continuum model and discrete water
molecules model. Concerning the explicit part of
the solvent model, we chose to consider a quite
small number of QM water molecules able to
form only one dominating complex structure at
298 K. The structural investigation of [C,nH2O]
clusters (n ¼ 1–5) was carried out according to
the procedure detailed in the previous section, by
generating an initial guess of 700 structures for
each hydrated cytosine complex to find the most
probable isomers at 298 K. These are reported in
the Table I with their corresponding Boltzmann
probability computed from their relative stability
based on their zero-point vibrational energy cor-
rected energies. The results, in perfect agreement
with those obtained in Ref. 25, show that at least
two forms are favored at this temperature for
each cluster, excepted for the [C,4H2O] complex
for which the most stable form represents about
90% of the overall population. From these results,
the tetrahydrated cytosine has been considered to
form the discrete part of the model.
Table II illustrates the evolution of the most
sensitive geometrical parameters of cytosine with
respect to the hydration (see also Fig. 1 for the
atom numbering scheme). The values correspond-
ing to anhydrous cytosine, noted [C,0H2O],
and to the tetrahydrated cytosine, noted
[C,4H2O], are reported. The solvation effects with
PCM on the two systems were also considered
and lead to the values labeled [C,0H2OþPCM]
and [C,4H2OþPCM].
The variations of the internal coordinates
involving the atoms which take part in the forma-
tion of hydrogen bonds cannot be all reproduced
with the polarizable continuum model alone.
Indeed, the values collected in Table II show that
the N(7)H(5) and N(9)H(10) bond lengths increased
by about 0.02 A˚ in the complex [C,4H2O]. The
relevance of the [C,4H20þPCM] model is eval-
uated by comparing the values of the selected ge-
ometrical parameters to their counterparts issuing
from the [C,25H2O] complex. This reveals some
discrepancies which are no greater than 0.003 A˚
for the bond lengths. Concerning the dihedral
angle between the amino group and the plane of
the cytosine cycle, the values differ by less than
7 between the two structures.
TABLE I
Description of the most stable structures of C,nH2O
clusters obtained with the B3LYP/6-311G(d,p) level
of theory, with their corresponding Boltzmann
probabilities (%P) at 298 K. [Color figure can be
viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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The computed wavenumbers for anhydrous
(C,0H2O) and hydrated (C,4H2OþPCM) cytosine
are compiled in Table III. The experimental data
available in the literature, from the IR spectrum
of cytosine monomer in Ar matrix [3] and from
the IR and Raman spectra of the aqueous cytosine
at pH ¼ 7 [5], are also reported and compared to
their theoretical counterparts. The harmonic val-
ues (Harm) are issued from the Hessian matrix
determined at the minimum energy structure. The
‘‘static’’ anharmonic counterpart arises from the
evaluation of the wavenumbers using the second-
order perturbation theory (VPT2). As reported by
Handy and coworkers [53], the VPT2 treatment
provides, in absence of strong anharmonic cou-
plings (and in absence of low frequency modes),
the correct vibrational wavenumbers, especially
for the stretching motions. The ‘‘dynamic’’ anhar-
monic results arise from a vibrational analysis
stemmed from a classical MD trajectory. Note that
each MD value corresponds to the maximum am-
plitude of a distribution function which gathers
the overall of the values taken by a given vibra-
tional mode during the MD trajectory. On these
grounds, the confidence interval related to each
wavenumber can be large when the environment
around the corresponding mode is strongly modi-
fied during the trajectory. It follows that the confi-
dence interval can reach 630 cm1 in these partic-
ular cases.
The region ranging between 1800 and 1100
cm1 is the most abundant in experimental data.
The average discrepancy of the VPT2 results with
respect to the experimental values is about 12 and
25 cm1 for [C,0H2O] and for [C,4H2OþPCM],
respectively. The discrepancies are of the same
magnitude between the dynamic results and the
observed data in the case of the hydrated cytosine
(30 and 15 cm1 for [C,0H2O] and [C,4H2Oþ
PCM], respectively). Here, we point out that some
of the MD values cannot be provided univocally
since at least two peaks arise with the same order
TABLE II
Most sensitive geometrical parameters of cytosine w.r.t. the hydratation computed at the B3LYP/6-311G(d,p)
level of theory.
Parameters C, 0H2O C, 0H2OþPCM C, 4H2O C, 4H2OþPCM C,25H2O
C(1)O(8) 1,224 1,243 1,244 1,253 1,254
N(7)H(5) 1,011 1,012 1,032 1,031 1,030
N(9)H(10) 1,009 1,009 1,028 1,024 1,034
N(9)H(11) 1,006 1,008 1,007 1,009 1,010
C(3)H(13) 1,082 1,082 1,082 1,082 1,079
C(4)H(12) 1,085 1,084 1,085 1,084 1,083
/NH2 164.8 180.0 173.2 179.3 172.5
FIGURE 1. The optimized structures of [cytosine,0H2O], [cytosine,4H2O], and [cytosine,25H2O] from B3LYP/6-
31þG(d,p) computations with atom numbering scheme. [Color figure can be viewed in the online issue, which is avail-
able at wileyonlinelibrary.com.]
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of magnitude in the spectral region of the main
peak, indicating the presence of a strong mode–
mode coupling which is not easily attributable.
Globally, we note a good agreement between the
theoretical values and their experimental counter-
parts in this range, even though the qualitative
variation of the wavenumbers from the anhy-
drous form to the aqueous form does not always
conform to the available experimental trends.
The XAH stretching region comprise the three
NH stretching modes noted m(NH2)as, m(NH2)s,
m(NH) and the two CH stretching modes noted
m(CH)s, m(CH)as. The VPT2 evaluation, especially
for the m(NH2)as and m(NH2)s modes, is plagued
by the presence of strong couplings with the low-
est modes and particularly with the out of plane
motion of amino group Ac(NH2)A (e.g., k33,2,2 ¼
3166 cm1; k31,2,2 ¼ 4760 cm1 for [C,0H2O]
complex). These anharmonic couplings are mise-
valuated due to the analytical form and the coor-
dinate system used in such static computations
[46]. As shown in Figure 2, which display the
Fourier transform of the autocorrelation function
of the atomic velocities projected on c(NH2)
normal mode, these couplings are qualitatively
important and should not be neglected for a
proper evaluation of the stretching modes for
such molecular systems.
FIGURE 2. Fourier transform of the autocorrelation function of atomic velocities projected on the c(NH2) normal
mode for (a) [cytosine,0H2O] and (b) [cytosine,4H2OþPCM] (wavenumbers in cm1) and vector displacement of the
corresponding motion from Hessian Analysis. [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]
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The region below 1100 cm1 is marked by the ab-
sence of experimental data. The attention is focused
on Ac(NH2)A and Ator(C(2)ANH2)A modes of the
[C,4H2O] complex which appear more hindered
because of the interaction with water molecules.
We point out here that the MD evaluation of the
lowest mode frequencies, and particularly the
mode m2, can be overestimated, considering the
averaged temperature of the simulation.
Another issue is the quality of the solvent
model used in this work. Table IV report three
sets of MD values gathering the fundamental
transitions of aqueous cytosine in the 1800–1100
cm1 range for which an experimental data is
available. These sets correspond to the MD evalu-
ations issuing from the purely polarizable contin-
uum model [C,0H2OþPCM], the discrete model
[C,4H2O], and [C,4H2OþPCM]. We note that the
[C,0H2OþPCM] model yields a MD evaluation
quite far from its experimental counterpart (from
25 to 74 cm1) for this set of modes which are
harmonically fairly coupled with d(NH2)rock,
d(NH2)scis, and d(NH). This deviation is
decreased by a factor close to 2 for most of the
modes while considering an explicit model of the
solvent. The combination of the two models
achieves a convergence of about 15 cm1 with the
experimental results in aqueous solution.
4. Conclusion
This study provided the set of theoretical
anharmonic fundamental transitions for cytosine
in its anhydrous and hydrated forms from a
vibrational analysis issuing from a time-depend-
ent approach. This evaluation was compared to
the time-independent VPT2 approach and to the
experimental data available in the literature for
the two forms. In the 1800–1100 cm1 region, a
global mean absolute deviation of about 20 cm1
was observed for the two theoretical evaluations
with respect to experiment. Nevertheless, the MD
evaluation seems more confident below and
above this spectral region.
To investigate the vibrational property of a sol-
ute in a polar protic solvent, that is, the aqueous
form of cytosine in this particular case, a practica-
ble computational strategy to properly take into
account the solvent effect was proposed. This was
done by considering a combination of polarizable
continuum model and discrete solvent molecules
model. The number of solvent molecules was cho-
sen in such way that the solute–solvent complex
presents only one dominant stable conformer at
298 K. Thus, in the case of the cytosine, the tetra-
hydrated cytosine has been considered. It has also
been shown that the structural properties of this
cluster, when considering in addition an implicit
solvent model ([C,4H2OþPCM]), are very close to
its counterpart possessing 25 explicit water mole-
cules [C,25H2O]. This latter form was extracted
from a QM/MM simulation containing one mole-
cule of cytosine with 267 water molecules. The
quality of this combined solvent model, for the
computation of the anharmonic vibrational prop-
erties, has been illustrated by comparing the
TABLE IV
MD evaluations of some fundamental transitions in the range 1800–1100 cm21 from [C,0H2O 1 PCM],
[C,4H2O], and [C,4H2O1PCM] models and deviations w.r.t. the experimental data in aqueous solution.
No. [C,0H2OþPCM] (D) [C,4H2O] (D) [C,4H2OþPCM] (D) Exp.
d(NH2)rock 1,080 26 1,090 16 1,102 4 1,106a
[d(C(3)H), d(C(4)H)]scis 1,090 48 1,123 15 1,127 11 1,138a
mrC(4)AN(7) 1,190 34 1,199 25 1,218 6 1,224a
mrC(1)AN(6) 1,237 52 1,246 43 1,259 30 1,289a
[d(C(3)H), d(C(4)H)]rock 1,320 43 1,326 37 1,336 27 1,363a
d(NH) 1,390 48 1,413 25 1,423 15 1,438a
mrC(2)AN(9) 1,430 74 1,457 47 1,496 8 1,504a
mrC(2)AC(3) 1,503 25 1,507 21 1,514 14 1,528a
d(NH2)scis 1,580 36 1,645 29 1,628 12 1,616a
mrC(3)¼C(4) 1,607 54 1,609 52 1,637 24 1,661a
M.D.b 45 25 13
aRaman wavenumbers taken from Ref. [5].
bM. D.: mean deviation.
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corresponding MD evaluation and those obtained
from the purely implicit solvent model
([C,0H2OþPCM]) and from the purely explicit sol-
vent model ([C,4H2O]) with respect to the experi-
ment. The results show that such combined sol-
vent model achieve, in this particular case, a
convergence of 13 cm1 against 25 and 45 cm1
for the explicit and implicit solvent model, respec-
tively. On these grounds, we will set out to adopt
this computational strategy for further vibrational
computations beyond the harmonicity.
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