Downscaling precipitation is a difficult challenge for the climate community. We propose 2 and study a new stochastic weather typing approach to perform such a task. In addition to 3 providing accurate small and medium precipitation, our procedure possesses built-in features 4 that allow us to model adequately extreme precipitation distributions.
Introduction
There exists a wide range of distribution families to statistically model rainfall intensities. greater than a given threshold u, can be approximated by a Generalized Pareto Distribution 127 the probability that the rainfall amount, say R, is greater than r given that R > u is given 
where a + = max(a, 0) and σ > 0 represents the scale parameter. The shape parameter ξ 131 describes the GPD tail behavior. If ξ is negative, the upper tail is bounded. If ξ is zero, this 
where ψ > 0 and ν > 0 correspond to the scale and shape parameter. The latter should 142 be equal to ν = 2/3. This was justified by physical arguments that take into account of 143 the distributions probabilities of quantities like the upward wind velocity w (although the parameter from different weather station precipitation measurements over the world. 
where c(β) is a normalizing constant, β = (m, τ, β 0 , ξ, σ) encapsulates the vector of unknown 161 parameters, f β 0 corresponds to a light-tailed density with parameters β 0 , the function g ξ,σ 162 represents the GPD density that can be obtained from deriving the tail defined by (3) and 163 w m,τ (.) is a weight function that depends on two parameters
goes to ∞; i.e., heavy rains are represented by the GPD density g ξ,σ (r) in the mixture h β (r)
166 for large r. Conversely, small precipitation values are mostly captured by the light-tailed 167 density f β 0 (r). Hence, the idea behind equations (5) and (6) is rather simple: the mixing 168 function w m,τ (r) provides a smooth transition from a light-tailed density (small and medium 169 precipitation) to the GPD density (heavy rainfalls). The parameters m and τ in w m,τ (r)
170 correspond to the location and the speed of the transition from f β 0 to g ξ,σ in (5), respectively. i.e.
should fit appropriately the bulk of the precipitation values (heavy rains excluded 
11
of view, such a discontinuity represents an unrealistic feature in precipitation.
In summary, we have four candidates for modeling local rainfall distribution:
187
• the Gamma density that works well for the main rainfall range but not for large values,
188
• the recently introduced stretched-exponential distribution function defined by (4), con- • and our new mixture model defined by (5) and (7) that combines the advantages of
195
the Gamma and GPD densities, and consequently can fit small and heavy rainfall.
196
To compare the performances of these four distributions, we implement the following pro- mates for precipitation data. In particular, ν = 2/3 is recommended by Wilson and Toumi.
203
As a second step, we fit each distribution to each of the four simulated samples by using the 204 maximum likelihood approach to compute the "optimal" parameters for each distribution. Hence, for these simulations, the AIC appears to perform reasonably and will be used in 224 the subsequent analyses. Still, we can not solely rely on these two criteria to discriminate 225 among models. In particular, these criteria may not be well adapted for extreme values.
226
Concerning the fit quality of the largest values, Figure 1 influences, we only consider three winter months, December, January and February (DJF).
258
To illustrate the fit between our mixture model and real rainfall observations and also to 259
show the difference of fit to the data between a Gamma distribution and our mixture, we 260 select one station (Aledo) and apply a maximum likelihood estimation procedure to derive 261 the parameters of each distribution. Figure 2 shows the resulting quantile-quantile plots.
262
The upper panel displays the fit obtained using a Gamma distribution, while the lower panel
263
shows the result for our mixture distribution. As already seen in our simulation study, this by applying the following temporal dependence structure
where the symbol ∝ means "proportional to" and where γ s s is the baseline transition proba-bility from pattern s to pattern s, corresponding to the observed transition probability from 310 s to s, i.e. the proportion of transitions from s to s over the total number of transitions.
311
In the above formula, we can recognize a weight represented by the exponential term that 312 is proportional to a normal density whose mean µ s s and variance matrix Σ are directly 313 representing the influence of the large atmospheric variable X t . Eq. (8) comes from Bayes's 314 theorem, saying that:
By assuming in Eq. (9) that X t is multivariate normal, Eq. (8) In order to implement an efficient downscaling precipitation scheme, we also need to model 331 accurately the distributional properties of precipitation at the smallest scale, i.e. the ones 332 recorded at rain gauges.
333
We now assume that, given the current weather state s, all the rainfall intensities for 334 station i follow the density h β si given in (5) with state-and site-specific parameters. This
335
gives us the last ingredient to determine our main density defined by (2): the probability of 336 observing local rainfall intensities at day t, say R t = (R t,1 , ..., R t,N ), given the current weather given the state S t . Mathematically, this assumption translates into the following equality
To give an explicit form for the density f R ti |Xt,St , we take advantage of Vrac et al. [2006] 341 who suggested the following form
where h β si is given by (5), 
(c) the density h β si (r ti ) corresponds to positive rainfall values.
351
Combining equations (8), (5), (10) and (11) 
for τ = 0, whenever we do not wish to estimate τ and we think that the transition from Besides these two general guidelines, we need a more objective "measure" to compare our 391 seven models. As in Section 2, we opt for minimizing the classical AIC criterion (similar 392 results are obtained with the BIC).
393
Our seven models' differences primarily focus on the degree of flexibility allowed for ξ 
449
Concerning the model selection, Table 2 
477
To visually evaluate the fit between our model (iii) * and the observed precipitation, a
478
QQplot is plotted for the Aledo station in Fig. 6 . The agreement between observed and 479 theoretical quantiles (even for high quantiles) is clearly good. Fig. 6 has to be compared to Table 3 : Akaike Information Criterion (AIC) values obtained for our five selected weather stations and for our seven models.
The bold values correspond to the optimal criterion per row. Below each model's name, the number p of parameters for n stations is provided. Non-applicable (NA) is indicated for pattern 1, since this pattern is associated to Gamma distributions in this model. 
