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Renormalization of circle diffeomorphisms with a
break-type singularity 1
Habibulla Akhadkulov2, Mohd Salmi Md Noorani3 and Sokhobiddin Akhatkulov3
Abstract
Let f be an orientation-preserving circle diffeomorphism with irrational rotation
number and with a break point ξ0, that is, its derivative f
′ has a jump discontinuity
at this point. Suppose that f ′ satisfies a certain Zygmund condition dependent on
a parameter γ > 0. We prove that the renormalizations of f are approximated by
Mo¨bius transformations in C1-norm if γ ∈ (0, 1] and they are approximated in C2-
norm if γ ∈ (1,+∞). It is also shown, that the coefficients of Mo¨bius transformations
get asymptotically linearly dependent.
1 Introduction and results
One of the most studied classes of dynamical systems are orientation-preserving diffeo-
morphisms of the circle S1 = R/Z. Poincare´ (1885) noticed that the orbit structure of
orientation-preserving diffeomorphism f is determined by some irrational mod 1, called
the rotation number of f and denoted ρ = ρ(f), in the following sense: for any ξ ∈ S1, the
mapping f j(ξ)→ jρ mod 1, j ∈ Z, is orientation-preserving. Denjoy proved, that if f is
an orientation-preserving C1-diffeomorphism of the circle with irrational rotation number
ρ and log f ′ has bounded variation then, the orbit {f j(ξ)}j∈Z is dense and the mapping
f j(ξ)→ jρ mod 1 can therefore be extended by continuity to a homeomorphism h of S1,
which conjugates f to the rigid rotation fρ : ξ → ξ + ρ mod 1.
In this context, a natural question is to ask under what condition one can obtain
the smoothness of conjugacy h. The first local results, that is the results requiring the
closeness of diffeomorphism to the rigid rotation, were obtained by Arnold [2] and Moser
[25]. Next Herman [5] obtained a first global result (i.e. not requiring the closeness
of diffeomorphism to the rigid rotation) asserting regularity of conjugacy of the circle
diffeomorphism. Further, his result was developed by Yoccoz [31], Stark [26], Khanin &
Sinai [13, 14], Katznelson & Ornstein [8, 9] and Khanin & Teplinsky [17]. They have
shown that if f is C3 or C2+ν and ρ satisfies a certain Diophantine condition then the
conjugacy will be at least C1.
Note, the renormalization approach in [14] and [26] to Herman’s theory is more nat-
ural. In this approach, the regularity of conjugacy statement can be obtained using the
convergence of renormalizations of sufficiently smooth circle diffeomorphisms with the
same irrational rotation number. In fact, the renormalizations of circle diffeomorphisms
approach to a family of linear maps with slope 1. Such convergence implies the regularity
of conjugacy if the rotation number satisfies the certain Diophantine condition.
A natural generalization of diffeomorphisms of the circle are diffeomorphisms with
break points, i.e., those circle diffeomorphisms which are smooth everywhere with the
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exception of finitely many points at which their derivatives have jump discontinuities.
Circle diffeomorphisms with breaks were investigated by Herman [5] in the piecewise-
linear (PL) case. General (non PL) circle diffeomorphisms with a break point was studied
by Khanin & Vul [18, 28] at the beginning of 90’s.
It turns out that, the renormalizations of circle diffeomorphisms with break points are
rather different from those of smooth diffeomorphisms. Indeed, the renormalizations of
such diffeomorphisms approach exponentially to a two-dimensional space of Mo¨bius trans-
formations (see Theorem 1.1) with very non-trivial dynamics. In the sequel we provide
some basic utilizations of Khanin & Vul’s [28] result in the rigidity theory. Rigidity, in this
context, is the phenomenon of smooth conjugacy between any two maps which a priori
are only topologically equivalent.
Since the renormalizations of diffeomorphisms with breaks, approach to a two-dimensional
space of Mo¨bius transformations, it is convenient to study the action of renormalization
operator on a space of pairs (for particular size of a break) in R2 which correspond to
Mo¨bius pairs. The investigations of those Mo¨bius transformations in [10], [16] and [19]
showed that the renormalization operator possesses strong hyperbolic properties in a cer-
tain domain of that space, which are analogous to those predicted by Lanford [21] in case
of critical rotations.
The hyperbolicity of renormalization operator and as well as analysing the Mo¨bius
transformations give exponential convergence of renormalizations of two circle diffeomor-
phisms with a break in C2-topology [10], [16]. Very recently, the renormalization conjec-
ture, that is any two smooth circle diffeomorphisms with a break, with the same irrational
rotation number and same size of the break, belong to the same universality class, (i.e.,
their renormalizations approach each other) has been proven by Khanin & Kocic´ [11]. This
conjecture for C∞-critical circle maps with bounded type of rotation numbers was proven
by de Faria & de Melo [22, 23] and extended in the analytic setting, to all rotation num-
bers by Yampolsky [30]. Another aspect of Khanin & Vul’s result is, their result plays an
important role to show uniformly regularity (see definition [12], [16]) of renormalizations.
Hence, the validity of above statements ensure C1-rigidity of circle maps with singu-
larities. Note that, the rigidity results for circle diffeomorphisms with breaks have been
obtained by Khanin & Khmelov [10] for a countable set of irrational rotations numbers
and for a zero measure set of irrational rotations numbers by Khanin & Teplinsky [16].
The rigidity problem was recently completely solved by Khanin et al. [12] for almost all
rotation numbers. In the case of critical circle maps de Faria & de Melo [22, 23] proved
that for a full measure set of irrational rotation numbers, C3-smooth critical maps with
odd integer order of the critical point, the conjugacy is C1+α for some α > 0. And any
two real-analytic critical circle maps with the same irrational rotation number of bounded
type are C1+ν conjugate for some ν > 0. Recently, Khanin & Teplinsky [15] proved that
for real-analytic critical circle maps and for any irrational rotation numbers the rigidity
holds, this rigidity is called robust rigidity.
The purpose of this work is to extend Khanin & Vul’s result [28]. For this we consider
a class of circle diffeomorphisms with break points satisfying a certain Zygmund condition
depending on a parameter γ > 0. The class of such diffeomorphisms is wider than C2+ν.
In our first main Theorem 1.2 we show that, if γ ∈ (0, 1] then the renormalizations
approach to Mo¨bius transformations with the rate of O(n−γ) in C1-topology. In the case
of γ ∈ (1,+∞) this class is a subset of C2, therefore we investigate the renormalizations
in C2-topology. In the second main Theorem 1.3 we show that, if γ ∈ (1,+∞) then
the renormalizations approach to Mo¨bius transformations with the rate of O(n−γ) in C1-
2
topology. Moreover, the second derivative of the renormalizations approach to the second
derivative of those Mo¨bius transformations with the rate of O(n−(γ−1)) in C0-topology. It
is also shown that, the coefficients of Mo¨bius transformations get asymptotically linearly
dependent.
1.1 Renormalizations of circle diffeomorphisms with a break point
Let f : S1 → S1 be a circle diffeomorphism with a single break point ξ0 i.e., f satisfies the
following conditions:
(i) f ∈ C1([ξ0, ξ0 + 1]);
(ii) infξ 6=ξ0 f
′(ξ) > 0;
(iii) f has one-sided derivatives f ′(ξ0 ± 0) > 0 and
c :=
√
f ′(ξ0 − 0)
f ′(ξ0 + 0)
6= 1.
The number c is called a size of break of f ′ at ξ0. Below we briefly recall the definition
of renormalization and formulate some obtained results. Let the rotation number ρ be an
irrational. We use the following continued fraction expansion of rotation number
ρ = 1/(k1 + 1/(k2 + ...)) := [k1, k2, ..., kn, ...).
The sequence of positive integers (kn) with n ≥ 1 called partial quotients and it is infinite
if and only if ρ is irrational. Every irrational ρ defines uniquely the sequence of partial
quotients. Conversely, every infinite sequence of partial quotients defines uniquely an irra-
tional number ρ as the limit of the sequence of rational convergents pn/qn = [k1, k2, ..., kn].
The coprime numbers pn and qn satisfy the recurrence relations pn = knpn−1 + pn−2
and qn = knqn−1 + qn−2 for n ≥ 1, where, for convenience we set p0 = 0, q0 = 1 and
p−1 = 1, q−1 = 0. Taking the break point ξ0 ∈ S
1, we define the nth fundamental segment
In0 := I
n
0 (ξ0) as the circle arc [ξ0, f
qn(ξ0)] if n is even and [f
qn(ξ0), ξ0] if n is odd. The
union of two consequent fundamental segments In−10 , I
n
0 is called the nth renormalization
neighborhood of the point ξ0 and we denote it by Vn. Certain number of images of funda-
mental segments In−10 and I
n
0 , under iterates of f, cover whole circle without overlapping
beyond the endpoints and form the nth dynamical partition of the circle
Pn := Pn(ξ0, f) =
{
Inj := f
j(In0 ), 0 ≤ j < qn−1
}
∪
{
In−1i := f
i(In−10 ), 0 ≤ i < qn
}
.
On Vn we define the Poincare´ map πn = (f
qn, f qn−1) : Vn → Vn as follows.
πn(ξ) =
{
f qn(ξ), if ξ ∈ In−10 ,
f qn−1(ξ), if ξ ∈ In0 .
The main idea of renormalization method is to study the behaviour of the Poincare´ map
πn as n→∞. For this, rescaling the coordinates are usually used. Let An : R→ S
1 be an
affine covering map such that An([−1, 0]) = I
n
0 , with An(0) = ξ0 and An(−1) = f
qn(ξ0).
Define an ∈ R to be a positive number such that An−1(an) = f
qn(ξ0). Obviously, An−1 :
[0, an] → I
n
0 and An−1 : [−1, 0] → I
n−1
0 . Consider a mapping Sn : [−1, an] → [−1, an]
defined by Sn := (fn, gn) = A
−1
n−1 ◦ πn ◦ An−1, where A
−1
n−1 is the inverse branch that
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maps Vn onto [−1, an]. The pair of functions (fn, gn) is called the nth renormalization of
f with respect to ξ0. Now we provide the exact statement of Khanin & Vul’s [28] result
asserting the closeness of (fn, gn) to the Mo¨bius transformations Fn := Fan,bn,mn and
Gn := Gan,bn,mn,cn where
(1) Fn(z) =
an + (an + bnmn)z
1 + (1−mn)z
, Gn(z) =
−ancn + (cn − bnmn)z
ancn + (mn − cn)z
and
cn = c
(−1)n , bn =
|In−10 | − |I
n
qn−1
|
|In−10 |
, mn = exp
(
(−1)n
qn−1∑
i=0
∫
In−1
i
f ′′(x)
2f ′(x)
dx
)
.
Theorem 1.1. [28] Let f be a C2+ν(S1 \ {ξ0}), ν > 0 diffeomorphism with a break
point ξ0 and with irrational rotation number. Then there exist constants C > 0 and
0 < λ = λ(f) < 1 such that
‖fn − Fn‖C2([−1,0]) ≤ Cλ
n, ‖gn −Gn‖C1([0,an]) ≤ Cλ
n
and
‖g′′n −G
′′
n‖C0([0,an]) ≤
Cλn
an
.
Moreover,
|an + bnmn − cn| ≤ Canλ
n.
Remark. In the case of rational rotation numbers, the renormalizations of circle
diffeomorphisms with breaks was investigated by Khanin & Vul also. They analyzed
periodic trajectories of renormalization operator on one parameter family. Moreover, they
showed that the Lebesgue measure of the set of parameters which correspond to the
rational rotation numbers is full. Later on this result was generalized by Khmelev [20] for
circle diffeomorphisms with several break points.
Remark. Recently, Cunha & Smania [3] have studied Rauzy-Veech renormaliza-
tions of C2+ν-circle diffeomorphisms with several break points. The main idea of this
work is to consider the piecewise-smooth circle homeomorphisms as generalized inter-
val exchange transformations. They have proved that Rauzy-Veech renormalizations of
C2+ν-generalized interval exchange maps satisfying a certain combinatorial conditions are
approximated by Mo¨bius transformations in C2-topology.
1.2 Main results
To state our main results, we define a new class of circle diffeomorphisms with one break
point. Consider the function Zγ : [0, 1)→ (0,+∞), given
Zγ(x) =
1
(log 1
x
)γ
, x ∈ (0, 1)
and Zγ(0) = 0, where γ > 0. Let f be a circle diffeomerphism with the break point
ξ0. Without loss of generality we may assume ξ0 = 0. Denote by ∆
2f ′(ξ, τ) the second
symmetric difference of f ′, that is
∆2f ′(ξ, τ) = f ′(ξ + τ) + f ′(ξ − τ)− 2f ′(ξ)
4
where ξ ∈ S1 and τ ∈ [0, 12 ]. Suppose that there exists a constant C > 0 such that
(2) ‖∆2f ′(·, τ)‖L∞(S1) ≤ CτZγ(τ).
Note that the class of real functions satisfying (2) with Zγ(τ) replaced by 1, is called the
Zygmund class and denoted by Λ∗ (see [32], p. 43). The class Λ∗ plays a key role to
investigate trigonometric series and this class was applied to the theory of circle home-
omorphisms for the first time by Jun Hu & Sullivan (see [6], [27]). They extended the
classical Denjoy’s theorem to this class. Note that if f ′ satisfies (2) then it is not neces-
sarily of bounded variation and vice versa. Indeed, there are examples in [24] and [32]
for this statement. In this work we study the class of circle diffeomerphisms f with the
break point ξ0, whose derivatives f
′ have bounded variation and satisfy the inequality (2).
And we denote this class by D1+Zγ (S1 \ {ξ0}). Let f ∈ D
1+Zγ (S1 \ {ξ0}) and its rotation
number is irrational. We define two quantities m˜n and m̂n as
m˜n = exp
( qn−1∑
i=0
f ′(ξi)− f
′(ξi+qn−1)
2f ′(ξi)
)
, m̂n = exp
( qn−1−1∑
j=0
f ′(ξj+qn)− f
′(ξj)
2f ′(ξj+qn)
)
where ξi, ξi+qn−1 and ξj , ξj+qn are endpoints of the intervals I
n−1
i , I
n
j respectively. Since
the systems of intervals {In−1i , 0 ≤ i < qn}, {I
n
j , 0 ≤ j < qn−1} do not intersect and f
′
has bounded variation, m˜n, m̂n are bounded for any n ≥ 1. Below we will show that m˜n
and m̂n are exponentially close to mn and cnm
−1
n respectively, for γ > 1. Using m˜n, m̂n
we define Mo¨bius transformations similarly as in (1) as follow
(3) F˜n(z) =
an + (an + bnm˜n)z
1 + (1− m˜n)z
, Ĝn(z) =
−anm̂n + (m̂n − bn)z
anm̂n + (1− m̂n)z
.
Our first main result is the following.
Theorem 1.2. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ ∈ (0, 1]. Suppose the rotation number
of f is irrational. Then there exists a constant C = C(f) > 0 and a natural number
N0 = N0(f) such that the following inequalities
(4) ‖fn − F˜n‖C1([−1,0]) ≤
C
nγ
, ‖gn − Ĝn‖C1([0,an]) ≤
C
nγ
hold for all n ≥ N0.
Note that the class D1+Zγ (S1\{ξ0}) will be ”better” when γ increases. This gives more
opportunities to better understand the behavior of Sn. Now we consider the case γ > 1.
In this case, because of Theorem 2.3 stated in Section 2, f ′ is differentiable on S1 \ {ξ0},
hence S ′n is differentiable on [−1, an] \ {0}. Therefore we can investigate the behavior of
S ′′n. Our second result is the following.
Theorem 1.3. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ > 1. Suppose the rotation number of f is
irrational. Then there exists a constant C = C(f) > 0 and a natural number N0 = N0(f)
such that for all n ≥ N0 the following inequalities hold
(5) ‖fn − Fn‖C1([−1,0]) ≤
C
nγ
, ‖gn −Gn‖C1([0,an]) ≤
C
nγ
.
(6) ‖f ′′n − F
′′
n‖C0([−1,0]) ≤
C
nγ−1
, ‖g′′n −G
′′
n‖C0([0,an]) ≤
C
annγ−1
.
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Moreover,
(7) |an + bnmn − cn| ≤
Can
nγ
where Fn and Gn are defined in (1).
Remark.
• It is obvious that the classes in Theorems 1.2 and 1.3 are wider than the class of
Theorem 1.1 but the estimations are weaker.
• The Zygmund conditions is quite natural in the context of Cross-Ration Distortion
(CRD). The relations between Zygmund conditions and CRD estimates have been
studied in the book [24] for γ = 1. Since Ratio Distortion (RD) is a partial case of
CRD, the approaches in the above book work very well to estimate RD for the con-
sidered Zygmund class. On the other hand the renormalizations can be represented
by RD, therefore we investigate the renormalizations by RD.
The structure of paper is as follows. In Section 2, we provide brief facts about Zygmund
functions and following Khanin & Vul [28] we define a relative coordinate of an inter-
val. Then we obtain some estimates for the distortion of interval. Moreover, we provide
relations between distortion and relative coordinates of intervals. In Section 3, we get
estimates for the ratio of f qn-distortion of intervals i.e., distortion of intervals with respect
to f qn for the different γ’s. In Section 4, we compare the relative coordinates with Mo¨bius
transformations. Finally, in Section 5 we prove our main theorems.
2 Ratio distortions and Zygmund condition
2.1 Notes on Zygmund functions
In this subsection we provide brief facts about functions satisfying inequality (2). These
facts will be used in the proof of main results. Let I = [a, b] be an interval with the length
less than 1. Consider a continuous function K : I → R. Suppose K satisfies the inequality
(2) on I i.e.,
(8) ‖∆2K(·, τ)‖L∞([a,b]) ≤ CτZγ(τ),
where τ ∈ [0, |I|/2]. It turns out that the functions satisfying relation (8) have ”a consid-
erable degree of continuity”.
Theorem 2.1. Let K : I → R be continuous and satisfies the inequality (8) on I. If
γ ∈ (0, 1) then
ω(δ,K) = O
(
δ(log
1
δ
)1−γ
)
.
If γ = 1 then
ω(δ,K) = O
(
δ(log log
1
δ
)
)
where ω(·,K) is the modulus of continuity of K.
Proof. The proof of this theorem follows closely that of [32] (p. 44) and we leave it to the
reader.
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The following theorem was proved by Weiss & Zygmund in [29]. This theorem will be
used in the proof of next theorem.
Theorem 2.2. Let K : R → R be 2π-periodic and satisfies (8) for some γ ∈ (12 , 1]. Then
K is absolute continuous and K ∈ Lp[0, 2π] for every p > 1.
More direct and general proof of this theorem can be found in [7]. In this theorem
the assumption γ ∈ (12 , 1] is crucial. The theorem is false for γ ∈ (0,
1
2 ]. Indeed, there are
functions which satisfy (8) for some γ ∈ (0, 12 ] but almost nowhere differentiable (see e.g.
[32]). Next we provide a theorem on differentiability of K in the case of γ > 1. To state
this theorem we need the following function Pγ : (0, 1)→ R.
(9) Pγ(x) =
∞∑
n=1
Zγ(x2
−n) where x ∈ (0, 1) and γ > 1.
It is clear that Pγ is continuous and lim
x→0
Pγ(x) = 0.
Theorem 2.3. Let K : I → R be continuous and satisfies (8) for some γ > 1. Then
K ∈ C1(I) and for any ξ, η ∈ I there exists a constant C > 0 such that
|K′(ξ)−K′(η)| ≤ C · Pγ(|ξ − η|).
Proof. We give only the sketch of proof, the details will be left to the reader. According
to Theorem 2.2 the function K is at least absolute continuous on I in the case of γ > 1.
Hence K′ exists almost everywhere and K is an indefinite integral of K′. To prove the
theorem we take any points ξ, η ∈ I that are Lebesgue points of K′ and using the same
manner as in [32] (p. 44), we obtain a uniform estimate for |K′(ξ) − K′(η)|. Hence we
show K′ is uniformly continuous and satisfies
|K′(ξ)−K′(η)| ≤ C · Pγ(|ξ − η|)
on its set of Lebesgue points. Thus, it can be continuously extended to whole interval
I.
2.2 The distortion of interval and relative coordinate
In this subsection we introduce the distortion of interval I = [a, b] with respect to con-
tinuous and monotone function K : I → R. We obtain some estimates for the distortion
of interval. After that following Vul & Khanin [28], we define the relative coordinate of
interval and provide relations between distortion and relative coordinate. These estimates
and relations will be used in the proofs of main theorems. The distortion of the interval
I with respect to K is
R(I;K) =
|K(I)|
|I|
.
The distortion is multiplicative with respect to composition. Henceforth, take any x ∈ [a, b]
and consider the distortions
(10) Ra(x) := R([a, x];K) and Rb(x) := R([x, b];K).
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Below we study the distortions Ra(x) and Rb(x) as the functions of x ∈ [a, b]. Consider
the following function Ω : (0, 1) × (0,+∞)→ R,
Ω(δ, γ) =

δ(log 1
δ
)1−γ if (δ, γ) ∈ (0, 1) × (0, 1);
δ(log log 1
δ
) if (δ, γ) ∈ (0, 1) × {1};
δ if (δ, γ) ∈ (0, 1) × (1,+∞).
In fact the function Ω(δ, γ) is the modulus of continuity of the functions satisfying relation
(8) for the different cases of γ.
Denote by D1+Zγ (I) the class of diffeomorphisms K whose derivatives K′ satisfy the
inequality (8) on I. In the sequel we prove several lemmas which will be used in the proofs
of main theorems.
Lemma 2.4. Let K ∈ D1+Zγ (I) and γ ∈ (0,+∞). Then we have
Ra(x)
Rb(x)
− 1 =
K′(a)−K′(b)
2K′(b)
+O
(
|I| · Zγ(|I|) + |K
′(a)−K′(b)| · Ω(|I|, γ)
)
.
Proof. Since K′ satisfies (8), similarly as in [24] (p. 293) we have
Ra(x) =
K′(x) +K′(a)
2
+O
(
|I| · Zγ(|I|)
)
, Rb(x) =
K′(b) +K′(x)
2
+O
(
|I| · Zγ(|I|)
)
.
The last two relations imply
Ra(x)
Rb(x)
− 1 =
K′(a)−K′(b)
K′(b) +K′(x)
+O
(
|I| · Zγ(|I|)
)
.
It is obvious
K′(a)−K′(b)
K′(b) +K′(x)
=
K′(a)−K′(b)
2K′(b)
+ |K′(a)−K′(b)|O
(
|K′(x)−K′(b)|
)
.
Hence, the claim of lemma follows from Theorems 2.1, 2.3 and above relations.
Note that according to Theorem 2.3 the function K′ is differentiable in the case of
γ > 1. Hence we have the following.
Corollary 2.5. Let K ∈ D1+Zγ (I) for some γ ∈ (1,+∞). Then we have
Ra(x)
Rb(x)
− 1 = −
∫ b
a
K′′(y)
2K′(y)
dy +O
(
|I| · Zγ(|I|) + |K
′(a)−K′(b)| · Ω(|I|, γ)
)
.
Now we define the relative coordinate z : I → [0, 1] as follows
z =
b− x
b− a
.
Next we prove the following.
Lemma 2.6. Let K ∈ D1+Zγ (I) and γ ∈ (0,+∞). Then we have
(11) (x−a)(b−x)
(R′b(x)−R′a(x)
b− a
)
=
1
2
(
zK′(a)+(1−z)K′(b)−K′(x)
)
+O
(
|I|·Zγ(|I|)
)
.
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Proof. By differentiating Ra and Rb we obtain
R′a(x) =
K′(x)−Ra(x)
x− a
and R′b(x) =
Rb(x)−K
′(x)
b− x
.
Applying the same arguments as in the proof of Lemma 2.4, we can show that
R′a(x) =
1
2
·
K′(x)−K′(a)
x− a
+
1
1− z
O
(
Zγ(|I|)
)
, R′b(x) =
1
2
·
K′(b)−K′(x)
b− x
+
1
z
O
(
Zγ(|I|)
)
.
Hence
(x− a)(b− x)
(R′b(x)−R′a(x)
b− a
)
=
1
2
(
zK′(a) + (1− z)K′(b)−K′(x)
)
+O
(
|I| · Zγ(|I|)
)
.
Lemma 2.6 is proved.
Next we estimate the expression in the right hand side of equation (11). For this we
define the following function Tγ : [0, 1/2] × (0, 1)→ R as
Tγ(s, t) = s
∫ 1
s
Zγ(xt)dx
x
+
∫ s
0
Zγ(xt)dx if s ∈ (0, 1/2]
and Tγ(0, t) = 0, for any t ∈ (0, 1).
Lemma 2.7. Let K ∈ D1+Zγ (I) and γ ∈ (0,+∞). Then there exists a constant C > 0
such that
|zK′(a) + (1− z)K′(b)−K′(x)| ≤ C

|I| · Tγ(z, |I|) if z ∈ [0,
1
2 ];
|I| · Tγ(1− z, |I|) if z ∈ (
1
2 , 1].
Proof. Let us consider the function κ(z) := K′(b + z(a − b)), z ∈ [0, 1]. It is clear that,
to prove the lemma we have to estimate |(1− z)κ(0) + zκ(1) − κ(z)|. Note that, since K′
satisfies (8) we have
(12) |
1
2
κ(ξ + τ) +
1
2
κ(ξ − τ)− κ(ξ)| ≤ C · |τ ||I|Zγ(|τ ||I|),
for all ξ + τ, ξ − τ ∈ [0, 1]. Denote by Dℓ, ℓ = 0, 1, 2, ... the dyadic partition of [0, 1]. Take
any z ∈ (0, 1), fix it and denote by Jℓ = [aℓ, bℓ) the dyadic interval of Dℓ which contains
z. Using this interval we define the following quantities
rℓ =
bℓ − z
bℓ − aℓ
κ(aℓ) +
z − aℓ
bℓ − aℓ
κ(bℓ)− κ(z), tℓ =
1
2
κ(aℓ) +
1
2
κ(bℓ)− κ(
aℓ + bℓ
2
).
After an easy computation we get
rℓ+1 − rℓ = −
dist(z, ∂(Jℓ))
|Jℓ+1|
tℓ.
Using this equality we obtain
|r0| ≤
∞∑
ℓ=0
dist(z, ∂(Jℓ))
|Jℓ+1|
|tℓ|.
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There are two possibilities for z : either z ∈ (0, 12 ] or z ∈ (
1
2 , 1). Consider the first case.
Let m be the biggest natural number such that z ≤ 2−m. It is easy to verify that
dist(z, ∂(Jℓ)) ≤
{
z, if ℓ ≤ m;
|Jℓ|, if ℓ > m.
Similarly, in the second case we define the biggest natural number p such that 1−z ≤ 2−p.
One can verify that
dist(z, ∂(Jℓ)) ≤
{
1− z, if ℓ ≤ p;
|Jℓ|, if ℓ > p.
Consequently,
|r0| ≤

z
m∑
ℓ=0
2ℓ+1|tℓ|+ 2
∞∑
ℓ=m+1
|tℓ|, if z ∈ (0,
1
2 ];
(1− z)
p∑
ℓ=0
2ℓ+1|tℓ|+ 2
∞∑
ℓ=p+1
|tℓ|, if z ∈ (
1
2 , 1).
Using inequality (12) we get
|r0| ≤ C

|I|
(
z
m∑
ℓ=0
Zγ(2
−ℓ−1|I|) +
∞∑
ℓ=m+1
2−ℓZγ(2
−ℓ−1|I|)
)
, if z ∈ (0, 12 ];
|I|
(
(1− z)
p∑
ℓ=0
Zγ(2
−ℓ−1|I|) +
∞∑
ℓ=p+1
2−ℓZγ(2
−ℓ−1|I|)
)
, if z ∈ (12 , 1).
It is obvious that if z ∈ (0, 12 ] then
z
m∑
ℓ=0
Zγ(2
−ℓ−1|I|) +
∞∑
ℓ=m+1
2−ℓZγ(2
−ℓ−1|I| ≤ C · T (z, |I|).
Similarly, if z ∈ (12 , 1) then
(1− z)
p∑
ℓ=0
Zγ(2
−ℓ−1|I|) +
∞∑
ℓ=p+1
2−ℓZγ(2
−ℓ−1|I| ≤ C · T (1− z, |I|).
Thus
|r0| ≤ C

|I| · Tγ(z, |I|), if z ∈ (0,
1
2 ];
|I| · Tγ(1− z, |I|), if z ∈ (
1
2 , 1).
On the other hand
|(1− z)κ(0) + zκ(1) − κ(z)| = |r0|.
Hence we have proved Lemma 2.7 for z ∈ (0, 1). For z ∈ {0, 1} the claim of lemma is
obvious.
It is easy to see that the function Tγ(z, |I|) is increasing function of z on [0,
1
2 ]. Hence the
function Tγ(1− z, |I|) is decreasing function of z on [
1
2 , 1]. Therefore Tγ(z, |I|) ≤ Tγ(
1
2 , |I|)
for all z ∈ [0, 12 ] and Tγ(1 − z, |I|) ≤ T (
1
2 , |I|) for all z ∈ [
1
2 , 1]. Moreover, if the length of
interval I is sufficiently small then it can be easily shown that
Tγ(
1
2
, |I|) = O
(
Zγ(|I|)
)
.
Thus Lemmas 2.6 and 2.7 imply the following.
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Corollary 2.8. Let K ∈ D1+Zγ (I) and γ ∈ (0,+∞). If the length of interval I is suffi-
ciently small then we have
(x− a)(b− x)
∣∣∣R′b(x)−R′a(x)
b− a
∣∣∣ = O(|I|Zγ(|I|)).
Next we consider the subcase γ ∈ (1,+∞). Due to Theorem 2.3, K′ is differentiable.
Therefore R′a and R
′
b are differentiable and we have the following.
Lemma 2.9. Let K ∈ D1+Zγ (I) and γ ∈ (1,+∞). Then there exists a constant C > 0
such that ∣∣∣(x− a)(b− x)(R′′a(x)−R′′b (x))∣∣∣ ≤ C · |I|Pγ(|I|),∣∣∣R′b(x)−R′a(x)∣∣∣ ≤ C · Pγ(|I|)
where function Pγ is defined in (9).
Proof. The proof lemma follows from easy computations and Theorem 2.3.
3 Estimates for the ratio of f qn-distortions
In this section we first define relative coordinates on the intervals of dynamical partition
Pn and the ratio of f
qn-distortions i.e., distortions of intervals with respect to f qn. Then we
describe the ratio of f qn-distortions by initial relative coordinates and provide estimates
for this description and its derivatives. Note that the relative coordinates on intervals of
dynamical partition Pn was introduced and very well investigated by Sinai & Khanin in
the work [14]. Here and in the next sections we always assume the rotation number is
irrational and we use in the following formulations: b − a where a, b ∈ S1 and often the
map f : S1 → S1 with f(b) − f(a), even if correctly these had to be replaced by the lifts
b˜ − a˜ where a˜, b˜ ∈ [0, 1) and F : R → R with F (b˜) − F (a˜) respectively. Having these
in mind we introduce the relative coordinates zi : I
n−1
i → [0, 1] for all 0 ≤ i ≤ qn and
z¯j : I
n
j → [0, 1] for all 0 ≤ j ≤ qn−1, by the formulae respectively:
zi =
ξi − x
ξi − ξi+qn−1
, x ∈ In−1i and z¯j =
ξj+qn − y
ξj+qn − ξj
, y ∈ Inj .
Here and in the following, we discuss only the case where n is even, the case where n is
odd is obtained by reversing the orientation of S1. Next we define
(13) Υ˜n(x) = log
R([ξqn−1 , x]; f
qn)
R([x, ξ0]; f qn)
+ log m˜n, x ∈ I
n−1
0 .
(14) Υ̂n(x) = log
R([ξ0, x]; f
qn−1)
R([x, ξqn ]; f
qn−1)
+ log m̂n, x ∈ I
n
0 .
To be easy to write we use the following notations
αi := ξi+qn−1 , βi := ξi and xi := f
i(x) ∈ In−1i , 0 ≤ i ≤ qn.
α¯j := ξj , β¯j := ξj+qn and yj := f
j(y) ∈ Inj , 0 ≤ j ≤ qn−1.
11
Hence
(15) x = β0 + z0(α0 − β0) and y = β¯0 + z¯0(α¯0 − β¯0).
So, we set
(16) Υ˜n(z0) := Υ˜n(β0 + z0(α0 − β0)), Υ̂n(z¯0) := Υ̂n(β¯0 + z¯0(α¯0 − β¯0)).
Below we estimate Υ˜n and Υ̂n. These estimates will be used in the next section to ap-
proximate relative coordinates with Mo¨bius transformations.
Lemma 3.1. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ ∈ (0,+∞). Then there exists a constant
C > 0 such that
max
z0∈[0,1]
|Υ˜n(z0)| ≤
C
nγ
, max
z¯0∈[0,1]
|Υ̂n(z¯0)| ≤
C
nγ
for all n ≥ 1.
Proof. We prove only first inequality, the second inequality can be proved analogously.
Since, the ratio distortion is multiplicative with respect to composition and using notation
(10) we have
(17) Υ˜n(z0) =
qn−1∑
i=0
log
Rαi(xi)
Rβi(xi)
+ log m˜n.
Because the sytem of intervals {In−1i = [αi, βi], 0 ≤ i < qn} do not contain the break
point, utilizing Lemma 2.4 we get
(18)
qn−1∑
i=0
log
Rαi(xi)
Rβi(xi)
=
qn−1∑
i=0
log
(
1 +
f ′(αi)− f
′(βi)
2f ′(βi)
)
+
O
( qn−1∑
i=0
|In−1i | · Zγ(|I
n−1
i |) + |f
′(αi)− f
′(βi)| · Ω(|I
n−1
i |, γ)
)
.
It is clear
(19)
qn−1∑
i=0
|In−1i |Zγ(|I
n−1
i |) = O(Zγ(dn−1))
and
(20)
qn−1∑
i=0
|f ′(αi)− f
′(βi)| · Ω(|I
n−1
i |, γ) = O
(
Ω(dn−1, γ)
)
where dn := ‖f
qn − Id‖C0 . It is well known that dn = O(λ
n) (see [4]) and this implies
Zγ(dn−1) + Ω(dn−1, γ) = O
( 1
nγ
)
.
Therefore, using Taylor’s formula and combining (18)-(20) we get
qn−1∑
i=0
log
Rαi(xi)
Rβi(xi)
= − log m˜n +O
( 1
nγ
)
.
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Thus and so
max
z0∈[0,1]
|Υ˜n(z0)| ≤
C
nγ
.
Lemma 3.1 is proved.
The following estimates will be used in the next section to approximate relative coor-
dinates with Mo¨bius transformations in C1-topology.
Lemma 3.2. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ ∈ (0,+∞). Then there exists a constant
C > 0 and a natural number N0 = N0(f) such that
max
z0∈[0,1]
∣∣∣z0(1− z0)dΥ˜n(z0)
dz0
∣∣∣ ≤ C
nγ
, max
z¯0∈[0,1]
∣∣∣z¯0(1− z¯0)dΥ̂n(z¯0)
dz¯0
∣∣∣ ≤ C
nγ
for all n ≥ N0.
Proof. We prove the first inequality, the second one can be proved analogously. Setting
(21) Ψ(xi) := log
Rαi(xi)
Rβi(xi)
rewrite Υ˜n as follows
(22) Υ˜n(z0) =
qn−1∑
i=0
Ψ(xi) + log m˜n.
It is clear
(23)
dΥ˜n(z0)
dz0
=
dΥ˜n(x)
dx
·
dx
dz0
= (α0 − β0) ·
dΥ˜n(x)
dx
and
(24)
dΨ(xi)
dx
=
dΨ(xi)
dxi
·
dxi
dx
=
dΨ(xi)
dxi
· (f i(x))′.
Using Finzi’s inequality (see [1] for finitely many breaks) we obtain
(25) e−ν ≤
(f i(x))′(α0 − β0)
(αi − βi)
≤ eν and e−2ν ≤
z0(1− z0)
zi(1− zi)
≤ e2ν .
From (22)-(25) we get
(26)
∣∣∣z0(1− z0)dΥ˜n(z0)
dz0
∣∣∣ ≤ e3ν ∣∣∣ qn−1∑
i=0
zi(1− zi)(αi − βi)
dΨ(xi)
dxi
∣∣∣.
By differentiating (21) we have
(27)
dΨ(xi)
dxi
=
1
Rαi(xi)
·
dRαi(xi)
dxi
−
1
Rβi(xi)
·
dRβi(xi)
dxi
=
( 1
Rαi(xi)
−
1
Rβi(xi)
)
·
dRαi(xi)
dxi
+
1
Rβi(xi)
·
(dRαi(xi)
dxi
−
dRβi(xi)
dxi
)
.
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Utilizing mean value theorem and Theorems 2.1, 2.3 we get
(28)
∣∣∣ 1
Rαi(xi)
−
1
Rβi(xi)
∣∣∣ = ∣∣∣ 1
f ′(αˇi)
−
1
f ′(βˇi)
∣∣∣ ≤ C · Ω(dn−1, γ)
for any γ ∈ (0,+∞), where αˇi ∈ [αi, xi] and βˇi ∈ [xi, βi]. Using this, we estimate |
dΨ(xi)
dxi
|
as
(29)
∣∣∣dΨ(xi)
dxi
∣∣∣ ≤ C · Ω(dn−1, γ)∣∣∣dRαi(xi)
dxi
∣∣∣+ 1
inf
S1
f ′(ξ)
·
∣∣∣dRαi(xi)
dxi
−
dRβi(xi)
dxi
∣∣∣.
Applying this inequality to the right hand side of (26) we get
(30)
∣∣∣z0(1− z0)dΥ˜n(z0)
dz0
∣∣∣ ≤ Ce3νΩ(dn−1, γ) qn−1∑
i=0
zi(1− zi)|αi − βi|
∣∣∣dRαi(xi)
dxi
∣∣∣
+
e3ν
inf
S1
f ′(ξ)
qn−1∑
i=0
zi(1− zi)|αi − βi|
∣∣∣dRαi(xi)
dxi
−
dRβi(xi)
dxi
∣∣∣ := An +Bn.
Next we estimate An and Bn. To estimate An we use the following obvious equality
zi(1− zi)|αi − βi|
∣∣∣dRαi(xi)
dxi
∣∣∣ = zi|f ′(xi)− f ′(αˇi)|.
Therefore
An = Ce
3νΩ(dn−1, γ)
qn−1∑
i=0
zi|f
′(xi)− f
′(αˇi)|.
Since f ′ has bounded variation and the system of intervals {[xi, αˇi], 0 ≤ i < qn} do not
intersect, we have
An = O
(
Ω(dn−1, γ)
)
.
Next we estimate Bn. By definition of relative coordinate zi we have
zi(1− zi)|αi − βi|
∣∣∣dRαi(xi)
dxi
−
dRβi(xi)
dxi
∣∣∣ = (xi − αi)(βi − xi)
βi − αi
∣∣∣dRαi(xi)
dxi
−
dRβi(xi)
dxi
∣∣∣.
Due to Corollary 2.8 we get
(xi − αi)(βi − xi)
βi − αi
∣∣∣dRαi(xi)
dxi
−
dRβi(xi)
dxi
∣∣∣ = O(|In−1i |Zγ(|In−1i |))
for sufficiently lagre n. Hence
Bn = O
( qn−1∑
i=0
|In−1i |Zγ(|I
n−1
i |)
)
= O
(
Zγ(dn−1)
)
for sufficiently large n. Finally
An +Bn = O
( 1
nγ
)
.
Lemma 3.2 is proved.
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In the next two lemmas we estimate the first and second derivatives of Υ˜n and Υ̂n in
the case of γ ∈ (1,+∞). These estimates will be used in the next section to approximate
relative cordinates with Mo¨bius transformations in C2-topology for γ > 1. Note that in this
case according to Theorem 2.3, f ′ is differentiable on [ξ0, ξ0 + 1] (here f
′(ξ0) = f
′(ξ0 + 0)
and f ′(ξ0 + 1) = f
′(ξ0 − 0)) and the modulus of continuity of f
′′ is Pγ .
Lemma 3.3. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ ∈ (1,+∞). Then there exists a constant
C > 0 such that
max
z0∈[0,1]
∣∣∣dΥ˜n(z0)
dz0
∣∣∣ ≤ C
nγ−1
, max
z¯0∈[0,1]
∣∣∣dΥ̂n(z¯0)
dz¯0
∣∣∣ ≤ C
nγ−1
for all n ≥ 1.
Proof. We prove only the first inequality, the second one can be proved analogously. The
same manner as in proof of Lemma 3.2 we can show that
∣∣∣dΥ˜n(z0)
dz0
∣∣∣ ≤ eν ∣∣∣ qn−1∑
i=0
(αi − βi)
dΨ(xi)
dxi
∣∣∣ ≤ CeνΩ(dn−1, γ) qn−1∑
i=0
|αi − βi|
∣∣∣dRαi(xi)
dxi
∣∣∣
+
eν
inf
S1
f ′(ξ)
qn−1∑
i=0
|αi − βi|
∣∣∣dRαi(xi)
dxi
−
dRβi(xi)
dxi
∣∣∣ := Cn +Dn.
Below we estimate Cn and Dn. Since f
′ is differentiable, it can be shown easily
(31) |αi − βi|
∣∣∣dRαi(xi)
dxi
∣∣∣ = |αi − βi|∣∣∣f ′(xi)−Rαi(xi)
xi − αi
∣∣∣ =
|αi − βi|
∣∣∣ ∫ xi
αi
f ′′(y)(y − αi)
(xi − αi)2
dy
∣∣∣ = O(|αi − βi|).
Thereby
Cn = O
(
Ω(dn−1, γ)
qn−1∑
i=0
|αi − βi|
)
= O
(
Ω(dn−1, γ)
)
.
Now we estimate Dn. According to Lemma 2.9 we have∣∣∣dRαi(xi)
dxi
−
dRβi(xi)
dxi
∣∣∣ ≤ CPγ(|In−1i |).
Hence
Dn = O
( qn−1∑
i=0
|αi − βi|Pγ(|I
n−1
i |)
)
= O
(
Pγ(dn−1)
)
.
From the definiteness of Pγ
Pγ(dn−1) =
∞∑
k=1
Zγ(2
−kdn−1) ≤
∫ 1
0
Zγ(ydn−1)
y
dy =
1
γ − 1
(
log
1
dn−1
)1−γ
.
As before, using the relation dn = O(λ
n) we obtain(
log
1
dn−1
)1−γ
+Ω(dn−1, γ) = O
( 1
nγ−1
)
.
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Finally
Cn +Dn = O
( 1
nγ−1
)
.
Lemma 3.3 is proved.
Lemma 3.4. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ ∈ (1,+∞). Then there exists a constant
C > 0 and a natural number N0 = N0(f) such that
max
z0∈[0,1]
∣∣∣z0(1− z0)d2Υ˜n(z0)
dz20
∣∣∣ ≤ C
nγ−1
, max
z¯0∈[0,1]
∣∣∣z¯0(1− z¯0)d2Υ̂n(z¯0)
dz¯20
∣∣∣ ≤ C
nγ−1
for all n ≥ N0.
Proof. As above we prove only the first inequality, the second one can be proved analo-
gously. By differentiating (23) and (24) we obtain
d2Υ˜n(z0)
dz20
= (α0 − β0)
2 ·
d2Υ˜n(x)
dx2
,
and
d2Ψ(xi)
dx2
=
d2Ψ(xi)
dx2i
·
(dxi
dx
)2
+
dΨ(xi)
dxi
·
d2xi
dx2
.
Thus
z0(1− z0)
d2Υ˜n(z0)
dz20
= z0(1− z0)(α0 − β0)
2
qn−1∑
i=0
d2Ψ(xi)
dx2i
·
(dxi
dx
)2
+
z0(1− z0)(α0 − β0)
2
qn−1∑
i=0
dΨ(xi)
dxi
·
d2xi
dx2
:= En + Fn.
Next we estimate En and Fn. Using (25) we get
(32) z0(1− z0)(α0 − β0)
2
(dxi
dx
)2
≤ e4νzi(1− zi)(αi − βi)
2
for any 0 ≤ i < qn. By differentiating (27) we obtain
d2Ψ(xi)
dx2i
= −
1
R2αi(xi)
·
(dRαi(xi)
dxi
)2
+
1
Rαi(xi)
·
d2Rαi(xi)
dx2i
+
(33)
1
R2βi(xi)
·
(dRβi(xi)
dxi
)2
−
1
Rβi(xi)
·
d2Rβi(xi)
dx2i
=
( 1
R2βi(xi)
−
1
R2αi(xi)
)
·
(dRαi(xi)
dxi
)2
+
((dRβi(xi)
dxi
)2
−
(dRαi(xi)
dxi
)2)
·
1
R2βi(xi)
+
( 1
Rαi(xi)
−
1
Rβi(xi)
)
·
d2Rαi(xi)
dx2i
+
(d2Rαi(xi)
dx2i
−
d2Rβi(xi)
dx2i
)
·
1
Rβi(xi)
:= E(1)n +E
(2)
n +E
(3)
n +E
(4)
n .
We multiply each E
(s)
n , s = 1, 2, 3, 4 to the right hand side of (32) and estimate them
separately. Relations (28) and (31) imply
(34) e4v
qn−1∑
i=0
zi(1− zi)(αi − βi)
2|E(1)n | ≤ Cdn−1Ω(dn−1, γ).
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From the second inequality of Lemma 2.9 it follows
(35) e4v
qn−1∑
i=0
zi(1− zi)(αi − βi)
2|E(2)n | ≤ Cdn−1Pγ(dn−1).
As we have seen in the proof of Lemma 2.9, we have
d2Rαi(xi)
dx2i
= 2
∫ xi
αi
(f ′′(xi)− f
′′(y))(y − αi)
(xi − αi)3
dy.
By definition of (1− zi) and the second inequality of Lemma 2.9, we obtain∣∣∣(1− zi)(αi − βi)d2Rαi(xi)
dx2i
∣∣∣ ≤ 2∫ xi
αi
|f ′′(xi)− f
′′(y)|(y − αi)
(xi − αi)2
dy ≤ CPγ(|I
n−1
i |).
Therefore, the last two relations and inequality (28) imply
(36) e4v
qn−1∑
i=0
zi(1− zi)(αi − βi)
2|E(3)n | ≤ CPγ(dn−1)Ω(dn−1, γ).
From the first inequality of Lemma 2.9 it follows
(37) e4v
qn−1∑
i=0
zi(1− zi)(αi − βi)
2|E(4)n | ≤
C
qn−1∑
i=0
(xi − αi)(βi − xi)
∣∣∣d2Rαi(xi)
dx2i
−
d2Rβi(xi)
dx2i
∣∣∣ ≤ CPγ(dn−1).
Relations (32)-(37) then imply the following estimate
|En| = O
( 1
nγ−1
)
.
We pass to estimate Fn. First we show the validity of the following inequalities
(38) e−2ν inf
x∈S1
∣∣∣f ′′(x)
f ′(x)
∣∣∣ · |αi − βi| ≤ (α0 − β0)2∣∣∣d2xi
dx2
∣∣∣ ≤ e2ν sup
x∈S1
∣∣∣f ′′(x)
f ′(x)
∣∣∣ · |αi − βi|
for any 0 ≤ i < qn. Consider the function
Hi(x) =
i−1∑
j=0
(f j(x))′
where x ∈ In−10 and 0 ≤ i < qn. Using Finzi’s inequality it can be easily shown
(39) e−ν ≤
Hi(x)
Hi(y)
≤ eν
for any x, y ∈ In−10 and 0 ≤ i < qn. On the other hand∫
In−1
0
Hi(x)dx =
i−1∑
j=0
|In−1j |.
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This and inequality (39) imply
(40) e−ν
1
|In−10 |
i−1∑
j=0
|In−1j | ≤ Hi(x) ≤ e
ν 1
|In−10 |
i−1∑
j=0
|In−1j |.
We find d
2xi
dx2
:
d2xi
dx2
= (f i(x))′
i−1∑
j=0
f ′′(xj)
f ′(xj)
(f j(x))′.
Inequalities (25) and (40) imply
(α0 − β0)
2
∣∣∣d2xi
dx2
∣∣∣ ≤ sup
x∈S1
∣∣∣f ′′(x)
f ′(x)
∣∣∣(α0 − β0)2(f i(x))′Hi(x) ≤ e2ν sup
x∈S1
∣∣∣f ′′(x)
f ′(x)
∣∣∣ · |αi − βi|.
The left hand side of (38) is proved similarly. Now we continue estimating Fn. After above
preparations we have
|Fn| ≤ C
qn−1∑
i=0
zi(1− zi)|αi − βi|
∣∣∣dΨ(xi)
dxi
∣∣∣.
This and inequalities (27)-(30) imply
|Fn| ≤ C(An +Bn).
As we have shown in the proof of Lemma 3.2
An +Bn = O
( 1
nγ
)
for sufficiently large n. Therefore
|Fn| ≤
C
nγ
for sufficiently large n. Finally we have
|En|+ |Fn| = O(
1
nγ−1
)
for sufficiently large n. Lemma 3.4 is therefore completely proved.
4 Comparing relative coordinates with Mo¨bius transforma-
tions
In this section we show that the relative coordinates zqn(z0) and zˆqn−1(z¯0) are approximated
by Mo¨bius transformations. To characterize these approximations we define a Mo¨bius map
MT as follows
(41) MT (z) =
zT
1 + z(T − 1)
.
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Lemma 4.1. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ ∈ (0, 1]. Then there exists a constant C > 0
and a natural number N0 = N0(f) such that
‖zqn −Mm˜n‖C1([0,1]) ≤
C
nγ
, ‖zˆqn−1 −Mm̂n‖C1([0,1]) ≤
C
nγ
for all n ≥ N0.
Proof. We prove the first inequality. For this we find the explicit form of zqn(z0). After
simple computations we get
1− zqn
zqn
·
z0
1− z0
=
R([ξqn−1 , x]; f
qn)
R([x, ξ0]; f qn)
.
On the other hand, the relation (13) implies
R([ξqn−1 , x]; f
qn)
R([x, ξ0]; f qn)
=
1
m˜n
exp(Υ˜n(z0)).
Therefore, the last two relations imply
1− zqn
zqn
·
z0
1− z0
=
1
m˜n
exp(Υ˜n(z0)).
Solving for zqn , we get
(42) zqn(z0) =
z0m˜n
(1− z0) exp(Υ˜n(z0)) + z0m˜n
.
Using Lemma 3.1 we get
(43) max
z0∈[0,1]
∣∣∣zqn(z0)−Mm˜n(z0)∣∣∣ ≤ Cnγ .
for all n ≥ 1. By differentiating (42) we obtain
z′qn(z0) =
(
1− z0(1− z0)Υ˜
′
n(z0)
)
m˜n exp(Υ˜n(z0))(
(1− z0) exp(Υ˜n(z0)) + z0m˜n
)2 .
Utilizing Lemma 3.2
(44) max
z0∈[0,1]
∣∣∣z′qn(z0)−M′m˜n(z0)∣∣∣ ≤ Cnγ
for all n ≥ N0. Inequalities (43) and (44) imply the proof of first inequality of Lemma 4.1.
The proof of the second inequality is similar.
Now we consider the case γ > 1.
Lemma 4.2. Let f ∈ D1+Zγ (S1 \ {ξ0}) and γ > 1. Then there exists a constant C > 0
and natural number N0 = N0(f) such that for all n ≥ N0 the following inequalities hold
(45) ‖zqn −Mmn‖C1([0,1]) ≤
C
nγ
, ‖zˆqn−1 −M cn
mn
‖C1([0,1]) ≤
C
nγ
.
Moreover,
(46) ‖z′′qn −M
′′
mn‖C0([0,1]) ≤
C
nγ−1
, ‖zˆ′′qn−1 −M
′′
cn
mn
‖C0([0,1]) ≤
C
nγ−1
.
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Proof. To prove this lemma we use the explicit forms of zqn(z0), z
′
qn
(z0) and zˆqn−1(z¯0),
zˆ′qn−1(z¯0). As we have shown above
(47) zqn(z0) =
z0m˜n
(1− z0) exp(Υ˜n(z0)) + z0m˜n
,
(48) z′qn(z0) =
(
1− z0(1− z0)Υ˜
′
n(z0)
)
m˜n exp(Υ˜n(z0))(
(1− z0) exp(Υ˜n(z0)) + z0m˜n
)2 .
The same manner as in the proof of above lemma, it can be found
(49) zˆqn−1(z¯0) =
z¯0m̂n
(1− z¯0) exp(Υ̂n(z¯0)) + z¯0m̂n
.
By differentiating this we obtain
(50) zˆ′qn−1(z¯0) =
(
1− z¯0(1− z¯0)Υ̂
′
n(z¯0)
)
m̂n exp(Υ̂n(z¯0))(
(1− z¯0) exp(Υ̂n(z¯0)) + z¯0m̂n
)2 .
Now we compare m˜n, m̂n with mn, cnm
−1
n respectively. By assumption of lemma γ > 1,
therefore according to Theorem 2.3, f ′ is differentiable. Thus
∣∣∣ log m˜n − logmn∣∣∣ ≤ 1
2
qn−1∑
i=0
∫
In−1
i
∣∣∣f ′′(x)
f ′(ξi)
−
f ′′(x)
f ′(x)
∣∣∣dx.
Theorem 2.1 implies∫
In−1
i
∣∣∣f ′′(x)
f ′(ξi)
−
f ′′(x)
f ′(x)
∣∣∣dx ≤ Ω(dn−1, γ)
(inf
S1
f ′(x))2
∫
In−1
i
|f ′′(x)|dx.
It is clear that Ω(dn−1, γ) = O(λ
n) for γ > 1. Hence
(51) m˜n = mn +O(λ
n).
Similarly it can be shown
m̂n = exp
(
(−1)n
qn−1−1∑
j=0
∫
In
j
f ′′(x)
2f ′(x)
dx
)
+O(λn).
On the other hand
mn · exp
(
(−1)n
qn−1−1∑
j=0
∫
In
j
f ′′(x)
2f ′(x)
dx
)
= exp
(
(−1)n
∫
S1
f ′′(x)
2f ′(x)
dx
)
= cn.
Therefore
(52) m˜n =
cn
mn
+O(λn).
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Finally, relations (47)-(52) together with Lemmas 3.1 and 3.2 imply the first assertion of
Lemma 4.2. To prove the second assertion, we find the explicit forms of z′′qn and zˆ
′′
qn−1
as
follows
z′′qn(z0) =
m˜n exp(Υ˜n(z0))
(
Υ˜′n(z0)
(
2z0 − z0(1− z0)Υ˜
′
n(z0)
)
− z0(1− z0)Υ˜
′′
n(z0)
)
(
(1− z0) exp(Υ˜n(z0)) + z0m˜n
)2 −
2m˜n exp(Υ˜n(z0))
(
1− z0(1− z0)Υ˜
′
n(z0)
)(
m˜n − exp(Υ˜n(z0)) + (1− z0)Υ˜
′
n(z0)
)
(
(1− z0) exp(Υ˜n(z0)) + z0m˜n
)3 .
Similarly
zˆ′′qn(z¯0) =
m̂n exp(Υ̂n(z¯0))
(
Υ̂′n(z¯0)
(
2z¯0 − z¯0(1− z¯0)Υ̂
′
n(z¯0)
)
− z¯0(1− z¯0)Υ̂
′′
n(z¯0)
)
(
(1− z¯0) exp(Υ̂n(z¯0)) + z¯0m̂n
)2 −
2m̂n exp(Υ̂n(z¯0))
(
1− z¯0(1− z¯0)Υ̂
′
n(z¯0)
)(
m̂n − exp(Υ̂n(z¯0)) + (1− z¯0)Υ̂
′
n(z¯0)
)
(
(1− z¯0) exp(Υ̂n(z¯0)) + z¯0m̂n
)3 .
Using relations (51), (52) together with Lemmas 3.1, 3.2, 3.3 and 3.4 we obtain inequalities
(46). Lemma 4.2 is therefore completely proved.
5 Proofs of main theorems
In this section we provide the proofs of our main theorems. Note that the proofs follow
closely that of [18]. The flows of proofs are as follow: first we introduce a new renormalized
coordinate z on the Vn = I
n
0 ∪ I
n−1
0 and then express the functions fn and gn in terms
of renormalized coordinate. Finally, using relations between new renormalized coordinate
z and relative coordinates z0, z¯0 and applying Lemmas 4.1, 4.2 we obtain the proof of
Theorem 1.2. To prove Theorem 1.3 we utilize Theorems 2.1 and 2.3.
Proof of Theorem 1.2. Renormalized coordinate z on Vn is defined by
x = ξ0 + z(ξ0 − ξqn−1).
In this new coordinate the points ξqn−1 and ξ0 go to (−1) and 0 respectively. Denote by
an and (−bn) the new coordinates of points ξqn and ξqn+qn−1 i.e.,
an =
ξqn − ξ0
ξ0 − ξqn−1
, −bn =
ξqn+qn−1 − ξ0
ξ0 − ξqn−1
.
It is clear that for any x ∈ [ξqn−1 , ξ0] there exists a unique relative coordinate z0 ∈ [0, 1]
and renormalized coordinate z ∈ [−1, 0] which correspond to x. Similarly, for any y ∈
[ξ0, ξqn ] there exists z¯0 ∈ [0, 1] and z ∈ [0, an]. Using definitions of relative coordinate and
renormalized coordinate one can show that
z0 = −z, z¯0 = 1−
z
an
.
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By definiteness of fn and the explicit form of zqn , we have
(53) fn(z) =
f qn(x)− ξ0
ξ0 − ξqn−1
=
ξqn − ξ0
ξ0 − ξqn−1
−
ξqn − f
qn(x)
ξqn − ξqn+qn−1
·
ξqn − ξqn+qn−1
ξ0 − ξqn−1
=
an − (an + bn)zqn(z0) = an − (an + bn)zqn(−z).
Analogously it can be shown, that
(54) gn(z) = −bn − (1− bn)zˆqn−1(1−
z
an
).
On the other hand an easy computation shows that the functions F˜n, C˜n can be represented
by Mo¨bius transformations Mm˜n , Mm̂n respectively as follows
(55) F˜n(z) = an − (an + bn)Mm˜n(−z), C˜n(z) = −bn − (1− bn)Mm̂n(1−
z
an
).
Relations (53)-(55) imply
(56) fn(z)− F˜n(z) = −(an + bn)
(
zqn(−z)−Mm˜n(−z)
)
, z ∈ [−1, 0],
(57) gn(z)− G˜n(z) = −(1− bn)
(
zˆqn−1(1−
z
an
)−Mm̂n(1−
z
an
)
)
, z ∈ [0, an].
By differentiating these we obtain
(58) f ′n(z)− F˜
′
n(z) = (an + bn)
(
z′qn(−z)−M
′
m˜n
(−z)
)
, z ∈ [−1, 0],
(59) g′n(z)− G˜
′
n(z) =
1− bn
an
(
zˆ′qn−1(1−
z
an
)−M′m̂n(1−
z
an
)
)
, z ∈ [0, an].
Using Denjoy’s inequality (see [1]) and properties of dynamical partition one can obtain
(60) an + bn ≤ e
ν ,
1− bn
an
≤ eν and 0 < 1− bn < 1.
The last relations together with (56)-(59) and Lemma 4.1 imply
‖fn − F˜n‖C1([−1,0]) ≤
C
nγ
, ‖gn − Ĝn‖C1([0,an]) ≤
C
nγ
for all n ≥ N0. Theorem 1.2 is proved.
Proof of Theorem 1.3. From Lemma 3.1 and the relations (51), (52), (56)-(60)
directly follow the inequalities (5) of Theorem 1.3. To prove the inequalities (6) we use
Theorem 2.3. According to that theorem, f ′ is differentiable, hence z′qn and zˆ
′
qn−1
are
differentiable. By differentiating (58), (59) we obtain
f ′′n(z)− F˜
′′
n (z) = −(an + bn)
(
z′′qn(−z)−M
′′
m˜n
(−z)
)
, z ∈ [−1, 0]
g′′n(z)− G˜
′′
n(z) = −
1− bn
a2n
(
zˆ′′qn−1(1−
z
an
)−M′′m̂n(1−
z
an
)
)
, z ∈ [0, an].
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These together with relations (51), (52), (60) and the second assertion of Lemma 4.2 imply
‖f ′′n − F
′′
n‖C0([−1,0]) ≤
C
nγ−1
, ‖g′′n −G
′′
n‖C0([0,an]) ≤
C
annγ−1
for all n ≥ N0. The inequalities (6) of Theorem 1.3 are proved.
Now we prove the inequality (7). To prove this we use from the relation between fn
and gn+1. Since these functions correspond to the mapping f
qn in different coordinate
systems, we have
gn+1(z) = −
1
an
fn(−anz).
This relation implies the following two equalities
(61) g′n+1(0) = f
′
n(0),
(62) gn+1(an+1) = −
1
an
fn(−anan+1).
Note that f ′n(0) exists and it is equal to (f
qn(ξ0 − 0))
′ if n is even and (f qn(ξ0 + 0))
′ if n
is odd. Using (47)-(50) and (53), (54) we rewrite (61), (62) as
(63)
(1− bn+1)
an+1
·
exp(Υ̂n+1(1))
m̂n+1
=
(an + bn)m˜n
exp(Υ˜n(0))
,
(64) − bn+1 = −1 +
(an + bn)an+1m˜n
(1− anan+1) exp(Υ˜n(anan+1)) + anan+1m˜n
.
From the last equation we find (1 − bn+1)/an+1 and then substituting this expression in
(63) we obtain
exp(Υ̂n+1(1) + Υ˜n(0))
m̂n+1
= (1− anan+1) exp(Υ˜n(anan+1)) + anan+1m˜n.
Using this and (64) we get
an+1
cn+1
+
bn+1 exp(Υ̂n+1(1) + Υ˜n(0))
m̂n+1
− 1 =
an+1
( 1
cn+1
− an exp(Υ˜n(anan+1))− bnm˜n
)
+ exp(Υ˜n(anan+1))− 1.
Utilizing Lemma 3.1 and relations (51) and (52) we can show that
(65) an+1 + bn+1mn+1 − cn+1 = cn+1an+1(cn − an − bnmn) +O
( 1
nγ
)
for all n ≥ N0. Set rn+1 := an+1 + bn+1mn+1 − cn+1 and an+2cn+2 := 1. Iterating relation
(65) we get
rn+1 = r1
n+1∏
i=2
(−aici) +O
( n+2∑
j=3
n+2∏
i=j
(−aici)
(i− 2)γ
)
.
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It is clear ∣∣∣ n+1∏
i=j
(−aici)
∣∣∣ ≤ max{c, 1
c
}an+1 ·
|In0 |
|Ij−10 |
.
From well known fact
|In
0
|
|Ij−1
0
|
= O(λn−j+1) (see, for instance [1]) we obtain
|rn+1| = O
(
an+1
n∑
i=1
λn−i
iγ
)
.
On the other hand
n∑
i=1
λn−i
iγ
=
[n
2
]−1∑
i=1
λn−i
iγ
+
n∑
i=[n
2
]
λn−i
iγ
= O
(
[
n
2
]λ[
n
2
] +
1
[n2 ]
γ
)
= O
( 1
nγ
)
where [·] is an integer part of a given number. Hence
|rn+1| = O
(an+1
nγ
)
.
Theorem 1.3 is completely proved.
Afterthought. At the end of this work, we would like to give our opinion on the further
development of our result. Since the rate of convergence is given in explicit form, we be-
lieve that this result will have applications in regularity problem of conjugacy. Of course,
for γ ∈ (0, 1/2] it is difficult to expect the regularity of conjugacy. Because, in this case
the second derivative of circle diffeomorphisms can be very ”bad” (see [32]). However, in
the case γ > 1/2 the situation gets better that is, in this case due to Theorem 2.2 (stated
in Section 2), f ′ is absolute continuous on S1 \ {ξ0} and f
′′ ∈ Lp(S
1) for every p > 1. Such
diffeomorphisms are known as a class of Katznelson & Ornstein (KO class) in the theory
of circle maps. Katznelson & Ornstein proved that diffeomorphisms from KO class are
absolute continuously conjugated with rigid rotation for bounded type of irrational rota-
tion numbers [9]. It is natural to expect analogues result to Katznelson & Ornstein for
conjugacy between two circle diffeomorphisms with breaks. In the case γ > 1, in spite of f
belongs to C2(S1 \ {ξ0}), the convergence rate is sub-exponential. Therefore it is difficult
to expect C1-rigidity. Because, for C1-rigidity, it is very important the exponentiality of
convergence rate. This point is known from previous works mentioned in Section 1 and
explained e.g. in [22]. However, it can be expected the convergence renormalizations with
sub-exponential rate.
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