We focus on an opportunistic communication system consisting of multiple independent channels with time-varying states. With limited sensing, a user can only sense and access a subset of channels and accrue rewards determined by the states of the sensed channels. We formulate the problem of optimal sequential channel selection as a restless multi-armed bandit process, for which a powerful index policy-Whittle's index policy-can be implemented based on the indexability of the system.
I. INTRODUCTION
We consider an opportunistic communication system with N parallel channels. These N channels are modeled as independent but not necessarily identically distributed Gilbert-Elliot channels [1] as illustrated in Fig. 1 . The state of a channel -"good" (1) or "bad" (0) -indicates the desirability of accessing this channel and determines the resulting reward. With limited sensing and access capability, a user chooses M out of these N channels to sense and access in each slot, aiming to maximize its expected long-term reward. Such an opportunistic communication system arises in the applications of cognitive radios for spectrum overlay (also referred to as opportunistic spectrum access), where secondary users search in the spectrum for idle channels temporarily unused by primary users [2] . Other applications include transmission over fading channels, resource-constrained jamming and anti-jamming, and downlink scheduling in cellular networks and etc.
A. Restless Multi-armed Bandit Problem
We formulate the optimal channel selection problem as a restless multi-armed bandit process [3] , which belongs to the class of partially observable Markov decision processes (POMDP) [4] .
Unfortunately, the optimal solution to a restless multi-armed bandit process is often intractable: the problem has been shown to be PSPACE-hard in general [5] .
Whittle in 1988 proposed an index policy (referred to as Whittle's index policy) for the restless multi-armed bandit process and introduced the concept of indexability [3] . The remarkable nature of Whittle's index policy lies in the fact that it decomposes the N-dimensional problem into N 1-dimensional problems. Furthermore, Whittle's index policy is optimal if the constraint is on the average number of arms to activate over the infinite time horizon. Under the constraint on the strict number of arms to activate at each time, Whittle's index policy is shown to be asymptotically optimal under certain conditions [6] . In a large range of empirical studies, the nearoptimal performance of Whittle's index policy has also been demonstrated, see for example [7] , [8] .
Unfortunately, Whittle's index policy does not always exist. It is necessary that a restless bandit process is indexable in order to use Whittle's index policy. However, the indexability of a general restless bandit process can be rather complicated to establish [9] . Even when the indexability can be established, Whittle's index is often difficult to obtain even numerically.
B. Contribution
We formulate the design of the optimal sensing policy as a restless multi-armed bandit process.
Based on the requirement that the state of the bandit process should be completely observable at each time, we define the state of each arm as the belief value (or the information state) of each channel, i.e., the conditional probability that this channel is in the idle state given the entire observation and decision history. The system state space is thus uncountable, which further complicates the establishment of the indexability. By exploiting the rich structure of the problem, we prove that the restless bandit process for the multi-channel opportunistic access is indexable. By solving for the value function of the single-armed bandit process with the subsidy, we further obtain Whittle's index in closed-form. Whittle's index policy can then be implemented with simple evaluations of the closed-form expressions.
To develop the performance bound of Whittle's index policy, we consider the same restless multi-armed bandit process but under the relaxed constraint on the average channels to sense.
The optimal performance of this bandit process is thus an upper bound of that of the original bandit process under the strict constraint. In this paper, we provide a simple approach to efficiently evaluate this upper bound. The strong performance of Whittle's index policy can thus be demonstrated by comparing with this upper bound instead of the optimal performance of the original bandit process that requires the exponential complexity. The tightness of the upper bound and the powerful performance of Whittle's index policy are illustrated in simulation examples.
When channels are stochastically identical, we show that Whittle's index policy coincides with the myopic policy. In this case, Whittle's index policy has a simple and robust structure that does not need the update of the belief values or the precise knowledge of the transition probabilities of the underlying Markovian channel model. This structure automatically tracks the model variations as long as the order of the transition probabilities is unchanged.
All the above results will be shown, respectively, for both discounted reward and average reward criteria. Last, we build a lower bound of the long-run network throughput under Whittle's index policy for stochastically identical channels, leading to approximation factors of the performance by Whittle's index policy.
C. Related Work
A restless multi-armed bandit process is a generalization of a classical multi-armed bandit process. In a classical multi-armed process, a player activates one arm at each time and get a random reward determined by the current state of this arm; only the active arm changes its state according to a Markovian rule while other passive arms do not change their states. The objective is to maximize the long-run reward over the infinite horizon. The optimal policy for classical multi-armed bandit processes has been solved by Gittins [10] , who proved that an index policy is optimal and the corresponding index was later referred as Gittins' index.
Whittle [3] generalized the classical multi-armed bandit process by agreeing M (M ≥ 1) arms to be activated at each time and more significantly, each passive arm can also change its state according to a potentially different Markovian rule. This generalization is called a restless multiarmed bandit process. However, the optimal policy for the general multi-armed bandit processes
is not yet found. Remarkably, Whittle proposed a heuristic and powerful index policy-later referred as Whittle's index policy-to apply on the restless bandit processes by considering the Lagrangian relaxation of the original problem.
As mentioned in Sec. I-A, a main challenge to implement Whittle's index policy is that the system should be indexable in order to have a well-defined Whittle's index. There is a rich literature about the indexability of a restless multi-armed bandit processes. See [9] for the linear programming representation of conditions for indexability and [8] examples of specific indexable restless bandit processes. Based on the additional difficulty in obtaining Whittle's index, researchers are also interested in designing other constant-factor approximation algorithms instead of Whittle's index policy. In [11] , Guha and Munagala have developed a constantfactor (1/68) approximation via LP relaxation for the same class of restless bandit processes as considered in this paper under the constraint that every channel is positively correlated. We point out that negatively correlated processes are significantly harder to deal with due to the loss of monotonicity in the belief updates (see [12] ). In [13] , Guha et al. have developed a factor 2 approximation policy for another class of restless bandit problems (referred to as monotone bandits) via LP relaxation.
For multi-channel opportunistic access, it has been shown in [12] that under single-channel sensing for stochastically identical channels, the myopic policy achieves the optimality when N = 2. Later in [14] , the optimality of the myopic policy for stochastically identical channels was extended to N = 3 and N > 3 when each channel is positively correlated. In [15] , the optimality of the myopic policy for stochastically identical channels was extended to imperfect sensing when N = 2. In this paper, we will show the equivalence of the myopic policy with Whittle's index policy for stochastically identical channels. Therefore, [12] and [14] provide special cases that Whittle's index policy is optimal.
D. Organization
The rest of the paper has the following organization. Sec. II formulates the OSA problem as a multi-armed restless bandit process. In Sec. III, we introduce the basic concepts of index policies for restless bandit processes and present the definitions of Whittle's index policy and indexability.
In Sec. IV, we consider the bandit process under the total discounted reward criterion. We solve the optimal policy and obtain the closed-form value function of the single-armed bandit process with subsidy. Following these results, we present our major contributions of this paper, which establish the indexability and obtain Whittle's indexthe in closed-form. Last, we develop a simple-evaluated upper bound of the performance of the optimal policy. Simulation examples illustrate the tightness of the upper bound and the near-optimal performance of Whittle's index policy. In Sec. V, we consider the bandit process under the average reward criterion. Similar to the structure of Sec IV, we establish the indexability, obtain Whittle's index in closed-form, and evaluate an upper bound of the performance of the optimal policy. In Sec. VI, we show that Whittle's index policy has a simple and robust structure when channels are stochastically
identical. Last, we analyze the approximation factors of the performance by Whittle's index policy. Sec. VII concludes this paper. Appendix A-E complete all the proofs in this paper.
II. PROBLEM STATEMENT AND RESTLESS BANDIT FORMULATION

A. Multi-channel Opportunistic Access
Consider N independent Gilbert-Elliot channels with bandwidth B i (i = 1, · · · , N). The state of channel i-"good"(1) or "bad"(0)-evolves from slot to slot as a Markov chain with transition
as shown in Fig.1 .
At the beginning of slot t, the user selects M out of N channels to sense. If the state S i (t) of sensed channel i is 1, the user transmits and collects B i units of reward in this channel. Otherwise, the user collects no reward and wait for the next slot to make another selection of M channels. Our objective is to maximize the expected long-run reward by choosing a policy which sequentially selects M channels to sense in each slot based on the decision and observation history.
B. Restless Multi-armed Bandit Formulation
Due to limited sensing, the channel state S = [S 1 (t), ..., S N (t)] ∈ {0, 1} N is not fully observable. If we treat S as the system state, then we have a POMDP formulation of this problem [16] . In a restless multi-armed bandit formulation, the system state has to be completely observable. Thus we cannot treat S as the system state of the restless bandit process. However, it has been shown that the conditional probabilities that each channel is in state 1 given all past decisions and observations is a sufficient statistic for optimal decision making [4] . The vector
] which comprises of the conditional probability ω i (t) that S i (t) = 1 is called the belief vector. Moreover, given the sensing action and the observation in slot t, the belief vector for slot t + 1 can be obtained as follows:
where I(t) is the set of the M channels sensed in slot t and
denotes the operator for the one-step belief update in unobserved channels.
If no information on the initial system state is available, the i-th entry of Ω(1) can be set to the stationary distribution ω
o of the underlying Markov chain:
We formulate the problem as a restless multi-armed bandit process. Each channel is considered as an arm. The state of arm i in slot t is ω i (t). The user chooses an action I(t) consisting of M arms to activate (sense) in each slot, while other arms are made passive (not sensed).
The expected immediate reward R I(t) (t) obtained from activated arms is Σ i∈I(t) ω i (t)B i . And the system state Ω(t) transits according to a Markov chain as shown in (1) . A stationary policy π : Ω(t) → I(t) is a function that maps the belief vector Ω(t) to action I(t) in slot t. Our objective is to design the optimal policy π * to maximize the expected long-term reward. There are two commonly used performance measures. One performance measure is the expected total discounted reward over the infinite horizon:
where 0 ≤ β < 1 is a discount factor and π(Ω(t)) = I(t).
The other performance measure is the expected average reward over the infinite horizon:
For notation convenience, let (Ω(1),
, β) denote the bandit process with discounted reward criterion, and (Ω(1),
, 1) the bandit process with average reward criterion.
III. INDEXABILITY AND INDEX POLICIES
A. Index Policy
As mentioned in Sec. I, it is computationally prohibitive to solve the optimal policy for a restless multi-armed bandit process. Index policies, which usually have low complexity, provide attractive approaches to restless multi-armed bandit processes. 1 For the infinite-horizon bandit process we consider in this paper, the optimal policy is a stationary policy. In general, an index policy for a bandit process can be either strongly decomposable or weekly decomposable: an index policy is strongly decomposable if the index of each state of each arm only depends on the characteristics (transition probabilities, reward structure, and etc.) of this arm; otherwise it is weekly decomposable. With respect to simplicity, we will focus on strongly decomposable index polices in this paper. The significance of a strongly decomposable index policy is that it decouples a N−dimensional problem to N 1−dimensional problems: in each slot we only need to calculate an index for the state of each arm separately instead of considering the states of all arms jointly, after the index calculation a one-shot comparison of indices will indicate the arms to be activated. Our purpose is to find out a good index assignment to each state of each arm such that the corresponding index policy has a strong performance without implementation difficulty.
A myopic policy is an example of strongly decomposable index policies. This policy ignores the impact of the current action on the future reward, focusing solely on maximizing the expected immediate reward. For the problem at hand, the myopic actionÎ(t) under the belief state Ω(t) = [ω 1 (t), · · · , ω N (t)] is simply given bŷ I(t) = arg max
Under the myopic policy, the index of each state (belief) of each arm is equal to the state multiplied by the bandwidth of the arm. However for stochastically non-identical channels, it suffers from a significant performance loss (See Fig. 2 ). In the next section, we will present Whittle's index policy, which is also strongly decomposable and has an outstanding performance in general.
B. Indexability and Whittle's Index Policy
Whittle introduced a heuristic index policy which is referred to as Whittle's index policy. The significance of Whittle's index policy has been discussed in Sec. I. The main challenge is that a restless multi-armed bandit may not have a well-defined Whittle's index. Whittle's index policy can only be implemented provided that the system is indexable. To introduce the concept of indexability, it is sufficient to focus on a single arm of the bandit process due to the strong decomposability of Whittle's index.
Consider arm i of a restless multi-armed bandit process. In each slot, the user either activates the arm or not. Assume a constant subsidy m (referred to as the subsidy for passivity) is obtained if the user makes the arm passive. The objective is to maximize the expected total discounted reward. Let U i (m) denote the passive set consisting of states of arm i in which the optimal action is to make the arm passive 2 . Correspondingly, the active set A i (m) is the complement of
Definition 2:
The bandit process is indexable if U i (m) is monotonically increasing from ∅ to the whole set [0, 1] as m increases from −∞ to +∞, for all i ∈ {1, 2, .., N}.
Definition 3:
If a bandit process is indexable, Whittle's index of arm i in slot t is the infimum subsidy m such that it is optimal to make the arm passive at the current state.
Intuitively, Whittle's index represents how attractive it is to activate an arm: an arm with larger
Whittle's index in slot t means that the active action is more attractive to this arm now. In light of this heuristic, Whittle's index policy is defined as follows.
Definition 4:
In each slot, the user activates M arms with the largest Whittle's index. This policy is called Whittle's index policy.
From Definition 3, we notice that Whittle's index policy is strongly decomposable. Figure 2 compares the performances (throughput) of the myopic policy, Whittle's index policy, and the optimal policy for the restless bandit process formulated in Sec. II. We observe that Whittle's index policy achieves a near-optimal performance while the myopic policy deviates from the optimal policy for stochastically non-identical channels.
IV. WHITTLE'S INDEX UNDER TOTAL DISCOUNTED REWARD CRITERION
In this section, we prove the indexability and obtain Whittle's index in closed-form for bandit
, β). In Sec III, we have introduced the basic concepts of Whittle's index policy and the indexability. Based on the strong decomposability property of Whittle's 2 To uniquely define Ui(m), the states in which the optimal action is to make the arm either passive or active are included in the passive set index policy, it is sufficient to focus on a single-armed bandit process. Recall the definitions of the indexability and Whittle's index, a subsidy for passivity is introduced to the single-armed bandit process. We call this induced process as the single-armed bandit process with subsidy.
A. Single-armed Bandit Process with Subsidy
We consider a bandit process which consists only single arm with initial belief ω, underlying channel state S(t), transition matrix P = 2 4 p 00 , p 01 p 10 , p 11 3 5 , bandwidth B, and subsidy m. In slot t, the user chooses an action i(t) ∈ {a, p} to activate the arm (i(t) = a) or make it passive (i(t) = p).
The belief update is shown as follows.
i(t) = a, and S(t) = 1 p 01 , i(t) = a, and S(t) = 0
If the arm with belief ω is activated, an expected reward ωB is obtained. Assume that a subsidy m is gained whenever the arm is made passive. The objective is to maximize the total discounted reward over the infinite horizon by determining whether or not to activate the arm in each slot.
We use (ω, P, B, m, β) to denote the single-armed bandit process with subsidy under the total discounted reward criterion starting from initial belief ω. Without loss of generality, we assume B = 1 when considering the bandit process (ω, P, B, m, β) in this paper.
when the arm is unobserved for k consecutive slots:
• Case 1:
where
denotes the stationary distribution of the channel state.
• Case 2:
2k (ω) monotonically converges to the stationary distribution ω o as k → ∞, and T 2k+1 (ω) also monotonically converges to the stationary distribution ω o as k → ∞ from the opposite direction of the convergence of T 2k (ω).
Proof:
and
, which leads to (7). Other properties follows directly from the closed form of T k (ω). 
Fig . 4 . The k-step belief update of an unobserved arm (p11 < p01).
B. The Optimal Policy
Consider single-armed bandit process (ω, P, B, m, β). Let V β (ω, m) denote the value function that represents the maximum expected total discounted reward starting from belief ω. We have
where V a β (ω, m) denotes the expected total discounted reward starting from belief ω by activating the arm in the first slot and using the optimal policy afterwards and V p β (ω, m) denotes the expected total discounted reward starting from belief ω by making the arm passive in the first slot and using the optimal policy afterwards. It is easy to see that
From (9), V a β (ω, m) is a linear function of ω. It has been shown that the value function of a POMDP is a convex function of the belief provided that the immediate reward and the one-step belief update are both linear functions of the belief given each action [18] .
is also a convex function of ω. Based on the above structures of V a β (ω, m) and V p β (ω, m), the following Lemma shows that the optimal policy for the single-armed bandit process (ω(1), P, B, m, β) is a threshold policy.
This result provides the key to prove the indexability and solve for Whittle's index policy in closed-form as shown in Sec. IV-C.
Lemma 2:
The optimal policy for single-armed bandit (ω, P, B, m, β) is a threshold policy:
there exists a ω * β (m) ∈ R such that it is optimal to activate the arm if the current belief ω > ω * β (m); otherwise it is optimal to make the arm passive. Furthermore, it is optimal to either activate the arm or not if the current belief ω = ω * β (m). Proof:
It is optimal to make the arm passive all the time since the expected immediate reward ω by activating the arm is uniformly upper bounded by 1 ( See Fig. 5 ). Then we can choose • Case 2: 0 ≤ m < 1. From Fig. 6 , it is optimal to activate the arm if the current belief ω > ω * β (m); otherwise it is optimal to make the arm passive. Specifically, it is optimal to either activate the arm or not if the current belief ω = ω * β (m)
• Case 3: m < 0. Obviously, it is optimal to activate the arm all the time. Then we can choose ω *
Lemma 2 shows that the optimal policy of the single-armed bandit process with subsidy has a simple threshold structure. According to this structure, the value function V β (ω, m) can 
The closed forms of V a β (ω, m) can be obtained from the closed forms of V β (p 01 , m) and V β (p 11 , m), which are shown below.
where L = ⌊log
⌋ and the closed forms of V β (p 11 , m) when p 11 ≤ ω * β (m) < p 01 in (12) are shown in the first two cases in (13) .
where the closed forms of V β (p 01 , m) for other cases in (13) are shown in the first three cases in (12) .
, then the arm is made passive from slot 1 to k and activated in slot k + 1. We thus have
Second, if T k (ω) ≤ ω * β (m) for all k ≥ 0, then the arm is always made passive. We thus have
When starting from belief p 01 , we can write V β (p 01 , m) in terms of V β (p 01 , m) and V β (p 11 , m).
Similarly, we can write V β (p 11 , m) in terms of V β (p 01 , m) and V β (p 11 , m) as well. We thus can solve for V β (p 01 , m) and V β (p 11 , m). See Appendix A for the complete proof.
C. Indexability and Whittle's Index Policy
Following the analysis of the value function and the optimal policy for the single-armed bandit process with subsidy, we are ready to check the indexability and solve for Whittle's index. In this section, we show that the restless multi-armed bandit process is indexable and Whittle's index is obtained in closed forms.
Since ω * β (m) is indifferent under subsidy m, it is optimal to either active the arm or not at state ω * β (m). Thus we have
To prove that ω * β (m) stays in the passive set as m increases to m + ∆m for any ∆m > 0, it is equivalent to prove
To prove (17) , it is sufficient to prove
Define
To prove (18) , it is equivalent to prove
The proof for (19) is lengthy. See Appendix B for the complete proof. 
, β) is given as follows.
, and L = ⌊log ⌋.
• Case 2: p 11 < p 01 .
Proof: Consider single-armed bandit process (ω, P, B, m, β). For any ω, its whittle's index is the subsidy under which the optimal action is to either active the arm or not at ω. In equivalence,
closed-form. By combining these closed forms with (22), we can solve for W β (ω).
From Theorem 2, the mapping from belief to Whittle's index varies when the belief ω is in different regions. To illustrate this mapping, we give an example as shown in Figure 8 , where we assume that the channel has bandwidth 1. 
D. Performance of Whittle's Index Policy
In this section, we investigate an upper bound of the optimal performance of bandit process
, β), which denotes the maximum expected total discounted reward (β (0 ≤ β < 1) is the discount factor) obtained from slot t given the current belief vector Ω(t). Given that the user takes action I(t) and observes {S i (t) : i ∈ I(t)}, the reward that can be accumulated starting from slot t consists of two parts: the immediate reward R I(t) (t) = Σ i∈I(t) ω i (t)B i and the maximum expected future reward V β (Ω(t + 1)|I(t), {S i (t) : i ∈ I(t)}). Averaging over all possible observations {S i (t) : i ∈ I(t)} and maximizing over all action I(t), we have the following optimality equation [18] :
2) An Upper Bound of The Optimal Performance:
To illustrate the performance of Whittle's index policy, it is computationally prohibitive to compare with the optimal performance (i.e., the value function) by solving the dynamic programming as shown in (23). Whittle [3] derived a theoretical upper bound of the value function by considering the Lagrangian relaxation of the original problem. Let M(t) denote the number of channels sensed in slot t. Assume that M channels are sensed on average, i.e.,
Under this relaxed constraint, the value functionV β (Ω(1))-which denotes the maximum expected total discounted reward starting from initial belief vector Ω(1)-provides an upper bound of V β (Ω(1)). Furthermore, Whittle provided an inexplicit formula ofV β (Ω(1)) as shown below.
Recall that V i β (ω, m) is the value function of the single-armed bandit process (ω, P i , B i , m, β).
Generally, the infimum in (24) is difficult to obtain. However, we can easily obtain the subsidy m * that achieves the infimum in (24) according to Lemma 
The closed forms of H 
where L = ⌊log 
where the closed forms of D is monotonically increasing with m, it is sufficient to show V β (ω, m) is convex on m. In equivalence, we need to show
Consider the optimal policy π under subsidy αm 1 + (1 − α)m 2 . Notice that D m β,ω is essentially the discounted sum of time indices in which the state of the arm is in the passive set starting from the initial belief ω [3] . If we apply π to the system with subsidy m 1 , then the total discounted reward will be V β (ω,
Similarly,
By (28) and (29), we obtain that αV β (ω,
From Lemma 4, it is easy to see that G β (Ω(1), m) is convex of m. 
Proof: By Lemma 4, Figure 11 below shows an example of the performance of Whittle's index policy. We notice that the performance loss by Whittle's index policy is negligible. 
V. WHITTLE'S INDEX UNDER AVERAGE REWARD CRITERION
In this section, we investigate Whittle's index policy under the time-average reward criterion.
We show that the indexability still holds. Furthermore, Whittle's index can be obtained in closedform, which is the limit of that with the total discounted reward criterion as discount factor goes to 1. Similar to Sec. IV, we only need to consider a single-armed bandit process with the subsidy.
Let (ω, P, B, m, 1) denote the single-armed bandit process with the subsidy under the average reward criterion. Similar to Sec. IV, we assume B = 1 when considering the single-armed bandit process (ω, P, B, m, 1) .
A. The Value Function and The Optimal Policy
We provide a result on the relationship between the value function under the total discounted reward criterion and that under the average reward objective. This result plays a key role to analyze the optimal policy under the average reward criterion. Furthermore, it also establishes a link between the value function under the total discounted reward criterion and that under the average reward criterion. Before we present this result, we first introduce the value boundedness condition.
Definition 5: Let Z be the belief space of a POMDP and V β (Ω) the value function with discount factor β. The POMDP satisfies the value boundedness condition if there exist a belief ω ′ , a real-valued function c 1 (ω) : Z → R and a constant c 2 < ∞ such that
for any ω ∈ Z and β ∈ [0, 1).
Result on the relationships between two criteria (Dutta [19] , 1991). Under the value boundedness condition, if a series of optimal policies π β k for a POMDP with discount factor β k pointwise converges to a limit π * as β k → 1, then π * is the optimal policy for the POMDP with the average reward criterion. Furthermore, if J(Ω) denotes the maximum expected average reward over the infinite horizon starting from the initial belief Ω, then
and J(ω) = J, which is independent of initial belief ω.
Next, we will show that single-armed bandit process (ω, P, B, m, β) satisfies the valueboundedness condition.
Lemma 5: Single-armed bandit (ω, P, B, m, β) satisfies the valueboundedness condition.
Proof: From the closed forms of V β (p 01 , m) (See Lemma 3), we have for any β (0 ≤ β <
1)
3 ,
where c = max{
From Fig. 6, Fig. 6 , and Fig. 7 , we have
Consequently, we have for any ω, ω
Since
. Thus the "value boundedness" condition is satisfied.
Under the value boundedness condition, the optimal policy for the single-armed bandit (ω, P, B, m, 1) can be obtained from the limit of any pointwise convergent series of the optimal policies for the single-armed bandit (ω, P, B, m, β). The following Lemma shows that the optimal policy for the single-armed bandit (ω, P, B, m, 1) is also a threshold policy.
Lemma 6:
The threshold ω * β (m) of the optimal policy for the single-armed bandit process (ω, P, B, m, β) converges to a real number ω * (m) as β → 1. The optimal policy for the singlearmed bandit process (ω, P, B, m, 1) is also a threshold policy with threshold ω * (m). 
We can show that ω * β (m) converges to ω * (m) as β → 1. Then the optimal policy for the single-armed bandit process (ω, P, B, m, β) pointwise converges to a threshold policy π * with threshold ω * (m) as β → 1. Under the value boundedness condition, π * is the optimal policy for the single-armed bandit process (ω, P, B, m, 1). See Appendix C for the complete proof.
B. Indexability and Whittle's index policy
According to Lemma 6 and the proof of Theorem 1, multi-armed bandit (Ω,
, 1) is indexable if the threshold ω * (m) of the optimal policy is monotonically increasing with the subsidy m. Next, we show that the monotonicity holds and multi-armed bandit (Ω,
, 1) is indexable. Moreover, we obtain Whittle's index in closed forms as shown below.
, β) as β → 1:
where L = ⌊log p 01 −ω(1−p 11 +p 01 ) p 01 (p 11 −p 01 )
⌋.
Proof: Since ω * (m) = lim β→1 ω * β (m) and ω * β (m) is monotonically increasing with m (See the proof of Theorem 1), it is easy to see that ω * (m) is also monotonically increasing with m.
Therefore, the bandit is indexable.
For a belief state ω of an arm, its Whittle's index is the infimum subsidy m such that ω is in the passive set under the optimal policy for the arm, i.e., the infimum subsidy m such that ω < ω * (m) (according to Lemma 6) . Based on the expression of the optimal threshold ω * (m) under the subsidy m (See (35)) and the monotonicity of W (ω) with ω, we have that W (ω) is the infimum subsidy m such that ω < ω * (m).
Corollary 2: If arms are stochastically identical, then the myopic policy is equivalent to
Whittle's index policy.
Proof:
The proof is similar to Corollary 1.
C. The Performance of Whittle's Index Policy
Let J(Ω(1)) denote the maximum expected average reward starting from initial belief vector Ω(1). Similar to Sec. IV, we have an upper bound of J(Ω(1)). Let M(t) denote the number of channels sensed in slot t. Assume that M channels are sensed on average, i.e.,
Under this relaxed constraint, the value functionJ(Ω(1))-which denotes the maximum average reward starting from initial belief vector Ω(1)-provides an upper bound of J(Ω(1)). Recall that
is the value function of the single-armed bandit (ω, P i , B i , m, 1). We have [3] 
To evaluate the infimum in the above equation, we consider the single-armed bandit (ω, P, B, m, 1).
Define D 
Proof: The proof is similar to that of Theorem 3.
From the Lemma 7 and Theorem 5, we can easily evaluate the upper bound of the performance by the optimal policy for bandit (Ω(1),
, β) as shown in (38). Fig. 12 illustrates the near-optimal performance of Whittle's index policy under the average reward criterion.
VI. WHITTLE'S INDEX POLICY FOR STOCHASTICALLY IDENTICAL CHANNELS
According to Corollary 1 and 2, Whittle's index policy can be reduced to the myopic policy when channels are stochastically identical. In this case, we show that Whittle's index policy has 
) denote the channel ordering in slot t, i.e., if i < j, then channel K i (t) has higher priority than that of channel K j (t).
In each slot t, the myopic policy senses the first M channels in K(t), where K(t + 1) can be obtained from K(t) and the observation in slot t as follows.
When p 11 ≥ p 01 , the channels observed in state 1 in slot t will have the equally highest priority in K(t + 1), the channels observed in state 0 in slot t will have the equally lowest priority in
, and other unobserved channels in slot t will keep the same ordering in K(t + 1).
When p 11 < p 01 , the channels observed in state 0 in slot t will have the equally highest priority in K(t + 1), the channels observed in state 1 in slot t will have the equally lowest priority in
, and other unobserved channels in slot t will reverse their ordering in K(t + 1).
Proof: See Appendix D.
The following figure illustrates the update of K(t) as shown in Theorem 6. "idle" "busy"
From Theorem 6, the implementation of Whittle index policy does not rely on the precise knowledge of the transition probabilities of the system: it only requires a general information that whether the system is positively correlated (p 11 ≥ P 01 ) or negatively correlated (p 11 < P 01 ) 4 .
Therefore, Whittle index policy automatically tracks the model variance if the order of p 11 and p 01 is unchanged.
In figure 13 , we assume the channel transition probabilities change from p 01 = 0.1, p 11 = 0.6 to p 01 = 0.4, p 11 = 0.9 at t = 6. After the change, each channel is more likely to be in the idle state. We can see that Whittle index policy can track this change in the system model: the throughput improves significantly after t = 5.
B. The Approximation Factors of the Performance
The simple structure of Whittle's index policy for stochastically identical channels can provide a closed-form lower bound of the network throughput. Combine this lower bound and the upper bound shown in Sec. V-C, we further obtain the approximation factors of the Performance, which are independent of channel parameters. 4 It is easy to show that p11 > p01 corresponds to the case where the channel states in two consecutive slots are positively correlated, i.e., for any distribution of S(t), we have E[(S(t) − E[S(t)])(S(t + 1) − E[S(t + 1)])] > 0, where S(t) is the state of the Gilbert-Elliot channel in slot t. Similar, p11 < p01 corresponds to the case where S(t) and S(t + 1) are negatively correlated, and p11 = p01 the case where S(t) and S(t + 1) are independent. Theorem 7: Consider stochastically identical channels. Let J denote the long-run network throughput (i.e., the average reward over the infinite time) by Whittle's index policy, J * the long-run network throughput by the optimal policy. We then have
The Whittle's index policy achieves at least M N the optimal performance. When p 11 − p 01 ≤ 0.5, Whittle's index policy achieves at least half the optimal performance. Furthermore, the throughput loss by Whittle's index policy is at most B/4 per channel.
Proof: See Appendix E.
VII. CONCLUSION
In this paper, we have formulated the multi-channel opportunistic access problem as a restless multi-armed bandit problem. We proved the indexability of the restless bandit and obtained
Whittle's index in closed-form. When channels are stochastically identical, Whittle's index policy coincides with the myopic policy, which has a simple robust structure. When channels are stochastically non-identical, the closed-form expression of the Whittles index provides a simple index policy which yields a strong performance.
APPENDIX A: PROOF OF LEMMA 3
For the closed forms of V β (p 01 , m) and V β (p 11 , m), we consider the following regions.
If ω * β (m) < min{p 01 , p 11 }, then p 01 and p 11 are both in the active set:
Combine (44) and (45), we can solve for V β (p 01 , m) and V β (p 11 , m). Fig. 3 ):
Combine (45) and (47), we can solve for V β (p 01 , m) and V β (p 11 , m).
If p 11 ≤ ω * β (m) < p 01 , then p 01 is in the active set, which leads to (44). In this case, only the first two cases in (13) can happen (See Fig. 4 ). If T k (p 11 ) ≤ ω * β (m) for all k ≥ 0, then we combine (44) and (16) to solve for V β (p 01 , m) and V β (p 11 , m).
we have
Combine (48) with (44), we can solve for V β (p 01 , m) and V β (p 11 , m).
For other cases of V β (p 11 , m) in (13), we notice that p 11 is in the active set, which leads to (45). In this case, only the first three cases in (12) can happen (See Fig. 3 ). Combine (45) with (44) 
. We consider two cases.
• Case 1: p 11 > p 01 .
In this case, both T 1 (ω * β (m)) and p 11 are in the active set, we have
Combine equations (19) , (49) and (50), after some simplifications, it is equivalent to prove
is strictly increasing with k and converges to ω o as k → ∞,
by combining equations (50) and (52) and replace ω *
, after some simplifications and let x = p 11 − p 01 , it is sufficient to prove
Since f (0) = 1 − x ≥ 0 and f (1) = 0, it is sufficient to prove f (β) is decreasing with β when 0 ≤ β ≤ 1. Formally, we will prove 
The derivative of Z(p 01 ) over p 01 is
Since Lx L+1 ≤ Σ Thus we proved the indexability if p 11 > p 01 .
In this case, both T 1 (ω * β (m)) and p 01 are in the active set, we have ).
Combine equations (19) , (57) and (58), after some simplifications, it is equivalent to prove Since S(0) = −1 − p 01 + p 11 ≤ 0 and S(1) = 0, we have S(β) ≤ 0 for 0 ≤ β ≤ 1 based on its convexity.
Thus we proved Theorem 1.
APPENDIX D: PROOF OF THEOREM 6
Consider the belief update of unobserved channels (see (1) ).
We notice that T 1 (ω) is an increasing function of ω for p 11 > p 01 and a decreasing function of ω for p 11 < p 01 . Furthermore, the belief value ω i (t) of channel i in slot t is bounded between p 01 and p 11 for any i and t > 1 (see (1)).
We now prove Theorem 6. Consider first p 11 ≥ p 01 . The channels observed to be in state 1 in slot t − 1 will achieve the upper bound p 11 of the belief value in slot t while the channels observed to be in state 0 the lower bound p 01 . Whittle's index policy, which is equivalent to the myopic policy, will stay in channels observed to be in state 1 and recognize channels observed to be in state 0 as least favorites in the next slot. The unobserved channels maintains the ordering of belief values in every slot due to the monotonically increasing property of T 1 (ω). The structure of Whittle index policy for p 11 < p 01 can be similarly obtained by noticing that reversing the order of unobserved channels in every slot maintains the ordering of belief values due to the monotonically decreasing property of T 1 (ω).
APPENDIX E: PROOF OF THEOREM 7
Without loss of generality, assume B = 1. We first consider the case that p 11 ≥ p 01 . Based on the structure of Whittle index policy, the user keeps sensing the same channel if the current channel is in state 1, otherwise a channel switch is needed. When p 11 < p 01 , the user keeps sensing the same channel if the current channel is in state 0, otherwise a channel switch is needed. For both cases, we notice that the user may switch to the same channel when a switch is needed.
Define a transmission period on a channel as the number of successively slots starting from the slot that the user switches to the channel and ending at the slot that the next switch on this channel is needed. Based on the structure of Whittle index policy, it is easy to show that
WhereL is the average length of the transmission period over infinite time horizon.
To bound the throughput J, it is equivalent to bound the average length of the transmission periodL as shown in equation (62). We consider the following two cases.
• Case 1: p 11 ≥ p 01
Let ω denote the belief value of the chosen channel in the first slot of a transmission period.
The length L(ω) of this transmission period has the following distribution. 
It is easy to see that if ω ′ ≥ ω, then L(ω ′ ) stochastically dominates L(ω). 
Contradictory to case 1, we have if L(ω ′ ) stochastically dominates L(ω) if ω ′ ≤ ω .
From the structure of Whittle index policy, ω = T k (p 11 ), where k is the time interval between
