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ABSTRACT

Quantifying Riverbed Sediment Using Recreational-Grade Side Scan Sonar

by

Daniel Hamill, Master of Science
Utah State University, 2017

Major Professor: Dr. Joseph Wheaton
Department: Watershed Sciences
The size and organization of bed material, bed texture, is a fundamental attribute of
channels and is one component of the physical habitat of aquatic ecosystems. Multiple
discipline-specific definitions of texture exist and there is not a universally accepted metric(s) to quantify the spectrum of possible bed textures found in aquatic environments.
Moreover, metrics to describe texture are strictly statistical. Recreational-grade side scan
sonar systems now offer the possibility of imaging submerged riverbed sediment at resolutions potentially sufficient to identify subtle changes in bed texture with minimal cost,
expertise in sonar, or logistical effort. However, inferring riverbed sediment from side scan
sonar data is limited because recreational-grade systems were not designed for this purpose
and methods to interpret the data have relied on manual and semi-automated routines. Visual interpretation of side scan sonar data is not practically applied to large volumes of data
because it is labor intensive and lacks reproducibility. This thesis addresses current limitations associated with visual interpretation with two objectives: 1) objectively quantify side
scan sonar imagery texture, and 2) develop an automated texture segmentation algorithm
for broad-scale substrate characterization.
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To address objective 1), I used a time series of imagery collected along a 1.6 km reach
of the Colorado River in Marble Canyon, AZ. A statistically based texture analysis was
performed on georeferenced side scan sonar imagery to identify objective metrics that could
be used to discriminate different sediment types. A Grey Level Co-occurrence Matrix based
texture analysis was found to successfully discriminate the textures associated with different
sediment types. Texture varies significantly at the scale of ≈ 9 m2 on side scan sonar imagery
on a regular 25 cm grid. A minimum of three and maximum of five distinct textures
could be observed directly from side scan sonar imagery. To address objective 2), linear
least squares and a Gaussian mixture modeling approach were developed and tested. Both
sediment classification methods were found to successfully classify heterogeneous riverbeds
into homogeneous patches of sand, gravel, and boulders. Gaussian mixture models out
performed the least squares models because they classified gravel with the highest accuracies.
Additionally, substrate maps derived from a Gaussian modeling approach were found to be
able to better estimate reach averaged proportions of different sediments types when they
were compared to similar maps derived from multibeam sonar.
(85 pages)
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PUBLIC ABSTRACT

Quantifying Riverbed Sediment Using Recreational-Grade Side Scan Sonar
Daniel Hamill
The Colorado River in Glen, Marble, and Grand Canyons is subject to a complex regulatory framework, including the Colorado River Compact, the Endangered Species Act,
and the Grand Canyon Protection Act of 1992. Physical, biological, and cultural resources are extensively monitored by the Glen Canyon Dam Adaptive Management Program
(GCDAMP) to assess the effect of Glen Canyon Dam (GCD) operations on the downstream
environment. The GCDAMP consists of a diverse group of stakeholders who identify priority resources and agree upon water releases at GCD. Large expenditures of money have
been devoted to monitoring physical and biological resources in Grand Canyon.
A major management goal for physical resources in Glen, Marble, and Grand Canyons
are to maintain or attain levels of fine sediments storage within the main channel and along
shorelines. Sandbars are used as campsites for recreational boaters, and in-channel sediment
can provide suitable habitat for native fishes. Since the closure of GCD in 1963, sediment is
in limited supply and is primarily limited to the seasonal (mostly summer monsoon season)
inputs from the Paria and Little Colorado Rivers. Currently, fine sediment is actively managed using experimental High Flow Experiment (HFE) releases from GCD. In 2012, the
HFE protocol was passed and provided with the framework to determine the magnitude and
duration of a HFE based on seasonal inputs of sediment from tributaries. The protocol is
designed to provide a better understanding of how to incorporate high releases into future
dam operations with the goal of effectively conserving sand in the long term. HFEs have
been proven to effectively build sandbars along the channel shorelines.
Although HFEs have proven effective at increasing the amount of find sediment throughout the system, the effects of increased storage of fine sediment on native and non-native
fish are somewhat inconclusive. The central objectives of the GCD Adaptive Management
program, as they pertain to fish, are to increase the abundance of native fishes of the Colorado River while providing a high quality rainbow trout fishery immediately downstream
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of GCD. The perceived success of there goals is largely determined by quantifying the percentage of critical habitat lost or gained, condition of species variability (native population,
abundance, distribution), carrying capacity thresholds, and population estimates. This thesis directly contributes to physical habitat assessment. However, measuring the amount
of critical habitat lost or gained is difficult because there currently is no protocol to concurrently monitor bed sediment during fish sampling and other activities. This thesis was
funded by GCDAMP and was designed to develop a protocol that a fish biologist can use
to incorporate fine sediment dynamics into their studies. Specifically, the goal of this thesis was to establish objective ways to map physical habitat characteristics with a low cost,
recreational-grade side scan sonar system. The primary findings were:
• Riverbed sediment create distinct textures on side scan sonar imagery that correspond
with broad changes in bed sediment grain size
• Statistical texture analyses provided objective measures of textures associated with
distinct sediment types
• Data collected from a recreational-grade system often has sufficient quality to identify
groupings of sand, gravel, and boulders when collected under suitable conditions and
protocols
• An automated method was developed to identify groupings of similar sized sediment
at the scale of > 9 m2 patches
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CHAPTER 1
INTRODUCTION

1.1

Background
Grain size of riverbed sediment is recognized as a fundamental attribute of channels (Le-

opold and Wolman, 1957; Henderson, 1966), and is considered a fundamentally important
independent variable in studies of river adjustment (Lane, 1955; Schmidt and Wilcock, 2008),
river classification (Montgomery and Buffington, 1993; Rosgen, 1994; Fryirs and Brierley,
2013), sediment transport (Meyer-Peter and Müller, 1948; Middleton and Southard, 1984;
Garcia et al., 1999; Wilcock and Kenworthy, 2002), and hydraulic roughness (Morvan et al.,
2008). Additionally, grain size is also recognized as an important physical component of
aquatic habitat (ASCE, 1992). For example, field studies have demonstrated that spatial
variations in grain size affect the longitudinal organization of benthic community structure
(Rice et al., 2001), but direct relationships between aquatic organisms and grain size are
difficult to establish because grain size alone is not a suitable descriptor of physical habitat
(Snelgrove and Butman, 1995). Sedimentary environments are often arranged in sediment
patch structures or facies of like-sediment (e.g. Buffington and Montgomery, 1999b; Dietrich
et al., 2005; Nelson et al., 2014) and provide a diverse range of micro-topography (Smith,
2014). Some sediment patches remain fixed in time because of large-scale topographic or
obstruction-driven hydraulics (i.e. Mosley and Tindale, 1985; Garcia et al., 1999; Haschenburger and Rice, 2004), whereas others migrate freely in response to variable water and
sediment supply (Whiting et al., 1988; Dietrich et al., 2005; Nelson et al., 2009). The hierarchical organization of aquatic ecosystems (e.g. Hawkins et al., 1993; Imhol et al., 1996)
and the variable nature of grain size create a complex situation where non-linear relationships between aquatic organisms and grain size have been established across multiple scales
(Anderson, 2008). Our knowledge of animal-sediment relationships is limited because our
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ability to sample riverbed sediment at spatial resolutions relevant to both variations in grain
size and aquatic organisms (Anderson, 2008) is hindered by sediment sampling techniques
(Rubin et al., 2007; Buscombe, 2008).
Relationships between aquatic habitat and riverbed sediment have been the subject of
several interdisciplinary studies of aquatic ecosystems (Snelgrove and Butman, 1995; Rice
et al., 2001; Anderson, 2008; Kemp et al., 2011). The hierarchal organization of aquatic
ecosystems structure (e.g. Hawkins et al., 1993; Imhol et al., 1996) result in relationships
existing across multiple scales. At the grain-scale, aquatic organisms are sensitive to chemical gradients at the sediment water interface created by the mixing of ground and surface
waters (Santschi et al., 1990). Field studies have also demonstrated there is a strong correlation between sedimentary patch structures and benthic community structure (Snelgrove
and Butman, 1995; Rice et al., 2001). Tributary inputs of sediment disrupt patterns of
downstream fining (e.g. Rice et al., 2001) and can lead to reduced biodiversity by creating isolated habitat features with different characteristics from the undisturbed main stem
(Nilsson et al., 2005). At reach-scales, fish rely on the micro-topographic characteristics of
within geomorphic units that provide a diverse range of habitats (Poole, 2002). For example,
hydraulic characteristics in the lee of boulders provide refuge for a fish to rest, whereas adjacent cobbles could provide a habitat where a fish could forage for food (Sear and DeVries,
2008). At landscape scales, changes in land use resulting in excess sedimentation (Allan,
2004) reduces the heterogeneity of surficial riverbed sediment and has been shown to adversely impact habitat quality (Kemp et al., 2011). Despite demonstrated relationships of
grain size and aquatic organisms, establishing linkages between animal behavior and spatial
distributions of riverbed sediment is difficult to elucidate because there is lack of spatially
distributed data on grain size (Carbonneau et al., 2004).

3
1.2

Riverbed Sediment Sampling
Riverbed sediment is typically sampled to provide information about the spectrum of

grain sizes within an areal extent of a riverbed (Bunte and Abt, 2001). Due to the impractical nature of sampling at all locations on a riverbed, studies typically use a characteristic
grain size (e.g. D50, D84, etc.) derived from as many samples as practically possible. The
successful design of a sediment sampling campaign requires careful consideration of applicable techniques and lessons learned from previous bed-material sampling projects (Bunte
and Abt, 2001; Diplas et al., 2008). Results from grain size analyses are notoriously method
specific, meaning that different methodological approaches applied to the same sample can
lead to different results. These dependencies arise between sampling methods because each
method has inherent biases or measurement imprecision. The applicability of a particular sampling method for a given question is determined by reconciling the limitations and
strengths of a range of sediment sampling techniques with study objectives. For instance,
predicting the likelihood a particular sediment patch will be transported, requires spatially
focused measurements to determine an accurate grain size distribution. In contrast, habitat suitability studies conducted over larger areas may require less precise measurements
collected at coarser sampling resolutions (Moir et al., 2002). As either the size of study
areas or sampling frequency increase, direct techniques to measure grain size of sub-aqueous
riverbed sediment can require a disproportionate amount of effort in comparison to the insights gained (Legleiter et al., 2002). However, indirect sampling techniques can be used to
quantify grain size of sub-aqueous riverbed sediment at spatial and temporal resolutions not
practically attainable using direct sampling techniques (Rubin et al., 2007; Buscombe et al.,
2014).
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1.2.1

Direct Sampling Techniques

Direct sampling techniques can be used to measure sub-aerial and sub-aqueous sediment. Direct sampling methods can be used to characterize either surficial only sediment
or bulk samples that contain surface and subsurface sediment. Field measurements of grain
size of riverbed sediment have been the subject of many studies (e.g. Wolman, 1954; Church
et al., 1987; Ashmore et al., 1989; Rice and Church, 1996; Bunte and Abt, 2001), and methods
to measure grain size vary in time investments and sophistication (Bunte and Abt, 2001).
For example, the 100-particle Wolman (1954) pebble count requires extensive amounts of
field work to physically measure individual particles, whereas ocular estimates (e.g. Kondolf, 2016) can be used to casually estimate mean or median grain sizes within a study area.
Both pebble counts and ocular estimates do not require any laboratory analyses or postprocessing, but can only be used to sample sediment in wadeable flows (i.e. <1m) (Bunte
and Abt, 2001).
Direct sampling methods for sub-aqueous sediment are chosen based on flow characteristics (i.e. depth, speed, direction), sediment sampling depth, and sediment size fraction
(Table 1.1). Grab samples (i.e. dredges, shovel) and cores can be collected at variable
water and subsurface sampling depths. Channel bed processes (i.e. selective transport,
density-driven flows, moving ripples, climbing ripples, and dunes) can result in vertical stratification, where the fine sediment are underneath a persistent layer of coarse sediment. This
process is called armoring and is extremely common in gravel and mixed sand-gravel rivers
(Church et al., 1987; Wilcock and DeTemple, 2005). Core samples collected from gravel
beds preserve the vertical stratification of the surficial and subsurface sediment, whereas
grab samples result in disaggregated mixtures of subsurface and surface sediment. Direct
sampling of finer substrates (i.e. sand and silt) are typically sampled in bulk because bed
processes in sand-bedded rivers do not tend to result in such pronounced vertical stratification (Ashmore et al., 1989). Laboratory analysis methods to quantify grain size distributions
of sand and silt include sieving (Krumbein and Pettijohn, 1938), settling (Syvitski, 1991),
and laser diffraction (Agrawal et al., 1991). Sieving techniques can be used to analyze co-
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arser sand, whereas laser diffraction and water column settling techniques can only be used
to analyze finer sediment.
Table 1.1 Direct Sampling Techniques For Subaqueous Sediment

Method
Pebble Counts
Grab Samples
Core Samples

Flow
Depth

Sediment Size
Fraction

Sediment
Sampling Depth

Shallow
Shallow/Deep
Shallow/Deep

Gravel
Sand/Gravel
Sand/Gravel

Surface
Surface/Subsurface
Surface/Subsurface

Riverbed sediment sampled using direct methods have a high level of accuracy because
grain size is directly measured, but are typically limited to sparse measurements. Averages
over large areas may not adequately capture the spatial heterogeneity present in the bed.
Unlike direct measures of individual sediment particles, bulk samples require transportation
of heavy sediment and subsequent laboratory analysis. Increases in the number of sediment
samples result in extended field campaigns and are limited by budget and time constraints.
Additionally, bulk samples are physically destructive and potentially disturb aquatic habitat.
1.2.2

Indirect Sediment Sampling Methods

Indirect sampling methods rely on remote sensing technologies and can be used to
characterize sediment at the sediment-water interface without direct measurements. Indirect
sampling methods can allow for continuous coverage and can be collected much faster than
direct methods (Rubin et al., 2007; Buscombe, 2008). Methods to indirectly measure surficial
measurements often rely on calibration and can entail extensive amounts of post processing
to infer sediment grain size from remotely sensed data (Buscombe et al., 2010). For example,
classification of submerged sediment from underwater video requires individual frames to be
classified and georeferenced. Indirect sampling methods are chosen based upon sediment
size fraction and depth of flow (Table 1.2).
Indirect remote sensing methods to quantify riverbed sediment require the notions of
roughness and texture. Roughness elements represent the finest spatial resolution at which
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Table 1.2 Indirect Sampling Techniques for Subaqueous Sediment

Method

Sampling Environment

Aerial Photographs
Underwater Video
Hydroacoustics

Shallow
Shallow/Deep
Shallow/Deep

Sediment Size
Fraction

Gravel
Sand/Gravel
Sand/Gravel/Boulders

Sediment Sampling
Depth

Surface
Surface
Surface

meaningful physical interpretations of a surface can be made (Smith, 2014), and are limited
by measurement techniques (Wheaton et al., 2010). Texture is a property of all natural
surfaces and describes the spatial dependencies of neighboring roughness elements. Both
roughness and texture are stochastic quantities and might only be understood and quantified statistically (Buscombe, 2016). Quantifying riverbed sediment grain sizes from remote
sensing data (i.e. imagery) requires calibration to establish predictive relationships between
image properties and grain sizes. For example, the use of imagery and other data from
survey-grade hydroacoustic instruments to classify submerged riverbed sediment over large
areas has become increasingly popular (Sternlicht and de Moustier, 2003; Collier and Brown,
2005; Brown and Blondel, 2009; Kaeser et al., 2013; Buscombe et al., 2016). Acoustic surveying involves the transmission of sound (i.e. beam) at known frequencies through the
water column and measuring the strength of the return after it has been reflected by the
sediment-water interface. Wentworth-style groupings of similar size sediment (i.g. silt, sand,
gravel, boulders) can be identified using known geoacoustic properties of the riverbed sediment (Jackson and Richardson, 2007). For example, Collier and Brown (2005) established
predictive relationships between acoustic backscatter and grain size, but the findings are
unlikely to be universally true

7
1.3

Side Scan Sonar
Side scan sonar (SSS) was first developed in the 1950’s and was designed for search and

recovery efforts and shipping channel imaging in deep water in marine settings (Blondel,
2009). Unlike photographic images, SSS imagery can be collected at depths without any
visible light. A SSS system consists of 1) transducer, 2) data acquisition computer, 3) positioning equipment, and 5) a power source (Somers and Stubbs, 1984). The transducer houses
side looking sonars angled toward the bed at an oblique angle that emit acoustic energy
and actively listen for return signals. Acoustic energy is emitted at a known frequencies in
a vertical motion that is perpendicular to the boats direction (Burguera and Oliver, 2016).
Each vertical fan (i.e. scan line) is thin in the horizontal plane and wide in the vertical and
ensonifies the water column and sediment-water interface. The strength and timing of the
returns are used to determine each pixel intensity and the location it represents. As the
boat moves along its track, individual scan lines are compiled into a high resolution (mm
to dm) acoustic backscatter image that provides an realistic representation of the sediment
water-interface. Modern SSS designs have emerged as the preferred tool for high-resolution
imaging of aquatic environments in fresh water and marine settings(Blondel, 2009).
1.3.1

Recreational-grade Side Scan Sonar

Low cost (<$2000) recreational-grade systems have emerged as an alternative to expensive commercial-grade systems designed for hobbyist archaeologists and fisherman. Reduced
power requirements and streamlined design allow for deployment on practically any sized
vessel and operation by as little as one person (Kaeser and Litts, 2008). Recreational-grade
SSS use a pole mounted transducer and are ideal to be deployed in practically all navigable
waters. Navigational and positional information is collected using a consumer grade GPS
receiver to position the vessel and does not correct for boat attitude. Sidescan sonar imagery
can be collected in georeferenced snapshots or continuous recordings as the boat moves along
its track. The simplified design, low-cost, and portability of recreational-grade SSS systems
has resulted in a proliferation of use by scientists in aquatic ecology (Kaeser and Litts, 2008;
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Hook, 2011; Austin, 2012; Kaeser et al., 2013; Goclowski et al., 2013; Smit, 2014; Powers
et al., 2015; Sterrett et al., 2015; Froehlich and Kline, 2015; Cheek et al., 2016; Kitchingman
et al., 2016; Buscombe et al., 2016; Smit and Kaeser, 2016; Dunlop et al., 2016; Buscombe,
2017).
1.3.2

Geomorphological Interpretation of Side Scan Sonar Data

Sidescan sonar imagery has proved to be an effective geological tool for describing submerged environments (Stride, 1959; Wilson, 1986; Johnson and Helferty, 1990; Anima et al.,
2007). Broad Wentworth-style groupings of riverbed sediment and morphological features
can be segmented by identifying acoustically distinct regions of the portions of the image
that represent the riverbed (Johnson and Helferty, 1990). Simplistically, local areas with
high variance of pixel intensities represent coarser substrates (i.e. rocks, gravel), while areas
with low variance regions represent finer substrates (i.e. sand) (Wilson, 1986; Anima et al.,
2007). SSS imagery has traditionally been used to provide qualitative descriptions of submerged environments because the near photo realistic nature of the acoustic backscatter
image creates perceptually meaningful representations of the sediment-water interface. Initially, the development of quantitative metrics to describe SSS imagery was limited by the
availability of computational resources (Blondel, 2009). For instance, Wilson (1986) demonstrated that SSS systems can be deployed in riverine environments and the acoustical
signatures of submerged riverbed sediment were preserved in the SSS imagery, but his interpretations were based on artistic sketches. Since then, technological advancements in
computing and image processing have allowed for the development of automated methods
to interpret SSS imagery collected in marine environments (Blondel, 2009). The adoption of
automated substrate characterization in rivers has been slow because only recently systems
made available that could be used in rivers with currents and shallow water.
SSS is more commonly used in lentic and marine environments because many SSS
systems house there transducer in a tow fish apparatus so data can be collected at variable
depths. The ability to tow the transducer at a range of depths allows for data to be collected
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at a range of frequencies. Higher frequencies result in high resolution images of narrow
swaths, whereas lower frequencies sacrifice resolution for increased swath area (Blondel,
2009). The logistical implications of operating a SSS with a tow fish apparatus in lotic
environments introduce uncertainties with position the imagery because the transducer is
subject to turbulent flow. Additionally, there is a risk of damaging or loosing the transducer
in rocky environments.
The development of post-processing techniques and methods to identify geomorphic and
sedimentary features from SSS data has been the subject of on-going research for several
decades (Pace and Gao, 1988; Tamsett, 1993; Goff et al., 2000; Atallah et al., 2002; Collier
and Brown, 2005; Hook, 2011; Kaeser et al., 2013; Buscombe et al., 2016). Relationships
between aquatic environments and SSS data can be established using signal processing methods or by texture-oriented analysis. Regardless of the approach, ground truth data are
required to calibrate and validate any sediment classifications (Blondel, 2009). Pace and
Gao (1988) and Tamsett (1993) were the first to establish geoacoustical or signal processing methods and demonstrated that the power spectrum of SSS signals contained sufficient
amounts of information to classify submerged sediment. Wavelet-based approaches to quantifying submerged sediment (e.g. Atallah et al., 2002; Buscombe et al., 2016) show promise
because they are well resolved in the time-frequency domain and do not make any assumptions about the nature of ensonified sediment. Alternatively, and most common in the recent
decade, geologic features can be identified using statistically based texture analysis to segment acoustically distinct regions of SSS imagery (Mignotte et al., 2000; Lianantonakis and
Petillot, 2007; Ye et al., 2010; Blondel, 1996; Blondel et al., 1998; Cochrane and Lafferty,
2002; Lucieer, 2008).
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1.4

Riverbed Texture
River researchers use the word ‘texture’ to describe spatial variations in bed surface

topography (Cienciala and Hassan, 2013; Fryirs and Brierley, 2013), bed form morphologies
(Buffington and Montgomery, 1999b; Rice and Church, 2010), the spatial arrangement of
different grain sizes (Anima et al., 2007; Buscombe, 2016), the grain size distribution of a
sample (Toogood, 1958; Soil Survey Division Staff, 1993), the effects of abrasion and wear on
hard surfaces (Krumbein, 1941; Folk, 1951) or variously as a catch-all term to describe any
surface roughness, rugosity, waviness or warping without strict definition (Buffington and
Montgomery, 1999a). Often, the word texture is used to substitute for a suite of variables
related to the grain size and roughness and spatial arrangement of those quantities on the
bed, where information on these quantities is lacking. The word ‘texture’ is often used
in remote sensing in situations where the actual scale of interest, such as the bed form
or grain scale, which are the sub-pixel scale, is not resolvable but results in supra-pixel
spatial arrangements of pixel intensities that indicate the presence and/or magnitude of
the features of interest (Tuceryan and Jain, 1993; Institute of Electrical and Electronics
Engineers, 1990). In a similar vein, here the word ‘texture’ is used in a qualitative sense
to describe the spatial arrangement of surface roughness (Maillard, 2003), that itself is the
product of both supra-pixel and sub-pixel grain size and morphologies.
1.4.1

Texture Analysis

Side scan sonar imagery consists of gray levels (i.e. digital integers representing the
backscattering strength of the bed in the locations that those pixels represent) whose geometric relationships between grey level patterns create distinct textures within the backscatter
image. Quantifying textures in SSS imagery using statistically based texture analysis often
requires a windowed approach where local textures are described or quantified within a computational window. First order statistics are calculated using the intensity values from the
SSS imagery, while second order statistical methods consider the relationships between pixel
pair intensities and relative locations. First order statistics, such as standard deviation, are
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highly sensitive to the computational window size and are therefore inadequate descriptors
of textures in SSS imagery alone (Blondel et al., 1993; Cochrane and Lafferty, 2002; Lucieer,
2008). For example, the planform footprint of sediment patches (e.g. Buffington and Montgomery, 1999b; Dietrich et al., 2005) can vary by orders of magnitude therefore defining
a computational window size suitable for all sediment patches is impractical. The Gray
Level Co-Occurrence matrix (GLCM) (Haralick et al., 1973) is a second order statistical
method and has been found suitable to describe textures in SSS imagery (Blondel et al.,
1998; Lucieer, 2008; Nait-Chabane et al., 2013).
GLCMs are 2D histograms where the frequency of tonal patterns within a computational window are tabulated. For a reference pixel in a computational window, a GLCM is
calculated by specifying a reference angle, distance, and number of gray levels to quantize
the original image. The distance and reference angle defines the pixel offset and direction
to look for a neighboring pixel. The number of levels to quantize the image determines the
size of the resulting co-occurrence matrix. If a value within a GLCM is large, that specific
tonal patterns is common and the texture within the computational window is ordered and
repetitive. If a value in a GLCM is small, that tonal pattern is random and that texture can
be described as random and disorganized. GLCMs are difficult to interpret alone and are
best described by indices (i.e. properties) (Blondel, 1996). Haralick et al. (1973) proposed
14 properties that can be used to describe GLCMs. These properties are useful descriptors
of GLCMs because the co-occurrence matrix is distilled into a single value and is assigned
to the computational window pixel. Of the original properties proposed by Haralick et al.
(1973) and Laws (1980), only a subset have consistently been found useful for classifying
textures in SSS imagery (Reed and Hussong, 1989; Blondel et al., 1998). In particular, entropy and homogeneity have been found of utility to delineate sedimentary features in side
scan sonar imagery (Blondel et al., 1993; Blondel, 1996; Cochrane and Lafferty, 2002).

12
1.5

Study Background & Study Objectives
Recreational-grade SSS has emerged as a popular tool to image benthic environments at

spatial resolutions and frequencies not attainable using conventional methods (Table 1.3).
Kaeser and Litts (2008) first demonstrated recreational that grade SSS imagery has sufficient
detail to map and quantify large woody debris within ten study reaches approximately 500
m in length. Subsequent studies have that demonstrated the resolution of the imagery was
sufficient to identify textural change (e.g. Hook, 2011; Kaeser et al., 2013; Goclowski et al.,
2013; Sterrett et al., 2015) and the areal extents of surveys was expanded to cover the entire
length and width of a river. Cheek et al. (2016) collected SSS imagery along the entire
length of a river and evaluated fish habitat associations at different spatial resolutions.

Table 1.3 Recreational-Grade SSS Surveys

Authors

Area Surveyed

Mapping Purpose

Havens et al. (2011)*
Bilkovic et al. (2014)*
Cheek et al. (2016)
Kaeser et al. (2013)
Kaeser and Litts (2010)
Kaeser and Litts (2008)
Kitchingman et al. (2016)
Kitchingman et al. (2013)
Powers et al. (2015)
Froehlich and Kline (2015)*
Sterrett et al. (2015)
Goclowski et al. (2013)
Kingon (2013)*
Austin (2012)*
Hook (2011)
Smit and Kaeser (2016)
Smit (2014)

1619 km2
3300 km2
39 km
124 km
5 km
10 ∼ 500 m reaches
105 km
120 km
32 km
1 reef
24 km
22 km
∼ 50 km2
32 km2
298 km
53 km
70 km

Object Detection
Object Detection
Substrate Mapping
Benthic Habitat
Benthic Habitat
LWD
LWD
LWD
Mussel Bed
Object Detection
Benthic Habitat
Benthic Habitat
Hard Bottom
Hard Bottom
Benthic Habitat
Benthic Habitat
Benthic Habitat

* indicates Marine Environment
LWD=Large Woody Debris
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The combination of having imagery spanning a riverscape (i.e. Fausch et al., 2002) and
the ability to identify subtle changes in benthic habitat structure has opened the possibility
for linkages between physical habitat and aquatic ecosystems to be established at landscape,
reach, and patch scales. However, interpretations of large volumes of SSS imagery collected
by recreational-grade systems is currently limited because methods to objectively quantify
riverbed textures are lacking. To that end, this study focuses on developing automated
methods to classify riverbed sediment into broad Wentworth-style groupings by identifying
objective measures of SSS imagery textures from a recreational-grade SSS. Specific questions
I sought to answer were: 1) at what resolution can riverbed sediment be classified into
spatially explicit Wentworth-style classes?, and 2) how many distinct Wentworth-style classes
of sediment can be identified based on textural characteristics?
To quantify the resolution at which riverbed sediment can be classified (i.e. Question 1),
I used a case study from the Colorado River in Glen and Marble Canyons, Arizona (Korman
et al., 2015; Yard et al., 2015; Korman and Yard, 2017). SSS imagery have been collected
at selected rainbow trout monitoring reaches for several years on an opportunistic or ad
hoc basis. Specifically, I established predictive relationships between texture metrics and
perceptually meaningful SSS imagery textures. The established predictive relationships were
then used to develop an unsupervised algorithm to segment SSS imagery into acoustically
distinct regions which represent broad Wentworth-style grouping of sediment.
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CHAPTER 2
ALLUVIAL SUBSTRATE MAPPING BY AUTOMATED TEXTURE SEGMENTATION
OF RECREATIONAL-GRADE SIDE SCAN SONAR IMAGERY

Abstract
Side scan sonar in low-cost ‘fishfinder’ systems has become popular in aquatic ecology
for imaging submerged riverbed sediment at coverages and resolutions sufficient to relate
bed texture to grain-size. Traditional methods to map bed texture (i.e. physical samples)
are relatively high-cost and low spatial coverage compared to sonar, which can continuously
image several kilometers of channel in a few hours. We investigate relationships between
substrates and statistical descriptors of bed textures in side scan sonar echograms of alluvial
deposits. We develop a method for automated segmentation of bed textures into between
two to five grain-size classes. Second-order texture statistics are used in conjunction with a
Gaussian Mixture Model to classify the heterogeneous bed into small homogeneous patches
of sand, gravel, and boulders with an average accuracy of 80%, 49%, and 61%, respectively.
Reach-averaged proportions of these sediment types were within 3% compared to similar
maps derived from multibeam sonar.

Software Availability
Name of software: SS Texture Analysis
Version: 1.0
Developer: D. Hamill
Contact email: hamill.daniel@gmail.com
Year first available: 2017
Available from: GitHub
(https://github.com/danhamill/ss_texture_analysis).
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Dependencies: PyHum
(https://github.com/dbuscombe-usgs/PyHum).

2.1

Introduction
The grain size of bed sediment is a fundamental attribute of rivers and streams (e.g.

Leopold and Wolman, 1957), and an important independent variable in studies of river
adjustment (e.g. Schmidt and Wilcock, 2008), river classification (e.g. Fryirs and Brierley,
2013), sediment transport (e.g. Wilcock and Kenworthy, 2002), and hydraulic roughness
(e.g. Morvan et al., 2008). Riverbeds are often arranged in sediment patch structures or
facies of like-sediment (e.g. Buffington and Montgomery, 1999b) providing a diverse range
of spatially coherent yet mobile micro-topographies (Smith, 2014). Some sediment patches
remain stationary because of large-scale topographic or obstruction-driven hydraulics (e.g.
Haschenburger and Rice, 2004), whereas others migrate freely in response to variable water
and sediment supply (Nelson et al., 2009).
Bed sediment grain size is recognized as an important physical component of aquatic
habitat (ASCE, 1992) and therefore is an essential component of habitat suitability models
(Mouton et al., 2011; Muñoz-Mas et al., 2014; Boets et al., 2015; Fukuda et al., 2013). For
example, field studies have demonstrated how spatial variations in grain size affect the longitudinal organization of benthic community structure (Rice et al., 2001). The hierarchical
organization of aquatic ecosystems (e.g. Hawkins et al., 1993) and the variable nature of
grain size create a complex situation where, if relationships between aquatic organisms and
grain size exist, these are highly non-linear linkages that are established across multiple
scales (Anderson, 2008). Direct (and linear) relationships between aquatic organisms and
grain size are often difficult to establish because grain size alone does not uniquely describe
complex physical habitat (Snelgrove and Butman, 1995), or alternatively because it is necessary to relate animal behavior in a spatially continuous sense to sediment by means of
substrate maps, which are notoriously difficult to construct, in flowing water, at the requisite
resolution and coverage (Anderson, 2008).
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In recent years, side scan sonar within commodity ‘fishfinder’ systems have emerged
as an increasingly popular low-cost sensor for qualitative mapping of riverbed sediment
and benthic environments (e.g. Kaeser et al., 2013; Goclowski et al., 2013; Sterrett et al.,
2015; Buscombe, 2017). We term these relatively low quality sonar systems, ‘recreationalgrade’ to distinguish them from relatively higher quality, relatively expensive, ‘survey-grade’
side scan sonar systems (Buscombe, 2017). In contrast to survey-grade side scan sonar,
recreational-grade systems are typically operated on personal water crafts with out highquality positioning and boat attitude (heave, pitch, roll, etc.) information. Kaeser and
Litts (2008) demonstrated that recreational-grade side scan sonar imagery, called echograms,
collected using a recreational-grade system in a riverine environment had sufficient detail
to map locations of large woody debris. Subsequent studies have demonstrated that the
resolution and quality of the echogram is sufficient to visually identify sediment facies (e.g.
Kaeser et al., 2013; Goclowski et al., 2013; Sterrett et al., 2015) over reaches up to hundreds
of kilometers in length. Recreational-grade side scan sonar has enjoyed a proliferation of
use among aquatic ecologists (e.g. Havens et al., 2011; Cheek et al., 2016; Kaeser and Litts,
2008, 2010; Kaeser et al., 2013; Kitchingman et al., 2013; Powers et al., 2015; Sterrett et al.,
2015; Goclowski et al., 2013; Smit and Kaeser, 2016; Graham et al., 2017). The increase
in popularity can primarily be attributed to simplified design, low cost, and portability,
facilitating use in practically all navigable waters (e.g. marine, lotic, lentic) and requiring
no expert knowledge of sonar or surveying to operate.
Despite allowing rapid collection high-resolution echograms across large areas, from
which it is possible to visually identify sediment groupings, methods to automatically postprocess and interpret data collected with a recreational-grade system are currently limited
Buscombe (2017). Recreational-grade systems are designed for providing images of the bed
from a vessel, and do not record data to a hydrographic standard, or in standard data formats. This precludes the use of most commercial hydrographic software. Currently available
options to extract and use data include low-cost, closed source software for visualization of
the scans (e.g. ReefMaster, 2015; SonarTRX, 2015). In addition, Kaeser and Litts (2010)
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created a semi-automated, open-source GIS routine to create a georeferenced echogram by
‘rubbersheeting’ overlapping screenshots from the topside unit within a geographical information system platform, for subsequent visual interpretation. This methods works fairly
well, but it is labor intensive, subjective, and not practically applied to large-volumes of
data. In addition, it does not correct for geometric or radiometric distortions present within
the data.
Therefore, Buscombe (2017) developed an open source program, to automate the production of geometrically and radiometrically corrected georectified echograms directly from
the binary files recorded by recreational-grade systems. Automated approaches to extracting
and processing the data also presents the opportunity to draw upon the large corpus of automated side scan imaging processing literature (e.g. Reed and Hussong, 1989; Blondel,
1996; Blondel et al., 1998) and to develop more objective approaches for carrying out spatially distributed substrate classification (e.g. Atallah et al., 2002; Collier and Brown, 2005;
Buscombe et al., 2016; Zhao et al., 2017). For highly heterogeneous sedimentary deposits,
such as mixed-alluvial riverbeds it is unlikely that each substrate type is associated with a
sufficiently narrow distribution of sidescan backscatter intensities (Buscombe et al., 2016).
For finer substrates such as sand, this is due to large variations in slope, and bedform heights
and wavelengths that collectively cause variations in backscattering strength. For coarser
substrates such as cobbles, boulders and bedrock, the variation in backscattering of sound
is caused by acoustic shadows that scale with both the height of the individual roughness
elements but also the relative angle with the sonar (Buscombe et al., 2016). Therefore, the
majority of approaches to automated objective classification of substrates from echograms
have used analyses of textural properties of patterns that correspond to sedimentologically
distinct regions (e.g. Blondel, 1996; Mignotte et al., 2000; Atallah et al., 2002; Lianantonakis
and Petillot, 2007; Buscombe et al., 2016). An accurate substrate map might even provide
a means with which to further correct echogram from which it is derived for radiometric
distortions (Zhao et al., 2017).
The word ‘texture’ has been used by Rice and Church (2010) to describe variations
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in bed form morphologies, Anima et al. (2007) to map spatial arrangements of riverbed
sediment, Buffington and Montgomery (1999b) as synonymous with grain size distributions,
and by Buffington and Montgomery (1999a) as a term to describe any surface roughness,
rugosity, or waviness without strict definition. Often, the word is used to substitute for
a suite of variables related to the grain size, roughness, and the spatial arrangement of
those quantities on the bed, where information on these quantities is lacking. Roughness
often refers to 1st-order metrics ,such as the standard deviation of elevations (Brasington
et al., 2012), whereas texture often refers to 2nd-order metrics that take into occur the
spatial arrangement of roughness elements or spatially continuous areas of like-roughness
(Buscombe, 2016). The word texture is often used from aerial platforms in remote sensing
in situations where the actual scale of interest, such as the bed form or grain scale, exist at
the sub-pixel scale which is not resolvable but results in supra-pixel spatial arrangements
of pixel intensities that indicate the presence and/or magnitude of the features of interest
(Tuceryan and Jain, 1993). In a similar vein, here the word texture is used in a qualitative
sense to describe the spatial arrangement of surface roughness, that itself is the product
of both supra-pixel (i.e. grouping of pixels) and sub-pixel (i.e. single pixel) grain size and
morphologies.
This paper builds on Buscombe (2017) by evaluating how echograms collected with a
recreational-grade sonar system can be used to objectively identify classify and map (e.g.
delineate) riverbed sediment. Perceptually homogeneous textures in an echogram are each
characteristic of a different substrate, therefore discriminating among these textures using
statistical techniques and assigning each texture a numerical code, creates a substrate map.
We use a case study of multiple side scan sonar images a canyon riverbed to evaluate
optimal texture metrics for broad-scale (a coverage of hundreds to thousands of square
meters at a resolution of meters to decimeters) substrate classification. First, we examine
textural characteristics of echograms from visually identified areas of interpreted substrate
types. We then test and evaluate two classification approaches of differing complexity.
We further evaluate the ability of the sidescan-derived substrate maps to reproduce reach-
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averaged proportions of substrates in calibrated acoustical substrate maps derived from
multibeam sonar. Finally, we discuss how these methods could be applied to echograms
of other mixed alluvial beds with a different sedimentary and morphological character, and
the implications of using recreational-grade side sonar systems for characterizing riverbed
sediment for physical benthic habitat assessment.

2.2

Methods

2.2.1

Data Collection & Study Area

We collected side scan sonar data at a fish monitoring site that spans a 1.6-km canyonbound reach of the Colorado River (see Korman et al., 2015; Yard et al., 2015; Korman
and Yard, 2017). The study reach is located 98-km downstream of Lees Ferry in Marble
Canyon, Arizona, directly upstream from the confluence of the Little Colorado River, and
covers multiple pool-riffle sequences. Data were collected during five river trips between May
2012 and April 2015 (Table 2.1). These data were collected between fish sampling activities
during quarterly fish sampling trips by various operators and boatmen, who had little or no
prior knowledge collecting these data. Data were not quality-controlled in the field, and no
repeat surveys were conducted. This protocol was intentionally designed to mimic rapid,
opportunistic sampling. At a minimum, data were collected over the entire fish sampling
reach, but trip-by-trip survey extents were dictated by the availability of operators and the
logistical requirements of the fish sampling activities.
Aside from being a long-term fish monitoring site, Grams et al. (2013) extensively
mapped this study reach with multibeam sonar. The multibeam sonar data provide high
resolution bathymetry that can be used to validate positional accuracy of georectfied echograms, and independently derived sediment classification maps derived from the recorded
acoustic backscatter (Buscombe et al., 2014) that could be used to ground truth side scan
sonar sediment classifications. The riverbed of the study reach is well studied (Wilson, 1986;
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Anima et al., 2007; Buscombe et al., 2014, 2016), composed of non-cohesive sediment, with
grain size ranging from fine sand to boulders, and containing no submerged vegetation.
Continuous side scan sonar recordings and positional information were collected with a
Humminbird

R

998c recreational-grade side sonar. The sonar was mounted to a pole off the

starboard bow or abeam to starboard of a small (2.75-m long) aluminum-hulled boat with
an outboard motor. The rigid pole mount ensured that the transducer and GPS antenna
were on the same vertical plane, minimizing relative lateral and vertical displacement errors.
Positional errors associated with poor GPS fix, and the lack of boat attitude information,
were significant in this canyon setting with limited visibility of satellite constellations and
areas with swift moving water. However, by collecting data in the middle of the channel
and at low speeds the effects of canyon walls, boat pitch, heave and dynamic draft were
minimized as much as possible. The boat operator avoided crabbing, to ensure that the
direction of progress best estimated the boat’s true heading, by either motoring with, or
directly against, the main current.
Table 2.1 Echogram Inventory

Trip Date

Number of Scans

Number of Usable Scans

05/2012

5

0

04/2014

6

4

05/2014

8

2

09/2014

10

6

04/2015

6

6
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2.2.2

Sonar Data Processing

All of the echograms analyzed in this paper were processed using PyHum (Buscombe,
2017), an open-source toolbox for decoding the file formats associated with side scan sonar
recordings from a Humminbird R Side Imaging System. PyHum is a python-based, modular
toolbox designed to filter out portions of the echogram devoid of texture (i.e. water column
and acoustic shadows) and correct for acoustic energy losses due to the spreading and attenuation of sound in water. Buscombe (2017) has detailed the data processing assumptions
and acoustic corrections encoded within the software. The data collected within this study
were processed using the ‘read’, ‘correct’, ‘remove shadows’, and ‘map’ modules. The map
module was then used to project the corrected and filtered echogram to a known coordinate
system using the positional and navigational information collected with the supplied GPS
antenna. The geolocated sidescan intensities are in units of decibel watts (dBW). PyHum
differs from other available recreational-grade side scan sonar software (e.g. ReefMaster,
2015; SonarTRX, 2015) because it radiometrically corrects the backscatter data, and projects each pixel in the echogram as a point in a point cloud using instantaneous position and
heading, rather than rubbersheeting the raster using image rectification, which can lead to
greater positional errors.
The resulting georeferenced side scan intensity points clouds were then converted to
a raster format in Arizona Central State Plane, NAD83. The grid size 0.25 x 0.25 m was
chosen to ensure each cell had multiple data points. Typical point-to-point distances are
on the order of centimeter to decimeter. Therefore, a k=1 nearest neighbor approach was
selected for resampling because of its simplicity and computational efficiency (individual
point clouds consisted of tens of millions of points). The side scan intensity images were
then processed outside of PyHum to derive the textural properties described in section 2.2.4.
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2.2.3

Visually Identified Sediment Patches

Echograms consist of 8-bit digital integers representing the backscattering strength
of the bed, called ‘grey levels’. The georectfied side scan sonar images were used for the
visual classification of substrates into broad Wentworth-style groupings of similar sediment to
develop calibration and validation data sets. Based on the quality of the available data (Table
2.1), visual delineation of echograms into three sediment classes was deemed appropriate to
establish a data set to evaluate pixel-by-pixel classification by automated analyses. At least
three distinct substrate types could always be reliably be distinguished. The textures shown
within the echogram are created by sedimentary and morphologic features. Smooth (i.e. low
contrast), highly ordered textures were associated with mixtures of sand. Rough, disorderly
textures are associated with boulders and bolder-dominant mixtures of gravel/boulders and
sand/boulders. Textures that vary between smooth, orderly and rough, and disorderly were
associated with gravel and gravel-dominant mixtures of sand/gravel and gravel/boulders.
Hereafter, these classes are referred to as sand, boulders, and gravel, respectively. The
visual delineation was carried out in a Geographic Information System platform at a fixed
scale of 1:600. Over-saturated regions of the echogram and apparent morphologic features
were excluded from the delineation (Figure 2.1). These over-saturated regions are portions
of the echogram directly beneath the boats track line where the first (nadir) returns are so
much greater in intensity than subsequent returns that the 8-bit quantization is insufficient
to capture the full dynamic range of backscattered sound.
2.2.4

Texture Metrics

First-Order Statistics
The distributions of side scan intensity values for visually identified substrate patches
were investigated to determine if first-order statistics were sensitive to echogram textural
variations associated with different substrate types. The first-order statistical signatures of
sediment types were developed using zonal statistics calculated from the visually mapped
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Fig. 2.1. An example of georectfied echogram. Inset A indicated an apparent morphology
that was ignored during visual delineation. Inset B is an example of an over-saturated region
where the textural signatures are difficult to interpret.
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substrate patches described in Section 2.2.3 and georectfied echograms. Both statistics of
central tendency (i.e. mean, quartiles) and statistics that describe the distributions shape
(i.e. standard deviation (σ), coefficient of variation (CV), kurtosis (γ), and skewness) were
considered.
GLCM Texture Metrics
The Grey Level Co-Occurrence Matrix (GLCM) is a second-order (i.e. quantifying
spatial relationships) statistical method and has been found suitable to describe textures
in echograms (Reed and Hussong, 1989; Blondel, 1996) because it statistically describes
spatial relationships between pixels within a local area, and because a number of objective
measures can be computed from it. A GLCM is a matrix within which the frequency of tonal
patterns between pixel pairs within a computational window are tabulated (Haralick et al.,
1973). For a reference pixel in a computational window of size L × L, a GLCM is calculated
by specifying a reference angle θ, distance d and number of gray levels N to quantize the
original image. Values within a co-occurrence matrix are typically normalized such that the
values represent a probability rather than a frequency of a particular pixel-pair relationship
(Hall-Beyer, 2007). A GLCM (P(i,j) ) for a given computational window:

P(i,j) =

V(i,j)
NP
−1

i,j=0

(2.1)

V(i,j)

where V(i,j) is the co-occurrence matrix and i, j are reference and neighboring pixel values,
respectively. If a value in a GLCM is large, the specific tonal pattern it represents is common
and associated with textures within the computational window that are repetitive. When
a value in a GLCM is low that specific tonal pattern is uncommon and textures within
that computational window are random. Orderly, repetitive patterns of grey levels are
interpreted as being created by features which exist at the pixel (25 cm) or sub-pixel scale
and are interpreted as finer substrates (i.e. sand), whereas disorderly patterns of gray levels
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are created by features that exist at the supra-pixel scale and are interpreted as coarser
substrates (i.e. coarse gravel, boulders) (Blondel, 1996).
Haralick et al. (1973) proposed 14 scalar metrics that are useful descriptors of the
textural patterns encoded in a GLCM. These properties are amenable to a spatially explicit
analysis, whereby each scalar coefficient is computed from each co-occurrence matrix and
assigned to the computational window it represents. The Haralick texture descriptors have
been shown to be applicable to vary a wide spectrum of natural and artificial textures, but
each can be thought of as belonging to one of three groups: namely, contrast, orderliness,
and descriptive statistics (Hall-Beyer, 2007). Blondel (1996) was the first to identify Entropy
(group: orderliness) and Homogeneity (group: contrast) properties as useful for classifying
echogram textures. Entropy and Homogeneity are defined as, respectively:

H=

N
−1
X

i,j=0

E=−

N
−1
X

P(i,j)
1 + (i − j)2

(2.2)

Pi,j ln(P(i,j) )

(2.3)

i,j=1

Blondel et al. (1998) suggested that if E and H have a strong negative correlation the
end members of such a relationship represent boulders and sand, respectively. H is a useful
indicator of image contrast because the term (i − j)2 eliminates the diagonal terms of a
co-occurrence matrix and therefore is weighted using only of the off-diagonal (i.e. i 6= j)
matrix elements. Therefore, highly contrasted textures produce low H values and textures
with low contrast are characterized by high values of H. Entropy characterizes the orderly
components of a GLCM. Large values of E occur when there is a wide distribution of grey
levels and small values occur when there is a narrow distribution.
Through a process of elimination and evaluation of the remaining 12 Haralick metrics,
we found GLCM variance (group: descriptive statistics) to be another potentially useful
2 ) and E are related, since
GLCM property for sediment discrimination. GLCM variance (σG

they both quantify the dispersion of differences in intensity between pixel pairs, but GLCM
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variance is a statistic computed from the GLCM itself, given by

2
σG
=

N
−1
X

(i − µ)2 P(i,j)

(2.4)

i,j=0

where GLCM mean is:

µ=

N
−1
X

iP(i,j) .

(2.5)

i,j=0

A sliding 2D window approach was used to calculate GLCMs over small regions of the
image. Neighboring windows had no overlap in either direction and a GLCM was only computed when at least 75% of the window contained data. To determine how various GLCM
calculation parameters affect echogram texture segmentations, GLCMs were calculated with
a parameter space with varying window sizes, search distances, and reference angles (Table
2.2).
Table 2.2 Variables Tested for GLCM Calculations

Variable

Parameters

Search Distance (d) (pixels)

1, 5, 8

Reference Angle (θ) (◦ )

0, 45, 90, 135

Window Size (L × L) (m)

2, 3, 5, 10, 20

GLCM Properties

Entropy, Homogeneity,
GLCM mean, GLCM variance, GLCM correlation
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2.2.5

Texture Segmentation and Sediment Classification

Linear Least-squares
A linear least-squares classification was developed to classify sediment into q sediment
types using N classifying vectors V consisting of statistical measures of image texture. The
process of assigning a scalar value to each sediment type results in the loss of a significant
amount of information because each sediment type represents sediment of various sizes and
is best described by a distribution of values. The proportion of variance explained by each
of q sediment type is:

uq = min | |(uo) + C||2

(2.6)

C = [(V1 (1 : q)), . . . , (VN (1 : q))]

(2.7)

o = [(V1 (1 : n)), . . . , (VN (1 : n))].

(2.8)

o

where:

The || indicates an Euclidian norm. The resulting probability of each sediment type is
estimated using a method from Buscombe et al. (2014):

α q = uq

X

(1 − un ).

(2.9)

n⊂q6=n

Since

P

uq = 1, αq = 1 for a particular sediment type indicates zero confidence in

all other sediment types and we therefore have complete confidence in that particular sediment type. In the unusual case where for n sediment types uq ≈ 1/n for all n sediment
types, a classification is considered indeterminate because equal confidence would exist in
all sediment types. After the model is calibrated, a weighting (wq ) can be applied to each
variable to produce the highest classification accuracy. Optimal weightings were identified
using an optimization technique where the weights were evaluated in increments of 0.1 and
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constrained such that

P

uq

P

wq = 1. In the situation where all sediment types had low

confidence (i.e. 0.15 < αq < 0.25) the classification was considered indeterminate and is
assigned a null sediment type (Buscombe et al., 2014). Representing a substrate by the
mean of an associated texture metric is simplistic, however this linear least-squares classification approach allows us to determine the viability and parsimony of more sophisticated
classification approaches.
Gaussian Mixture Model
With an expectation that there exists a distribution of each texture metric associated
with each substrate type, we considered a Gaussian Mixture Model (GMM) approach to
classification. A GMM is a model for non-normal distribution as a a mixture of continuous
distributions consisting of a finite number of Gaussian density functions (Bishop, 2006).
Each Gaussian density function in this case represents a distribution of texture values from
a given metric associated with a discrete substrate class. A GMM is a weighted sum of q
components (substrates) within a distribution of any suitable texture measure, v, expressed
as

p(x|λ) =

q
X

wx N (v|µx , Σx )

(2.10)

x=1

subject to:
q
X

wx = 1

(2.11)

x=1

where N (µx , Σx ) is an individual Gaussian density function, described by covariance matrix
Σx and weightings assigned to each model component, wk , and calculated as:

N (µx , Σx ) =

1
1
1
exp{− (x − µ)T Σ−1 (x − µ)}
D/2
1/2
2
(2π)
|Σ|

(2.12)

where µx is is the mean vector of the X, D is the dimension of the vector X, and E[(x −
µ)T (x − µ)] is the covariance matrix. The model parameters, λ = [µx , Σx , wx ], are estimated
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using the Expectation-Maximization (E-M) algorithm (Jansen et al., 1993). The likelihood
of the model given the training data is maximized by iteratively evaluating candidate parameters λ. The conditional probability of the sequence of T training vectors V = [vi , . . . , vT ]
given a parameter set, λ, is

p(V |λ) =

T
Y

p(vt |λ).

(2.13)

t=1

Beginning with an initial proposed λ (typically GMMs are initialized by estimating the
mean and variance of V and unit weighting), a new model λ′ is proposed and accepted
if p(V |λ′ ) > p(V |λ). This process is repeated until the E-M algorithm converges on the
solution that best represents the data. The Expectation step involves assigning data points
to Gaussian density functions by maximizing the likelihood probability a data point came
from a particular distribution. Current λ is used to estimate posterior probability, given by
wx g(vt |µx , Σx )
x=1 wq N (vt |µq , Σq )

P (i|v) = Pq

(2.14)

The Maximization step is where λ′ is re-estimated using the probabilities calculated
during the E-step. Since posterior probabilities are computed per-pixel and per-substrate,
they offer a ready means with which to evaluate classification uncertainty in a spatially
distributed sense, or define acceptance criteria for a given classification.
1 Pq
We considered several covariance models, including ‘full’ (Σ = q−1
x=1 (vx − µx )
P
q
2
1
(vx − µx )T ), constrained to be diagonal (Σ = q−1
x=1 (vx − µx ) ), or spherical (symPq
1
2
metrical in all directions, or Σ = D(q−1)
x=1 kvx − µx k , where D is the number of model

parameters). Additionally, we considered a common covariance matrix for all q component

substrates, termed a ‘tied’ covariance model where a full covariance matrix is shared among
all of the Gaussian density functions. To determine the optimal number of substrates and
form of the covariance model, an optimization was performed using the Bayesian Information Criterion (BIC, Schwarz (1978)) as a cost function. BIC scores are used to identify a
best fitting model with the lowest number of model components. Models with too many
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components are prone to over-fitting the data and are assigned a higher BIC score than models with fewer components. Similarly model with too few components under-fit the data
and are assigned higher BIC scores than models with more components. Thus, the optimal
value of q and covariance model that collectively resulted in the lowest BIC score.
Substrate Classification Skill
Each unsupervised classification algorithm was evaluated using accuracy (true positives)
as well as precision and recall metrics that are commonly used to accounting for Type 1 (false
positive) and Type 2 (false negative) errors. An F1 score is a weighted average of precision
and recall, taking values between 0 and 1, and is given by

F1 = 2



PR
P +R



(2.15)

where precision, P , is the number of true positives in the classification divided by the sum
of true and false positives, and recall, R, is the number of true positives divided by the sum
of true positives and false negatives.

Results

2.3

2.3.1

Sediment Texture Signatures

In the following subsections, the utility of first and second order (GLCM) statistics are
evaluated to identify objective metrics that could be used for the development of automated
pixel-by-pixel sediment classification algorithms.
First-Order Statistics
For each substrate type identified with visual mapping, the underlying distributions of
side scan intensity values were aggregated before we calculated summary statistics (Table
2.3). The side scan sonar intensity distributions associated with individual sediment types
vary in central tendency and shape, but show significant overlap (Figure 2.2).
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Fig. 2.2. Example of side scan sonar intensity distributions of three visually identified
sediment types.

Table 2.3 Aggregated Side Scan Intensity Distribution Summary Statistics.
Substrate

Mean

σ

CV

25%

50%

75%

Kurt

γ

n

Sand
Gravel
Boulders

8.401
5.531
8.702

3.572
3.721
4.422

2.227
2.243
1.976

5.484
5.996
5.261

8.772
8.601
8.464

11.187
11.137
11.89

-0.662
-0.522
-0.643

-0.118
-0.05
0.036

71
30
18
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Statistics describing the magnitudes of aggregated side scan intensity distributions are
of limited use for sediment discrimination because there is a high degree of overlap between
sediment types (Figure 2.2). Standard deviation is potentially more useful because it increases with grain size. However, when the thresholds between sediment type and standard
deviation (Table 2.3) are tested using varying window sizes, the relationship proves to be
inconsistent.
GLCM Texture Metrics
In total, 300 texture features were evaluated to determine which combination of GLCM
parameters could be used to most reliably discriminate between sediment types. An ideal
combination of GLCM parameters results in sediment type distributions that vary in central
tendency and have minimal amounts of overlap. The textures associated with sand and
boulders are captured in the tails of the distributions, while the textures associated with
gravel separate them from each other.
In agreement with previous studies (Reed and Hussong, 1989; Blondel, 1996; Blondel
et al., 1998), Entropy (E) and Homogeneity (H) were identified as particularly sensitive to
substrate type. GLCM calculations were sensitive to computational window size. Smaller
window sizes (i.e. <10 m) captured the textural variations of the echograms and produced
texture features with wide distributions. A window width of L = 3 m (a window size of 9
m2 ) best captured the textural variations and produced wide distributions of E and H. Of
the three search distances evaluated, d = 5 pixels (i.e. 1.25 m) best captured the textural
variations of georeferenced echograms. Search distance d = 1 resulted in a wide distribution
of H with narrow distributions of E, while d = 8 resulted in wide distributions of E and
narrow distributions of H. Reference angle had little effect on the distributions of E and H
and we therefore set the reference angle to θ = 0. Of the other GLCM properties identified
in Section 2.2.4, GLCM mean had a weak correlation between sediment type and produced
2 , was found to have a much
the lowest amount of clustering, whereas GLCM variance, σG

stronger relationship with sediment type (Figure 2.3).
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Fig. 2.3. Bivariate analyses of Entropy, Homogeneity, and GLCM variance. Circle data
points indicate median values for each of the visually identified substrate paths. Square data
points are the bootstrapped median values with error bars indicating the 95% confidence
interval. GLCMs were calculated using a search distance of d = 5, reference angle of θ = 0◦ ,
and a window size of 9 m2 .
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2.3.2

Broad-Scale Sediment Classification Models

For the purpose of broad-scale (1 classification per 9 m2 of riverbed) substrate characterization into 3 sediment types, the two sediment classification techniques (sections 2.2.5
and 2.2.5 ) were developed and tested. The methods were evaluated, using the metrics
described in 2.2.5, based on their ability to correctly estimate sediment types within the
visually mapped patches (Figure 2.4). The aggregated distributions of each textural feature
(Figure 2.5a - c) are non-normal in shape, but the individual sediment types are unimodal
and approximate normal distributions.
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Fig. 2.4. Visually identified patches used to validate substrate classifications. A total of 71,
30, and 18 patches were visually identified substrates sand, gravel, and boulders, respectively.
All patches were digitized at a fixed scale of 1:600. Sand, gravel and boulders average polygon
sizes of 583, 306, and 334 m2 .
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Fig. 2.5. Panels a through c: aggregated distributions of GLCM texture features Entropy,
Homogeneity, and GLCM Variance. GLCM texture features were calculated using search
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Linear Least Squares
For a relatively simple initial approach to texture segmentation, we developed a linear
2 . Since E and σ 2 both have positively correlated
least-squares model using H, E, and σG
G

relationships with grain size (Figure 2.3), the relationship between H and sediment size was
made to conform to the same trend by using:

H′ = 1 − H

(2.16)

Initially, each sediment type was weighted equally and was used to develop a calibration
matrix using median values calculated from a bootstrapping analysis with 10,000 samples
(Figure 2.5d - f). The median values calculated from a bootstrap analysis were used to
calibrate the linear least-squares model. Bootstrapping was used to generalize the calibration
so it could be applied to data collected in similar environments. The calibration matrix
2 (1 : q))], where q = 3 sediment types. The
took the form C = [(E(1 : q)), (H ′ (1 : q)), (σG

least-squares model (hereafter termed ‘LSQ’) was evaluated using the same visual substrate
patches that were used to develop the sediment type calibration metrics (Figure 2.5d - f).
Table 2.4 Least Squares Sediment Classification Confusion Matrix

% Classified as..
Observed

Boulders

Gravel

Sand

Boulders

72.6

19.1

8.2

Gravel

46.2

27.7

25.9

Sand

10.5

14.0

75.2

Among the sediment types incorporated into the LSQ model, sand and boulders were
classified with similar accuracy (Table 2.4). An optimized weighting of wq = [0.1, 0.7, 0.2]
was applied to the proportions of variance for each sediment type sand, gravel, and boulders,
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respectively to increase the overall classification accuracy for gravel. The weighting increased
the gravel classification accuracy from 16% to 27.7% whereas sand and boulder classification
accuracy changed from 85% to 75%, and from 70% to 72%, respectively.
Gaussian Mixture Model
The relative importance individual and combinations of texture metrics were evaluated
by developing uninitialized GMM models for the spherical, diagonal, tied, and full covariance
matrix types. The models were not initialized because any initialization could potentially
result on the E-M algorithm converging on a locally optimal solution and therefore spuriously identify viable models. For each possible combination of texture features, a Bayesian
Information Criterion (BIC) score was used to identify the number of model components
(i.e. number of Gaussian density functions) and covariance model that produced the best
fitting model.
The two optimal models were found to be: 1) a 2-substrate classification model using
E, and 2) a 4 part classification model that combines σG and H ′ . Hereafter, the 2-part
and 4-substrate GMM models are referred to as GMM-2 and GMM-4, respectively. GMM-2
can be used to identify sand and boulders only, whereas GMM-4 is considered to model
sand, fine gravel, coarse gravel, and boulders. GMM-2 was initialized using the means
associated with each sediment type. For GMM-4, estimates of mean values associated with
fine gravel and coarse gravel were developed by interpolation between the known mean for
gravel and the other two substrate types. The two gravel components within GMM-4 were
both considered to represent a gravel classification during validation. Classification accuracy
averaged across the three scans used during visual mapping (Figure 2.4) for GMM-2 and
GMM-4 are presented in Table 2.5.
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Table 2.5 Confusion Matrices with Average Classification Accuracy Using the Calibration
Data for GMM-2 and GMM-4

Sand
Sand

GMM-2

GMM-4

Classified as...

Classified as...

Boulders

85.9

Other

Sand

Gravel

Boulders

14.0

60.7

33.6

5.6

15.6

49.0

35.4

3.9

16.3

Gravel
Boulders

85.9

14.0

79.8

GMM-2 consistently produced very high accuracy when trying to classify sand and
boulders (Table 2.5). This is mainly due the fact that the distributions of sand and boulders
have minimal overlap compared to the distributions created by all three sediment types.
GMM-4 produced a test accuracy of 59% and an average gravel classification of 49 % (Table
2.5). Modeling gravel as two Gaussian distributions increased the overall proportion of
correct gravel classifications, when compared to modeling it as a single Gaussian distribution.
The classification accuracies (Table 2.5) are based on the maximum likelihood probability a 3×3-m pixel belongs to a particular Gaussian density function (i.e. sediment type).
The spatial distributions of posterior probabilities for each sediment type offer a means to
visualize each classification pixel’s membership among the modeled sediment types. To illustrate, the posterior probabilities assigned to each modeled component in GMM-4 for one
of the echograms used to develop the model are presented in Figure 2.6.
2.3.3

Model Skill

Table 2.6 shows precision, recall and F1 scores for the LSQ, GMM-2, and GMM-4
models. The F1 scores for gravel are the lowest among all three sediment types, but indicate
GMM-4 is produces more reliable gravel classifications. Among all three models, GMM-2
produces the highest F1 score is deemed the to perform the best.
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Table 2.6 Classification Mapping Precision, Recall and F1 scores for LSQ, GMM-2, and
GMM-4

LSQ

2.3.4

GMM-2

GMM-4

P

R

F1

P

R

F1

P

R

F1

Sand

0.75

0.89

0.82

0.86

0.97

0.91

0.82

0.89

0.85

Gravel

0.28

0.31

0.29

0.56

0.38

0.46

Boulders

0.73

0.40

0.51

0.88

0.57

0.69

0.44

0.59

0.50

Average

0.66

0.66

0.64

0.86

0.86

0.85

0.71

0.72

0.71

Substrate Map Comparisons

The unsupervised sediment classification algorithms described in Section 2.3.2 were
used to develop a coarse-resolution (9 m2 ) sediment classification map (Figure 2.7) for one
of the scans used during visual mapping (i.e. within-calibration). In a qualitative sense, all
models produce similar spatial distributions of sediment types.
To determine the length of reach required to characterize the reach-averaged sediment
proportions, substrate maps were computed using an echogram collected over the entire
study area. Reach-averaged areal proportions were computed as a function of cumulative
distance downstream (Figure 2.8). After ≈ 250-m downstream distance, the areal fractions
of each sediment class converge to values characteristic of the reach. This is particularity encouraging for applying these models to large volumes of data, because it aids sample design,
and indicates that ground-truth sampling efforts to calibrate GLCM-GMM or GLCM-LSQ
models can be focused on a relatively small fraction of the reach.
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2.3.5

Out-of-Calibration Validation

We applied all three substrate classification models to other sidescan data collected in
similar sedimentary settings, to test the broader applicability. The LSQ, GMM-2, and GMM4 models were applied to side scan sonar imagery collected at a rainbow trout monitoring
reach approximately 48-km down stream from Lees Ferry, Arizona. Visually delineated
areas of various substrates were used to evaluate model performance. The out-of-calibration
reach is a relatively straight section of the Colorado River that is not affected by debris fans
(Buscombe et al., 2014). Like the calibration reach, the riverbed is composed of non-cohesive
sediment, and does not have any submerged aquatic vegetation. Unlike the calibration reach,
the flow is not constricted by large debris fans, and therefore it has a very different hydraulic
character.
All three models show promise for application in different sedimentary environments
(Figure 2.9) and produced similar classification accuracy to the within-calibration data.
Classification confusion matrices for LSQ, GMM-4 and GMM-2 are presented in Table 2.7.
The primary difference between LSQ and GMM-4 is the presence/absence of gravel.
Table 2.7 Confusion Matrices Presenting Acoustic Sediment Classification Accuracy Using
Out-of-Calibration Data for LSQ, GMM-2, and GMM-4
LSQ
Classified as...

Sand
Gravel
Boulders

GMM-2
Classified as...

Sand

Gravel

Boulders

Sand

59.4
29.3
2.8

33.3
50.6
14.9

7.0
19.7
82.3

95.0

Boulders

82.3

GMM-4
Classified as...

Other

Sand

Gravel

Boulders

4.9

31.3
5.4
0.9

54.5
54.2
7.1

14.0
40.2
91.9

17.6

Both modeling approaches (LSQ and GMM) were compared to a multibeam sonar derived acoustic sediment classification developed by Buscombe et al. (2014), also on a regular
25 cm grid (Figure 2.10). Reach-scale relative proportions of each sediment type are within
a few percent, which is encouraging for looking at changes of bulk surface sediment redistribution through time. The spatial distributions sediment types are qualitatively similar
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Fig. 2.9. Comparison of sediment classification maps based on A) echograms, B) LSQ, C)
GMM-4, D) GMM-2 at an out of calibration study reach. Water flows from top to the
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Sediment Type: % Area
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C

Fig. 2.10. Comparison of sediment classification maps based on A) LSQ, B) GMM-4, C)
Multibeam Acoustic Sediment Classifications. Areal fractions of each sediment type are
indicated in the legend. The spatial distributions of the sediment types are in disagreement
between the models, but the reach averaged proportions of each sediment type are similar
between all three models.

(Figure 2.10) at the broadest scale, but there is significant pixel-by-pixel disagreement between the two classification approaches. We attribute this in part to the fact that GPS could
not properly attain an instantaneous fix at the time of data collection. The positioning
errors resulted in poorly positioned georeferenced echograms not only displaced it in the XY
plane, but also resulted in the distortion of some of the echogram textures.

2.4

Discussion

2.4.1

Substrate Classification Skill

In agreement with several previous studies, we found that recreational-grade side scan
sonar data has sufficient quality to derive statistical texture metrics that strongly relate
to spatially varying bed sediment composition. Post-processing continuous recordings from
using PyHum (Buscombe, 2017) allows the production of accurate side scan intensity point
clouds that can be gridded for imaged based textural analyses.
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Among the three sediment types modeled in GMM-4 and LSQ, gravel classifications vary
the most. Poor classification rates for gravel is attributed to the fact that it is the sediment
type with the least amount of bivariate clustering (Figure 2.3) and has significant amount
overlap with the other sediment types. Gravel has a larger estimated areal proportion
using GMM-4 because it is modeled as two components which better model the larger
continuum of textures associated with gravelly substrates. From a physical perspective,
gravel classifications encompass grain sizes associated with the entire spectrum intermixed
sand, gravel, and cobbles. Finer gravels create textures near or at the sub-pixel boundary
and are similar to the textures created by sand, whereas coarser gravels create textures at
the supra-pixel scale and are very similar to the textures associated with boulders.
The LSQ and GMM approaches each have their own merits for acoustical sediment
classification. The LSQ approach is conceptually more simple. However, sediment types are
characterized by the central tendencies of the distributions associated with sediment types.
Ideally, a linear least-squares approach is best suited for a two part (i.e. sand and boulders)
classification because the least-squares solution is biased towards distributions with minimal
amounts of overlap. A GMM approach is desirable because it uses a probabilistic model
for predicting sediment types from distributions of values, and because it assigns a posterior probability to each prediction, which can be used for quality control and uncertainty
estimation. A GMM approach is better suited to higher order (i.e. >3 sediment types)
classification problems because it allows sediment types to be described by a spectrum of
textures.
2.4.2

Window Effects in Textural Segmentation

The necessity of, and process of, subjectively defining the window size for calculation
of texture metrics using a traditional (square) windowed analyses has some limitations for
texture analysis of echograms collected in a riverine environment. First, defining a grouping
of pixels (i.e. a superpixel) that best captures the textural variations is highly dependent on
the gridded resolution of the side scan sonar intensity point cloud, and the specific nature
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of the substrate, therefore is unlikely to universally applicable to any echogram. Second,
constraining a computational window to be regular in size and shape imposes a constraint
because riverbed sediment is not arranged in a regular way, therefore texture boundaries
intersect grid cells and a given window may straddle a sharp sedimentary transition. Third,
the depositional patterns or surficial riverbed sediment create sediment patches, whose area
can vary by orders of magnitudes, and can therefore by represented by several computational
windows. Therefore, adjacent windows with similar texture properties result in significantly
increased computational cost because calculations are redundant.
Simple Linear Iterative Clustering (SLIC) is an emerging segmentation algorithm in
the field of computer vision (Achanta et al., 2012) that has the potential to be applied to
texture analysis of echograms and address the shortcomings of regular windowing. The
SLIC algorithm automatically groups pixels based upon their textural variation and creates
superpixels that are irregular in shape (Figure 2.11). In places where textural variations are
minimal, the SLIC algorithm produces nearly rectangular superpixels. SLIC-based image
segmentation can significantly reduce the number of calculations required for texture analysis because the resulting superpixels are significantly larger than the optimal window size
identified in Section 2.3.1. It allows for increased objectivity in the windowing procedure
because a certain window size or shape need not be specified a priori. Finally, the SLIC algorithm can reliably identify sharp textural boundaries, therefore computed texture metrics
in a given window may be more strongly associated with homogeneous patches of substrates.
The optimal number of superpixels for a echogram requires a subjective decision on the
approximate number of superpixels required for the algorithm to capture the data boundaries
of the georectfied echogram. Too few superpixels results in under-segmentation issues, such
as 1) not segmenting between areas where textures are changing, and 2) creating super pixels
around echogram boundaries which include significant amounts of the ‘no data’ region. Too
many superpixels results in over-segmentation where regions of the echogram are segmented
regardless of actual textural variations. An analysis of five echograms, whereby the number
of superpixels was systematically varied, indicates that the number of super pixels required
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Fig. 2.11. Example SLIC segmentation of a georectified echogram. There are 846 superpixels
(as apposed to a 3x3 moving size, for example) that are delineated using red boundaries.
The superpixels average area is 134 m2 . Inset A shows a bed rock ledge where the SLIC
algorithm failed and segments across the ledge face. Inset B shows a region where the
algorithm performed well and accurately segmented a boulder field.
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Table 2.8 Echogram SLIC Superpixel Parameters

Echogram
Length (m)

Average Superpixel
Area (m2 )

Number of
Superpixels

183
290
422
544
646

106
121
146
130
124

125
300
700
900
900

to segment the data boundaries increases approximately linearly with echogram length, and
that texture varies at an average scale of 126 m2 (Table 2.8) for this study reach.
Similar analyses could be completed is other sedimentary environments. A linear regression could be used to approximate the number of super pixels required to capture the
variations. For example, a linear regression of the data presented in Table 2.8 reveals the
optimal number of superpixels is about 1.46 times the echogram length in meters.
2.4.3

Recommendations for Sedimentary Change Detection

Detecting change of surficial riverbed sediment in a mixed sand-gravel-rock alluvial
channel requires the echograms be collected under similar conditions. First, the quality of
the imagery between collected at two discrete points in time needs to be comparable. The
quality of echograms is largely based on the ability to delineate a heterogeneous riverbed
into homogeneous regions of similar sized sediment. For example, increased suspended
sediment concentrations impedes the transmission of sound and results in degraded imagery
quality. Second, any echogram used for change detection needs be be collected with similar
system settings (i.e. range and frequency) and approximately at the same location. Reach
scale, cell-by-cell change detection is not practically achievable with recreational-grade side
scan sonar echograms because positional and heading errors of the transducer translate to
inexact positioning of georectified echograms (Buscombe, 2017). Therefore, all changes in
bed cover can be interpreted as redistributions of areal proportion of each sediment type
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over relatively broad scales and changes can only be quantified at the site/reach summary
scale (i.e. reach-scale and reach-resolution).
Interpreting changes in bed cover interpreted using GLCM based texture metrics requires physical context. For example, changes from low to high values within the texture
features GLCM variance or Entropy can be interpreted as the bed changing from a sanddominant to a boulder-dominant bed cover. Conversely, changes from low to high values
within the texture feature Homogeneity can be interpreted as the riverbed changing from a
boulder-dominant bed cover to a sand-dominant bed cover. Therefore, immobile boulders
are either inundated with sand or exposed as sand is transported downstream. Reliably
detecting changes in the areal fractions of gravel-dominant bed covers using GLCM texture
properties is only possible if changes are sufficiently large (i.e. >> 9 m2 ) because of the
relatively high uncertainty.
2.4.4

Ongoing Democratization of Recreational-grade Side Scan Sonar

The demonstrated relationships between statistical descriptors of bed texture and riverbed sediment grain size present an objective means to interpret side scan sonar echograms
collected from a recreational-grade system. The methods outlined in this paper, encoded
in open-source and freely available software, contribute to the ongoing democratization
of recreational-grade side scan sonar technology by combining textural analysis methods
(Section 2.2.4) with Buscombe (2017) mapping methods and automated texture segmentation algorithms (Section 2.2.5). Ultimately the presented methods provide a framework for
coordinated research efforts among aquatic ecologists. Furthermore, the textural analysis
methods can be used to quantify a wide spectrum of textures to identify other submerged
features in a variety of geomorphic settings, which have previously relied on qualitative
descriptions of textures.
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2.5

Summary
The textural signatures of riverbed sediment were examined using georectified echo-

grams collected using a recreational-grade system. We identified three GLCM properties:
namely Homogeneity, Entropy and GLCM variance, as metrics that can objectively quantify the textures associated with different sediment types. Broad-scale sediment classification
was carried out on a regular 3×3 meter grid using two approaches: linear least-squares and
GMMs. Each classification approach has it own merits, but in general the GMM outperformed the least-squares approach based on its ability to estimate reach-scale proportions of
different sediment types. Of the two GMM models tested presented in this paper, we found
sand and boulder classifications could be carried out with higher accuracy than for gravel.
We found that modeling gravel as two Gaussian density functions significantly increased
the ability to correctly classify both gravel and boulders. The GMM modeling approach
shows promise for application to similar sedimentary environments where there is textural
variations within discrete sediment categories caused by grain size and morphological variations. The GLCM-GMM approach produces similar spatial distributions of sediment types
and reach scale proportions of each sediment type. This work provides an objective methodology to develop automated and robust classification algorithms using a straightforward
calibration procedure. Regardless of origin, all echograms can be delineated into perceptually meaningful regions based on their tonal and textural properties. These methods should
transfer to different sedimentary environments and might even be used to develop classification algorithms for non-sedimentary features that have distinct and consistent textures in
echograms.
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CHAPTER 3
CONCLUSION
The goals of this research were: 1) to determine how data collected with a recreational
grade side scan sonar could be used for broad-scale (9 m2 ) mapping of riverbed sediment
and 2) to determine how many different substrates can be objectively identified from georeferenced side scan sonar imagery. In order to achieve aim 1), I sought to develop an
unsupervised classification algorithm that could identify groupings of similar sized sediment
(e.g. Buffington and Montgomery, 1999b; Dietrich et al., 2005) using objective metrics. I
found Grey Level Co-occurrence Matrix (GLCM) texture calculations could be used to infer
sediment grain size directly from side scan sonar imagery. GLCMs are second order statistical calculations that consider the spatial relationships between neighboring pixel values
within a computational window (Haralick et al., 1973; Hall-Beyer, 2007). Out of a number of
different scales tested, I found textural variations associated with different sized sediment is
captured with a window size of 9 m2 on georeferenced side scan sonar imagery on a regular
25 cm grid (Figure 2.3). In summary, I found three GLCM properties, namely Entropy,
Homogeneity, and GLCM Variance as useful descriptors of sidescan sonar imagery texture
for the purposes of sediment classification into the Wentworth groupings sand, gravel, and
boulders. Smooth (i.e. low contrast), orderly textures were associated with mixtures of sand.
Rough, disorderly textures were associated with boulders and boulder-dominant mixtures
of: gravel/boulders, sand/boulders. Textures that vary between sand and boulders were
associated with gravel and gravel-dominant mixtures of: sand/gravel and gravel/boulders.
I used side scan sonar imagery collected at a rainbow trout monitoring reach (e.g.
Korman et al., 2015; Yard et al., 2015; Korman and Yard, 2017) on the Colorado River,
in Marble Canyon, AZ to develop calibration and testing data for unsupervised sediment
classification models. I began by mapping visually identified substrate polygons I digitized
in a Geographical Information System. After reviewing all of the imagery collected in that
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reach (Table 2.1), I determined a two of three and a maximum of five distinct textures
could be identified across the entire time series that corresponded to bed sediment type. For
each scan I used for digitizing substrate polygons, I created corresponding texture images
(i.e. texture features) for entropy, homogeneity, and GLCM variance. Characteristic values
associated with each sediment type were calculated from the aggregated distributions for
each texture feature.
Towards the objective of developing an unsupervised algorithm to classify sediment
in space, I tested and developed two approaches: 1) linear least-squares and 2) Gaussian
mixture modeling. A linear least-squares approach was considered based on its simplicity
and to determine the viability of more sophisticated approaches. A Gaussian Mixture Model
was considered because of its ability to model non-normal distributions as a finite number
of Gaussian density functions. The least-squares method was used to develop confidence
metrics for each sediment type using the proportions of variance that were assigned to
each sediment type, whereas a Gaussian Mixture approach classifies sediment types by
maximizing the log likelihood probabilities a particular data belongs to a Gaussian density
function. The primary difference between both approaches is how the models are calibrated.
Linear least-squares approach is calibrated using characteristic values for each sediment type.
In contrast, Gaussian Mixture Models are calibrated using distributions of values for each
sediment type. Assigning a characteristic value to sediment type (i.e sediment mixture) that
encompass a spectrum textures results in a significant loss of information.
A linear least square model was developed for a three-part classification (i.e sand, gravel,
boulders) using entropy, homogeneity, and GLCM variance as classifying vectors. The linear
least-squares approach was calibrated using median values for each sediment type calculated
using a bootstrapping analysis. The median values calculated from a bootstrapping analysis
were used to calibrate the linear least square model the visually identified polygons that
I developed do not take into account the variability that would exist with a population of
values. Additionally, bootstrapping was a way to generalize the calibration so it could be
used to classify data outside the subset I used to develop this model. Two viable models
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using the GMM approach were identified: a 2-part (i.e. sand,boulders) classification using
Entropy and a 3 part classification (i.e. sand, gravel, and boulders) using a combination
homogeneity and variance. For each GMM model, half of the data was used to calibrate the
model and the other half was used to test its predictive power.
The 2-part classification GMM model was highly accurate at classifying sand and boulders and had average classification accuracies of 85% and 85%, respectively when tested
against the calibration data. Using data outside of the calibration, the 2-part classification
had accuracies of classifying sand and boulders of 95% and 82%, respectively. The three
part classifications from the linear least-squares model produced classification accuracies for
sand, gravel, and boulders of 75%, 28%, and 73%, respectively (Table 2.4). When the linear
least-squares model was tested against data from outside the calibration from a different
reach, it produced classification accuracies of 82%, 51%, and 59% for sand, gravel, and boulders, respectively (Table 2.7). The 3 part classification GMM model produced sand, gravel,
and boulders classification accuracies for in and out-of-calibration data of 80%, 49%, 61%
and 92%, 54%, 31%, respectively (Table 2.7).
Both three-part classification models were then compared to acoustic sediment classifications derived from multibeam sonar to determine how the side scan sonar texture segmentation models compared to similar maps derived from a more sophisticated instrument, data,
and unsupervised classification algorithm. The spatial distribution between both of the side
scan sonar texture models produced similar arrangements of different sediment types, but
varied considerably on a pixel-by-pixel basis when compared to the equivalent multibeam
sediment classifications. However, the reach-averaged proportions of each sediment type
vary to within ≈ 10% between each other (Figure 2.10). The 3 part-classification produced
had differences for reach averaged proportions for sand, gravel, and rock of 3%, 0%, and
2%, respectively using the Gaussian Mixture Approach. This same comparison using the
least-squares method was 9%, 2% and ll%, respectively. Based on this analysis, I conclude
the GMM approach can be used to predict reach-averages portions of different sediment
types.
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3.1

Recommendations for Data Collection
I recommend collecting the side scan sonar imagery in a single pass flowing from the

middle of the channel. This approach will minimize the time required to collect the data
and produce a near continuous representations of the channel and it will maximize the
amount of the imagery that will contain textural information. Discontinuities occur either
because of acoustic shadows or the effect of low grazing angles. In some cases, acoustic
shadows are valuable because they indicate the presence of boulders, while in other cases
acoustic shadows define the data/no data boundary of the image and are devoid of any
textural characteristics. Low grazing angles result in weak returns to the transducer and
create portions of the imagery with little or no textural information. Data collected along
the shorelines is particularly prone to positioning errors because the GPS cannot get a
satisfactory fix of the instantaneous position. The sonar closest to the bank of the river has
significant amounts of distortion because signal return times are really short and overlap each
other, while the sonar closest to the main channel is prone to distortions associated with
low grazing angles. Portions of the imagery near at the extent of the sonars range also are
prone to distortion because the beam footprint area increases. Additionally, the recirculating
flow within eddies results in inaccurate estimates of the boats heading. Recreational-grade
systems lack a compass and the processing assumes that the coarse-over-ground direction
can be used as the boats heading. Many of the scans I reviewed collected in eddies had
significant amount of fanning when the imagery was projected into a known coordinate
system and were not included in my analysis.
Recreational-grade side scan sonar can be used to quantify reach-average proportions
of different sediment types. Bulk sediment re-distributions through time can be quantified
using repeat side scan sonar surveys if the data collection is collected in a similar manner.
For example, if data were collected in the middle of the channel each time, repeat imagery
can be used to quantity the changes between relative portions of each sediment type from
each survey. Cell-by-cell change detection is not practically achieved because of the inherent
weakness of positioning the imagery with a consumer grade GPS antenna. Recreational-
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grade systems lack a compass and do not collect any boat attitude information and the
exact position each pixel of the imagery is unknown. Nevertheless, the data collected with
a recreational grade system is valuable because the relative nature of the scan is preserved
even when positional errors occur.

Grand Canyon: Colorado River Management

3.2

The Colorado River in Glen, Marble, and Grand Canyons is subject to a complex
regulatory framework, including the Colorado River Compact, the Endangered Species Act,
and the Grand Canyon Protection Act of 1992. Physical, biological, and cultural resources
are extensively monitored by the Glen Canyon Dam Adaptive Management Program to
assess the effect of Glen Canyon Dam (GCD) operations on the downstream environment
(Gloss et al., 2005). In order to determine how recreational-grade side scan sonar can be
used to monitor riverbed sediment in Grand Canyon, first I review what is known of the
fine sediment dynamics in the system. Finally, I will discuss the implications for physical
habitat assessment.
3.2.1

Fine Sediment Dynamics

Since closure of Glen Canyon Dam in 1963, the upstream sediment supply is limited to
seasonal fine sediment inputs from Paria and Little Colorado River (Bureau of Reclamation,
2012) and coarse sediment inputs from ungauged tributaries during infrequent debris flow
events (Webb et al., 1989; Melis, 1997). The altered sediment regime and normal dam
operations have fundamentally changed the ways fine sediment is stored and moves through
the system (Schmidt and Graf, 1990; Grams et al., 2010; Hazel Jr et al., 2010). Pre-dam
flow regimes were characterized by spring runoff events associated with snow melting in
the headwaters of the Colorado River and by low flows during the summer and fall seasons
(Topping et al., 2000b). Schmidt (1990) identified the importance of the sediment transport
mechanisms associated with recirculating flow in eddies downstream from large debris fans
for increasing the retention time of fine sediment adjacent to the main channel. In the
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pre-dam era, sediment rich runoff flows deposited substantial amounts of fine sediment into
the eddies at elevations not regularly inundated during the low flow season. In contrast,
high flows associated with normal dam operations outside of the monsoon season, erode fine
sediment from the eddies and reduce the size of the high elevation bars (Schmidt et al., 2004;
Hazel Jr et al., 2010).
In addition to changing the way fine sediment is stored throughout Glen, Marble, and
Grand Canyons, normal dam operations at GCD also affect the spatial variations of grain
size (Topping et al., 2007; Rubin et al., 2010). Topping et al. (2000a) have demonstrated
the sediment transport in the post dam Colorado River is supply limited for particular
size sediment and transport rates can change independently of discharge (Topping et al.,
2007). This occurs because the downstream sediment supply is completely decoupled from
the upstream environment and sufficient amounts of energy exist to mobilize fine sediment
as soon as it is introduced to the system (Topping et al., 2000b). Seasonal inputs of fine
sediment result in periods of time where different sized particles are moving through the
system at varying rates in an elongated “sand wave" (Topping et al., 2007). Temporal
changes in sediment concentrations occur because fine sediment introduced to a supplylimited reach results in immediate suspension of fine particles. This is followed by the
suspension of coarser particles until the reach returns to its supply limited state after the
wave passes through. As sediment waves pass through the system, the bed of the river
will immediately aggrade until all of the finer particles have passed through. The bed will
subsequently degrade as a result of of particles being winnowed from the bed (Topping et al.,
2000a). Flynn and Hornewer (2003) have documented these changes at various cross sections
throughout Glen, Marble, and Grand Canyons.
Normal dam operations have fundamentally changed the bed of the Colorado River by
reducing the aerial fraction of bed covered by sand by approximately 64% (Topping et al.,
2007). This change in sedimentary environment is significant because the evacuation of
sand from the systems directly results in the reduction of eddy sandbar size(Schmidt et al.,
2004; Hazel et al., 2006). Side-scan sonar observations have indicated the bed of the river
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is mostly composed of sand-gravel mixtures with coarser sediment near debris fans (Wilson,
1986; Rubin et al., 1994; Anima et al., 1998, 2007). In addition of knowing the aerial
distributions of grain size, sand thickness measurements have been made to investigate how
much sand is stored along the bed of the river (Rubin et al., 1994). Rubin et al. (1994)
concluded that the thickness of sand bed forms is likely to be greatest in eddies, but the
average thickness of the entire bed is more likely in the range tens of centimeters to a meter
deep.
3.2.2

Implications for Physical Habitat Assessments

Side scan sonar imagery collected with a recreational-grade system does not have the
positional accuracy or quality to monitor surficial sediments with the precision required to
compliment any studies of sediment transport, but it can be used for reach scale assessments of physical habitat. Aerial fractions of the bed can be estimated with accuracies of
approximately 85% at the reach-scale. Therefore, side scan sonar imagery collected with a
recreational grade system can be used for predicting the presence or absence of sand waves. This is useful because there currently is not protocol for monitoring riverbed sediment
during rainbow trout monitoring.

3.3

Broader Significance
Our ability to produce increasingly high spatial resolution maps of riverbed sediment

furthers our capacity to understand how local, reach-scale, and landscape variations in grain
size affect aquatic organisms. Recreational-grade side scan sonar technologies offer a lowcost alternative to commercial grade systems and have dramatically increased out ability
to collect side scan sonar imagery in lotic environments. Methods to post-process and
interpret data collected from a recreational-grade system are limited because they are not
designed for scientific purposes. However, data collected with a recreational-grade system
is amenable to automated analyses. The development of automated methods to produce
substrate maps directly from side scan sonar imagery can allow for interpretation of large
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volumes of data. Additionally, automated methods to interpret side scan sonar imagery can
also encourage investigations between riverbed sediment grain size and aquatic organisms at
spatial and temporal resolutions not practically attainable. For aquatic ecologists or fishery
biologists who have never incorporated grain size information into their studies, this study
can serve as a case study about the opportunistic nature of this data stream and provide the
methodology for interpreting these data. This work is broadly applicable to a diverse range
of environments (e.g. marine, lotic, lentic) and the methodologies can be used to identify
sedimentary structures or any object of interest.
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