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1 Introduction
We consider scheduling problems that have been mainly studied within the body of
research on imprecise computation. In these problems computation tasks have to be as-
signed to parallel processors in such a way that their mandatory parts are fully executed,
while their optional parts are processed only if a task can complete before the due date.
The remaining optional part is understood as the error of computation for a task. The
objectives include minimizing the total weighted error, the maximum weighted error,
and various constrained versions, such as minimizing the total error subject to smallest
maximum error. Additionally, we also study the problems of minimizing the quadratic
error cost function and its various constrained versions.
Unlike the earlier algorithms, which are often applicable to only specic versions
of the problem, the new approach we propose uses a common tool based on advanced
network ow techniques, namely parametric max-ow in combination with improved
algorithms for bipartite networks. It is applicable to a broad range of problems, with
linear and non-linear objectives, is easier to justify and analyze, and achieves the time
complexity known for solving the feasibility versions of the same problems with xed
processing times.
2 Description of models
Formally, in the imprecise computation model the jobs of set N = f1; 2; : : : ; ng have
to be processed on parallel machines. For each job j 2 N , its processing time p(j) is
not given in advance but has to be chosen by the decision-maker from a given interval
[l(j); u(j)], where l(j) is the duration of the mandatory part, while the remaining part
u(j)   l(j) is optional. The value x(j) = u(j)   p(j) is the computation error which
a¤ects the accuracy of computation.
Each job j 2 N is given a release date r(j) and a deadline d(j). Processing of a
job can be preempted and resumed later, possibly on another machine. Typically, the
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problems of imprecise computation are those of nding a deadline feasible preemptive
schedule that minimizes a certain function F that depends on errors, e.g., the total error
cost or the maximum error cost. We associate each job j with two unit-costs, wT (j) and
wM (j). In such a doubly-weighted system of imprecise computation the costs wT (j) are
involved in computing the total error cost, which in the linear case is dened as
F =
X
j2N
wT (j)x (j)
and in the quadratic case as
Fquad =
X
j2N
wT (j)x(j)
2:
Similarly, the costs wM (j) are involved in computing the maximum error cost, which is
dened as
Fmax = max fx (j) =wM (j) jj 2 Ng :
As far as the machine environment is concerned, we are given m parallel machines.
Identical machines have the same speed, so that for a job j with an actual processing
time p(j) the total length of the time intervals in which this job is processed in a feasible
schedule is equal to p(j). If the machines are uniform, then it is assumed that machine
Mi has speed si, 1  i  m.
Depending on the machine environment and the objective function we generically
denote the problems under consideration by  (), where  2 f;max; quadg is the
objective function, and  2 fP;Qg is the machine system, identical (P ) or uniform (Q).
For example,  (P ) denotes the problem of minimizing the total error cost on identical
machines, while max (Q) denotes the problem of minimizing the maximum error cost
on uniform machines.
As is traditional in the imprecise computation literature, we also look at the con-
strained problems, which we denote by 0j00 (). For these problems, the objective
function F0 is minimized in the class of the schedules with the minimum value of F00 ,
where 0; 00 2 f;max; quadg, 0 6= 00. For example, jmax (P ) denotes the problem
of nding a schedule on parallel identical machines that minimizes the total error cost
among all schedules with the smallest maximum error cost.
Each problem with p(j) 2 [l(j); u(j)] can be seen as an extension of the feasibility
problem  (), in which the processing times of all jobs are xed, i.e., equal to given
values p(j); 1  j  n. To solve problem  () means either to nd a feasible schedule
for the corresponding machine environment if it exists or to report that such a schedule
does not exist.
3 The main result
Theorem 1 For  2 f;max; quadg, each problem  (P ) on m identical parallel ma-
chines is solvable in O
 
n3

time, and each problem  (Q) on m uniform parallel ma-
chines is solvable in O
 
mn3

time. The constrained versions 0j00 (P ) and 0j00 (Q),
where 0; 00 2 f;max; quadg, 0 6= 00, are also solvable in O  n3 and O  mn3 time,
respectively. These running times meet the best known running times required for solving
the feasibility problems  (P ) and  (Q), respectively.
2
For comparison, the table below lists the complexity estimates of the known ap-
proaches.
Identical machines Uniform machines
 (P ) O
 
n4 log n
 [1, 5, 7]  (Q) O  m2n4 logmn [5]
O
 
mn4

[6]
max (P ) O
 
n4
 [2, 4] max (Q) O  mn4 [8]
jmax(P ) O
 
n4
 [2, 5] jmax(Q) O  mn4 [8]
max j(P ) O
 
n5
 [2, 3] max j(Q) O  mn5 [8]
(if a ll wT -weights are d istinct) (if a ll wT -weights are d istinct)
after correcting a faulty claim that problem (P ) is solvable in O(n2 log2 n) time
Notice that the quadratic objective Fquad has not been studied in the past, while our
technique handles it as a slight generalization. The complexity estimate for all versions
of the problem involving Fquad, even in combination with  or max, remains the same
as for the feasibility problem  ().
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