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Abstract
Feature selection seeks a curated subset of available fea-
tures such that they contain sufficient discriminative infor-
mation for a given learning task. Online streaming feature
selection (OSFS) further extends this to the streaming sce-
nario where the model gets only a single pass at features,
one at a time. While this problem setting allows for train-
ing high performance models with low computational and
storage requirements, this setting also makes the assumption
that there is a fixed number of samples, which is often inval-
idated in many real-world problems. In this paper, we con-
sider a new setting called Online Streaming Feature Selection
with Streaming Samples (OSFS-SS) with a fixed class label
space, where both the features and the samples are simultane-
ously streamed. We extend the state-of-the-art OSFS method
to work in this setting. Furthermore, we introduce a novel al-
gorithm, that has applications in both the OSFS and OSFS-SS
settings, called Geometric Online Adaptation (GOA) which
uses a graph-based class conditional geometric dependency
(CGD) criterion to measure feature relevance and maintain a
minimal feature subset with relatively high classification per-
formance. We evaluate the proposed GOA algorithm on both
simulation and real world datasets highlighting how in both
the OSFS and OSFS-SS settings it achieves higher perfor-
mance while maintaining smaller feature subsets than rele-
vant baselines.
1 Introduction
Feature selection is a long standing branch of machine
learning that deals with retaining a small but highly infor-
mative subset of features for a dataset (Tibshirani 1996;
Kohavi and John 1997; Dash and Liu 2003; Yu and Liu
2003). Online streaming feature selection (OSFS), a rela-
tively new branch, further extends the problem domain to
cases where, under the assumption that the number of data
samples is fixed, a model has only one pass at features,
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Scenario A Scenarios B (I, II and III)
Time
 
1
 
 
 
2
.
.
.
.
.
.
.
.
.
 
1
 
 
 
2
.
.
.
.
.
.
.
.
.
 
1
 
2
.
.
.
.
.
.
.
.
.
 
 
 
1
 
2
.
.
.
.
.
.
.
.
.
 
 
 
1
 
 
.
.
.
.
 
 
 
1 .
.
 
 
 
1 .
.
 
 
 
1
 
1
 
2
 
3
 
4
 
1
 
 
1
.
.
.
.
.
 
 
2
 
1 .
.
 
 
3
 
1
.
.
 
 
4
 
1
 
1
 
 
.
.
.
.
 
 
 
1 .
.
 
 
 
1 .
.
 
 
 
1
 
1
 
1
 
2
 
2
Figure 1: Illustration of the scenarios applicable to GOA.
Scenario A represents the conventional OSFS setting with N
being the total number of samples in the dataset. Scenarios
B represent the novel setting introduced in this paper, when
both samples and features are streaming. (BI) Data blocks
across each time step are equal in size and each time step
introduces a new feature. (BII) Data blocks across each time
step are unequal in size and each time step introduces a new
feature. (BIII) Data blocks across each time step are equal
in size and each feature can span across multiple time steps.
Here, Fi references the feature index. An extended example
is provided at the end of supplementary materials.
which are available one at a time. OSFS is important since
a parsimonious subset of features allows for the fast train-
ing of models that maintain high predictive performance
with lower computational and storage requirements (Wu et
al. 2013). However, in real-world situations that inspired
the creation of this problem, e.g., real-time object tracking
in computer vision or mobile image processing, the fixed
sample assumption is often invalidated due to high through-
put or limited memory requirements. In this work, we in-
troduce Online Streaming Feature Selection with Stream-
ing Samples (OSFS-SS) for multi-class classification prob-
lems, where both features and samples are simultaneously
streamed to the learner.
Under the proposed OSFS-SS setup we consider four dis-
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tinct scenarios (Fig. 1):
• Scenario A : Traditional OSFS setting, where at each
time step ti, only one new coming feature Fi for all sam-
ples in the dataset is observed.
• Scenario BI : At time step ti, only one new coming fea-
ture Fi along with associated samples {x1, x2, . . . , xM}
is observed. The number of samples at each time step are
equal.
• Scenario BII : At time step ti, only one new coming fea-
ture Fi along with associated samples {x1, x2, . . . , xMi}
is observed. However, the number of samples across dif-
ferent time steps is not equal.
• Scenario BIII : This scenario is an extended version of
Scenario I where we may observe the same feature Fi for
more than one time step.
Prior literature considers feature selection under the con-
ditions of streaming features and samples as two distinct
tasks. Feature selection with streaming samples assumes the
availability of all features at each time step and seeks to
learn weighted subsets that mimic the distribution of the
true data matrix ((Li et al. 2016) and (Liu et al. 2019)).
OSFS, the more well established among them, began with
the accumulation of features by dynamic thresholding of
a p-statistic (Zhou et al. 2005). However, to avoid a large
collection of feature more recent methods use feature rele-
vancy and redundancy to prune and maintain small subsets
of features (Wu et al. 2013). In the multi-class classifica-
tion setting SAOLA (Yu et al. 2014), one of the top per-
forming algorithms for OSFS, extended these concepts of
redundancy and relevancy while using standard mutual in-
formation (MI) (Cover and Thomas 1991) measures to eval-
uate intra-feature dependencies. We further extend SAOLA
to work with streaming samples by adding a module that
selects the most informative data stream for a given fea-
ture and use it as a baseline. However, the drawbacks of
SAOLA are: (1) They consider non-streaming samples, (2)
the correlation bound threshold δ ∈ [0, 1] is an artifi-
cial constraint given that standard MI does not necessary
vary in this range and this encodes an inconsistency dur-
ing hyper-parameter tuning, and (3) they estimate MI us-
ing the histogram method which is inaccurate compared to
other existing estimators (Pa´l, Po´czos, and Szapesva´ri 2010;
Moon et al. 2017).
To overcome these issues and improve upon existing
methods, we propose Geometric Online Adaptation (GOA),
a novel algorithm for multi-class recognition using a graph-
based MI measure (Yasaei Sekeh and Hero 2019) that op-
erates under OSFS and OSFS-SS settings. This results in
an online non-parametric algorithm whose advantages are,
(1) the use of a two step comparison process as opposed to
SAOLA which uses three, in the evaluation of class rele-
vancy and redundancy for each incoming feature, (2) the use
of only one parameter δ in range [0, 1] which results in true
upper-bounds for hyper-parameter tuning and simplifies the
tuning process, (3) our algorithm uses the dependency mea-
sure, CGD (Yasaei Sekeh and Hero 2019) which is estimated
directly using the global Friedman-Rafsky (FR) multivariate
run test statistic constructed by a global minimal spanning
tree (MST) (Yasaei Sekeh and Hero 2018). This estimator
is known to improve the computational tractability in multi-
class classification problems with higher accuracy than the
histogram based MI estimator. Finally, we show that our
GOA algorithm outperforms other online streaming feature
selection algorithms under all scenarios.
The rest of the paper is organized as follows, Sec-
tion 2 briefly reviews related work on feature selection
with streaming features and samples. Section 3 reviews
the conditional non-parametric dependency criterion named
conditional geometric dependency (CGD) measure from
(Yasaei Sekeh and Hero 2019), proves the existence of an
optimal feature subset and outlines the GOA approach. Sec-
tion 4 is dedicated to the simulation studies and experiments
on big real-world data streams. Finally, Section 5 concludes
the paper.
2 Related Work
Feature selection under the context of streaming features and
samples is a close approximation to real-world scenarios
and poses a significantly more difficult problem than pre-
vious feature selection paradigms. With no known method
to tackle this issue, we default to reviewing feature selec-
tion methods with streaming samples and online streaming
feature selection methods with fixed samples and the CGD
measure as the closest relevant topics.
An important goal of feature selection from streaming
samples is to approximate missing data distributions us-
ing a subset of features selected (Li et al. 2016; Liu et al.
2019). Taking it a step further, unsupervised methods use
low-rank approximations as a matrix completion mecha-
nism to improve/match performance (Huang, Yoo, and Ka-
siviswanathan 2015). (Shao et al. 2016) used a clustering
alternative to simple low-rank approximations for unsuper-
vised feature selection in streaming multi-view data. How-
ever, the key difference between our proposed OSFS-SS and
the above methods is they can take multiple passes over the
data and assume that all features are available throughout
the training process. OSFS-SS allows only a single pass over
features and samples.
Among works that span OSFS, Alpha-investing forms one
of the earliest methods which dealt with streaming feature
selection by dynamically adjusting a threshold on the p-
statistic for new features to enter the model and control the
false discovery rate, (Zhou et al. 2005). Since it does not
measure feature relevancy or redundancy, there was a strong
potential to accumulate features. OSFS and its faster adapta-
tion, Fast-OSFS, (Wu et al. 2010) were developed to use the
markov blanket concept, feature relevancy and redundancy
to solve streaming feature selection. The concept behind
Fast-OSFS is the breakup of online redundancy analysis into
two steps of inner-redundancy and outer-redundancy. The al-
gorithm proposed in this study was evaluated on a large scale
using multidimensional datasets, (Wu et al. 2013).
A more recent approach, SAOLA (Yu et al. 2014), is de-
rived from a lower bound of correlations between features
using pairwise comparisons. It was followed by a set of
pairwise online comparisons for maintaining the parsimo-
nious online model over a longer duration. In (Eskandari
and Javidi 2016) a new algorithm called OSNRRSAR-SA
was proposed to resolve online streaming feature selection
from the rough sets (RS) perspective. This algorithm adopts
a Rough sets-based approach on feature significance to re-
move non-relevant features. A survey of feature selection
approaches with more detailed descriptions of each method
is provided in (AlNuaimi et al. 2019) and (Tang, Alelyani,
and Liu 2014).
In the multi-class classification context, the CGD measure
is used at the core of our proposed GOA method to deter-
mine relevancy between features. The use of similar graph-
based measures and its advantages in multi-class classifica-
tion problems have been studied in (Yasaei Sekeh, Oselio,
and Hero 2018) and (Yasaei Sekeh and Hero 2019) in non-
streaming settings. Further, in (Yasaei Sekeh and Hero 2019)
it has been shown that in the multi-class classification setting
the conditional geometric mutual information (Yasaei Sekeh
and Hero 2018) between features, given class label variables
as a relevancy measure outperforms several feature selection
baselines.
3 OSFS Algorithms For Data Streams
3.1 Review of CGD
In this subsection we recall the conditional geometric depen-
dency measure proposed in (Yasaei Sekeh and Hero 2019)
denoted by Gρ to evaluate dependencies between features
given class label C.
Definition:(Conditional Geometric Dependency) Let X
and Y be two given features with joint probability density
function f(x, y). Consider class label variable C taking val-
ues in {1, 2 . . . ,m}. Let pi = P (C = i) for i = 1, . . . ,m
such that
m∑
i=1
pi = 1. Then the conditional geometric depen-
dency measure Gρ := Gρ(X,Y |C) is given by
Gρ = 1− 2
∑
i
∑
j
pipjηij . (1)
where ηij is the following measure based on joint probability
densities f(x, y) and pi(x, y):
ηij =
∫∫
fX,Y |C(x, y|i)fX|C(x|j)fY |C(y|j)
f(x, y) + pi(x, y)
dxdy. (2)
and
f(x, y) =
m∑
i=1
pifX,Y |C(x, y|i),
pi(x, y) =
m∑
i=1
pifX|C(x|i)fY |C(y|i),
such that fX,Y |C(x, y|i), fX|C(x|i), and fY |C(y|i) are
the conditional distribution of conditional random variable
X,Y |C = i, X|C = i, and Y |C = i respectively.
Gρ Estimator: Following arguments in (Yasaei Sekeh
and Hero 2018) and (Yasaei Sekeh and Hero 2019), in this
paper we employ a graph-based estimation of Gρ denoted
by Ĝρ. This estimator is computed by the global Friedman-
Rafsky (FR) multivariate run test statistic constructed using
a global minimal spanning tree (MST). This approach re-
sults in an efficient and fast non-parametric implementation
of conditional geometry dependency estimation.
3.2 GOA for Streaming Samples
OSFS-SS Setup Given class label C, a new incoming fea-
ture Fi, a threshold δ ∈ [0, 1], the selected feature set at
time ti−1, S∗ti−1 , and the current time step ti, the observed
streaming sample matrix with feature set S∗ti−1 ∪ Fi at time
ti is Ati .
Our proposed geometric online adaptation (GOA) ap-
proach (Alg. 1) for online streaming feature selection func-
tions with streaming samples in Scenario BI is described be-
low. The algorithm can be extended to the two other stream-
ing Scenarios BII and BIII by selecting the streaming sam-
ple matrix that has the highest Ĝρ(Fi;X|C) for an incoming
feature Fi, where X ∈ S∗ti−1 .
• We first compute Ĝρ(Fi;X|C), Ĝρ(Fi;Z|C), and
Ĝρ(X;Z|C) for new coming feature Fi and features
X,Z ∈ S∗ti−1 using Ati .
• Fi is discarded if Ĝρ(Fi;X|C) ≥ δ and Ĝρ(Fi;Z|C) >
Ĝρ(X;Z|C), otherwise it is merged in to set S∗ti−1 as
S∗ti = S
∗
ti−1 ∪ Fi. Note that Sti is still not the selected
subset of features at time ti and requires to be investigated
more.
• If Fi is merged in S∗ti−1 , the selected feature set S∗ti is
computed. For this, the set S∗ti−1 is updated based on
the relationship between Fi and features in S∗ti−1 . Given
class variable C for Z,X, Y ∈ S∗ti , X 6= Y 6= Z if
Ĝρ(Z;X|C) > δ, and Ĝρ(Z;X|C) ≥ Ĝρ(Y ;X|C) then
Z is removed from S∗ti−1 . Thus S
∗
ti = Sti − Z. This is
because feature Z does not increase the predictive capa-
bility.
• These steps are repeated for each new incoming feature
with new samples.
In the proposed GOA method the criterion Gρ(Fi;X|C) ≥
δ can be motivated as follows: Given conditional ge-
ometric mutual information (MI) I(Fi;X|C) proposed
in (Yasaei Sekeh and Hero 2018) and the fact that
I(Fi;X|C) ≥ Gρ(Fi;X|C) (Yasaei Sekeh and Hero 2019),
the criterion Gρ(Fi;X|C) ≥ δ implies I(Fi;X|C) ≥ δ.
Now if ∃X ∈ S∗ti−1 such that I(Fi;C|X) = 0 then adding
Fi to S∗ti−1 does not improve subset S
∗
ti−1 in terms of pre-
diction accuracy because Fi and class label variable C are
independent. This result is stated in the next Subsection 3.2.
3.3 Theoretical Analysis
Given class variable C and features X and Fi, the theorem
below shows the existence of a lower bound for I(Fi;X|C)
when I(Fi;C|X) = 0. The proof sketch is provided here but
the longer version of the proof is given in the Supplementary
Material.
Algorithm 1 The GOA Algorithm with Streaming Sample
Input: Fi: predictive feature; C: the class labels, 0 ≤ δ ≤
1: a relevance threshold;
S∗ti−1 : the selected feature set at time ti−1; S
∗
ti : the se-
lected feature set at time ti; nti : the number of sample
at time ti; Ati : the observed streaming sample matrix
with feature set S∗ti−1 ∪ Fi at time ti;
1: Repeat
2: Get a new sample Ati at time ti, which includes a new
feature Fi;
3: for features Z,X ∈ S∗ti−1 , Z 6= X compute
4: Ĝρ(Fi;X|C), Ĝρ(Fi;Z|C), Ĝρ(X;Z|C) using
Ati
5: and do
6: if Ĝρ(Fi;X|C) ≥ δ and Ĝρ(Fi;Z|C) >
Ĝρ(X;Z|C)
then Discard Fi and go to Step 11
7: else S∗ti = S
∗
ti−1 ∪ Fi
8: end
9: for features Z, Y,X ∈ S∗ti , Z 6= Y 6= X do
10: if Ĝρ(Z;X|C) > δ, and Ĝρ(Z;X|C) ≥
Ĝρ(Y ;X|C)
then S∗ti = S
∗
ti − Z
11: until no features and sample are streaming;
Output: S∗ti : the selected feature set
Theorem 3.1 Given the current feature subset S∗ti−1 at time
ti−1 and a new feature Fi at time ti, if ∃X ∈ S∗ti−1 , such that
I(Fi;C|X) = 0 then I(Fi;X|C) ≥ δ, where δ ∈ (0, 1).
Proof Sketch: The following two lemmas are required to
prove Theorem 3.1:
Lemma 3.2 Let S∗ti−1 be current feature subset at time ti−1
and Fi denotes the new feature at time ti. For X ∈ S∗ti−1 ,
we have
I(Fi;X|C) ≥ I(Fi, C;X)− 2Ef
[(
f(X)
f(X|C) + 1
)−1]
.
(3)
Lemma 3.3 As in Lemma 3.2 with the current feature subset
S∗ti−1 at time ti−1 and a new feature Fi at time ti, if ∃X ∈
S∗ti−1 such that
f(Fi|x)f(c|x) ≥ f(Fi)f(c), (4)
then ∃δ˜ ≥ 0 such that
I(Fi, C;X) ≥ I(Fi;C|X) + δ˜. (5)
Now, by combining (3) and (5) we derive our claim in
Theorem 3.1 i.e. I(Fi;X|C) ≥ δ. 
Next, one can intuitively infer the following conjecture.
Conjecture: Given the current feature subset S∗ti−1 at time
ti−1 and a new feature Fi at time ti, if ∃X,Z ∈ S∗ti−1 , X 6=
Z such that I(Fi;C|Z) = 0 and I(Fi;C|X,Z) = 0 then we
have I(Fi;Z|C) ≥ I(X;Z|C). Further discussion on this is
provided in supplementary material.
3.4 SAOLA for Streaming Samples
The work closest in structure to our proposed GOA algo-
rithm is SAOLA (Wu et al. 2013). Apart from using standard
mutual information, this approach was designed with the as-
sumption that the number of samples was fixed. To ensure a
fair comparison to GOA under OSFS-SS we extend SAOLA
to work with streaming samples, as shown in Alg. 2. Given
a stream of data Ati , Î denotes a histogram estimator for
standard MI.
The main distinction between the original and extended
version of SAOLA is the selection of the data stream with
the largest MI corresponding to the class variable, C. This
method is key to filtering out the most informative stream of
data among multiple streams corresponding to the same fea-
ture. Once the data block is selected, the extended SAOLA
algorithm functions similarly to the original.
Algorithm 2 The SAOLA Algorithm with Streaming Sam-
ple
Input: Fi: predictive feature; C: the class labels, 0 ≤ δ ≤
1: a relevance threshold;
S∗ti−1 : the selected feature set at time ti−1; S
∗
ti : the se-
lected feature set at time ti; nti : the number of sample
at time ti; Ati : the observed streaming sample matrix
with feature set S∗ti−1 ∪ Fi at time ti;
1: Repeat
2: Get a new sample Ati at time ti, which includes a new
feature Fi;
3: for features Y ∈ S∗ti−1 compute
4: Î(Fi;C), Î(Fi;Y ), Î(Y ;C) using Ati
5: if I˜(Fi;C) ≤ δ then
6: Discard Fi and go to Step 19
7: end
8: else
9: for each feature Y ∈ S∗ti−1do
10: if I˜(Y ;C) > I˜(Fi;C) and I˜(Fi;Y ) ≥
I˜(Fi;C) then
11: Discard Fi and go to Step 19
12: end
13: if I˜(Y ;C) < I˜(Fi;C) and I˜(Fi;Y ) ≥
I˜(Y ;C) then
14: S∗ti−1 = S
∗
ti−1 − Y
15: end
16: end
17: end
18: S∗ti = S
∗
ti−1 ∪ Fi
19: until no features and sample are streaming;
Output: S∗ti : the selected feature set with fixed size d
4 Experiments
Feature selection given streaming samples and features is a
relatively new problem domain with minimal previous work.
In an effort to provide more comparable baselines and ex-
plore the strengths of our proposed GOA algorithm we di-
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Figure 2: Illustration of results from studies measuring the impact of (a) samples per class [102, 103], (b) dimensionality of
features [10, 50], and (c) number of classes [3 − 20]. Average prediction accuracy for GOA and SAOLA using both KNN and
linear SVM classifiers are shown. The error bars shown are standard deviation.
vide experiments into two subsections: 1) Traditional OSFS
where the total number of samples remain fixed and fea-
tures are streaming, and 2) OSFS-SS where both samples
and features are streaming simultaneously. Since OSFS is a
standard problem domain, all the baselines listed below are
applicable to this setting while only the extended SAOLA
algorithm is applicable to the OSFS-SS setting.
Baselines: We compare the proposed GOA algorithm to
three state-of-the-art baselines: Alpha-investing (Zhou et al.
2005), Fast-OSFS (Wu et al. 2013), and SAOLA (Yu et al.
2014). Each of these methods outputs their selected feature
subsets which are then used by two multi-class classifica-
tion methods, KNN and linear SVM, to predict the testing
accuracy.
Tuning Threshold δ: To ensure fair performance compar-
isons across baselines and datasets we chose to constrain our
algorithm to always use δ values that correspond to smaller
feature subsets than the baseline against which GOA is be-
ing compared. More specifically, we perform a grid search
of δ and select the case which corresponds to the highest ac-
curacy when the selected number of features is lower than or
equal to the number of features selected by the baseline be-
ing compared against. In case GOA does not select a lesser
number of features than the baseline, we select the hyper-
parameter which corresponds to closest number of features
greater than the baseline.
Simulation Study: For our first experiments on OSFS,
we setup simulations to formulate a multi-class classifica-
tion problem using samples from multivariate Gaussian dis-
tributions. Class mean’s are randomly selected from a hyper-
sphere of radius 2 units. Multivariate Gaussian distributions
with the same randomly generated covariance matrix, Σ, are
centered over each class mean. We perform three studies to
measure the impact of, 1) sample size per class, 2) dimen-
sionality, and 3) number of classes on the performance of
streaming feature selection baselines.
Real-world Datasets: To illustrate the potency of our
proposed approach we perform a pairwise comparison
against baselines over real-world datasets. Apart from the
standard datasets used in literature, we use deep learning
Dataset # Features # Train # Test #Labels
WDBC 32 398 171 2
MFEAT 649 1400 600 10
F-MNIST 50 60000 10000 10
MNIST 50 60000 10000 10
Madelon 500 2000 600 2
GESTURE 19 3000 5828 5
KTH 20 360 240 6
CIFAR10 310 50000 10000 10
Table 1: List of datasets in our experiments. F-MNIST is
Fashion MNIST.
features for the image and video datasets. We note that the
deep learning features were extracted from the second last
layer in ResNet50 (He et al. 2016), which was initialized
with ImageNet pre-trained weights. Table 1 lists the real-
world datasets WDBC (Mangasarian and Wolberg 1990),
MFEAT (van Breukelen et al. 1998), Fashion MNIST (Xiao,
Rasul, and Vollgraf 2017), MNIST (LeCun et al. 1998),
Madelon (Guyon et al. 2005), GESTURE (Madeo, Lima,
and Peres 2013), KTH (Laptev, Caputo, and others 2004)
and CIFAR 10 (Krizhevsky and Hinton 2009), and their key
characteristics. We note that the deep features of KTH were
further reduced using PCA to match a smaller number of
dimensions to enable streaming while CIFAR-10’s features
were reduced from 512 to 310 based on a 40% sparsity con-
straint.
4.1 OSFS - Fixed Sample
Simulation Results: In the first case, we work with a 10-
class classification problem where drawn samples are of size
d = 10 and vary the total number of samples per class from
100 to 1000. In Fig. 2 we observe that GOA outperforms
SAOLA and as the sample size increases, GOA’s average
accuracy improves across both SVM and KNN classifiers.
This is because the Ĝρ estimation algorithm becomes more
Method WDBC MFEAT FMNIST MNIST Madelon GESTURE KTH
KNN
SAOLA 0.160±0.055 0.623±0.023 0.108±0.000 0.513±0.025 0.212±0.044 0.441±0.009 0.479±0.029
GOA 0.207±0.066 0.788±0.031 0.245±0.000 0.522±0.040 0.270±0.014 0.846±0.008 0.484±0.009
Fast-OSFS 0.159±0.055 0.823±0.029 0.108±0.000 0.513±0.025 0.188±0.023 0.628±0.026 0.477±0.021
GOA 0.207±0.066 0.713±0.113 0.245±0.000 0.513±0.025 0.270±0.014 0.846±0.008 0.483±0.010
Alpha 0.155±0.021 0.629±0.058 0.108±0.000 0.496±0.007 0.190±0.011 0.782±0.03 0.462±0.034
GOA 0.207±0.066 0.700±0.122 0.245±0.000 0.513±0.025 0.270±0.014 0.846±0.008 0.507±0.020
SVM
SAOLA 0.160±0.055 0.623±0.023 0.108±0.000 0.513±0.025 0.212±0.044 0.399±0.018 0.539±0.053
GOA 0.207±0.066 0.788±0.031 0.245±0.000 0.522±0.040 0.270±0.014 0.359±0.000 0.516±0.026
Fast-OSFS 0.159±0.055 0.823±0.029 0.108±0.000 0.513±0.025 0.188±0.023 0.458±0.027 0.537±0.037
GOA 0.207±0.066 0.713±0.113 0.245±0.000 0.513±0.025 0.270±0.014 0.359±0.000 0.505±0.033
Alpha 0.155±0.021 0.629±0.058 0.108±0.000 0.496±0.007 0.190±0.011 0.514±0.087 0.597±0.041
GOA 0.207±0.066 0.700±0.122 0.245±0.000 0.513±0.025 0.270±0.014 0.359±0.000 0.640±0.023
Table 2: Relative performance accuracy between GOA, Alpha-Investing, Fast-OSFS and SAOLA on real-world datasets. GOA
outperforms all baseline across most datasets and classifiers. Larger values indicate better performance.
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Figure 3: Comparison of the number of selected features between the proposed GOA algorithm with ALPHA-investing (”AL-
PHA”), Fast-OSFS (”FAST”), and SAOLA using KNN and SVM classifiers.
accurate with increasing sample size. However, when vary-
ing the dimensionality of features, GOA’s accuracy drops
slightly since for higher dimensions Ĝρ becomes less ac-
curate. Finally, the figure on the right side of Fig. 2 shows
that GOA is comparable to SAOLA for a variable number of
classes m = {3, 5, . . . , 20} across both classifiers.
Real-world Data Results: To ground GOA’s perfor-
mance against available OSFS baselines we compare their
performance on real-world datasets. Table 2 summarize the
prediction accuracy of Alpha-investing against GOA, Fast-
OSFS against GOA, and finally SAOLA against GOA re-
spectively. We validate that GOA outperforms all the base-
lines in terms of prediction accuracy across both classifiers
across most datasets.
Fig. 3 shows the number of selected features across all
four algorithms (the table is provided in Supplementary Ma-
terial). Alpha-investing selects, relatively, the most features
but is still not able to compete with GOA. This is because
Alpha-Investing never evaluates the redundancy of selected
features and continues to accumulate features that could lead
to many confounding factors. The advantage of using GOA
is that it selects a very small number of features, oftentimes
as low as 1, via the elimination of redundant features, while
showcasing higher predictive performance. This means that
GOA identifies the most informative features for each class
variable and therefore the classification on test data is more
accurate. It is interesting to note that GOA performs well
regardless of the kind of feature set used, standard or deep.
However, we observe that for some datasets GOA is less ac-
curate than Alpha-investing using the SVM classifier, how-
ever the difference in terms of accuracy is not large when
compared to the difference in the number of features se-
lected (for instance in GESTURE it is 14 vs 3).
Method WDBC #F MNIST #F F-MNIST #F GESTURE #F CIFAR10 #F KTH #F
KNN
SAOLA (BI) 0.877±0.029 3 0.535±0.034 15 0.587±0.106 9 0.431±0.013 1 0.112±0.004 4 0.280±0.068 1.5
GOA (BI) 0.881±0.066 2 0.586±0.046 5 0.670±0.059 5 0.639±0.041 2 0.117±0.006 4 0.439±0.040 12
SAOLA (BII) 0.904±0.017 3 0.590±0.092 14 0.565±0.106 9 0.490±0.116 1 0.100±0.006 2 0.269±0.033 1
GOA (BII) 0.917±0.014 3 0.567±0.055 5 0.651±0.064 6 0.644±0.041 3 0.125±0.011 8 0.344±0.189 13
SAOLA (BIII) N.A. - 0.504±0.064 11 0.546±0.101 8 0.410±0.032 1 0.110±0.003 4 N.A. -
GOA (BIII) N.A. - 0.549±0.062 5 0.666±0.050 5 0.635±0.042 3 0.155±0.008 18 N.A. -
SVM
SAOLA (BI) 0.568±0.452 3 0.545±0.026 15 0.508±0.117 9 0.414±0.010 1 0.125±0.006 4 0.274±0.094 1.5
GOA (BI) 0.899±0.034 2 0.580±0.045 5 0.617±0.077 5 0.378±0.020 2 0.133±0.007 4 0.510±0.016 12
SAOLA (BII) 0.761±0.384 3 0.588±0.060 14 0.512±0.110 9 0.424±0.042 1 0.115±0.009 2 0.286±0.034 1
GOA (BII) 0.926±0.013 3 0.606±0.042 7 0.586±0.062 6 0.370±0.009 3 0.147±0.021 8 0.457±0.123 13
SAOLA (BIII) N.A. - 0.502±0.020 8 0.495±0.116 9 0.355±0.076 1 0.125±0.011 4 N.A. -
GOA (BIII) N.A. - 0.574±0.027 5 0.656±0.043 5 0.359±0.032 3 0.183±0.014 18 N.A. -
Table 3: In relative performance accuracy and number of features GOA outperforms Alpha-Investing, Fast-OSFS and SAOLA
on most real-world datasets for OSFS-SS. ↑ are better for performance while ↓ are better for number of features.
4.2 OSFS - Streaming Sample
The more general and fluid case for which GOA is appli-
cable in real-world problems involves the streaming of both
samples and features.
Real-world Data Results: Table 3 clearly highlights the
improvement in performance when using GOA as compared
to the modified SAOLA algorithm on real-world datasets.
Compared to OSFS, we observe that GOA alters its be-
haviour with variable or smaller size data blocks, specifi-
cally for deep features. In results from Scenario BI, the ex-
pected behaviour of GOA selecting lesser than or equal to
the number of features in SAOLA is matched. However, in
scenarios BII and BIII, GOA defaults to selecting a slightly
larger number of features as opposed to modified SAOLA.
This is clearly illustrated from the results for CIFAR-10,
where the number of selected features for GOA are 4, 8 and
18 while SAOLA defaults to a lower number of features, 4, 2
and 4, while maintaining lower performance. A similar vari-
ation is observable in results for the KTH dataset.
Note: Due to sample size and feature cardinality restriction
on deep features, we only consider Scenarios BI & BII while
Scenario BIII is not applied.
4.3 Visualization
Finally, in this section we visualize the PCA components se-
lected by GOA (Fig. 4) and extended SAOLA (Fig. 5) in
scenario BII from the Fashion MNIST dataset. There are
four principal components that remain commonly selected
between both algorithms, 1,2,5 and 23. Interestingly, GOA’s
performance surpasses extended SAOLA even though the
number of highly weighted principal components in ex-
tended SAOLA is larger, as shown in Figs. 4 and 5. This
interesting outcome further supplements our claim that the
features selected by GOA, under the comparison criterion
used in the experiments, are more informative than those se-
lected by baselines.
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Figure 4: Illustration of the 6 principal components selected
by GOA (Alg. 1) from Fashion MNIST data. Numbers un-
derneath the figure represent the principal component order.
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Figure 5: Illustration of the 10 principal components se-
lected by extended SAOLA (Alg. 2) from Fashion MNIST
data. Numbers underneath the figure represent the principal
component order. Extended SAOLA selects larger number
of components, both in total and ratio of highly values prin-
cipal components, and still performs worse than GOA.
5 Conclusion
In this paper we (a) Introduce three new streaming scenar-
ios by extending OSFS to streaming samples (b) Propose a
novel algorithm based on feature relevance for the identifica-
tion of high accuracy online feature subsets in an online fea-
ture streaming selection paradigm with streaming samples
via the utilization of the graph-based conditional geomet-
ric dependency measure and (c) Extend SAOLA to work in
the OSFS-SS setting. We show how GOA consistently out-
performs baselines in both the original OSFS and extended
OSFS-SS settings while maintaining equivalent or smaller
subsets of features across a variety of real world datasets. In
future work, we wish to extend these methods to work on
high-dimensional datasets with lower runtime.
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6 Proof of Lemmas
6.1 Proof of Lemma 3.2:
Given p ∈ (0, 1) and q = 1− p, we can easily check that for
positive t > q, s > q, such that t, s 6= 1:
(t+ s) [(ts) + q(1− t− s)]− p(ts) ≥ 0.
This implies
p
( t− q
p
)(s− q
p
)
+ q ≥ t s
t+ s
. (6)
In (6), substitute
s− q
p
=
f(Fi, c;x)
f(Fi, c)f(x)
,
t− q
p
=
f(x)
f(x|c) ,
therefore the LHS in (6) becomes
p
(
f(Fi, c;x)
f(Fi, c)f(x)
)(
f(x)
f(x|c)
)
+q = p
(
f(Fi, x|c)
f(Fi|c)f(x|c)
)
+q.
Set p = q = 1/2, hence by conditional mutual information
definition in (Yasaei Sekeh and Hero 2019), we have
I(Fi;X|C) ≥ 1− Ef
[
1
s
]
− Ef
[
1
t
]
, (7)
where 1− Ef
[
s−1
]
= I(Fi, C;X) and
Ef
[
t−1
]
= 2Ef
[(
f(X)
f(X|C) + 1
)−1]
. (8)
Combine (7) and (8). This implies our claim inequality (3)
in Lemma 3.2.
6.2 Proof of Lemma 3.3:
From assumption (4) in Lemma 3.3, we can get that ∃δ¯ ≥ 0
such that for all  ≥ 0(
1
f(Fi|x)f(c|x) + 
)−1
−
(
1
f(Fi)f(c)
+ 
)−1
≥ δ¯.
(9)
Now set  = (f(Fi, c|x))−1, then ∃δ˜ ≥ 0 such that
Ef
[(
f(Fi, C|X)
f(Fi|X)f(C|X) + 1
)−1
−
(
f(Fi, C|X)
f(Fi)f(C)
+ 1
)−1]
≥ δ˜.
(10)
On the other hand we discard Fi if f(c|Fi) = f(c) and
f(c|x, Fi) = f(c|x) for x ∈ S∗ti−1 . This implies f(Fi, c) =
f(Fi)f(c), therefore the LHS in (10) becomes
Ef
[(
f(Fi, C|X)
f(Fi|X)f(C|X) + 1
)−1
−
(
f(Fi, C,X)
f(Fi, C)f(X)
+ 1
)−1]
(11)
The term (11) equals I(Fi, C;X) − I(Fi;C|X), conse-
quently going back to (10), ∃δ˜ ≥ 0 such that
I(Fi, C;X)− I(Fi;C|X) ≥ δ˜. (12)
This completes the proof of Lemma 3.2.
7 Further Discussion on Conjecture
Let us restate the conjecture here once again:
Given the current feature subset S∗ti−1 at time ti−1 and a
new feature Fi at time ti, if ∃X,Z ∈ S∗ti−1 , X 6= Z such
that I(Fi;C|Z) = 0 and I(Fi;C|X,Z) = 0 then we have
I(Fi;Z|C) ≥ I(X;Z|C).
We explain this conjecture for when class variable C takes
only one label i.e. C = i because conditional MI between
two features given class variable C is a weighted MI be-
tween features where weights are class prior probabilities.
Now assume that for given features X and Z, new incoming
feature Fi and class variable C are independent. In addition,
assume that Fi and C are independent given Z. This means
that information provided by Z causes Fi to be less infor-
mative with respect to C than the information provided by
feature X . Another way to state this would be, Fi is more
dependent on Z than X given class i. Proving this conjec-
ture logically is considered as a future work.
8 Further Discussion on Experiments
8.1 Speeding up the GOA algorithm
The GOA method computes pairwise feature relevances us-
ing the CGD measure (Yasaei Sekeh and Hero 2019) (Ĝρ).
Pairwise measures are repeatedly recomputed and require
the computation of a Euclidian Minimum Spanning tree
(EMST) over two dimensional points (Sabuncu and Ra-
madge 2005a; Sabuncu and Ramadge 2005b; Sabuncu and
Ramadge 2008) at every step. To speed up the algorithm,
we pre-compute this measure for all feature pairs and store
it in a data matrix that is repeatedly accessed during the
execution of the algorithm. This pre-computation step sig-
nificantly speeds up the algorithm. Usually EMSTs are not
guaranteed to be unique and thereby the relevance between
two features may change as a function of the instantiated
tree. However, when using this pre-computation step, pair-
wise feature relevances are fixed. This step does not appear
to affect the algorithm’s final performance significantly.
8.2 Discussion on OSFS-Streaming Sample
The streaming setup used in both OSFS and OSFS-SS exper-
iments are illustrated in Fig. 6. Scenario A (OSFS) only re-
quires streaming features hence the temporal window takes
the value of a specific feature across all the samples in the
data matrix. In all three scenarios in B temporal windows
take non-overlapping subsets of samples and features. An
important constraint when selecting datasets for OSFS-SS is
that each temporal window must contain sufficient samples
to cover at least one sample per label in the dataset. Hence,
for a balanced dataset the ratio of total number of samples
divided by the total number of features must be greater than
the total number of unique labels. Even in scenario BIII,
for uneven temporal window sizes, the minimum number of
samples in a window must cover at least one sample for ev-
ery label in the dataset. This constraint is necessary to ensure
that the class label variable, C, is fixed and every iteration
in Alg. 1 remains balanced. Thus, in certain cases like KTH
or WDBC for scenario BIII, which requires multiple passes
over a given feature thereby requiring a large amount of sam-
ples compared to the number of labels/features, the setting
is not applicable.
Method WDBC MFEAT MADELON F-MNIST MNIST GESTURE
KNN
Alpha-Investing 17 149 5 43 41 14
GOA 4 37 4 9 27 3
Fast-OSFS 4 14 3 39 41 2
GOA 2 14 2 9 27 3
SAOLA 2 8 3 39 41 1
GOA 2 8 2 9 27 3
SVM
SAOLA 17 149 5 43 41 14
GOA 5 46 5 9 27 3
Fast-OSFS 4 14 3 39 41 14
GOA 4 14 2 9 27 3
Alpha 2 8 3 39 41 1
GOA 2 8 2 9 27 3
Table 4: Number of selected features, Figure 3 in Subsection 4.1, applied to KNN and linear SVM classifiers on real-world
datasets
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Figure 6: An illustration of the setup used to in OSFS and OSFS-SS experiments to stream features and samples.
