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ABSTRACT
We present numerical simulations of molecular clouds (MCs) with self-consistent CO
gas-phase and isotope chemistry in various environments. The simulations are post-
processed with a line radiative transfer code to obtain 12CO and 13CO emission maps
for the J = 1 → 0 rotational transition. The emission maps are analysed with com-
monly used observational methods, i.e. the 13CO column density measurement, the
virial mass estimate and the so-calledXCO (also CO-to-H2) conversion factor, and then
the inferred quantities (i.e. mass and column density) are compared to the physical
values. We generally find that most methods examined here recover the CO-emitting
H2 gas mass of MCs within a factor of two uncertainty if the metallicity is not too
low. The exception is the 13CO column density method. It is affected by chemical and
optical depth issues, and it measures both the true H2 column density distribution
and the molecular mass poorly. The virial mass estimate seems to work the best in
the considered metallicity and radiation field strength range, even when the overall
virial parameter of the cloud is above the equilibrium value. This is explained by a
systematically lower virial parameter (i.e. closer to equilibrium) in the CO-emitting
regions; in CO emission, clouds might seem (sub-)virial, even when, in fact, they are
expanding or being dispersed. A single CO-to-H2 conversion factor appears to be a
robust choice over relatively wide ranges of cloud conditions, unless the metallicity
is low. The methods which try to take the metallicity dependence of the conversion
factor into account tend to systematically overestimate the true cloud masses.
Key words: astrochemistry – hydrodynamics – radiative transfer – ISM: abundances
– radio lines: ISM
1 INTRODUCTION
The masses of molecular clouds and their distribution are
fundamental parameters for the understanding of the struc-
ture of the interstellar medium (ISM) and the star formation
process itself. Often, emission from the millimetre-wave ro-
tational transitions of carbon monoxide (CO, hereafter we
indicate the isotope mass when referring to a specific iso-
topologue) and the mass or column density inference meth-
ods built upon its measurement provides the most accessible
estimate of these fundamental quantities. The most common
methods are (1) the local thermodynamic equilibrium (LTE)
column density measurement of an optically thin CO isotope
(e.g. Goldsmith et al. 2008; Pineda et al. 2008, 2010), (2) the
virial mass estimate (e.g. Solomon et al. 1987; MacLaren
et al. 1988; Dame et al. 2001; Hughes et al. 2010) and (3)
the direct conversion of the observed 12CO intensity into H2
⋆ Member of IMPRS for Astronomy & Cosmic Physics at the
University of Heidelberg.
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mass by applying a (usually fixed) conversion factor (often
calledXCO, see the review of Bolatto et al. 2013). The molec-
ular mass estimates are then used to infer the star forma-
tion efficiency (e.g. Solomon & Sage 1988; Kennicutt 1998),
the galactic and extragalactic molecular cloud mass func-
tions (Colombo et al. 2014; Zaragoza-Cardiel et al. 2014) and
the ratio of kinetic and gravitational energies (e.g Solomon
et al. 1987; Colombo et al. 2014), thus inferring the poten-
tial collapse or dispersal of individual clouds (Kauffmann
et al. 2013). The measured column density distribution may
provide an insight into the Mach-number of the turbulent
velocity field that shaped it (Padoan et al. 1997; Federrath
et al. 2008, 2010a; Brunt 2010; Burkhart & Lazarian 2012;
Molina et al. 2012; Konstandin et al. 2015). Furthermore,
CO emission provides the primary measure and the basis
of our current understanding of the distribution and kine-
matics of molecular gas within our Galaxy (Heyer & Dame
2015). Any uncertainty in the mass and column density mea-
surements are expected to propagate to these more complex
quantities. Therefore, the reliability of the mass and column
density measurement methods, especially any potential sys-
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tematic effects introduced by the various simplifications and
assumptions intrinsic to the different methods, remains a
major issue in the field of star formation.
Until recently, the nearby molecular clouds (e.g. Taurus
and Perseus), which are well characterised by multiple trac-
ers, provided the best testing grounds for constraining the
intrinsic uncertainties in the methods. For instance, Pineda
et al. (2008) used high dynamic range visual extinction maps
to determine the H2 column density and
12CO, 13CO and
C18O millimetre observations to constrain the CO-to-H2
conversion factor and the 13CO/H2 abundance ratio in the
Perseus molecular cloud (see also Lee et al. 2014). They show
that the 12CO and 13CO emission saturates at visual extinc-
tions of 4 mag and 5 mag respectively and that about 60%
of the emission emerges from sub-thermally excited regions.
These results clearly challenge the assumptions regarding
optical depths and LTE conditions upon which some mea-
surement methods strongly rely. Such regional studies are,
however, restricted to a few nearby molecular clouds and
they only probe a narrow range of physical conditions and
environments. CO-based techniques, on the other hand, are
used in diverse conditions, from low metallicity dwarf galax-
ies to starburst environments. In addition, the interpretation
of observational studies is difficult, since these studies them-
selves are biased by the effects they ought to measure.
The recent advances in computer power and simulation
techniques as well as in the understanding of the physical
and chemical processes in the ISM (for an overview, see e.g.
the Saas Fee lecture notes by Klessen & Glover 2016), en-
able increasing realism in numerical simulations. Comparing
the true column densities and cloud masses from such sim-
ulations to those derived from the simulations by applying
the observational methods, might provide the most complete
census on the sources of errors affecting the measurements.
There is a large body of work using high-resolution nu-
merical simulations to identify and quantify potential errors
and uncertainties in observational assumptions. In one of the
first of such studies, Padoan et al. (2000) computed turbu-
lent magneto-hydrodynamical (MHD) simulations with su-
personic and super-Alfve´nic turbulence and post-processed
them with non-LTE radiative transfer to obtain CO emis-
sion maps. The emission was converted to column density
using LTE analysis and then it was compared to the true col-
umn density from the simulation. The study finds that none
of the assumptions in the LTE method holds over most of
the simulated volume, and that the method systematically
underestimates the true column densities by a factor of a
few. Similar conclusions have been reached by Shetty et al.
(2011a,b) when studying the XCO factor, and by Beaumont
et al. (2013) in the context of clump analysis. Applications to
other types of molecular cloud statistics have been reported
for instance by Bertram et al. (2014, 2015a,b), Burkhart
et al. (2013a,b,c), Chira et al. (2014), Correia et al. (2014),
Gaches et al. (2015), Glover et al. (2015); Glover & Clark
(2016), Walch et al. (2015) and Yeremi et al. (2014).
Here, we present a new investigation of the uncertain-
ties involved in estimating the mass of molecular clouds.
Our study is based on turbulent hydrodynamic simulations
with self-gravity, an improved approximation of interstellar
radiation field (ISRF) attenuation and self-consistent mod-
els for chemistry and gas heating/cooling. In addition to the
LTE column density estimate technique, we extend our in-
vestigation to additional CO-based methods, such as virial
mass estimate and the CO-to-H2 conversion factor. These
methods are calibrated for nearby, “Solar-like” or “Milky
Way-like” clouds, thus they are expected to work reason-
ably well for such conditions. To test the applicability of
the methods for different conditions, we explore a range of
molecular cloud parameters (metallicity, cloud mass, virial
state) and environments (ISRF strength).
The paper is organised as follows: In section 2 and sec-
tion 3 we describe the basic details of the hydrodynamic
simulations and the adopted radiative transfer model, re-
spectively. Section 4 gives a short overview on the CO-based
mass measurements methods and provides details on how
the techniques are applied to the synthetic emission maps.
The results are presented in section 5 and in Fig. 3. In the
discussion (section 6) we pinpoint the reasons for the suc-
cess or the failure of each of the methods and try to put the
results into a broader context. Finally, section 7 closes the
paper with a summary.
2 SIMULATIONS
We perform turbulent molecular cloud simulations using the
smoothed particle hydrodynamics (SPH) code GADGET-
2
1 (Springel 2005). In addition to the base code, which deals
with the hydrodynamics of self-gravitating gas, we also in-
clude gas-phase chemistry with radiative heating and cool-
ing (Glover & Clark 2012b), an approximate treatment for
the ISRF attenuation (Clark et al. 2012a) and sink particle
formation (Bate et al. 1995; Jappsen et al. 2005; Federrath
et al. 2010b). For the detailed description of the code, the
considered physical and chemical processes and the simula-
tion setup see Szu˝cs et al. (2014). However, we summarise
the most important technical details here as well and un-
derline the differences in initial conditions compared to the
above mentioned work. The column density, 12CO and 13CO
(J = 1→ 0) integrated emission, and the XCO factor maps
from the selected simulations are shown in Fig. 1.
The modelled molecular clouds sample a range of ini-
tial number densities, metallicities, incident ISRF strengths,
virial parameters and total cloud masses (see Table 1). Each
simulation starts with a spherical cloud, which has a ra-
dius set by the total cloud mass (Mcloud) and a uniform
number density (n0). The initial gas and dust temperatures
are also uniform at 20 K and 10 K, respectively. The ini-
tial turbulent bulk motions follow a steep, P(k) ∝ k−4
power spectrum over a factor of 16 in dynamic range in
the wavenumber (k = 2pi/l). The smallest wavenumber (i.e.
the largest length, l) is equivalent to the respective cloud
diameter. The amplitude of the turbulent power spectrum
is scaled to give initial virial parameters of α0 = 2, 4, 8 for
the Mcloud = 10
4M⊙ and α0 = 1 for the Mcloud = 10
5M⊙
models. The virial parameter is defined as
αvir =
2× Ekin
|Epot|
, (1)
where Ekin and Epot are the total kinetic and potential en-
ergies of the cloud, respectively. The energy deposited at
the top of the hierarchy (small k) cascades down quickly
1 http://www.mpa-garching.mpg.de/gadget/
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Table 1. Model parameters and the analysed snapshots
Model n0 [cm−3] Metallicity [Z⊙] ISRF [G0] αvir Time [Myr]
Mcloud = 10
4M⊙
a 300 0.3 1 1.08 2.046
b 300 0.6 1 1.10 1.930
c 300 1 0.1 1.04 2.124
d, d2 300 1 1 1.04 2.140
e 300 1 10 1.07 2.022
f 1000 1 1 1.51 0.973
g 300 1 1 2.52 2.140
h 300 1 1 7.95 2.140
Mcloud = 10
5M⊙
i 100 1 1 0.90 1.297
j 100 1 100 0.89 1.374
k 100 0.3 1 0.81 1.445
Summary of model parameters. From a) to f) and from i) to k) the analysed snapshots are the last before sink particle formation, while
the g) and h) snapshots are taken at the same time as the fiducial case (model d). Z⊙ and G0 refer to the solar metallicity and the
Draine radiation field strength (1.7 in units of the Habing (1968) field), respectively. The virial parameter, αvir is defined as the ratio of
2 times the kinetic energy and the absolute value of the potential energy of the cloud at the given time. Model d2) has the same
parameters as the fiducial model, but a different random seed is used to generate the initial turbulent velocity field.
to smaller lengths scales (large k) and a power spectrum
consistent with fully developed turbulence builds up. The
turbulent energy is allowed to dissipate through shocks, pro-
viding an important mechanism for heating the gas. We do
not replenish the dissipated turbulent energy, i.e. turbulent
driving is not considered.
The chemical evolution of the turbulent gas is followed
within the hydrodynamic simulation using the gas-phase
chemical network of Nelson & Langer (1999, NL99 here-
after), complemented with a simple model for H2 forma-
tion and destruction (Glover & Mac Low 2007a). This net-
work is designed to model the carbon chemistry in translu-
cent molecular clouds. Glover & Clark (2012b) showed that
the relatively small NL99 network reproduces the C+, C,
CO transition very well when compared to the more com-
plex network of Glover et al. (2010), whilst saving a fac-
tor of 3 in computational time. We extend the NL99 net-
work by differentiating between the 12C and 13C isotopes.
The temperature-dependent chemical fractionation reaction
(Watson et al. 1976) and the differential shielding of CO iso-
topes from the interstellar UV radiation are also introduced
to the chemical model.
In the solar metallicity case, we adopt elemental abun-
dances (relative to hydrogen nuclei) of xHe = 0.079, x12C =
1.4 × 10−4, xO = 3.2 × 10
−4 and xM = 1 × 10
−7 for he-
lium, carbon-12 isotope, oxygen and low ionisation poten-
tial metals (e.g. Na, Mg), respectively. We scale elemental
abundances linearly with the adopted metallicity. The ex-
ception is the helium abundance, which is kept independent
of metallicity. Initially, the hydrogen is assumed to be fully
molecular (xH2 = 0.5), the oxygen and helium are atomic
neutral, while the carbon and the metals are in singly ionised
forms. This composition is inspired by the self-consistent
cloud formation models of Clark et al. (2012b) and Smith
et al. (2014). The initial 12C/13C isotopic ratio is set to 60,
a value consistent with the measured average in the solar
neighbourhood (Lucas & Liszt 1998). For further details on
the treatment of CO isotope chemistry we refer to Szu˝cs
et al. (2014).
The model clouds are irradiated by an isotropic inter-
stellar radiation field. The spectral shape of the ISRF is
described by Draine (1978) and Black (1994) at ultraviolet
and longer wavelengths, respectively. The fiducial radiative
energy flux (G0) is equivalent to 1.7 in units of the Habing
(1968) field, or 2.7× 10−3 erg cm−2 s−1 integrated over the
91.2–240 nm wavelength range. The H2 and CO molecules
are easily dissociated by the ultraviolet photons in optically
thin gas (van Dishoeck & Black 1988). As the H2, CO and
dust column densities build up at higher cloud depths, the
molecules become shielded from the dissociating radiation.
To account for the shielding effects we use H2,
12CO, 13CO
column density and visual extinction dependent scaling fac-
tors to adjust the photodissociation rates of these species.
The adopted model for H2 (self-)shielding is described in
Draine & Bertoldi (1996). The factors of CO self-shielding
and CO shielding by the Werner-band of H2 molecules are
taken in a tabulated form from Visser et al. (2009). The col-
umn densities were calculated using the TreeCol algorithm
(Clark et al. 2012a).
The SPH particle mass is kept consistent in both the
104 M⊙ and the 10
5 M⊙ simulation (at 0.05M⊙) by increas-
ing the SPH particle number from 2 × 106 to 2 × 107. The
factor of 10 increase in particle number results in more than
a factor of 10 longer runtime. A significant population of gi-
ant molecular clouds as massive as 106−107M⊙ is observed
in the Milky Way and other galaxies in the Local Group
(Rosolowsky 2005). High resolution modelling of such mas-
sive clouds is very expensive in terms of computational time,
and is therefore out of the scope of this paper.
For the further analysis, we select the last snapshot be-
fore the formation of the first sink particle. This choice is
motivated by the fact that it takes time for the turbulence
c© 0000 RAS, MNRAS 000, 000–000
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to wash away the artificial initial conditions (i.e. spherical
symmetry, uniform density), and because stellar feedback is
not included in the simulations (which would significantly
affect the chemical and dynamical state of the system once
protostars begin to form). The exceptions are models (g)
and (h), the high virial parameter analogues of the fiducial
model (d). In those runs the star formation is delayed, but
for a consistent comparison we analyse them at the same
time step as model (d).
3 CO ISOTOPE EMISSION MAPS
We calculate position-position-velocity (PPV) emission
maps in the J = 1 → 0 rotational transitions of 12CO
(λ0,12CO = 2600.76 µm) and
13CO (λ0,13CO = 2720.41 µm).
The spatial size of the maps is 16 pc × 16 pc with a lin-
ear resolution of 0.032 pc in the Mcloud = 10
4 M⊙ case.
For the Mcloud = 10
5 M⊙ simulations the map size is about
40 pc × 40 pc with a spatial resolution of 0.08 pc. The for-
mer resolution is comparable to single-dish sub-millimetre
observations of low-mass, nearby molecular clouds, such as
the Taurus cloud (Pineda et al. 2010), while the latter is from
a factor of 3 to an order of magnitude better than resolution
observed for distant, Galactic high-mass molecular cloud
complexes, such as W43 (Carlhoff et al. 2013) and η Cari-
nae (Yonekura et al. 2005). The emission is considered in a
±6 kms−1 velocity range around rest frame wavelengths of
the transitions. The spectral resolution is set to 0.09 kms−1.
For the calculations we use the radmc-3d2 radiative trans-
fer tool, described in Dullemond (2012). radmc-3d is a grid
based code, therefore the SPH data from the simulations are
interpolated to a 5123 zone regular grid. The interpolation
is performed using the splash3 SPH data visualization tool
(Price 2007). We refer to Glover et al. (2015) and Bertram
et al. (2016) for a resolution study. The choice of the SPH-
to-grid interpolation scheme and its effect on the emission
map are discussed in Appendix A of this paper.
The critical hydrogen nuclei number density of the CO
molecule J = 1→ 0 transition – at which the collisional rate
and the spontaneous de-excitation rate are equal – is about
2200 cm−3. Above this value the rotational energy levels are
expected to be populated according to the thermal distribu-
tion (i.e. LTE holds). However, non-negligible CO emission
already emerges where the number density reaches a few
hundred particles per cm3. Here, the CO excitation temper-
ature is lower than the kinetic temperature and therefore the
LTE approximation of radiative transfer is not applicable.
By volume, such regions dominate the simulation domains.
For all simulations the majority of the volume (90 per cent
of more) is below the CO critical density of 2200 cm−3, thus
a non-LTE radiative transfer approach is necessary. Further-
more, in the optically thick regions the higher energy lev-
els might be more populated than in LTE, due to repeated
excitation by trapped photons (see Section 16.3.1 in Wil-
son et al. 2009). To account for the sub-thermal excitation
and photon trapping, we adopt the Large Velocity Gradient
(LVG, Sobolev 1957; Ossenkopf 1997; Shetty et al. 2011a)
2 http://www.ita.uni-heidelberg.de/~dullemond/software/
radmc-3d/
3 http://users.monash.edu.au/~dprice/splash/
method. In the LVG approximation, the global problem of
radiation propagation is localised by correlating the escape
probability of photons from a cell with the velocity gradi-
ent to the adjacent cells. Ossenkopf (1997) showed that the
approximation is reliable within 20% even when the large
gradient criterion does not strictly apply (e.g. in regions of
in- or outflow).
Besides the number density distribution of the species in
question and the gas temperature (a result from the hydro-
dynamic simulations), the properties (i.e. density and cross-
section) of the collisional partners and the velocity vector
field are also necessary for the LVG radiative transfer cal-
culations. Due to their high abundance, hydrogen molecules
are the most probable collisional partners for CO. We ac-
count for the two spin isomers of H2 with an ortho-to-para
number density ratio of 3, the “hot” formation ratio on grain
surfaces. Due to chemical processing, the ratio can be or-
ders of magnitude lower in the gas phase (see e.g. Sipila¨
et al. 2015). We emphasise, however, that the exact choice
of ortho-H2/para-H2 has only a few per cent effect on the
CO emission (see Szu˝cs et al. 2014). The collisional rates
and the line properties are adopted from the Leiden Atomic
and Molecular Database4 (Scho¨ier et al. 2005; Yang et al.
2010). The resolved velocity field is taken from the hydro-
dynamic simulation. The velocity dispersion on sub-voxel
scales may make a non-negligible contribution to the emis-
sion line width. To account for this, we assume that the
velocity dispersion follows the observed scaling relation be-
tween size scale and line width (i.e. velocity dispersion),
vunres = 1.1 × (∆x/pc)
0.38 km s−1 (Larson 1981; Heyer &
Brunt 2004; Falgarone et al. 2009), where ∆x is the linear
size of a pixel in our case. The 104 and the 105 M⊙ models
yield unresolved velocity dispersions of 0.29 km s−1 and 0.42
km s−1, respectively.
The maps are converted to brightness temperature
([Tb] = K) units for the sake of consistency with the ob-
servations.
4 METHODS FOR CLOUD MASS
ESTIMATION
There are several methods in the literature for inferring
molecular cloud masses. Here we focus on those which are
based on the measurement of CO emission. The most com-
monly used techniques include the measurement of CO iso-
tope column density (e.g. Pineda et al. 2008; Roman-Duval
et al. 2010), the virial analysis (e.g. MacLaren et al. 1988;
Hughes et al. 2010) and the direct conversion of emission to
H2 column density with the XCO-factor (see the review of
Bolatto et al. 2013). In the following three sub-sections, we
describe these methods in greater details and apply them
to the synthetic emission maps obtained from our simula-
tions. We aim to test which methods work best under which
conditions.
4 http://home.strw.leidenuniv.nl/~moldata/
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Figure 1. H2 column density, 12CO and 13CO integrated emission maps and the true XCO factor map for selected models (a, d, e and
g). The complete set of models is available in the electronic-only material. The contour lines on the H2 maps, from outside in, indicate
hydrogen molecule column densities of 1021, 5× 1021 and 1022 cm−2. The 12CO integrated intensity contours indicate the 0.6K km s−1
and 10K km s−1 levels, while the 13CO contours indicate W (13CO) levels of 0.3K km s−1 and 5K km s−1.
4.1 Detection thresholds
We restrict our analysis to regions which are above cer-
tain brightness temperature thresholds. The choice of the
threshold levels is inspired by detection limits of real obser-
vations. We choose the 12CO and the 13CO detection limits
to be 0.6K and 0.3K, respectively. These are comparable to
the single dish per channel 3 σrms (root-mean-square noise)
threshold of nearby (Lee et al. 2014), Galactic (Roman-
Duval et al. 2010) and Large Magellanic Cloud (Hughes
et al. 2010) molecular cloud observations. The limits are
applied consistently in each method. When the method re-
quires the PPV cubes as input (i.e. the column density and
the virial mass estimate), each PPV voxels below the thresh-
old is omitted from the analysis. When the method requires
0th moment (i.e. velocity channel integrated) maps, as in
case of the CO-to-H2 conversion factor method, then we
calculate masked moment maps (e.g. Dame et al. 2001): In
a given line of sight, only channels with brightness temper-
atures higher than the detection limit are considered in the
integration. These approaches for applying detection limits
on synthetic observations are, in effect, equivalent.
Note that some of the methods require only the 12CO
emission as input. In these cases, all the PPV voxels with
brightness temperatures higher than the 12CO detection
limit are considered. Depending on the simulation param-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1 (Cont.). H2 column density map and the 12CO and 13CO integrated emission maps as well as the true XCO distribution for
models (i) to (k). The complete set of models is available in the electronic-only material.
eters (i.e. metallicity and ISRF strength), a significant
amount of molecular mass might reside in regions where the
12CO is brighter then the threshold, but the 13CO emission
falls beneath it. This mass, in an ideal case, should be traced
by the methods relying solely on 12CO emission, but it is ig-
nored by definition in methods that rely on both isotopes.
Therefore in our analysis, we distinguish the molecular mass
in regions where both the 12CO and 13CO emission are above
the threshold, from the molecular mass of regions where only
the 12CO is required to be above the limit. The methods are
benchmarked taking this difference into account.
We neglect any additional uncertainties resulting from
the intrinsic noise of the observational data and possible
calibration errors.
4.2 Column density determination
In this approach, first the column density of an optically thin
molecular gas tracer (usually 13CO or C18O) is calculated.
An abundance ratio between the observed species and H2 is
assumed (this implicitly contains a conversion to 12CO) to
obtain the H2 column density. This is then spatially inte-
Table 2. List of the tested methods. The abbreviations below
are adopted in the reminder of this paper. See section 4 for the
detailed description.
Abbreviation Method type Reference
W2009col column density Wilson et al. (2009)
RD2010col column density Roman-Duval et al. (2010)
RL2006vir virial mass Rosolowsky & Leroy (2006)
ML1988vir virial mass MacLaren et al. (1988)
GML2011XCO XCO-factor Glover & Mac Low (2011)
GALXCO XCO-factor e.g. Bolatto et al. (2013)
W2010XCO XCO-factor Wolfire et al. (2010)
grated over the chosen column density contour level to give
the total H2 mass above the limit.
We start with the synthetic 13CO emission maps derived
from the simulations. The 13CO column density, analogous
to what we would measure from observations, is calculated
following the concepts presented in Wilson et al. (2009) for
linear molecules in LTE. The method involves a set of addi-
tional assumptions, such as that all CO isotopes have a uni-
c© 0000 RAS, MNRAS 000, 000–000
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form excitation temperature along a line of sight and that
their emission originates from the same volume. Addition-
ally, the optical depth of the J = 1→ 0 transition is taken to
be much larger than unity for 12CO and few or less for 13CO.
Furthermore, the only source of background radiation is the
2.7 K CMB. It is known that some of these assumptions are
invalid in realistic conditions or only hold over a limited col-
umn density range (Kennicutt & Evans 2012). For instance,
the 13CO emission already becomes optically thick around
a 13CO column density of few × 1016 cm−2, and provides
only a lower limit at higher columns. Similarly, the excita-
tion temperature inferred from 12CO emission might differ
considerably from the true excitation temperature (Padoan
et al. 2000; Molina 2013). Despite these issues, many obser-
vational studies rely on this method (e.g. Goldsmith et al.
2008; Pineda et al. 2008, 2010).
To determine the column density of 13CO, first the “ef-
fective” excitation temperature along the lines of sight (see
Molina 2013; Glover et al. 2015, for a discussion of the choice
of an extinction temperature measure) and the optical depth
(τ ) of the emission line is estimated. Generally, the inten-
sity of an emission line is derived from the radiative transfer
equation (e.g. Rybicki & Lightman 1986) and written as
Iline = (S − I0)(1− e
−τ ), (2)
where S denotes the source function, which is defined as the
ratio of the emission and the absorption coefficients, and I0
is the incident background intensity.
In the Rayleigh-Jeans regime, the brightness tempera-
ture (Tb) is strictly proportional to the kinetic temperature
of the emitting gas. In fact, Tb is defined as the temper-
ature, which, when inserted into the Rayleigh-Jeans law,
would give the measured intensity,
Tb = Iν
c2
2ν2kB
, (3)
where c is the speed of light in cm s−1, ν is the transition
frequency (115.271 GHz and 110.201 GHz for the lowest J
rotational transition of 12CO and 13CO, respectively) and
kB is the Boltzmann constant in erg K
−1 unit. The bright-
ness temperature and all other temperatures in the following
equations are measured in Kelvin. Equations 2 and 3 can be
combined to
Tb = T0
(
1
eT0/Tex − 1
−
1
eT0/Tbg − 1
)
(1− e−τ ), (4)
where T0 = hν/kB, with h denoting the Planck constant in
CGS units. Assuming that the 12CO (J = 1 → 0) line is
optically thick (τ ≫ 1), its excitation temperature is given
by
Tex = 5.5 ln
(
1 +
5.5
T 12b,peak + c1
)−1
, (5)
where the T 12b,peak is the
12CO brightness temperature at the
emission peak and 5.5K ≡ T0 = hν(
12CO)/kB.
We assume that the excitation temperatures of 12CO
and 13CO are equal along each line of sight. Substituting
the excitation temperature and the 13CO brightness tem-
perature, T 13b (ν), in equation 4, we solve for
τ13(ν) = −ln
[
1−
T 13b (ν)
5.3
{
exp
(
5.3
Tex
− 1
)−1
− c2
}−1]
,
(6)
the 13CO (J = 1 → 0) optical depth, where 5.3K =
hν(13CO)/kB. The constants c1 and c2 correct for the back-
ground radiation. If the 2.7 K CMB is the dominant source
of the background radiation, then c1 = 0.82 and c2 = 0.16
(Wilson et al. 2009). Our synthetic emission maps, however,
exclude any contribution from the background5, therefore
both constants are set to zero.
The optical depth calculated in this way is an indicator
for the column density of 13COmolecules in the lower J state
of the transition (in this case the ground state). To convert
this to the total 13CO column density, we must sum over all
energy levels of the molecule. Assuming that Tex = Tkin for
all energy states and that the levels are populated according
to the Boltzmann distribution, the population of all states
can be estimated (see equations 15.32 to 15.35 in Wilson
et al. 2009). Thus, the column density of 13CO is calculated
according to
N(13CO) = 3.0 × 1014
Tex
∫
τ13(v)dv
1− exp(−5.3/Tex)
, (7)
where the beam (i.e. pixel) average column density is in the
units of cm−2 and the velocities (v = 10−5 c (1−ν/ν(13CO)))
are in km s−1. If the optical depth of the line is only
a factor of a few larger than unity, then the numera-
tor can be approximated as Tex
∫
τ13(v)dv = τ13,0/(1 −
exp (−τ13,0))
∫
T 13b (v)dv, where τ13,0 is the optical depth of
the line centre and
∫
T 13b (v)dv is the integrated line inten-
sity. For τ13,0 > 2, the expression is expected to overestimate
the 13CO column density (e.g. Pineda et al. 2010). For the
remainder of the paper, we call this method W2009col (after
Wilson et al. 2009).
Roman-Duval et al. (2010) adopts a slightly different
method (RD2010col); instead of calculating an effective exci-
tation temperature along a line of sight, they calculate it for
each velocity channel. Consequently, Tex becomes a function
of velocity (i.e. frequency), and cannot be moved out from
the integral. Note that, this method does not approximate
the optical depth dependence, but solves the full integral.
The 13CO column density is converted to 12CO column
density by multiplying it with the 12CO/13CO isotopic ra-
tio. The direct determination of the ratio is difficult and
restricted to ultraviolet and millimetre-wavelength absorp-
tion measurements (Liszt & Lucas 1998; Sheffer et al. 2007;
Sonnentrucker et al. 2007), which trace a lower column den-
sity range than those of typical molecular clouds. In ob-
servational studies of MCs, often a single ratio is adopted
for the whole cloud. This is chosen according to the aver-
age 12C/13C ratio of the ISM within a few kpc of the Sun
(Langer & Penzias 1990; Wilson 1999). In practice, both the
elemental and the 12CO/13CO ratios are expected to vary
5 In the hydrodynamic simulation we model the heating from
a uniform interstellar radiation background that also accounts
for the cosmic microwave background. In the radiative transfer
post-processing only the emission from the molecular cloud is
modelled.
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within the same cloud, due to isotope selective photodisso-
ciation and chemical fractionation reactions (see e.g. Szu˝cs
et al. 2014). The spatial variations and the deviation from
the elemental ratio therefore contribute to the error of the
CO column density based mass measurement method.
In the final step, the 12CO column density is converted
to H2 column density. For this, we assume that all the avail-
able carbon is incorporated in CO and that the gas is fully
molecular (xH2 = 0.5). In case of the solar metallicity model
(c to j in Table 1), this implies a 12CO to molecular hy-
drogen number density ratio, n(12CO)/n(H2) = 2.8× 10
−4.
For the lower metallicity cases (a, b and k), the value scales
proportionally to Z. With this choice of the n(12CO)/n(H2)
ratio, the derived H2 column density at the low end of the
distribution is expected to systematically overestimate the
true distribution. The reason for this is the efficient destruc-
tion of CO by photodissociation in the weakly shielded, low
column density gas (Visser et al. 2009), that decreases the
ratio. Nevertheless, when only CO observations are avail-
able for a given cloud, this approximation might be con-
sidered as the “best guess”. For instance, Pineda et al.
(2010) finds in the Taurus molecular cloud, when compar-
ing H2 column densities derived from CO isotope emission
and visual extinction, that in regions where 12CO emission,
but no 13CO is observed (presumably translucent regions),
the n(12CO)/n(H2) ratio varies strongly, while where both
12CO and 13CO emission are detected (likely dense, shielded
regions), it can be approximated with a single value of
1.1× 10−4. More recently, Ripple et al. (2013) finds similar
environment-dependent variations in the 13CO abundance
in the Orion molecular cloud.
4.3 Virial mass
The virial mass analysis is based on the measurement of
the size and the average turbulent line width of the cloud.
If these quantities are known and the radial density profile
is given, then following Solomon et al. (1987), the mass of
the cloud under the assumptions of virial equilibrium and
spherical symmetry can be calculated using the equation
Mvir =
3(5− 2γ)
G(3− γ)
Rpc∆v
2, (8)
where γ is the exponent of the radial density distribu-
tion (i.e. ρ(r) ∝ r−γ), G is the gravitational constant
(G ≈ 1/232M−1⊙ pc km
2 s−2), Rpc is the linear cloud size
in pc and ∆v is the full width at half-maximum (FWHM)
of the line in km s−1, the result,Mvir is given in solar masses
(M⊙). Note that the assumption of spherical symmetry is a
large simplification, since most clouds show highly filamen-
tary structure (Andre´ et al. 2014, and references within).
We measure the cloud size and velocity dispersion in
the 12CO position-position-velocity data cube using the
moment-based method developed by Rosolowsky & Leroy
(2006, RL2006vir hereafter) and frequently adopted in ob-
servational studies (e.g. Hughes et al. 2010). The cloud is
defined by a brightness temperature iso-surface, such that all
the connected pixels brighter than the limit Tb,edge are asso-
ciated with the cloud. We set the limit to be Tb,edge = 0.6K
(in the case of 12CO). The data cubes are then rotated
such that the x and y axes are aligned with the major
and minor axes of the cloud, respectively (see equation 1
in Rosolowsky & Leroy 2006). The root-mean-square cloud
size is given by the geometric mean of the second spa-
tial moments along the major and minor axes. The veloc-
ity dispersion is computed by taking the second moments
along the velocity axis. Assuming a Gaussian line profile,
the velocity dispersion is related to the FWHM value via
∆v(Tb,edge) =
√
8 ln(2) σv(Tb,edge), where σv(Tb,edge) is the
velocity dispersion. Taking the frequently assumed γ = 1 ra-
dial density distribution exponent, equation 8 can be written
as
Mvir(Tb,edge) = 1040 × Rpc(Tb,edge) × σ
2
v(Tb,edge), (9)
where the numerical coefficient accounts for the radial den-
sity profile, the conversion factor between line width and ve-
locity dispersion and the gravitational constant (MacLaren
et al. 1988). The result is again given in solar masses (M⊙).
We use the cprops6 implementation of this recipe. An
additional feature of cprops is the possibility of extrapo-
lating the cloud properties (size and velocity dispersion) to
the Tb,edge = 0K contour level (i.e. to correct for emission
falling below the detection limit). We do not use this option
for the sake of consistency with the other methods.
MacLaren et al. (1988, ML1988vir) proposed a slightly
different analysis by suggesting the use of both 12CO and
13CO emission. They argue that the virial theorem gives a
reliable result only if the considered ∆v describes the aver-
age line-width over the whole cloud, including the central
core regions. The typically optically thick 12CO emission
provides information only from the cloud surface (where the
optical depth is about 1), while 13CO remains optically thin
until larger depths and probes the velocity structure deeper
in the cloud. On the other hand, due to its preferential
photo-dissociation, 13CO has a larger formation threshold in
AV than
12CO, and cloud size estimates based on the former
would underestimate the true value. In our implementation
of the ML1988vir method, we also use the cprops algorithm
to calculate the cloud size and the velocity dispersion, but
we obtain the former from the 12CO emission, and the latter
from the 13CO emission (with Tb,edge = 0.3K).
The virial mass of the cloud is a measure of the total
cloud mass, thus the helium and atomic hydrogen (Hi) con-
tent should be subtracted from it to arrive at the H2 mass.
The helium mass fraction is 0.24 in each simulation. This is
a constant contribution, and we simply subtract it from the
virial mass estimates. The contribution of Hi to the total-
and CO-bright mass budget is more model dependent. In
the low metallicity or high ISRF cases, the Hi component of
the total cloud mass might amount up to 10 per cent. In the
case of the Milky Way-like model the contribution is 6 per
cent. Furthermore, the distribution of Hi strongly varies in
space. In CO-bright regions (dense gas) it only contributes
up to 0.5 per cent of the total mass, even when the metal-
licity is low or the radiation field is strong. In these regions
the gas is mostly molecular, and hydrogen is locked in H2.
Hence, we do not subtract the Hi mass from the virial es-
timate, due to its negligible contribution in the CO-bright
gas.
6 https://github.com/low-sky/cprops
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Figure 2. Comparison of prescriptions for the mean visual ex-
tinction and metallicity dependent XCO-factors. In the case of the
GML2011Xco method, the metallicity dependence enters implic-
itly, via the scaling of the dust-to-gas ratio with Z. TheW2010Xco
method accounts for the metallicity and the ISRF dependence
explicitly. In this case, XCO strongly depends on the metallicity,
while the ISRF dependence is much weaker. At high 〈AV〉 all mod-
els converge by construction to the Galactic value, while at low
mean AV values there is a wide distribution of possible conver-
sion factors. The GML2011XCO empirical fit is roughly consistent
with the 0.3 and 0.6 Z⊙ metallicity W2010XCO curves.
4.4 The CO-to-H2 conversion factor
In the case of nearby molecular clouds, the H2 column den-
sity can be estimated indirectly by measuring the total col-
umn density of hydrogen (using e.g. dust extinction, dust
emission, or the diffuse γ-ray flux) and subtracting the col-
umn density of atomic hydrogen (measured by the Hi 21 cm
hyperfine emission line). A series of studies (e.g. Sanders
et al. 1984; Strong & Mattox 1996; Hunter et al. 1997)
found that the H2 column density calculated this way is pro-
portional to the velocity-integrated intensity of the 12CO
(J = 1 → 0) line (WCO =
∫
T 12B (v) dv, in units of K km
s−1). The proportionality is often expressed with the so-
called XCO-factor:
XCO ≡
NH2
WCO
. (10)
A number of independent studies (see the review of Bolatto
et al. 2013) find a Galactic mean value,
XCO,0 = 2× 10
20 cm−2 K−1 km−1 s, (11)
with 30% uncertainty within the Milky Way disk environ-
ment (i.e. for Z = Z0, G = G0).
The XCO-factor is, however, expected to vary on small
scales and to correlate with the cloud properties and the
(galactic) environment7. In general, the variation in the con-
version factor is due to the combined effects of changes in the
chemical and excitation properties of the cloud with scale,
7 See Lee et al. (2014) for an observational example in the Perseus
cloud and Shetty et al. (2011a,b); Clark & Glover (2015) for a
theoretical investigation.
environment and/or composition. In low metallicity environ-
ments, such as dwarf irregular galaxies, the cloud average
XCO factor might increase drastically, by orders of magni-
tude. As an example, Bolatto et al. (2011) find about 2 or-
ders of magnitude increase in the Small Magellanic Cloud,
compared to the Milky Way value (see also Tacconi et al.
2008). The reasons could be traced back to both the lower
elemental abundance of carbon and oxygen available for CO
production and the reduced number density of dust particles
that contribute to the shielding of molecules from the UV
radiation. The H2 and CO molecules are formed through
qualitatively different chemical processes and the efficiency
of their destruction by the ISRF differs. H2 mainly forms
on dust grains and its abundance depends primarily on the
available time (e.g. in conditions typical to the turbulent
Milky Way clouds, the H2 formation timescale is a few Myr;
see e.g. Glover & Mac Low 2007b). CO, on the other hand,
forms primarily in the gas phase via the relatively fast ion-
neutral and the somewhat slower neutral-neutral reactions
and due to its less efficient shielding it gets destroyed deeper
into the cloud than H2, thus its abundance is set mainly
by the shielding available (for further discussion we refer to
Klessen & Glover 2016). With decreasing metallicity, the CO
shielding decreases, therefore the CO emitting zone shrinks
to enclose only the highest (column) density regions of the
clouds, while the H2 rich gas can still remain extended. This
results in an increasing cloud average XCO factor (see, e.g.
Bolatto et al. 2013, and references therein).
Similarly, when the incident ISRF is strong, e.g. in the
Galactic Centre or in a starburst environment, the CO-
abundant zone retreats to higher total column densities. By
itself, this effect will tend to increase XCO. However, the
stronger irradiation also increases the gas temperature, par-
ticularly if it is accompanied by an increased cosmic-ray ion-
isation rate. This in turn increases the brightness of the CO
line, and tends to decrease XCO. Which of these effects dom-
inates is not clear a priori, and it is plausible that in some
circumstances they may cancel almost entirely, resulting in
an XCO close to the Galactic value (Liszt et al. 2010).
This issue has recently been investigated numerically
by Clark & Glover (2015). They study the effects on XCO
of increasing the strength of the ISRF and the size of the
cosmic ray ionisation rate from the canonical local values to
values a hundred times larger. They find that in small clouds
with densities comparable to local MCs, the effect on XCO
is rather small, while in larger clouds, there is a pronounced
increase in XCO as the radiation field strength and cosmic
ray ionisation rate are increased, although even in this case
the dependence is strongly sub-linear. However, they also
show that if the mean cloud density and velocity dispersion
are increased at the same time (as is plausible for clouds in
extreme environments), then this can completely offset the
effect of the harsher environment on XCO.
The numerical simulations of Glover & Mac Low (2011)
and the analytical calculations of Wolfire et al. (2010), for-
mulated in Bolatto et al. (2013), offer theoretical calibra-
tions for the environment dependence of the cloud average
XCO factor. Glover & Mac Low (2011) perform turbulent,
three-dimensional magneto-hydrodynamic simulations with
self-consistent chemistry and thermal balance, while neglect-
ing self-gravity. They explore solar and sub-solar metallic-
ities and various mean cloud densities (from n0 = 30 to
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1000 cm−3) and determine the cloud average XCO factor
as a function of the cloud-average visual extinction (〈AV〉).
At low 〈AV〉 the conversion factor approximately follows a
power law, while above 3.5 mag cloud average visual extinc-
tion, the XCO-factor converges to the Galactic disk value.
We adopt the following functional form of their result
XCO =

XCO,0
(
〈AV 〉
3.5
)−3.5
if 〈AV 〉 < 3.5mag
XCO,0 if 〈AV 〉 ≥ 3.5mag.
(12)
In the remainder of this paper we reference the H2
mass calculated with the XCO value derived this way as
GML2011XCO .
Bolatto et al. (2013) determine the metallicity depen-
dence of the conversion factor following the analytical argu-
ment of Wolfire et al. (2010, hereafter W2010XCO). They
assume a spherically symmetric molecular cloud with a ra-
dial density profile of ρ ∝ r−1 and calculate the difference in
visual extinction between the CO-abundant (i.e. the cloud
depth where the 12CO becomes optically thick) and the H2-
dominated layers (i.e. the depth where the gas is half molec-
ular) of the cloud. This is given by
∆Av = 0.53 − 0.045 × log10
(
G
n
)
− 0.097 log10(Z), (13)
where n is the mean gas density, G and Z are the ISRF
strength and the metallicity in the units of G0 and Z⊙,
respectively. The XCO factor is expected to be propor-
tional to the mass ratio of the CO-bright and the to-
tal molecular gas masses, which is written as XCO ∝
M(R(H2))/M(R(CO)) = exp(−4∆AV/〈AV〉). The metal-
licity dependence is introduced through the visual extinc-
tion, by assuming that the dust-to-gas ratio decreases with
decreasing metallicity (Draine et al. 2007), thus 〈AV〉(Z) =
〈AV〉(Z⊙) × Z. The metallicity dependence of XCO is then
derived from the ratio M(R(H2))/M(R(CO)) at metallicity
Z and the solar value (Z⊙),
XCO = XCO,0 exp
(
4∆AV
〈AV〉
)
exp
(
−4∆AV
〈AV〉/Z
)
. (14)
In the first exponent, 〈AV〉 denotes the cloud average visual
extinction measured at metallicity Z. In the second expo-
nent 〈AV〉/Z stands for the average visual extinction that
could be measured for the same cloud, if its metallicity were
Z⊙.
Fig. 2 compares the XCO-factors and their respective
dependencies in the physical conditions, according to the
GML2011XCO and the W2010XCO methods. For compari-
son we also show the Galactic XCO (GALXCO) on the figure.
The total H2 mass of the cloud is calculated by the
following prescription. First, we integrate the 12CO (J =
1 → 0) PPV cubes along the velocity dimension to ob-
tain the two-dimensional WCO map. The PPV brightness
temperatures, which are below the 3 σ12CO = 0.6 K detec-
tion limit (see section 4.1) are omitted from the integration.
Then the WCO(x, y) = 0K km s
−1 pixels are rejected from
the velocity-integrated map, and the arithmetic mean in-
tensity value of the remaining pixels is calculated. With the
latter step, the effects of small scale XCO variations are less-
ened. The cloud average visual extinction is the mean of the
true visual extinction in the lines of sight (i.e. pixels) used
to calculate the mean intensity. The true visual extinction
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Figure 3. Comparison of cloud masses derived using different
methods. The horizontal axis shows the ratio of the measured
H2 mass and the true H2 mass above the detection limit. The
latter is known from the simulation. The numerical values of the
H2 mass and its estimates can be read from the right side of the
figure. The total H2 content of the clouds and their CO-dark H2
fraction are also shown. The solid vertical line shows the one-to-
one ratio of the estimate and the true H2 mass, while the dotted
vertical lines indicate a factor of 2 deviation from it. The error
bars in case of d) represent the variation due to different viewing
angles and cloud realisation (see Appendix B). The “#” and “∗”
symbols indicate whether the method takes both the 12CO and
13CO detection limits into account, or only the 12CO threshold,
respectively (see Section 4.1). The molecular mass above the limit
and the CO-dark fraction is also indicated in the two cases.
is determined from the hydrogen nuclei column density via
AV = 5.348×10
−22NH for dust-to-gas ratio of 1/100 (Bohlin
et al. 1978; Draine & Bertoldi 1996). The total H2 mass esti-
mate is then the product of the mean intensity, the adopted
XCO-factor, the surface area over which the average is taken
and the H2 molecule mass.
5 RESULTS
Fig. 3 summarises the H2 masses estimated using the meth-
ods described above for all of the simulations. In addition to
the molecular, i.e. H2, mass estimate (M
obs
>lim), it also lists the
true molecular mass above the CO brightness temperature
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Figure 3 (Cont.). Comparison of cloud masses derived using
different methods from simulations (g) to (k). The “#” and “∗”
symbols indicate whether the method takes both the 12CO and
13CO detection limits into account, or only the 12CO limit, re-
spectively (see Section 4.1). The molecular mass above the limit
and the CO-dark fraction is also indicated in the two cases.
threshold Msim>lim (CO-bright H2 mass hereafter), the total
H2 mass (M
H2
tot, i.e. the sum of CO-bright and CO-dark) and
the true CO-dark molecular gas fraction (i.e. the ratio of H2
mass below the detection limit and the total H2 mass).
The CO-bright H2 mass is defined as the integral of the
true H2 column density over the position-position surface,
where, at least in a single velocity channel, the 12CO and
13CO brightness are both greater or equal to the respective
0.6 K and 0.3 K detection limits (marked by “#”), or where
at least the 12CO brightness is above the threshold (marked
by “*”). For methods that take both the 12CO and 13CO
emission into account (e.g. RD2010col), we use the former
definition of the CO-bright mass, since these methods can-
not be applied to lines of sight where 13CO is not detected.
On the other hand, for methods that only make use of the
12CO emission (e.g. the methods based on the XCO-factor),
we use the latter definition. The total H2 mass is given by
the integral of the true H2 column density over the position-
position surface, where N(H2) is grater than zero.
In case of the fiducial model (d), the emission and
the mass estimates are also calculated at different viewing
angles. Additionally, we consider a second Milky Way-like
cloud by running a hydrodynamic simulation with identical
parameters but with a different random seed for the initial
turbulent velocity field. The horizontal error bars represent
the range that the estimates cover in these realisations. See
Appendix B for a detailed comparison.
We emphasise the difference between the CO-bright H2
mass and the total H2 mass of the cloud. In case of high
metallicity and moderate ISRF strengths, the CO-bright and
total H2 masses are very similar (see models c, d, f, i). How-
ever, in case of sub-solar metallicities and/or strong ISRFs
(a, b, e, j, k), or when the virial parameter is high (g, h),
the difference is much larger, up to 54 per cent, due to the
enhanced CO-dark molecular mass fraction. We also find a
factor of 1.4 - 1.5 difference in our estimate of the CO-dark
H2 fraction, depending upon whether we require both the
12CO and 13CO brightness temperatures to be above the
detection limit, or only the 12CO brightness temperature.
In other words, the mass of molecular gas that is completely
CO-dark is roughly twice the size of the “diffuse” molec-
ular component that is dark in 13CO but bright in 12CO
(c.f. Roman-Duval et al. 2016). In the following, we compare
the mass estimates to the CO-bright H2 mass of the clouds
(section 5.1). Then we discuss the environment dependence
of the CO-dark molecular mass fraction and evaluate the
methods in terms of their ability to recover the total H2
mass (section 5.2). Finally, we compare the virial parameter
of the cloud inferred from the observed virial mass to the
virial state of the CO-bright regions and the overall molec-
ular cloud (section 5.3).
5.1 CO-bright H2 mass
The LTE column density measurement methods always un-
derestimate the CO-bright H2 mass. In the best cases (c, d
and e) the difference is about factor of 2, while in the worst
cases (a and k) it is an order of magnitude. We find that
the virial and XCO masses are “good” indicators, i.e. within
a factor of 2, of the true cloud mass, unless the metallic-
ity is low (< 0.6×Z⊙). The exceptions is the GML2011XCO
method, which yields about a factor of 10 error in the lowest
metallicity cases or when the virial parameter is high.
The CO isotope column density measurement based
methods (W2009col and RD2010col) are poor indicators of
Msim>lim. They tend to perform similarly, with the largest dis-
crepancy of ∼ 30%, and in all cases the RD2010col provides
a better estimate. These methods work best for solar metal-
licity and G = 1, 10 × G0 conditions, but even then they
underestimate the CO-bright (and total) H2 mass severely.
Their mass estimate is largely insensitive to the virial pa-
rameter change (d, g and h).
The virial analysis based methods (RL2006vir and
ML1988vir) seem to work the most consistently for each
model. Surprisingly, this is the case even when the virial pa-
rameter is supercritical, thus the kinetic energy dominates
over the potential energy and the velocity dispersion is not a
direct indicator of the cloud mass. We discuss the reason for
the good match in detail in section 6.2. The purely 12CO
emission based RL2006vir method performs better in all
cases, except when the ISRF strength or the virial parame-
ter is high. In those cases it overestimates the H2 mass, while
theML1988vir method, which consistently yields about 25%
lower masses, provides a more precise estimate.
The CO-to-H2 conversion factor methods exhibit a large
variation in the reliability of their mass estimates. The
determining quantity in the values of the XCO factor in
c© 0000 RAS, MNRAS 000, 000–000
12 Szu˝cs et al.
GML2011XCO and W2010XCO is the metallicity. The de-
pendence is implicit in the first case, through the metallicity
dependent visual extinction value, and explicit in the latter.
The GML2011XCO method tend to perform the poorest in
recovering Msim>lim when metallicity is low (see models a, b
and j) or when αvir is high. The W2010XCO method overes-
timates the H2 mass in the low metallicity cases by a similar
factor (about 2) as the GALXCO underestimates it. The de-
pendence on the virial parameter is due to the reduction of
cloud average AV (see panels d, g, h in Fig. 6).
The GALXCO method provides an estimate consistent
with the CO-bright H2 mass within a factor of 2 − 3. The
Galactic XCO value works the best at solar metallicity and it
is only weakly sensitive to the ISRF strength. In these cases
the CO-to-H2 conversion factor does not vary strongly, and
it is close to the Galactic value in the great majority of pixels
(see panels e and j in Fig. 1 and Fig. 6).
5.2 CO-dark gas fraction and the total H2 mass
The CO-dark (sometime called “CO-faint”, in general H2
gas not traced by CO emission) molecular gas fraction and
its environmental dependence is a major focus of research in
both the Galactic and extragalactic ISM studies. Dust emis-
sion based analysis of nearby molecular clouds finds that the
CO-dark H2 fraction is about ∼ 30% (Planck Collaboration
et al. 2011), and hints at a metallicity dependence. The in-
dividual cloud scale PDR models presented in Wolfire et al.
(2010) and the galactic scale hydrodynamic simulations of
Smith et al. (2014) in a Milky Way-like setup find this frac-
tion to be 30% and 42% respectively. The former also finds
that the fraction is insensitive to cloud properties and envi-
ronment. We note that there are two main components of
the CO-dark molecular gas: translucent clouds with low to-
tal visual extinction and the translucent envelopes of dense
clouds. The models of Wolfire et al. (2010) are informative on
the envelopes of dense clouds, while the Smith et al. (2014)
models take both components into account. The simulations
presented here are more similar to the individual cloud mod-
els of Wolfire et al. (2010). We probably underestimate the
CO-dark molecular gas fraction, due to the fact that the
simulations are initialised with isolated, homogeneous den-
sity spheres. Nevertheless, the models may provide insight
into systematic changes with metallicity, ISRF strength and
the adopted CO-based mass measurement method.
We find that the CO-dark gas fraction depends strongly
on the cloud environment, metallicity and on the imposed
detection threshold. When both the 12CO and 13CO thresh-
olds are considered, the dark mass fraction is the largest
in the low metallicity or high αvir simulations (a and k,
Z = 0.3 × Z⊙, h), where it is about or higher than 40 per
cent. As the metallicity doubles (b), the fraction decreases
by about a factor of 2 to 23%. At solar metallicity (d),
it halves again to about 12%. The ISRF strength increase
affects the fraction similarly to the decreasing metallicity.
These changes in the amount of gas traced by CO can be
followed on the corresponding panels of Fig. 1. When only
the 12CO threshold is imposed, the CO-dark mass fraction
is lower, by about 30-40 per cent. A similar trend seems to
apply for the 105M⊙ cloud (i, j and k); the CO-dark gas
fraction increases by more than a factor of 10 from (i) to (k)
as metallicity decreases.
Table 3. Measured and true virial parameters. The former,
αvir,measured is calculated as the ratio of the virial mass (eq. 9)
and the true molecular mass above the CO brightness limit (CO-
bright H2 mass) or the virial mass and the true total H2 mass of
the cloud (total H2 mass). The true virial parameter is calculated
using the physical quantities in the hydrodynamic simulation. The
CO-bright true virial parameter refers to the virial parameter of
the gas with CO abundance, xCO ≥ 10
−5. The total true virial
parameter includes the complete cloud, these values are also listed
in Table. 1.
Model αvir CO-bright αvir Total
measured true measured true
a 1.20 0.69 0.54 1.08
b 0.93 0.88 0.71 1.10
c 0.98 0.98 0.95 1.04
d 1.02 0.92 0.88 1.04
e 1.21 0.93 0.95 1.07
f 0.90 1.08 0.85 1.51
g 1.18 1.73 0.87 2.52
h 2.00 2.96 0.88 7.95
i 0.73 0.87 0.71 0.90
j 1.20 0.73 0.93 0.89
k 0.89 0.72 0.54 0.88
5.3 Observed virial parameter
The fact that the virial mass seems to be a good measure
of the true molecular mass above the CO detection limit
suggests that both the observationally-inferred and the ac-
tual virial parameters of the CO-bright portion of the cloud
must be close to unity. It worth examining, however, to what
extent the observed value correlates with the overall virial
state of the cloud. In Table 3, we list two different values for
the observationally-inferred or “measured” virial parameter
for each of our model clouds. In both cases, we compute the
virial mass of the cloud using Eq. 9. In the first case, we then
compute a virial parameter by dividing this by the H2 mass
of the CO-bright regions of the cloud (defined here as those
parts of the cloud where the CO fractional abundance ex-
ceeds 10−5). These values are denoted in the Table as αvir
CO-bright. In the second case, we instead divide Mvir by
the total H2 mass. We compare these values with the “true”
virial parameters of either the CO-bright molecular gas or
the entirety of the molecular gas, computed using the output
of our hydrodynamical simulations.
In case of the αvir,0 = 2 simulations (a to f and i to j), we
find observed virial parameters around unity with a scatter
of roughly 20 per cent. The observed virial parameters of the
high αvir,0 models are systematically underestimated, by 50
per cent when compared to the virial parameter of the CO-
bright gas, and up to a factor of 4 when compared to the
overall virial parameter of the cloud (see section 6.2).
Generally, the observed virial parameters are in good
agreement with the virial parameter of the CO bright gas,
when the true virial parameter is low, and underestimate
the true value when it is much larger than unity. The over-
all virial parameter of the cloud is always underestimated.
This is due to the underestimated virial mass of the cloud.
We point out, that this implies that molecular clouds which
are observed in CO emission to be subvirial, might in fact
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be stable to gravitational collapse or even expand on large
scales.
6 FURTHER DISCUSSION
We find that the CO isotope column density estimation
methods seriously underestimate the true molecular cloud
mass, while the other methods are accurate within a factor
of 2 in conditions similar to those in the Milky Way. But
why do the former methods perform so poorly and why do
the latter work reasonably well? How good are the column
density estimate methods at recovering the true H2 column
density distribution? Why do the virial analysis methods
work so well in the whole studied parameter range? What is
the problem with the AV dependent XCO-factors, and how
does the CO-to-H2 conversion factor change with physical
conditions on the sub-parsec scale? In the following section
we discuss these questions.
6.1 Inferring H2 column density from CO isotope
emission
In the previous section we showed that the molecular mass
derived by inferring the H2 column density from the CO
emission significantly underestimates the cloud mass in all
cases. Consequently, the method can not recover the H2
column density distribution over the whole column density
range. Can the method still be a good indicator of column
density over a limited range?
To answer this question, we compare the true H2
column density distribution to those inferred using the
RD2010col method. We also calculate the true
12CO col-
umn density distribution from the simulation. Fig. 4 shows
the different column density distribution for all eleven mod-
els. The red histogram represents the true H2 distributions,
while the blue histogram shows the H2 column density distri-
bution of regions, where both the 12CO and 13CO emission
are above the detection threshold. In each case these follow
a relatively narrow distribution, peaking between 1021 and
1022cm−2. The 12CO column densities are transformed to H2
column density using a constant 12CO/H2 ratio. We assume
that all carbon atoms are incorporated in CO molecules,
thus the abundance ratio is 2×xC,tot = 2.8×10
−4 in the case
of solar metallicity and it scales linearly with the adopted
metallicity. The factor of two is due to the definition of the
H2 fractional abundance, which is xH2 = 0.5 for fully molec-
ular gas. The blue solid line indicates the distribution of H2
column densities we obtain if we apply this procedure to the
12CO column density distribution taken directly from the
simulation. The remaining curves represent the two distri-
butions inferred from the CO isotope emission maps. In one
case, we assume a constant 12CO/13CO isotopic ratio equal
to 60 (red dotted line), while in the other, a 13CO column
density dependent isotopic ratio (green long-dashed line) is
adopted. The former choice is consistent with the frequently
assumed value in observations. The latter is a result from
numerical simulations and is given in Section 3.4 and Ta-
ble 3 in Szu˝cs et al. (2014).
The most striking feature of Fig. 4 is that the CO-
inferred distributions fall short of the true H2 distribution
over the whole column density range. Their PDF peak loca-
tions are shifted, on average, to an order of magnitude lower
column densities and their distributions are a factor of 2-3
wider than those of the true H2 column density above the
limit.
The true N(12CO) distribution – scaled with the given
12CO/H2 abundance ratio – (blue solid line) only follows
the true H2 distribution in the high column density wing.
This indicates that the chosen 12CO/H2 ratio is not uniform
over the whole detectable cloud. In fact, the true abundance
value decreases significantly in the low column density lines
of sight, thus widening the inferred column density distribu-
tions towards lower values. In the case of our fiducial Milky
Way-like model (run d), the mean 12CO fractional abun-
dance (x12CO, the number density ratio with the hydrogen
nuclei per unit volume; note that this is half of the 12CO/H2
ratio when the hydrogen is fully molecular) changes between
1.4× 10−4 (i.e. all carbon in CO) at AV values greater than
2 mag, to a few× 10−5 at visual extinctions between 1 and
2 mag. The main reason for the abundance gradient is the
gradual build up of CO shielding from the dissociative ISRF.
At lower column densities, where photodissociation is effi-
cient, C+ dominates the carbon budget and the remaining
small amount of CO follows a different correlation with H2
than at high column densities. Note also, that in reality the
true CO distribution might not trace the H2 column den-
sity distribution even at the highest column densities. High
column density sight-lines are often associated with high vol-
ume densities, where freeze-out to dust grains depletes the
gas-phase CO (a process not considered in the present sim-
ulations). For observationally motivated discussions of the
cloud depth-dependent CO abundance we refer to the stud-
ies of Pineda et al. (2008), Lee et al. (2014) and Ripple et al.
(2013).
In addition to the error inherited from the incorrect
guess for the 12CO/H2 abundance ratio, the H2 column den-
sities derived from the CO emission (red dotted and green
long-dashed lines) are also affected by the insufficient de-
tection sensitivity at the low column density end, and sat-
urated, optically thick 13CO emission at the high column
density end.
The former is marked by a cutoff in the inferred8 H2
column density around NH2 = 4 × 10
18 cm−2 and fluc-
tuations in the PDF at slightly higher column densities,
while the latter is shown by the cut-off at the high end.
In the cases of strong radiation fields or low metallicities
(e.g. runs a, e, j, k), where much of the low density CO
is destroyed, the RD2010col method provides a good repre-
sentation of the high column density CO distribution. It is
also clear from Fig. 4, that the adopted 12CO/13CO isotope
ratio becomes important in the intermediate column den-
sity range (1019cm−2 < N(H2) < 10
21cm−2, equivalent to
4 × 1014cm−2 < N(12CO) < 4 × 1016cm−2), where the ob-
servations can trace the true CO column density (although
not the H2 column density) well.
We conclude that theW2009col and RD2010col methods
8 Note that the true H2 column density for these sight lines is
much higher, ∼ 1021 cm−2; the difference between the inferred
and real values arises because the mean CO abundance along
these sight lines tends to be much smaller than 10−4.
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Figure 4. H2 column density distributions, taken directly from the simulation (red histogram). The H2 content above the CO detection
limit is shown as blue histogram. The blue solid line shows the true 12CO column density, scaled by a constant abundance ratio to infer
H2 mass. The remaining curves represent “observed” 12CO column density distributions, derived under various assumptions (see text in
section 6.1). Note that the T 12
b
≥ 0.6 K and T 13
b
≥ 0.3 K detection limit corresponds approximately to an inferred H2 column density of
4× 1018 cm−2 and a true H2 column density of around 1021 cm−2.
are strongly affected by abundance variations at lower col-
umn densities and to a lesser extent by high optical depths at
high column densities. Therefore, the methods provide poor
estimates for the molecular mass. Nevertheless, they repro-
duce the CO column densities relatively well over a limited
column density range (e.g. Kennicutt & Evans 2012), if cor-
rections for the depth dependent 12CO/13CO isotope ratio
are applied (see Sections 3.3 and 3.4 in Szu˝cs et al. 2014). In
general, however, the H2 column density inferred from CO
emission does not follow the true distribution. The strong
small-scale variations of the CO abundance account for the
dominant source of error.
We also point out, that even when dust emission is used
to infer the H2 column density distribution, i.e. the abun-
dance variations and the optical depth do not play signifi-
cant roles, the recovery of the true distribution might be hin-
dered by detection noise, line of sight contamination, field
selection and incomplete sampling in interferometric mea-
surements (Ossenkopf et al. 2016).
6.2 Why does the virial mass estimate work?
We show that the virial mass estimates are reliable measures
of the H2 mass in most simulations, but why is this technique
so robust within the covered parameter range, even when the
cloud is out of virial equilibrium?
The virial mass analysis relies on 3 main requirements.
First, the CO line width should trace the overall velocity dis-
persion. Second, the cloud should be close to virial equilib-
rium, and so the velocity dispersion should be proportional
to the cloud mass. Finally, the radial mass distribution pro-
file should follow a power law. The exponent of the power
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law can not be readily measured. In our case, as often in
observational studies, the power law exponent is assumed to
be γ = 1.
Table 4 compares the mass weighted, true velocity dis-
persion (σ1D,intrinsic
9), of the whole cloud, measured along
the line of sight, to those inferred from the 12CO and 13CO
line widths. For both observational indicators, the line-width
inferred velocity dispersion is consistent with the true value
within ∼ 30-40 per cent. Similarly to MacLaren et al. (1988),
we find that the 13CO velocity dispersion provide a better
estimate for the simulated (mass-weighted) line of sight ve-
locity dispersion. In case of the 104 M⊙ cloud models, the
σ1D,measured calculated from both the
12CO and 13CO lines
overestimates the true value. The percentage error in the
line width derived from the 13CO line is generally a factor
of a few smaller than the percentage error in the line width
derived from the 12CO line. For example, for model (d),
the 12CO measurement overestimates the true 1D velocity
dispersion by 37.4%, while the 13CO measurement overesti-
mates it by only 11.4%. For the 105M⊙ cloud models the
inferred line widths systematically underestimate the true
values. The error is higher for the 13CO emission, since it
does not trace the bulk of the cloud so well as 12CO (see
Fig. 1).
The simulations cover a range of initial virial parame-
ters (defined according to Equation 1). The temporal evo-
lution of αvir is shown in the left panel of Fig. 5. The to-
tal kinetic energy of the cloud is calculated as the sum of
the kinetic energies of individual SPH particles (i.e. Ekin =∑
mv2i /2, the particle mass,m, is 0.005M⊙ and vi is the ab-
solute value of the velocity vector of the ith particle). The
total potential energy is calculated directly in the hydro-
dynamic simulation to take the irregular mass distribution
fully into account. If αvir is close to 1, then the virial cloud
mass estimate is expected to be reliable. The virial parame-
ter of the 104M⊙ simulations with initial α0 = 2 (blue solid
line) stagnates during the first ∼ 0.3 Myr, then falls off as a
power law. The cloud is roughly in virial equilibrium when
sink particles first begin to form. In the case of the more
massive cloud with initial α0 = 1 (yellow solid line), αvir
decreases below the equilibrium value slowly, on a Myr time
scale. The α0 = 4 model behaves similarly to the fiducial
model. A qualitative change in behaviour is evident for the
α0 = 8 model. The virial parameter increases after an ini-
tial decrease in the first 0.5 Myr. This due to the fact that
the overall gravitational potential energy decreases with a
higher rate (as the cloud is dispersed) than the kinetic en-
ergy decays.
The virial parameters discussed above are calculated
for the whole cloud. The (synthetic) observations, however,
trace only the regions, which are bright in CO emission.
Therefore, the CO emission might not give us information
on the virial state of the whole cloud. The dashed curves
on the left panel of Fig. 5 show the virial parameter of
the CO-bright segment of the clouds (see also Table 3).
9 σ21D,intrinsic =
∑
vz(i, j, k)2ρ(i, j, k)dV/
∑
ρ(i, j, k)dV , where
vz is the velocity component along the sight line. The summation
is for the i, j, k indexes of the 3 dimensional grid, that is used
for the radiative transfer calculation. ρ denotes the density of a
given cell and dV is the cell volume. The units are in CGS.
We consider SPH particles as being “CO-bright”, if their
12CO abundance is higher than 10−5 (relative to H nuclei
number density). In reality, the brightness depends also on
the local gas temperature and on the excitation properties.
Due to the complexity of mapping between a regular grid,
on which the emissivity is calculated, and the unstructured
assembly of SPH particles, used for the kinetic and poten-
tial energy measurement, we rely on the simplification. The
CO-bright- and cloud-wide virial parameters of the Milky
Way-like model (d) evolve similarly. The similarity remains
for the α0 = 4 model, but the αvir of the CO-bright gas de-
creases more rapidly and at the analysed evolutionary time
it is close to 2. The CO-bright virial parameter of the α0 = 8
model, in contrast to the virial parameter of the whole cloud,
decreases rapidly with time. At the time of the analysis it
is about 3. The trend is comparable to the differences of
virial mass estimates, obtained for the models. This is ex-
plained by the enhanced CO photodissociation in dispersing
clouds with initially large virial parameter. CO is only re-
tained in self-gravitating dense clumps, where the kinetic
energy quickly dissipates. The fact that the virial parameter
of CO-bright regions is within a factor of few of the equilib-
rium value explains why the virial mass estimate seems to
work well for all of these clouds.
The radial density profile of the molecular cloud, ρ(r)
or n(r), depending whether the mass or number density is
concerned, is the quantity determining the numerical value
of the multiplier in equation 9. The right panel of Fig. 5
shows the average number density of selected clouds as a
function of cloud radius. The figure was constructed by di-
viding the total number of protons in small δr thickness
spherical shells around the centre of gravity with the shell
volume. We compare five representative models: the radial
density profile of model (d) is very similar to that of (a), (b),
(c), (d) and (e). Similarly, simulation (i) is a good represen-
tation of simulations (j) and (h). The initially denser cloud
(model f) and the two enhanced virial parameter models (g
and h) are plotted individually for comparison.
The 104M⊙ models yield relatively flat distributions in
the inner 1 pc, then they follow n(r) ∝ r−1, until the sharp
cut-off at the cloud edges. On relatively large size scales,
where the bulk of the mass is located, the radial num-
ber density profile follows the correlation, assumed in the
RL2006vir and ML1988vir methods, remarkably well. This
is especially curious, because the simulations start with ho-
mogeneous and isotropic density distributions, with a mean
number density of 300 cm−3 (1000 cm−3 in case of f). The
105M⊙ runs are very similar, with the exception of a steeper
profile in the inner cloud. We believe that the radial density
profile is not an artefact in the simulation, since it is very
similar in both the low mass and the high mass runs. For
these runs we use different seed fields to produce the initial,
random velocity fluctuations and also choose different am-
plitudes for the turbulent velocities (by changing the cloud
mass).
The radial density profile, however, changes with the
virial parameter of the cloud: when α0 = 2 the exponent is
about -1, while when α0 = 8, the exponent is approximately
-2. In the latter case the coefficient in equation 9 needs to
be adjusted to the appropriate value of 698M⊙ pc
−1 km−2 s2
(MacLaren et al. 1988). Thus it yields a 67 per cent smaller
virial mass estimates. When this correction factor in applied
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Figure 5. Left panel: the virial parameter defined according to Equation 1 as a function of time for the high mass and low mass clouds.
The dotted line indicates the equilibrium virial parameter value. The dashed lines show the virial parameter of the CO-bright gas (where
xCO ≥ 10
−5), the colour indicates the corresponding model. We emphasise that the gradual decrease of the virial parameter is expected,
because we do not include any sources of turbulent driving in the simulations. See the main text for the explanation of the increase in
case of simulation (h). Right panel: the radial number density profile of the modelled clouds compared to the theoretical assumption of
power law indices often used in virial mass measurements. rcom denotes the distance from the centre of mass of the cloud.
to the virial mass estimates from model (h), we find a better
agreement with the CO-bright molecular mass.
In short, the virial mass estimate from the simulations
works well because the emission lines do a good job in trac-
ing the true mass weighted velocity dispersion. The virial
parameter converges to unity by the epoch of sink particle
formation in the α0 = 2 simulations. When the initial virial
parameter is high (g and h), the overall αvir value of the
cloud is significantly higher than that of the CO-bright re-
gions. The later is about a factor of 2-3 above the equilibrium
value. We also find an increasing slope of the radial density
profile with the increasing virial parameter. Due to these
issues, the RL2006vir and ML1988vir methods overestimate
the CO-bright cloud mass when the initial virial parameter
is much higher than unity. A fraction of the real CO-rich
molecular clouds are expected to behave similarly to mod-
els (g) and (h), while clouds that are formed in large scale
colliding flows might inherit large velocity dispersion, and
thus large virial parameters (e.g. Va´zquez-Semadeni et al.
2007; Kauffmann et al. 2013). CO emission might not be a
good indicator for the overall virial state of such turbulent
clouds, as it traces only the CO abundant gas that coincides
(due to the necessary shielding from UV radiation) with
the gravitationally collapsing regions (Glover & Clark 2012a;
Clark et al. 2012b). The collapsing regions typically have a
virial parameter close to the equilibrium value (Ballesteros-
Paredes 2006).
Note also that a fundamental assumption underlying
the virial method is that the observed line widths are dom-
inated by turbulent broadening rather than thermal broad-
ening. This is a good approximation for all of the clouds con-
sidered in our study, but can potentially break down if we
consider clouds in extreme environments such as the Galac-
tic Centre (see Bertram et al., 2016, in prep.).
6.3 AV-dependent XCO and small-scale variations
6.3.1 Recovery of the CO-bright and total H2 masses
The GML2001XCO method overestimates the H2 mass in
runs (a) and (k) (low metallicity) and (g) and (h) (high
virial parameter) by more than a factor of a few. This ma-
jor overestimation is explained by the absence of self-gravity
in the simulations of Glover & Mac Low (2011). In the ab-
sence of self-gravity, it becomes extremely difficult to form
regions with local visual extinctions high enough to shield
CO against photodissociation by the ISRF when the cloud-
averaged extinction is small. Therefore, simulations of low
mean extinction clouds (e.g. low metallicity clouds or clouds
that are dispersed by high levels of turbulence) that are car-
ried out without self-gravity produce only a small amount of
CO, and the resulting CO-to-H2 conversion factor is large.
On the other hand, models that account for self-gravity can
capture the formation of dense, self-gravitating clumps. As
they collapse, these clumps increase their local density and
extinction, and become important sites of CO formation.
Previous simulations of low metallicity clouds have shown
that these dense clumps quickly come to dominate the total
CO emission (Glover & Clark 2012c, 2016). As a result, once
these clumps form, the total CO emission becomes much
larger than the value predicted by the Glover & Mac Low
(2011) simulations, and consequently the appropriate XCO
factor is smaller than the Glover & Mac Low (2011) predic-
tion.
For the low metallicity models, the W2010XCO method
traces the total H2 mass rather than the H2 above the CO
detection limit. This is not surprising, since the method was
calibrated to recover the total H2 mass. In any other cases
(i.e. when the metallicity is solar) the method returns the
galactic XCO factor, independent of the cloud average visual
extinction.
Surprisingly, the Galactic XCO factor provides a reason-
able estimate of the H2 mass above the CO detection limit,
even when the metallicity is low (estimate within a factor of
three). This might be explained by invoking the argument
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Table 4. Intrinsic and measured velocity dispersion. For the details of the calculation we refer to Section 4.1 in Szu˝cs et al. (2014).
Model 12CO (J = 1→ 0) 13CO (J = 1→ 0)
σ1D,intrinsic σ1D,measured relative deviation σ1D,measured relative deviation
(km s−1) (km s−1) % (km s−1) %
a 0.94 0.98 +4.6 0.93 -0.01
b 0.92 1.13 +22.6 0.99 +7.5
c 0.87 1.37 +57.2 0.97 +10.9
d 0.92 1.27 +37.4 1.03 +11.4
e 0.97 1.10 +13.9 1.02 +5.2
f 1.09 1.50 +37.9 1.25 +14.8
g 0.82 1.10 +34.1 0.86 +5.3
h 0.87 0.97 +10.9 0.79 -9.0
i 1.71 1.67 -2.4 1.29 -24.6
j 1.86 1.57 -15.8 1.52 -18.4
k 1.81 1.51 -16.4 1.45 -19.6
of Liszt et al. (2010) for close to Galactic XCO factors in dif-
fuse clouds: They separate the XCO factor into two coupled
and competing contributions:
1
XCO
=
W (CO)
N(CO)
×
N(CO)
N(H2)
, (15)
where the first factor accounts for radiative transfer and CO
molecule excitation effects, while the second accounts for the
chemistry. On one hand the N(CO)/N(H2) ratio decrease
with decreasing metallicity (i.e. less dust shielding leads to
more CO photodissociation and even in well-shielded regions
there is less carbon and oxygen available); on the other hand,
theW (CO)/N(CO) ratio increases due to the higher gas and
excitation temperatures. It can be shown, that the decrease
of one factor might be compensated by the other (Pety et al.
2008). When models (a) and (d) are compared, in fact we
find that along the high column density lines of sight, where
the CO abundance changes by a factor of 3, the line of sight
mass-weighted gas temperature changed with a similar fac-
tor.
Another issue that needs to be mentioned is the com-
bined effect of increasing CO-dark H2 mass fraction with de-
creasing metallicity (and/or increasing ISRF strength) and
the application of a brightness temperature detection limits
to the CO emission. Due to the increasing CO-dark mass
fraction XCO also increases. By imposing a detection limit,
we discard these CO-dark (or rather CO-faint) lines of sight
and hence weaken the metallicity (or ISRF) dependence of
the XCO factor (see e.g. the discussion in Bolatto et al.
2013). As a result, the observed XCO factor remains close
to the galactic value.
6.3.2 XCO factor on sub-parsec scales
It is widely accepted in the literature (e.g. Glover & Mac
Low 2011; Shetty et al. 2011a,b; Bolatto et al. 2013) that
the XCO conversion factor breaks down on small scales. The
clumpy nature of molecular clouds leads to an inhomoge-
neous radiation field within them. This in turn regulates the
CO abundances and excitation conditions, resulting in large
changes on the sub-parsec scales. None of the XCO methods
discussed in this paper claim to provide reliable conversion
factors for individual pixels. In fact, they are recommended
to be used on the cloud-averaged quantities, in order to
smooth out any small scale fluctuations. Arguably, the XCO
factor should not even be used on the scale of individual
clouds, but instead only as averages over whole populations
(Kennicutt & Evans 2012). The behaviour of the cloud aver-
age XCO factor, however, must reflect systematic changes on
(sub-)parsec size scales. To investigate this, we plot the true
XCO factor (defined as the pixel-wise ratio of the true H2
column density and the integrated 12CO emission, where
W (12CO) > 0 K km s−1) against the visual extinction,
measured along the corresponding sight-lines (Fig. 6). The
colour indicates the probability of finding a sight-line (on
the pixel scale) with the given parameter combination. The
figure also shows the adopted XCO factors (lines) and the
mean visual extinction of the cloud above the CO detection
limit (star).
Fig. 6 shows a qualitatively similar visual extinction
dependence for the conversion factor in all models. This be-
haviour is partly driven by the changing dominant CO and
H2 shielding processes with the increasing column density.
The exact column density dependence of the efficiency of
CO shielding processes, however, depend on the 3D density
distribution and chemical composition of the cloud. Fig. 7
illustrates this dependence in case of a 1 dimensional, static
Bonnor-Ebert sphere model, with linked and iteratively
solved shielding and chemical models. The adopted Bonnor-
Ebert sphere has a central density of 3×106 cm−3. The abun-
dances and column densities of species are found iteratively;
first the column density is calculated according to a constant
initial abundance. Then with the shielding, determined by
the column density, the chemical model is run. The new col-
umn densities are determined using the new abundances,
and so on. The shielding coefficients (ΘCO,ΘH2 ,Θdust: CO
self-shielding, shielding by H2 lines and dust shielding, re-
spectively) set the CO photodissociation rate, RCO,thick ac-
cording: RCO,thick = ΘCOΘH2ΘdustRCO,thin, where RCO,thin
is the unattenuated CO photodissociation rate (see e.g.
Visser et al. 2009). For the references of the shielding co-
efficients see Section 2. Considering the depth-dependent
shielding factors in this simplified model, we distinguish 4
characteristic ranges in theAV–XCO distributions (in Fig.6):
(1) Very low visual extinction (AV < 0.2mag): The XCO
factor increases due to the quickly increasing H2 column den-
sity and the very low (xCO ≈ 10
−11) and approximately un-
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Figure 6. The true XCO factor in the simulations as a function of visual extinction, for the pixels whereW (CO) > 0 K km s
−1. The figure
shows the two-dimensional histogram of pixels which have a given AV – XCO combination (see colour bar). The star symbol indicates
the cloud average visual extinction. The predicted cloud average AV – XCO factor correlations of the GML2011XCO , W2010XCO and
GALXCO are over-plotted. These are evaluated at cloud average visual extinction (〈AV〉; marked by the star symbol). The 〈AV〉 is the
average visual extinction of pixels that are above the CO detection threshold (see section 4.1).
changed CO abundance. CO molecules are weakly shielded
from the interstellar UV radiation and the dominant shield-
ing mechanism is due to the overlapping Werner-band H2
absorption lines.
(2) Low visual extinction (0.5mag < AV < 1mag): The
factor levels off and stays nearly constant over a narrow AV
range. The H2 and the CO column densities are increasing
similarly. In this range the dominant shielding mechanism
is the dust shielding for both molecules.
(3) Translucent region (around 1-2 mag): the carbon
is converted in a relatively narrow extinction range from
ionised and atomic forms to CO molecules. This leads to a
rapid increase in the efficiency of CO self-shielding, and thus
a positive feedback to the CO conversion. The CO emission
also increases rapidly, leading to a decreasing XCO factor.
(4) High visual extinction (AV > few mag): The XCO fac-
tor increases again due to the increasing H2 column density
but saturating (optically thick) CO emission. The change
between the negative and positive slops of the conversion
factor takes place at a few AV visual extinction and an XCO
close to the Galactic value. In typical molecular clouds (i.e.
where sufficient shielding is available), a large fraction of
the gas mass is located at this transition, thus a single XCO
value might be used to derive cloud masses.
Generally, the distributions are roughly bimodal, with
most pixels falling in ranges (2) and (4). In range (2) the
typical XCO factors are between a few times 10
23 and 1024
cm−2K−1 s, depending on the metallicity (see panels a, b
and d). In range (4) the conversion factor is close to the
galactic XCO factor. The exact transitional visual extinc-
tion value and to some extent the shape of the distribution
depend on the physical conditions. With decreasing metal-
licity, the distribution shifts towards higher XCO values and
more pixels fall into region (2). The increasing radiation field
strength leads to more efficient CO destruction and a distri-
bution shifted towards higher AV values. The galactic XCO
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Figure 7. Simple model to demonstrate the importance of CO
shielding mechanisms as function of visual extinction. The den-
sity distribution is adopted according to the Bonnor-Ebert sphere
solution. The depth dependent abundances and shielding factors
are calculated iteratively.
factor provides a good measure of the H2 mass of the cloud
regions, where the dominant CO shielding mechanism is the
self-shielding. The saturation of CO emission leads to only
small deviations from this value.
7 SUMMARY
In this paper we investigate the validity of the most fre-
quently used methods to determine cloud mass and column
density based on CO emission measurements. We analyse
hydrodynamic simulations with realistic thermal balance
and chemical modelling and explore a range of metallici-
ties, ISRF strengths, cloud densities, cloud masses and virial
parameters. Emission maps are constructed from the simu-
lated (molecular) number densities, velocity fields and gas
temperatures, using the LVG approximation. No observa-
tional noise is added to the emission maps, but we only con-
sider PPV voxels in the analysis, which are above a given
detection limit. In the case of methods that use both the
12CO and 13CO emission, only voxels above the respective
0.6K and 0.3K detection thresholds are considered. In the
case of methods that rely solely on the 12CO emission, we
consider all voxels above 0.6K brightness temperature. The
chosen detection limits are comparable to the 3 σrms levels
of current-day single dish observations.
We investigate three main methods: (1) the inference
of H2 column density and mass from the
13CO column den-
sity measurement, (2) the virial analysis and (3) the CO
emission-to-H2 column density conversion factor (i.e. XCO
factor). We also test slightly different, alternative imple-
mentation of these methods. The main results can be sum-
marised as follows:
(i) All methods except the 13CO column density measure-
ment provide mass estimates within a factor of 2 error over
a large range of parameters, as long as the metallicity is not
too low. If the conditions are similar to those in the Milky
Way (for which the methods were originally calibrated) the
agreement is even better.
(ii) The LTE column density measurement of 13CO might
trace the true CO column density distribution well within
the 4 × 1014 cm−2 < N(12CO) < 4 × 1016 cm−2, or
1019 cm−2 < N(H2) < 10
21 cm−2 range, if the fitting for-
mula presented in Szu˝cs et al. (2014) for the 12CO/13CO
ratio is used. However, the method is a bad indicator for the
true H2 column density and thus the overall cloud mass. The
reason for the poor performance is the fact that the method
assumes a common, fixed CO abundance ratio in each pixel
of the resolved cloud. In reality, the abundance ratio is not
homogeneous and is expected to vary from pixel-to-pixel (or
beam-to-beam) (see also Ripple et al. 2013).
(iii) The virial mass estimate, determined from CO emis-
sion, provides a reliable measure for the CO-bright H2 mass
of simulated clouds with initially virial parameters close to
equilibrium (models a to f and i to k). On one hand, the
virial parameter relaxes or remains close to equilibrium by
the time sink particle formation begins. On the other hand,
the turbulence and self-gravity develop a radial density dis-
tribution which is close to the assumed n(r) ∝ r−1 distri-
bution, and the emission line width traces the true line of
sight velocity dispersion relatively well. In the case of mod-
els with high initial virial parameter (g and h), the mass is
slightly overestimated. This small excursion, however, does
not reflect the large deviation from virial equilibrium. The
method yields a reasonable estimate, because the virial pa-
rameter of the CO-bright regions of the cloud (which is ac-
tually traced by the observations, see Fig. 5) approaches the
equilibrium value (αvir = 1) more rapidly than the cloud as
a whole. Additionally, we find that the radial density profile
of the cloud steepens with increasing αvir,0 (see right panel
of Fig. 5). When the coefficient in Equation 9 is adjusted to
the steeper profile, the methods yield a more accurate mass
estimate. We also find that the purely 12CO emission based
RL2006vir method preforms systematically better than the
ML1988vir method, which uses both the
12CO and the 13CO
emission.
(iv) The observed virial parameter, defined as the ratio of
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the virial mass and the CO-bright or total cloud mass, are in
all cases close to unity (see Table 3). In particular, they are
always subvirial, when compared to the total mass (i.e. what
the dust column density would measure). Consequently, the
virial parameter estimates might only provide a lower limit
on the true αvir of the cloud. Thus clouds, observed to be
(sub-)virial, might in fact be stable to gravitational collapse
or even expand on large scales.
(v) The XCO factor provides a good molecular mass es-
timate over a range of values in ISRF strength, initial den-
sity, cloud mass and virial mass, unless the metallicity is
low. This might be a result of the excitation temperature
balancing the CO abundance (Liszt et al. 2010). And/or it
might be a result of a bias, originating from the adoption of
a CO brightness temperature limit (Bolatto et al. 2013). At
low metallicities the galactic XCO value consistently under-
estimates the true H2 mass, usually by a factor of 3, while
the 〈AV〉 and metallicity dependent methods of Wolfire et al.
(2010) and Glover & Mac Low (2011) tend to overestimate
the true CO-bright mass, occasionally by more than an or-
der of magnitude. We recommend the prescription of Wolfire
et al. (2010) for a metallicity-dependent XCO factor, with
the caveat that the method indicates the total molecular
mass and not only its CO-bright fraction.
(vi) We find that the mass fraction of CO-dark gas (i.e.
molecular gas not traced by CO) depends on metallicity, ra-
diation field strength, and virial parameter, but also on the
detection threshold. The inferred value ranges from 20 to
50 per cent, when the metallicity is low or the ISRF is high
or the virial parameter is high, to about 5 per cent, when
the ISRF is weak or the mean density of the cloud is high.
In case of Milky Way-like conditions (1 × G0 ISRF, solar
metallicity), the CO-dark molecular mass fraction is 12 per
cent. The CO-dark fraction is a factor of 1.4-1.5 larger when
the emission of both CO isotopes is required to be above
the threshold, compared to when only the 12CO brightness
threshold is imposed. Due to the fact that we simulate iso-
lated MCs (which initially are spherically symmetric and
have homogeneous density) without considering a more ex-
tended and diffuse ISM component, we do not expect the
numerical values of the dark molecular gas fraction to reflect
those of the real interstellar medium (for further discussion
see Smith et al. 2014), but the trends should be instructive.
(vii) The results show a weak dependence on viewing an-
gle and a moderate cloud-to-cloud variation. When alterna-
tive realisations of the physical conditions are examined, we
find a less than a factor of two deviation in the derived H2
masses (see Appendix B).
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APPENDIX A: INTERPOLATION TO
REGULAR GRID
The variable smoothing length SPH formalism of hydrody-
namics relates the spatial resolution of the simulation to the
local density (i.e. the density of Lagrangian particles). In
molecular cloud simulations, where multiple size scales need
to be considered (from tens of parsec scales in dilute gas to
the dense protostellar cores on the order of thousands of as-
tronomical units in size), this feature is often required. How-
ever, the radiative transfer code applied here, radmc-3d,
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W(12CO) [K km s-1]
0.0001
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F
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normalised grid (SPLASH)
Figure A2. 12CO (J = 1 → 0) integrated emission probabil-
ity density distribution of model d) using the two interpolation
schemes.
works on gridded input data. By interpolating the adaptive
spatial resolution SPH data to a fixed size grid, we unavoid-
ably lose information and introduce systematic errors.
The standard method of SPH interpolation assumes
that there are sufficient amount of particles around a point
of interest, that:
N∑
j=1
mj
ρj
W (|r − rj |, h) ≈ 1, (A1)
where N is the total SPH particle number, mj , ρj and rj
are the mass, density and position of particle j and h is
the smoothing length. This criterion hold by design at the
SPH particle locations. In most instances it also applies for
arbitrary locations within well resolved, dense regions. At
the cloud edge, however, the number of particles within a
distance of h from an arbitrary location might be small,
yielding a sum much less than unity.
If a non-normalised interpolation scheme is used (e.g.
Szu˝cs et al. 2014; Glover et al. 2015), the sum is not cor-
rected, leading to an underestimation of the interpolated
quantities (e.g. temperature). In case of normalised inter-
polation, the quantities are divided by the above sum at
the position. This corrects for the overestimation, but intro-
duces artefacts of its own. Individual particles might start to
dominate the interpolated quantity. For further explanation
and examples we refer to Price (2007).
We investigate how the choice of the interpolation
scheme influences the interpolated quantities and the emis-
sion maps. Fig. A1 illustrates the difference between the
approaches in the case of the gas temperature. The upper
panel shows the density – gas temperature distribution of
the SPH particles. The middle and bottom panels show the
interpolated quantity at the resolution of 512 × 512 pixels
and h = 0.032 pc. When no normalisation is used the tem-
perature at low density is underestimated and can reach 0
K, even in regions (n ≈ 300cm−3) where the emission might
otherwise contribute measurably to the total luminosity of
the cloud. At the same time, in some grid cells the tempera-
ture is overestimated at densities as high as a few thousand
particles per cm3.
When normalised interpolation is used these artefacts
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Table A1. Total mass on the SPLASH grid as a function of
resolution and the total SPH particle mass within the analysed
domain. The comparison is done in case of model d).
Resolution Mass [M⊙]
1283 37000
2563 11015
5123 9351
7683 9292
SPH mass 9250
disappear. However, the scheme has its own disadvantage,
namely it overestimates the mass. Table A1 shows this ef-
fect as a function of the grid resolution. In the low resolution
case the overestimation is about a factor of four. The inter-
polated mass converges to the total SPH mass within the
analysed domain at 7683 resolution. Due to computational
time constrains we choose to use the 5123 grid, which yields
an error of less than 10 per cent in the mass. The overesti-
mated mass generally results in brighter CO emission.
The probability density function of 12CO emission, in
cases of normalised and non-normalised grid interpolation
schemes, are compared in Fig. A2. The normalised grid
method yields higher peak emission value and a distribu-
tion of emission above 2 Kkms−1 that is shifted towards
higher values. The overall luminosity is about 30 per cent
higher in this case.
APPENDIX B: DEPENDENCE ON VIEWING
ANGLE
The analysis presented in the main body of the paper uses
synthetic emission maps calculated along the z axis of the
simulations. Due to the initially isotropic gas density and
velocity dispersion, we expect a weak dependence of cloud
properties, e.g. the CO line emission, on the viewing angle.
To test this expectation, we calculate the 12CO and 13CO
(J = 1 → 0) emission along the x and y axes (see Fig. B1
for the maps and Fig. B2 for the integrated emission PDFs)
of model d) and estimate the molecular mass using the ob-
servational methods discussed above (Fig. B3).
The simulated cloud is elongated and shows very similar
morphology and line shapes along the shorter axes (z and
y), but a more centrally concentrated emission and double
peaked line profile along the long axis (x). The latter is due
to overlapping, individual, CO-bright dense regions, which
are moving away from each other along the x axis. The dif-
ference between the short axes and the long axis is reflected
in the virial and XCO mass estimates, while the LTE column
density estimate is not affected. Due to the larger width of
the two component CO line, the virial mass is overestimated,
while the XCO mass is underestimated.
We also test how the results change, when a different
realisation (i.e. different shape, density distribution, etc.) of
a Milky Way-like cloud (model d) is analysed. We set the
parameters as in model d), but the turbulent velocity field
is initialised with a different random seed. The 12CO and
13CO synthetic maps are calculated along the x, y, z di-
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Figure B1. Velocity channel integrated 13CO emission maps and
the line profile at different viewing angles for the fiducial (d)
cloud model. The mass estimated along the various sight lines are
compared in Fig. B3. The broad line along the x direction clearly
originates from diverging CO-bright regions, that are spatially
overlapping in this projection. The contour lines show the 0.3
K km s−1, 4 K km s−1 and 10 K km s−1 levels.
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Figure B2. Comparison of the 13CO integrated emission map
PDFs at different viewing angle. The plotted curves correspond
to the maps shown in Fig. B1.
rections of the last snapshot before sink particle formation,
and the molecular mass is estimated. The results are sum-
marised in the lower half of Fig. B3. The methods give very
similar results along the different sight lines. We find a larger
cloud-to-cloud variation in the ability of methods to recover
the molecular mass, although the difference is still within a
factor of two.
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Figure B3. Viewing angle dependence of the mass estimates for
the fiducial cloud model (d) and for an independent realisation
of the Milky Way-like cloud conditions (d2). For a given cloud,
the viewing angle has only a minor effect on the mass estimates,
while the cloud-to-cloud scatter might be larger. The exception
is model d), viewed along x, where the double-peaked line profile
affects both the virial and the XCO masses.
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