Abstract This paper deals with a semilinear parabolic system with free boundary in one space dimension. We suppose that unknown functions u and v undergo nonlinear reactions u q and v p , and exist initially in a interval {0 ≤ x ≤ s(0)}, but expand to the right with spreading front {x = s(t)}, with s(t) evolving according to the free boundary condition s ′ (t) = −µ(u x + ρv x ), where p, q, µ, ρ are given positive constants. The main purpose of this paper is to understand the existence, uniqueness, regularity and long time behavior of positive solution or maximal positive solution. Firstly, we prove that this problem has a unique positive solution (u, v, s) defined in the maximal existence interval [0, T max ) when p, q ≥ 1, while it has a unique maximal positive solution (u, v, s) defined in the maximal existence interval [0, T max ) when p < 1 or q < 1. Moreover, (u, v, s) and T max have property that either (i) T max = +∞, or (ii) T max < +∞ and
Introduction and Main Results
It is well known that free boundary problems for nonlinear parabolic equations have been applied to depict different types of mathematical problems. For instance, it was used in the modeling of ecological dynamics to describe spreading of species [7, 8, 18, 21, 25, 31, 32, 33] , melting of ice in contact with water [27] , chemical vapor deposition in hot wall reactor [24] , combustion under gravity conditions [20] , tumor growth [6, 30] , wound healing [16] , modeling of electrostatic MEMS [9, 19] . For rich literatures on free boundary problems and some important theoretical advances, we refer the readers to [2, 5, 27] and the references cited therein.
In this paper, we consider the following semilinear parabolic system with a free boundary
t > 0, 0 < x < s(t), v t − d 2 v xx = u q , t > 0, 0 < x < s(t), s ′ (t) = −µ(u x + ρv x ), t > 0, x = s(t), u x (t, 0) = v x (t, 0) = 0, t > 0, u(t, s(t)) = v(t, s(t)) = 0, t > 0, u(0, x) = u 0 (x), v(0, x) = v 0 (x), 0 ≤ x ≤ s 0 , s(0) = s 0 .
(1.1)
Differential equations in (1.1) provide a simple example of a reaction diffusion system. They can be used as a model to describe heat propagation in a two-component combustible mixture. In this case u and v represent the temperatures of the interacting components, thermal conductivity is supposed constant for both substances, and heat release is described by the power laws.
In problem (1.1), x = s(t) represents free boundary which is to be determined together with the solution (u(t, x), v(t, x)), parameters p, q, d 1 , d 2 , µ, ρ and s 0 are given positive constants, and the assigned initial functions u 0 (x) and v 0 (x) satisfy
k ((0, s 0 )) for some k > 3, u 0 (x), v 0 (x) > 0 in [0, s 0 ),
(1.2)
Since k > 3, we have that W 2 k ((0, s 0 )) ֒→ C 1+α ([0, s 0 ]) with α = 1 − 1/k. Background of the free boundary condition in (1.1) can refer to [1] . Such kind of free boundary conditions has been used by many authors, please refer to [18, 31, 33] and the references therein.
Many previous mathematical works have been devoted to investigate the corresponding problem on a fixed domain. In particular, Escobedo and Herrero ( [12] ) showed that the problem
v t − ∆v = u q , t > 0, x ∈ Ω, u(t, x) = v(t, x) = 0, t ≥ 0, x ∈ ∂Ω, u(0, x) = u 0 (x), v(0, x) = v 0 (x), x ∈ Ω, (1.3) where Ω is a bounded domain in R N (N ≥ 1) with smooth boundary, always has a nonnegative unique classical solution provided that either pq ≥ 1, or 0 < pq < 1 and one of the initial functions is different from zero. Moreover, every solution exists for all times if 0 < pq ≤ 1, but if pq > 1, solutions may be global or blow up in finite time, according to the size of initial values. When p > 1, q > 1, Friedman and Giga ( [15] ) established a single point blow up for solutions to (1.3) in one space dimension. In addition, some estimates from above near the blow-up point for a class of positive solutions to (1. A number of properties of solutions to (1.4) were acquired in [11] . Especially, the solution of (1.4) exists globally provided that 0 < pq ≤ 1. However, if pq > 1 and
with κ = max{p, q}, every nontrivial solution blows up in finite time. On the other hand, if pq > 1 and (1.5) fails, the solution to (1.4) might be bounded in any strip S T = [0, T ) × R N or has a finite blow-up time, according to the size of the initial function (u 0 , v 0 ). For the case 0 < pq < 1, uniqueness result for problem (1.4) was established in [10] . If p = q and u 0 = v 0 , then problem (1.1) reduces to the following problem
s ′ (t) = −µu x (t, s(t)), t > 0, u x (t, 0) = u(t, s(t)) = 0, t > 0, u(0, x) = u 0 (x), 0 ≤ x ≤ s(0) = s 0 .
(1.6)
When p > 1, problem (1.6) has been studied by Ghidouche et al. ([17] ), Fila and Souplet ([13] ), and Souplet ( [29] ). The authors of [17] exhibited an energy condition under which the solution blows up in finite time in L ∞ norm. Moreover, it was shown that all global solutions are bounded and decay uniformly to zero, and that there are only two possible behaviors for global solutions, either: (i) the solution decays at an exponential rate and the free boundary converges to a finite limit, or (ii) the decay rate of solution is at most polynomial and the free boundary grows up to infinity. In [13] , it was proved that there exist global solutions with unbounded free boundary and slow decay, i.e. of type (ii). Besides, Souplet ([29] ) proved the stability of fast decaying global solution and established a result of continuous dependence of local solution up to the maximum existence time.
If the left fixed boundary x = 0 in (1.6) is replaced by a free boundary x = r(t) governed by r ′ (t) = −µu x (t, r(t)), Zhang and Lin ( [34] ) demonstrated that all results for (1.6) can be extended to the corresponding double free boundary problem.
For simplicity, we introduce the following notations. Assume that τ is a positive constant and
For any given 0 ≤ ε < τ and 0 ≤ θ ≪ 1, we shall use the following notations, sometimes,
and so on. For any given a = (a 1 , · · · , a n ) and b = (b 1 , · · · , b n ), we appoint that a ≤ b means a i ≤ b i for all i, and a < b means a i < b i for all i.
) and satisfy (1.1) in the classical sense.
We say that (u, v, s) is a maximal positive solution of (1.1) defined in [0, T ), if for any positive solution (û,v,ŝ) of (1.1) defined in [0,T ) withT ≤ T , it must hold:
It should be emphasized that the non-negative and nontrivial solution of (1.1) must be positive one since the initial values
Now we state our main results of this paper.
Theorem 1.1. There exist a maximum existence time T max and (i) a unique positive solution (u, v, s) of (1.1) defined in [0, T max ) for the case p ≥ 1 and q ≥ 1, (ii) a unique maximal positive solution (u, v, s) of (1.1) defined in [0, T max ) for the case that p < 1 or q < 1, such that either T max = +∞, or T max < +∞ and
Remark 1.1. When p < 1 or q < 1, it is unfortunately that we can not prove the uniqueness conclusion as [12] in where the problem (1.3) is concerned.
where
(ii) if p, q ≥ 1 and one of them is not integer, then the regularity of (u, v, s) depends strongly on the relationship between parameters p, q and α := 1 − 3/k. Here we only give the result for a special case. Take q ≥ p = 1 + λ and 0 < λ ≤ α/2, then
Theorem 1.4. Let s 0 , µ and ρ be fixed, (u, v, s) and T max be obtained in Theorem 1.1.
(i) Assume that pq > 1. Then T max = +∞, i.e., (u, v) exists globally in time provided that initial functions u 0 (x) and v 0 (x) are suitably small; while T max < +∞, i.e., (u, v) will blow up in finite time provided that initial functions u 0 (x) and v 0 (x) are large enough.
(ii) If pq ≤ 1, then T max = +∞. Theorem 1.5. Let s 0 , µ and ρ be fixed, (u, v, s) and T max be obtained in Theorem 1.1. If T max = +∞, s ∞ := lim t→+∞ s(t) < +∞, u and v are bounded, then
The plan of this article is as follows. We first prove Theorems 1.2 and 1.3 in section 2 rather than Theorem 1.1 because the proof of Theorem 1.1 is very complicated. Section 3 is devoted to deal with Theorem 1.1 for the case p, q ≥ 1. In section 4, we establish two comparison principles which will be used in the last two sections. The proof of Theorem 1.1 for the case that either p < 1 or q < 1 will be given in section 5. In the last section, we shall deal with Theorems 1.4 and 1.5.
Since parameters d 1 , d 2 , p, q, µ and ρ are fixed, we don't emphasize the dependence of the generic estimated constants on these parameters at each step of the following estimates. In this section we first study the regularity of positive solution (u, v, s), and then present the monotonicity of the free boundary s(t). That is, Theorems 1.2 and 1.3 are proved successively.
In order to show Theorem 1.2, we transform the free boundary problem (1.1) into an initialboundary value problem with fixed boundary. And then applying the Schauder interior estimate for parabolic equations, we get the regularity of (u, v, s). However, since the regularity of reaction terms heavily depends on the values of p and q, we have to divide them into three cases: (i) p and q are positive integers; (ii) p, q ≥ 1 and one of them is not integer; (iii) p < 1 or q < 1.
Proof of Theorem 1.2 Note that u 0 , v 0 satisfy (1.2). Applying the L p theory for parabolic equations and Sobolev embedding theorem, and then combining with the free boundary condition s ′ (t) = −µ u x (t, s(t)) + ρv x (t, s(t)) , it is not difficult to derive (see, for example, [18, 33] 
The idea of the following proof comes from [28] . We shall use the transformation
to straighten the free boundary x = s(t). A series of detailed calculation asserts
and
where f (t) = s −2 (t), g(t, y) = ys ′ (t)/s(t). This is an initial-boundary value problem with fixed boundary. We first consider the case that p, q ≥ 1. By (2.1), it can be deduced that
. And so
since s(t) ≥ s 0 . For any given 0 < ε ≪ 1, applying 
Taking advantage of (2.2) and (2.3), it follows that
Due to the arbitrariness of ε, one achieves
Hence, by the condition s ′ (t) = −µ u x (t, s(t))+ρv x (t, s(t)) , it is immediately to get s ′ ∈ C 1+α 2 ((0, T ]).
(i) When both p and q are positive integers, we still have
Let α 1 = 1 + α. Similar to the above, it can be deduced that
Repeating such processes, the desired result will be obtained eventually.
(ii) When q ≥ p = 1 + λ and 0 < λ ≤ α/2, the derivative (v p ) xx does not exist at the point (t, s(t)) no matter how smooth v is, since v(t, s(t)) = 0. Even though we have known that
, 2+α (D T ), it can be only obtained that v λ ∈ C λ in t and x due to 0 < λ < 1, and
Hence, v p ∈ C 1+λ in t and x. Using the standard notation,
2 ((0, T ]) and 1 + λ < 1 + α. In the same way as the argument of case (i), it can be deduced that
Since λ < (1 + λ)/2, similar to the above, we can only deduce v p ∈ C , 1+λ (D T ) and (2.5), but cannot arrive at the higher regularity of (u, v, s).
At last, we consider the situation that at least one of the exponents p, q is less than one. For convenience, we only sketch how to deal with the case where q ≥ 1 > p, and leave the general situation to reader. Since v(t, s(t)) = 0, the derivative (v p ) x does not exist at (t, s(t)) no matter how smooth v is. So one can only obtain that, by (2.1), v p ∈ C p 1+α 2 in t and v p ∈ C p in x. Using the standard notation, v p ∈ C p/2, p (D T ). Same as the argument of (ii), we acquire
but cannot get the higher regularity of (u, v, s). The proof is finished.
Proof of Theorem 1.3 When p, q ≥ 1, we know that s ∈ C 2 ((0, T ]) by Theorem 1.2. The domain D T has an interior sphere property at the right boundary x = s(t). Using Hopf's boundary lemma for parabolic equations to the first and second equations of (1.1) yields
And then substituting the above two inequalities into the third equation of (1.1) leads to the desired result
by Theorem 1.2, and then cannot guarantee that the domain D T has an interior sphere property at the right boundary x = s(t). Hence, the Hopf boundary lemma cannot be used directly to (1.1). To overcome this, we use the transformation (2.2) to straighten the free boundary x = s(t). Since w, z > 0 in [0, T ] × [0, 1) and w(t, 1) = z(t, 1) = 0, applying the Hopf boundary lemma to (2.4) we get w y (t, 1) < 0, z y (t, 1) < 0. By virtue of
The proof is complete.
3 Proof of Theorem 1.1 for the case p, q ≥ 1
In this section, we shall give the proof of Theorem 1.1 for the case p, q ≥ 1 by means of the contraction mapping theorem and extension method. That is, we shall prove the following theorem Theorem 3.1. Let p ≥ 1 and q ≥ 1. Then there exist a maximum existence time T max and a unique positive solution (u, v, s) of (1.1) defined in [0, T max ), such that either T max = +∞, or T max < +∞ and (1.7) holds.
The proof of Theorem 3.1 is based on the following three lemmas. In the first one we show that (1.1) has a unique local solution which can be extended to the maximal existence interval (0, T max ). In the second lemma we give the estimate of upper bound of s ′ (t). In the last lemma we prove that (1.7) holds when T max < ∞. 
Proof. This proof is divided into two steps. In the first step, we introduce the standard transformation to straighten the free boundary, then take advantage of the contraction mapping theorem to show the local existence and uniqueness. In the second step, we extend the unique solution to the maximal existence interval (0, T max ).
Step
). We first prove that there exists 0 < T ≪ 1, depending only on
This proof can be done by modifying the arguments of [4, 8, 18, 33] . We provide the details here for the readers convenience. Let ζ(y) be a function in C 3 [0, +∞) satisfying
Note that for fixed t > 0, as long as
Direct calculations indicate
If we set
, define
It is not difficult to verify that
Next, we shall prove the existence result by means of the contraction mapping theorem. Firstly, it is easy to show that, for arbitrary (U, V, s) ∈ X T ,
. Therefore, the above transformation (t, x) → (t, y) is well defined.
For any (U, V, s) ∈ X T , we consider the following initial boundary value problem s 0 ) ), the standard partial differential equations theory [14, 22] illustrates that problem (3.4) admits a unique solutionŨ ∈ C 1+α 2 ,1+α (Q T ) with
where C 1 is a positive constant depending on
,1+α (Q T ) and
Now, we introduce a mapping F :
We next prove that F has a unique fixed point, which is a solution to system (3.3). In view of (3.5)-(3.7), we have that
So, if we choose
, then F maps X T into itself. Now, it will be showed that F is a contraction mapping on X T for sufficiently small T > 0. In
. By virtue of (3.5)-(3.7), it is easy to obtain
Again, applying the L p estimates for parabolic equations and Sobolev's imbedding theorem, it is deduced that
for some positive constant C 3 which depends on the L ∞ -norms of functions A, B, C, and constants C 1 and C 2 . Similarly,
Taking the difference of equations fors 1 ,s 2 leads to
where C 4 = µ(1 + ρ)C 3 . Using (3.8)-(3.10), and assuming that T ≤ 1, we obtain
for some positive constant C 5 depending only on C 3 and C 4 , where we have used the facts that s 1 (0) = s 2 (0) and
. Hence, if we select
and F maps X T into itself. The above arguments demonstrate that F is a contraction mapping on X T if T is small enough. Thus we can apply the contraction mapping theorem to conclude that F has a unique fixed point (U, V, s) in X T . From the preceding discussions we also see that U, V ∈ C Step 2 Since the uniqueness result holds, the solution (u, v, s) can be extended to [T, T + δ] for some δ > 0 using the above method. Repeating this procedure, we can define
Then (u, v, s) is the unique positive solution of (1.1) defined in [0, T max ) and satisfies
The proof is complete. In order to prove (1.7), we first give an estimate of s ′ (t) when u and v are bounded.
Lemma 3.2. Suppose that p, q > 0 and (u, v, s) is a positive solution of (1.1) defined in [0, T ) for some T ∈ (0, +∞). If u and v are bounded for t ∈ [0, T ) and x ∈ [0, s(t)], then there exists a positive constant C independent of T such that 0 < s ′ (t) ≤ C for t ∈ (0, T ).
Proof. We have known that s ′ (t) > 0 in (0, T ) by Theorem 1.2. Since u and v are bounded for t ∈ [0, T ) and x ∈ [0, s(t)], it is easy to see that s(t) is bounded in [0, T ). Let M be the bound of u and v. We shall compare u and v with some auxiliary functions (see [8] or [7] ). To do this, define a comparison function by
for some appropriate positive constant K over region
First of all, one can easily compute that, for any (t, x) ∈ D K ,
On the other hand, it is clear that
As long as K is further chosen such that 12) then u(t, x) ≤ w(t, x) for (t, x) ∈ D K by use of the maximum principle to w − u over D K . And it then follows that
Now we prove that there exists K independent of T such that (3.12) holds. Direct calculation gives
Hence, for
, there holds
and then integrating the above inequality over [x, s 0 ] and using w(0, s 0 ) = 0 = u 0 (s 0 ), we achieve
Moreover, using the concavity of w(0, x) and w x (0, s 0 − K −1 ) = 0, it yields
, combining this with (3.14) implies (3.12). Similarly, defineK
, and
over the region DK, we can prove
It follows from (3.13) and (3.15) that Proof. It is readily seen that if one component of (u, v) blows up at time T max , so does the other one. Thus we suppose by contradiction that both u and v are bounded for t ∈ [0, T max ) and x ∈ [0, s(t)], namely, there exists a positive constant M such that
(3.16)
In terms of Lemma 3.2, there is a positive constant C independent of T max so that
We shall prove that (u, v, s) can be extended to [0, T max + τ ] for some τ > 0 and get a contradiction with the definition of T max . To this aim, we first estimate
for any given 0 < ε < T max . Similar to the proof of Theorem 1.2, under the transformation (2.2), the relation (2.3) holds and
where f (t) and g(t, y) are as in the proof of Theorem 1.2. Thanks to (3.16) and (3.17), in view of the standard L p theory for parabolic equations we find that w, z ∈ W 
By use of (3.17), (2.2) and u x = s −1 (t)w y , v x = s −1 (t)z y , it follows from (3.19) that
where C 3 depends only on C 2 , C and T max . Therefore, by s ′ (t) = −µ u x (t, s(t)) + ρv x (t, s(t)) , 
where C 4 is independent of T max . Thanks to (3.17), (2.2) and (2.3), it follows from (3.21) that
for some positive constant C 5 independent of T max . Keeping in mind (3.22) and following the proof of Lemma 3.1, there exists a constant τ > 0 depending on C 3 and C 5 but independent of T max , such that the solution (u, v, s) of (1.1) with initial time T max − τ can be extended to the interval [0, T max − τ + 2τ ] = [0, T max + τ ]. The proof is finished.
Two comparison principles
In this section we present two comparison principles which play an important role in establishing the existence and uniqueness of maximal positive solution to (1.1) when either p < 1 or q < 1. 
Assume further that (u, v, s) and (ū,v,s) satisfy, in the classical sense,
respectively. If a ≤ā, b ≤b,ū(0, s(0)) > 0,v(0, s(0)) > 0, s(0) <s(0) and
Proof. First of all we assert that s(t) <s(t) for 0 ≤ t ≤ T . Obviously, this is true for small t. If this assertion does not hold, we can find a first τ < T so that s(t) <s(t) for t ∈ [0, τ ) and s(τ ) =s(τ ). Thus
Now we compare (u, v) and (ū,v) over
Note thatū(t, s(t)) > 0 = u(t, s(t)),v(t, s(t)) > 0 = v(t, s(t)) for all 0 ≤ t < τ . For any given 0 < ε ≪ 1, in terms of continuity, there exists a constant 0 < σ 0 ≪ 1 such that, for all 0 < σ ≤ σ 0 ,
Hence,ū,v, u and v are positive in the domain
andū,v, u, v ≥ δ in Ω ε σ for some constant δ > 0. Consequently, functions (v + b) p , (u + a) q , (v +b) p and (ū +ā) q are Lipschitz continuous when (t, x) ∈ Ω ε σ . We can now apply the comparison principle to (ū,v) and (u, v) in the domain Ω ε σ , and conclude that (ū,v)
By the arbitrariness of ε > 0, we get
Let w =ū − u and z =v − v. As a ≤ā, b ≤b and p, q > 0, it follows from (4.1) and (4.2) that
Therefore, w > 0, z > 0 in Ω τ by the strong maximum principle. Although we only know s ∈ C 1 , which indicates that the domain Ω τ may not have the interior sphere property at the right boundary x = s(t), in the same way as the proof of Theorem 1.3 for the case that p < 1 or q < 1, one can still find
This contradicts with (4.3). So, s(t) <s(t) for 0 ≤ t ≤ T . The same argument as the proof of (4.4) gives u ≤ū and v ≤v in Ω T . Hence, functions w =ū − u and z =v − v satisfy 
If a <ā, b <b, s(0) ≤s(0) and
Proof. Since at least one reaction term is not locally Lipschitz continuous in (4.1) if either (i) b = 0 and p < 1, or (ii) a = 0 and q < 1, the standard comparison principle cannot be used directly for these cases. To overcome this difficulty, we shall make approximations of initial functions and then apply Lemma 4.1 to get our desired conclusion.
Denotes 0 =s(0).
Asā,b > 0, similar to section 3, the problem
has a unique positive solution (u ε , v ε , s ε ) defined in [0, T ε ), here T ε is the maximum existence time of (u ε , v ε , s ε ). Meanwhile, by Lemma 4.1,
for all 0 < t < min{T ε , T } and 0 ≤ x ≤ s(t), and when ε 1 < ε 2 ,
for each 0 ≤ t <T and 0 ≤ x ≤ŝ(t). Moreover,
for all 0 < t < T ε , 0 ≤ x ≤ŝ(t) and ε > 0 by (4.8), and
for all 0 ≤ t < min{T , T } and 0 ≤ x ≤ s(t) by (4.7). Sinceā,b > 0, taking advantage of the L p estimate, Sobolev embedding theorem and interior Schauder estimate, it can be shown that, for any given 0 < σ ≪ 1, there exists a positive constant C σ such that
These estimates combined with (4.8) and (4.9) allow us to derive that (
Consequently, by the arbitrariness of σ > 0, we observe that (û,v,ŝ) satisfies
Sinceā,b > 0, the uniqueness result is true for problem (4.11). Obviously, (ū,v,s) satisfies (4.11). And so, (ū,v,s) ≡ (û,v,ŝ) for 0 ≤ t ≤ min{T , T }. Taking into account (4.10), one has
Denote T * = min{T , T }. We claim that
For any given 0 < ρ < T * , there must be a 0 < τ < ρ such that s(τ ) <s(τ ). (4.13)
If this is not true, then s(t) =s(t) for all 0 ≤ t < ρ. Let w =ū − u and z =v − v. As a <ā, b <b and p, q > 0, utilizing (4.1), (4.5) and (4.12) one can derive that w ≥ 0, z ≥ 0 and satisfy
By use of the strong maximum principle, w(t, x) > 0, z(t, x) > 0 for all 0 < t < ρ and 0 ≤ x < s(t). Similar to the argument in the proof of Lemma 4.1, we acquire w x (t, s(t)) < 0, z x (t, s(t)) < 0, and then getū x (t, s(t)) < u x (t, s(t)),v x (t, s(t)) < v x (t, s(t)) for all 0 < t < ρ. Thus,
Integrating the above inequality over [0, t], it yields
which implies s(t) <s(t) for all 0 < t < ρ. This is a contradiction, and hence our claim (4.13) is true. Choose t n ց 0 such that s(t n ) <s(t n ). Then (u, v, s) satisfies (4.1) and (ū,v,s) satisfies (4.5) where the interval [0, T ] is replaced by [t n , T ]. Remember a <ā, b <b, s(t n ) <s(t n ) and 0 < u(t n , x) ≤ū(t n , x), 0 < v(t n , x) ≤v(t n , x) for 0 ≤ x < s(t n ).
By virtue of Lemma 4.1, it follows that
Letting t n ց 0, the conclusion (4.6) is obtained. 5 Proof of Theorem 1.1: the case with either p < 1 or q < 1
In this section we shall prove the following theorem.
Theorem 5.1. Let p < 1 or q < 1. Then there exist a maximum existence time T max and a unique maximal positive solution (ū,v,s) of (1.1) defined in [0, T max ), such that either T max = +∞, or T max < +∞ and
Let us point out that the existence in time of solution cannot be obtained directly by means of the contraction mapping theorem for our present situation, since at least one reaction term is not locally Lipschitz continuous in the unknown. To overcome this difficulty, we approximate the resource terms to get the local existence result.
Proof of Theorem 5.1.
Step 1 The construction of (ū,v,s). For n ≥ 1, we first consider the approximating problem
Since functions (v + 
Moreover, Lemma 4.2 gives s n+1 (t), u n+1 (t, x), v n+1 (t, x) < s n (t), u n (t, x), v n (t, x) for all 0 < t < min{T n , T n+1 } and x ∈ [0, s n+1 (t)], this implies T n = min{T n , T n+1 }.
Similar to the arguments in the proof of Lemma 4.2, there existsT ≤ +∞ such that T n →T , and there exists
This asserts that (ū,v,s) satisfies (1.1) in (0,T ) since σ is arbitrary. Moreover, for all n, we gain
Step 2 It will be proved that (ū,v,s) is the maximal positive solution of (1.1) defined in [0,T ). Obviously,ū(t, x),v(t, x) ≥ 0. Thanks to (1.1), it yields
) by the maximum principle. This suggests that (ū,v,s) is a positive solution of (1.1) defined in [0,T ). Suppose that (u, v, s) is a positive solution of (1.1) defined in [0, T ] for some 0 < T <T . Then there exists n 0 ≫ 1 such that T < T n for all n ≥ n 0 . By use of Lemma 4.2 we have that, for all n ≥ n 0 , s(t), u(t, x), v(t, x) < s n (t), u n (t, x), v n (t, x) , ∀ 0 < t < T, x ∈ [0, s(t)].
Letting n → +∞, it yields
Step 3 In this step we shall prove that ifT < +∞ andū,v are bounded in [0,T ) × [0,s(t)], then (ū,v,s) can be extended to [0,T + τ ) for some τ > 0 such that (ū,v,s) is the maximal positive solution of (1.1) defined in [0,T + τ ).
Choose positive constant K such that
Thanks to Lemma 3.2, there exists a positive constant C independent ofT such that 0 <s ′ (t) ≤ C for t ∈ (0,T ). In the same way as the proof of Lemma 3.3, it can be shown that, for any 0 < ε ≪ 1,
and s
for some positive constant C 6 independent ofT , where β = min{p, q}. Following the proof of step 1, we assert that there exists τ > 0 such that, for any fixed T 0 : ε < T 0 <T , the problem 
Let (u n , v n , s n ) be the unique positive solution of (5.2) defined in [0, T n ). Since T 0 <T , there exists n 1 ≫ 1 such that T n > T 0 + σ for some σ > 0 and all n ≥ n 1 . It is obvious that (u n , v n , s n ) satisfies (for n ≥ n 1 )
Taking advantage of (5.3), we haves(T 0 ) < s n (T 0 ) and
Applying Lemma 4.1 to (5.4) and (5.6), it can be deduced that
This combined with (5.5) allows us to derive that
then (û,v,ŝ) is a positive solution of (1.1) defined in [0,T + τ ] since T 0 + 2τ =T + τ . Same as the argument of step 2, we can still prove that (û,v,ŝ) is the maximal positive solution of (1.1) defined in [0,T + τ ].
Step 4 Finally, making the extension of (û,v,ŝ) step by step to a large existence interval as in Step 3, one can get a T max and the unique maximal positive solution (u, v, s) of (1.1) defined in [0, T max ) such that either T max = +∞, or T max < +∞ and (5.1) holds. The proof is complete.
6 Global existence, finite time blow-up and long time behavior:
proofs of Theorems 1.4 and 1.5
In this section, we study global existence and finite time blow-up of positive solution to (1.1), and get long time behavior of bounded global solution. That is, to prove Theorems 1.4 and 1.5. For the convenience to readers, we repeat them here.
holds. Set ε = max{ε 1 , ε 2 } and choose a = b, then
On the other hand, it is easy to show that u x (t, 0) =v x (t, 0) = 0,ū(t,s(t)) =v(t,s(t)) = 0, ∀ t > 0, and by (6.2) u 0 (x) <ū(0, x), v 0 (x) <v(0, x), ∀ 0 ≤ x ≤ s 0 .
Sinces(0) = 2s 0 > s 0 , thanks to Lemma 4.1, we can derive (6.3). Now we show that T max < +∞ provided that the initial functions u 0 (x) and v 0 (x) are large enough. Let s * = s 0 /2, w 0 (x) = u 0 (x)/2 and z 0 (x) = v 0 (x)/2. Since pq > 1, it is well known that (cf. [12] ) the solution (w, z) of It is well known (see, Theorem 1 in [11] ) that solution (w, z) to problem (6.5) exists globally in time.
By the comparison principle (Lemma 2.2 of [12] ) one has that u(t, x) ≤ w(t, x), v(t, x) ≤ z(t, x). Therefore, in view of (1.7), we deduce that T max = +∞. This completes the proof of Theorem 6.1
In what follows, we demonstrate the asymptotic behavior of bounded global solution. To this aim, we first give a lemma which can be proved by the similar way to that of Proposition 3.1 in [31] and the details will be omitted.
Lemma 6.1. Let d, β and s 0 be positive constants and C ∈ R. Assume that functions s(t) and w(t, x) satisfy s(t) > 0, w(t, x) > 0 for all 0 ≤ t < +∞ and 0 < x < s(t). We further suppose that s 0 ) ) . So the coefficients of problem (6.7) are bounded due to s 0 ≤ s(t) < s ∞ < +∞. Similar to the proof of Proposition A in [35] we can conclude that, for given 0 < σ ≪ 1, there exists a positive constant M 1 , which depends only on σ, s 0 ,ŝ, M and u 0 , v 0 W 2 k ((0,s 0 )) , such that w, z Note u x = w y s −1 (t), v x = z y s −1 (t), s ′ (t) = −µ (u x (t, s(t)) + ρv x (t, s(t)) , and s ′ (t) > −µu x (t, s(t)), s ′ (t) > −µρv x (t, s(t)), ∀ t > 0.
One can use Lemma 6.1 to deduce (6.6). The proof is finished.
