Abstract. In this paper, an autonomous Choquard equation with the upper critical exponent is considered. By using the Pohožaev constraint method, the subcritical approximation method and the compactness lemma of Strauss, a groundstate solution in H 1 (R N ) which is positive and radially symmetric is obtained. The result here extends and complements the earlier theorems.
Introduction and main results
Let N ≥ 3 and α ∈ (0, N ). We are interested in the autonomous Choquard equation 
π N/2 2 α and Γ denoting the Gamma function (see [20] , P.19). For G(u) = |u| p /p 1/2 , (1.1) is reduced to the special equation
When N = 3, p = 2 and α = 2, (1.3) was investigated by Pekar in [18] to study the quantum theory of a polaron at rest. In [11] , Choquard applied it as an approximation to Hartree-Fock theory of one component plasma. It also arises in multiple particles systems [9] and quantum mechanics [19] . There are many papers devoted to the existence and multiplicity of solutions of (1.3) and their qualitative properties. See the survey paper [17] and the references therein. For p ∈ N +α N , N +α N −2 , Moroz and Schaftingen [15] established the existence, qualitative properties and decay estimates of groundstates of (1.3). They also obtain some nonexistence results under the range Compared with (1.3), the nonhomogeneity of the general nonlinearity G(s) in (1.1) causes much more difficulties. In spite of this, Moroz and Schaftingen in [16] made a great progress on equation (1.1) for the subcritical case. In the spirit of Berestycki and Lions, they obtained the existence of groundstates with sufficient and almost necessary conditions on the nonlinearity g. More precisely, they made the following assumptions: (g1) There exists C > 0 such that for every s ∈ R, |sg(s)| ≤ C |s| (g3) There exists s 0 ∈ R \ {0} such that G(s 0 ) = 0. (g4) g is odd and has constant sign on (0, ∞).
The main results obtained in [16] are as follows.
Theorem A1. Assume that (g1)-(g3) hold. Then (1.1) has a groundstate in H 1 (R N ). Furthermore, assume that (g4) holds. Then (1.1) has a positive groundstate which is radially symmetric and radially nonincreasing.
Theorem A2. Assume that (g1) holds. Then every solution u ∈ H 1 (R N ) to (1.1) satisfies the Pohožaev identity
The results in [16] can be seen as a counterpart for Choquard-type equations of the result of Berestycki and Lions [3] which give similar "almost necessary" conditions for the existence of a groundstate to the Schrödinger equation [6] and [21] .
In [6] , Cassani and Zhang considered (1.1) under the following assumptions on g ∈ C(R + , R):
By using a monotonicity trick due to Jeanjean [10] and a suitable decomposition of Palais-Smale sequences, they obtained the following result.
and assume that conditions (g5)-(g7) hold. Then (1.1) admits a groundstate solution in
For N = 3, G(s) = |s| 3+α + W (s), Alves et al. [1] considered (1.1) under the following assumptions on w ∈ C(R + , R), where W (s) = s 0 w(t)dt. (w1) There exist p, q, ς with (3 + α)/3 < q ≤ p < 3 + α, 2 + α < ς < 3 + α, and c 0 , c 1 > 0 such that for all s ∈ R,
(w2) There exists µ > 2 such that
(w3) w(s) is strictly increasing on R + . By using Nehari manifold method, they obtained the following result.
Theorem A4. Let N = 3 and assume that conditions (w1)-(w3) hold. Then (1.1) admits a groundstate solution in H 1 (R N ).
Inspired by [13] , in this paper, we consider (1.1) with the upper critical exponent. More precisely, we consider
where N ≥ 3, p * = N +α N −2 , κ and µ are positive constants, f ∈ C(R, R) and F (s) = s 0 f (t)dt satisfy the following conditions: (f1) f (s) is odd and f (s) ≥ 0 for every s ≥ 0. (f2) There exists C > 0 such that for every s ∈ R, |f (s)| ≤ C |s|
The main result of this paper is as follows. To prove Theorem 1.1, we use the Pohožaev identity to construct a energy level (see (2.5) ). By using the results for the subcritical problems established in [16] we study the limit of the energy level as the exponent approaches to the critical exponent, and by employing the compactness lemma of Strauss we establish existence results for the critical exponent problems. In the process, a subtle estimate of the energy level for the critical exponent problems is made. This paper is organized as follows. In Section 2 we give some preliminaries. Section 3 is devoted to the proof of Theorem 1.1. 
with 1 ≤ r < ∞ denotes the Lebesgue space with the norms u r = R N |u| r 1/r .
Preliminaries and functional framework
The following lemma will be frequently used in this paper.
Then there exists a positive constant C independent of q and u such that
Proof. By the Hölder inequality and the Sobelev imbedding theorem,
,
. The proof is complete. The following well known Hardy-Littlewood-Sobolev inequality can be found in [12] .
Then there exists a sharp constant C(N, α, p), independent of u and v, such that
To prove Theorem 1.1, we need the following compactness lemma of Strauss [22] (see also [3] ).
Let {u n } be a sequence of measurable functions:
for any bounded Borel set B one has
B |Q 1 (u n (x)) − v(x)|dx → 0, as n → ∞.
If one further assumes that
and u n (x) → 0 as |x| → ∞, uniformly with respect to n, then
The following lemma is useful in concerning the uniform bound of radial nonincreasing functions, see [3] for its proof.
The following lemma can be found in [4] and [24] .
To prove Theorem 1.1, inspired by [14] , we introduce the following equation
) is reduced to (1.6), and for p < p * , equation (2.1) is subcritical, which is already considered in [16] .
Conditions (f1)-(f3), the Hardy-Littlewood-Sobolev inequality and the Sobolev embedding theorem imply that the functional I p :
is a weak solution of (2.1). A nontrivial solution u ∈ H 1 (R N ) of (2.1) is called a groundstate if
where
In the following, we will show that there exists u ∈ H 1 (R N )\{0} such that P p (u) = 0. Thus, m p is well defined. To this end, we first give an elementary lemma. 
Then f has a unique critical point which corresponds to its maximum.
Define u τ by
Then we have the following result.
Proof. Set ϕ(τ ) = I p (u τ ). By direct calculation, we have
where G(u) = F (u) + µ|u| p . By Lemma 2.7, ϕ(τ ) has a unique critical point τ 0 which corresponding to its maximum. Hence, I p (u τ0 ) = max τ ≥0 I p (u τ ) and
That is, P p (u τ0 ) = 0. The proof is complete. 
where the set of paths is defined as
For any u ∈ H 1 (R N ) \ {0} with P p (u) = 0, let u τ be defined in (2.6). By (2.7), there exists τ 0 > 0 large enough such that I p (u τ0 ) < 0. Lemma 2.8 implies that
Since u is arbitrary, we obtain m
3. Proof of Theorem 1.1
In this section, we first give some results about the energy level m p , and then we prove Theorem 1.1.
Proof. Let {u n } ⊂ H 1 (R N ) \ {0} be a sequence satisfying lim n→∞ I p (u n ) = m p and P p (u n ) = 0. Then we have
which implies that m p ≥ 0.
Proof. For any ǫ ∈ (0, 1), there exists u ∈ H 1 (R N ) \ {0} with P p * (u) = 0 such that I p * (u) < m p * +ǫ. In view of (2.7), there exists τ 0 > 0 large enough such that I p * (u τ0 ) ≤ −2. By the Young inequality, we have
and by (f2), we have
and by the Hardy-Littlewood-Sobolev inequality and the Sobolev embedding theorem, there exist C 1 , C 2 > 0 independent of u, such that
Hence, the Lebesgue dominated convergence theorem implies that
is continuous on p ∈ [p 0 , p * ] uniformly with τ ∈ [0, τ 0 ]. Then there exists δ > 0 such that |I p (u τ ) − I p * (u τ )| < ǫ for p * − δ < p < p * and 0 ≤ τ ≤ τ 0 , which implies that I p (u τ0 ) ≤ −1 for all p * − δ < p < p * . Since I p (u τ ) > 0 for τ small enough and
Let p n ∈ [p 0 , p * ) be a sequence satisfying lim n→∞ p n = p * . Theorem A1, Theorem A2 and Remark 2.9 imply that there exists a positive and radial nonincreasing sequence Proof. By Lemma 3.2, for n large enough, we have 5) which implies that {u n } is bounded in
In view of (3.1)-(3.3), and by the Cauchy inequality, there exists C 3 , C 4 > 0 independent of n, such that
which implies that there exists C 5 > 0 independent of n, such that
Combining (3.5) and (3.6), we obtain that lim inf n→∞ m pn > 0.
By Lemma 3.2 and 3.3, we have m p * > 0. In the following, we give an upper estimate of m p * .
Lemma 3.4. Assume that N ≥ 3 and (f1)-(f4) hold. Then
Here, B a denotes the ball in R N of center at origin and radius a. For any ǫ > 0, we define u ǫ (x) = ϕ(x)U ǫ (x), where
By [5] (see also [23] ), we have the following estimates.
and (3.9)
where K 1 , K 2 > 0, and
Moreover, similar as in [7] and [8] , by direct computation, (3.10)
In the following, we use u ǫ to estimate m p * . By Lemma 2.8, there exists a unique τ ǫ such that P p * ((u ǫ ) τǫ ) = 0 and
We claim that there exist τ 0 , τ 1 > 0 independent of ǫ such that τ ǫ ∈ [τ 0 , τ 1 ] for ǫ > 0 small. Suppose by contradiction that τ ǫ → 0 or τ ǫ → ∞ as ǫ → 0. F (s) ≥ 0, (3.7), (3.9), (3.10) and (3.11) imply that m p * ≤ 0 as ǫ → 0, which contradicts m p * > 0. Thus, the claim holds. Set
In view of (3.7) and (3.10), and by direct calculation, we have
By the definition of u ǫ , for |x| < ǫ with ǫ < 1, we have (3.14)
Condition (f4) implies that, for any R > 0, there exists S R > 0 such that for s ∈ [S R , ∞),
In view of F (s) ≥ 0, (3.14) and (3.15), for any R > 0, there exists ǫ 0 > 0 small enough such that for any ǫ ∈ (0, ǫ 0 ), 16) where C > 0 is a constant independent of ǫ and R. Inserting (3.9), (3.13), (3.16) into (3.11) and by choosing R large enough, we get that
Proof of Theorem 1.1. Let {u n } ⊂ H 1 r (R N ) be a positive and radial nonincreasing sequence which satisfies (3.4) with p n → p * − as n → ∞. Lemma 3.3 shows that {u n } is bounded in H 1 (R N ). Thus, there exists a nonnegative function u ∈ H 1 r (R N ) such that up to a subsequence, u n ⇀ u weakly in H 1 (R N ) and u n → u a.e. in R N . By Lemma 2.1, (f2), p n → p * − and the Hölder inequality, we have
. By (3.18) and Lemma 2.6, we have (3.19) µ|u
By (3.19) and (3.20) ,
It follows from N ≥ 3 that
, by (f2), the Young inequality, the Hölder inequality and Lemma 2.5 with t = 2N/(N − 2), there exists a constant C > 0 independent of n such that
By the Hardy-Littlewood-Sobolev inequality and the Lebesgue dominated convergence theorem,
as n → ∞. That is, u is a solution of (1.6). We claim that u ≡ 0. Suppose by contradiction that u ≡ 0. Set Q(s) = |s| In view of (3.22) and (3.23) , and by using P pn (u n ) = 0 and the Young inequality 
