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A thermal quantum classifier
Ufuk Korkmaz, Deniz Tu¨rkpenc¸e,Tahir C¸etin Akıncı and Serhat S¸eker
Abstract—We introduce a binary temperature classifier quan-
tum model operates in a thermal environment. Proper measure-
ment and sensing of temperature are of central importance to
the realization of nanoscale quantum devices. More significantly,
minimal classifiers may constitute the basic units for the phys-
ical quantum neural networks. In the present study, first, the
mathematical model was introduced through a two-level quantum
system weakly coupled to the thermal reservoirs and demonstrate
that the model faithfully classifies the temperature information of
the reservoirs in the thermal steady state limit. We also suggest
a physical model implements the proposed thermal classifier
by superconducting circuits composed of transmon qubits and
discuss the feasibility by realistic parameters. It’s shown that the
physical model operates three orders of magnitude faster than
the current binary classifiers.
Index Terms—Quantum classifier, Quantum neural network,
Quantum thermalization, Open quantum systems
I. INTRODUCTION
A
RTIFICIAL neural networks mimic the learning models
inspired from the biological context and find a vast
variety of applications on data processing [1]–[11]. Quan-
tum versions of neural nets [12]–[16] are expected to have
speed or resource superiorities against their classical versions
through the non-classical quantum resources such as quan-
tum entanglement or quantum coherence [17]–[21]. However,
quantum resources are not robust against noise and rapidly
dissipate through environmental degrees of freedom. Despite
the fragility of the quantum systems, the possibility of the
minimal machines [22]–[25] operating in the nano or micro
scale is still appealing due to their extremely small dimensions
and the possible speedups by their operating frequency range.
In this study, we introduce a small quantum system oper-
ating in a thermal environment as a data classifier. A binary
classifier or in mathematical terms, a perceptron is the basic
unit of an artificial neural network and returns a binary
decision modulated by an activation function corresponding to
the weighted linear combination of the data inputs. Likewise,
the quantum model we introduce returns a binary decision
corresponding to the linear combination of the temperature
data of the connected thermal reservoirs.
In general any observable of an open quantum system
weakly coupled to the reservoir degrees of freedom equili-
brates to a steady value in the long-time limit regardless of
the system’s initial state [26]–[28]. This type of open quantum
system evolution is said to be Markovian. On the other hand,
the system evolution could also be non-Markovian, in which
the past states of the system affect the future evolution [28].
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We limit the scope of the present study with the Markovian
system evolution in the presence of the thermal quantum
reservoirs with finite temperatures. When the equilibrated state
of a quantum system reaches a Gibbs state, the system is said
to be thermalized. According to the general view of quantum
information, thermal noise is the major obstacle to protect the
valuable quantum state. To this view, the equilibrated quantum
state is a highly mixed state in which the useful quantum
information is irreversibly lost.
However, according to the novel approaches, quantum
reservoirs are not necessarily the garbage cans in which the
quantum information is thrown, but they could be referred to
as information channels in which the reservoir information
was transmitted [29], [30]. In compliance with this approach,
the system is said to be thermalized when the quantum system
temperature is equal to the thermal reservoir temperature, that
is, the temperature information is sent to the system by the
reservoir [31]. If the system is in contact with multiple thermal
reservoirs with different temperatures, an effective temperature
can be defined as the thermalized state of the system depending
on the reservoir temperatures. This effective temperature is
referred to as virtual temperature [25] and plays a significant
role in understanding the thermal quantum devices. [32].
More particularly, we investigate a two-level quantum sys-
tem in contact with thermal environments, in general, cor-
responding to different temperatures. In this scheme, the
temperatures of the environments are considered as the input
data and the corresponding effective temperature of the two-
level system in the equilibrated steady state is introduced as
the binary decision of the system. We adopt the standard
Lindblad formulation [33], [34] for the open quantum system
evaluation and obtain the reduced dynamics by tracing out the
reservoir degrees of freedom. The main idea of the study relies
on the complete positivity (CP), divisibility and additivity of
the quantum dynamical maps [35]–[37]. Just like a classical
perceptron, the proposed quantum system experience the sum-
mation of the temperature data from different environments
thanks to the weighted convex summation of the quantum
dynamical maps [36]. We both analytically and numerically
demonstrate the response of the system calculating the steady
state temperature in terms of the level populations.
We demonstrate that the proposed quantum system returns
a binary decision for the temperature data of the thermal reser-
voirs in the steady state limit depending on the temperature
values as well as the decay rates of the system to the reservoirs.
We also show that the returned data is linearly separable,
that is, the suggested system faithfully classifies the input
temperature information. A physical model of the system was
proposed and discussed with realistic parameters.
2Fig. 1. (a) Left: A classic perceptron with N input. (a) Right: A dataset is
linearly separable. (b): The most used activation functions for Perceptron.
II. FRAMEWORK AND SYSTEM DYNAMICS
The simplest model for binary data classification can be
described by the perceptron (See Fig. 1 upper left panel) in
which returns a binary decision corresponding to a weighted
summation of various data inputs (features) modulated by
specific functions. The input data x1, x2, ..., xN are composed
of any mensurable individuals with their associated weights
w1, w2, ..., wN . The perceptron algorithm returns a binary
result f(y) that has been modulated by an activation function
f(·), corresponding to an input y = Σixiwi. A few of
commonly used activation functions are depicted in the bottom
of the left panel of Fig. 1. For example, a step function returns
f(y) = 1 if y ≥ 0 and returns f(y) = −1 else. On the
other hand, a linear function yields a linear and continuous
response for any y. A properly functioning perceptron can
linearly separate the data instances corresponding to multi-
dimensional feature space.
As stressed in the previous section, we introduce a quantum
version of a data classifier operating in a thermal environment.
The right panel of Fig. 1 represents a small quantum system
simultaneously interacting with multiple thermal environments
characterized by respective temperatures. We adopt a quantum
master equation (QME) approach, to describe the open quan-
tum dynamics, as a standard tool [28]. As a general view, a
time local QME can be described as [34]
d
dt
̺s(t) = Lt[̺s(t)] = −
i
h¯
[H(t), ̺s] +Dt[̺s(t)] (1)
where Lt is the dynamical generator which can be decomposed
into unitary and dissipative parts. Here, ̺s is the density matrix
of the system of interest, H(t) is any Hermitian Hamiltonian
representing the system and Dt stands for the dissipative
part of the generator induced by environmental effects. A
physically valid QME should lead to a dynamical map Λt
satisfying Λt[̺s(0)] = ̺s(t) for any t ≥ 0. That is, the map
should preserve the density matrix properties such as positivity
and trace unity. Moreover, the map should also hold complete
positivity for any point of the evolution. The dynamical map
ensuring all these properties is said to be completely positive
trace preserving dynamical map (CPTP). A CPTP map can
exhibit a non-monotonic character with memory effects due
to the time local feature of the generator Lt yielding a non-
Markovian evolution. Note that we are only interested in the
weak coupling regime in which the open system evolution
is Markovian. In this particular form, the Hamiltonian and
the dissipative term is time-independent. This form of the
generator is said to be in the standard Lindblad form and,
in general, can be represented as
L[̺] = −
i
h¯
[H, ̺] +D[L̺] (2)
where
D[L̺] =
∑
k
Γk[Lk̺L
†
k − {L
†
kLk, ̺}/2]. (3)
Here, Lk is the jump operator acting on each subsystem
independently, {·} is the anti-commutation and Γk is the
relaxation rate of each subsystem through the reservoir. Note
that in this scheme, the dynamics form a semigroup in which
the generator and the map is related with an Λt = exp[tL]
exponential form for all t. Moreover, the map representing this
evolution is called CP divisible since it satisfies the composi-
tion law Λt2,t0 = Λt2,t1Λt1,t0 for all t2 ≥ t1 ≥ t0 ≥ 0 [36],
[37].
As mentioned in the previous section, we are interested
in the effective temperature of a small quantum system at
steady state in the presence of different thermal reservoirs.
In this respect, we define the system evolution by exploiting
the additivity of the dynamical generators such that
L[̺] =
∂̺
∂t
= P1L
(1)
t + . . .+ PNL
(N)
t (4)
where Pi 6= 0 are the probabilities of encountering the system
from the ith reservoir obeying the unity condition
∑
i Pi = 1.
Equation (4) is a valid physical evolution if and only if each
generator provides the CP divisibility and the weak coupling
condition to the reservoirs [36], [37]. In general, the bath
consists of a large number of harmonic oscillators with various
modes of bath frequencies ωj . Therefore the coupling rates to
the reservoir Γk(ωj) and the corresponding jump operators
Lk(ωj) are the functions of bath frequencies in equation (3).
However, for simplicity, we will encounter two-level systems
with a specific frequency ω and a corresponding relaxation
rate Γ as the bath degrees of freedom in Gibbs state denoted
by
̺B =
exp[−βHB ]
TrBexp[−βHB]
(5)
where HB is the bath Hamiltonian, β = 1/kBT is the inverse
bath temperature and kB is the Boltzmann constant. Each
generator in equation (4) can be defined as [28]
L
(i)
t = −
i
h¯
[H, ̺] + Γ(i)(n¯(i) + 1)D[L̺] + Γ
(i)n¯(i)D[L†̺] (6)
with
n¯(i) = [exp(
h¯ω
kBT (i)
)− 1]−1. (7)
Here, n¯(i) is the temperature dependent excitation number of
ith thermal bath with corresponding temperature T (i) and
Γ(i) is the relaxation rate of the system to ith bath and h¯
is the reduced Planck constant. Note that equation (4) is the
quantum equivalent weighted summation of the perceptron
input temperature data. The response of the system returns an
3effective (or virtual) system temperature TS in the thermalized
state
̺S =
exp[−βSHS ]
TrSexp[−βSHS ]
(8)
where βS = 1/kBTS . The effective temperature TS can easily
be defined by means of the level populations of the two-level
system as [32], [38]
TS =
h¯ωS
kBln[
pg
pe
]
(9)
for the thermalized state of ̺S where, respectively, pg and
pe are the ground and excited state populations. The effective
temperature in equation (9) is the identifier of the response
of the system in the steady state corresponding to various
relaxations to the independent thermal reservoirs.
III. THE QUANTUM CLASSIFIER
In this section, we describe the introduced model with a
simple physical example and examine the system dynamics
numerically. In the modelled example, a spin-1/2 system
couples to N thermal reservoirs, in general, with different
finite temperatures and different relaxation rates. Equations
(3) and (6) characterizes the evolution of the system. We
define the system Hamiltonian and the jump operators as
H = ωSσz/2 and L ≡ σ− = |g〉 〈e|, L† ≡ σ+ = |e〉 〈g| where
σz = |e〉 〈e| − |g〉 〈g|, σ+ and σ− are, respectively, the Pauli-
z, Pauli-raising and -lowering operators. The generalization of
equation (6) to N thermal reservoirs will lead to a microscopic
master equation
˙̺ = −
i
h¯
[H, ̺] +
N∑
i
Γ(i)
[
(n¯(i) + 1)D[L̺] + n¯
(i)D[L†̺]
]
.
(10)
Note that equation (10) obeys (4) in the weak coupling limit
where Pi ∼ Γ(i). This model which can be illustrated in the
right panel of Fig. 1 is very generic and has been studied with
various motivations [39]–[41].
As stated in the previous section, the objective of the current
study is to demonstrate that the response of the system in
the equilibrated state could serve as a quantum classifier
that linearly classifies the temperature data of the connected
thermal reservoirs. To this end, we analytically solve (10)
and obtain the temperature in terms of relaxation rates at
steady state. Inserting the two-level system Hamiltonian and
the relevant operators into (10) and by taking ˙̺ = 0, we obtain
(see Appendix) the system populations ratio at the steady state
as
pg
pe
=
∑
i(n¯
(i) + 1)Γ(i)∑
i n¯
(i)Γ(i)
. (11)
The steady state temperature can be obtained by inserting
equation (11) into (9) without any approximation. On the other
hand, using some approximations for the particular case where
all the coupling rates are equal (Γ(1) = Γ(2) = · · · = Γ(N))
the steady state temperature (TS)
ss of the system reduces to
(TS)
ss ∼=
T1 + · · ·TN
N
=
∑
Ti
N
= T¯N . (12)
Fig. 2. Single-1/2 spin system coupled to two thermal reservoirs with n¯1
and n¯2 excitation numbers and T1, T2 finite temperatures. The system relaxes
to the reservoirs with the rates Γ1 and Γ2.
That is, for this particular case, steady state temperature is the
arithmetic mean T¯N of the bath temperatures. Therefore, we
define the binary classification of our thermal classifier as{
class1, (TS)
ss ≥ T¯N
class2, (TS)
ss < T¯N (13)
for arbitrary temperature values of the thermal reservoirs as
well as the coupling rates to the baths.
A. Numerical Results
Before demonstrating the classification process, first, we
investigate the thermalization dynamics in the time domain.
Note that we choose the relaxation rates of the system to
the reservoirs Γ ≪ ωS much smaller than the characteristic
system frequency consistent with the weak coupling condition.
In the rest of the manuscript, we take h¯, kB = 1 for the
calculations. Here, we present a simple example of our model
encountering the dynamics of the two-level system relaxing to
two thermal baths with different temperatures as depicted in
Fig. 2. The quantum states of these thermal baths are defined
by equation (5) with corresponding temperatures T1 and T2 in
contact with the system of interest. We choose the initial state
of the system as the ground state ̺S = |g〉 〈g| corresponding
to zero temperature.
As shown in Fig. 3, when we solve the microscopic master
equation given in (10), we obtain the thermalization curves
for different relaxation rate pairs of the system to the baths.
The system rapidly reaches the steady state with a definite
temperature obtained by (9). Note that, the thermalized sys-
tem temperature is between the temperatures of the baths.
Moreover, the system temperature approaches to the bath
temperature in which the corresponding relaxation rate is
larger. If the relaxation rates are Γ1 = Γ2 equal (solid line
of Fig. 3) the system thermalizes to the average of the baths’
temperatures justifying equation (12). This simple result shows
that the additivity of dynamical maps, defined in (4), work well
in this thermal quantum state example with the corresponding
parameters. Another crucial point is that the relaxation rates
Γ(i) play the role of weights wi as in the classical perceptron
example. Therefore, both the bath temperatures and the corre-
sponding relaxation rates are the ingredients of the input data
4for the introduced quantum classifier. In the classical scheme,
the linear separation of a classifier is illustrated in the feature
space as well as the weight space. Accordingly, next, we
present the linear separation of the data instances in both the
relaxation rate and the temperature space for our the quantum
classifier model. But first, we investigate the response of the
system, again, in terms of the steady state system temperature
under the linear variation of input data parameters Γ(i).
In this part of our example, we define the relaxation rates
to the thermal baths as Γ1 and Γ2 where Γ1 = Γ/2+∆Γ and
Γ2 = Γ/2 − ∆Γ. Here, ∆Γ ranges between −Γ/2 ≤ ∆Γ ≤
Γ/2. We use the same parameters of Fig. 3 and plot the steady
state temperature of the system depending on the values of Γ1
and Γ2. Note that, for ∆Γ = Γ/2, Γ1 = Γ while Γ2 = 0.
In this case, the system is coupled only to the first reservoir,
therefore, the steady state temperature of the system is equal
to the temperature T1 of the first reservoir. The situation
is the opposite when ∆Γ = −Γ/2. As obvious in Fig. 4,
the steady state response of the system is linear against the
linear variation of ∆Γ. This corresponds to a linear activation
function-like behaviour for our quantum classifier. Similar
results were reported regarding the thermal environments in
the past [42]. However, a non-linear response character with
respect to the linear variation of input parameters was recently
reported in case of information reservoirs [43].
Fig. 3. The relaxation dynamics of the system in terms of the system
temperature depending on different coupling rate pairs. Reservoir temperatures
are fixed and T1 = 3 and T2 = 1 in units of h¯ω/kB . The reservoir frequency
and the system frequency are, respectively, ω = ωS equal. Three cases were
considered with three different relaxation rate pairs as Γ1 = Γ2 = 0.1 (solid
line) ; Γ1 = 0.1, Γ2 = 0.05 (dotted line) and Γ1 = 0.05, Γ2 = 0.1
(dotted-dashed line). Time is dimensionless and scaled by ω.
Fig. 4. The steady response of the system in terms of system temperature
depending on coupling rates to the thermal baths. Γ1 = Γ/2 + ∆Γ and
Γ2 = Γ/2 − ∆Γ where Γ = 0.08. Reservoir temperatures are fixed and
T1 = 3 and T2 = 1 in units of h¯ω/kB . The reservoir frequency and the
system frequency are, respectively, ω = ωS equal.
Fig. 5. Classification of the temperature data instances by the quantum
model in Γ space. The temperatures of the baths are T1 = T2 = 3 equal in
units of h¯ω/kB . There are randomly selected 20 relaxation rate pairs and the
classified instances are linearly separable.
Fig. 6. Classification of the temperature data instances by the quantum
model in T space. The relaxation rates of the system to the baths are Γ1 =
Γ2 = 0.02 equal. There are randomly selected 20 temperature pairs and the
classified instances are linearly separable.
After these analyses, we present the success of the linear
separation of the data instances of the quantum classifier
model. For a clear demonstration, we encounter two cases.
First, (see Fig. 5) the temperatures of the baths are equal and
fixed and the separation of the data instances are illustrated in
the Γ space. Second, the relaxation rates are equal and fixed
and the separation of the data instances are illustrated (see
Fig. 6) in the T space.
Note that all the points in Figs. 5 and 6 are the steady states
of the two-level system between the reservoirs. These results
show that the introduced quantum model reliably classify
the temperature data instances in the thermal environment in
which it operates. Though these examples are given for the
two thermal reservoirs, the introduced model always returns a
binary decision regardless of the number of thermal environ-
ments as it obeys equation (4) and relation (13).
B. Collision model for open quantum system dynamics
Before proposing a physical apparatus to represent the
quantum classifier, we describe the collisional model to im-
plement the open system dynamics. Collisional models have
been recently become popular by their versatile representation
5Fig. 7. The collision model representing the open quantum system dynamics.
A thermal reservoir with temperature T (left) in contact with a single spin
system was simulated by discrete repeated interactions (right).
schemes of the open quantum systems [36], [44]–[47]. Note
that the validity of the proposed classifier hinges on the
Markovianity of the open system dynamics that hold CP
divisibility and the weak coupling conditions. Here, we outline
the general framework in which the scheme is equivalent to
the Markovian dynamics.
As depicted in Fig. 7, identically prepared thermal units
{Rn} (each with the temperature T ) sequentially interact
with the system qubit S with identical interaction time τ .
It’s supposed that, initially, system-reservoir state SR is in
a separable ̺(0) = ̺S(0) ⊗ ̺R state where initial system
state is ̺S(0) = |g〉 〈g| corresponding to zero temperature.
On the other hand, initially, each unit is in a thermal Gibbs
state with temperature T . According to the standard Markov
description of the collision model we follow, the ancillas are
discrete, identical and do not interact with each other. We
define the unitary propagator USRn = exp[−iHSRnτ ] where
the reduced Planck constant was taken h¯ = 1. Here, HSR
is the time-independent interaction Hamiltonian denoting no
time-local evolution during the ancilla-system evolution. We
define this Hamiltonian as
HSRn =
h
2
(σnz + σ
s
z) + J(σ
n
+σ
s
− + h.c.). (14)
where σnz and σ
n
± are the Pauli matrices act on the nth
reservoir units, σs± are the Pauli matrices act on the system.
Here, J is the coupling constant between the system and the
single reservoir unit and h is the frequency of the system and
the ancilla.
Each interaction defined above, yields a quantum dynamical
map
ΦSR[̺] = USR
(
̺0SR
)
U†SR (15)
where USR is the successive implementation of SR. In this
Markov scheme, after a sufficient number of interactions, the
system state evolves into an identical state that of one of the
reservoir units. That is, the system temperatures reach the ther-
mal reservoir temperature by this discrete dynamical evolution.
This process is known as quantum homogenization [44]. By
‘sufficient’, we imply that after a sufficient collision number
n, the system ends up with a steady state as
̺nS =Trn
[
USRn . . .Tr1[USR1
(
̺0S ⊗ ̺R1
)
U†SR1 ]⊗ . . .
. . .⊗ ̺RnU
†
SRn
]
(16)
where Tri is the partial trace over ith unit. The dynamical
maps explained above could also be represented like
̺nS = Λn ◦ Λn−1 ◦ . . . ◦ Λ1 ≡ Λn[̺
0
S ] (17)
where Λi[̺S ] = Tri[USRi (̺S ⊗ ̺Ri)U
†
SRi
]. Here, the oper-
ation ‘◦’ is known as concatenation satisfying Λ2 ◦ Λ1[̺] =
Λ2(Λ1[̺]). One should keep in the mind that the dynamical
maps expressed above, preserves the CP property as well
as trace unity. Moreover, each map corresponding to each
collision is a CPTP map. In the physical model, we assume
that the coupling to the reservoir units is much smaller than
the characteristic frequencies J ≪ h, that is, the system also
satisfies the CP divisibility [36]. Therefore, the collision model
in which we prefer to implement to describe the open system
dynamics is consistent with the Markov Lindblad formulation
expressed in Section II.
As expressed in the introduction, at the end of the open
system evaluation the system thermalizes with the bath. Fig. 7
illustrates the coupling of the two-level quantum system to a
finite temperature thermal bath by a collision model expressing
the evolution by small discrete steps mathematically repre-
sented by (17). As we are interested in the steady behaviour
of the system in the presence of N thermal baths, the evolution
can be represented by
Λn = p1Λ
1
n + p2Λ
2
n + . . .+ pNΛ
N
n (18)
regarding the convexity of the CP-divisible dynamical maps
where pi 6= 0 are the probabilities of experiencing the system
from the thermal unit of the ith reservoir. Note that equation
(18) is the discrete evolution (collision model) equivalent of
the continuous Lindblad dynamics expressed in (4).
C. Physical model
We also suggest a physical model and discuss its feasibility.
The physical model depends on the superconducting circuits
and the related architecture [48]. A two thermal bath example
will be analysed by using three transmon qubits including
the system qubit. Transmon qubits are the later versions of
charge qubits (Cooper pair box) depending Josephson Junction
tunnelling devices [49]. In the physical model, two thermal
reservoirs are mimicked by two transmon qubits by repeated
interactions process in which they interact through a resonator
bus [50] also serves for the readout [51].
An artificial quantum system composed of N transmon
qubits coupled through a coplanar waveguide (CPW) resonator
can be represented by an Hamiltonian
H =ωraˆ
†aˆ+
N∑
i=1
[
Eci(nˆi − ngi)
2 − EJi cos ϕˆi
]
+
N∑
i=1
ginˆi(aˆ+ aˆ
†) (19)
where ωr is the resonator frequency, aˆ and aˆ
† are, respec-
tively, the annihilation and creation operators of the quantum
oscillator. The second term of the Hamiltonian corresponds
to the transmon qubits where where nˆi is the charge number
operator, ngi is the offset charge and ϕˆi the quantized flux
6Fig. 8. (Colour online) Physical model of the classifier through the Lumped-
element circuit diagram. Three transmon qubits (Q1 is the system qubit, Q2
and Q3 are the reservoir qubits) are coupled to the superconducting CPW
resonator in which they serve for both the readout of the qubits (red) and as
a coupling bus. Green dots stand for the flux tunability of each qubit. The
tunability allows for the control of coupling to the bus. Microwave lines (blue)
are the control fields acting on reservoir qubits (Q2, Q3) and they are used
for resetting and initialization of ancilla quantum states.
of the ith qubit. Here, the flux is defined by ϕi = πΦi/Φ0
where Φi is the externally tunable flux of each qubit and Φ0
is the elementary quanta. Respectively, Josephson energy EJi
and the capacitive energy Eci are set EJi ≫ Eci such that the
qubits operate in the transmon regime. The last term of the
Hamiltonian indicates that the transmon qubits are coupled
to the resonator by a strength gi. Here, one can have an
issue with the Hamiltonian as the qubit interaction term is not
apparent as is in (14). However, it’s known that equation (14)
type flip-flop interaction could be achieved by the dispersive
coupling of the qubits with the same resonator satisfying
|∆1,2,3| = |ω1,2,3 − ωr| ≫ g1,2,3.
Such a coupling generates an effective interaction between
the transmon qubits that they do not directly interact. For
instance, the interaction strength between the system qubit
(Q1) and one of the reservoir qubits (Q2) can be described
by [52], [53]
J1,2 =
g1g2
2
(
1
∆1
+
1
∆2
)
. (20)
On the other hand, if the qubit frequencies are made largely
dispersive |ω1 − ω2| ≫ J1,2 this effective interaction is
effectively turned off. Therefore, inter-qubit couplings can
be controlled by qubit frequency settings. Additional require-
ments should be performed in order to implement the physical
model in Fig. 8 successfully. First, on the one hand, the
reservoir qubits Q2 and Q3 should interact with the system
qubit Q1, on the other hand, Q2 and Q3 should never interact
with each other. Moreover, a repetitive switch mechanism
should be achieved between the interacting qubits for suit-
able qubit preparation and reset scenarios. The former could
be simply achieved by tuning the ancilla qubit frequencies
|ω2 − ω3| ≫ J2,3 largely dispersive. Hence, one obtains
H =
ωi
2
3∑
i=1
σiz + (ωr + χi
3∑
i=1
σiz)aˆ
†aˆ
+ J1,i
∑
i=2,3
(σ+1 σ
−
i +H.c.) (21)
where σiz and σ
∓
i are the Pauli operators acting on the
subspace belonging to the first two-levels of the respective su-
perconducting qubit and χi are the qubit-dependent resonator
frequency shift in which coupled qubit-resonator pairs have
no energy exchange between them.
The switch on/off mechanism can be performed by the
externally tunable magnetic flux Φi [31]. The coupling be-
tween the CPW and the qubits can be turned off, by very
largely detuning the qubit, using the bias flux and the coupling
can be regenerated again by tuning the bias Φi such that
the desired dispersive coupling is re-established. There are
several timescales for the process of implementing a repeated
interaction scheme. The first one is τint qubit-CPW interaction
time, the second τpr is both the qubit reset and preparation
time and τr is the qubit reset time. Therefore the time
elapsed between two switch on/off process can be defined as
T ≤ ti+1 − ti where T = τint + τpr + τr. Regarding the
reservoir qubits, as the relaxation time τr is much longer than
the collision time τr ≫ τint, relaxation of the qubits have
no effect between any successive collision times. On the other
hand, a strong field can achieve the qubit reset and preparation
much shorter than the collision time τpr ≪ τint [31]. Then
approximately, one can define the time between any successive
switch-on operation as ti+1 − ti = T ≃ τint.
According to the scenario, the ancilla qubits Q2, Q3 and
the system qubit Q1 couple to the CPW (with strength g)
dispersively. During this coupling process the system generates
effective J1,2 and J1,3 couplings betweenQ1−Q2 andQ1−Q3
in compliance with (21). The reservoir qubits are initially
prepared in their thermal quantum state before the switch-
on operation Q1 is prepared in the ground state defines a
zero temperature. At time ti = 0 the coupling between Q1,
Q2, Q3 and CPW turns on and the couplings turns off after
τint. After that, Q1 and Q3 are reset to their initial states.
Therefore, system qubit Q1 is now in the tensor product state,
that is, Q1 is decoupled from the reservoir qubits and ready
for the next collision. Many repetitions of this scheme yield
the superconducting circuit model of the thermal quantum
classifier composed of transmon qubits.
As an example, the inverse temperatures of the ancilla
qubits representing the thermal reservoirs can be βQ2 = 2.898
(TQ2 = 200 mK) and βQ3 = 4.797 (TQ3 = 100 mK) [31]. In
the weak coupling regime, typically, the resonator frequency
is ωr ∼ 1 − 10 GHz and the coupling between the transmon
qubit-resonator is g ∼ 1 − 500 MHz [48], [52], [54]. In this
frequency regime, a single qubit gate rotation performs within
couples of nss. It’s been shown that 2000 collisions, by two
reservoir qubits as in Fig. 8, can equilibrate a single spin taking
each collision time τ = 5ns [43]. This result corresponds to
∼ 7.5− 10µs to reach the steady state.
Current state-of-the-art allows for T1 ∼ 20− 60 µs energy
relaxation time for transmon qubits [54], [55]. That is, the
physical model of the thermal quantum classifier proposed in
this section can reliably classify the temperature information
before the information is lost. As a result of these consider-
ations, we underline that the response time of the physical
classifier is in the µs range. Comparing with the speed of the
classical classifiers in which operate by a ms CPU time [56],
7one concludes that the physical model of the quantum classifier
operates three orders of magnitude faster than the classical
ones.
IV. CONCLUSIONS
We have proposed and numerically demonstrated an open
quantum model classifies the temperature information of the
thermal environments in the weak coupling regime. The theo-
retical model relies on the additivity of the quantum dynamical
maps while physical model relies on the divisibility of the
quantum maps. We also analytically obtained that a single
qubit system, coupled to several thermal environments with
finite temperatures, returns an arithmetic mean temperature
in the steady state in the case of equal coupling rates.
Moreover, we numerically demonstrated that, depending on
the modification of the coupling rates, the system response
temperature could be larger or smaller than the arithmetic
mean of the thermal environment temperatures. That is, we
showed that the proposed single qubit quantum model is a
binary classifier. We also report that the obtained response
character of the proposed quantum classifier fit with the linear
activation functions. We choose the superconducting circuits
and the repeated interactions scheme, respectively, for the
physical model and the representation of the open quantum
dynamics. Three transmon qubit example, with one system
qubit and two environment qubits in the microwave regime,
was given as a physical model example. The capability of
the temperature data response depending on the environment
temperatures could improve the studies about building the
smallest thermal machines as well as temperature sensing in
these small scales.
APPENDIX A
THE STEADY STATE TEMPERATURE
Here, we present a derivation of the steady state temperature
of the single spin in contact with N thermal reservoirs. To
this end, we solve equation (10) to obtain the response of
the two-level system in the form of equation (9). First, we
write equation (10) for N = 2 thermal reservoirs. The master
equation reads
˙̺ =− i[
ω
2
σz , ̺] +
Γ(1)
2
(n¯(1) + 1)(2σ−̺σ+ − σ+σ−̺
− ̺σ+σ−) +
Γ(1)
2
n¯(1)(2σ+̺σ− − σ−σ+̺
− ̺σ−σ+) +
Γ(2)
2
(n¯(2) + 1)(2σ−̺σ+ − σ+σ−̺
− ̺σ+σ−) +
Γ(2)
2
n¯(2)(2σ+̺σ− − σ−σ+̺
− ̺σ−σ+) (22)
where we take h¯ = 1. We remind that we define the Pauli
operators as σ− = |g〉 〈e|, σ+ = |e〉 〈g| and σz = |e〉 〈e| −
|g〉 〈g|. Next, we take the commutation, the first term of (22)
and take ˙̺ = 0 since we seek the solution in the steady state.
By these specifications and regarding 〈νi|νj〉 = δij where
|νi,j〉 are the orthogonal basis states, we have
0 =
−iω
2
(|e〉 〈e| ̺− |g〉 〈g| ̺− ̺ |e〉 〈e|+ ̺ |g〉 〈g|)
+
Γ(1)
2
n¯(1)(2 |g〉 〈e| ̺ |e〉 〈g| − |e〉 〈e| ̺− ̺ |e〉 〈e|)
+
Γ(1)
2
(2 |g〉 〈e| ̺ |e〉 〈g| − |e〉 〈e| ̺− ̺ |e〉 〈e|)
+
Γ(1)
2
n¯(1)(2 |e〉 〈g| ̺ |g〉 〈e| − |g〉 〈g| ̺− ̺ |g〉 〈g|)
+
Γ(2)
2
n¯(2)(2 |g〉 〈e| ̺ |e〉 〈g| − |e〉 〈e| ̺− ̺ |e〉 〈e|)
+
Γ(2)
2
(2 |g〉 〈e| ̺ |e〉 〈g| − |e〉 〈e| ̺− ̺ |e〉 〈e|)
+
Γ(2)
2
n¯(2)(2 |e〉 〈g| ̺ |g〉 〈e| − |g〉 〈g| ̺− ̺ |g〉 〈g|).
(23)
We define the matrix elements 〈e| ̺ |e〉 = pe and 〈g| ̺ |g〉 =
pg, respectively, as the excited and the ground state popula-
tions. Multiplying the left-hand side of equation (23) by 〈e|
or 〈g| and then the right-hand side by |e〉 or |g〉, we have
pg
pe
=
n¯(1)Γ(1) + n¯(2)Γ(2) + Γ(1) + Γ(2)
n¯(1)Γ(1) + n¯(2)Γ(2)
. (24)
Note that, this is only the N = 2 two reservoirs expansion of
equation (10). It’s straightforward that in the general case for
N thermal reservoirs we reach equation (11). We continue with
the N = 2 reservoir case where the couplings are Γ(1) = Γ(2)
equal. In that case, equation (24) becomes
pg
pe
=
∑
n¯+ 2∑
n¯
(25)
where
∑
n¯ = n¯(1) + n¯(2). We take the natural logarithm both
sides of equation (25) as
ln
(
pg
pe
)
= ln
(∑
n¯+ 2
)
− ln
(∑
n¯
)
(26)
For simplicity, denoting
∑
n¯ = N , we rewrite the first term
of equation (26) as
ln (N + 2) = ln
(
N (1 +
2
N
)
)
≈ ln (N ) +
2
N
(27)
where we have used a simple logarithm identity and an approx-
imation such as, respectively, log(AB) = log(A)+log(B) and
ln(1+x) ≈ x. Inserting this result into equation (26) we have
ln
(
pg
pe
)
=
2
N
. (28)
Next, we expand this result as N = n¯(1) + n¯(2) where n¯(i) =
1/(exp(ω/T (i))− 1) as we defined in equation (7). Using the
high temperature approximation exp(ω/T (i)) ≈ ω/T (i) + 1,
equation (28) becomes
ln
(
pg
pe
)
≈
2
T (1)
ω
+ T
(2)
ω
=
2ω
T (1) + T (2)
. (29)
Inserting this result into the definition of qubit temperature
in equation (9), finally, we have the analytical expression
8of the steady temperature response of the proposed quantum
classifier for N = 2 thermal reservoirs.
(TS)
ss ∼=
T (1) + T (2)
2
. (30)
Note that, again, it’s straightforward to generalize this result
for an arbitrary number of thermal reservoirs just as in
equation (12).
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