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需要変動に対応して複数設備の稼働と休止を決定する設備再配置計画は、生産能力最大化とコスト最小化を優先順
とする二目的混合整数計画モデルとして定式化できる。このモデルに対して、遺伝的アルゴリズム、シミュレーテッ
ドアニーリング、タブーサーチ、それらのハイブリッドアルゴリズムが提案されている。このモデルでは、設備の
固定費と、生産量に応じた変動費、設備を変更した場合の効率低下率が入力データとなっており、各設備の稼働ま
たは休止と休止設備での生産のシフト先が出力結果となっている。先行研究では、例題データによってアルゴリズ
ムの探索効果が異なることが示唆されている。本研究で数値実験を実施したところ、全体として遺伝的アルゴリズ
ムとタブーサーチのハイブリッドアルゴリズムが効果的であることが確かめられた。ただし、データ特性によって
はシミュレーテッドアニーリングの結果が優れている場合もあることもわかった。
The facility rearrangement planning deciding running or stopping of each facility can be formulated into 
a bi-objective mixed-integer programming model considering maximization of the production performance 
as primary function and the minimization of the operation cost as secondary one. For solving this model, 
genetic algorithm, simulated annealing, tabu search and those hybrid algorithms are proposed. In this model, 
the fixed cost of each facility, the variable cost proportional to the production volume and the reduction 
rate of production efficiency between facilities are given as the input data, and the operating or stopping of 
each facility and the shifting of production in the stopped facility are decided as the output result. Previous 
researches suggest that the search effect of those algorithms differ depending on the example data. As the 
result of numerical experiments in this study, it was confirmed that the hybrid algorithm of genetic algorithm 
and tabu search is effective as a whole. However, it is found that simulated annealing results may be better 
depending on the data characteristics in some cases.
* 1：獨協大学経済学部
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1.　はじめに
企業や組織において用いている設備は、内部およ
び外部環境の変化によってその構成や配置を見直
し、再配置を計画すべきである。樋野と森脇 （1）は
生産設備を対象にスケジューリングを考慮した設
備再配置方法を提案しているが、これは数か月か
ら 1年程度の生産計画の変動に伴う、設備数 10 程
度の小規模な再配置を対象としている。これと異な
る観点で、鈴木と山本 （2）は多設備生産システムに
おいて複数ある設備の稼働および休止、生産の移転
を決定する設備再配置モデルを提案しており、これ
は 1年から 5年程度の需要変動への対応を想定した
再編計画となっている。そして、生産能力の最大化
と制約条件下でのコスト最小化を同時に考慮する優
先順付き二目的混合整数計画モデルに定式化し、設
備数 20 以上の問題を対象に解法の開発を行ってい
る （10）。このため、設備再配置を対象としている類
似点はあるが、需要変動による設備数の変更を含ま
ない樋野と森脇 （1）の解法を、鈴木と山本 （2）の問
題に適用することはできない。
鈴木と山本 （2）による再配置モデルのために、2
段階法として 2段階遺伝的アルゴリズム（GA）に
よる方法 （4）、GAにヒューリスティックな局所探索
を組み合わせた方法 （5）、GAにシミュレーテッドア
ニーリング（SA）を組み込んだ方法 （6）、GAにタ
ブーサーチ（TS）を組み込んだ方法 （7）、個体群を
用いたメタヒューリスティクスによる方法 （8）など
が開発されており、1段階法として SAのフレーム
ワークに近傍探索を組み込んだアルゴリズム （9） （10）
などが提案されている。しかし、例題によって結果
が異なり、アルゴリズムの統一的な効果が論じられ
ていない。
本研究では、データの特徴を考慮して作成した例
題に対し、先行研究で提案されているGAと SAの
ハイブリッド法、GAとTSのハイブリッド法、SA
法で数値実験を行い、探索効果を比較したところ違
いが認められたので報告する。
2.　問題設定と定式化
2.1　問題設定
ある製品を n 基の設備で生産しており、今期は
需要が減少したため各設備とも最大能力より少ない
生産量で生産している。経営的判断から次期には運
用コストを低減することとなり、全設備の運用コス
ト合計の上限が制約として与えられている。この一
方で、次期の間に需要が回復することも想定して、
生産能力をできるだけ多く確保したい。この状況下
で、各設備の稼働と休止、および休止設備での生産
の稼働設備への移転（統合）を決定しなければなら
ない。ただし、運用コスト合計は低い方がより好ま
しい。与えられるデータは、各設備の固定費、生産
量に比例する変動費、生産を他の設備に移転し場合
の生産能力減少率とする。
2.2　定式化
制約条件の下、第一の目的関数である再編後の稼
働設備の生産能力の合計 F を最大化し、生産能力
が同じ場合は第二の目的関数である再編後の運用コ
スト合計 C を最小化するように、各設備の稼働休
止と休止設備での生産の移転先設備を決定する問題
として次のように表現できる （10）：
1
  max
=
= →n j j
j
F p x    （1）
( ) *
1
    , 
=
= + → =n j j j j
j
C c v p x F Fmin if    （2）
subject to
( )
1=
+ ≤n j j j j
j
c v p x Cmax    （3）
, ,  1, ,,
≤
= = … >
j j j
j
j j j
s s up j nu s u
if 
if 
   （4）
1
,  1, ,
=
= + = …nj i ij ij j j
i
s q r y q x j n    （5）
1
1, 1, ,
=
+ = = …n ij i
j
y x i n    （6）
{ }0,1 , 1, ,∈ = …ix i n    （7）
{ }0,1 , , 1, , ,∈ = … ≠ijy i j n i j    （8）
0,  ; 1, ,= = = …ijy i j j nif    （9）
ただし、cj：設備 i の固定費、 Cmax：コスト上限、
F *：現行の F 最良値、 pj：再編後の設備 j の生産量、
qi：再編前の設備 i の生産量、rij：生産能力減少率 
（0 ≤ rij ≤ 1）、  uj：設備 j の生産能力上限、vj：設備
j の変動費である。このうち生産能力減少率とは、
設備 i で行っていた生産を設備 j に移転したときの
生産効率の低下率を指し、設備仕様や運用方式の違
いから設備 i での能力に対する設備 j での能力の比
率を表す。
変数 xj と yij は 0-1 変数であり、それぞれ設備の
稼働または休止、生産移転関係を次のように表す。
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また、xj と yij の関係は（6）式の説明として次式の
ようにも表現できる。
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今期コストと次期コスト予算の比率として次式のよ
うに Cmax からコスト低減率 Rc が定義される。
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この問題は、n < 20 かつ Rc > 0.90 であれば、逐次
改善的な方法で良好な解を得ることができる （2）。
しかしながら、  n ≥ 20 かつ Rc ≤ 0.90 であると、休
止設備数によって探索領域が広がるとともに生産移
転先の組合せが増え、既存の逐次改善的な方法では
実行可能領域の探索効率が低下して、極めて長時間
探索を行っても実行可能解を見出せないことも起こ
り得る （3）。このため、これまでいくつかの解法が
開発されてきたので、それらを数値実験として比較
する。
3.　数値実験
3.1　比較する解法と設定
先行研究で提案されている次のハイブリッドアル
ゴリズムを比較する。
GS:  GA で xj を探索し、SAで yij を探索するアルゴ
リズム （6）
GT:  GA で xj を探索し、TS で yij を探索するアル
ゴリズム （7）
この 2つは、GAの枠組みの中で、SAまたはTS
を用いるものである。すなわち、GAで探索してい
る x1,…, xn の値の下で、部分問題として SAまたは
TSで y1,1,…, ynn を探索することになる。この 1つ
の部分問題に対してどの程度の計算量を配分するか
がパラメータとなる。SAと TS では、着想は異な
るが、いずれも逐次改善型のアルゴリズムにおいて
局所最適からの脱出のための操作が技法の特徴であ
る。計算時間を長く配分してローカルサーチを繰り
返す効果と、計算時間を短くしてリセットによる探
索領域を転換する効果のいずれが有効であるかは、
数値例によって実験をしてみる必要がある。
本研究では、1部分問題に対して計算時間全体の
うち Ty = 0.001,  0.005,  0.010 のいずれかを上限とし
て配分する設定を試して結果を比べることとした。
また、ハイブリッドではない SA アルゴリズ
ム （10）を比較対象として用いることとする。これは
先行研究 （10）の 3 つの SAアルゴリズムのうち最も
効果が高いとされている“SA1”を採用する。
以上から、本研究では次の 7解法を比較すること
とする。
GS1: GS で Ty = 0.001 の解法
GS2: GS で Ty = 0.005 の解法
GS3: GS で Ty = 0.010 の解法
GT1: GT で Ty = 0.001 の解法
GT2: GT で Ty = 0.005 の解法
GT3: GT で Ty = 0.010 の解法
SA: SA 解法（先行研究 （10）の“SA1”）
3.2　数値例データセットと設定
比較する数値例データについて、先行研究では作
成方法として cj, qi,  rij, uj, vj についてそれぞれ 3つ
程度の候補値を準備しておき、乱数によって候補か
ら 1つを選んで決定する操作を用いていた。この方
法でデータセット（DS）を複数作成し、それぞれ
を開発されたアルゴリズムで解いたところ、数値例
によってアルゴリズムの優劣が異なることがわかっ
た。このため、どのようなデータでは、どのアルゴ
リズムとパラメータ設定の効果が高いのか？ とい
う観点から、予備探査的な研究を進めることとした。
本研究では設備数 20 として、cj,  vj,  rij をそれぞ
れ同じ値（EQ:  equal）か、異なる値か（NE:  not 
equal）で 8 つの DS を作成した（表 1）。先行研
究 （3）において、設備数 20 未満の問題では全数列
挙によって解くことが可能であるが、それ以上の場
表 1　データセット
Data Set cj vj rij
DS1 EQ EQ EQ
DS2 EQ EQ NE
DS3 NE NE EQ
DS4 NE NE NE
DS5 EQ NE EQ
DS6 EQ NE NE
DS7 NE EQ EQ
DS8 NE EQ NE
EQ：同じ値、NE：異なる値
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合は何らかの効率的な解法が必要であるため、本論
文では手始めに設備数 20 を対象とすることにした。
数値の詳細については、付録の表を参照のこと。
DSごと、コスト低減率 Rc = 0.5,  0.6,  0.7,  0.8,  0.9, 
0.95 として 6 つの設定を行うこととする。すなわ
ち、本研究では、例題数 ＝ データセット数 × コス
ト低減率設定数＝ 8 × 6 ＝ 48 問となる。
3.3　計算環境
計算機環境は、プロセッサCore i7-4600U、RAM 
4GB、OS Windows  10  Pro  64bit、コンパイラ
GCC++5（64bit 版）である。
各解法では先行研究 （6） （7） （10）で使われているパ
ラメータを採用した。計算時間上限を 1 回あたり
1200 秒とし、例題 1問について 5回ずつ試行した。
計算時間については、先行研究 （4）での実験結果を
参考に本稿のための予備実験を行い、設備数 20 の
例題で Rc = 0.7 の場合、600 秒程度経過以降で解の
改善が見られなくなった結果を踏まえて、1200 秒
に設定した。より長い時間計算すれば更に良い解が
発見される可能性はあるが、それはランダム探索の
ような偶発的な結果であり、解法の特徴によるとは
言えないことも理由である。計算回数 5回も十分な
ものではないが、およその傾向を先取りして探るこ
とを目的としてこの回数とした。
4. 実験結果と考察
各例題に対して 5回ずつ試行して最適解が得られ
た回数を表 2に示す。全体の合計をみると、次のこ
とが言える。
•  最適解を最も多く見出したのは GT1 で 122 回
であった。次に SAの 119 回、GT2 の 114 回、
GT3 の 112 回と続いた
•  GS1、GS2、GS3 は 79、78、75 回となり、GT
および SAと比べると明らかに劣っていた
•  GS1、GS2、GS3 の比較では、明らかな差があ
るとは言えない
•  GT1、GT2、GT3 の比較では、GT1 の優位性
が認められる。
次に、DSごとに集計した結果を表 3に示す。こ
の表の数値から次のことが言える。
•  DS1 と DS2 の結果は似ている。GS1、GS2、
GS3、GT1、GT2、GT3 が優れており、比べる
と SAは劣っている
•  DS3 と DS5 と DS7 の結果は似ている。SAが
優れており、GT1、GT2、GT3 が続き、GS1、
GS2、GS3 は明確に劣っている
•  DS4 と DS6 と DS8 の結果は似ている。SAと
GT1 と GT2 と GT3 が優れており、DS3 と
表 2　実験結果：最適解が得られた回数
DS Rc GS1 GS2 GS3 GT1 GT2 GT3 SA
DS1
0.95 5 5 3 5 5 5 1
0.9 5 5 5 5 5 5 1
0.8 5 5 5 5 5 5 4
0.7 5 5 5 5 5 5 4
0.6 5 5 5 5 5 5 5
0.5 1 5 5 5 1 5 5
DS2
0.95 5 5 5 5 5 5 0
0.9 5 5 5 5 5 5 1
0.8 5 5 5 5 5 5 5
0.7 5 5 5 5 5 5 4
0.6 5 5 5 5 5 5 4
0.5 5 5 5 5 5 5 0
DS3
0.95 0 0 0 2 2 2 0
0.9 0 0 0 0 0 3 2
0.8 0 0 0 2 0 0 4
0.7 0 0 0 1 1 0 2
0.6 0 0 0 1 1 1 4
0.5 0 0 0 0 1 2 1
DS4
0.95 5 5 5 5 5 5 0
0.9 0 0 1 1 0 0 1
0.8 0 0 0 2 0 1 1
0.7 0 0 0 1 0 2 4
0.6 0 0 0 1 1 1 5
0.5 0 0 0 1 0 1 1
DS5
0.95 0 0 0 2 2 2 1
0.9 0 0 0 1 0 0 2
0.8 0 0 0 0 0 1 5
0.7 0 0 0 3 2 1 5
0.6 1 0 0 0 5 3 5
0.5 1 1 0 4 4 2 0
DS6
0.95 5 5 5 5 5 5 0
0.9 2 0 0 2 3 0 1
0.8 0 0 0 3 1 3 0
0.7 0 0 1 0 1 1 3
0.6 1 0 0 4 2 0 5
0.5 0 1 0 5 5 4 2
DS7
0.95 0 0 0 2 2 0 1
0.9 0 0 0 2 0 2 1
0.8 0 0 0 0 0 1 4
0.7 0 0 0 0 0 0 3
0.6 0 0 0 2 2 0 4
0.5 1 0 0 0 2 1 5
DS8
0.95 5 5 5 5 5 5 0
0.9 2 1 0 3 4 1 0
0.8 0 0 0 1 0 0 3
0.7 0 0 0 0 0 0 4
0.6 0 0 0 0 2 1 5
0.5 0 0 0 1 0 1 1
Total 79 78 75 122 114 112 119
26
情報学研究
DS5 と DS7 の場合ほどではないが GS1 と GS2
と GS3 が劣っている。
次に、Rc の設定値ごとに集計した結果を表 4に
示す。この表の数値から次のことが言える。
•  Rc = 0.95 では GT1、GT2、GT3 が優れており、
SAは大きく劣っている
•  Rc = 0.9 では GT1、GT2 が優れており、GT3
と GS1 が続く。GS2 と GS3 は劣っており、SA
はさらに劣っている
•  Rc = 0.8 では SA が優れており、GT1 が続く。
GS1、GS2、GS3 は大きく劣っている
•  Rc = 0.7 では SA が優れており、GT1 が続く。
GS1、GS2、GS3 は大きく劣っている
•  Rc = 0.6 では SAが特に優れており、GT2 が続
く。GS2、GS3 は大きく劣っている
•  Rc = 0.5 では GT1、GT2、GT3 が優れており、
SAが続く。GS1、GS2、GS3 は劣っている。
以上をまとめると、次のことが言える。
•  cj が同じ値、かつ vj が同じ値の場合、GS と
GTのいずれでも探索効果は高い
•  cj が異なる値、あるいは vj が異なる値で、rij
が異なる値の場合、GT1 の探索効果が高い
•  cj が異なる値、あるいは vj が異なる値で、rij
が同じ値の場合、SAの探索効果が高い
•  GS のみが探索効果が高い場合は認められな
かった
•  GS1、GS2、GS3 の違いは認められなかった
•  全体としては GT1 の効果が高いが、cj が異な
る値、あるいは vj が異なる値で、rij が同じ値、
かつ Rc = 0.6〜0.8 の場合は、SAの効果が高い
•  Rc = 0.95 の場合は SAの効果が低い。
なお、本稿ではGT1が最も良く、SA , GT2, GT3
と続く結果が得られたが、これらの良し悪しについ
てさらに数値実験を重ねて検討する必要がある。本
稿の結果は回数の少ない実験での予備探査的研究に
おける暫定的なものであることに留意を要する。
5. おわりに
本研究では、設備再配置問題に対する GAと SA
またはTSによるハイブリッドアルゴリズムについ
て、データ特性を考慮して作成した数値例を用いて
探索効果の違いを検討した。数値実験の結果、全体
としてGAとTSのハイブリッドアルゴリズムの効
果が高いことが確かめられ、データの特性によって
はハイブリッドではない SAのアルゴリズムで効果
が高い場合があることがわかった。ただし、これら
は限られた実験の範囲内で得られた現時点での結論
であり、より多くの数値実験を行って検証する必要
がある。また今後の研究の方向性として、今回の数
値例はデータの特性と最適解への到達を分かりやす
くするための架空の値であり、現実とは異なること
から、より現実性を考慮した数値例での研究も行う
ことも考えられる。
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表 3　実験結果：最適解が得られた回数 （DSごと集計）
DS GS1 GS2 GS3 GT1 GT2 GT3 SA
DS1 26 30 28 30 26 30 20
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DS3 0 0 0 6 5 8 13
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DS6 8 6 6 19 17 13 11
DS7 1 0 0 6 6 4 18
DS8 7 6 5 10 11 8 13
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0.5 8 12 10 21 18 21 15
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付録
表A1　データセットDS1 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600
vj 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
rij = 1.0
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
表A2　データセットDS2 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600
vj 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
rij = 1.0 （ i = j ）,  = 0.9 （ i ≠ j）
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
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表A3　データセットDS3 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 600 600 601 601 602 602 603 603 604 604 605 605 606 606 607 607 608 608 609 609
vj 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8
rij = 1.0
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
表A4　データセットDS4 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 600 600 601 601 602 602 603 603 604 604 605 605 606 606 607 607 608 608 609 609
vj 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8
rij = 1.0 （ i = j ）,  = 0.9 （ i ≠ j）
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
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表A5　データセットDS5 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600
vj 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8
rij = 1.0
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
表A6　データセットDS6 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600 600
vj 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8 7 8
rij = 1.0 （ i = j ）,  = 0.9 （ i ≠ j）
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
31
設備再配置問題のためのハイブリッドアルゴリズムとデータ特性に関する実験的検討Vol.9
表A7　データセットDS7 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 591 592 593 594 595 596 597 598 599 600 601 602 603 604 605 606 607 608 609 610
vj 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
rij = 1.0
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
表A8　データセットDS8 と実験結果
（a）　入力データ
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
uj 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200 200
qj 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
cj 591 592 593 594 595 596 597 598 599 600 601 602 603 604 605 606 607 608 609 610
vj 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
rij = 1.0 （ i = j ）,  = 0.9 （ i ≠ j）
（b）　実験結果
Mean: 平均
SD: 標準偏差
網掛け部 : 最適解
