We present development of a genetic algorithm for fitting potential energy curves of diatomic molecules to experimental data. Our approach does not involve any functional form for fitting, which makes it a general fitting procedure. In particular, it takes in a 'guess' potential, perhaps from an ab initio calculation, along with experimental measurements of vibrational binding energies, rotational constants, and their experimental uncertainties. The fitting procedure is able to modify the guess potential until it converges to better than 1% uncertainty, as measured byχ 2 . We present the details of this technique along with a comparison of potentials calculated by our genetic algorithm and the state of the art fitting techniques based on inverted perturbation approach for the X 1 Σ + and C 1 Σ + potentials of lithium-rubidium.
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I. INTRODUCTION
The cornerstone of modern chemistry is the study of molecular interactions and how these lead to all chemical reactions governing the evolution of the universe. However, the available experimental tools, such as spectroscopy and scattering observables, do not generate direct measurements of these interactions, and therefore mapping techniques that translate collisional and spectroscopic data into the underlying interactions are necessary for the chemistry and physics community. First studied in the 1930's, molecular spectral line broadening revealed the long range interactions between the molecules [1] [2] [3] . Surprisingly, this approach is still useful for spectroscopy of Rydberg excitations in dense background gases at ultracold temperatures [4] [5] [6] . From there, better techniques have resulted in more accurate data. Modern spectroscopic techniques, such as Fouriertransform spectroscopy [7] , photoassociation of ultracold atoms [8] , and measurement of Feshbach resonances [9] , have led to the most accurate atom-atom interaction potentials to date. In the same vein, thanks to the development of molecular beam technology, similar techniques transform scattering information of atom-molecule and molecule-molecule collisions into realistic atom-molecule and molecule-molecule potential energy surfaces, [10] [11] [12] [13] [14] [15] [16] although the dynamics require special care [17] .
Several fitting or inversion techniques to transform vibrational, rotational and hyperfine spectroscopic data into molecular interactions have been developed; semiclassical techniques lead to the celebrated LeRoyBernstein formula [18] and the RKR method (Rydberg, Klein and Rees) [19] . For more accurate results, the inverted perturbation approach (IPA) [20, 21] modifies the RKR result by solving the Schrödinger equation and adjusting the potential to better reproduce the experimental data. Many of the older techniques, share something in common: the potential can be found if a functional form is assumed. A functional form limits the search space of the optimization routine and prevents it converging to a true solution if nature escapes description by a simple analytic function. However, more modern techniques such as some variants of the IPA method [22] and machine learning techniques, and in particular genetic algorithms (GA), use non-functional based methods and the machine learning techniques present an alternative to standard fitting procedures with higher accuracy and a more general mathematically fundamental basis.
Development of genetic algorithms [23] runs parallel to development of inversion techniques for spectroscopy. These non-linear optimization programs solve complex problems by mimicking biological reproduction and evolution. The algorithm encapsulates all the fitting information into a gene, analogous to a biological system, where the genes contain all the information for a living organism. As with real genetics, a genetic algorithm uses crossover, mutation and selection to descend from a starting initial population of genes and reaches a final answer, under some fitness criteria, i.e., it finds the best adapted gene. Perhaps surprisingly, genetic algorithms are a very powerful technique for solving hard numeric problems, and variants on the classic genetic algorithm are numerous.
In the present paper, we present a novel fitting procedure based on genetic techniques to obtain molecular potentials from spectroscopic data. The method is function-free, i.e, it does not require any particular set of functions for the fitting, which translates to a more general approach leading to accurate potentials, and only requires an initial guess for the interaction. In particular, we fit two 1 Σ + potentials in lithium-rubidium (LiRb) and compare our results with the state of the art fitting methods. Additionally, we speculate that this technique may find a home in inverting spectroscopic information of larger molecules, a burgeoning field for the ultracold community [24] where a simple description of the interaction is impossible. The paper is structured as follows: in section 2 the fitting procedure is presented conceptu-
We represent the potential as three disjoint pieces: a short range piece for r < rin (dashed line), a point-wise potential connected by cubic splines for rin < r < rout (solid line), and a long range piece for rout < r given by Eq. (1) (dot-dashed line). The blue dot-dashed lines in the potential represent two vibrational levels with an energy difference ∆E. The highlighted red potential sections are nearby points in the point-wise representation that set the slope of the potential and determine ∆E. (b) Crossover operator and encoding of potentials onto genes. An array stores the energies of the point-wise potential on a common r-space grid, with C6 as the last entry. Crossover happens at a random point in the array, shown here for the 6 th position, with the potentials swapping information on the inner and outer walls. The entries in red correspond to the highlighted red region in (a). Because the slope of the potential is local to the nearest points, the crossover operation usually preserves the slope making ∆E a useful observable in our fitting procedure. (c) Effect of specialized mutation operators on the potential. These help correct systematic biases in the starting potential. The black solid line is the starting potential; the red dashed line is the result of changing the well depth; the blue dot-dashed line is the result of changing the inner-wall location; and the green dotted line is the result of changing the outer-wall location.
ally; in section 3 the accuracy of the technique is tested against the state-of-the-art ab initio results and the most advanced fitting techniques to date; in section 4 the technique is applied to a real world example; and finally in section 5 we present the conclusions and future work.
II. METHOD
Choosing an appropriate potential representation and a method to encode it on a gene is the first step in implementing genetic based fitting for diatomic potentials, shown in Fig. 1 (a) . We write the potential V (r) as a function of the internuclear spacing r separately in three regions: r < r in ; r in < r < r out ; and r out < r. For internuclear separation, r < r in [25] we extrapolate inwards from the last point in the point-wise potential with an exponential function as is customary for Morse type potentials. In the region r in < r < r out , a point-wise representation describes the potential, between which we interpolate with natural cubic splines. For r > r out , a van der Waals interaction best describes the potential as
where C 6 is the van der Waals coefficient, V ∞ is the dissociation energy, and C 8 is fitted for smooth connection to the point-wise potential. Fig. 1 (b) shows how we turn our potential representation into a gene for the genetic algorithm. We fix a grid in r-space for the point-wise potential to be shared among all genes. The genes hold the potential energy at each point in the r-space grid, V (r i ), i ∈ [0, N ], where N + 1 is the number of points in the point-wise potential, and the last entry in the gene list is C 6 , which governs the long range part of the potential.
With our potential stored as a gene, we turn our attention to the genetic operators: crossover, mutation and selection, which governs the descent to a final solution. At the beginning of each generation, the fitness of each gene in the population is evaluated and given opportunities to reproduce based on how the gene scores relative to the population average. For the first generation, our method uses the mutation operator(s) to create M variants on the guess potential, where M is the size of each generation. From here reproduction is carried out with crossover and mutation to create a children population, whose fitness is also evaluated. The children generation and parent generation are combined, and only the best M genes are kept, forming the parent genes for the next generation. This sequence is iterated until the best gene reaches the desired accuracy and the program terminates.
A detailed discussion of each genetic operator is also warranted. First, Fig. 1 (b) graphically illustrates one point crossover, which allows an interchange of genetic information between genes and is the heart of a genetic algorithm. A simple conceptual model for crossover is that it forms children with the 'good' part of each parent gene with some probability. For our implementation of a GA we have several different types of mutation. Mutation helps mix in genes that are necessary, but which weren't included in the original population or which have been randomly eliminated by selection. We have a general mutation operator that modifies one point in the potential according to
where V old (r i ) is the old energy, x is a random variable normally distributed with zero mean and variance σ 2 . Additionally we have several specialized mutation operators illustrated in Fig. 1 (c) : changing the potential depth, moving the inner wall of the potential or moving the outer wall. These operators exist because the potentials can have two types of systematic bias: incorrect well depth and incorrect center position. Giving the GA a direct path to correct these systematic errors drastically speeds up convergence.
Selection is the final genetic operator and it is the process of evaluating the genes at the end of each generation to pick the best to remain in the population. At the start of selection, the fitness of all genes in the pool is calculated by:
where E i,exp is the experimental binding energy of the i th vibrational level with measured rotational constant B v i,exp and corresponding experimental uncertainties σ i [26] ; ∆E i,exp is the experimental difference in binding energy between the i th vibrational level and the i-1 th vibrational level; ∆B v i,exp is the difference in rotational constants between the i th vibrational level and the i-1 th vibrational level; and the quantities with 'pot' subscripts denote those same quantities calculated from the trial potential. Because different aspects of the potential affect E binding and B v , we had the most success considering the errors independent of each other and as a multiobjective problem [27] . Additionally, we primarily use the energy spacing between vibrational levels, ∆E i , because the binding energy, E i,binding , depends on the binding energies of all previous vibrational levels while the nearest couple of points set the slope which governs ∆E i . This key insight empowers the crossover operator to swap small pieces of the potential that are 'good' without negatively impacting higher vibrational levels. We added in a small fraction to ourχ 2 calculation, with weighting factor 0.1, that pays attention to absolute binding energies to prevent large drifts in binding energies from accumulating in deep potential wells. We mirrored ourχ 2 calculation of binding energy for rotational constants. This unorthodoxχ 2 calculation method prevents the genetic algorithm from getting stuck in sub-optimal solutions by reducing correlation between observables and it better reflects the raw experimental data. More detail on our method can be found in the Appendix. 
We chose to fit the X 1 Σ + state of LiRb to demonstrate our GA technique and we present our result in Table I. A rough sketch of our technique is as follows. We start with an ab initio potential and some experimental data and calculate the vibrational energy E binding and rotational constant B v for each vibrational level based on available experimental data. The genetic algorithm will descend to a solution of desired accuracy with its crossover, mutation and selection operators, calculating E binding and B v for each of its trial potentials [30] and comparing them to the experimental data. We chose the
Comparison of the three X 1 Σ + potentials. Ab initio potential from Ref. [28] is the blue dot-dashed curve; GA potential from Table I is the red solid curve; IPA potential from Ref. [22] is the green dashed curve. On the gross scale the GA and IPA potentials are identical. The GA solver started with the ab initio potential and improved it to its current state. Because the ab initio potential missed both the well depth and center position, this is a hard problem to solve. The lower hashed area illustrates the region covered by the experimental data from Ref. [22] , while the top sliver shows the data from Ref. [29] . Inset: Comparison between the three potentials on an expanded scale using the same color scheme as before.
X
1 Σ + state of LiRb state for a couple of reasons. Highly accurate experimental data are available for most of the potential, v = 0 − 45 and 50 − 51 [22, 29, 31, 32] , and an experimental potential from Ivanova et al [22] is available for comparison, fitted using the IPA method. Additionally, the ab initio potential, while good, overestimates the well depth by about 400 cm −1 and its equilibrium position is off by about 0.2Å. These differences, combined with high accuracy experimental data make it a difficult fitting problem and a good testing ground. The high accuracy data makes this problem more difficult because it requires a higher precision on the fitted points in the point-wise potential. If our technique can fit the X 1 Σ + potential of LiRb, it can work for any potential. Our algorithm reproduces the relevant rovibrational states for ultracold precision spectroscopy by fitting the bound state energies with total error less than 0.02 cm −1 for J < 6. To generate our 'guess' potential from the ab initio potential of Ref. [28] , we used a cubic spline function to connect the ab initio points and picked an r-space grid arbitrarily. It took a couple of iterations of adding and subtracting points to our grid to converge. There is nothing special about the ab initio potential; we also reproduced the experimental data starting from a Morse potential. Details may be found in the appendix. We derived E binding and B v from the Dunham coefficients presented in Ref. [22] for v = 0−44 and chose σ E binding = 0.02 cm −1 and σ Bv = 0.0003 cm −1 to achieve our desired uncertainty. The true experimental uncertainty in B v is usually closer to 0.0001 cm −1 , but to do a more accurate fit, we would also need to include higher order rotational terms. The experimental uncertainty in the energy difference between vibrational levels is usually about 0.005 cm −1 although the absolute uncertainty in binding energy is 0.03 cm −1 [33] . We used the 2-photon data from Ref. [29] for v = 50 and 51. For this region, the experimental uncertainties were σ E binding = 0.02 cm −1 and σ Bv = 0.005 cm −1 . Table II shows the errors in our final potential, the initial ab initio potential and the IPA potential from Ref. [22] for easy comparison. We were surprised by the large disagreement between our result and the IPA potential. Upon further investigation, the experimental data used to derive the Dunham coefficients included high rotational states where higher order rotational terms are important. The IPA potential matches the raw experimental data, but disagrees with the Dunham coefficients for low rotational states; likewise, we expect our potential to agree with the Dunham coefficients for low rotational states, but disagree for high rotational states. The reader should note that the mis-match in datasets between our potential and the IPA potential prevents a direct comparison of the two methods; a full comparison is beyond the scope of this work.
The C 1 Σ + state of LiRb also has highly accurate experimental data for both rotational constants and vibrational binding energies. The C 1 Σ + , v = 0 − 11 levels, with approximate uncertainties σ E binding = 0.02 cm −1 and σ Bv = 0.0001 cm −1 , were originally observed through perturbations on the B 1 Π state [31, 34] . More recently resonantly-enhanced-two-color-ionization (RE2PI) [35] measured v =12, 13 and 26 − 45 with approximate uncertainty σ E binding = 0.3 cm −1 , but unfortunately RE2PI is not sensitive enough to measure rotational structure. To fill in the gap in observed vibrational levels, we used the molecular constants extracted potentials. The total rms error is much larger than for the X 1 Σ + state because of lower accuracy experimental data and unobserved vibrational levels. We estimated the locations of the unobserved levels with the molecular constants, resulting in high uncertainty. The large error in the IPA potential is because there wasn't data available for the higher vibrational levels at the time it was constructed. from v = 0 − 13 and v = 26 − 40 to estimate the binding energies for v = 14 − 25, as shown in Fig. 3 . We used the extrapolation from low vibrational levels for estimating v = 14 − 21 and the extrapolation from high vibrational levels for estimating v = 22 − 25. This lead to projected uncertainties between 0.5 and 1.6 cm −1 for v = 14 − 25. For the rotational constants, data is available for v < 12 because of perturbations these levels caused to the B 1 Π spectra [34] . After studying the ab initio potentials for the X 1 Σ + , B 1 Π and C 1 Σ + states, and comparing them to the experimental data, we concluded that there was a systematic shift in the calculated rotational constants, but that once the perturbation was properly accounted for, the rotational constants were accurate. For Table. IV is the red solid line. The lower hashed region fits the experimental data from Ref. [34] and the upper hashed region fits data from Ref. [35] . Inset: a close up comparison of the same potentials with the same color scheme showing the differences at low energy. Irregularities in the experimental data cause the unevenness of the GA potential, discussed in the text and illustrated in Fig. 3. example, for v = 0 and 1 of the C 1 Σ + state, the ab initio rotational constants were 0.146 and 0.145 cm −1 , while they were measured to be 0.141 and 0.140 cm −1 . Notice how, although both constants are off, and they are off by the same amount, 0.005 cm −1 . For the states with data on rotational spectra, we set the uncertainty to 0.0001 cm −1 and then used the B v progression, paired with the ab initio potential to extrapolate the remaining vibrational levels. To account for the inaccuracies this will introduce, we set the uncertainty to 0.005 cm for v > 42. In total, theχ 2 and rms error for our fitted C 1 Σ + potential are given in Table III , compared to the ab initio potential [28] and the IPA potential from Ref. [34] . Table IV presents the fitted C 1 Σ + potential, also plotted in Fig. 4 .
There were four experimental data points omitted from the fit. Close inspection of the experimental data, shown in Fig. 3 , reveals that the vibrational progression has two hard jumps between v = 38 and v = 39 and between v = 43 and v = 44. We suspect a mis-assignment of the experimental data caused the hard jump between v = 38 to v = 39. As seen in Fig. [2] of Ref. [35] , the RE2PI progression is very hard to pick out for these vibrational levels. As such v = 38 − 39 have been omitted from the fit. As seen in Fig. [3] of Ref. [35] , the progression is quite clear for v = 44 and v = 45, but we think a perturbation between C 1 Σ + v = 44 and D 1 Π v = 20 causes the unevenness. Ultimately, we omitted v = 44 and 45 because they resulted in a non-physical potential.
V. CONCLUSION
In conclusion, we present a novel technique for fitting the potential energy curves of diatomic molecules. We used the high accuracy data for the X 1 Σ + state of lithium-rubidium to benchmark our technique, where it was able to out-perform the state-of-the-art potentials for low rotational states (of particular relevance for ultracold applications). We combined our technique and recent experimental data to improve the available potential for the C 1 Σ + state of lithium-rubidium. We are working on future improvements to the present technique to deal with strong spin-orbit coupled systems, where the current state of the art struggles, such as simultaneously fitting the complicated A − b complex that occurs in the bi-alkali family. Additionally, we are looking to improve our technique following in the path laid out by Price and Storn [36, 37] in moving from an annealing based GA to differential evolution. We hope that because the differential evolution heuristic is quite simple, other experimental bi-alkali teams will be able to easily implement our method. Finally, owing to the nature of GA's, and its straight forward multidimensional generalization, we believe that this approach may be suitable for fitting multidimensional potential energy surfaces, provided a reasonable number of points can describe the interaction.
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We would like to thank Sourav Dutta for conversations that started us down this path, Roman Krems for his work in paving the way for machine learning techniques in cold chemistry and helpful suggestions, and Dan Elliott for reviewing early manuscripts. We acknowledge support from Purdue University and Le Bleu. (100,45) ) = mean(2, 1.11) = 1.56. The total value of the population is computed and then the probability of each gene being picked for either crossover or mutation is the fraction of total value it represents. In the prior example, if the total value in the population is 50, then the example gene has a 0.0312 chance to be picked for each new gene generated by crossover or mutation.
After the new genes are formed, their fitness is also evaluated and then they are combined with the fast nondominated sort from NSGA-II [27] . From here, the new generation is formed by taking the best 100 genes, provided that no two genes are closer than some small distance t ≈ 0.1 apart. This prevents identical good but not prefect solutions from running away too early in the descent. Eventually, the best solution available will reach some threshold, usually aroundχ 2 total = 500, at which point the genetic algorithm will call a LevenbergMarquardt based gradient solver to reach full convergence. This simply helps speed up convergence once the genetic algorithm is sufficiently close to a true solution (i.e. it has found the correct minima in the N-dimensional space in which it is searching).
Crossover
We tried several variants of crossover, such as two point or orthogonal, but found that the more sophisticated algorithms worked worse than the simple one point method. Ultimately, we used a blended one point crossover in our genetic algorithm:
where x is the new gene created during crossover, v and u are the original genes, v mask is illustrated and u mask = 1− v mask . In effect the blending averages around the crossover point which prevents hard jumps from forming in the potentials and leading to non-physical results. This helps the crossover operator stay in the stable and physical solution space for the potentials when it uses two dissimilar potentials.
Mutation
We changed the probability and amplitude (known as annealing) of all of our mutation operators as the algorithm descended to a solution. We changed the variance of our one point mutation operator,
where x is a normally distributed random variable with 0 mean and variance σ 2 , according to whereχ 2 is the total error in the potential being mutated. The different numbers, although empirically chosen, do follow some logic. The largest changes this mutation operator can make and keep a stable potential are about 2 % which is the upper bound. The precision we are striving for, 0.02 cm −1 , is about 5 × 10 −6 smaller than the absolute value of the largest data point, approximately 6000 cm −1 . Theχ 2 total value where the annealing starts, 10 5 , was picked because this was when the genetic algorithm started to stall when modifying points by 2%. And finally the linear region simply connects the two extremes systematically. All of our mutation operators follow a similar annealing procedure, although with different values picked in a similar fashion. Additionally, the probabilities of the different mutation operators were changed throughout. For example, our well depth mutation operator has the probability:
vib is the error only in the binding energies. Again the number are empirical and they follow a similar logic to before. The three macro-scale mutation operators, changing well depth or either wall position have a high probability at the start and rapidly drop off as the algorithm converges. Naturally, the one point mutation operator is the converse and by the end is the dominant mutation operator.
Appendix B: Program Specs
To generate our 'guess' potential from the ab initio potential of Ref. [28] and we gave the spline form of the ab initio potential to the genetic algorithm which generated slight variants with its mutation operators for an initial population of 100 genes. The genetic algorithm ran on a single core of an i-3 processor; it took around 500 generations to converge to 1 % uncertainty in a little over 30 minutes. In total it called the Numerov solver to find the bound states roughly 5 × 10 4 times. Although a 30 minute run time is not excessive, it could certainly be improved upon: running on a better processor is the easiest improvement; this algorithm lends itself nicely to parallelization and could result in about a 4x increase in speed; our code is a Fortran-Python hybrid and translating it entirely into Fortran could result in modest gains in speed. Finally, there are a few additional variables that need to be specified for any genetic algorithm. We used a population size of 100, and generated 40 new genes using crossover and 40 using mutation each generation.
Appendix C: Morse Potential
We also fitted the X 1 Σ + state of LiRb starting from a Morse potential to demonstrate the robustness of our fitting routine. Morse potentials are written as:
where D e is the dissociation energy of the potential, r e is the equilibrium position of the molecule in the v = 0 state, and a is a constant related to the width of the potential. We first tried a Morse potential defined by D e = 6000 cm −1 , r e = 3.45Å, and a = 0.78Å, which our routine fitted in 600 generations, a comparable run time to when it started with the ab initio potential. We also tried a much worse starting potential, where we made D e = 3000 cm −1 but kept the other parameters the same. The program was able to converge from this starting point in 1140 generations.
Appendix D: Comparison Tables
In the two tables in this section we provide a full comparison between our results, the ab initio potential [28] and the IPA potential [22, 34] for every vibrational level with experimental data. . Blank entries denote vibrational levels for which there is no exp data or there is a flaw in the exp data. The number in parenthesis is the error in the experimental value.
