Abstract. We prove that some of the basic differential functions appearing in the (unramified) theory of arithmetic differential equations [6] , especially some of the basic differential modular forms in that theory, arise from a "ramified situation". This property can be viewed as a special kind of overconvergence property. One can also go in the opposite direction by using differential functions that arise in a ramified situation to construct "new" (unramified) differential functions.
Introduction
This paper is a continuation of the study of arithmetic differential equations begun in [3, 5] ; cf. the Introduction and bibliography of [6] . For the convenience of the reader the present paper is written so as to be logically independent of the above references; we will instead quickly review here the main concepts of that theory and we will only refer to [3, 5, 6] for various results as need. The purpose of the theory in [3, 5, 6] is to develop an arithmetic analog of ordinary differential equations. This theory has a series of purely arithmetic applications for which we refer to [4, 5, 11] . In the rest of the introduction we will define our main concepts and state (in a rough form) our main results. We shall refer to the main body of the paper for detailed statements and for the proofs of our results. [3, 5, 6] . Throughout this paper p ≥ 5 is a fixed prime and we denote by R p = Z ur p the completion of the maximum unramified extension of Z p . We set K p = R p [1/p] (fraction field of R p ) and k = R p /pR p (residue field of R p ); so k is an algebraic closure of F p . Let π be a root of an Eisenstein polynomial of degree e ≥ 2 with coefficients in Z p . (Recall that Q p (π) is then a totally ramified extension of Q p ; conversely any finite totally ramified extension of Q p is of the form Q p (π) with π a root of an Eisenstein polynomial with coefficients in Z p .) In order to simplify some of our exposition we will assume in what follows that Q p (π)/Q p is a Galois. (A typical example we have in mind for our applications is π = 1 − ζ p where ζ p always denotes in this paper a p-th root of unity; in this case e = p − 1.) Consider the ring R π := R p [π] = R p ⊗ Zp Z p [π] . Then R π is a complete discrete valuation ring with maximal ideal generated by π and with fraction field K π of degree e over K p . Let v p be the p-adic valuation on an algebraic closure of K π such that v p (p) = 1 (so v p (π) = 1/e) and let |x| := p −vp(x) be the corresponding absolute value. The ring R π possesses a unique ring automorphism φ such that φ(π) = π and φ lifts the p-power Frobenius of k = R π /πR π . Clearly φ sends R p into itself and is a lift of the p-power Frobenius of k = R p /pR p . Also throughout the paperˆdenotes p-adic completion. For R π -algebras the p-adic completionˆis, of course the same as the π-adic completion.
Review of notation and terminology
Our substitutes for "differentiation" with respect to p and π respectively are the Fermat quotient maps [3] δ p : R p → R p and δ π : R π → R π defined by 1.2. δ π -overconvergence. The main concept we would like to explore (and exploit) in this paper is given in the following definition. Let f p : V (R p ) → R p be a δ p -function. We will say that f p is δ π -overconvergent if one of the following equivalent conditions is satisfied:
1) There exists an integer ν ≥ 0 and a δ π -function f π making the diagram below commutative:
(Here ι stands for the inclusion and T r stands for the R π /R p -trace.)
2) There exists an integer ν ≥ 0 and a (necessarily unique) δ π -function f π making the diagram below commutative:
The equivalence between conditions 1 and 2 above is trivial to check; cf. also Proposition 2.3.
The concept of δ π -overconvergence is related to the classical concept of overconvergence in the theory of Dwork, Monsky and Washnitzer. Indeed let us say that a δ p -function f p : V (R p ) → R p as in (1.1) is δ p -overconvergent with radius ≥ ρ if for any affine cover of V and any affine embeddings of the open sets of the cover the series F p in (1.1) can be chosen to be overconvergent (in the classical sense of Dwork, Monsky and Washnitzer) in the variables δ p x, ..., δ r p x "with radius ≥ ρ". See the body of the paper for details of this definition. We will then show that any δ p -function of order r ≤ e − 1 which is δ π -overconvergent must be δ p -overconvergent with radius greater than or equal to a universal constant that depends only on p and e.
Main results.
The interaction between δ p -functions and δ π -functions turns out to be a two way avenue as follows:
3) with ν = 0 turns out to be a δ p -function. In this paper we will construct "interesting" δ π -functions using bad reduction phenomena and then we will apply trace constructions (a geometric trace construction and also the R π /R p -trace construction in diagram (1.3) which can be referred to as an arithmetic trace) to get "new" δ p -functions. Cf. Theorem 1.1.
2) From δ p -functions to δ π -functions. In this paper we discover that some of the basic "old" δ p -functions that played a role in [3, 5, 6 ] are δ π -overconvergent. Cf. Theorem 1.2.
We will apply the above considerations mainly to the theory of differential modular forms [5, 6] . To explain this recall the modular curve X 1 (N ) Rp over R p with (N, p) = 1, N > 4. This curve is smooth and carries a line bundle L such that the spaces of sections H 0 (X 1 (N ) Rp , L κ ) identify with the spaces of modular forms on Γ 1 (N ) defined over R p of weight κ; cf. [15] , p. 450, where L was denoted by ω. The curve X 1 (N ) Rp contains two remarkable (disjoint) closed subsets: the cusp locus (cusps) and the supersingular locus (ss). On Y 1 (N ) = X 1 (N )\(cusps) the line bundle L identifies with u * Ω 1 E/Y1(N ) where u : E → Y 1 (N ) is the corresponding universal elliptic curve. Next consider an affine open set X ⊂ X 1 (N ) Rp and consider the restriction of L to X which we continue to denote by L. We can consider the affine X-
There is a natural concept of weight for a δ p -modular function or a δ π -modular function; weights are elements in the ring Z[φ] of polynomials in φ with Z-coefficients; cf. the body of the text for the definition of weight. δ p -modular functions (respectively δ π -modular functions) possessing weights are called δ p -modular forms (respectively δ π -modular forms). Now, as we shall review in the body of the paper, δ p -modular functions f (and hence forms) possess δ p -Fourier expansions denoted by E(f ) which are restricted power series in variables δ p q, ..., δ r p q, with coefficients in the ring R p ((q))ˆ.
Our first main result is a construction of some interesting "new" δ p -modular forms as R π /R p -traces of some δ π -modular forms. In their turn, these δ π -modular forms will be constructed using the bad reduction of modular curves. Here is the result (in which X is assumed to be disjoint from the supersingular locus): Theorem 1.1. Let f = a n q n be a classical normalized newform of weight 2 and level Γ 0 (N p) over Z. Assume a p = 1 and let π = 1 − ζ p . Then there exists a δ p -modular form f ♯ p of level N , order 1, and weight 0 which is δ π -overconvergent and whose δ p -Fourier expansion satisfies the following congruence mod p:
Cf. Proposition 4.11 in the paper. Note that the condition a p = 1 is equivalent to the condition that the elliptic curve attached to f via the Eichler-Shimura construction have split multiplicative reduction at p. The δ p -modular form f ♯ p in Theorem 1.1 should be viewed as a bad reduction analogue of the δ p -modular forms
, and weight 0 that were attached in [7] to classical normalized newforms f = a n q n of weight 2 and level Γ 0 (N ) over Z. For such an f on Γ 0 (N ) that does not have CM (in the sense that the elliptic curve attached to it via the Eichler-Shimura construction does not have CM) the forms f ♯ p have order exactly 2 and were shown in [11] to have δ p -Fourier expansions satisfying the following congruence mod p:
Similar results are available for f on Γ 0 (N ) having CM; cf. [7, 11] . Unlike the forms f ♯ p for f on Γ 0 (N p) the forms f ♯ p for f on Γ 0 (N ) were defined for any X (not necessarily disjoint from the supersingular locus).
Our second main result is a construction of δ π -modular forms from certain δ pmodular forms. Indeed, a key role in the theory in [5, 1, 6] was played by certain δ p -modular forms denoted by f
.. and by δ p -modular forms denoted by f ∂ p and f ∂,p of weights φ − 1 and 1 − φ respectively (where the former are defined whenever X is disjoint from the cusps while the latter are only defined if X is disjoint from both the cusps and the supersingular locus). Recall that f ∂ p f ∂,p = 1. The definition of these forms will be reviewed in the body of the paper. Our second main result (cf. Theorems 5.1, 5.3, and 5.5 in the body of the paper) is the following: By the way the forms f 1 p , f ∂ p , f ∂,p "generate" (in a sense explained in [5, 1, 6] ) all the so called isogeny covariant δ p -modular forms (in the sense of loc.cit.). We refer to loc.cit. for the role of these forms in the theory and for the significance of the theory itself (in relation, for instance, to the construction in δ p -geometry of the quotient of the modular curve by the action of the Hecke correspondences); reviewing this background here would take as too far afield and is not necessary for the understanding of our second main result above.
1.4. Summary of the main forms. We end our discussion by summarizing (cf. the table below) the main δ π -overconvergent δ p -modular forms appearing in this paper. (ss) 1.5. Plan of the paper. We begin, in section 2, by revisiting our main set theoretic concepts above from a scheme theoretic viewpoint; δ p -functions and δ π -functions will appear as functions on certain formal schemes called p-jet spaces and π-jet spaces respectively; cf. [3, 4] . We shall review some of the properties of the latter and we shall analyze the concept of δ π -overconvergence in some detail. Section 3 is mainly devoted to reviewing some basic aspects of modular parameterization and bad reduction of modular curves, following [13, 12, 15] ; so this section is exclusively concerned with "non-differential" matters. In section 4 we go back to arithmetic differential equations: we will use modular parameterizations and bad reduction of modular curves to construct certain δ π -modular forms and eventually the "new" δ p -modular forms in Theorem 1.1. In section 5 we prove δ π -overconvergence of some of the basic δ p -functions of the theory, in particular we prove Theorem 1.2. 2. δ π -overconvergence: definition and general properties
As expained in the Introduction we begin in this section by presenting δ pfunctions and δ π -functions from a scheme-theoretic viewpoint (which is equivalent to the set-theoretic viewpoint of the Introduction). The scheme-theoretic viewpoint is less direct than the set-theoretic one but is the correct viewpoint when it comes to proofs so will be needed in the sequel. We then introduce the concept (and examine some general properties) of δ π -overconvergence.
2.1. p-jet spaces and π-jet spaces [3] . Let C p (X, Y ) ∈ Z[X, Y ] be the polynomial with integer coefficients
A p-derivation from a ring A into an A−algebra B, ϕ : A → B, is a map δ p : A → B such that δ p (1) = 0 and
for all x, y ∈ A. Given a p−derivation we always denote by φ : A → B the map φ(x) = ϕ(x) p + pδ p x; then φ is a ring homomorphism. A δ p -prolongation sequence is a sequence S * = (S n ) n≥0 of rings S n , n ≥ 0, together with ring homomorphisms (still denoted by) ϕ : S n → S n+1 and p−derivations δ p :
. Recall the ring R p :=Ẑ ur p , completion of the maximum unramified extension of the ring of p-adic integers Z p . Then R p has a unique p−derivation δ p :
where φ : R p → R p is the unique lift of the p−power Frobenius map on k = R p /pR p . One can consider the δ p -prolongation sequence R * p where R n p = R p for all n. By a δ pprolongation sequence over R p we understand a prolongation sequence S * equipped with a morphism R * p → S * . From now on all our δ p -prolongation sequences are assumed to be over R p .
Let now π be a root of an Eisentein polynomial with Z p -coefficients and let
for all x, y ∈ A. Given a π−derivation we always denote by φ :
(respectively for w with a i ≥ 0), S * a δ π -prolongation sequence, and x ∈ (S 0 ) × (respectively x ∈ S 0 ) we can consider the element
(respectively x w ∈ S r ). As above we may consider R π = R p [π] and the π−derivation δ π : R π → R π given by
One can consider the δ π -prolongation sequence R * π where R n π = R π for all n. By a δ π -prolongation sequence over R π we understand a prolongation sequence S * equipped with a morphism R * π → S * . From now on all our δ π -prolongation sequences are assumed to be over R π .
We note that if
has a natural structure of δ π -prolongation sequence. Indeed letting φ : S n → S n+1 denote, as usual, the ring homomorphisms φ(x) = x p + pδ p x one can extend these φs to ring homomorphisms φ :
For any affine R p -scheme of finite type X = Spec A there exists a (unique) δ p -prolongation sequence, A * = (A n ) n≥0 , with A 0 = A such that for any δ pprolongation sequence B * and any R p -algebra homomorphism u : A → B 0 there exists a unique morphism of δ p -prolongation sequences u * : A * → B * with u 0 = u. We define the p-jet spaces J 
here P n is the morphism induced from P via the universality property of the p-jet space. If X is a group scheme over R p then
is a group homomorphism into the additive group of the line if and only if the corresponding map X(R p ) → R p is a group homomorphism; such an f is called a δ p -character of X.
As a prototypical example if
is the affine space (where x is an N -tuple of variables) then J We will need, in this paper, a slight generalization of the above constructions as follows; cf. [5] . First note that the p-jet spaces J n p (X) only depend on the p-adic completion of X and not on X. This immediately implies that one can introduce p-jet spaces J n p (X ) attached to formal p-adic schemes X over R p which are locally padic completions of schemes of finite type over R p ; the latter association is functorial in X .
Similarly, for any affine R π -scheme of finite type Y = Spec A there exists a (unique) δ π -prolongation sequence, A * = (A n ) n≥0 , with A 0 = A such that for any δ π -prolongation sequence B * and any R π -algebra homomorphism u : A → B 0 there exists a unique morphism of δ π -prolongation sequences u * : A * → B * with u 0 = u. We define the π-jet spaces J For any scheme X/R p we write X Rπ := X ⊗ Rp R π . Let X/R p be a smooth affine scheme. The δ p -prolongation sequence (O(J n (X))) n≥0 induces a structure of δ π -prolongation sequence on the sequence (O(J n (X))⊗ Rp R π ) n≥0 . By the universality property of the δ π -prolongation sequence (O(J n π (X Rπ ))) n≥0 we get a canonical morphism of δ π -prolongation sequences
The following is trivial to prove by induction: Lemma 2.1. For any n ≥ 1 there exists a polynomial F n ∈ R π [t 1 , ..., t n ] without constant term, of degree ≤ p n−1 with the property that for any f ∈ O(X) we have
under the map (2.1).
In particular, for instance,
Note that for 1 ≤ n ≤ e − 1 and f ∈ O(X) the image of δ n π f in O(J n p (X)) ⊗ Rp R π is always in the ideal generated by π. Also note that for f ∈ O(X) the image of δ e π f in O(J n p (X)) ⊗ Rp R π is not always in the ideal generated by π; indeed the image of δ
For X not necessarily affine we get a morphism (2.1) and a canonical morphism of π-adic formal schemes
Note that the map (2.1) is an isomorphism if n = 0. For n ≥ 1 the map (2.1) is not surjective and its reduction mod p is not injective. Nevertheless, we have:
We will usually view the map (2.1) as an inclusion.
Proof. Indeed it is enough to prove this for X affine and sufficiently small. So let us assume that X hasétale coordinates i.e. there is anétale map R[x] → O(X) with x a tuple of variables. Then by the local product property of π-jet spaces [3] , Proposition 1.4, (2.1) becomes the natural map (the latter because R π is finite over R p ). Finally we claim that we have a natural isomorphism
] that induces (2.1); this of course will end the proof that (2.1) is injective. To prove the claim note that there is natural homomorphism
.., δ n p x] which is trivially seen by induction to be surjective by the formulae (2.2). Since the rings in (2.7) have both dimension n it follows that (2.7) is an isomorphism. Since (2.7) maps the ideal (δ π x, ..., δ n π x) into (and hence onto) the ideal (δ p x, ..., δ n p x) we get an isomorphism like in (2.6) and we are done.
Let now T r : R π → R p be the (R p -linear) trace map. We may consider the R p -linear map
. Composing (2.1) with (2.8) we get an R p -linear arithmetic trace map:
). (Later we will encounter another type of trace maps which will be referred to as geometric trace maps.) Proposition 2.3. Let X be a smooth scheme over R p and f ∈ O(J n p (X)). The following conditions are equivalent:
1) f times a power of p belongs to the image of the trace map (2.9). 2) f times a power of p belongs to the image of the inclusion map (2.1).
Proof. The fact that condition 2 implies condition 1 is trivial. In order to check that condition 1 implies condition 2 let Σ be the Galois group of Q p (π)/Q p (and hence also of K π /K p ) and let us consider the action of Σ on O(J r p (X)) ⊗ Rp R π via the action on the second factor. We will prove that Σ acts on the image of O(J r π (X Rπ )) → O(J r p (X)) ⊗ Rp R π ; this will of course end the proof of the Proposition. Let σ ∈ Σ and
Claim 1. φ and σ commute on R π . Indeed φ • σ and σ • φ have the same effect on R p and on π.
Indeed it is enough to check this for X = Spec R p [x] the affine space, x a tuple of variables. So it is enough to check that φ and σ commute as maps from
π f )) and we are done. Remark 2.7. Let us note that δ π -overconvergence is preserved by precomposition with regular maps. Indeed, if u : Y → X is a morphism of smooth R p -schemes and if λ · f is in the image of (2.1) for some λ ∈ R π and some f ∈ O(J r p (X)) then if f is identified with the corresponding map f :
). The next Proposition shows that the trace map τ π in (2.1), although not injective, is "as close as possible" to being so.
is injective. 
(which is well defined because if
By the way, if π = 1 − ζ p then T r( 
13). 2) f times a power of p belongs to the image of the inclusion map (2.12).
So as in the global case we can make the following: Ψ
Indeed we can write pΨ p = πΨ π where the series
Next we would like to compare the concept of δ π -overconvergence introduced above with the classical concept of overconvergence as it was introduced in the work of Dwork, Monsky, and Washnitzer. Let us recall the classical concept of overconvergence of power series or, more generally the concept of overconvergence of series with respect to a subset of variables. ′ such that for all α, β one has v p (a α,β ) ≥ C|β| − C ′ (equivalently |a α,β |ρ |β| is bounded from above independently of α and β).
Here |β| is, of course, the sum of the components of β. We make then the following: Definition 2.14. Let V be any smooth scheme over R p and let f ∈ O(J r p (V )). We say that f is δ p -overconvergent with radius ≥ ρ if for any affine open set W ⊂ V and for any closed embedding 
Proof. It is enough to prove this for
.., δ r p x]ˆ⊗ Rp R π for some ν. We may assume ν = 0. Write
with a α0...αr ∈ R π . By (2.2) one can find polynomials
Then clearly the coefficient of the monomial 
. Let a n ∈ R p , v p (a n ) → ∞, v p (a n ) ≤ n ǫ , 0 < ǫ < 1, and let
is not δ p -overconvergent of radius ρ (regardless of the value of ρ). Indeed if this were the case then F (0, y, 0) = a n u n y np would be overconvergent in the variable y with radius ≥ ρ which is clearly not the case.
Remark 2.17. The concept of δ p -overconvergence introduced above comes with a built in number ρ that is "coordinate independent" (independent of the affine embedding). It is worth remarking that no such coordinate independent ρ can be similarly attached to the classical overconvergence concept of Monski and Washnitzer. This is best exemplified by the following example. Let y = {y 1 , y 2 } be a pair of variables. For any R p -automorphism σ of R p [y 1 , y 2 ] let us denote byσ the induced automorphism of R p [y 1 , y 2 ]ˆ. Then one can easily find examples of elements f ∈ R p [y 1 , y 2 ]ˆhaving the following properties: 1) There is a real ρ 0 > 1 such that the series f is overconvergent in the variables y with radius ≥ ρ 0 ;
2) There is no real ρ > 1 such that for any automorphism σ of R p [y 1 , y 2 ] the seriesσ(f ) is overconvergent in the variables y with radius ≥ ρ.
To come up with an explicit example let f = n≥1 p n y n 1 . Then 1) above is satisfied with ρ 0 = p. To show that 2) is satisfied assume there is a constant ρ > 1 having the property that for any automorphism σ of R p [y 1 , y 2 ] the seriesσ(f ) is overconvergent in the variables y with radius ≥ ρ and let us seek a contradiction. Take any integer m ≥ 1 such that ρ m > p and let σ be the automorphism defined by σ(
in the latter is p n so we must have that p −n ρ mn is bounded from above independently of n; this is a contradiction and we are done. in the category of p-adic formal schemes over S r p . Now let
be the logarithm of F . Recall that na n ∈ S for all n. Define
For all the facts above we refer to [6] , pp. 123-125. Now let S F, φ(F ) , ..., φ r (F ) it is enough to show that {φ r (F )} |T =0 is a restricted power series in δ π T, ..., δ r π T for any r. But {φ r (F )} |T =0 is a power series with S r π -coefficients in {φ i (T )} |T =0 = πG i,π , i ≤ r, and our claim is proved. The same argument works for T replaced by and tuple of variables; this ends the proof of assertion 1. To check assertion 2 note that
and we are done because na n ∈ S and v p (π n−1 /n) is ≥ 0 and → ∞.
Conjugate operators.
Recall from [6] , Proposition 3.45, that if X/R p is a smooth affine scheme and
. In case r = 1 it is trivial to see that 3) ∂ 1 f = 0 and ∂ 1 δ p f = φ∂f for f ∈ O(X). 4) ∂ 0 f = ∂f and ∂ 0 δ p f = −f p−1 ∂f for f ∈ O(X). (By uniqueness this construction extends, in its obvious sheafified version, to the case when X is not necessarily affine.) Note that the operator ∂ r was introduced in [1] in a special case. Clearly ∂ j uniquely extend to R π -derivations Proof. We may assume X is affine. Write
So it is enough to show that ∂ j (δ 
Review of modular curves
This section is entirely "non-differential" and represents a review of essentially well-known facts about modular parametrization and bad reduction of modular curves. These facts will play a role later in the paper.
3.1. Modular parameterization. Consider the following classes of objects:
(1) Normalized newforms
a n q n of weight 2 on Γ 0 (M ) over Q; in particular a 1 = 1, a n ∈ Z.
(2) Elliptic curves A over Q of conductor M .
Say that f in (1) and A in (2) correspond to each other if there exists a morphism
over Q such that the pull back to X 0 (M ) of some 1-form on A over Q corresponds to f and L(A, s) = a n n −s . We have the following fundamental result:
) For any f as in (1) there exists an A as in (2) which corresponds to f . ii) For any A as in (2) there exists f as in (1) which corresponds to A.
The first part of the theorem is due to Eichler, Shimura, and Carayol; cf. [17] for an exposition of this theory and references. The second part of the Theorem is the content of the Tanyiama-Shimura conjecture proved, in its final form, in [2] .
From now on we fix M = N p with (N, p) = 1, p ≥ 5, N ≥ 5, and we fix f and A corresponding to each other, as in Theorem 3.1. We further assume a p = 1 or, equivalently, A has split multiplicative reduction at p.
Recall from [17] , p.282, that a mn = a m a n for (m, n) = 1, a ℓ r a ℓ = a ℓ r+1 + ℓa ℓ r−1 for ℓ |N p, and a ℓ r = a r ℓ for ℓ|N p; in particular a p r = 1 for all r. [15] , p. 470; this is a version of a curve introduced by Deligne and Rappoport [12] and the two curves become canonically isomorphic over Z[1/N, ζ N , ζ p ] if ζ N is a fixed primitive N -th root of unity. Recall some of the main properties of X 1 (N p). First X 1 (N p) is a regular scheme proper and flat of relative dimension 1 over Z[1/N, ζ p ] and smooth over Z[1/N p, ζ p ]. Also the special fiber of X 1 (N p) over F p is a union of two smooth projective curves I and I ′ crossing transversally at a finite set Σ of points. Furthermore I is isomorphic to the Igusa curve I 1 (N ) in [15] , p. 160, so I is the smooth compactification of the curve classifying triples (E, α, β) with E an elliptic curve over a scheme of characteristic p, and α : µ N → E, β : µ p → E are embeddings (of group schemes). Similarly I ′ is the smooth compactification of the curve classifying triples (E, α, b) with E an elliptic curve over a scheme of characteristic p, and α : µ N → E, b : Z/pZ → E are embeddings. Finally Σ corresponds to the supersingular locus on the corresponding curves. On the other hand recall that the modular curve X 1 (N ) over C has a natural smooth projective model (still denoted by
Model of
parameterizes pairs (E, α) consisting of elliptic curves E with an embedding α :
over R π , where (ss) is the supersingular locus in the closed fiber of
is the Jacobian of X 1 (N ) over C and X 1 (N ) → J 1 (N ) is the Abel-Jacobi map defined by ∞) induces a morphism from X 1 (N p) Rπ \Σ into the Jacobian J 1 (N ) Rπ of X 1 (N ) Rπ (by the Neron property, because the latter Jacobian is an abelian scheme and hence is the Neron model of its generic fiber). But the image of X 1 (N p) Rπ \Σ → J 1 (N ) Rπ is clearly contained in the image of the Abel-Jacobi map X 1 (N ) Rπ → J 1 (N ) Rπ which gives a morphism X 1 (N p) Rπ \Σ → X 1 (N ) Rπ and hence the desired morphism ǫ :
be an affine open set, X Rπ := X ⊗ Rp R π ⊂ X 1 (N ) Rπ \(ss) its base change to R π , and X ! := ǫ −1 (X Rπ ). Denote by X Rπ the π-adic completion of X Rπ . Also note that the π-adic completion of X ! has two connected components; let X ! be the component whose reduction mod π is contained in I\Σ. We get a morphism ǫ : X ! → X Rπ .
3.4.
Igusa curve and lift to characteristic zero. It will be useful to recall one of the possible constructions of the Igusa curve I. Let L be the line bundle on X 1 (N ) Rp such that the sections of the powers of L identify with the modular forms of various weights on Γ 1 (N ); cf. [15] p. 450 where L was denoted by ω.
be the normalized Eisenstein form of weight p − 1 and let (ss) be the supersingular locus on X 1 (N ) Rp (i.e. the zero locus of E p−1 ). (Recall that E p−1 is normalized by the condition that its Fourier expansion has constant term 1.) Take an open covering (X i ) of X such that L is trivial on each X i and we let x i be a basis of L on X i . Then − ϕ i ). Denote in the discussion below by an upper bar the functor ⊗k. Note that the scheme X !! = X !! ⊗ k is isomorphic to X ! = X ! ⊗ k; indeed X !! is clearly birationally equivalent to I (cf. [15] , pp. 460, 461) and is the integral closure of X in the fraction field of X !! . We claim that:
Proof. Indeed this follows immediately by applying the standard Lemma 3.3 below to S := O(X i ),
Lemma 3.3. Let S → S ! be a morphism of flat π-adically complete R π -algebras, let f ∈ S[t] be a monic polynomial and assume we have an isomorphism σ :
Proof. The homomorphism σ exists and is unique by Hensel's Lemma; it is an isomorphism because σ is one and π is a non-zero divisor in both S and S ! .
3.5. Review of diamond operators. Recall from [15] that G := (Z/pZ) × acts on the covering
this action preserves the Igusa curve I and induces on I the usual diamond operators. In particular I/G → X 1 (N ) Fp is an isomorphism. So G acts on the covering ǫ : X ! → X Rπ and hence on the isomorphic covering (X !! )ˆ→ X Rπ ; cf. Proposition 3.2. It is easy to explicitly find the latter action. Indeed any G-action on a covering (X !!i )ˆ→ X i,Rπ must have the form
Z, where ζ p−1 is a primitive root of unity of order p − 1. Now we claim that χ must be an isomorphism. Indeed if χ was not surjective then the G-action on the Igusa curve I would be such that I/G → X 1 (N ) Fp has degree > 1, a contradiction.
3.6. Classical and p-adic modular forms. We end by reviewing some more terminology and facts, to be used later, about classical modular forms and their relation with the p-adic modular forms of Serre and Katz. Let M be any positive integer. (In applications we write M = N p ν , (N, p) = 1.) In what follows a classical modular form over a ring B, of weight κ, on Γ 1 (M ) will be understood in the sense of [12, 16, 15] as a rule that attaches to any B-algebra C and any triple consisting of an elliptic curve E/C, an embedding µ M,C → E[M ], and an invertible one form on E an element of C satisfying the usual compatibility rules and the usual holomorphy condition for the Fourier expansion (evaluation on the Tate curve). We denote by
the B-module of all these forms. We denote by
the submodule of those forms which are invariant under the usual diamond operators. In particular any newform as in (3.1) is an element of M (Z, 2, Γ 0 (N p)); cf. [13] , p.113. Also by [14] , p. 21, the spaces M (R p , κ, N p ν ) embed into Katz's ring of generalized p-adic modular forms W = W(N, R p ) parameterizing trivialized elliptic curves E over p-adically complete R p -algebras, equipped with an embedding
By [14] , p.21, any f as in (3.1) on Γ 0 (N p) is a p-adic modular form of weight 2 over R p in the sense of Serre, i.e. it is a p-adic limit in W (or equivalently in R p [[q]]) of classical modular forms over R p of weight κ n ∈ Z on Γ 1 (N ) with κ n ≡ 2 mod p n (p − 1). So if f = a n q n is as in (3.1) on Γ 0 (N p) then, by [14] , p. 36, a n q np is also a p-adic modular form of weight 2 in the sense of Serre. In particular the reduction mod p of a n q np is the expansion of a modular form over k on Γ 1 (N ) of weight ≡ 2 mod p − 1. Finally recall from [15] that the Serre operator
] increases weights of classical modular forms over k by p + 1. We conclude that the image in
is the expansion of a modular form over k on Γ 1 (N ) of weight ≡ 0 mod p − 1.
We end by recalling a few basic facts about Hecke operators. Throughout the discussion below the divisors of a given non-zero integer are always taken to be positive, the greatest common divisor of two non-zero integers m, n is denoted by (m, n), and we use the convention (m, n) = n for m = 0, n = 0. Fix again a positive integer M and let ǫ M : Z >0 → {0, 1} be the "trivial primitive character" mod M defined by ǫ M (A) = 1 if (A, M ) = 1 and ǫ M (A) = 0 otherwise.
For each integers n ≥ 1, κ ≥ 2 and any ring C define the operator T κ,M (n) :
Recall (cf., say, [17] . Now if f is as in (3.1) then T 2,N p (n)f = a n f for all n ≥ 1; so, for (n, p) = 1 we have T 2,N (n)f = a n f . On the other hand, going back to an arbitrary f = a m q m ∈ C[[q]], we have
δ p -modular forms arising from bad reduction
In this section we return to "differential matters". We will use bad reduction of the modular curve X 1 (N p) at p to construct certain δ π -functions on this curve. These functions will then induce (via a geometric trace construction) certain new interesting δ π -modular forms on the modular curve X 1 (N ). By further applying the arithmetic trace from R π down to R p we will obtain certain new δ p -modular forms on X 1 (N ). We will then analyze the δ π -Fourier expansions (respectively δ p -Fourier expansions) of these forms. On our way of doing this we will review the concepts of δ p -modular form and δ p -Fourier expansion following [5, 6] . 4.1. δ p -modular forms and δ π -modular forms. Let L be the line bundle on4.2. δ π -modular forms from δ π -functions on X ! . Let X ⊂ X 1 (N ) Rp be disjoint from the supersingular locus (ss) (but necessarily from (cusps) !). There is a canonical way of constructing δ π -modular forms of weights 0, −1, ..., −p + 2 on X from δ π -functions on X ! . Indeed we will construct natural geometric trace maps (4.5)
and since the formation of π-jet spaces commutes withétale maps it follows that we have an identification
Let us denote the class of t i in the latter ring again by t i and let the image of
it follows that α κ,i = u κ ij α κ,j hence τ κ,i α = τ κ,j α for all i and j. So the latter give rise to well defined elements τ κ α ∈ M r π (−κ) which ends the construction of the map (4.5). 
is an isomorphism.
Proof. Injectivity is clear from construction. Surjectivity immediately follows by reversing the construction of the trace maps above. .
On the other hand it will be useful to have a criterion saying when a δ π -function on X ! "comes from" a δ π -modular form on X of weight 0, i.e. from a δ π -function on X. Indeed recall the G = (Z/pZ) × -action on X ! induced by the diamond operators. This action induces a G-action on O(J r π (X ! )) for all r ≥ 1. Then we have:
Proof. This follows immediately from the identification (4.6) and the fact that G acts on t i by the formula (3.3) where χ is an isomorphism. 4.3. δ π -character composed with modular parameterization. We assume, unless otherwise specified, that π = 1 − ζ p and we fix, as usual an embedding Z[1/N, ζ N , ζ p ] → R π . Also recall our fixed elliptic curve A with modular parametrization (3.2) and the modular form f in (3.1). We continue to consider X ⊂ X 1 (N ) Rp an affine open set disjoint from (ss). We shall freely use the notation in our section on bad reduction. By the Néron property [20] , p. 319, we get a morphism Φ : X ! → A Rπ over R π . We get an induced morphism from X ! into the connected component (A Remark 4.5. Clearly if f ∈ M r p of δ π -overconvergent then its δ p -Fourier expansion E(f ) is δ π -overconvergent. Later we will prove the δ π -overconvergence of a number of remarkable δ p -modular functions. By the present remark we will also get that their δ p -Fourier expansions are δ π -overconvergent. However the δ π -overconvergence of all these expansions can also be proved directly. Proof. Shrinking X we may assume X = X i for some i. From E p−1 = ϕ i x p−1 i
we get E p−1 (q) = E(ϕ i )E(x i ) p−1 = E(t i ) p−1 E(x i ) p−1 .
So E(t i x i ) = c · ǫ(q), c ∈ R Proof. This follows from Proposition 4.7 by using T r( can take the horizontal arrows in the diagram (5.5) to be induced by the horizontal5.4. Review of the δ p -characters ψ p of elliptic curves [6] . We follow [6] , pp.
