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Abstract. From the measured depletion of source counts in the R band behind CL0024+1654 due to lens magni-
cation, we calculate an estimate of the cluster’s mass. Within a radius of 0.54 h−1 Mpc, a total projected mass
of (8.2 2.8) 1014h−1M (EdS) is measured. This 1σ error includes shot noise, source clustering, uncertainty in
background count normalisation and contamination from cluster members. We compute the luminosity function
of CL0024+1654 in order to estimate contamination of the background source counts from cluster galaxies. Three
dierent magnication-based reconstruction methods are employed: 1) An estimator method using a local calcu-
lation of lens shear; 2) A non-local, self-consistent method applicable to axi-symmetric mass distributions; 3) A
non-local, self-consistent method for derivation of 2D mass maps. We have modied the standard single power-law
slope number count theory to incorporate a break and applied this to our R band observations. Fitting analytical
magnication proles of dierent cluster models to the observed number counts, we nd that CL0024+1654 is
best described either by a NFW model with scale radius rs = 334191 h−1 kpc and normalisation κs = 0.230.08
or a power-law prole with slope ξ = 0.61  0.11, central surface mass density κ0 = 1.52  0.20 and assuming a
core radius of rcore = 35 h
−1 kpc. The NFW model predicts that the cumulative projected mass contained within
a radius R scales as M(< R) = 2.91014(R/10)1.3−0.5 lg(R/1′)h−1M. Finally, we have exploited the fact that flux
magnication eectively enables us to probe deeper than the physical limiting magnitude of our observations in
searching for a break in the U band number counts. This leads to the conclusion that we nd no evidence for the
existence of a U band break brighter than UAB = 27.8 with 95% condence.
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1. Introduction
The lensing cluster CL0024+1654 ranks as one of the
most highly studied clusters to date. Lying at a redshift
of z = 0:39, early measurements of the cluster’s velocity
dispersion of  ’ 1300100km s−1 (Dressler, Schneider &
Gunn 1985) suggested a formidable mass. The discovery of
a large gravitationally lensed arc from a blue background
galaxy by Koo (1988) has since provoked a range of studies
to estimate the cluster’s mass based on its lensing prop-
erties.
The rst lens inversion of CL0024+1654, by Kassiola,
Kovner & Fort (1992), noted a violation of the ‘length
theorem’ (Kovner 1990) that the length of the middle seg-
ment of the arc should equal the sum of the other two.
The authors demonstrated that a concentration of large
cluster galaxies near the arc centre is necessary to cause
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this by perturbing the cluster cusp and were thus able
to constrain the potential of the cluster and the perturb-
ing galaxies. A later analysis by Bonnet, Mellier & Fort
(1994) constrained the cluster’s mass prole more tightly
with the rst measurement of weak shear out to a ra-
dius of 1:5 h−1 Mpc. Wallington, Kochanek & Koo (1995)
conrmed the perturbing galaxy hypothesis of Kassiola,
Kovner & Fort by tting a smooth elliptical cluster po-
tential with two superimposed L galaxy potentials near
the centre of the arc.
By parameterising the source and lens models and t-
ting to six images of the lensed source galaxy, Kochanski,
Dell’ Antonio & Tyson (1996) again showed that the
mass prole of CL0024+1654 is consistent with a smooth
isothermal distribution. Furthermore, they found that the
cluster mass traces light fairly well out to a radius of
0:5 h−1 Mpc and were able to rule out the existence of
any signicant substructure larger than 15h−1 kpc in the
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central region. Using HST images of the cluster, Tyson,
Kochanski & Dell’ Antonio (1998, TKD hereafter) isolated
eight well-resolved images of the blue background galaxy
to construct a high resolution mass map of the cluster.
Their parametric inversion concluded that more than 98%
of the mass concentration excluding that contributed from
discrete galaxies was represented by a smooth distribution
of mass with a shallower prole than isothermal.
The most recent lensing analysis of CL0024+1654 to
date is that by Broadhurst et al. (2000, B00 hereafter)
who provide the rst measurement of the redshift of the
blue background galaxy at z = 1:675. This redshift breaks
the mass-redshift degeneracy present in all mass estimates
of the cluster thus far. Their t of NFW proles (Navarro,
Frenk & White, 1997) to the eight brightest cluster mem-
bers is found to be an adequate model to explain the po-
sitions of the ve main lensed images. This, they suggest,
highlights the possibility that sub-structure has not been
erased in the cluster.
The rst and only measurement of the cluster’s lens
magnication to currently exist is that investigated by
Fort, Mellier & Dantel-Fort (1997). This was the rst
detection of depletion in background galaxy number
counts due to geometrical magnication as predicted by
Broadhurst, Taylor & Peacock (1995, BTP hereafter).
Rather than reconstruct cluster mass, this work concen-
trated on characterising the radial distribution of criti-
cal lines to infer the redshift range of the background
populations in B and I. Using this data, van Kampen
(1998) produced the rst and only estimate of the mass of
CL0024+1654 from lens magnication.
In this paper, we present a new depletion analysis in
the U and R band and extend it by applying three re-
cently developed magnication reconstruction methods.
The rst is the local estimator method of van Kampen
(1998) applied by Taylor et al. (1998, T98 hereafter) which
assumes a local relation between the dimensionless sur-
face mass density or convergence, , and the shear, γ.
This relation was suggested by ts to numerical simula-
tions. The remaining two methods are self-consistent in
the sense that no a priori relationship bewteen  and γ
need be assumed. The rst of these is the axi-symmetric
solution of T98 which determines a radial mass prole.
The second is the 2-dimensional self-consistent method of
Dye & Taylor (1998).
The motivation driving our choice of observing in the
U band comes from recent ndings which suggest the
existence of a break in the U band number count slope
(Williams et al. 1996; Pozzetti et al. 1998). Such a break
is reported to occur at UAB ’ 26 continuing with a near-
flat slope at fainter magnitudes. Given suitably deep U
band imaging, this should therefore manifest itself as a
depletion in the number density of galaxies observed in
the presence of lens magnication (see Section 3.2). With
our deep U band observations, we aim to test whether this
is the case and hence investigate the suitability of using
the U band for future lens magnication analyses.
The following section briefly describes data acquisi-
tion, reduction, object extraction and mask generation.
Contamination of the source counts from cluster and fore-
ground galaxies is estimated. Section 3 details the recon-
struction methods used in this paper. In Section 4, we
consider the properties of the R band background galaxy
population and t cluster mass models to the measured
number count prole. This is necessary for determination
of the results presented in Section 5. In Section 6, we in-
vestigate the U band galaxy population and test for the
existence of a break in the number counts. Finally, we
discuss and summarise our ndings in Section 7.
2. The data
Data acquisition and reduction are described in full detail
in an earlier paper (Ro¨gnvaldsson et al. 2001, R01 here-
after). We highlight the key elements here, emphasising
the following deviations in the dataset of this paper from
that in R01:
– A Gaussian smoothing kernel with a FWHM equal to
the seeing was used to extract objects (see Section 2.2).
This compares with the narrower smoothing kernel of
FWHM equal to slightly larger than half the seeing
used by R01. Matching the width of the smoothing
kernel to the seeing allows optimal extraction in the
sense that spurious detections due to background noise
are kept as small as possible while maintaining a suf-
ciently large detection success rate. This creates the
most noticeable dierence between this dataset and
that of R01; our U and R catalogues contain fewer
faint objects (our total paired object catalogue con-
tains 29% fewer objects).
– Galactic extinction corrections have been applied to
both the U and R band, brightening all objects (see
Section 2.1).
– A more thorough determination of the background
noise has been obtained. The mean RMS background
variation has been calculated within a circular aper-
ture of diameter equal to the seeing FWHM. The re-
sult of this is that the ‘3’ detection limits calculated
in R01 from Poission statistics are fainter than those in
this paper by 1:3 mag in U and 1:7 mag in R including
the galactic extinction correction.
– A linear co-ordinate transformation has been applied
to the U band object positions resulting in a more ac-
curate mapping to the R band. This has improved the
position coincidence matching between both bands.
2.1. Acquisition and completeness
CL0024+1624 was observed in the Cousins U and Cousins
R bands using the Nordic Optical Telescope in August
1999. A total integration time of 37 ksec and seeing 1:100
was obtained in the U band compared with 8:7 ksec and
1:000 in the R. Following R01, we use AB magnitudes
throughout this paper converting from the Cousins U and
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R magnitudes with an oset of +0:71 mag and +0:20 mag
respectively (Fukugita et al. 1995). In addition, we have
corrected the data for galactic extinction amounting to
−0:15 mag and −0:31 mag in the R and U band respec-
tively (Schlegel et al. 1998). The limiting magnitudes cor-
responding to a signal-to-noise ratio of 3 within a seeing
disk are UAB = 25:7 mag and RAB = 25:8 mag, with the
noise level taken as the mean RMS of the background.
Completeness was estimated from the detectability of
synthetic objects of varying brightness added to the im-
ages. Further details can be found in R01. In re-applying
this process to the data of this paper, we nd that the com-
pleteness at the 3 detection limit is 84% at UAB = 25:7
mag and 81% at RAB = 25:8 mag.
2.2. Object extraction
Objects were extracted from the nal reduced images us-
ing SExtractor (Bertin & Arnouts 1996). With a detec-
tion threshold of 1 above background and a Gaussian
ltering kernel of FWHM equal to the seeing, catalogues
of all objects with at least 10 connecting pixels brighter
than the threshold were generated. A total of 1887 ob-
jects in the R band and 1122 objects in the U band were
detected. These totals include stars but exclude objects
classied by SExtractor as having saturated pixels, being
truncated or possessing corrupt isophotal data. By match-
ing the 30 brightest stars between both bands, a linear
co-ordinate transformation was calculated and applied to
map the U band catalogue onto the R band. Objects were
paired within a positional tolerance equal to the seeing
and yielded a total of 875 objects excluding stars. Those
objects with star/galaxy classication indices larger than
0.95 were assumed to be stars and excluded from the anal-
ysis below.
2.3. Object selection
Separation of the background galaxies from the foreground
and cluster galaxies must be achieved before lens magni-
cation can be evaluated. Segregation of the cluster and
foreground objects is important to enable estimation of
their background sky obscuration which aects binned
number counts.
Figure 1 shows the colour-magnitude plot of (U−R)AB
versus the UAB and RAB magnitudes for the 875 matched
objects. By matching our sample with the redshift mea-
surements of the eld of CL0024+1654 by Czoske et al.
(2001), we have found that a large fraction of cluster
members can be immediately discarded by removing ob-
jects with (U − R)AB > 3. The noticeable lack of objects
seen in the vicinity of (U − R)AB ’ 3 reflects a mini-
mum in the bi-modal (U−R) distribution of cluster galax-
ies identied in the Czoske et al. sample by the criterion
0:388 < z < 0:405. Applying a further selection RAB < 22
to avoid incompleteness in both the Czoske et al. sample
and our data, we nd that 65% of identied cluster ob-
Fig. 1. Colour-magnitude diagrams for all 875 matched ob-
jects. Top and bottom shows selection of mask objects in the
U and R band respectively by the criteria (U −R)AB > 3 and
UAB < 24, RAB < 23.5 (dashed lines). The 3σ detection limits
UAB = 25.7 and RAB = 25.8 are shown in both plots by the
dot-dashed lines.
jects lie at (U −R)AB > 3. In addition, we nd that 12%
of objects brighter than RAB = 22 with (U − R)AB > 3
are foreground galaxies and only 2% of objects in this se-
lection are background objects. In summary, the selection
(U − R)AB > 3 very eciently removes cluster galaxies,
discarding a very small fraction of background sources.
This fraction of 2% is of course a lower limit since the
number of background galaxies (ie. z > 0:405) is lower
at RAB < 22 than at fainter magnitudes. Nevertheless,
in quantifying the cluster luminosity function in Section
2.4, we do not expect this fraction to increase signicantly
with fainter magnitudes.
Our foreground and cluster objects are therefore cho-
sen as a combination of objects identied in the Czoske
et al. sample with z < 0:405 as well as those satisfying
(U − R)AB > 3 and an additional RAB < 23:5 for the R
band sample or an additional UAB < 24:0 for the U band
sample. The choice of R and U limits here is discussed in
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detail in Section 2.4 but are chosen to be optimal in the
sense that they select as many background objects as pos-
sible while preventing too high a degree of contamination
from cluster and foreground objects. Extracted parame-
ters such as size, ellipticity and orientation of the cluster
and foreground objects are used to generate an obscura-
tion mask as Section 2.5 details.
Rather than perform our analyses on the associated
object catalogue (ie. containing only objects with paired
U and R mags) which would miss faint objects detected
in only either the U or R band, we take our background
source list for each band from the individual complete U
and R catalogues. To obtain our source list, we remove
objects from each complete catalogue identied as cluster
members and foreground objects using the criteria above.
After removal of cluster and foreground objects from
our full U and R catalogues, we nd a total of 863 back-
ground galaxies remaining in the U and 1367 in the R.
All subsequent magnication analysis will be performed
on these two catalogues.
2.4. Contamination of background source samples
We discussed in the previous section that  65% of cluster
galaxies lie at (U−R)AB > 3. For the R band sample, this
does not provide a useful means of removing cluster galax-
ies as the background source selection limit of RAB  23:5
prevents inclusion of objects with (U −R)AB > 3 anyway
due to the U band detection limit of UAB = 25:7. By
including objects from the full R band catalogue, faint
objects with (U − R)AB > 3 will inevitably fall into the
background R sample. Additionally, the cluster galaxies
which lie at (U −R)AB < 3 will contaminate both U and
R samples along with any foreground galaxies. This con-
tamination must be quantied.
2.4.1. Foreground galaxy contamination
To estimate the foreground galaxy contamination ex-
pected within our chosen magnitude ranges, we use the
luminosity functions measured by the CNOC2 eld galaxy
redshift survey (Lin et al. 1999). The CNOC2 survey is
ideal for our purposes being the largest intermediate red-
shift survey to date with multicolour UBV RI photometry.
The number of objects N which exist within the ap-
parent magnitude range m1 < m < m2 and the redshift








where dV (z) is the comoving volume element, (M) is the
luminosity function and the absolute magnitudes M1(z) &
M2(z) correspond to the apparent magnitudes m1 and m2
at a redshift z. The fraction of objects which lie closer than
a redshift zf in a sample of galaxies observed within the
magnitude range m1 < m < m2 is therefore given by,
N(m1 < m < m2; z < zf)
N(m1 < m < m2)
: (2)
The denominator here is the total number of galaxies
within m1 < m < m2 integrated over all redshifts.
Using equation (2) we estimate the fraction of galax-
ies within our U and R background samples which lie at
z < 0:405. In calculating the absolute magnitude lim-
its in equation (1), we rst convert our RAB and UAB
apparent magnitudes back to Cousins R and U appar-
ent magnitudes and then apply a K-correction. The K-
correction is taken as an average of the K-corrections for
early and intermediate galaxy types from Fukugita et al.
In the Cousins U band, we approximate the K-correction
as
K(z) =
 −3:5z ; z  0:4
−1:2− 0:5z ; z > 0:4 (3)
and in the Cousins R the approximation is
K(z) =
 −z ; z  0:5
0:5− 2z ; z > 0:5 : (4)
We use the early+intermediate (Cousins) R and
(Cousins) U luminosity functions from the CNOC2 sur-
vey for calculation of N in equation (1). These predict
that the contamination due to foreground galaxies is 3%
in the U band sample and 2% in the R band assuming
an EdS cosmology. For the case Ω = 0:3,  = 0:7, these
fractions drop only very slightly. We nd that altering the
approximated K-corrections in equations (3) and (4) to
allow for dierent galaxy type mixes does not vary the
computed contamination fractions signicantly.
2.4.2. Cluster contamination and the cluster
luminosity function
To determine the cluster contamination fraction, we need
to be able to predict the number of cluster members ex-
pected within the magnitude range spanned by the se-
lection magnitude and the detection limit in both bands.
This requires knowledge of the cluster luminosity function
(CLF) for CL0024+1654.
We use three recent studies of the composite cluster
luminosity function (CCLF) for the R band: Paolillo et
al. (2001) who construct a CCLF from 39 Abell clusters,
Piranomonte et al. (2000) whose CCLF is constructed
from 86 Abell clusters and Garilli et al. (1999) who use
65 Abell and X-ray selected clusters to calculate a CCLF.
All three studies use observations in the Gunn r lter so
we must apply a K-colour-correction for the absolute mag-
nitude conversion MRAB ! Mr. Since  70% of galaxies
within clusters are E/S0 types (Dressler et al. 1997), we
calculate this correction using an elliptical galaxy spec-
trum taken from Kinney et al (1996). For cluster galaxies
at z = 0:39, the correction is −1:2 mag.
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CLF/CCLF Band M α C (%)
Paolillo CCLF r -22.2 -1.01 15
Piranomonte CCLF r -22.0 -0.91 13
Garilli CCLF r -22.1 -0.60 5
This work CLF r -21.9 -0.70 7
Beijersbergen CLF Uc -19.4 -1.54 8
This work CLF Uc -21.5 -1.41 3
Table 1. Schechter parameters of the CLF/CCLFs used for
estimation of cluster contamination, C, expressed as the per-
centage of objects expected to be cluster members within
23.5 < RAB < 25.5 for r or 24.0 < UAB < 25.5 for Uc.
In the U band, publications on CLFs are rare and there
are no known U band CCLFs to date. Applying K-colour-
corrections to convert redder-band magnitudes to the U
band when the galaxy type mix is not known accurately is
not reliable. We therefore choose the most heavily studied
cluster in the U band, the Coma cluster, and take the CLF
from the recent study by Beijersbergen et al. (2001). In a
similar manner to the R band, we must apply a correction
of −2:2 mag to take absolute UAB magnitudes at z = 0:39
to rest-frame absolute Cousins U magnitudes.
Figure 2 plots the Coma U band CLF and the r
band CCLFs from the above publications. All luminosity
functions are described by Schechter functions (Schechter
1976) with parameters given in Table 1. For the r band
CCLF from each study, we have taken Schechter parame-
ters corresponding to the rich subsample of clusters since
CL0024+1654 is a rich cluster. Each luminosity function is
normalised to the cluster counts which are superimposed
in both plots. These counts are determined by match-
ing the Czoske et al. cluster members (see Section 2.3)
with both our R and U data. Absolute magnitudes are
computed allowing for the K-colour-corrections described
above and assume q0 = h0 = 0:5. For correct normalisa-
tion, we must ensure that the Czoske et al. matched sam-
ple for each band does not suer from incompleteness. We
therefore limit the matched U band counts to the magni-
tude range 21:8 < UAB < 24:0 (−22:4 < MU < −20:2)
and the matched R band counts to 19:9 < RAB < 22:1
(−23:3 < Mr < −21:1).
In addition to using the CLFs from the literature, we
t our own Schechter function to each band using the
likelihood method of Sandage Tammann & Yahil (1979).
Applying the likelihood analysis over the same magnitude
ranges as before, we nd the Schechter parameters for
the CL0024+1654 CLF given in Table 1. These are plot-
ted in Figure 2 as solid lines. For consistency with the
other CCLFs/CLFs, we have removed the brightest clus-
ter galaxy prior to tting the Schechter function.
Integrating over each CCLF/CLF, we calculate the
number of cluster galaxies expected within the magnitude
range 23:5 < RAB < 25:5 for r or 24:0 < UAB < 25:5 for
Uc. These ranges are chosen to extend slightly less deep
than the 3 detection limits thus allowing comparison
with a more complete background sample to give more ac-
Fig. 2. Luminosity functions of CL0024+1654 galaxies. Top:
U band Schechter LF from Beijersbergen et al. (2001) for the
Coma cluster (dashes) and the best t LF determined in this
work (solid). Bottom: r band CCLFs for rich clusters from
Paolillo et al. (2001, dots), Piranomonte et al. (2000, dashes),
Garilli et al. (1999, dot-dashes) and the best t from this work
(solid).
curate contamination fractions. The last column of Table
1 lists the predicted number of cluster galaxies from each
CCLF/CLF within these magnitude ranges as a percent-
age of the total number of galaxies detected within the
same magnitude range.
In the R band, since M is reasonably consistent across
all CCLFs, the steeper slopes of the Paolillo et al. and the
Piranomonte et al luminosity functions predict a higher
degree of cluster contamination. Overall, a spread between
5% and 15% contamination is estimated. In the U band,
the contamination is slightly less since the known cluster
galaxies have been removed before calculating the con-
tamination fraction. For our tted Schechter function, the
contamination is predicted to be 3% compared with 8%
estimated using the Beijersbergen et al. Coma CLF.
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The overall contamination from both foreground
galaxies and cluster members therefore ranges between
6% and 11% in the U band and between 7% and 17%
in the R. Clearly, these fractions are dominated by the
cluster members which means that the variation in con-
tamination across the eld of view is governed by their
density prole. Since this increases toward the centre of
the cluster and since the background number counts fall
o toward the centre where the magnication is strongest
(see Section 4.3) the observed number density of objects in
the background sample is aected most by contamination
at small radii. This distribution will have a strong fall-o
as one moves away from the cluster centre. Fortunately,
this reduces the impact of the contamination on the cu-
mulative mass measurements (Section 5.3) at large radii
where the strongest contribution comes from.
We defer the description of how this contamination is
incorporated into our mass error estimate until Section 5
where we present the results of our reconstructions.
2.5. Obscuration masks
To account for obscuration of the background sky by clus-
ter members and foreground objects, we create a mask.
Without giving consideration to obscuration, the ratio of
observed objects to expected objects used later in our
analysis would be biased to lower values. This is especially
true of bins near the cluster centre where relatively heavy
obscuration occurs due to large central cluster galaxies.
Figure 3 shows the obscuration mask produced us-
ing the SExtracted parameters of mask objects selected
in Section 2.3. The top half shows the U band mask
(grey ellipses), U band background source positions (black
crosses) and the position of the annular bins used in
Section 4.3 and 6 to bin counts radially. The lower half
of Figure 3 shows the corresponding R band mask and
background sources with the grid used in Section 5.1 for
2D binning. Note the horizontal phase of the bins with
respect to the eld of view to allow placement of bin (7; 5)
directly over the cluster centre, aligning it with the area
encompassed by the critical line.
3. Mass reconstruction theory
In this section we give a theoretical outline of the means
by which we determine magnication from number counts.
We then detail the three dierent methods used to trans-
form from magnication to surface mass density.
3.1. Lens magnification: Single power-law number
counts
A background population of galaxies whose integrated
number counts follow the standard power-law n(< m) /
100.4βm will be observed under a lens magnication fac-
Fig. 3. Top: U band mask (grey ellipses) with source positions
(black crosses) and annular bins used in Section 4.3 and 6.
Bottom: Corresponding R band mask with grid used for 2D
maps in Section 5.1. Observed arcs lie along the outer heavy
dashed circle in both plots. The inner dashed circle shows the
critical line determined from the isothermal sphere model t
to the R band number counts (see Section 4.3).
tor  to have the number count n0(< m) given by (BTP,
T98);
n0 = nβ−1(1 + nl) = (1 + nl): (5)
The quantity nl accounts for perturbations in n due to
non-linear clustering and we dene  as the expected num-
ber of sources in the absence of clustering. We model the
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fluctuation nl with a lognormal distribution and combine
this with the additional uncertainty due to shot noise to
give a Poisson-lognormal distribution (eg. Coles & Jones
1991; BTP). Unlike a Gaussian distribution, the lognormal
distribution accounts for non-linear clustering of the back-
ground probed by our small eld of view and is positive-
denite.
The Poisson-lognormal distribution can be dened as
a compound distribution formed from a Gaussian distri-






Here, l is the linear density fluctuation which relates to
the non-linear fluctuation as 1 + nl = eδ−σ
2/2 with  the
linear clustering variance. Following the method of T98
but applied to the R band correlation function of Hudon
& Lilly (1996), we calculate the non-linear clustering vari-
ance. Averaging the angular correlation function over a
circular area of radius  gives,
2nl = 1:5 10−2z−1.8(=10)−0.8: (7)
The linear clustering variance is calculated from the non-
linear variance using 2 = ln(1 + 2nl).
Equation (6) gives the probability distribution for the
lens magnication in a given bin containing n galaxies.
This directly gives the most probable magnication for
that bin with its associated error taken as the width of the
distribution. The integral in equation (6) must be evalu-
ated numerically.
3.2. Lens magnification: Dual power-law number
counts
In Section 4.1, we discuss the characteristics of the R band
population and show that current observations indicate
a break in the number count slope. This clearly has an
impact on our estimate of magnication calculated from
the surface number density of background sources and
must therefore be taken into consideration. Our means
of achieving this is by modifying equation (5) to incorpo-
rate a second number count slope applicable beyond some
break magnitude mb.




a100.4β1m ; m < mb
b100.4β2m ; m  mb (8)
where the normalisation coecients a and b are con-
strained by continuity, the integrated number counts up
to some limiting magnitude ml > mb for   1 can be
expressed as
n0(< ml) = −1 [n1(< mb)+
n2(< ml)β2 − n2(< mb)

: (9)
Here, n1 and n2 denote number counts integrated up to
a limiting magnitude over a constant slope of 1 and 2
respectively. The clustering term which features in equa-
tion (5) has been omitted here for clarity but is used in
our analysis later.















; (  1) (11)
where n = n1(< ml) here, is the unlensed surface number
count density observed, for example, at the edge of the
eld of view. If 1 = 2 and hence there is no break,
equation (11) becomes equation (5). For the case when
 < 1, equation (5) must be reverted to.
3.3. Local mass estimator
The simplest means of arriving at a mass estimate given
a measurement of magnication is by assuming a local
relationship between the convergence and shear. Such a
relationship can be derived once a model is chosen to de-
scribe the mass distribution. Since magnication depends
on  and γ as
 =
(1− )2 − γ2−1 ; (12)
this gives a directly invertible relation for  in terms of 
and hence allows  to be estimated.
For simplicity, we use the ‘parabolic estimator’ sug-
gested by the cluster simulations of van Kampen (1998)
which relates γ to  via
γ = j1− cj
p
=c : (13)
As in T98, we adopt the value c = 0:7 corresponding to a
prole which lies between that of a homogeneous sheet of
matter ( = constant) and an isothermal prole ( / r−1,
r the distance from the cluster centre). The magnication
can therefore be written
P−1 = [(− c)(− 1=c)] ; (14)
where P = 1 accounts for image parity on either side of
the critical line implied by the modulus in equation (12).





(c2 + 1)− S
p
(c2 + 1)2 − 4c2(1 − P−1)

: (15)
The second parity S is due to the parabolic nature of
equation (14) which permits a second critical line and thus
higher values of . Since there is no evidence for the ex-
istence of a double critical line in CL0024+1654, we will
adopt S = +1 throughout this paper.
Since the parabolic estimator requires only local  and
γ, it nds application to both radial and 2D magnication
distributions in this paper.
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3.4. Self-consistent axi-symmetric mass estimator
The second method which we use to estimate cluster mass
is the so-called self-consistent axi-symmetric mass estima-
tor introduced by T98. The non-local nature of this esti-
mator allows the magnication equation (12) to be solved
for a self-consistent  and γ radial prole. Although the es-
timator is valid only for axi-symmetric mass distributions,
it can be applied to data binned in any self-similar set of
contours centred on the peak of the mass distribution.
In a given annular bin i, the shear can be expressed as
γi = ji − ij (16)
where i is the convergence in the bin and i is the con-
vergence averaged over the area interior to and including
the bin. Substituting this into equation (12) gives for the
magnication in bin i
P−1i = (1 − i)(1 − 2i + i): (17)
Dividing i into two terms, one for bin i and the other,
which we denote i−1, for all interior bins, so that








fi + 1− (i− 1)i−1 −
S[(i− 1− (i + 1)i−1)2 + 4iP−1i ]1/2g: (19)
The parities P and S have the same function as in Section
3.3.
Using equation (19),  is calculated iteratively. The
only freedom is choice of 0 which as equations (16) and
(18) show, is γ1, the shear in the rst bin. To avoid non-
physical solutions, γ21  P−11 must be enforced leaving
only a sensible range of values. As T98 discuss, the overall
mass and shear prole obtained with the self-consistent
axi-symmetric estimator proves to have only a minor sen-
sitivity to the choice of γ1.
3.5. Self-consistent 2D mass estimator
The nal reconstruction method we apply in this paper is
that discussed by Dye & Taylor (1998). By pixellising the
image into a rectangular grid of pixels, the components of
the shear in any pixel n can be expressed as
γni = D
mn
i m; i = 1; 2 (20)
where summation over index m is implied for all N pixels
on the grid. The matrices D1 and D2 are simple geometri-
cal functions of the dierent combinations of positions of
pixels m and n (see Dye & Taylor 1998 for details).
Writing equation (12) in its pixellised form and substi-
tuting the expression for shear in equation (20) gives the
vector equation
1− 2κ + κGκt − Pµ−1 = 0 (21)
where P is again the image parity from Section 3.3, µ−1 is
the N -dimensional vector of pixellised inverse magnica-
tion values, κt is the transpose of the vector κ of pixellised
convergence values and 1 is the vector (1; 1; 1; :::). G is an
N N N matrix with the elements
Gpqn = pnqn −Dpn1 Dqn1 −Dpn2 Dqn2 (22)
where ij is the Kro¨necker delta, and summation occurs
only over indices p and q in equation (21).
We solve equation (21) for  using a hybrid Powell
method provided by the NAG routine C05PCF.
In this section, the theoretical aspects of the recon-
struction technique have been discussed. Before applica-
tion to the data, the properties of the background popu-
lation must be determined. This is investigated for the R
band sample in the following section, leaving discussion of
the U band sample until Section 6.
4. Cluster Model constraints from Number
Counts
Our initial attention is turned toward the R band popu-
lation of background galaxies since this proves to be the
most suitable for the application of lens magnication ow-
ing to its shallower number count slope. In this section, we
use the radially binned number counts of the sample to t
an isothermal and power-law prole. Section 6 considers
the properties of the U band sample.
4.1. R band sample characteristics
The characteristics of the R band background source
galaxy population must be constrained before we can ap-
ply our lensing analysis to the source counts. Specically,
the unlensed surface number density nR and the number
count slope must be determined.
T98 estimate the unlensed surface number density
from deep number counts of eld galaxies observed inde-
pendently of their work. We opt for the alternative choice
here of taking nR from our eld where the lens eect of
the cluster is expected to be small. In an annular region
centred on the cluster and bounded by the radial limits
12000 < r < 18000, we measure nR = 43  2 arcmin−2 in
the R. This value is assumed in our subsequent analysis.
As far as the number count slopes are concerned,
the R band slope determined by Hogg et al. (1997) over
21 < RAB < 25 is R = 0:83, in agreement with Smail et
al. (1995) who measure R = 0:80 over the same mag-
nitude range. This is consistent with the slopes in the
V and I from the Hubble Deep Field data of Williams
et al. (1996) with V = 0:88 and I = 0:78 over 23 <
(V; I)AB < 26. However, over the fainter magnitude range
26 < (V; I)AB < 29, Williams et al. nd a shallower slope
of V,I = 0:44 implying the same slope in the R band.
This flattening has also been observed by other authors
(eg. Metcalfe et al. 1996; Pozzetti et al. 1998).
Our R band observations tantalisingly extend to ap-
proximately the depth where the apparent break occurs.
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However, magnication by CL0024+1654 (see Section 6.1)
allows us to eectively see deeper than this limit and so
we make use of the modied dual-slope number count
equation (11). In our analysis which follows, we choose
R1 = 0:80 and R2 = 0:44 with a break at R = 26.
4.2. Magnification profiles
In the case of lens magnication, the least biased method
of determining the best t mass model is to t depletion
curves to the number count prole. In this way, the lensing
signal is used in its purest form before potential biases are
introduced by calculation of the  prole.
To t the depletion prole from a given mass model,
lens magnication must be determined. In this paper, we
t an isothermal sphere, a power-law mass model and a
NFW prole, all of which have analytical forms for their
magnication. In the case of the isothermal sphere, the






giving a magnication of
(r) = j1− rcrit=rj−1 : (24)
The power-law model we choose is that of Schneider,
Ehlers & Falco (1993) which gives a smooth, non-singular
surface mass density distribution with a  prole given by
(x) = 0
1 +  x2
(1 + x2)2−ξ
: (25)
Here 0 is the peak surface mass density at the centre, 
is the power-law slope and x = r=rcore with rcore the core
radius. For this distribution to remain positive denite at
large radii and so that it is a declining function of radius,
the valid range of slopes is 0 <  < 1. At r  rcore, this
physically corresponds to a range of mass models span-
ning a homogeneous sheet ( = 1) through an isothermal
sphere ( = 0:5) all the way up to  / 1=x4 ( = 0). The
magnication resulting from such a prole is (Schneider,











1 + (2 − 1)2}
−1
: (26)




















1+y ; (y < 1)
0 ; (y = 1)
(28)
Fig. 4. Number of counts as a ratio of expected counts versus
radial distance from cluster centre in the R band. Error bars
account for the error in nR and shot noise. Superimposed are
the isothermal (dashes, rcrit = 15
00), power-law (dot-dashes,
κ0 = 1.52, ξ = 0.61, rcore = 11
00) and NFW (dots, rs = 1.750,
κs = 0.23) models t to the rst 9 points.
and y = r=rs. The scale radius, rs, and surface density
normalisation, s, are free parameters of the model. The
magnication of the NFW model comes from Jacobian
determinant of the lens mapping for axisymmetric lenses


















4.3. Number count profile fits
Using equation (11) with the three forms for  from
Section 4.2, we perform a 2 t to the observed deple-
tion proles. Figure 4 shows the R band radial number
counts expressed as a fraction of the intrinsic background
counts. The degree of obscuration by foreground objects
is taken into consideration by adjusting nR in each bin.
The 1 error bars plotted account for the uncertainty in
nR and shot-noise.
Superimposed on the observed R band number counts
in Figure 4 are the isothermal, power-law and NFW pro-
les obtained from tting to the rst 9 data points. We
discuss in Section 5.1 that the outer prole is aected by
noisy features at the edge of the eld of view. The nal
model ts therefore omit the last 3 points although we
also t to all 12 points to investigate the variation in t-
ted parameters.
For the isothermal prole, a best t critical radius of
rcrit = 1500100 is obtained using either the rst 9 points or
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all 12 points. Note that this is somewhat smaller than the
estimate of rcrit = 2500 in the R band from R01. This dis-
crepancy arises partly from the dierent object selection
and extraction criteria used by R01, detailed in Section
2, and also from our dierent radial bin width. The er-
ror of 100 we quote here is solely the error from the 2
t which does not include any uncertainty to allow for
the choice of binning. Variation in bin width and also
the radius attributed to a given bin adds further error.
In Figure 4, the radial position of a given bin is taken as
the radius which divides that bin into two equal areas.
Since the isothermal t is dominated by the radius of the
rst data point, adopting dierent binning strategies af-
fects the tted value of rcrit substantially. Measuring the
variation in tted values of rcrit with dierent binnings,
we nd that a further error of 1000 should be included to
give an overall t of rcrit = 1500  1000.
The observed radius of the large arcs, rarc = 3000, is
also somewhat larger than our tted critical radius. An
explanation for this is that the background population we
select lies at a lower redshift on average than the lensed
background galaxy forming the arc at z = 1:675 (B00).
In fact, knowing the amount of mass contained within the
arcs (see Section 5.3), one nds that a critical radius of
rcrit = 15001000 corresponds to a background population
with a mean redshift of zmean = 0:61 0:21 (EdS or Ω =
0:3,  = 0:7).
The choice of bin width of 2000 means that our abil-
ity to constrain the small scale core radius in the power-
law prole is very limited. In tting to the power-law, we
therefore hold rcore = 1100 determined by the shear study
of CL0024+1654 by TKD which has superior resolution
in the centre of the cluster. Fitting the remaining two pa-
rameters to the rst 9 points then yields 0 = 1:52 0:20
and  = 0:61  0:11 with 1 errors accounting for the t
and binning variation. This compares to 0 = 1:42 0:21
and  = 0:670:11 obtained when the remaining 3 points
are included.
Finally, tting the NFW model to the rst 9 points
yields the parameters rs = 1:750  1:020 and s = 0:23
0:08. Including all 12 points, these become rs = 2:500 
1:320 and s = 0:19 0:08. The large errors here reflect a
strong degeneracy between s and rs.
Although close to isothermal with a slope of  = 0:61,
the power-law model provides a better t to the number
counts than the isothermal sphere. The NFW and power-
law models are clearly very similar however the reduced 2
of 0:41  0:53 from the NFW model (assuming Gaussian
statistics to obtain the error) quanties the fact that it is a
better t to the data than the PL model with a reduced 2
of 0:620:53 including the rst nine bins. For comparison,
the isothermal sphere model ts to the data with a reduced
2 of 1:33  0:50. This agrees with the ndings of TKD
who concluded that although the NFW prole predicts
too much mass within the inner arc region, there is little
to distinguish this from a power-law prole at larger radii.
In fact, with all 12 bins in the t, the PL model fares best
with a reduced 2 of 1:08  0:45 compared with that of
the NFW model of 1:24 0:45.
Our magnication prole ts prove to be consistent
with ts to shear-derived mass proles from other work.
TKD nd that the mass prole of CL0024+1654 is best
described by a power-law model with  = 0:570:02 and a
central surface mass density of 0 = 7900100hMpc−2.
We can compare this central surface mass density with
our estimate of 0 by integrating our tted power-law
model for  over the disk enclosed by the observed arcs.
Comparing this with the real projected mass contained
within this area from Section 5.3 allows the normalisation
of the model to be calculated. This requires a central sur-
face mass density of 0 = 9000 1800hMpc−2, slightly
higher than the TKD estimate but consistent given the
error budget.
Similarly, B00 nd that their azimuthally averaged
mass prole for CL0024+1654 is close to the NFW predic-
tion for massive clusters with an overdensity of c ’ 8000
and rs ’ 400 h−1 kpc (NFW, Ghigna et al. 1998). Using
the fact that c = sCR=(rs crit) (Bartelmann 1996)
where CR is the critical lens surface mass density (see
for example Blandford & Narayan 1992) and crit is the
critical density of the Universe, this converts to s ’ 0:2
with a scale radius rs ’ 20. The ndings of this paper are
therefore in good agreement with the NFW expectation.
5. Cluster Mass Reconstructions
Before presenting the mass reconstructions, we briefly out-
line the method by which we incorporate the uncertainty
due to contamination into our results.
In Section 2.4.2, we showed that the main source
of contamination originates from the cluster galaxies we
were unable to remove from our background sample. This
means that the variation in contamination across the eld
of view is governed by their number density prole. We
can provide an approximate contamination prole by as-
suming that the cluster mass distribution and hence the
number density of galaxies is described suciently accu-
rately (for this purpose at least) by an isothermal sphere
(see Section 4.3). Through straight-forward error propa-
gation, the error on  due to cluster contamination can





β2(r)1(2 − 1) + 1 − 2 (31)
where n is the background number density in the absence
of lensing and (r) is given by equation (24). We have
approximated the number density prole of the cluster
galaxies as k=r where k is set by normalising to the con-
tamination fractions calculated in Section 2.4.2. At the
average predicted cluster contamination level of 10%, a
value of k = 7:0 arcmin−1 is obtained.
We add the error given by equation (31) in quadrature
to the sum of the other errors in all reconstructions of 
which follow.
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Fig. 5. Mass reconstruction from the R band data. Top:
Estimated κ from parabolic estimator. Bottom: Iterated self-
consistent κ. Contours in both plots are separated by intervals
of δκ = 0.1. North is up, East is left.
5.1. 2D mass maps
Using the 12  12 grid of bins shown in Figure 3 and
the associated R band obscuration mask, source numbers
were binned across the eld of view and used to calculate
magnications using equation (6). Applying both the local
estimator reconstruction method and the self-consistent
method, we derive the mass maps shown in Figure 5. The
top half of Figure 5 shows the locally estimated  for
comparison with the lower half showing the self-consistent
mass distribution.
Both maps exhibit a very similar mass structure
demonstrating that the local estimator works well. The
peak of the distribution in the self-consistent map is
slightly higher than in the estimated map and is more
distinct from the surrounding mass fluctuations. This is
especially true at the edge of the eld where noisy fea-
tures in the estimated map have been suppressed by the
non-local solution provided by the self-consistent method.
In particular, the features seen in the lower left and lower
right corners due to a large degree of obscuration by the
two brightest stars in the eld (which is dicult to prop-
erly account for) have been suppressed signicantly. In
addition, the large dip seen in the top left corner caused
by an excessive number of background sources has been
slightly reduced.
Comparing with our error map calculated from the
width of the probability distribution in equation (6), we
nd that the signicance of the peak in the self-consistent
map is 6. If we include the extra uncertainty due to
contamination by cluster objects at the predicted aver-
age level of 10% as well as the error in the unlensed sur-
face number density, this signicance drops to 5. Note
that the peaks in both plots appear lower than the peak
value implied by the radial analyses. This is a direct con-
sequence of the relatively low resolution of the 1212 grid
of bins which has averaged over the central cluster region
and eectively smoothed out the peak. This same reason
describes the apparent discrepancy with the shear-derived
mass maps of TKD and B00, both of which cover a much
smaller eld of view ( 1:50  1:50) and both of which
imply a peak of  ’ 1:3.
This resolution eect in the maps does not aect the
shape of the radial mass proles because it occurs on a
scale smaller than the radial bin size. Section 5.2 veries
this since the proles obtained agree with the power-law
model which predicts a central surface mass density of
 ’ 1:4. Furthermore, the local estimator agrees with the
non-local estimator which would certainly not be the case
if the bin resolution caused an eective smoothing of the
prole. The cumulative mass measurements derived from
the proles are also therefore not aected.
Comparison with the X-ray map of Soucail et al. (2000)
shows that the mass extension we detect to the north-
west (toward the top right in Figure 5) coincides with a
distinct region of X-ray emission. Optical identication of
this X-ray emission is uncertain with two dierent can-
didates being located in the area. One is a large cluster
galaxy lying at a redshift of z = 0:4017 and the other is
a foreground star-forming galaxy at z = 0:2132. The star-
forming galaxy is unlikely to contribute signicantly to
the mass extension, it being more probable that this orig-
inates from the concentration of cluster galaxies observed
in this area. It is therefore likely that at least some of the
X-ray emission observed in the vicinity of the extension
is explained by the presence of cluster gas. The fact that
the X-ray map shows a distinct peak suggests that this is
actually a separate mass clump rather than an extension.
Although limited by resolution again, this is hinted at in
the mass maps. The shear map of TKD shows no evidence
of there being such a sub-clump although B00’s map sug-
gests that extra mass lies in this vicinity. Unfortunately,
neither of these shear maps cover a wide enough eld of
view for this to be properly veried.
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Fig. 6. Top: Locally estimated radial mass prole for R band
sources binned using annuli shown in Figure 3. The shaded
region shows the 1σ uncertainty which allows for shot noise,
source clustering, uncertainty in background count normalisa-
tion and 10% cluster contamination. Bottom: Axi-symmetric
solution for the R band. Both plots show the isothermal
(dashes), power-law (dot-dashes) and NFW (dots) models t-
ted to the rst 9 data points (see Section 4.3).
5.2. Radial mass profiles
In Figure 6 we show the radial mass prole calculated
for the R band sources using both the local estimator
and the axi-symmetric method. For calculation of the axi-
symmetric prole, the value of the shear in the rst bin
is set to γ1 = 0:25 (see Section 3.4). The shaded regions
in both plots show the 1 uncertainty accounting for shot
noise, source clustering, uncertainty in background count
normalisation and 10% cluster member contamination.
Similar to the 2D mass distribution, we nd that the last
3 data points in the axi-symmetric solution are slightly
suppressed compared to the local estimator.
The tted proles of Section 4.3 plotted in Figure 6
again show that the power-law and NFW models give a
better t to the results. Both proles exhibit an excess
of mass at 300 < r < 400. This is attributed to the noisy
features seen in the 2D mass plots at the edge of the eld,
Fig. 7. Cumulative projected mass calculated by normalising
to the amount of mass enclosed within the circle traced by the
observed arcs. Also plotted is the NFW model of Section 4.3
(dashes) and the I band results of van Kampen (1998) (dot-
dashes).
and just pushes the measured mass at this radius to a
value inconsistent with the NFW and power-law t.
5.3. Cumulative mass profile
To convert from  to real projected mass, we normalise to
the amount of mass contained in the disk traced by the
observed arcs. Since the enclosed mass can be calculated to
a high accuracy, normalising in this way provides a much
more reliable scaling than using a mean redshift estimated
for the background population. Using B00’s measurement
of the redshift of the arcs at z = 1:657, the mass within
a radius of rarc = 3000 from the centre of the cluster can
be calculated to be 1:19 1014h−1M for an Einstein de
Sitter (EdS) Universe. The cosmological dependence of
this result is weak to the extent that for an Ω = 0:3,  =
0:7 cosmology, this enclosed mass increases by only 5%.
This scaling applies generally hence all aperture masses
quoted hereafter assume an EdS cosmology.
Scaling our radial  prole with this normalisation, we
sum the mass in each bin to produce the cumulative pro-
jected mass prole in Figure 7. Out to a radius of 2:90
(0:54 h−1 Mpc for EdS), we measure a projected mass of
(8:22:8)1014h−1M. The 1 error here again includes
shot noise, source clustering, uncertainty in background
count normalisation and contamination from cluster mem-
bers at the 10% level. Approximating the integrated NFW
prole, the projected mass within a radius R scales as
M(< R) = 2:9 1014(R=10)1.3−0.5 lg(R/1′)h−1M.
With this scaling relation for the cumulative mass,
we can readily compare our results with other authors.
Considering existing lensing measurements for the mo-
ment, the measurement by B00 of the mass contained
within the arcs obviously agrees with our estimation by
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default since this is essentially the mass we normalise
to. Using the redshift of the arc from B00, TKD’s es-
timate of the cluster mass contained within a radius of
107 h−1 kpc is 1:8 1014h−1M. At this radius, our esti-
mate for the enclosed mass is lower at 1:3 1014h−1M.
Extending to slightly larger radii, the magnication anal-
ysis of van Kampen (1998) nds a projected mass of
(7:5 2:0) 1014h−1M within 300 h−1 kpc compared to
our 5:01014h−1M. On even larger scales, the weak shear
study of Bonnet, Mellier& Fort (1994) measures a mass of
2:0 1015h−1M within R = 1:5 h−1 Mpc compared with
our prediction of 1:7  1015h−1M. In Figure 7, we also
plot the only other magnication based cumulative mass
prole of CL0024+1654 which exists to date; that of van
Kampen (1998) derived from the I band observations of
the cluster by Fort, Mellier & Dantel-Fort (1997). Notice
that a steeper mass prole is predicted with more mass
being found beyond a radius of 120h−1 kpc.
Turning to alternative methods for the determina-
tion of cluster mass, Czoske et al. (1999) using galaxy
dynamics from 227 spectra measure the 3D mass of
CL0024+1654 to be 1:4  1014h−1M within a radius of
500 h−1 kpc. Converting this to a projected mass using
the isothermal sphere model they assume yields a value
of 2:2  1014h−1M. This agrees with the X-ray temper-
ature measurements by Soucail et al. (2000) who measure
a projected mass of 2:3 1014h−1M within the same ra-
dius. Our scaling relation gives a projected mass enclosed
by this radius of 8:2  1014h−1M. The dynamical mea-
surements of the cluster by Dressler, Schneider & Gunn
(1985), Schneider, Dressler & Gunn (1986) and Dressler &
Gunn (1992) give a velocity dispersion for CL0024+1654
of  ’ 1300  100km s−1, almost twice that found by
Czoske et al (1999). This is a result which should be taken
with some caution since it is based on a factor of ap-
proximately seven times fewer cluster redshifts than the
Czoske et al. sample. This larger velocity dispersion how-
ever implies a projected mass of 7:11014h−1M within
500 h−1 kpc. We discuss the signicance of these ndings
in Section 7.
6. The U band galaxy population
The role of the U band population thus far has been
to assist in the selection of R band background galax-
ies through colour cuts. We will show in this section that
the number count slope of background U band galaxies is
close to the lensing invariant slope  = 1, making use of
this sample for detection of lensing magnication through
number counts not feasible.
6.1. The U band number count slope
Current evidence tentatively supports the notion that a
break in the U band number count slope exists at faint
magnitudes. At magnitudes brighter than UAB ’ 25:5,
there seems good convergence on the number count slope.
All studies agree that at these brighter magnitudes, the
number count slope is relatively steep. Williams et al.
(1996) in analysing the Hubble Deep Field nd that for
23 < UAB < 26, U = 1:00 whereas Hogg et al. (1997)
conclude that U = 1:17 for UAB < 26.
At fainter magnitudes, Williams et al. (1996) measure
U = 0:13 between 26 < UAB < 28. This compares to the
more detailed work by Pozzetti et al. (1998) who measure
U = 0:34 at UAB ’ 25:8 with the same data. Pozzetti
et al. point out that the shallower slope measured by
Williams et al. is a result of improper correction for in-
completeness. They claim that although it is statistically
dicult to extract reliable measurements at such faint U
band magnitudes, the flattening observed in the HST data
is not due to incompleteness alone.
Similar to our R band data, the depth of our observa-
tions in the U band extend to approximately the suggested
U band break magnitude. Given that our observations are
of a cluster-lensed eld however, we are in the fortuitous
position of being able to exploit the eect of flux magni-
cation on our background sample. Taking the NFW model
t from Section 4.3, this predicts that within a disk of di-
ameter 0:80 centred on the cluster, lens magnication by
CL0024+1654 pushes the eective limiting magnitude of
our observations by m  2:5. Within a disk of diameter
20, this becomes m  0:8. We are therefore able to use
our dataset to search for a break in the U band number
counts some way beyond the physical limiting magnitude
of our data.
6.2. Testing for a U band break
We use two number count models to search for a break
magnitude. The rst is a modication of the single slope
number count scenario to allow the slope to smoothly flat-
ten o beyond the break magnitude. The second uses the
dual slope model of Section 3.2.
6.2.1. Model 1
The rst model generalises the single slope number count





1 + βU 100.4βU∆U

; (32)
where U = Ulim−U0 and Ulim is the limiting magnitude
of the observations, Ulim = 25:7. Well below the break
scale, U0  Ulim, or for weak lensing   1, this reduces
to the usual scaling for lensing of a single slope number
count distribution in equation (5). Above the break scale,
equation (32) tends toward the scaling n0 = n−1, for a
flat number count distribution.
We take the best t NFW prole determined from the
R band data to provide the magnication in equation (32).
The free parameters of the model are therefore the break
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Fig. 8. Top: χ2 distribution of the U band number count slope
βU and the break scale U0 assuming the number counts flatten
o completely at faint magnitudes. Bottom: χ2 distribution of
the faint number count slope βU2 and the break scale holding
the bright slope at βU1 = 1.07. All contours are separated by
χ2 = 1.
scale, U0, and U which we t with the following 2 func-
tion;
2(U0; U ) =
X
i
[n0U,i − pU,i(U0; U )]2
nU,i
: (33)
Here, n0U,i is the number of U band objects observed in bin
i, nU,i is the number expected in the absence of lensing
and pU,i is the number predicted by the NFW prole tted
to the R band data. The sum acts over all annuli.
The top half of Figure 8 shows the 2 contours ob-
tained from application of equation (33). With a 95% con-
dence, our data rules out the presence of a U band break
lying brighter than UAB = 28:8. Furthermore, we mea-
sure the U band slope as U = 1:07  0:10. This is very
close to the lensing invariant slope  = 1 which causes the
increase in surface number density due to flux magnica-
tion to exactly cancel the dilution caused by magnication
of their inter-spacing. The claim made in Section 4 that
Fig. 9. Radial number count prole in the U band.
Superimposed are the best t isothermal (dashed line), power-
law (dot-dashed line) and NFW (dotted line) models using the
number count slope βU = 1.07. Error bars account for the error
in nU and shot noise.
the U band population is unsuitable for the detection of
magnication from number counts is thus substantiated.
Figure 9 shows the U band radial number count prole
observed. In this plot, the model ts determined in Section
4.3 are used to predict counts assuming U = 1:07. The
predictions and measurements are clearly consistent with
each other. There is little distinction between any of the
predicted proles due to the near lensing invariant slope.
This serves to demonstrate the insignicant magnication
signal imposed on the number counts in the U band.
6.2.2. Model 2
The second method we use to search for a break assumes
the dual number count slope model described in Section
3.2. For the purpose of our analysis in this section, we
hold the bright slope at the value determined previously,
U1 = 1:07. The faint slope U2 and the break magnitude
are allowed to vary in our minimisation.
The lower half of Figure 8 shows the results of this min-
imisation. Slightly more relaxed than the previous result,
at U1 = 0, the data rules out a U band break brighter
than UAB = 27:8 with a 95% condence. As U2 moves
to higher values, this limit slips to brighter magnitudes
as a result of the degeneracy between both parameters
(Pozzetti at al. 1998). At U2 = U1, the contours unsur-
prisingly illustrate that the break magnitude cannot be
constrained at all.
7. Summary and Discussion
From U and R band observations of the cluster
CL0024+1654, we have selected a background sample of
galaxies in both bands using colour information. The clus-
ter member contaminants identied by matching with the
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Czoske et al. (2001) redshift survey of the eld have been
discarded from the U band. We have computed the clus-
ter luminosity function of CL0024+1654 in both bands.
This has been used in conjunction with the U and R eld
galaxy luminosity function from the CNOC2 survey (Lin
et al. 1999) to estimate foreground and cluster contam-
ination of our background samples. In the R band, we
estimate a total contamination of 7%−17% in contrast to
a smaller 6%− 11% in the U .
The shallower number count slope observed in the R
band sample makes this suitable for an investigation into
the lens magnication induced depletion of background
number counts. Depletion in this sample has indeed been
detected and used to measure the radial and two dimen-
sional distribution of mass in the cluster. Out to a radius
of 0:54 h−1 Mpc, we measure a total projected mass of
(8:2 2:8) 1014h−1M where the 1 error includes shot
noise, source clustering, uncertainty in background count
normalisation and contamination from cluster members.
We have compared the observed radial depletion with
that expected from an isothermal, power-law and NFW
mass prole by tting the predicted magnication of
each. The NFW provides the best t to our data al-
though there is little distinction between this and the
power-law model. This agrees with the ndings of Tyson,
Kochanski & Dell’ Antonio (1998) although the mass
of 1:3  1014h−1M we measure within the disk de-
scribed by the large arcs is somewhat lower than their
estimate of 1:8  1014h−1M. Approximating the t-
ted cumulative NFW model, the projected mass con-
tained within a radius R scales approximately as M(<
R) = 2:9  1014(R=10)1.3−0.5 lg(R/1′)h−1M. The derived
2D mass maps hint towards the existence of a separate
sub-clump of mass just north-west of the cluster centre.
This claim is strengthened by the detection of distinct X-
ray emission in this area (Soucail et al. 2000) as well as
the suggestion of extra mass from the shear mass map of
Broadhurst et al. (2000).
In tting the number counts to the isothermal sphere
mass model, we found that the tted critical radius was
smaller than the radius of the circle traced by the ob-
served large arcs. This was attributed to the fact that our
selected background population of sources lies at a lower
mean redshift than the lensed galaxy forming the arc at
z = 1:675 (Broadhurst et al. 2000). The mean background
source redshift was inferred to be zmean = 0:61  0:21.
The depletion analysis of CL0024+1654 by Fort, Mellier
& Dantel-Fort (1997) in B and I nds a relatively wide
depletion prole. Simultaneously tting to a maximum
of ve isothermal sphere models, they nd that a com-
bination of various background galaxy populations is re-
quired to explain the wide zone of depletion. In B, this
results in the mean background source redshifts ranging
over z = 0:9+0.1−0.1 to z = 3:0
+1.8
−0.5 with 42% of sources lying
at z = 0:9. In I, the range is z = 0:9+0.1−0.1 to z = 4:0
+3.0
−1.0
with 63% of galaxies lying at z = 1:10. This is some-
what surprising given that we nd an excellent t to our
observed depletion prole assuming the existence of only
one critical line. It is unlikely that this discrepancy relates
to the dierent choice of lters used in both studies.
Comparison of our results or indeed any of the existing
lensing results with those measured using cluster galaxy
dynamics or X-ray temperatures shows a large discrep-
ancy. We predict approximately 3:5 times as much pro-
jected mass as the X-ray and dynamical measurements
imply. Soucail et al. (2000) discuss that one explanation
for this discrepancy may come from the inability to cor-
rectly measure lens shear combined with a lack of accurate
knowledge of the background source redshift distribution.
While this bears some truth in general, it is not the case
here. The determination of the arc redshift by Broadhurst
et al. (2000) makes the measurement of projected mass
contained within the arc radius a robust one; this is a
result which does not depend on the detection of shear
through weak lensing and of course knowing the redshift
of the arced galaxy breaks the source redshift degener-
acy. The projected mass contained within the arc radius
according to the X-ray measurements of Soucail et al. is
(0:5  0:3)  1014h−1M. This is still a factor of nearly
three times smaller than the arc predicted mass.
An alternative scenario which provides a more satisfy-
ing answer to the evidence gained thus far is alignment of
additional foreground and/or background mass along the
line of sight to CL0024+1654. This would certainly ex-
plain why lensing observes a factor of three times as much
mass. It also explains why the Czoske et al. (1999) redshift
survey of the eld yields a smaller cluster velocity disper-
sion than that by Dressler & Gunn (1992, and references
therein). The Czoske et al survey contains 227 redshifts
compared with the 31 redshifts of Dressler & Gunn. As
such, this has identied a foreground extension along the
line of sight which was not included in the Czoske mass
estimation but which is almost certainly included in the
Dressler & Gunn measurement. The dierence between
these two measured velocity dispersions, as Section 5.3
quanties, is almost sucient on its own to explain the
discrepancy in mass.
Finally, the U band selected sample indicates a near-
lensing-invariant slope of  = 1:07 0:10 and hence does
not exhibit any noticeable sign of depletion. Using the
fact that lens magnication of our U band sample allows
us to search deeper than its physical limiting magnitudes,
we have been unable to detect a break in the U band
number count slope brighter than UAB = 27:8 with 95%
condence. This appears to be in contrast to the ndings
of Pozzetti et al. (1998) using the Hubble Deep Field who
claim to detect a break between 25:8 < UAB < 26:2 going
from a slope of  = 1:00 to 0:20 <  < 0:40. Deeper
observations, particularly in a cluster environment where
lens magnication provides natural assistance, are needed
to solve this contradiction.
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