A positive semi-definite (PSD) tensor which is not a sum-of-squares (SOS) tensor is called a PSD non-SOS (PNS) tensor. Is there a fourth order four dimensional PNS Hankel tensor? Until now, this question is still an open problem. Its answer has both theoretical and practical meanings. We assume that the generating vector v of the Hankel tensor A is symmetric. Under this assumption, we may fix the fifth element v 4 of v at 1. We show that there are two surfaces . Then, we call such a point P PNS-free. We show that a 45-degree planar closed convex cone, a segment, a ray and an additional point are PNS-free. Numerical tests check various grid points, and find that they are also PNS-free.
If f (x) ≥ 0 for all x ∈ ℜ 4 , the Hankel tensor A is called positive semi-definite (PSD).
If f (x) can be represented as a sum of squares of quadratic homogeneous polynomials, the Hankel tensor A is called sum-of-squares (SOS). Clearly, A is PSD if it is SOS.
In the next section, we present some necessary conditions for the positive semi-definiteness of fourth order four dimensional Hankel tensors.
We may see that the role of v j is symmetric in f (x). In Section 3, we assume that (2) . We call such a point P = (v 2 , v 6 , v 1 , v 3 , v 5 ) ⊤ ∈ ℜ 5 a PNS-free point of fourth order four dimensional Hankel tensors, or simply a PNS-free point. We call the set of points in ℜ 5 , satisfying η(v 5 , v 6 ) < 1, the effective domain of fourth order four dimensional Hankel tensors, or simply the effective domain, and denote it by S. We show that if all the points in S are PNS-free, then there are no fourth order four dimensional PNS Hankel tensors with symmetric generating vectors.
In Section 4, we show that a point P in S is PNS-free if there is a value M, such that when v 0 = M, f 0 (x) ≡ f (x) has an SOS decomposition, and f 0 (x) = 0 forx = (x 1 ,x 2 ,x 3 ,x 4 ) ⊤ ∈ ℜ 4 withx 2 1 +x 2 4 = 0. We call such a value M, such an SOS decomposition of f 0 (x), and such a vectorx the critical value, the critical SOS decomposition and the critical minimizer of A at P , respectively. Then, we show that the segment
} is PNS-free. We conjecture that this segment is the minimizer set of both M 0 and N 0 . Then, we show that the 45-degree planar closed convex cone Figure 1 : The segment L, the planar closed convex cone C, the ray R and the point A.
a ≤ 0} and the point A = (1, 0, 0, 0, 0) ⊤ are also PNS-free. We illustrate L, C, R and A in Figure 1 . In Section 5, numerical tests check various grid points, and find that M 0 = N 0 there. Thus, they are also PNS-free. Therefore, numerical tests indicate that there are no fourth order four dimensional PNS Hankel tensors with symmetric generating vectors.
Some final remarks are made in Section 6.
Fourth Order Four Dimensional Hankel Tensors
We write out (1) explicitly in terms of the coordinates of its generating vector v: The following theorem gives some necessary conditions for fourth order four dimensional Hankel tensors being PSD. Particularly, we note that four key elements of its generating vector v 0 , v 4 , v 8 , v 12 must be nonnegative. 
for i = 0, 4, and
Proof Let e k be the kth column of a 4-by-4 identity matrix, for k = 1, 2, 3, 4. Substituting x = e k to (4) for k = 1, 2, 3, 4, by f (e k ) ≥ 0, we have (5) for i = 0, 4, 8, 12. Substituting x = e k + e k+1 to (4) for k = 1, 2, 3, by f (e k + e k+1 ) ≥ 0, we have
Combining these two inequalities, we have (6) for i = 0, 4, 8. Similarly, by f (e k + e k+2 ) ≥ 0 and f (e k − e k+2 ) ≥ 0 for k = 1, 2, we have (7) for i = 0, 4. By f (e 1 + e 4 ) ≥ 0 and f (e 1 − e 4 ) ≥ 0, we have (8) . The theorem is proved. ✷ Whereafter, we say that a PSD Henkel tensor is SOS if there is a key element of its generating vector v 0 , v 4 , v 8 , v 12 vanishes. Before we show this, the following lemma is useful.
Lemma 1 If a polynomial in one variable is always nonnegative:
Then a 0 = 0.
Proof If a 0 > 0, we let t → −∞ and get p(t) → −∞, which contradicts that p(t) is nonnegative. If a 0 < 0, we let t → +∞ and get p(t) → −∞, which also contradicts that p(t) is nonnegative.
Hence, there must be a 0 = 0. Proof Without loss of generality, we assume that v 0 = 0. To prove v 1 = 0, we take x 1 = (t, 1, 0, 0) ⊤ . Then, the homogeneous polynomial (4) reduces to
From Lemma 1, we have v 1 = 0 since f (x 1 ) is nonnegative. Similarly, we can prove v 2 = v 3 = 0 if we take x 2 = (t, 0, 1, 0) ⊤ and x 3 = (t, 0, 0, 1) ⊤ respectively.
From Theorem 1, we know v 4 ≥ 0. When we take
, 0) ⊤ , the homogeneous polynomial (4) reduces to
Let t → ∞. Since f (x 4 ) is always nonnegative, we have v 4 ≤ 0. Hence, there must be
From Lemma 1, we have
We take x 6 = (t, 0, 1, 0) ⊤ . Then, the homogeneous polynomial (4) is
From Lemma 1, we have v 6 = 0 since f (x 6 ) is nonnegative. Similarly, we can prove v 7 = 0 when we take x 7 = (0, t, 1, 0) ⊤ .
We take
From Lemma 1, we have v 8 = 0 since the polynomial f (x 8 ) is nonnegative. We could prove v 9 = 0, v 10 = 0 and v 11 = 0 if we takes x 9 = (t, 0, 0, 1) ⊤ , x 10 = (0, t, 0, 1)
By Theorem 1, we get v 12 ≥ 0. Hence, the Hankel tensor A is obviously SOS. ✷
Theorem 3 Suppose the fourth order four dimensional Hankel tensor A is PSD and its generating vector is
v. If v 4 v 8 = 0, then v j = 0 for j = 1, 2, . . .
, 11, and A is SOS.
Proof By symmetry, we only need to prove this theorem under the condition v 4 = 0. If we take x 1 = (1, t, 0, 0) ⊤ , the homogeneous polynomial (4) reduces to
From Lemma 1, we have v 3 = 0 since f (x 1 ) is nonnegative. Similarly, we can prove v 5 = v 6 = 0 if we take x 2 = (0, t, 1, 0) ⊤ and x 3 = (0, t, 0, 1) ⊤ respectively.
To prove v 7 = 0, we take x 4 = (0, t 2 , t, 1) ⊤ . Then, the homogeneous polynomial (4) reduces to
From Lemma 1, we have v 7 = 0 since f (x 4 ) is nonnegative. From Theorem 1, we know v 8 ≥ 0. When we take x 5 = (0, −t 2 , t, 1) ⊤ , the homogeneous
is always nonnegative, we have v 8 ≤ 0. Hence, there must be
If we take x 6 = (0, 0, t, 1) ⊤ , the homogeneous polynomial (4) is
From Lemma 1, we have v 9 = 0 since f (x 6 ) is nonnegative. Similarly, we could prove v 10 = 0 and v 11 = 0 if we takes x 7 = (0, t, 0, 1) ⊤ and x 8 = (0, 0, t, 1) ⊤ , respectively.
The prove of v 1 = 0 and v 2 = 0 could be similarly obtained if we take x 9 = (1, t, 0, 0) ⊤ and x 10 = (1, 0, t, 0) ⊤ respectively.
Finally, since v j = 0 for j = 1, . . . , 11, we have
By Theorem 1, we get v 0 ≥ 0 and v 12 ≥ 0. Hence, the Hankel tensor A is obviously SOS. ✷
Symmetric Generating Vectors
Now, we make assumptions (2) and (3) . At the beginning, we consider a mini problem which is the Hankel polynomial with x 1 = x 4 = 0. This problem helps us to analyze the effective domain of two important surfaces M 0 and N 0 .
Function η
We consider a two variable quartic polynomial g(y 1 , y 2 ) = αy Its PSD property is completely characterized by the following theorem.
Theorem 4
The quartic polynomial g(y 1 , y 2 ) is PSD if and only if
If 0 < γ ≤ |β|, we rewrite g(y 1 , y 2 ) as follows
Finally, we consider the case γ > |β|. Letᾱ = Obviously, if α ≥ᾱ, g(y 1 , y 2 ) is SOS and PSD. Next, we show that y and prove that t 2 + 2β α t + 1 = 0 has real roots. It is easy to see that t = 0 is not its root. Since γ > |β|, we have
Hence, |β| ≥ᾱ. The discriminant of the quadratic in t is
Therefore, there are nonzero (y 1 , y 2 ) such that g(y 1 , y 2 ) = (α −ᾱ)(y
2 ). Obviously, if g(y 1 , y 2 ) is PSD, we have α ≥ᾱ. Thus, we say η(β, γ) =ᾱ if γ > |β|. ✷ Then we have another necessary condition for a fourth order four dimensional Hankel tensor A to be PSD under assumptions (2) and (3).
Corollary 1 Under assumptions (2) and (3), if
Proof Let x 1 = x 4 = 0, x 2 = y 1 and x 3 = y 2 . By Theorem 4, we have the conclusion. ✷ 3.2 Surfaces M 0 and N 0
We now introduce the key idea of this paper, to establish two surface M 0 and N 0 , in the following theorem.
Theorem 5 Suppose that assumptions (2) and (3) hold. Then, there are two functions
such that A is SOS if and only 
there are no fourth order four dimensional PNS Hankel tensors under assumption (2).
Proof Using assumptions (2) and (3), we rewrite (4) as
where
Thenv 4 > 0 by (9) . By Theorem 4, f 1 (x) is PSD. Since f 1 (x) has only two variables, it is also SOS by Hilbert [8, 22] . We now consider terms in f 2 (x). Each monomial in f 2 (x) has at least one factor as a power of x 1 or x 4 . We may order the monomials of f 2 (x). For example, consider 12v 5 x 1 x 2 x 2 3 . Assume that it is ordered as the kth monomial of f 2 (x). Then by the arithmetic-geometric inequality, we may see that
where ǫ k is a small positive number. We may let ǫ k be small enough such that the sum of the coefficients for x 4 2 on the right hand side of the above inequality for all possible k is less thanv 4 . By symmetry, the sum of the coefficients for x 4 3 on the right hand side of the above inequality for all possible k is less thanv 4 . We see that
is a PSD diagonal minus tail form. By [6] , it is SOS. Thus, as long as v 0 is big enough, when (9) is satisfied, f (x) is SOS. From this, we see that M 0 and N 0 exist, such that they are defined as long as (9) is We now regard
the effective domain. Theorem 5 says that if all the points in the effective domain are PNSfree, then there are no fourth order four dimensional PNS Hankel tensors with symmetric generating vectors. In the next sections, we will study more on PNS-free points.
4 > 0 and f 0 (x) = 0, where f 0 (x) ≡ f (x) with v 0 = M. Then we call M the critical value of A at P , the SOS decomposition f 0 (x) the critical SOS decomposition of A at P , andx the critical minimizer of A at P . Theorem 6 Let P ∈ S. Then P is PNS-free if A has a critical value M, a critical SOS decomposition f 0 (x) and a critical minimizerx at P .
Proof Suppose that A has a critical value M, a critical SOS decomposition f 0 (x) and a critical minimizerx at P . Then we have
✷ We believe that all the effective domain S is PNS-free. In the next four subsections, we theoretically prove that some regions of S are PNS-free. We have the following theorem.
A PNS-Free Segment

Theorem 7 Suppose that
P is PNS-free, with the critical value 1 and the critical minimizer (1, 0, −1, 0) ⊤ .
⊤ , where t ∈ [−1, 1], and M = 1, we have
is SOS, and f 0 (1, 0, −1, 0) = 0.
Hence, P is PNS-free. ✷ By numerical experiments, we have the following conjecture. 
Conjecture 1 The segment
L = {(v 2 , v 6 , v 1 , v 3 , v 5 ) ⊤ = (1, 1, t, t, t) ⊤ : t ∈ [−1, 1]},
A PNS-free Planar Cone Theorem 8 Suppose that
If we parameterize v 6 = b and v 2 = (θ + 3b − 1)(θ 2 + (3b − 2)θ − 3b + 4). Then, the critical
and the critical minimizer isx = (1, 0, −(θ + 3b − 1), 0) ⊤ .
Proof Note that for v 2 ≥ v 6 ≥ 1, we may let v 6 = b and v 2 = (θ+3b−1)(θ 2 +(3b−2)θ−3b+4), where the parameter
In fact,θ is the largest real root of the cubic equation
With the critical value as M = (θ + 3b − 1) 2 (3θ 2 + (10b − 6)θ + 3b 2 − 10b + 9), the critical SOS decomposition at P is as follows
where the involved parameters are as follows:
Since f 0 (1, 0, −(θ+3b−1), 0) = 0, the corresponding critical minimizer isx = (1, 0, −(θ+ 
A PNS-Free Ray
In this subsection, we show that the ray
0} is PNS-free. Let a = −ρ, where ρ ≥ 0 is a constant. We report that, at a point P = (−ρ, 0, 0, 0, 0) ⊤ , A has the critical value
The function f 0 (x) enjoys a critical SOS decomposition:
The involved parameters are listed as follows:
.
Theorem 9
Suppose that assumptions (2) and (3) hold. Then, for any constant ρ ≥ 0,
Proof We only need to prove that there is a critical minimizer. Let
Then, we get q 3 (x) = q 4 (x) = q 5 (x) = 0 immediately. Moreover, we have
We check the validation of the last equality by a mathematical software Maple. Hence, f 0 (x) = 0 andx is a critical minimizer at P . Hence, we get the conclusion by Theorem 6. 
A PNS-Free Point
We now show that the point A = (1, 0, 0, 0, 0) ⊤ is PNS-free. In fact, the critical value at
A is M = 477 + 3 3 3906351 + 9120 √ 57 + 74403
The critical SOS decomposition of f 0 (x) is as follows
Some involved parameters are listed as follows:
Theorem 10 Suppose that assumptions (2) and (3) hold. Then,
Proof Using the mathematical software Maple, we calculate ⊤ . Obviously, we obtain q 5 (x) = q 6 (x) = q 7 (x) = 0. We find that q 3 (x) and q 4 (x) vanishes if we rewrite all the parameters using β 1 . Using the value of each parameter, we find that q 1 (x) = q 2 (x) = 0. Sincex 1 = β 1 ≈ 1.73,x is the critical minimizer. Therefore, this theorem is valid according to Theorem 6. ✷
Numerical Experiments
We have proved in Section 4 that some regions are PNS-free. What about the other cases? We try to answer this problem by a numerical approach. We use the YALMIP software with an SOS module [15, 16] to compute M 0 (v 2 , v 6 , v 1 , v 3 , v 5 ), which is the smallest value of v 0 such that the fourth order four dimensional Hankel tensor A with the generating
⊤ is SOS. Gloptipoly [7] and SeDuMi [23] . We choose v 2 = −4, −2, −1, −0.5, 0, 0.5, 1, 1.5, 2, 3, 4 and v 6 = −0.2, −0.1, 0, 0.5, 1, 1.5, 2, 4 and compute M 0 and N 0 in these grid points respectively. By our experiments, we found that these two functions are equivalent on all of the grid points. Thus, no PNS tensors are detected here. The detailed value of M 0 and N 0 are reported in Table 1 .
A more intuitional profile of M 0 = N 0 is illustrated in Figure 2 . It is easy to see that (v 2 , v 6 ) = (1, 1) is the minimizer of both M 0 and N 0 when we set v 1 = v 3 = v 5 = 0.
Nonzero Odd Elements of the Generating Vectors
We consider the case that the generating vector of a fourth order four dimensional Hankel tensor has nonzero odd elements. According to Theorem 5, we say that v 5 and v 6 must satisfy η(v 5 , v 6 ) < 1. So we study them first and set The critical value on L is simply 1. It is interesting to note that the critical values on C are a polynomial in an auxiliary parameter θ with degree four. However, the critical values on R and A are irrational. This indicate that a complete proof that fourth order four dimensional PNS Hankel tensors with symmetric generating vectors do not exist may not be easy. However, numerical tests also indicate that such PNS Hankel tensors do not exist. Thus, we believe that there are no fourth order four dimensional PNS Hankel tensors with symmetric generating vectors. 
