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DELOCALIZED ETA INVARIANTS, ALGEBRAICITY, AND
K-THEORY OF GROUP C∗-ALGEBRAS
ZHIZHANG XIE AND GUOLIANG YU
Abstract. In this paper, we establish a precise connection between higher rho in-
variants and delocalized eta invariants. Given an element in a discrete group, if its
conjugacy class has polynomial growth, then there is a natural trace map on the
K0-group of its group C
∗-algebra. For each such trace map, we construct a determi-
nant map on secondary higher invariants. We show that, under the evaluation of this
determinant map, the image of a higher rho invariant is precisely the corresponding
delocalized eta invariant of Lott. As a consequence, we show that if the Baum-Connes
conjecture holds for a group, then Lott’s delocalized eta invariants take values in al-
gebraic numbers. We also generalize Lott’s delocalized eta invariant to the case where
the corresponding conjugacy class does not have polynomial growth, provided that
the strong Novikov conjecture holds for the group.
1. Introduction
Let X be a complete manifold of dimension n with a discrete group Γ acting on it
properly and cocompactly through isometries. Each Γ-equivariant elliptic differential
operator D on X gives rise to a higher index class IndΓ(D) ∈ Kn(C∗r (Γ)). This higher
index is an obstruction to the invertibility of D. It is a far-reaching generalization
of the classical Fredholm index and plays a fundamental role in the studies of many
problems in geometry and topology such as the Novikov conjecture, the Baum-Connes
conjecture and the Gromov-Lawson-Rosenberg conjecture. Higher index classes are
often referred to as primary invariants. When the higher index class of an operator is
trivial and given a specific trivialization, a secondary index theoretic invariant naturally
arises. One such example is the associated Dirac operator D˜ on the universal covering
M˜ of a closed spin manifold M , which is equipped with a positive scalar curvature
metric g. In this case, it follows from the Lichnerowicz formula that the higher index
of the Dirac operator vanishes. And there is a natural secondary higher invariant of
D˜ – introduced by Higson and Roe [12, 13, 14, 30] – called the higher rho invariant of
D˜ (with respect to the metric g), cf. Section 2.1 and Section 4 below for details. This
higher rho invariant is an obstruction to the inverse of the Dirac operator being local,
and has important applications to geometry and topology.
On the other hand, for the same Dirac operator D˜ above, Lott introduced the fol-
lowing delocalized eta invariant η〈h〉(D˜) [23]:
η〈h〉(D˜) :=
2√
π
∫ ∞
0
trh(D˜e
−t2D˜2)dt, (1)
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under the condition that the conjugacy class 〈h〉 of h ∈ π1M has polynomial growth.
Here π1M is the fundamental group of M , and trh is the following trace map (see
Section 4 for more details):
trh(A) =
∑
g∈〈h〉
∫
F
A(x, gx)dx
on Γ-equivariant Schwartz kernels A ∈ C∞(M˜×M˜ ), where F is a fundamental domain
of M˜ under the action of Γ.
In this paper, we shall devise a conceptual K-theoretic approach to establish a
precise connection between Higson-Roe’s K-theoretic higher rho invariants and Lott’s
delocalized eta invariants. More precisely, we have the following theorem.
Theorem 1.1. Let M be a closed odd-dimensional spin manifold equipped with a pos-
itive scalar curvature metric g. Suppose M˜ is the universal cover of M , g˜ is the
Riemannian metric on M˜ lifted from g, and D˜ is the associated Dirac operator on M˜ .
Suppose the conjugacy class 〈h〉 of a non-identity element h ∈ π1M has polynomial
growth, then we have
τh(ρ(D˜, g˜)) = −1
2
η〈h〉(D˜),
where ρ(D˜, g˜) is the K-theoretic higher rho invariant of D˜ with respect to the metric
g˜, and τh is a canonical determinant map associated to 〈h〉.
While the definition of Lott’s delocalized eta invariant requires certain growth con-
ditions on π1M (e.g. polynomial growth on a conjugacy class), the K-theoretic higher
rho invariant can be defined in complete generality, without any growth conditions on
π1M . We shall show how to generalize Lott’s delocalized eta invariant without im-
posing any growth conditions on π1M , provided that the strong Novikov conjecture
holds for π1M . This is achieved by using the Novikov rho invariant introduced in [36,
Section 7].
As an application of Theorem 1.1 above, we have the following algebraicity result
concerning the values of delocalized eta invariants.
Theorem 1.2. With the same notation as above, if the rational Baum-Connes con-
jecture holds for Γ, and the conjugacy class 〈h〉 of a non-identity element h ∈ Γ has
polynomial growth, then the delocalized eta invariant η〈h〉(D˜) is an algebraic number.
Moreover, if in addition h has infinite order, then η〈h〉(D˜) vanishes.
This theorem follows from the construction of the determinant map τh and a L
2-
Lefschetz fixed point theorem of B.-L. Wang and H. Wang [33, Theorem 5.10]. When
Γ is torsion-free and satisfies the Baum-Connes conjecture, and the conjugacy class 〈h〉
of a non-identity element h ∈ Γ has polynomial growth, Piazza and Schick have proved
the vanishing of η〈h〉(D˜) by a different method [25, Theorem 13.7].
In light of this algebraicity result, we propose the following question.
Question. What values can delocalized eta invariants take in general? Are they always
algebraic numbers?
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In particular, if a delocalized eta invariant is transcendental, then it will lead to a
counterexample to the Baum-Connes conjecture [4, 5, 9]. Note that the above ques-
tion is a reminiscent of Atiyah’s question concerning rationality of ℓ2-Betti numbers
[1]. Atiyah’s question was answered in negative by Austin, who showed that ℓ2-Betti
numbers can be transcendental [2].
As another application of Theorem 1.1, we give a K-theoretic proof of a version of
the delocalized Atiyah-Patodi-Singer index theorem. See Proposition 5.3 below.
Some of the main results in this paper are inspired by previous work of Lott,
Leichtnam, Piazza and Schick [22, 23][25][21]. A key new ingredient of our approach is
the construction of an explicit determinant map τh on K1(C
∗
L,0(M˜)
pi1M) for each non-
identity conjugacy class 〈h〉 with polynomial growth. The definition ofK1(C∗L,0(M˜)pi1M)
is reviewed in Section 2.1 below. Each such determinant map is induced by the corre-
sponding trace map trh on K0(C
∗
r (π1M)), and our construction is inspired by the work
of de la Harpe and Skandalis [11] and Keswani [17]. In fact, combined with finite prop-
agation speed of wave operators, our K-theoretic approach above can also be used to
give a uniform treatment of various vanishing results and homotopy invariance results
for delocalized eta variants in [34, 17, 18, 25, 15, 7]. See a brief discussion in Remark
3.10 below. We will present the details in a separate paper [32].
One can use the same techniques developed in this paper to show that the analogues
of Theorem 1.1 and Proposition 5.3 hold for hyperbolic groups, if one uses Puschnigg’s
smooth dense subalgebras [28]. In fact, from the viewpoint of cyclic cohomology, the
various traces considered in this paper are degree zero cyclic cocycles in the cyclic
cohomology of the corresponding group algebra. For example, we can restate Theorem
1.1 by saying that Lott’s delocalized eta invariants equal the pairings between Higson-
Roe’s higher rho invariants and degree zero cyclic cocycles. The main results in this
paper have natural analogues for higher degree cyclic cocycles. We shall apply the
techniques from this paper to investigate the pairings between higher rho invariants
and cyclic cocycles of higher degrees in a sequel paper, where in particular we will show
that analogues of the main results of this paper hold for higher degree cyclic cocycles,
if π1M has polynomial growth or π1M is hyperbolic.
The paper is organized as follows. In Section 2, we recall some basic definitions
of certain geometric C∗-algebras. Given a discrete group, for each conjugacy class
with polynomial growth, we review how to extend a trace on the group algebra to
the Connes-Moscovici smooth dense subalgebra of the corresponding reduced group
C∗-algebra. In Section 3, we then use this extended trace map to define an explicit
determinant map on secondary higher invariants. In Section 4, we establish a precise
connection between Higson-Roe’s K-theoretic higher rho invariants and Lott’s delo-
calized eta invariants. We then apply it in Section 5 to prove an algebraicity result
concerning the values of delocalized eta invariants and a version of delocalized Atiyah-
Patodi-Singer index theorem.
We would like to thank the referees for helpful comments.
4 ZHIZHANG XIE AND GUOLIANG YU
2. Conjugacy classes with polynomial growth and extension of traces
Let Γ be a discrete group and CΓ the corresponding group algebra. For each h ∈ Γ,
there is a natural trace map on CΓ defined as follows:
trh(a) =
∑
g∈〈h〉
ag
where 〈h〉 is the conjugacy class of h and a = ∑g∈Γ agg ∈ CΓ. In this section, we
give a brief construction on how to extend this trace to a smooth dense subalgebra
of the reduced group C∗-algebra C∗r (Γ), provided that 〈h〉 has polynomial growth. In
particular, such a trace map induces a map on K0(C
∗
r (Γ)). We shall use this induced
map on K0(C
∗
r (Γ)) to define a determinant map on secondary higher invariants in the
next section.
2.1. Roe algebras and localization algebras. In this subsection, we briefly recall
some standard definitions of certain geometric C∗-algebras. We refer the reader to
[29, 39] for more details. Let X be a proper metric space. That is, every closed
ball in X is compact. An X-module is a separable Hilbert space equipped with a
∗-representation of C0(X), the algebra of all continuous functions on X which vanish
at infinity. An X-module is called nondegenerate if the ∗-representation of C0(X) is
nondegenerate. An X-module is said to be standard if no nonzero function in C0(X)
acts as a compact operator.
Definition 2.1. Let HX be a X-module and T a bounded linear operator acting on
HX .
(i) The propagation of T is defined to be sup{d(x, y) | (x, y) ∈ supp(T )}, where
supp(T ) is the complement (in X × X) of the set of points (x, y) ∈ X × X for
which there exist f, g ∈ C0(X) such that gTf = 0 and f(x) 6= 0, g(y) 6= 0;
(ii) T is said to be locally compact if fT and Tf are compact for all f ∈ C0(X);
(iii) T is said to be pseudo-local if [T, f ] is compact for all f ∈ C0(X).
Definition 2.2. Let HX be a standard nondegenerate X-module and B(HX) the set
of all bounded linear operators on HX .
(i) The Roe algebra of X , denoted by C∗(X), is the C∗-algebra generated by all
locally compact operators with finite propagations in B(HX).
(ii) D∗(X) is the C∗-algebra generated by all pseudo-local operators with finite prop-
agations in B(HX). In particular, D∗(X) is a subalgebra of the multiplier algebra
of C∗(X).
(iii) C∗L(X) (resp. D
∗
L(X)) is the C
∗-algebra generated by all bounded and uniformly
norm-continuous functions f : [0,∞)→ C∗(X) (resp. f : [0,∞)→ D∗(X)) such
that
propagation of f(t)→ 0, as t→∞.
Again D∗L(X) is a subalgebra of the multiplier algebra of C
∗
L(X).
(iv) C∗L,0(X) is the kernel of the evaluation map
ev : C∗L(X)→ C∗(X), ev(f) = f(0).
In particular, C∗L,0(X) is an ideal of C
∗
L(X). Similarly, we define D
∗
L,0(X) as the
kernel of the evaluation map from D∗L(X) to D
∗(X).
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Now in addition we assume that a discrete group Γ acts properly and cocompactly
on X by isometries. Let HX be a X-module equipped with a covariant unitary repre-
sentation of Γ. If we denote the representation of C0(X) by ϕ and the representation
of Γ by π, this means
π(γ)(ϕ(f)v) = ϕ(f γ)(π(γ)v),
where f ∈ C0(X), γ ∈ Γ, v ∈ HX and f γ(x) = f(γ−1x). In this case, we call (HX ,Γ, ϕ)
a covariant system.
Definition 2.3 ([41]). A covariant system (HX ,Γ, ϕ) is called admissible if
(1) the Γ-action on X is proper and cocompact;
(2) HX is a nondegenerate standard X-module;
(3) for each x ∈ X , the stabilizer group Γx acts on HX regularly in the sense that the
action is isomorphic to the action of Γx on l
2(Γx)⊗H for some infinite dimensional
Hilbert space H . Here Γx acts on l
2(Γx) by translations and acts on H trivially.
We remark that for each locally compact metric space X with a proper and cocom-
pact isometric action of Γ, there exists an admissible covariant system (HX ,Γ, ϕ). Also,
we point out that the condition (3) above is automatically satisfied if Γ acts freely on
X . If no confusion arises, we will denote an admissible covariant system (HX ,Γ, ϕ) by
HX and call it an admissible (X,Γ)-module.
Definition 2.4. Let X be a locally compact metric space X with a proper and cocom-
pact isometric action of Γ. If HX is an admissible (X,Γ)-module, we denote by C[X ]
Γ
the ∗-algebra of all Γ-invariant locally compact operators with finite propagations in
B(HX). We define C∗(X)Γ to be the completion of C[X ]Γ in B(HX).
Since the action of Γ on X is cocompact, we have C∗(X)Γ ∼= C∗r (Γ)⊗K, where C∗r (Γ)
is the reduced group C∗-algebra of Γ and K is the algebra of all compact operators, cf.
[30, Lemma 5.14].
Similarly, we can also defineD∗(X)Γ, C∗L(X)
Γ,D∗L(X)
Γ, C∗L,0(X)
Γ,D∗L,0(X)
Γ, C∗L(Y ;X)
Γ
and C∗L,0(Y ;X)
Γ.
Remark 2.5. Up to isomorphism, C∗(X) = C∗(X,HX) does not depend on the choice
of the standard nondegenerate X-module HX . The same holds for D
∗(X), C∗L(X),
D∗L(X), C
∗
L,0(X), D
∗
L,0(X), C
∗
L(Y ;X), C
∗
L,0(Y ;X) and their Γ-equivariant versions.
Remark 2.6. Note that we can also define maximal versions of all the C∗-algebras
above. For example, we define the maximal Γ-invariant Roe algebra C∗max(X)
Γ to be
the completion of C[X ]Γ under the maximal norm:
‖a‖max = sup
φ
{‖φ(a)‖ | φ : C[X ]Γ → B(H ′) a ∗-representation}.
2.2. Extension of traces to smooth dense subalgebras. In this subsection, we
give a brief construction on how to extend the trace trh : CΓ → C to be defined on a
smooth dense subalgebra of the reduced group C∗-algebra C∗r (Γ), provided that 〈h〉 has
polynomial growth. Also see [31] for an alternative approach and relevant applications.
LetM be a closed oriented Riemannian manifold. Let R be the algebra of smoothing
operators on M . Fix a basis of L2(M), then R can be identified with the algebra of
matrices (aij)i,j∈N such that
sup
i,j
ikjl|aij | <∞ for all k, l ∈ N.
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Let us recall the following smooth dense subalgebra of C∗r (Γ) ⊗ K, due to Connes
and Moscovici [10]. Let ∆, resp. D, be the unbounded operator in ℓ2(N), resp. ℓ2(Γ),
defined by
∆(δj) = jδj for j ∈ N, resp. Dg = |g| · g for g ∈ Γ.
Consider the unbounded derivations ∂ = [D, ·] of B(ℓ2(Γ)) and ∂˜ = [D ⊗ I, ·] of
B(ℓ2(Γ)⊗ ℓ2(N)), and set1:
B(M˜)Γ = {A ∈ C∗r (Γ)⊗K | ∂˜k(A) ◦ (I ⊗∆)2 is bounded ∀k ∈ N}.
It follows from [10, Lemma 6.4] (and its proof) that B(M˜)Γ contains CΓ ⊗R and is
closed under holomorphic functional calculus.
For each n ∈ N, define the following seminorm on B(M˜)Γ:
‖A‖n =
n∑
k=0
1
k!
∥∥∂˜k(A) ◦ (I ⊗∆)2∥∥
op
where ‖∂˜k(A) ◦ (I ⊗ ∆)2∥∥
op
stands for the operator norm of ∂˜k(A) ◦ (I ⊗ ∆)2. Then
B(M˜)Γ is a Fre´chet algebra under this sequence of seminorms {‖ · ‖n : n ∈ N}.
We associate to each element h ∈ Γ the following trace on CΓ⊗R:
trh(γ ⊗ ω) =
{
trace(ω) if γ ∈ 〈h〉,
0 if γ /∈ 〈h〉,
for γ ∈ Γ and ω ∈ R. Now suppose h ∈ Γ such that its conjugacy class 〈h〉 has
polynomial growth, that is, there exists C and d such that
♯{g ∈ 〈h〉 : |g| ≤ n} ≤ C · nd.
The following lemma shows that the trace trh extends to a continuous trace on B(M˜)
Γ,
provided that 〈h〉 has polynomial growth.
Lemma 2.7. If 〈h〉 has polynomial growth, then trh extends to a continuous trace on
B(M˜)Γ.
Proof. Our proof will follow closely the proof of [10, Lemma 6.4]. If A ∈ B(M˜)Γ,
A = (aij)i,j∈N with aij ∈ C∗r (Γ), we define
trh(A) =
∑
j∈N
∑
g∈〈h〉
ajj(g). (2)
We need to verify that the summation on the right side converges. Consider the
following inequality:∑
j∈N
∑
g∈〈h〉
|ajj(g)| ≤
(∑
j∈N
∑
g∈〈h〉
j2(1 + |g|)2k|ajj(g)|2
)1/2(∑
j∈N
∑
g∈〈h〉
j−2(1 + |g|)−2k
)1/2
Since 〈h〉 has polynomial growth, the term ∑j∈N∑g∈〈h〉 j−2(1 + |g|)−2k converges by
choosing a sufficiently large k, for example, k > (d+ 1)/2.
1To be precise, the algebra B(M˜ )Γ defined here is slightly different from Connes-Moscovici’s algebra
B in [10, Lemma 6.4]. Both of them are smooth dense subalgebras of C∗r (Γ)⊗ K. In this paper, the
algebra B(M˜)Γ works better for our purposes.
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On the other hand, observe that(
∂˜k(A) ◦ (I ⊗∆)2
)
(δe ⊗ δj) = j2
∑
i∈N
∂˜kaij(δe)⊗ δi
= j2
∑
(g,i)∈Γ×N
|g|kaij(g)δg ⊗ δi,
which implies ∑
(g,i)∈Γ×N
j2|g|2k|aij(g)|2 ≤ j−2
∥∥∂˜k(A) ◦ (I ⊗∆)2∥∥2
op
.
It follows that there exists a fixed constant Ck > 0 such that∑
j∈N
∑
g∈〈h〉
j2(1 + |g|)2k|ajj(g)|2 ≤ Ck · ‖A‖2k.
Therefore, trh extends to a continuous linear map on B(M˜)
Γ.
Now let us verify that trh is a trace on B(M˜)
Γ, that is, trh(AB) = trh(BA) for
A,B ∈ B(M˜)Γ. First, assume that A,B ∈ CΓ ⊗ R. In this case, a straightforward
calculation shows that trh(AB) = trh(BA). Now the general case follows, since trh is
continuous and CΓ⊗R is dense in B(M˜)Γ. This finishes the proof. 
Since B(M˜)Γ is a dense subalgebra of C∗(M˜)Γ ∼= C∗r (Γ) ⊗ K and is closed under
holomorphic functional calculus, we see that the trace trh induces a homomorphism:
trh : K0(B(M˜)
Γ) = K0(C
∗
r (Γ)⊗K)→ C.
3. Secondary higher invariants and determinant maps
In this section, we will use the trace maps from the previous section to construct
certain determinant maps on secondary higher invariants. More precisely, for each
h 6= e ∈ Γ and
trh : K0(B(M˜)
Γ) = K0(C
∗
r (Γ)⊗K)→ C,
we will construct a linear map τh : K1(C
∗
L,0(M˜)
Γ) → C. Let us first introduce some
notation.
Definition 3.1. We define BL(M˜)
Γ to be the dense subalgebra of C∗L(M˜)
Γ consisting
of elements f ∈ C∗L(M˜)Γ such that f(t) ∈ B(M˜)Γ for all t ∈ [0,∞) and f is piecewise
smooth with respect to the Fre´chet topology of B(M˜)Γ.
BL(M˜)
Γ is a dense subalgebra of C∗L(M˜)
Γ and is closed under holomorphic functional
calculus. Similarly, we define BL,0(M˜)
Γ to be the kernel of the evaluation map
ev: BL(M˜)
Γ → B(M˜)Γ defined by f 7→ f(0).
The following lemma is an immediate consequence of the above definitions.
Lemma 3.2. The inclusion maps BL(M˜)
Γ →֒ C∗L(M˜)Γ and BL,0(M˜)Γ →֒ C∗L,0(M˜)Γ
induce natural isomorphisms:
Kj(BL(M˜)
Γ) ∼= Kj(C∗L(M˜)Γ) and Kj(BL,0(M˜)Γ) ∼= Kj(C∗L,0(M˜)Γ).
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Now for each non-identity element h ∈ Γ such that the conjugacy class 〈h〉 has
polynomial growth, we shall construct a determinant map
τh : K1(BL,0(M˜)
Γ)→ C,
which can be equivalently viewed as a map τh : K1(C
∗
L,0(M˜)
Γ)→ C. Roughly speaking,
the explicit formula for τh is given by
τh(u) :=
1
2πi
∫ ∞
0
trh
(
u˙(t)u−1(t)
)
dt (3)
for each [u] ∈ K1(BL,0(M˜)Γ), where u˙ is the derivative of u. In order to justify the
validity of this integral, we need the following technical results.
Definition 3.3. Let SC∗(M˜)Γ be the suspension of C∗(M˜)Γ, and ϕ ∈ be an invertible
element in SC∗(M˜)Γ, that is, a loop ϕ : S1 = [0, 1]/{0, 1} → (C∗(M˜)Γ)+ of invertible
elements such that ϕ(1) = 1, where (C∗(M˜)Γ)+ is the unitization C∗(M˜)Γ. We say ϕ
is local if it is the image of an invertible element ψ ∈ SC∗L(M˜)Γ under the evaluation
map SC∗L(M˜)
Γ → SC∗(M˜)Γ. Similarly, an invertible element ϕ ∈ SB(M˜)Γ is called
local if it is the image of an invertible element ψ ∈ SBL(M˜)Γ under the evaluation
map.
Local loops of invertible elements have the following property.
Lemma 3.4. If ϕ is a local invertible element in SC∗(M˜)Γ (resp. SB(M˜)Γ), then
for ∀ε > 0, there exists an idempotent p in C∗(M˜)Γ (resp. B(M˜)Γ) such that the
propagation of p is ≤ ε and ϕ is equivalent to the invertible element e2piiθp+ (1− p) in
SC∗(M˜)Γ (resp. SB(M˜)Γ).
Proof. By the Bott periodicity map
β : K0(C
∗
L(M˜)
Γ)
∼=−−→ K1(SC∗L(M˜)Γ), P 7→ e2piiθP + (1− P ),
every invertible element in SC∗L(X˜)
Γ is equivalent to an invertible element of the form
e2piiθP + (1 − P ). It follows from the Baum-Douglas geometric description of K-
homology [6, Section 11] that P can be chosen to be a family of idempotents such that
the propagation of P (t) goes to zero as t goes to infinity. Indeed, since P represents
a K-homology class, it can be chosen to be the local index (cf. [39, Section 3]) of a
twisted Dirac operator over a spinc manifold. The standard construction ofK-theoretic
(local) index classes shows that the propagation of the idempotent2 P (t) can be made
finite and goes to zero as t goes to infinity.
Since ϕ is the image of an invertible element in SC∗L(X˜)
Γ under the evaluation map,
it follows immediately that for ∀ε > 0, there exists an idempotent p ∈ C∗(M˜)Γ such
that the propagation of p is ≤ ε and ϕ is homotopic to the loop e2piiθp+(1−p) through
a family of loops of invertible elements.
2It is important that we use idempotents instead of projections here. In general, the construction
of K-theoretic index classes does not produce a projection (an idempotent that is self-adjoint) with
finite propagation, but it does produce an idempotent with arbitrary small propagation. On the other
hand, if one insists on having both self-adjointness and finite propagation, one possibility is to use
quasi-projections, cf. [40].
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By applying Lemma 3.2, the case of a local invertible element in SB(M˜)Γ also
follows. 
In order to rigorously define the determinant map τh : K1(BL,0(M˜)
Γ)→ C, we shall
prove that every element of K1(BL,0(M˜)
Γ) has a nice representative with certain reg-
ularities. The main motivation for choosing such nice representatives is to guarantee
the convergence of the integral in line (3). Moreover, we show that for a given element
of K1(BL,0(M˜)
Γ), two different such regularized representatives can be connected by
a family of representatives of the same kind. This allows us to show that the integral
in line (3) is independent of the choice of such representatives.
Proposition 3.5. Every element [u] ∈ K1(BL,0(M˜)Γ) has a representative w : [0,∞)→
(B(M˜)Γ)+ such that
w(t) =

u(t) if 0 ≤ t ≤ 1,
h(t) if 1 ≤ t ≤ 2,
e2pii
F (t−1)+1
2 if t ≥ 2,
where h is a piecewise smooth path of invertible elements connecting u(1) and e2pii
F (1)+1
2 ,
and F is a piecewise smooth map F : [1,∞)→ D∗(M˜)Γ satisfying
(1) F (t)2 − 1 ∈ B(M˜)Γ and F ∗(t) = F (t),
(2) its derivative F ′(t) ∈ B(M˜)Γ,
(3) and propagation of F (t) goes to 0, as t→∞.
Moreover, if v is another such representative, then there exists a piecewise smooth
family of invertibles us ∈ BL,0(M˜)Γ and piecewise smooth maps Fs : [1,∞)→ D∗(M˜)Γ
satisfying conditions (1), (2) and (3) above, with s ∈ [0, 1], such that
(i) u0 = w,
(ii) us(t) = e
2piiFs(t−1)+1
2 for all t ≥ 2;
(iii) u1v
−1(t) = 1 for all t /∈ (1, 2) and u1v−1 : [1, 2] → B(M˜ )Γ is a local loop of
invertible elements.
Remark 3.6. For simplicity, we shall call a representative as in the proposition a regu-
larized representative.
Proof. View the invertible element u ∈ BL,0(M˜)Γ as an invertible element in BL(M˜)Γ.
Consider the element3 uˆ = u : [1,∞) → (B(M˜)Γ)+ in K1(BL(M˜)Γ). Since the K-
theory of BL(M˜)
Γ is the K-homology of M , it follows from the Baum-Douglas geo-
metric description of K-homology [6, Section 11] that uˆ can be represented by a twisted
Dirac operator over a spinc manifold. In particular, it follows that there exists a piece-
wise smooth map F : [1,∞)→ D∗(M˜)Γ satisfying
(1) F (t)2 − 1 ∈ B(M˜)Γ and F ∗(t) = F (t),
(2) its derivative F ′(t) ∈ B(M˜)Γ,
(3) propagation of F (t) goes to 0, as t→∞;
3 Note that uˆ starts at t = 1 instead of t = 0.
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and uˆ(t) is homotopic to the path e2pii
F (t)+1
2 with t ∈ [1,∞). In particular, there is a
path of invertible elements, denoted by h, connecting u(1) and e2pii
F (1)+1
2 . Then u is
homotopic to the invertible element w defined by
w(t) =

u(t) if 0 ≤ t ≤ 1,
h(t) if 1 ≤ t ≤ 2,
e2pii
F (t−1)+1
2 if t ≥ 2,
cf. Figure 1 below.
u(t) h(t) e2pii
F (t−1)+1
2
h(t)
u(t) u(t)
Figure 1. homotopy between u and w.
Now suppose v is another representative of [u] such that
v(t) =

u(t) if 0 ≤ t ≤ 1,
g(t) if 1 ≤ t ≤ 2,
e2pii
G(t−1)+1
2 if t ≥ 2,
where g is a path of invertible elements connecting u(1) and e2pii
G(1)+1
2 , and G is a
piecewise smooth map G : [1,∞) → D∗(M˜)Γ satisfying that G(t)2 − 1 ∈ B(M˜)Γ and
G∗(t) = G(t); its derivative G′(t) ∈ B(M˜)Γ; and propagation of G(t) goes to 0, as
t→∞.
By [16, Theorem 3.8], there exists a piecewise smooth family Fs : [1,∞)→ D∗(M˜)Γ
with s ∈ [0, 1] such that F0 = F and F1 = G; Fs(t)2 − 1 ∈ B(M˜ )Γ and F ∗s (t) = Fs(t);
its derivative ∂
∂t
Fs(t) ∈ B(M˜ )Γ; and propagation of Fs(t) goes to 0, as t→∞.
Let ̟ : [0,∞)→ (B(M˜)Γ)+ be the path of invertibles defined as
̟(t) =

u(t) if 0 ≤ t ≤ 1,
h(t) if 1 ≤ t ≤ 2,
e2pii
Fs(1)+1
2 if 2 ≤ t = s+ 2 ≤ 3,
e2pii
G(t−2)+1
2 if t ≥ 3,
Clearly, w is homotopic to ̟. On the other hand, after a re-parametrization, it is not
difficult to see that ̟ differs from v by the loop f : [0, 1]→ (B(M˜)Γ)+ with
f(t) =

g(t)−1h(2t) if 0 ≤ t ≤ 1/2
g(t)−1e2pii
F2t−1(1)+1
2 if 1/2 ≤ t ≤ 1.
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Moreover, f is a local loop in the sense of Definition 3.3 (cf. Figure 2). This finishes
the proof.
u(t) h(t) e2pii
F (t−1)+1
2
h(t)
g(t)
e2pii
Fs(1)+1
2
u(t) g(t) e2pii
G(t−1)+1
2
Figure 2. ̟ and v differs by a local loop. The picture should be viewed
as 3-dimensional. The circular sectors form an element in SBL(M˜)
Γ,
which shows that the circular sector on the left is local in the sense of
the Definition 3.3.

As before, suppose that h is a non-identity element in Γ such that its conjugacy class
〈h〉 has polynomial growth.
Definition 3.7. For each [u] ∈ K1(BL,0(M˜)Γ), let w be a regularized representative
of u as in Proposition 3.5. We define
τh(u) :=
1
2πi
∫ ∞
0
trh
(
w˙(t)w−1(t)
)
dt. (4)
where w˙ is the derivative of w.
Let us show that the above formula (4) gives a well-defined map τh : K1(BL,0(M˜)
Γ)→
C. In particular, we shall prove that the integral in the formula (4) converges and is
independent of the choice of regularized representative.
Proposition 3.8. If the conjugacy class 〈h〉 of a non-identity element h ∈ Γ has
polynomial growth, then the map τh : K1(C
∗
L,0(M˜)
Γ)→ C is well-defined.
Proof. Let [u] ∈ K1(C∗L,0(M˜)Γ) ∼= K1(BL,0(M˜)Γ). Let w be a regularized representative
of [u] as in Proposition 3.5. First, we shall show that the integral in the formula (4)
converges. Indeed, we have
1
2πi
∫ ∞
0
trh
(
w˙(t)w−1(t)
)
dt =
1
2πi
∫ 2
0
trh
(
w˙(t)w−1(t)
)
dt+
1
2πi
∫ ∞
2
trh(F˙ (t))dt
The first integral on the right is clearly well-defined. Observe that there exists ε > 0
(depending only on M˜) such that trh(F˙ (t)) = 0 as long as the propagation of F˙ (t) is
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less than ε. Since the propagation of F˙ (t) goes 0 as t goes to ∞, it follows that the
second integral on the right is well-defined.
Now let us show that τh([u]) is independent of the choice of regularized representa-
tives. suppose v is another regularized representative of [u]. By Proposition 3.5, there
exists a piecewise smooth family of invertibles us ∈ BL,0(M˜)Γ)+ with the stated prop-
erties (i)− (iii) as in Proposition 3.5. A key consequence of these properties is that it
guarantees the convergence of each integral in the following transgression formula:
∂
∂s
τh(us) = −
∫ ∞
0
∂strh
(
(∂tu)u
−1
)
dt (5)
= −
∫ ∞
0
trh
(
(∂s∂tu)u
−1
)
dt+−
∫ ∞
0
trh
(
(∂tu)∂s(u
−1)
)
dt
= −
∫ ∞
0
trh
(
(∂s∂tu)u
−1
)
dt−−
∫ ∞
0
trh
(
(∂tu)u
−1(∂su)u
−1
)
dt
= −
∫ ∞
0
trh
(
(∂s∂tu)u
−1
)
dt+−
∫ ∞
0
trh
(
∂t(u
−1)(∂su)
)
dt
= −
∫ ∞
0
∂ttrh
(
(∂su)u
−1
)
dt
= trh
(
(∂sFs)(n)
)− trh((∂sus)(0)u−1s (0)) for n sufficiently large
= 0,
where −
∫
stands for 1
2pii
∫
. It follows that τh(w) = τh(u0) = τh(u1). On the other hand,
v and u1 differ by a local loop ϕ. By Lemma 3.4, a local loop ϕ : S
1 → (B(M˜ )Γ)+ is
homotopic to a loop e2piiθp + (1 − p) with the propagation of the idempotent p being
sufficiently small. It follows that
1
2πi
∫ 1
0
trh(ϕ˙(θ)ϕ
−1(θ))dθ =
∫ 1
0
trh(p)dθ = 0,
since the propagation of p is sufficiently small. Therefore, we have τh(v) = τh(u1) =
τh(w). This finishes the proof. 
The determinant map τh : K1(C
∗
L,0(M˜)
Γ)→ C is related to the trace map
trh : K0(C
∗
r (Γ))→ C
as follows.
Lemma 3.9. With the same notation as above, if the conjugacy class 〈h〉 of a non-
identity element h ∈ Γ has polynomial growth, then the following diagram commutes:
K0(C
∗
r (Γ))
−trh

∂
// K1(C
∗
L,0(M˜)
Γ)
τh

C // C
where ∂ : K0(C
∗
r (Γ))→ K1(C∗L,0(M˜)Γ) is the connecting map in the six-term K-theory
long exact sequence for the short exact sequence:
0→ C∗L,0(M˜)Γ → C∗L(M˜)Γ → C∗(M˜)Γ → 0.
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Proof. For each [p] ∈ K0(C∗r (Γ)), recall that ∂[p] is defined as follows: let {a(t)}t∈[0,∞)
be a lift of p in BL(M˜)
Γ such that a(t) = 0 for all t ≥ 1, in particular, a(0) = p, then
∂p := u with u(t) = e2piia(t) for t ∈ [0,∞).
It follows that
τh(∂p) =
1
2πi
∫ ∞
0
trh
(
u˙(t)u−1(t)
)
dt =
∫ ∞
0
trh(a˙(t))dt = −trh(p).
More precisely, by our construction of the map τh, we need to choose a regularized
representative of u as in Proposition 3.5. Since u(t) = 1 for all t ≥ 1, a regularized
representative of u can tautologically4 be chosen to be itself. 
Remark 3.10. The same method in this section can be also applied to the following
(relative) traces defined on C∗r (Γ) or C
∗
max(Γ). Throughout this remark, we do not
assume any growth conditions on the group Γ.
(1) Let σ1 : Γ → U(n) and σ2 : Γ → U(n) be two unitary representations of Γ of the
same dimension. They induces traces trσi on C
∗
max(Γ) by
γ 7→ tr(σi(γ)).
By using regularized representatives as in Proposition 3.5, the relative trace trσ1 −
trσ2 induces a homomorphism τσ1,σ2 : K1(C
∗
L,0(M˜)
Γ
max)→ C by
τσ1,σ2(u) =
1
2πi
∫ ∞
0
(trσ1 − trσ2)
(
u˙(t)u−1(t)
)
dt.
A key observation here is again that there exists ε > 0 such that5
(trσ1 − trσ2)(a) = 0
if the propagation of a ∈ C∗max(M˜)Γ is less than ε. Combined with the finite
propagation speed of wave operators, this provides a conceptual approach to some
results of Keswani [17], Piazza and Schick [25] and Higson and Roe [15]. We shall
present the details in a separate paper [32].
(2) Let ν be the L2-trace on the group von Neumann algebra NΓ of Γ. It induces a
trace, still denoted by ν, on C∗max(Γ) by the natural map C
∗
max(Γ)→ C∗r (Γ)→ NΓ.
Now suppose λ : C∗max(Γ)→ C is the trivial representation. Then the formula
ρ(2)(u) :=
1
2πi
∫ ∞
0
(ν − λ)(u˙(t)u−1(t))dt
defines a homomorphism ρ(2) : K1(C
∗
L,0(M˜)
Γ
max) → C, which is precisely the L2-ρ-
invariant of Cheeger and Gromov [8]. This provides a more conceptual approach
to some results of Keswani [18] and Benameur and Roy [7]. Again, the details will
be given in [32].
4For example, the local index of the Dirac operator on the empty set gives a constant path of
invertible elements w(t) = 1.
5To be precise, since C∗max(M˜)
Γ ∼= C∗max(Γ) ⊗ K, one needs to pass to an appropriate smooth
dense subalgebra of C∗
max
(Γ) ⊗ K on which the traces trσ1 and trσ2 are defined. Such smooth dense
subalgebras always exist.
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4. Higher rho invariants and delocalized eta invariants
In this section, we shall establish a precise connection between higher rho invariants
and delocalized eta invariants. More precisely, let M be an odd dimensional6 closed
spin manifold equipped with a positive scalar curvature metric. Denote its fundamental
group π1M by Γ. Suppose M˜ is the universal cover ofM . We denote the Riemannnian
metric lifted to M˜ by g˜. Then the Dirac operator D˜ on M˜ with respect to g˜ naturally
defines a higher rho invariant ρ(D˜, g˜) ∈ K1(C∗L,0(M˜)Γ). We shall show that if the
conjugacy class 〈h〉 of a non-identity element h ∈ Γ has polynomial growth, then
τh(ρ(D˜, g˜)) is equal to the delocalized eta invariant of Lott.
Let us briefly recall the construction of ρ(D˜, g˜) ∈ K1(C∗L,0(M˜)Γ). Recall that
D˜2 = ∇∗∇+ κ
4
,
where ∇ : C∞(M˜, S) → C∞(M˜, T ∗M˜ ⊗ S) is the connection on the spinor bundle S
over M˜ , ∇∗ is the adjoint of ∇, and κ is the scalar curvature of the metric g˜. By
assumption, κ > ε for some ε > 0, it follows immediately that D˜ is invertible in this
case. We define
F = D˜|D˜|−1.
Now for each n ∈ N, let {Un,j} be a Γ-invariant locally finite open cover7 of M˜ with
diameter(Un,j) < 1/n and {φn,j} a Γ-invariant partition of unity subordinate to {Un,j}.
We define
F (t) =
∑
j
(1− (t− n))φ1/2n,jFφ1/2n,j + (t− n)φ1/2n+1,jFφ1/2n+1,j (6)
for t ∈ [n, n+ 1]. Form the path of unitaries
u(t) = e2pii
F (t)+1
2 , 0 ≤ t <∞.
Note that F+1
2
is a genuine projection, hence u(0) = 1. So the path u(t), 0 ≤ t < ∞,
defines a class in K1(C
∗
L,0(M)
Γ).
Definition 4.1. The higher rho invariant ρ(D˜, g˜) is defined to be the K-theory class
[u] ∈ K1(C∗L,0(M)Γ).
Now let us also recall the definition of delocalized eta invariants due to Lott.
Definition 4.2 ([23, Definition 7]). With the above notation, the delocalized eta in-
variant of D˜ at 〈h〉 is defined to be
η〈h〉(D˜) :=
2√
π
∫ ∞
0
trh(D˜e
−t2D˜2)dt. (7)
Here the convergence of the integral does not hold in general, and relies on the growth
rate of the conjugacy class 〈h〉, cf. [26, Section 3] for a more thorough discussion. A
sufficient condition for the convergence of the integral is that the conjugacy class 〈h〉
has polynomial growth.
6The even dimensional case is completely parallel. For simplicity, we will only discuss the odd
dimensional case here.
7If n = 0, we choose the open cover to be {M˜} consisting of a single open set M˜ itself.
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We have the following main result of this section.
Theorem 4.3. Let M be a closed odd-dimensional spin manifold equipped with a pos-
itive scalar curvature metric g. Suppose M˜ is the universal cover of M , g˜ is the Rie-
mannnian metric on M˜ lifted from g, and D˜ the associated Dirac operator. Suppose
the conjugacy class 〈h〉 of a non-identity element h ∈ π1(M) has polynomial growth.
Then we have
τh(ρ(D˜, g˜)) = −1
2
η〈h〉(D˜).
Before we prove the theorem, let us point out that the definition of higher rho
invariant ρ(D˜, g˜) does not require any growth condition on 〈h〉 or π1M . In fact, if
the strong Novikov conjecture holds for Γ = π1(M), then we can generalize Lott’s
delocalized eta invariant without any growth conditions of the conjugacy class of h.
This can be achieved by using the Novikov rho invariant introduced in [36, Section 7].
Let us briefly recall the construction below, and refer the reader to [36, Section 7] for
more details. Consider the following commutative diagram:
KΓ1 (EΓ, M˜)
//
Λ

KΓ0 (M˜)
//
∼=

KΓ0 (EΓ)
//
µ∗

KΓ0 (EΓ, M˜)
Λ

K0(C
∗
L,0(M˜)
Γ) // K0(C
∗
L(M˜)
Γ) // K0(C
∗
r (Γ))
∂
// K1(C
∗
L,0(M˜)
Γ)
(8)
where EΓ is the universal space for proper Γ-actions andKΓi (EΓ, M˜) is the Γ-equivariant
relative K-homology group for the pair of Γ-spaces (EΓ, M˜). Let us assume that
µ∗ : K
Γ
i (EΓ)→ Ki(C∗r (Γ)) is a split injection8. In this case, let us denote the splitting
map by α : K0(C
∗
r (Γ))→ KΓ0 (EΓ) which induces a direct sum decomposition:
K0(C
∗
r (Γ))
∼= KΓ0 (EΓ)⊕ E .
A routine diagram chase shows that
(1) the homomorphism Λ: KΓ0 (EΓ, M˜)→ K1(C∗L,0(M˜)Γ) is also an injection;
(2) and ∂(E ) ∩ ∂(KΓ0 (EΓ)) = 0.
It follows that we have the following commutative diagram:
KΓ0 (M˜)
//
∼=

KΓ0 (EΓ)
//
µ∗

KΓ0 (EΓ, M˜)
Λ

// KΓ1 (M˜)
∼=

K0(C
∗
L(M˜)
Γ) //
=

KΓ0 (EΓ)⊕ E ∂ //
α

K1(C
∗
L,0(M˜)
Γ)
q

// K1(C
∗
L(M˜)
Γ)
=

K0(C
∗
L(M˜)
Γ) // KΓ0 (EΓ)
∂
// K1(C
∗
L,0(M˜)
Γ)/∂(E ) // K1(C
∗
L(M˜)
Γ)
(9)
where q is the quotient map
q : K1(C
∗
L,0(M˜)
Γ)→ K1(C∗L,0(M˜)Γ)/∂(E ).
8So far, in all known cases where the strong Novikov conjecture holds, the split injectivity of the
Baum-Connes assembly map is known to be true as well.
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Note that the last row in diagram (9) is also a long exact sequence. By the five lemma,
it follows that the composition
q ◦ Λ: KΓ0 (EΓ, M˜)
∼=−−→ K1(C∗L,0(M˜)Γ)/∂(E )
is an isomorphism. Now we define
β := (q ◦ Λ)−1 ◦ q : K1(C∗L,0(M˜)Γ)→ KΓ0 (EΓ, M˜).
Let EΓ be the universal space for free and proper Γ-actions. By Composing β with
the natural morphism
KΓ0 (EΓ, M˜)→ KΓ0 (EΓ, EΓ)
induced by the inclusion (EΓ, M˜) →֒ (EΓ, EΓ) and the Chern character map
KΓ0 (EΓ, EΓ)→
⊕
k∈Z
HΓ2k(EΓ, EΓ)⊗ C,
we get a morphism
Θ: K1(C
∗
L,0(M˜)
Γ)→
⊕
k∈Z
HΓ2k(EΓ, EΓ)⊗ C.
Recall that (cf. [3], [5, Section 7])⊕
k∈Z
H2k(EΓ, EΓ)⊗ C ∼=
⊕
〈γ〉
γ finite order and
γ 6=e
⊕
k∈Z
H2k(Zγ;C),
where e is the identity element of Γ, 〈γ〉 runs through all conjugacy classes of finite
order elements γ with γ 6= e, and Zγ is the centralizer group of γ in Γ.
Definition 4.4. If the Baum-Connes assembly map for π1(M) is a split injection
9,
then we define the generalized delocalized eta invariant D˜ at 〈h〉 to be the complex
number in the H0(Zh;C)-component of ρ(D˜, g˜) under the map Θ. In particular, if h
has infinite order, then the generalized delocalized eta invariant D˜ at 〈h〉 is defined to
be zero.
Note that if the conjugacy class 〈h〉 has polynomial growth and in addition the Baum-
Connes assembly map is an isomorphism, then the above generalized delocalized eta
invariant coincides with the delocalized eta invariant of Lott. Indeed, in this case, the
map
Θ: K1(C
∗
L,0(EΓ)
Γ)⊗ C→
⊕
k∈Z
HΓ2k(EΓ, EΓ)⊗ C
is an isomorphism. It follows from Lemma 3.9 and Theorem 4.3 that the above gener-
alized delocalized eta invariant coincides with the delocalized eta invariant of Lott.
Now let us proceed to prove Theorem 4.3. In order to make the exposition more
transparent, we shall work with the following alternative smooth dense subalgebra of
C∗(M˜)Γ = C∗r (Γ)⊗K.
Let S (M˜)Γ be the convolution algebra of all elements A ∈ C∞(M˜ × M˜) satisfying
(1) A is Γ-invariant, that is, A(gx, gy) = A(x, y) for all g ∈ Γ,
9We remark that this definition of generalized delocalized eta invariants depends on the choice of
the split injection in general.
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(2) A has finite propagation, that is, there exists R > 0 such that A(x, y) = 0 for all
x, y ∈ M˜ with d(x, y) ≥ R.
The algebra S (M˜)Γ acts on L2(M˜) by
(Af)(x) =
∫
M˜
A(x, y)f(y)dy,
for A ∈ S (M˜)Γ and f ∈ L2(M˜).
Fix a point x0 ∈ M˜ and let σ : M˜ → R be the distance function σ(x) = d(x, x0) on
M˜ . In fact, we shall choose a smooth approximation σ1 of σ such that |σ1(x)−σ(x)| < 1
and ‖dσ1(x)‖ ≤ 2 for all x ∈ M˜ . For notational simplicity, we shall continue to denote
this modified distance function by σ. Multiplication by the function σ acts as an
unbounded operator on L2(M˜). Taking commutator with σ defines a derivation on
S (M˜)Γ:
∂˜ = [σ, ·] : S (M˜)Γ → S (M˜)Γ.
Now let ∆ be the Laplace operator on M˜ and r an integer > dimM . We define
A (M˜)Γ = {A ∈ C∗(M˜)Γ | ∂˜k(A) ◦ (∆ + 1)r is bounded for ∀k ∈ N}. (10)
The same proof from [10, Lemma 6.4] shows that A (M˜)Γ contains S (M˜)Γ and is
closed under holomorphic functional calculus.
We associate to each element h ∈ Γ the following trace on S (M˜)Γ :
trh(A) =
∑
g∈〈h〉
∫
F
A(x, gx)dx
where F is a fundamental domain of M˜ under the action of Γ. Here we have identified
L2(M˜) with L2(F)⊗ℓ2(Γ) through the mapping f → fˆ by the formula fˆ(x, α) = f(αx)
for x ∈ F and α ∈ Γ. In particular, each element A ∈ S (M˜)Γ becomes a finite sum∑
g∈Γ(Ag)Rg, where Ag(x, y) = A(x, gy) for x, y ∈ F and R denotes the right regular
representation of Γ.
The following lemma and its proof are essentially the same as Lemma 2.7. We shall
be brief.
Lemma 4.5. If 〈h〉 has polynomial growth, then trh extends to a continuous trace on
A (M˜)Γ.
Proof. Let A be an element in A (M˜)Γ. By assumption, ∂˜k(A) ◦ (∆ + 1)r is bounded
for all k ∈ N. It follows from Sobolev embedding theorem that the Schwartz kernel
∂˜k(A)(x, y) of ∂˜k(A) is a uniformly bounded continuous function on M˜ × M˜ for each
k ∈ N. We define
trh(A) =
∑
g∈〈h〉
∫
F
A(x, gx)dx (11)
We need to verify that the summation on the right side converges. Observe that
∂˜2k(A)(x, gx) =
(
σ(x)− σ(gx))2kA(x, gx),
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and furthermore |σ(x) − σ(gx)| ≥ |g| − diam(F) for all x ∈ F , where diam(F) is the
diameter of F . It follows that there exists a fixed constant Ck > 0 such that
(1 + |g|)4k
∫
F
|A(x, gx)|2dx ≤ Ck
∫
F
|∂˜2k(A)(x, gx)|2dx. (12)
Now for all k ∈ N, we have
|trh(A)| ≤
∑
g∈〈h〉
∫
F
|A(x, gx)|dx
≤
( ∑
g∈〈h〉
(1 + |g|)2k
∫
F
|A(x, gx)|2dx
)1/2( ∑
g∈〈h〉
(1 + |g|)−2k
)1/2
≤ C1/2k
( ∑
g∈〈h〉
(1 + |g|)−2k
∫
F
|∂˜2k(A)(x, gx)|2dx
)1/2( ∑
g∈〈h〉
(1 + |g|)−2k
)1/2
,
which is finite for k sufficiently large, since 〈h〉 has polynomial growth and ∂˜2kA(x, gx)
is uniformly bounded for all g. Now a similar argument10 as in Lemma 2.7 shows that
trh is a continuous map and trh(AB) = trh(BA) for A,B ∈ A (M˜)Γ. 
Let S be the associated spinor bundle on M˜ and S∗ its dual bundle. Consider the
bundle End(S) = p∗1(S)⊗ p∗2(S∗) on M˜ × M˜ , where pi : M˜ × M˜ → M˜ is the projection
onto the first and second component respectively. There is a natural diagonal action
of Γ on End(S). Define C∞(M˜ × M˜,End(S)) to be the set of all smooth sections of
the bundle End(S) over M˜ × M˜ . Let S (M˜,S)Γ be the convolution algebra of all Γ-
invariant finite propagation elements in C∞(M˜ × M˜,End(S)). The algebra S (M˜,S)Γ
acts on L2(M˜,S) by
(Af)(x) =
∫
M˜
A(x, y)f(y)dy,
for A ∈ S (M˜,S)Γ and f ∈ L2(M˜,S), where L2(M˜,S) is the space of L2-sections of S
over M˜ .
Recall that the Γ-equivariant Roe algebra C∗(M˜)Γ is (up to isomorphism) indepen-
dent of the choice of admissible (M˜,Γ)-modules. We shall still denote the Γ-equivariant
Roe algebra obtained from the (M˜,Γ)-module L2(M˜,S) by C∗(M˜)Γ. Similar to line
(10), we define
A (M˜,S)Γ = {A ∈ C∗(M˜)Γ | ∂˜k(A) ◦ (D˜2n + 1) is bounded for ∀k ∈ N}.
where D˜ is the Dirac operator on M˜ and n is a fixed integer > dimM . As before, we
can similarly define the algebras AL(M˜,S)Γ and AL,0(M˜,S)Γ as follows
Definition 4.6. We define AL(M˜,S)Γ to be the dense subalgebra of C∗L(M˜)Γ consisting
of elements f ∈ C∗L(M˜)Γ such that f is piecewise smooth and f(t) ∈ A (M˜,S)Γ for all
t ∈ [0,∞). Also, we define AL,0(M˜,S)Γ to be the kernel of the evaluation map
ev: AL(M˜,S)Γ → A (M˜,S)Γ defined by f 7→ f(0).
10Note that there exists a fixed constant Λj such that the supremum norm of the continuous
function ∂˜j(A)(x, gy) is ≤ Λj · ‖∂˜j(A) ◦ (∆+ 1)r‖ for all A ∈ A (M˜)Γ.
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Recall that a smooth function ϕ on R is called a Schwartz function if the function
xkϕ(j)(x) is bounded on R for each k, j ∈ N, where ϕ(j) is the j-th derivative of ϕ.
Proposition 4.7. Suppose ϕ is a Schwartz function, then ϕ(D˜) is an element in
A (M˜,S)Γ.
Proof. Recall that
ϕ(D˜) =
1
2π
∫ ∞
−∞
ϕˆ(s)eisD˜ds,
where ϕˆ is the Fourier transform of ϕ, which is also a Schwartz function, since ϕ is.
Let us first verify that [ϕ(D˜), σ] is a bounded operator. Consider
f(s) = eisD˜Ae−isD˜ − A.
Then
f ′(s) = eisD˜iD˜Ae−isD˜ − eisD˜A(iD˜)e−isD = ieisD˜[D˜, A]e−isD˜
and f(0) = 0, which implies that
f(s) = eisD˜Ae−isD˜ − A = i
∫ s
0
eitD˜[D˜, A]e−itD˜dt,
or equivalently,
[eisD˜, A] = i
∫ s
0
eitD˜[D˜, A]ei(s−t)D˜dt.
It follows that
[ϕ(D˜), σ] =
i
2π
∫ ∞
−∞
ϕˆ(s)
∫ s
0
eitD˜[D˜, σ]ei(s−t)D˜dtds.
Note that ‖eitD˜[D˜, σ]ei(s−t)D˜‖ ≤ ∥∥[D˜, σ]∥∥ for all s, t ∈ R. We see that∥∥∥∥∫ s
0
eitD˜[D˜, σ]ei(s−t)D˜dt
∥∥∥∥ ≤ s · ∥∥[D˜, σ]∥∥.
This implies that [ϕ(D˜), σ] has finite operator norm, since the Fourier transform ϕˆ is
a Schwartz function. Now a straightforward inductive argument shows that ∂˜k(ϕ(D˜))
is a bounded operator for each k ∈ N.
Now let us show that ∂˜k(ϕ(D˜)) ◦ D˜2n is bounded. Note that
[σ, ϕ(D˜)]D˜2n = [σ, ϕ(D˜)D˜2n]− ϕ(D˜)[σ, D˜2n].
By the same argument as above, the operator [σ, ϕ(D˜)D˜2n] is bounded, since ϕ(D˜)D˜2n =
ψ(D˜), where ψ(x) = ϕ(x)x2n is a Schwartz function. Also, observe that
ϕ(D˜)[σ, D˜2n] =
n−1∑
k=0
ϕ(D˜)D˜k[σ, D˜]D˜n−k−1
=
n−1∑
k=0
(
ϕ(D˜)D˜k(D˜2n + 1)
)
(D˜2n + 1)−1[σ, D˜]D˜2n−k−1.
Note that (D˜2n + 1)−1[σ, D˜]D˜2n−k−1 is bounded for all 0 ≤ k ≤ 2n− 1. It follows that
ϕ(D˜)[σ, D˜2n] is bounded. This finishes the proof. 
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Now let us prove Theorem 4.3.
Proof of Theorem 4.3. Recall that a smooth normalizing function φ : R→ [−1, 1] is an
odd function such that φ(x) > 0 when x > 0, and φ(x) → ± as x → ±∞. Consider
the normalizing function
ϕ(x) =
2√
π
∫ x
0
e−s
2
ds.
Define F (t) = ϕ(t−1D˜) for t ∈ (0,∞). Since the scalar curvature of g˜ is uniformly
bounded below by a positive number, it follows that D˜ is invertible. In particular,
there is a spectral gap near 0 in the spectrum of D˜. This implies that F (t) converges
to sign(D˜) = D˜|D˜|−1 in operator norm, as t→ 0. Define F (0) = sign(D˜). The path
u(t) = e2pii
F (t)+1
2 with t ∈ [0,∞)
defines an element in K1(C
∗
L,0(M˜)
Γ). Indeed, by construction, we have u(0) = 1.
Moreover, we have
ϕ(D˜) =
1
2π
∫ ∞
−∞
ϕˆ(s)eisD˜ds,
where ϕˆ is the Fourier transform of ϕ. Since every smooth normalizing function can
be approximated (in supremum norm) by smooth normalizing functions whose distri-
butional Fourier transform has compact support. It follows from functional calculus
and finite propagation of the wave operator eisD˜ that the path u can be uniformly
approximated by paths of invertible elements with finite propagation. Observe that,
for each smooth normalizing function ψ, the operator ψ(D˜)2 − 1 is locally compact,
hence ψ(D˜)+1
2
is a projection modulo locally compact operators. This implies that
e2pii
ψ(D˜)+1
2 ≡ 1 modulo locally compact operators. To summarize, we see that the
path u defines an invertible element in (C∗L,0(M˜)
Γ)+ . Moreover, it is not difficult to
see that 1 − exp(2πiϕ+1
2
) is a Schwartz function. By Proposition 4.7, it follows that
u(t) ∈ (A (M˜,S)Γ)+ for each t ∈ [0,∞). To show that u is an invertible element in
(AL,0(M˜,S)Γ)+, it suffices to show that u − 1 is smooth with respect to the Fre´chet
topology of A (M˜,S)Γ.
For each N ∈ N, we define the algebra
AN = {A ∈ C∗(M˜)Γ | ∂˜k(A) ◦ (D˜2n + 1) is bounded for ∀k ≤ N}
and a norm on AN by
‖A‖AN =
N∑
k=0
1
k!
∥∥∂˜k(A) ◦ (D˜2n + 1)∥∥
op
where ‖∂˜k(A) ◦ (D˜2n + 1)∥∥
op
stands for the operator norm of ∂˜k(A) ◦ (D˜2n + 1). By
definition, we have A (M˜,S)Γ = ⋂N∈N AN , which becomes a Fre´chet algebra under
this sequence of norms {‖ · ‖AN : N ∈ N}.
Since ∂˜ is a derivation, it is straightforward to see that AN is closed under holo-
morphic functional calculus. Therefore, it suffices to show that u − 1 is smooth with
respect to the above norm ‖ · ‖AN for each N ∈ N.
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Recall that D˜ is invertible. Let σ > 0 be the spectral gap of D˜ at zero, that is,
the spectrum of D˜ is disjoint from the interval (−σ, σ). Since AN is closed under
holomorphic functional calculus, the spectral radius of e−D˜
2
in AN is e
−σ2 . Now apply
the spectral radius formula
lim
n→∞
∥∥(e−D˜)n∥∥ 1n
AN
= e−σ
2
.
It follows that there exists C1 > 0 such that∥∥e−sD˜2∥∥
AN
6 C1 · e−sσ2/2
for all sufficiently large s≫ 0. Therefore, there exists C > 0 such that
‖πiF˙ (t)‖AN =
∥∥− 2i√πt−2D˜e−D˜2/t2∥∥
AN
6t−2
∥∥2√πD˜e−D˜2∥∥
AN
· ∥∥e−(1/t2−1)D˜2∥∥
AN
6Ct−2e−
1
2
σ2/t2 ,
(13)
where F˙ (t) is the derivative of F (t) with respect to t. Note that we have
u(t)− 1 = exp
(
πi
∫ t
0
F˙ (r)dr
)
− 1.
It follows that, for sufficiently small t > 0,
‖u(t)− 1‖AN =
∥∥∥∥∥
∞∑
n=1
1
n!
(∫ t
0
πiF˙ (r)dr
)n∥∥∥∥∥
AN
6
∞∑
n=1
1
n!
(
Ct−2e−
1
2
σ2/t2
)n
= exp
(
Ct−2e−
1
2
σ2/t2
)
− 1,
(14)
where the last term goes to 0 as t → 0. This implies that u − 1 is continuous with
respect to the norm ‖ · ‖AN . Now take the derivatives of u− 1, and a similar argument
also shows that the derivatives of u−1 are continuous with respect to the norm ‖ ·‖AN .
Therefore, u− 1 is smooth with respect to the norm ‖ · ‖AN . This proves that u is an
invertible element in (AL,0(M˜,S)Γ)+.
Observe that
1
2πi
∫ ∞
0
trh(u˙(t)u
−1(t))dt =
−1√
π
∫ ∞
0
trh(D˜e
−t2D˜2)dt.
It follows from the work of Lott [23, Section 4, Page 20] that the above integral con-
verges absolutely.
On the other hand, our definition of τh(ρ(D˜, g˜)) is expressed in terms of regularized
representatives of ρ(D˜, g˜) (cf. Proposition 3.5 and Definition 3.7). To be precise, let us
choose a specific regularized representative as follows. Let χ be a smooth normalizing
function such that the support of its distributional Fourier transform χˆ has compact
support. If we denote G(t) = χ(t−1D˜), then the path w defined by
w(t) =

u(t) 0 6 t 6 1
e2pii
(2−t)F (1)+(t−1)G(1)+1
2 1 6 t 6 2
e2pii
G(t−1)+1
2 t > 2
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is a regularized representative of [u] in the sense of Proposition 3.5. Now a similar
calculation as the transgression formula (5) in Proposition 3.8 shows that
1
2πi
∫ ∞
0
trh(w˙tw
−1
t )dt =
1
2πi
∫ ∞
0
trh(u˙tu
−1
t )dt.
Here let us briefly comment on the convergence of various terms that appear in the
transgression formula. Observe that there exists ε > 0 such that trh(a) = 0 for
a ∈ A (M˜,S)Γ, as long as the propagation of a is less than ε. Now the convergence of
various terms that appear in the transgression formula follows from this observation
and the work of Lott [23, Section 4, Page 20]. To summarize, we have proved that
τh(ρ(D˜, g˜)) = −1
2
η〈h〉(D˜).
This finishes the proof. 
5. Baum-Connes conjecture and algebraicity of delocalized eta
invariants
In this section, we prove an algebraicity result concerning the values of delocalized
eta invariants. We also give a K-theoretic proof of a version of delocalized Atiyah-
Patodi-Singer index theorem.
Definition 5.1. Given a discrete group Γ, let QΓ be the field extension of Q by the
following set of roots of unity:
{epii/n | there exists α ∈ Γ such that the order of α is n }.
We have the following algebraicity result concerning the values of delocalized eta
invariants.
Theorem 5.2. Assume the same notation as in Theorem 4.3. If the rational Baum-
Connes conjecture holds for Γ, that is, the assembly map µ : KΓi (EΓ) → Ki(C∗r (Γ)) is
a rational isomorphism, and the conjugacy class 〈h〉 of a non-identity element h ∈ Γ
has polynomial growth, then η〈h〉(D˜) is an element in QΓ. If in addition h has infinite
order, then η〈h〉(D˜) = 0.
Proof. Consider the following long exact sequence:
K0(C
∗
L,0(EΓ)
Γ)⊗Q // K0(C∗L(EΓ)Γ)⊗Q
µ
// K0(C
∗
r (Γ))⊗Q
∂

K1(C
∗
r (Γ))⊗Q
OO
K1(C
∗
L(EΓ)
Γ)⊗Qoo K1(C∗L,0(EΓ)Γ)⊗Qoo
Recall that the morphism Ki(C
∗
L(EΓ)
Γ)→ Ki(C∗L(EΓ)Γ) induced by the natural inclu-
sion from EΓ to EΓ is rationally injective (cf. [5, Section 7]). It follows that, if the ratio-
nal Baum-Connes conjecture holds for Γ, that is, the assembly map µ : Ki(C
∗
L(EΓ)
Γ)→
Ki(C
∗
r (Γ)) is rationally isomorphic, then the map µ is injective and the map ∂ is sur-
jective. In particular, rationally every element u ∈ K1(C∗L,0(EΓ)Γ) is the image of some
p ∈ K0(C∗r (Γ)) under the map ∂. By Lemma 3.9, we have
τh(u) = −trh(p).
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Moreover, the map τh : K1(C
∗
L,0(M˜)
Γ)→ C factors through K1(C∗L,0(EΓ)Γ). Therefore,
the image of the map τh : K1(C
∗
L,0(M˜)
Γ) → C is (up to multiplication by rational
numbers) equal to the image of the map trh : K0(C
∗
r (Γ))→ C.
By Theorem 4.3, it suffices to show that image of the map trh : K0(C
∗
r (Γ)) → C is
contained in QΓ. By using the Baum-Douglas model of K-homology, K0(C
∗
L(EΓ)
Γ) is
generated by (M,E, ϕ), where M is a complete spinc manifold equipped with a proper
and cocompact Γ-action, E is a Γ-equivariant bundle over M , and ϕ : M → EΓ is a
Γ-equivariant map. In this case, the Baum-Connes assembly map takes (M,E, ϕ) to
its higher index IndΓ(DE), where DE is the associated Dirac operator on M twisted by
E. Now by Corollary A.4 in the appendix of our paper, trh(IndΓ(DE)) is an algebraic
number in QΓ, and if in addition h has infinite order, then trh(IndΓ(DE)) = 0. This
finishes the proof.

In light of the above theorem, we propose the following question.
Question 1. What values can delocalized eta invariants take in general? Are they
always algebraic numbers?
In particular, if a delocalized eta invariant is transcendental, then it would lead to
a counterexample to the Baum-Connes conjecture. Note that the above question is a
reminiscent of Atiyah’s question concerning rationality of ℓ2-Betti numbers [1]. Atiyah’s
question was answered in negative by Austin, who showed that ℓ2-Betti numbers can
be transcendental [2].
Now let us turn to a delocalized Atiyah-Patodi-Singer index theorem. Let W be
a compact n-dimensional spin manifold with boundary ∂W . Suppose W is equipped
with a Riemannian metric gW which has product structure near ∂W and in addition
has positive scalar curvature on ∂W . Let W˜ be the universal covering of W and gW˜
the Riemannian metric on W˜ lifted from gW . Denote π1(W ) by Γ. With respect to
the metric gW˜ , the associated Dirac operator D˜ on W˜ naturally defines a higher index,
denoted by IndΓ(D˜, gW˜ ), in Kn(C
∗(W˜ )Γ) = Kn(C
∗
r (Γ)), cf. [37, Section 3]. Let g˜∂
be the restriction of gW˜ on ∂W˜ . As we have seen above, with respect to the metric
g˜∂, the associated Dirac operator D˜∂ on ∂W˜ naturally defines a higher rho invariant
ρ(D˜∂, g˜∂) in Kn−1(C
∗
L,0(∂W˜ )
Γ). If no confusion is likely to arise, the image of ρ(D˜∂, g˜∂)
in Kn−1(C
∗
L,0(W˜ )
Γ) under the natural morphism Kn−1(C
∗
L,0(∂W˜ )
Γ)→ Kn−1(C∗L,0(W˜ )Γ)
will still be denoted by ρ(D˜∂ , g˜∂).
We denote by ∂ : Kn(C
∗(W˜ )Γ) → Kn−1(C∗L,0(W˜ )Γ) the connecting map in the K-
theory long exact sequence induced by the short exact sequence of C∗-algebras:
0→ C∗L,0(W˜ )Γ → C∗L(W˜ )Γ → C∗(W˜ )Γ → 0.
Then we have
∂(IndΓ(D˜, gW˜ )) = ρ(D˜∂ , g˜∂) in Kn−1(C
∗
L,0(W˜ )
Γ),
cf. [27, Theorem 1.14], [37, Theorem A].
We have the following version of the delocalized Atiyah-Patodi-Singer index theorem.
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Proposition 5.3. Let W be a compact even-dimensional spin manifold with boundary
∂W . Suppose W is equipped with a Riemannian metric gW which has product structure
near ∂W and in addition has positive scalar curvature on ∂W . If the conjugacy class
〈h〉 of a non-identity element h ∈ Γ = π1(W ) has polynomial growth, then
trh(IndΓ(D˜, gW˜ )) =
η〈h〉(D˜∂)
2
.
Proof. Since
∂(IndΓ(D˜, gW˜ )) = ρ(D˜∂, g˜∂) in K1(C
∗
L,0(W˜ )
Γ),
the statement follows immediately from Theorem 4.3 and Lemma 3.9. 
Remark 5.4. When Γ is virtually nilpotent, a similar result has been proved at the
level of noncommutative de Rham homology by Leichtnam and Piazza [20, Theorem
14.1].
Appendix A. L2-Lefschetz fixed point theorem
In this appendix, we shall briefly review a modified version of the L2-Lefschetz fixed
point theorem of B.-L. Wang and H. Wang for proper actions of discrete groups on
complete manifolds [33, Theorem 5.10].
Let X be a complete spinc manifold of dimension n, and E a Hermitian vector
bundle over X . Suppose a discrete group Γ acts properly and cocompactly on X
through isometries. Moreover, assume this action lifts to actions on the associated
spinc bundle S and the bundle E over X through isometric bundle morphisms.
For each h ∈ Γ, let Xh = {x ∈ X | h · x = x} the fixed point set of h. Denote the
normal bundle of Xh by N . The bundle N admits a decomposition
N = N(π)⊕
⊕
0<θ<pi
N(θ)
where the differential dh of the map h acts on N(π) by multiplication by −1, and for
each 0 < θ < π, N(θ) is a complex bundle in which dh acts by multiplication by e
iθ.
Since h is orientation preserving, the bundle N(π) is an oriented even-dimensional real
bundle.
The L2-Lefschetz fixed point theorem will be expressed in terms of characteristic
classes as follows. We refer to [19, Chapter III, Section 14] for more details. If V is a
complex vector bundle with formal splitting V = ℓ1 ⊕ · · · ⊕ ℓk into line bundles with
the corresponding first Chern class denoted by c1(ℓj) = xj , then for each 0 < θ < π,
we define
Aˆθ(V ) = 2
−k
k∏
j=1
1
sinh 1
2
(xj + iθ)
=
k∏
j=1
e
1
2
(xj+iθ)
e(xj+iθ) − 1
When θ = π, we define a characteristic class Aˆpi(V ) for any oriented real 2k-dimensional
bundle as follows. Let V = V1 ⊕ · · · ⊕ Vk be a formal splitting into oriented 2-plane
bundles, and set xj = χ(Vj) the Euler class of Vj. We define
Aˆpi(V ) = 2
−k
k∏
j=1
1
sinh 1
2
(xj + iπ)
= (2i)−k
k∏
j=1
1
cosh(xj/2)
.
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Let ℓ be the associated line bundle for the spinc-structure of X , and c1 = c1(ℓ) its
first Chern class. Suppose dh acts on ℓ by multiplication by e
iβ.
Furthermore, Xh consists of Let DE be the associated Dirac operator twisted by E
on X and denote its higher index by IndΓ(DE) ∈ Kn(C∗r (Γ)). We have the following
modified version of L2-Lefschetz fixed point theorem of B.-L. Wang and H. Wang [33,
Theorem 5.10 & Theorem 6.1].
Theorem A.1. With the same notation as above, if the conjugacy class 〈h〉 of h ∈ Γ
has polynomial growth, then
trh(IndΓ(DE)) =
∫
F
( ∏
0<θ≤pi
Aˆθ(N(θ)) · Aˆ(Xh) · e
c1+iβ
2 · ch(E)
)
. (15)
Here trh(IndΓ(DE)) stands for the evaluation of the linear map trh : K0(C
∗
r (Γ)) → C
on the higher index class IndΓ(DE), and F is a fundamental domain of Xh under the
action of Zh, where Zh is the centralizer group of h in Γ.
Although B.-L. Wang and H. Wang made the assumption that trh extends to a trace
map on C∗r (Γ) in [33, Theorem 5.10], we point out that it suffices to have the less
restrictive assumption that the conjugacy class 〈h〉 of h ∈ Γ has polynomial growth.
Indeed, the higher index class IndΓ(DE) can be represented by elements in terms of the
heat kernel operator e−(D˜E)
2
(see for example [10, Page 356]). Such a representative lies
in A (X˜, S ⊗E)Γ (see Proposition 4.7 above). Now the same proof as in [33, Theorem
6.1] gives the above theorem.
Remark A.2. The assumption that the conjugacy class 〈h〉 has polynomial growth
is only used to guarantee that the trace map trh : CΓ → C induces a linear map
trh : K0(C
∗
r (Γ)) → C. On the other hand, the L2-Lefschetz fixed point theorem con-
tinues to hold in complete generality, without any growth conditions on 〈h〉. Indeed,
observe that IndΓ(DE) can be represented by elements with finite propagation. Now
the local index formula can be calculated by using finite propagation speed methods
such as those employed in [24, Theorem 3.4].
As an immediate consequence of the theorem above, we have the following corollary.
Definition A.3. Let QΓ be the field extension of Q by the following set of roots of
unity:
{epii/n | there exists α ∈ Γ such that the order of α is n}.
Corollary A.4. With the same notation as above, trh(IndΓ(DE)) is an algebraic num-
ber in QΓ. If in addition h has infinite order, then trh(IndΓ(DE)) = 0.
Proof. Suppose h has finite order n, then the possible values for θ and β that appear
in the formula (15) are (2kπ/n) for 0 ≤ k < [n/2]. It follows that the possible values
for θ/2 and β/2 are (kπ/n) for 0 ≤ k < [n/2]. This proves the first part. Now if h
has infinite order, then the fixed point set of h is empty, since the action of Γ on X is
proper. It follows that trh(IndΓ(DE)) = 0. 
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