Image annotation is an important computer vision problem where the goal is to determine the relevance of annotation terms for images. Image annotation has two main applications: (i) proposing a list of relevant terms to users that want to assign indexing terms to images, and (ii) supporting keyword based search for images without indexing terms, using the relevance estimates to rank images.
INTRODUCTION
In image retrieval the goal is to find images from a database that are relevant to a user specified query. The two main image retrieval scenarios are query by example, and keywordbased queries. In the former, the user gives a query image and the goal is to retrieve 'similar' images from the database. Image similarity can be defined in several ways, but generally the goal is to find images of the same scene or the same objects, while being robust against changes in the imaging conditions (e.g. changes in viewpoint, scale, lighting, occlusions, etc.), see e.g. [12] . For the latter, the goal is to retrieve images that are relevant to the query keywords. In this case the images in the database should be indexed with the terms in an annotation vocabulary. Obviously, manually assigning keywords to images is a tedious process, hence the interest in automatically predicting the annotation term relevance for images, see e.g. [8, 15, 16, 19] .
There are two ways in which we can use automatic image annotation to facilitate keyword-based image search. First, we can assist a user to annotate his images by proposing a short list of annotation terms sorted by their estimated relevance. This is advantageous if the vocabulary contains many words (say more than 100), allowing the user to quickly select the relevant terms without exhaustively checking the complete list of terms. Second, the relevance predictions can be used directly to enable keyword-based search on image collections that lack manual annotations. In this case, we rank the images by the likelihood that their annotation contains the query terms.
In this paper we present TagProp, a weighted nearest neighbour image annotation model for which the parameters are set by maximising the likelihood of the annotations of a Figure 1 : Example images from the MIR Flickr set, for each image we show the manually assigned annotation terms, and those predicted using TagProp with the relevance estimate in brackets, and underlined if correct.
In the first row the top predicted terms coincide with the actual predictions, the middle row four of the top six terms are correct (a typical situation), and in the last row only one of the top six predictions is correct.
collection of annotated training images. Annotation terms of test images are predicted by means of a weighted sum of the annotations of their neighbours: the visually most similar images in the training set. TagProp can combine a collection of several distance measures to define visual similarity, capturing different aspects of image content, such as local shape descriptors, and global colour histograms. The parameters of the model combine the various visual similarities to define the optimal weights to training images in terms of the likelihood criterion. TagProp also includes a term-specific sigmoid function to compensate for the different frequencies of annotation terms. Our model is inspired by recent successful methods [6, 13, 18] , that propagate the annotations of training images to new images. Our models are learnt in a discriminative manner, rather than using held-out data [6] , or using neighbours in an adhoc manner to annotate images as in [18] . In [18] the authors also tried to combine different image similarities by learning a binary classifier separating image pairs that have several tags in common from images that do not share any tags. However, this approach did not give better results than an equally weighted combination of the distance measures. Our model does successfully combine different similarity measures, because we integrate learning the distance combination in the model, rather than learning it through solving an auxiliary problem. Other nearest neighbour techniques for image annotation include methods based on label diffusion over a similarity graph of labeled and unlabelled images [16, 22] , or learning discriminative models in neighbourhoods of test images [25] .
Other related work includes a variety of generative models. To annotate a new image these models compute the conditional probability over annotation terms given the visual features of the image. One important family of methods is based on topic models such as latent Dirichlet allocation, probabilistic latent semantic analysis, and hierarchical Dirichlet processes, see e.g. [1, 20, 24] . A second family of methods uses mixture models to define a joint distribution over image features and annotation tags. Sometimes a fixed number of mixture components over visual features per keyword is used [3] , while other models use the training images as components to define a mixture model over visual features and tags [6, 13] . The latter can be seen as non-parametric density estimators over the co-occurrence of images and annotations. A potential weakness of generative models is that they maximise the generative data likelihood, which is not necessarily optimal for predictive performance. Discriminative models for tag prediction have also been proposed [4, 8, 10] . These methods learn a separate classifier for each annotation term to predict whether a test image is relevant. We assess the image annotation performance of different variants of TagProp, and compare against an approach that learns a separate classifier for each annotation term to predict its relevance for an image. For the separate classifiers we choose non-linear support vector machines (SVMs) based on local image features, which have shown state-of-the-art performance for image classification [26] . Our evaluations are performed using the MIR Flickr set [11] , a recent data set that contains 25.000 images downloaded from the Flickr photo sharing website 1 . For each image, the tags associated with the image on the Flickr website are available, as well as a precise manual annotation for 24 concepts. In Figure 1 we show several example images from the database, together with their manual annotations, and the annotations predicted using TagProp.
In our experiments we consider learning models from both the manual annotation and the Flickr tags, furthermore we consider the Flickr tags as additional features rather than training labels. When learning from the manual annotations we find that the SVM approach performs better than TagProp, albeit at the cost of learning separate models for each concept. The Flickr tags provide a strong additional feature for the SVM models in this case. When training the models on the basis of the Flickr tags instead of the manual annotation we find that TagProp gives best performance, probably because it has fewer parameters and is less likely to overfit to the noise in the user tags.
The rest of this paper is organized as follows. In the next section we present our TagProp model in detail. In Section 3 we describe the experimental setup, and present results in Section 4. We present our conclusions in Section 5.
IMAGE ANNOTATION WITH TAGPROP
In this section we first present TagProp, our weighted nearest neighbour annotation model. We assume that some visual similarity or distance measures between images are given, abstracting away from their precise definition. In Section 2.2 and Section 2.3 we proceed by discussing two ways to define the weights for neighbours in this model. In Section 2.4 we extend the model by adding a per-word sigmoid function that can compensate for the different frequencies of annotation terms in the database.
A Weighted Nearest Neighbour Model
In the following we use yiw ∈ {−1, +1} to denote whether concept w is relevant for image i or not. The probability that concept w is relevant for image i, i.e. p(yiw = +1), is obtained by taking a weighted sum of the relevance values for w of neighbouring training images j. Formally, we define
The πij denote the weight of training image j when predicting the annotation for image i. To ensure proper distributions, we require that πij ≥ 0, and P j πij = 1. Each term p(yiw = +1|j) in the weighted sum is the prediction according to neighbour j. Neighbours predict with probability (1 − ǫ) that image i has the same relevance for concept w as itself. The introduction of ǫ is a technicality to avoid zero prediction probabilities when none of the neighbours j have the correct relevance value. In practice we fix ǫ = 10 −5 , although the exact value has little impact on performance.
The parameters of the model, which we will introduce below, control the weights πij. To estimate the parameters we maximize the log-likelihood of predicting the correct annotations for training images in a leave-one-out manner. Taking care to exclude each training image as a neighbour of itself, i.e. by setting πii = 0, our objective is to maximize
Below, we discuss two different ways to define the weights of the model. Given a particular definition of the weights, the log-likelihood can be optimised using gradient descend.
Rank-based weighting
When using rank-based weights we set πij = γ k if j is the k-th nearest neighbour of i. This directly generalizes a simple K nearest neighbour approach, where the K nearest neighbours receive an equal weight of 1/K. The data loglikelihood (3) is concave in the parameters γ k , and can be maximised using an EM-algorithm or a projected-gradient algorithm. In our implementation we use the latter because of its speed. To limit the computational cost of the learning algorithm we only allow non-zero weights for the first K neighbours, typically K is in the order of 100 to 1000. The number of parameters of the model then equals K. By precomputing the K nearest neighbours of each training image the run-time of the learning algorithm is O(N K) with N the number of training images. In Section 4 we show an example of a set of weights learned in this manner.
In order to make use of several different distance measures between images we can extend the model by introducing a weight for each combination of rank and distance measure. For each distance measure d we define a weight π d ij that is equal to γ dk if j is the k-th neighbour of i according to the dth distance measure. The total weight for an image j is then given by the sum of weights πij = P d π d ij obtained using different distance measures. Again we require all weights to be non-negative and to sum to unity:
In this manner we effectively learn rank-based weights per distance measure, and at the same time learn how much to rely on the rank-based weights provided by each distance measure.
Distance-based weighting
Alternatively, we can define the weights directly as a function of distance, rather than rank. In this case the weights will depend smoothly on the distance, and we can learn a distance measure that leads to optimal predictions. Here, we define the weights of training images j for an image i to decrease exponentially with distance by setting
where d θ is a distance metric with parameters θ that we want to optimize. Choices for d θ include Mahalanobis distances parametrized by a semi-definite matrix, and positive linear distance combinations d θ (i, j) = θ ⊤ dij where dij is a vector of base distances between image i and j, and θ contains the positive coefficients of the linear distance combination. In our experiments we have used the latter case of linear distance combinations, in which the number of parameters equals the number of base distances that are combined. When we use a single distance θ is a scalar that controls the decay of the weights with distance, and it is the only parameter of the model. We maximize the log-likelihood using a projected gradient algorithm under positivity constraints on the elements of θ.
As with rank-based weights, we only compute weights for a limited number of K neighbours to reduce the computational cost of training the model. When using a single distance measure we simply select the K nearest neighbours, assuming that the weights will tend to zero for further neighbours. When learning a linear combination of several dis-tances it is not clear beforehand which will be the nearest neighbours, as the distance measure changes during learning. Given that we will use K neighbours, we therefore include as many neighbours as possible from each base distance. In this way we are likely to include all images with large πij regardless of the distance combination θ that is learnt.
Word-specific Logistic Discriminants
The weighted nearest neighbour model introduced above tends to have relatively low recall scores for rare annotation terms. This effect is easy to understand as in order to receive a high probability for the presence of a term, it needs to be present among most neighbours with a significant weight. This, however, is unlikely to be the case for rare annotation terms. Even if some of the neighbours with significant weight are annotated with the term, we will still tend to predict it with a low probability as compared to the predictions for frequent terms.
To overcome this, we introduce word-specific logistic discriminant model that can boost the probability for rare terms and possibly decrease it for frequent ones. The logistic model uses weighted neighbour predictions by defining
where σ(z) = (1 + exp(−z)) −1 is the sigmoid function, and xiw is the weighted nearest neighbour prediction for term w and image i used before, c.f. Equation (1) . The word-specific models adds two parameters per annotation term.
In practice we estimate the parameters {αw, βw} and the ones which control the weights in an alternating fashion. For fixed πij the model is a logistic discriminant model, and the log-likelihood is concave in {αw, βw}, and can be trained per term. In the other step we optimize the parameters that control the weights πij using gradient descend. We observe rapid convergence, typically after alternating the optimization three times. We refer to [9] for the derivatives of the different variants of the model.
EXPERIMENTAL SETUP
In this section we describe the data set used in our experiments, the performance evaluation measures, and the visual feature extraction procedures.
The MIR Flickr set
The MIR Flickr set has been recently introduced [11] to evaluate keyword-based image retrieval methods. The set contains 25.000 images that were downloaded from the Flickr website. For each image the tags that Flickr users assigned to the image are available, as well as EXIF information fields. The tags are a valuable resource, but they tend to be unreliable. Not all tags are actually relevant to the image content, as users assign labels to several images at a time, and assign labels of objects or places even if they are not actually shown in the image. For example, images labeled with car might be taken from a car, rather than depicting one. Moreover, the user tags tend to be far from complete: usually people add a few tags, rather than an exhaustive list of relevant terms. In our experiments we limited the set of tags to the 457 most frequent ones that appear at least 50 times among all 25.000 images.
The images are also manually annotated for 24 concepts by asking people for each image whether it is at least partially relevant for each concept. A second round of annotation was performed for 14 concepts where a stricter notion of relevance was used. Here only images labeled as relevant for a concept in the first round were considered, and marked relevant only if a significant portion of the image is relevant for the concept. Throughout this paper we use a '*' to refer to the strict annotation for concepts, .e.g. 'baby*' refers to the strict annotation for 'baby'. In total each image is thus annotated by its relevance for 38 concepts. See Figure 1 for example annotations, and Table 1 for a list of the concepts.
To estimate and evaluate our models we have split the data set into equally sized train and test sets, by including every second image in the train set and using the remaining ones for the test set. In our experiments we have used both the annotation labels and the Flickr tags to learn our models. Because of the noise in the tag absence/presence, performance evaluation is always based on the manual annotations.
Performance Measures
To measure performance we use average precision (AP) and break even point precision (BEP). To compute these for a given semantic concept, we rank all images by predicted relevance and evaluate precision at each position, i.e. at position n we compute the fraction of images up to rank n that are indeed relevant according to the manual annotation. AP averages the precision over all positions of relevant images, whereas BEP computes the precision at position k, where k is the number of relevant images for the concept according to the manual annotation. Both measures are evaluated per concept, and possibly averaged over different concepts to obtain a single measure. These measures indicate how well we can retrieve images from the database in response to a keyword-based user query.
In addition to these per-concept measures, we also compute per-image measures as follows. For each image, we rank the concepts by their predicted relevance, and then compute AP and BEP as before. These per-image measures, which we denote iAP and iBEP respectively, indicate how well we can automatically identify relevant concepts for an image, e.g. to propose a list of relevant annotation terms to a user.
Visual Feature Extraction
For each image we extract features that are commonly used for image search and categorisation. We use two types of global image descriptors: Gist features [21] , and colour histograms with 16 bins per colour channel, yielding 16 3 = 4096 dimensional histograms. The colour histograms are computed in three spaces: RGB, LAB, and HSV. As local features we use the SIFT descriptor [17] , as well as a robust hue descriptor [23] . Both are computed for regions on a dense multi-scale grid, and regions found using a HarrisLaplacian detector. Each local feature descriptor is quantized using k-means on samples from the training set, and images are represented as a 'bag-of-words' histogram. We used k-means with 1000 and 100 cluster centres for the SIFT and Hue descriptors respectively. Our histogram features, all except Gist, are L1 normalised.
Note that our histogram features are invariant to the layout of the image. To encode the spatial layout of the image to some degree, we follow the approach of [14] , and compute (a) Rank based weights the histograms over different image regions. We do so only for our histogram features, as the Gist already encodes some form of the layout of the image. We compute the histograms over three horizontal regions of the image, reflecting the typical layout of landscape photography. The three histograms are then concatenated to form a new global descriptor, albeit one that encodes some of the spatial layout of the image. To limit the size of the colour histogram, we reduced the quantization to 12 bins in each channel here. We use these new features in addition to the image-wide histograms. This results in 15 distinct features, namely one Gist descriptor, 6 colour histograms (3 colour spaces × 2 layouts) and 8 bagof-features (2 descriptors × 2 detectors × 2 layouts). To compute distances from the descriptors we use L2 for Gist, L1 for colour histograms, and χ 2 for the others. Some of the SVM and TagProp models in our experiments are based on a single distance. In this case we use an equally weighted sum of all 15 distance measures, which are all normalised to have a maximum value of 1. When using TagProp with rank-based weights and multiple distances, we also use the equally weighted sum of distances to define a 16-th set of neighbours. For distance-based weights it is not useful to include the equally weighted sum, as it is already a linear distance combination itself.
EXPERIMENTAL RESULTS
In this section we present our experimental results. In Section 4.1, we analyse the performance of TagProp when learning from the manual ground truth annotations, and in Section 4.2 we compare these results to learning an SVM classifier per concept. Finally, in Section 4.3 we consider the Flickr tags to learn the models.
Evaluating TagProp variants
In our first set of experiments we use different variants of TagProp to predict the relevance of the 38 manually annotated concepts. The variants of TagProp we included use rank-based or distance-based weights, optionally include the sigmoid transformation, and either use a single or multiple distance measures between images. In Figure 2 we give an overview of performance of the TagProp variants in terms of BEP, AP, iBEP, and iAP, as a function of the number of neighbours K that was used to train the model.
For both choices of weights we can observe that the sigmoid transformation of the predictions consistently has a beneficial effect. The effect is more pronounced in terms of iAP and iBEP than in AP and BEP. This is as expected since the sigmoid introduces a monotonic transform of the relevance estimates for a given concept. Therefore the ranking of images for a given concept is not affected much, and so similar AP and BEP values are obtained. However, for a particular image the sigmoid parameters for different classes can change the order of their relevance scores, and thus have a significant impact on the iBEP and iAP scores.
Using either rank-based or distance-based weights, we observe that the performance can be significantly increased when learning how to combine the distances. The improvements are strongest when a relatively large number of neighbours is used. This is easily understood as in that case it is more likely to include useful neighbours from the different neighbourhoods. Note that when using rank-based weights and K = 1000 neighbours, we only have 62 neighbours for each of our distances. When using distance-based weights we can use K unique neighbours, and generally around K = 200 to K = 500 neighbours leads to optimal results. It is not quite clear why using more neighbours has a slight negative effect on performance; apparently the exponential decay of the weights with distance is appropriate only in moderately sized neighbourhoods. When using the fixed distance, about K = 100 neighbours is sufficient to obtain near optimal performance for both weight definitions.
To gain insight into which image distances are most important in the learned models, we show in Figure 3 the coefficients learned with the model using distance-based weights. Note that the weights are sparse: only seven of the 15 distance measures receive a non-zero weight. The most important distance measures are the ones based on the Gist descriptor, and the local SIFT descriptors. From the colour features, only the Harris-Hue and the LAB and RGB histograms that include spatial layout are used.
In Figure 4 we consider rank-based weights, when using the 15 base distances together with their equal sum to define a 16-th set of neighbours. Remember that in this case a weight for each combination of rank and distance measure is learned. To visualize the weights we look at the total weight assigned to neighbours of a certain distance, by summing over the weights assigned to that distance for different ranks. Similarly, we look at the total weight assigned to neighbours of a certain rank, by summing over distance measures. We observe that the weights drop quickly as a function of their rank, and that also in this case the Gist descriptor and the local SIFT descriptors are the most useful to define the weights of neighbours. Interestingly, the equal sum of distances receives the largest weight. This suggests that images that are similar according to multiple distance measures are the most useful to predict the annotations. However, by also assigning weight to neighbours from other distance measures a significant increase in performance is obtained, cf. Figure 2 .
For the following experiments, we use TagProp models with sigmoid included, and with 200 and 1000 neighbours for distance-based and rank-based weights respectively. Figure 5 gives an overview of the most 'difficult' images for TagProp using distance-based weights: for each of the 14 concepts with a strict labeling we show the positive image with the lowest score, and the negative image with the highest score. Interestingly, for several concepts the highest scoring negative example can be argued to be actually relevant (e.g. for clouds, flower, night, portrait, river, sea, and tree).
Comparison with SVM classifiers
When dealing with a limited number of annotation concepts, we can learn a separate classifier for each one of them instead of using nearest neighbour style models as presented above. The advantage of such an approach is that a separate set of parameters can be learned for each concept to optimally separate the relevant from the non-relevant images.
We trained support vector machine (SVM) classifiers using RBF kernels based on the equally weighted sum of our base distances. The kernel function that compares two images is thus given by k(xi, xj) = exp(−d(xi, xj)/λ), where d(xi, xj) is the equally weighted distance combination, and λ is set as the average of all pairwise distances among the training images. For a given concept, we can then rank the images by the classifier output score.
In order to rank the concepts for a given image we need to compare the SVM scores of different concepts. To this end we used 10% of the training data of each concept to learn a sigmoid to map the SVM scores to probabilities. In order to set the regularization parameter of the SVMs we perform 10 fold cross-validation.
In Table 1 we present AP scores per annotated concept for the SVM classifiers, as well as TagProp with distance-based and rank-based weights. For reference, we also included the precision for a random ranking, i.e. the fraction of relevant images per concept. On average, TagProp performs similar using either distance-based or rank-based weights, although Of course, the higher performance of the SVM approach comes at the cost of training a separate classifier per concept. Including the 10-fold cross-validation over 5 values of the regularization parameter this means we have to train 38×10×5 = 1900 SVM classifiers over 10125 training images each (we use 90% of the data to train the SVMs and 10% to train the sigmoid, and each cross validation round uses 90% of the data again, so each SVM uses 0.9×0.9×12500 = 10125 training images). To learn the SVMs for all concepts with libSVM took 11h40m. In comparison, TagProp is fast to train as it learns one set of parameters shared among all concepts, and does no require cross-validation to set regularization parameters. To learn the TagProp model using distance-based weights using K = 200 neighbours and including the sigmoid, takes 1m47s for the 38 concepts and 12.500 training images. These run-times exclude visual feature extraction, and computation of pairwise distances.
Learning concepts with Flickr tags
In this section we investigate how we can use the Flickr tags to learn our models. First, we use the tags as an additional feature to train SVM classifiers, and the manual annotation to define the relevance of the training images for each concept. Second, we use the tags instead of the manual annotation to define the relevance of the training images.
Using Flickr tags as features
To use the Flickr tags as features, we endow each image with a binary vector of length 457 indicating the absence/presence of each tag. Since we know that the Flickr tags are noisy, we also consider a 457 long vector with the tag relevance predictions of TagProp with distance-based weights. Since our implementation of TagProp exploits the sparsity of the annotations, the model is learned in 2m35s (compare to the 1m47s when learning from the 38 concepts).
We train the SVM models for each concept as before, but using the different features, and combinations thereof. For the new features, the tags and their TagProp predictions, we use a linear kernel. When combining different features we average the kernel matrices, which is equivalent to concatenating the corresponding feature vectors.
From the resulting AP scores in Table 2 we can make the following observations. On average, using the Flickr tags as features or their TagProp predictions performs similar (43.7% and 43.6% respectively), and their combination works surprisingly well (58.8%), which is better than the visual features alone (52.4%). Adding the Flickr tags as features helps significantly in all settings, whether we only use visual features, TagProp features, or both. Adding the TagProp features when the visual features are already used helps little, whether or not the Flickr tags are also used. We conclude that the TagProp features form a compact and interpretable image representation, capturing a significant amount of the information in the visual similarities used to compute them.
Using Flickr tags instead of manual labels
Next, we consider learning our models directly from the Flickr tags instead of the manual concept annotation. We evaluate the learned models using the manual annotations of test images for the 18 concepts (annotated in the non-strict sense) that also appear among the 457 Flickr tags.
For TagProp we directly used the relevance estimates from the model we trained on all 457 Flickr tags, i.e. to rank the images for the concept 'animal' we use the relevance estimates for the Flickr tag 'animal'. For SVM models we replaced the manual concept annotations with an annotation based on the absence or presence of the corresponding tag and proceed as before.
In the first three columns of Table 3 we show the performance obtained using TagProp and SVMs using the visual features only. As expected, for all concepts the performance drops significantly when learning from the noisy Flickr tags instead of the manual concept annotations. However, for all concepts performance is still significantly above chance level. Perhaps surprisingly, in this case the TagProp models perform better than the SVM classifiers in terms of average AP, BEP, iAP, and iBEP. A possible explanation for these results lies in the noise in the training labels: as TagProp has less parameters it is less likely to over-fit to this noise. This is also coherent with the fact that the distance-based weights perform better than rank-based weights in this case. Finally, we also consider using the tag-based features when learning SVMs from the Flickr tags. Note that in this case we should exclude the tag from which we are training from the feature set, otherwise we would obtain degenerate classifiers that uses a Flickr tag as perfect predictor for itself. Apart from this issue, we train our SVM classifiers as before and present the AP scores in the remaining columns of Table 3 . Generally we see the same effect of feature combinations, except that in this case the combination of the Flickr tags and the TagProp features performs worse than using the visual features alone. When using all feature sets the performance is comparable to that of the distance-based TagProp model in terms of mean AP, but still worse in terms of BEP, iAP and iBEP.
We note that the SVM approach might be improved using other approaches to combine the visual and tag-based kernels [7] . Similarly TagProp might be further improved by exploiting the Flickr tags to define the neighbour weights.
CONCLUSION
We have presented TagProp, a weighted nearest neighbour model for image annotation, and evaluated performance on the MIR Flickr set. We compared to SVM classifiers learned per concept, and considered both the use of manual annotations and Flickr tags to learn our models. In our experiments we show that TagProp can successfully combine different similarity measures between images. This is consistent with our earlier findings on other data sets [5, 9] . Using rankbased and distance-based weights yields comparable performance, and for either definition of the weights the addition of a per-word logistic discriminant model significantly improves performance.
In our comparison between TagProp and SVM classifiers we found SVMs to perform better when trained from precise manual annotations, but to perform worse when using the noisy Flickr tags as training labels. We think this is due to the fact that TagProp has far fewer parameters than the SVM approach, therefore TagProp is less suited to learn a complex decision boundary from precise manual annotation, but also less likely to over-fit to the noisy labels given by the Flickr tags. Using both forms of supervision, including Flickr tags as features improves the performance of SVM classifiers, in particular when learning from the manual annotations. Interestingly, when learning SVMs from the manual annotations, the combination of the Flickr tags and their TagProp predictions yield a performance above that given by the visual features alone.
In future work we want to address the modeling of the correlation between the presence of annotation terms, which is currently not taken into account in our annotation models. Furthermore, we want to explore learning models using objective functions that are geared towards optimising image annotation performance rather than retrieval, see e.g. [2] for recent ideas along these lines. The main difference with optimization for retrieval is that it is not necessary that relevant terms obtain a high score, but that it is sufficient that their score is higher than the score for non-relevant terms.
