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Abstract
We compute the closed-string cylinder amplitude between one Dp brane and
the other Dp′ brane, placed parallel at a separation, with each carrying a general
constant worldvolume flux and with p − p′ = 0, 2, 4, 6 and p ≤ 6. For the p = p′,
we show that the main part of the amplitude for p = p′ < 5 is a special case
of that for p = p′ = 5 or 6 case. For all other p − p′ = 2, 4, 6 cases, we show
that the amplitude is just a special case of the corresponding one for p = p′ case.
Combined both, we obtain the general formula for the amplitude, which is valid for
each of the cases considered and for arbitrary constant worldvolume fluxes. The
corresponding general open string one-loop annulus amplitude is also obtained by
a Jacobi transformation of the general cylinder one. We give also the general open
string pair production rate. We study the properties of the amplitude such as the
nature of the interaction, the open string tachyonic instability, and the possible
open string pair production and its potential enhancement. In particular, in the
presence of pure magnetic fluxes or magnetic-like fluxes, we find that the nature
of interaction is correlated with the existence of potential open string tachyonic
instability. When the interaction is attractive, there always exists an open string
tachyonic instability when the brane separation reaches the minimum determined
by the so-called tachyonic shift. When the interaction is repulsive, there is no such
instability for any brane separation. We also find that the enhancement of open
string pair production, in the presence of pure electric fluxes, can occur only for the
p− p′ = 2 case.
1
1 Introduction
Computing the interaction amplitude between one Dp and the other Dp′, placed parallel
at a separation transverse to the Dp brane, with each carrying a general constant world-
volume flux (We consider only constant worldvolume flux(es) in this paper) and with1
p− p′ = 0, 2, 4, 6 and2 p ≤ 6, has its own interest by itself. As we will see, the amplitude
itself exhibits many interesting properties. For example, the contribution from the so-
called NS-NS sector or R-R sector has a nice form, determined by the certain properties
of the worldvolume background fluxes relevant to the amplitude, and can be expressed in
terms of certain θ-functions and the Dedekind η-function. The total amplitude can also
be expressed in terms of a certain θ-function, usually the θ1-function, using a special form
of the more general identity relating various different θ-functions obtained from the con-
tributions of the NS-NS and R-R sectors after the so-called Gliozzi-Scherk-Olive (GSO)
projection, and the Dedekind η-function, so exhibiting the expected modular property of
the amplitude.
A Dp brane carrying no worldvolume flux is a non-perturbative stable Bogomol’ny-
Prasad-Sommereld (BPS) solitonic extended object in superstring theories (for example,
see [2]), preserving one half of the spacetime supersymmetries. It has its tension and car-
ries the so-called RR charge. When we place two such Dp branes parallel at a separation,
the net interaction between the two actually vanishes due to the 1/2 BPS nature of this
system. We can check this explicitly by computing the lowest order stringy interaction
amplitude in terms of the closed string tree-level cylinder diagram. We have here the so-
called NS-NS contribution, due to the brane tension, which is attractive, and the so-called
R-R contribution, due to the RR charges, which is repulsive. The BPS nature of each
Dp brane identifies its tension with its RR charge in certain units and as such the sum
of the two gives an expected zero net interaction by making use of the usual ‘abstruse
identity’ [3]. This same amplitude can also be computed via the so-called open string
one-loop annulus diagram. The same conclusion can be reached.
1 For a system with p − p′ = κ = 0, 2, 4, 6, we have as usual NN = p′ + 1 for which the two ends of
open string obey the Neumann boundary conditions, ND = κ for which one end of the open string obeys
the Dirichlet boundary conditions while the other the Neumann ones, and DD = 9− p′− κ for which the
two ends of open string obey the Dirichlet boundary conditions.
2 In general, placing an infinitely extended Dp in spacetime will cause it to curve. For our purpose,
we try to avoid this to happen at least to the probe distance in which we are interested. For this, we need
to limit our discussion in this paper to p ≤ 6 cases since these Dp branes have well-behaved supergravity
configurations which are all asymptotically flat. Moreover, when the string coupling is small, i.e. gs ≪ 1,
placing one such Dp in spacetime will keep the spacetime flat even for a probe distance to the brane in
the substringy scale α′1/2 ≫ r≫ g1/(7−p)s α′1/2 as discussed in section 2 of [1].
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When one of the above two Dp branes is replaced by a Dp′ with p > p′ and p ≤ 6,
we have only the NS-NS contribution since different brane RR charge does not interact3.
For the p− p′ = 2 case, we have an attractive interaction while for the p− p′ = 6 case we
have a repulsive one. As such, the underlying spacetime supersymmetries are all broken.
However, for the p− p′ = 4 case, the net interaction vanishes and the underlying system
is still BPS, preserving 1/4 of spacetime supersymmetries. Each of these, regarding the
supersymmetry breaking or preservation, can be checked explicitly following [5, 6], for
example.
When the brane worldvolume fluxes are present, we now expect in general a non-
vanishing interaction. Except for the (p = 6, p′ = 0) case mentioned above and the
(p = 6, p′ ≤ 6) cases to be considered later in this paper, the long-range interaction
between the Dp and Dp′ for other cases is in general attractive when the electric and/or
magnetic fluxes4 on the Dp′ are parallel to the corresponding ones on the Dp, respectively.
The reason for this is simple since only different constituent branes contribute to this
long-range interaction and each contribution is from the respective NS-NS sector and is
attractive. For example, if we have both electric and magnetic fluxes present on Dp and
Dp′, the F-strings (see footnote (4)) within Dp′ have no interaction with their parallel
F-strings within Dp but have a long-range attractive interaction with D(p - 2) branes
(see footnote (4)) within Dp. However, as indicated above for p = 6 and p′ ≤ 6, the
long-range interaction can be repulsive in the presence of certain types of fluxes. This has
been demonstrated in the simplest possible cases in [18] when p − p′ = 2. We will spell
out the condition in general for this to be true later in this paper.
For certain type of fluxes (to be specified later on), the nature of the interaction at
small brane separation (attractive or repulsive) remains unclear if it is computed in terms
of the closed string tree-level cylinder amplitude. In general, this implies new physics to
3 For the p−p′ = 2 case, the long-range interaction is attractive since the contribution from either the
exchange of massless dilaton or the exchange of massless graviton is attractive while for the p − p′ = 6
case the long-range interaction is repulsive since the contribution from the exchange of massless dilaton
is repulsive and exceeds the attractive contribution from the exchange of massless graviton. However,
for the p− p′ = 4 case, the repulsive contribution from the exchange of massless dilaton just cancels the
attractive one from the exchange of massless graviton and this gives a net vanishing interaction. Each
of these can be checked explicitly, for example, see [4]. Each of these remains to be true for any brane
separation as we will show later in this paper.
4The electric flux on a Dp-brane stands for the presence of F-strings, forming the so-called (F, Dp)
non-threshold bound state [7–14], while a magnetic flux stands for that of co-dimension 2 D-branes inside
the original Dp brane, forming the so-called (D(p-2), Dp) non-threshold bound state [15–17], from the
spacetime perspective. These fluxes are in general quantized. We will not discuss their quantizations in
the text for simplicity due to their irrelevance for the purpose of this paper.
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appear. The best description is now in terms of the open string one-loop annulus ampli-
tude for which many interesting properties such as certain instabilities become manifest.
When only magnetic fluxes are present (or even no fluxes are present with p−p′ = 2),
we find that there is a correlation between the nature of the interaction between the Dp and
the Dp′ and the potential open string tachyonic instability. If the interaction is attractive,
the open string connecting the two D-branes has a tachyonic shift to its spectrum [19,20].
We have then the onset of tachyonic instability when the brane separation reaches the
minimum determined by the shift. Once this instability develops, the attractive brane
interaction diverges. We have then the so-called tachyon condensation and as such a
phase transition occurs, releasing the excess energy of this system. For example, for
p = p′, this process restores not only the gauge symmetry from U(1)× U(1)→ U(2) but
also the supersymmetry from none to half of the spacetime supersymmetries [21]. In the
so-called weak field limit, the corresponding instability is just the analog of the Nielsen-
Olesen one [22] of non-abelian gauge theories such as the electroweak one and the gauge
symmetry restoration was considered in [23, 24]. On the other hand, if the interaction is
repulsive, we don’t have this tachyonic shift and therefore have no tachyonic instability
to begin with.
When we have only worldvolume electric fluxes present, the underlying system is in
general no longer 1/2 BPS and breaks all its supersymmetries, therefore unstable. This
manifests itself by the appearance of an infinite number of simple poles in the integrand
of the integral representation of the open string one-loop annulus amplitude, implying
that the interaction amplitude has an imaginary part. Each of these simple poles actually
indicates the corresponding open string pair production under the action of the applied
electric fluxes [21,25,26]. The imaginary amplitude just reflects the decay of the underlying
system via the so-called open string pair production, releasing the excess energy of the
system until it reaches the corresponding 1/2 BPS stable one. This is the analog of
the Schwinger pair production in quantum electrodynamics (QED) [27]. For unoriented
bosonic string and type I superstring, this was pursued a while ago in [28,29]. When the
applied electric flux reaches its so-called critical field determined by the fundamental string
tension, the open string pairs are produced cascadingly and there is also an instability
developed.
When both electric and magnetic fluxes are present in a certain way, the open string
pair production has an enhancement, uncovered recently in [6, 18, 21, 26, 30, 31].
As explained in [21, 31], there is no open string pair production for a single Dp brane
in Type II string theories even if we apply an electric flux on the brane, unless it reaches
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its critical value5. The simple reason for this is that each of the virtual open strings in
the pairs from the vacuum has its two ends carrying charge + and −, respectively, giving
a net zero-charge of the open string, called the charge-neutral open string, and the net
force acting on the string vanishes under the applied constant electric field. So the electric
field can only stretch each open string but cannot separate the virtual open string and
the virtual anti-open string in each pair to give rise to the pair production. This can also
be explained by the fact that a Dp brane carrying a constant worldvolume electric flux is
actually a 1/2 BPS non-threshold bound state [11, 14], therefore it is stable and cannot
decay via the open string pair production.
In order to produce the pair production in Type II string theories, a possible choice is
to let the two ends of the open string experience different electric fields since the charge-
neutral nature of the open strings cannot be altered. The above mentioned two Dp-brane
system is probably the simplest one for this purpose. We compute this pair production
rate [6, 25, 26, 30] and find it indeed non-vanishing. However, for any realistic electric
field applied, the rate is in general vanishingly small and it has no practical use. But
when an additional magnetic flux is added in a certain way, the rate can be enhanced
enormously [6, 30] and the largest possible rate is for the system of two D3 branes when
the electric and magnetic fields are collinear [30,31]. This enhanced pair production may
have the potential to be detected [21].
For this to occur in practice, we need to assume one of the D3 branes to be relevant to
our 4-dimensional world and the other D3 to be invisible (hidden or dark) to us. For this
simple system, it appears that there is a possibility for the detection of the pair production
but there is an issue if one carefully examines the underlying physics as discussed in detail
in [21]. The mass spectrum of the open string connecting the two D3 at a separation y
has a mass shift m = y/(2πα′) at each mass-level. That the corresponding modes at
each given mass-level all have this same shift is due to the underlying supersymmetry
in the absence of worldvolume fluxes. For example, the lowest-mass eight bosons and
eight fermions all have the same mass y/(2πα′) which becomes massless at y = 0 and
the underlying system is 1/2 BPS in the absence of worldvolume fluxes. In general, the
laboratory electric and magnetic fields are much smaller than the string scale and the
weak field limit holds. So the contribution to the pair production is due to the above 8
bosonic (8B) and 8 fermionic (8F ) lowest-mass charged modes of the open string. From
the worldvolume viewpoint, these 8B + 8F massive charged modes, in the absence of
5When the applied electric field reaches its critical value, it will break the virtual open strings from
the vacuum and the pair production is due to the breaking of each of these open strings, not to the
separation of the pair of the virtual open string and the virtual anti open string under the electric field.
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worldvolume fluxes, are due to the symmetry breaking of U(2) → U(1)× U(1) with one
of scalars taking its expectation value ∼ y but the underlying 16 supersymmetries remain
intact, giving rise to the 4-dimensional N = 4 massive gauge theory with one massive
charged vector (W-boson), 5 massive charged scalars and their corresponding fermionic
super partners, all with mass m = y/(2πα′). In the presence of worldvolume fluxes and
if the brane interaction is non-vanishing, the underlying supersymmetries are all broken.
The presence of practical magnetic fluxes can also give a tiny mass shift to the massive
charged vector [20].
We therefore naturally expect the mass scale m = y/(2πα′) no less than a few TeV
(since no supersymmetry has been found in LHC yet) and this requires the electric and
magnetic fields 21 orders of magnitude larger than the current laboratory limit to make
the detection possible. The other choice is to take the other D3 as a dark one and for
this, we don’t have a priori knowledge of the mass scale m. If it happens to be no larger
than the electron mass, we may have an opportunity to detect the open string rate if the
QED Schwinger pair production becomes feasible. Even so, we still have to explain why
the other charged fermions other than the one identified with the electron, the charged
scalars and the charged vector, all having the same mass m ∼ me = 0.51MeV, are not
the Standard model particles.
All these issues, one way or the other, are due to that the 16 (8B+8F ) relevant modes
all have the same mass m = y/(2πα′) from the underlying supersymmetry. In addition,
the currently available laboratory electric and magnetic fields are too small. The natural
question is: does there exist a possibility that we can get around these issues in practice?
A while ago, one of the present authors along with his collaborator considered a system
of one Dp and one Dp′, placed parallel at a separation transverse to the Dp brane, with
p − p′ = 2 and with each carrying only one flux [18], and found that whenever there is
an electric flux present along the NN-directions, there is an open string pair production
enhancement even in the absence of a magnetic flux. The novel feature found in [18] is
that the Dp′-brane plays effectively as a magnetic flux of stringy order (see footnote (4)).
In other words, if our D3 brane has a nearby D-string, for example as a cosmic string, this
D-string appears effectively as a stringy magnetic field. This field can give rise to the pair
production enhancement, which can hardly possible with a laboratory magnetic field, if
our D3 carries an electric flux along the D-string direction. In addition, the underlying
system breaks all supersymmetries intrinsically. So this consideration may provide a
solution to the above question raised. This is the other line motivating us to consider the
brane interaction in general between one Dp and the other Dp′ with p−p′ = k = 0, 2, 4, 6
as specified at the outset of this introduction.
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Without further ado, we in this paper compute the lowest-order stringy interaction
amplitude between one Dp and the other Dp′, placed parallel at a separation transverse
to the Dp, with each carrying a general worldvolume flux and with p− p′ = 0, 2, 4, 6 and
p ≤ 6. We will show that the key part of the amplitude in terms of the θ1-functions and
the Dedekind η-function for each of the p = p′ < 5 cases is a special case of that for the
p = p′ = 5 or 6 case. We further demonstrate that the amplitude for p−p′ = 2, 4, 6 can be
obtained, respectively, from the corresponding p = p′ case by choosing specific magnetic
fluxes along the 2, 4, 6 ND-directions, a trick greatly simplifying the computations6. We
compute first the closed-string cylinder amplitude using the closed string boundary state
representation of D-brane [32–36], which has the advantage of holding true for a general
worldvolume constant flux [14]. By a Jacobi transformation of this, we can obtain the
corresponding open-string annulus amplitude. We will also compute the open string pair
production rate if any and discuss the relevant analytical structures of the amplitude. We
will explore the nature (attractive or repulsive) of the interaction at large brane separation
and small brane separation, respectively, and study various instabilities such as the onset
of tachyonic one at small brane separation. In particular, we find that there is a correlation
between the nature of interaction being attractive and the existence of tachyonic shift,
which can give rise to the onset of tachyonic instability when the brane separation reaches
the minimum determined by the tachyonic shift. We will determine at which conditions
there exists the open string pair production and its possible enhancement. We will also
speculate possible applications of the enhanced open string pair production for practical
purpose.
Before we move to discuss the plan of this paper, we would like to point out a few
things which are relevant and will be mentioned only briefly here due to the scope of
this paper7. Note that the added fluxes on either Dp or Dp′, considered in this paper,
are general, with each electric one standing for F-strings [7–14] and each magnetic one
standing for co-dimension 2 D-branes [15–17] inside the Dp or Dp′, so these fluxes represent
different intersecting D-branes and/or F-strings. We know that the magnetized D-branes
are related to the corresponding intersecting D-branes via T-dualities [15,36–40] (see [41]
for a more complete list of references, in particular for phenomenological applications).
We also know that the electrified D-branes are related to moving D-branes again via
T-dualities [36, 42]. We limit ourselves in this paper to consider the Dp and the Dp′ to
6We will also provide the physical rationale for this.
7This paragraph is added to address the comments/questions by one of the referees. We thank the
anonymous referee for these which help to clarify certain issues not addressed in the early version of this
paper.
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be placed parallel, not oblique, at a separation only for simplicity and for the purpose
of seeking the open string pair production enhancement. The extension of the present
consideration to the oblique Dp and Dp′ may provide more feasibilities in giving rise to
the open string pair production in practice. For example, we can use the intersecting
branes to give a lower string scale and/or to give light stringy states [43]. In this paper
we only use the so-called no-force condition to discuss whether the underlying system
preserves certain supersymmetry but this can also analyzed in detail following that for
intersecting branes [5, 15, 37–40, 44–46] (see [41] for a rather complete list of references
on phenomenological applications to supersymmetry breaking for intersecting branes).
One of primary purposes of this paper is to seek a D-brane system containing a D3 as
our own world which can give rise to the earthbound laboratory testable open string
pair production without the need of string compactifications. We also know that with
string compactfications the intersecting D-branes in Type II string theory, for example
the intersecting D6 branes, provide phenomenologically interesting models [41,47–49]. In
this paper, we consider only the system of a single Dp and a single Dp′ with each carrying
a general flux. The extension of this to N and N′ branes with each stack carrying the
respective overall U(1) flux in a similar setting looks straightforward. For example, the
two corresponding amplitudes differ by an overall factor NN ′. We can understand this by
noting that the closed string cylinder or the open string annulus interaction between each
given brane in the first stack and that in the second stack is the same as we compute in
this paper and total counting factor is NN ′. Also note that the closed string cylinder or
the open string annulus amplitude is the lowest order stringy interaction for the system
considered. This multiplicity factor NN ′ can also be understood from the long-range
interaction between the two stacks computed from the effective field theory, for example,
see [4].
The paper is organized as follows. In section 2, we give a brief review of the closed-
string boundary state representation of Dp-brane carrying a general constant worldvolume
flux and set up conventions for latter sections. We give also a general discussion on
computing the closed-string cylinder amplitude between a Dp and a Dp′, placed parallel
at a separation transverse to the Dp, with each carrying a general constant worldvolume
flux and with p− p′ = 0, 2, 4, 6 and p ≤ 6. In section 3, we first compute the closed-string
cylinder amplitude for each of the 0 ≤ p = p′ ≤ 6 cases. In this computation, we will make
use of certain tricks and simplifications in evaluating this amplitude. Once this is done,
we will see the expected nice structure of the amplitude in terms of certain θ-functions
and the Dedekind η-function. We study the nature of interaction and find that the
repulsive interaction can only be possible for p = p′ = 6 and for certain purely magnetic
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fluxes present. For all other cases, the long-range interaction is attractive. We also find
the correlation between the nature of interaction being attractive and the existence of
tachyonic shift, which will give rise to the onset of tachyonic instability when the brane
separation reaches the minimum determined by the tachyonic shift. We compute the
decay rate of the underlying system and the corresponding open string pair production
rate when they exist and discuss their potential enhancement. In section 4, we move to
compute the amplitude for each of p−p′ = 2, 4, 6 and p ≤ 6, respectively, using the known
p = p′ one with a specific choice of the magnetic fluxes on the Dp′, along now the 2, 4,
6 ND-directions. Basically, the amplitude for each p − p′ = 2, 4, 6 and p ≤ 6 can simply
be obtained from the corresponding p = p′ one computed in section 3 by a special choice
of magnetic fluxes along the 2, 4, 6 ND-directions on the Dp′ brane. We also provide the
underlying physical reason for this. Similar properties of the amplitude as discussed in
section 3 are also given. We discuss and conclude this paper in section 5.
2 The Dp brane boundary state
In this section, we give a brief review of Dp brane boundary state carrying a general
constant worldvolume flux, following [36]. We also give a general discussion in computing
the closed-string cylinder amplitude between a Dp brane and a Dp′ brane, placed parallel
at a separation transverse to the Dp, with each carrying a general constant worldvolume
flux and with p− p′ = 0, 2, 4, 6 and p ≤ 6.
For such a description of Dp-brane, there are two sectors, namely NS-NS and R-R
sectors. In either sector, we have two implementations for the boundary conditions of a
Dp brane, giving two boundary states |B, η〉, with η = ±. However, only the combinations
|B〉NS = 1
2
[|B,+〉NS − |B,−〉NS] ,
|B〉R = 1
2
[|B,+〉R + |B,−〉R] , (1)
are selected by the Gliozzi-Scherk-Olive (GSO) projection in the NS-NS and R-R sectors,
respectively. The boundary state |B, η〉 for a Dp-brane can be expressed as the product
of a matter part and a ghost part [34–36], i.e.
|B, η〉 = cp
2
|Bmat, η〉|Bg, η〉, (2)
where
|Bmat, η〉 = |BX〉|Bψ, η〉, |Bg, η〉 = |Bgh〉|Bsgh, η〉 (3)
9
and the overall normalization cp =
√
π
(
2π
√
α′
)3−p
.
As discussed in [14, 36], the operator structure of the boundary state holds true even
with a general constant worldvolume flux and is always of the form
|BX〉 = exp(−
∞∑
n=1
1
n
α−n ·M · α˜−n)|BX〉0, (4)
and
|Bψ, η〉NS = −i exp(iη
∞∑
m=1/2
ψ−m ·M · ψ˜−m)|0〉 (5)
for the NS-NS sector and
|Bψ, η〉R = −exp(iη
∞∑
m=1
ψ−m ·M · ψ˜−m)|Bη〉0R (6)
for the R-R sector. The ghost boundary states are the standard ones as given in [34],
independent of the fluxes, which we will not present here. The M-matrix8, the zero-
modes |BX〉0 and |B, η〉0R encode all information about the overlap equations that the
string coordinates have to satisfy. They can be determined respectively [14, 32, 36] as
M = ([(η − Fˆ )(η + Fˆ )−1]αβ,−δij), (7)
|BX〉0 = [− det(η + Fˆ )]1/2 δ9−p(qi − yi)
9∏
µ=0
|kµ = 0〉, (8)
for the bosonic sector and
|Bψ, η〉0R = (CΓ0Γ1 · · ·Γp1 + iηΓ11
1 + iη
U)AB|A〉|B˜〉, (9)
for the R-R sector. In the above, the Greek indices α, β, · · · label the world-volume
directions 0, 1, · · · , p along which the Dp brane extends, while the Latin indices i, j, · · ·
label the directions transverse to the brane, i.e., p+ 1, · · · , 9. We define Fˆ = 2πα′F with
F the external worldvolume field. We also have denoted by yi the positions of the D-brane
along the transverse directions, by C the charge conjugation matrix and by U the matrix
U(Fˆ ) =
1√
− det(η + Fˆ )
; exp
(
−1
2
FˆαβΓ
αΓβ
)
; (10)
8We have changed the previously often used symbol S to the current M to avoid a possible confusion
with the S-matrix in scattering amplitude.
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with the symbol ; ; denoting the indices of the Γ-matrices completely anti-symmetrized in
each term of the exponential expansion. |A〉|B˜〉 stands for the spinor vacuum of the R-R
sector. Note that the η in the above denotes either sign ± or the worldvolume Minkowski
flat metric and should be clear from the content.
We now come to compute the closed-string tree-level cylinder amplitude between a
Dp and a Dp′ as stated earlier via
Γ = 〈Bp′(Fˆ ′)|D|Bp(Fˆ )〉, (11)
where D is the closed string propagator defined as
D =
α′
4π
∫
|z|≤1
d2z
|z|2 z
L0 z¯L˜0 . (12)
Here L0 and L˜0 are the respective left and right mover total zero-mode Virasoro generators
of matter fields, ghosts and superghosts. For example, L0 = L
X
0 + L
ψ
0 + L
gh
0 + L
sgh
0 where
LX0 , L
ψ
0 , L
gh
0 and L
sgh
0 are the respective ones from matter fields X
µ, matter fields ψµ,
ghosts b and c, and superghosts β and γ, and their explicit expressions can be found in
any standard discussion of superstring theories, for example in [35], therefore will not be
presented here. The above total amplitude has contributions from both NS-NS and R-R
sectors, respectively, and can be written as Γp,p′ = ΓNSNS + ΓRR. In calculating either
ΓNSNS or ΓRR, we need to keep in mind that the boundary state used should be the GSO
projected one as given in (1).
For this, we need to calculate first the amplitude Γ(η′, η) = 〈B′, η′|D|B, η〉 in each
sector with η′η = +or−, B′ = Bp′(Fˆ ′) and B = Bp(Fˆ ). Actually, Γ(η′, η) depends
only on the product of η′ and η, i.e., Γ(η′, η) = Γ(η′η). In the NS-NS sector, this gives
ΓNSNS(±) ≡ Γ(η′, η) when η′η = ±, respectively. Similarly we have ΓRR(±) ≡ Γ(η′, η)
when η′η = ± in the R-R sector. We then have
ΓNSNS =
1
2
[ΓNSNS(+)− ΓNSNS(−)] , ΓRR = 1
2
[ΓRR(+) + ΓRR(−)] . (13)
Given the structure of the boundary state, the amplitude Γ(η′η) can be factorized as
Γ(η′η) =
cp′cp
4
α′
4π
∫
|z|≤1
d2z
|z|2A
X AbcAψ(η′η)Aβγ(η′η). (14)
In the above, we have
AX = 〈B′X ||z|2L
X
0 |BX〉, Aψ(η′η) = 〈B′ψ, η′||z|2L
ψ
0 |Bψ, η〉,
Abc = 〈Bgh||z|2L
gh
0 |Bgh〉, Aβγ(η′η) = 〈Bsgh, η′||z|2L
sgh
0 |Bsgh, η〉. (15)
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The above ghost and superghost matrix elements Abc and Aβγ(η′η), both independent of
the fluxes and the dimensionalities of the branes involved, can be calculated to give,
Abc = |z|−2
∞∏
n=1
(
1− |z|2n)2 , (16)
and in the NS-NS sector
AβγNSNS(η
′η) = |z|
∞∏
n=1
(
1 + η′η|z|2n−1)−2 , (17)
while in the R-R sector
AβγRR(η
′η) = R0〈Bsgh, η′|Bsgh, η〉0R |z| 34
∞∏
n=1
(
1 + η′η|z|2n)−2 , (18)
where R0〈Bsgh, η′|Bsgh, η〉0R denotes the superghost zero-mode contribution which requires
a regularization along with the zero-mode contribution of matter field ψ in this sector.
We will discuss this regularization later on.
With the above preparation, we are ready to compute the closed string tree-level
cylinder amplitudes for the systems under consideration. We first compute the closed-
string tree-level cylinder amplitude for the case of p = p′. This serves as the basis for
computing the amplitude for each of the p 6= p′ cases. The general steps follow those given
in section 2 of [26] but with a few refinements. Once the closed string tree-level cylinder
amplitude is obtained, we use a Jacobi transformation to obtain the corresponding open
string one-loop annulus amplitude. We will have these done in the following two sections
one by one. We also discuss the properties of the respective amplitude in each case.
3 The amplitude and its properties: the p = p′ case
As indicated already in the previous section, the computations of the amplitude boil
down to computing the matrix elements of matter part, i.e, AX and Aψ given in (15).
For this, the following property of the matrix M given in (7) can be used to simplify their
computations greatly,
Mµ
ρ(MT )ρ
ν = (MT )µ
ρMρ
ν = δµ
ν , (19)
where T denotes the transpose of matrix. Following [26], for a system of two Dp branes,
placed parallel at a separation y, with one carrying flux Fˆ ′ and the other carrying flux Fˆ ,
we can then have,
AX = Vp+1
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
(2π2α′t)
9−p
2
e−
y2
2piα′t
∞∏
n=1
(
1
1− |z|2n
)9−p p∏
α=0
1
1− λα|z|2n , (20)
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and in the NS-NS sector
AψNSNS(η
′η) =
∞∏
n=1
(
1 + η′η|z|2n−1)9−p p∏
α=0
(
1 + η′ηλα|z|2n−1
)
, (21)
while in the R-R sector
AψRR(η
′η) = R0〈B′ψ, η′|Bψ, η〉0R |z|
5
4
∞∏
n=1
(
1 + η′η|z|2n)9−p p∏
α=0
(
1 + η′ηλα|z|2n
)
, (22)
where R0〈B′ψ, η′|Bψ, η〉0R denotes the zero-mode contribution in this sector which, when
combined with the zero-mode contribution from the superghost, needs a regularization
mentioned earlier. We will present the result of this regularization later on. In the above,
|z| = e−pit, Vp+1 denotes the volume of the Dp brane worldvolume, λα are the eigenvalues
of the matrix w(1+p)×(1+p) defined in the following
W = MM ′T =
(
w(1+p)×(1+p) 0
0 I(9−p)×(9−p)
)
, (23)
where the matrix M or M ′ is the one given in (7) when the corresponding flux is Fˆ or
Fˆ ′, respectively, and I stands for the unit matrix. We can also express the matrix w in
terms of matrix s and s′ as
wα
β = (ss′T )α
β =
[
(I− Fˆ )(I+ Fˆ )−1(I+ Fˆ ′)(I− Fˆ ′)−1
]
α
β , (24)
where
sα
β = [(I− Fˆ )(I+ Fˆ )−1]α β , (25)
and similarly for s′ but with Fˆ replaced by Fˆ ′. Note that the two factors (I − Fˆ ) and
(I+ Fˆ )−1 in s are inter-changeable and this remains also true for the s′. In the above ‘I’
stands for the (1+p)× (1+p) unit matrix. For matrix s, we have sα γ(sT )γ β = δα β. This
holds also for the matrix s′ and matrix w. The above orthogonal matrix W , satisfying
WW T = W TW = I10×10, (26)
can be obtained from a redefinition of the certain oscillator modes, say a˜nν , which is a
trick used in simplifying the evaluation of the matrix elements of matter part from the
contribution of oscillator modes. Let us take the following as a simple illustration for
obtaining the matrix W . In obtaining AX , we need to evaluate, for given n > 0, the
following matrix element,
〈0|e− 1nαµn(M ′)µ ν α˜nν |z|2ατ−nαnτ e− 1nαρ−n(M)ρ σα˜−nσ |0〉 = 〈0|e− 1nαµn(M ′)µ ν α˜nνe− |z|
2n
n
αρ−n(M)ρ
σα˜−nσ |0〉,
(27)
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where |0〉 stands for the vacuum. Purely for simplifying the evaluation of the matrix
element on the right of the above equality, we first define α˜′µ = (M
′)µ
ρα˜ρ where we have
omitted the index n since this works for both n > 0 and n < 0, due to the matrix M ′
being real. Note that the commutation relation [α˜′nµ, α˜
′
mν ] = ηµνδn+m,0 continues to hold,
using the property of matrix M ′ as given in (19). With this property of matrix M ′, we
can have α˜µ = (M
′T )µ
να˜′ν . Substituting this into (27) for n < 0 and also dropping the
prime on α˜′, we have (27) as
〈0|e− 1n α˜µnαnµe− |z|
2n
n
αρ−nWρ
σα˜−nσ |0〉, (28)
where W is precisely the one given in (23). Since W is an unit matrix in the absence of
fluxes, we expect that it can be diagonalized with the deformation of adding fluxes using
the following non-singular matrix V ,
V =
(
v(1+p)×(1+p) 0
I(9−p)×(9−p)
)
, (29)
such that
W = VW0V
−1. (30)
In the above,
W0 =


λ0
λ1
. . .
λp
I(9−p)×(9−p)


, (31)
and v is a (1 + p) × (1 + p) non-singular matrix. We prove (29), (30) and (31) to hold
true in general in Appendix A. We now further define9, for n > 0, α′nµ = (V
−1)µ
ναnν and
α′µ−n = α
ν
−n Vν
µ, and α˜′−nµ = (V
−1)µ
να˜−nν and α˜
′µ
n = α˜
ν
n Vν
µ. Note that α˜′µn α
′
nµ = α˜
µ
nαnµ.
The matrix element (28) becomes
〈0|e− 1n α˜′µn α′nµe− |z|
2n
n
λρ α
′ρ
−nα˜
′
−nρ |0〉. (32)
We have now the commutator relations [α′nµ, α
′ν
−m] = nδ
ν
µδn,m and [α˜
′µ
n , α˜
′
−mν ] = nδ
µ
ν δn,m
when n,m > 0. We still have α′nµ|0〉 = α˜′µn |0〉 = 0 and 〈0|α′µ−n = 〈0|α˜′−nµ = 0. The
9This purely serves the purpose of simplifying the evaluation of the matrix element (28). For this, we
keep the annihilation operator α′nµ with a lower Lorentz index µ while the creation operator α
′ν
−n with
an upper Lorentz index ν. It will be opposite for the corresponding oscillators with tilde.
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evaluation of (32) becomes then as easy as the case without the presence of fluxes, giving
the results of (20) to (22), respectively.
The p+1 eigenvalues λα with α = 0, · · ·p are not all independent and can actually be
determined by the given worldvolume fluxes. First from the given property of w, we have
detw = 1, which gives
p∏
α=0
λα = 1. (33)
The eigenvalue λ satisfies the following equation
det
(
λ δα
β − wα β
)
= 0, (34)
as well as the equation
det
(
λ−1 δα
β − (w−1)α β
)
= 0. (35)
The last one can also be written as
det
(
λ−1 δα
β − wα β
)
= 0, (36)
where we have used (w−1)α
β = (wT )α
β = ηββ
′
wβ′
α′ηαα′ . In other words, for every
eigenvalue λ of w, its inverse λ−1 is also an eigenvalue. So the p + 1 eigenvalues λα are
pairwise. When p = even, this must imply that one of the eigenvalues is unity. Given this
property of λα, the equation (33) satisfies automatically. For convenience, we now relabel
the eigenvalues pairwise as λα and λ
−1
α with α = 0, 1 · · · [(p− 1)/2] and keep in mind that
there is one additional unity eigenvalue, i.e., λ = 1, when p = even. Here [(p − 1)/2]
denotes the corresponding integral part of (p− 1)/2. For example, for p = 6, it gives an
integer 2.
For a general p ≤ 6, we need at most the following three equations to determine the
corresponding eigenvalues λα, λ
−1
α with α = 0, 1, · · · , [(p − 1)/2] plus λ = 1 if p = even.
For p = even, we have λ = 1 and
1+
[ p−12 ]∑
α=0
(
λα + λ
−1
α
)
= trw, 1+
[ p−12 ]∑
α=0
(
λ2α + λ
−2
α
)
= trw2, 1+
[ p−12 ]∑
α=0
(
λ3α + λ
−3
α
)
= trw3, (37)
while for p = odd, we have instead
[ p−12 ]∑
α=0
(
λα + λ
−1
α
)
= trw,
[ p−12 ]∑
α=0
(
λ2α + λ
−2
α
)
= trw2,
[ p−12 ]∑
α=0
(
λ3α + λ
−3
α
)
= trw3. (38)
In the above, the w is given in (24) in terms of fluxes Fˆ and Fˆ ′. Concretely, we list the
respective equations needed to determine the corresponding eigenvalues in Table 1 for
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p Equation(s) for eigenvalue(s)
0 λ = 1
1 λ0 + λ
−1
0 = trw
2 λ0 + λ
−1
0 = trw − 1, λ = 1
3
∑1
α=0(λα + λ
−1
α ) = trw,
∑1
α=0(λ
2
α + λ
−2
α ) = trw
2
4
∑1
α=0(λα + λ
−1
α ) = trw − 1,
∑1
α=0(λ
2
α + λ
−2
α ) = trw
2 − 1, λ = 1
5
∑2
α=0(λα + λ
−1
α ) = trw,
∑2
α=0(λ
2
α + λ
−2
α ) = trw
2,
∑2
α=0(λ
3
α + λ
−3
α ) = trw
3
6
∑2
α=0(λα + λ
−1
α ) = trw − 1,
∑2
α=0(λ
2
α + λ
−2
α ) = trw
2 − 1, ∑2α=0(λ3α + λ−3α ) = trw3 − 1,
λ = 1
Table 1: The equations needed to determine the corresponding eigenvalues for p ≤ 6.
p ≤ 6. We actually don’t need to solve the eigenvalues from the equations given in Table
1 for the matrix elements given in (20), (21) and (22), respectively, for each case. Let us
use one particular example for p = 3 to illustrate this. For example, the following product
in (20) can be expressed in terms of trw, (trw)2 and trw2 as
(
1− λ0|z|2n
) (
1− λ−10 |z|2n
) (
1− λ1|z|2n
) (
1− λ−11 |z|2n
)
= 1−
1∑
α=0
(
λα + λ
−1
α
) |z|2n + [2 + (λ0 + λ−10 ) (λ1 + λ−11 )] |z|4n
−
1∑
α=0
(
λα + λ
−1
α
) |z|6n + |z|8n
= 1− trw |z|2n + 1
2
[
(trw)2 − trw2] |z|4n − trw |z|6n + |z|8n. (39)
We are now ready to express the amplitude (14) given in the previous section in the NS-
NS or R-R sector in a more compact form. For the NS-NS sector, using (16), (17), (20)
and (21) for the contributions from the ghost bc, superghost βγ, the matter X and ψ,
respectively, we have the NSNS-amplitude as
ΓNSNS(η
′η) =
Vp+1
√
det(η + Fˆ ′) det(η + Fˆ )
(8π2α′)
1+p
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t |z|−1
×
∞∏
n=1
(
1 + η′η|z|2n−1
1− |z|2n
)7+δp,even−p [ p−12 ]∏
α=0
(1 + η′ηλα|z|2n−1) (1 + η′ηλ−1α |z|2n−1)
(1− λα|z|2n) (1− λ−1α |z|2n)
, (40)
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and similarly for the R-R sector, using (16), (18), (20) and (22), we have
ΓRR(η
′η) =
Vp+1
√
det(η + Fˆ ′) det(η + Fˆ )
(8π2α′)
1+p
2
0R〈B′, η′|B, η〉0R
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
×
∞∏
n=1
(
1 + η′η|z|2n
1− |z|2n
)7+δp,even−p [ p−12 ]∏
α=0
(1 + η′ηλα|z|2n) (1 + η′ηλ−1α |z|2n)
(1− λα|z|2n) (1− λ−1α |z|2n)
. (41)
In obtaining the above, we have used the following relations
c2p
16π(2π2α′)
7−p
2
=
1
(8π2α′)
1+p
2
,
∫
|z|≤1
d2z
|z|2 = 2π
2
∫ ∞
0
dt, (42)
where the explicit expression for cp as given right after (3) has been used and |z| = e−pit
as given earlier. The above zero-mode contribution
0R〈B′, η′|B, η〉0R ≡ 0R〈Bsgh, η′|Bsgh, η〉0R × 0R〈B′ψ, η′|Bψ, η〉0R (43)
can be computed for the general fluxes Fˆ and Fˆ ′, using the expression for the R-R sector
zero-mode (9) along with (10) and following the regularization scheme given in [34, 50],
as
0R〈B′, η′|B, η〉0R = − 2
4 δηη′,+√
det(η + Fˆ ) det(η + Fˆ ′)
×
[ p+12 ]∑
n=0
(
1
2nn!
)2
(2n)!Fˆ[α1β1 ···Fˆαnβn]Fˆ
′[α1β1 ···Fˆ ′αnβn]. (44)
From (40) and (41) as well as (13), we have the GSO projected NSNS-amplitude,
ΓNSNS =
1
2
[ΓNSNS(+)− ΓNSNS(−)]
=
Vp+1
√
det(η + Fˆ ′) det(η + Fˆ )
2 (8π2α′)
1+p
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t |z|−1
[
∞∏
n=1
An(+)−
∞∏
n=1
An(−)
]
,
(45)
and the GSO projected RR-amplitude
ΓRR =
1
2
[ΓRR(+) + ΓRR(−)]
=
Vp+1
√
det(η + Fˆ ′) det(η + Fˆ )
2 (8π2α′)
1+p
2
0R〈B′, η′|B, η〉0R
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Bn(+),(46)
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where
An(±) =
(
1± |z|2n−1
1− |z|2n
)7+δp,even−p [ p−12 ]∏
α=0
(1± λα|z|2n−1) (1± λ−1α |z|2n−1)
(1− λα|z|2n) (1− λ−1α |z|2n)
,
Bn(+) =
(
1 + |z|2n
1− |z|2n
)7+δp,even−p [ p−12 ]∏
α=0
(1 + λα|z|2n) (1 + λ−1α |z|2n)
(1− λα|z|2n) (1− λ−1α |z|2n)
. (47)
In obtaining (46), we have used the property of the zero-mode (44) which has the only
contribution from ηη′ = +.
To proceed, we express the eigenvalues λα = e
2pii να with α = 0, · · · [(p − 1)/2]. να
takes either real or purely imaginary value. In the former case, it looks that we could
take να ∈ [0, 1/2] since only the combination of λα + λ−1α = 2 cos 2πνα appears in the
amplitude and να = 0 corresponds to the absence of fluxes. However, taking account
of the zero-mode contribution in the R-R sector as discussed in Appendix B (see (50)
given below), we still need to take να ∈ [0, 1). In the latter case, one can show that at
most one of the να’s can take imaginary value (see Appendix A) and we can choose this
particular ν = ν0 = iν¯0 with ν¯0 ∈ (0,∞) since λ + λ−1 = 2 cosh 2πν¯0. This is actually
the consequence of the matrix w (24) being a general Lorentz transformation. It happens
whenever the applied electric fluxes cannot be eliminated by a Lorentz transformation.
We can now express the NSNS-amplitude (45) in terms of the θ-functions and the
Dedekind η-function as (see, for example, [51] for their definitions)
ΓNSNS =
2[
p+1
2 ] Vp+1
√
det(η + Fˆ ′) det(η + Fˆ )
2 (8π2α′)
1+p
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
[η(it)]12−3[
p+1
2 ]
[ p−12 ]∏
α=0
sin πνα
θ1(να|it)
×

[θ3(0|it)]4−[ p+12 ]
[ p−12 ]∏
α=0
θ3(να|it)− [θ4(0|it)]4−[
p+1
2 ]
[ p−12 ]∏
α=0
θ4(να|it)

 . (48)
Similarly for the RR-amplitude (46), we have
ΓRR =
2[
p+1
2 ]−4 Vp+1
√
det(η + Fˆ ′) det(η + Fˆ )
2 (8π2α′)
1+p
2
0R〈B′, η′|B, η〉0R
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
[η(it)]12−3[
p+1
2 ]
× [θ2(0|it)]4−[
p+1
2 ]
[ p−12 ]∏
α=0
θ2(να|it)
θ1(να|it)
[ p−12 ]∏
α=0
sin πνα
cosπνα
. (49)
In Appendix B, we show that the zero-mode contribution (44) can be written in terms of
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p The θ-terms in the square bracket in (51) and their simplification
0 θ43(0|it)− θ44(0|it)− θ42(0|it) = 2 θ41(0|it) = 0
1 or 2 θ33(0|it)θ3(ν0|it)− θ34(0|it)θ4(ν0|it)− θ32(0|it)θ2(ν0|it) = 2 θ41
(
ν0
2
∣∣ it)
3 or 4 θ23(0|it)θ3(ν0|it)θ3(ν1|it)− θ24(0|it)θ4(ν0|it)θ4(ν1|it)− θ22(0|it)θ2(ν0|it)θ2(ν1|it)
= 2 θ21
(
ν0+ν1
2
∣∣ it) θ21 ( ν0−ν12 ∣∣ it)
θ3(0|it)θ3(ν0|it)θ3(ν1|it)θ3(ν2|it)− θ4(0|it)θ4(ν0|it)θ4(ν1|it)θ4(ν2|it)
5 or 6 −θ2(0|it)θ2(ν0|it)θ2(ν1|it)θ2(ν2|it)
= 2 θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
Table 2: The θ-terms in the square bracket in (51) and their simplification.
the να when να ∈ [0, 1) as
0R〈B′, η′|B, η〉0R = −24 δηη′,+
[ p−12 ]∏
α=0
cosπνα. (50)
We would like to stress that the above zero-mode expression plays a key role in writing
the total amplitude in a nice form as given later in (54).
With the above, we can have the total interaction amplitude for 0 ≤ p = p′ ≤ 6 as
Γp,p = ΓNSNS + ΓRR
=
2[
p+1
2 ] Vp+1
√
det(η + Fˆ ′) det(η + Fˆ )
2 (8π2α′)
1+p
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
[η(it)]12−3[
p+1
2 ]
[ p−12 ]∏
α=0
sin πνα
θ1(να|it)
×

[θ3(0|it)]4−[ p+12 ]
[ p−12 ]∏
α=0
θ3(να|it)− [θ4(0|it)]4−[
p+1
2 ]
[ p−12 ]∏
α=0
θ4(να|it)
− [θ2(0|it)]4−[
p+1
2 ]
[ p−12 ]∏
α=0
θ2(να|it)

 . (51)
We would like to stress that in spite of its appearance, each term in the above square
bracket is the product of four theta-functions of the same type. For convenience, we list
the three terms in the square bracket for each case in Table 2. In this Table, we also use
the following identity for the θ-functions from [52] to simplify the formula
2 θ1(w|τ)θ1(x|τ)θ1(y|τ)θ1(z|τ) = θ1(w′|τ)θ1(x′|τ)θ1(y′|τ)θ1(z′|τ)
+θ2(w
′|τ)θ2(x′|τ)θ2(y′|τ)θ2(z′|τ)− θ3(w′|τ)θ3(x′|τ)θ3(y′|τ)θ3(z′|τ)
+θ4(w
′|τ)θ4(x′|τ)θ4(y′|τ)θ4(z′|τ), (52)
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where w′, x′, y′ and z′ are related to w, x, y, z as
2w′ = −w + x+ y + z, 2x′ = w − x+ y + z,
2y′ = w + x− y + z, 2z′ = w + x+ y − z. (53)
Note that θ1(0|τ) = 0. So we have computed the closed string cylinder amplitude for
each of the 0 ≤ p = p′ ≤ 6 cases with the various θ-function terms in the square bracket
in (51) now given by the simplified term containing only the θ1-function listed in Table
2. Carefully examining the integrand of the amplitude for each case, in particular the
θ1-function factor, we observe that the amplitude can be expressed by a universal formula
for each of 0 ≤ p = p′ ≤ 6 so long a proper choice or a limit is taken for the respective
να. Concretely, the general amplitude is
Γp,p =
23 Vp+1
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
(8π2α′)
p+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
η3(it)
×θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)θ1(ν2|it)
2∏
α=0
sin πνα
=
22 Vp+1
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2 [∑2
α=0 cos
2 πνα − 2
∏2
α=0 cosπνα − 1
]
(8π2α′)
p+1
2
×
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Cn, (54)
where
Cn =
C˜n
(1− |z|2n)2∏2α=0 [1− 2|z|2n cos 2πνα + |z|4n] , (55)
with
C˜n =
[
1− 2|z|2n cosπ(ν0 + ν1 + ν2) + |z|4n
] [
1− 2|z|2n cos π(ν0 − ν1 + ν2) + |z|4n
]
× [1− 2|z|2n cosπ(ν0 + ν1 − ν2) + |z|4n] [1− 2|z|2n cosπ(ν0 − ν1 − ν2) + |z|4n]
(56)
or
=
[
1− 2|z|2neipiν0 cos π(ν1 + ν2) + e2piiν0 |z|4n
]
× [1− 2|z|2neipiν0 cos π(ν1 − ν2) + e2piiν0 |z|4n]
× [1− 2|z|2ne−ipiν0 cos π(ν1 + ν2) + e−2piiν0 |z|4n]
× [1− 2|z|2ne−ipiν0 cos π(ν1 − ν2) + e−2piiν0|z|4n] . (57)
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In the first line of equality in (54), the following factor in the integrand
θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)θ1(ν2|it)
2∏
α=0
sin πνα (58)
is actually for p = p′ = 6 or 5. But it will reduce to the p = p′ = 4 or 3 case if we take
the limit ν2 = 0, to the p = p
′ = 2 or 1 if we take the limits ν2 = 0, ν1 = 0 and to the
p = p′ = 0 case if we take ν2 = 0, ν1 = 0, ν0 = 0. We will explain this nice feature of the
amplitude later on.
This same amplitude can also be expressed in terms of the open string one-loop annulus
one via the Jacobi transformation t→ t′ = 1/t, from the first equality in (54), as
Γp,p = −
23 i Vp+1
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2 ∏2
α=0 sin πνα
(8π2α′)
p+1
2
∫ ∞
0
dt′
t′
p−3
2
e−
y2t′
2piα′
η3(it′)
×θ1
(
ν0+ν1+ν2
2
it′
∣∣ it′) θ1 ( ν0−ν1+ν22 it′∣∣ it′) θ1 ( ν0+ν1−ν22 it′∣∣ it′) θ1 ( ν0−ν1−ν22 it′∣∣ it′)
θ1(ν0it′|it′)θ1(ν1it′|it′)θ1(ν2it′|it′)
=
22 Vp+1
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
(8π2α′)
p+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
2∏
α=0
sin πνα
sinh πναt
×
[
2∑
α=0
cosh2 πναt− 2
2∏
α=0
cosh πναt− 1
]
∞∏
n=1
Zn, (59)
where in obtaining the first equality in (59), we have used the following relations for the
θ1-function and the Dedekind η-function,
η(τ) =
1
(−iτ)1/2 η
(
−1
τ
)
, θ1(ν|τ) = i e
−ipiν2/τ
(−iτ)1/2 θ1
(
ν
τ
∣∣∣− 1
τ
)
, (60)
in the second equality we have dropped the prime on t, and
Zn =
Z˜n
(1− |z|2n)2∏2α=0 [1− 2|z|2n cosh 2πναt + |z|4n] , (61)
with
Z˜n =
[
1− 2|z|2n cosh π(ν0 + ν1 + ν2)t+ |z|4n
] [
1− 2|z|2n cosh π(ν0 − ν1 + ν2)t+ |z|4n
]
× [1− 2|z|2n cosh π(ν0 + ν1 − ν2)t+ |z|4n] [1− 2|z|2n cosh π(ν0 − ν1 − ν2)t+ |z|4n]
(62)
or
=
[
1− 2|z|2ne−piν0t cosh π(ν1 + ν2)t + e−2piν0t|z|4n
]
× [1− 2|z|2ne−piν0t cosh π(ν1 − ν2)t+ e−2piν0t|z|4n]
× [1− 2|z|2nepiν0t cosh π(ν1 + ν2)t+ e2piν0t|z|4n]
× [1− 2|z|2nepiν0t cosh π(ν1 − ν2)t+ e2piν0t|z|4n] . (63)
21
In what follows, we will discuss each of the four cases: 1) p = p′ = 6 or 5, 2) p = p′ = 4
or 3, 3)p = p′ = 2 or 1, and 4) p = p′ = 0, separately.
3.1 The p = p′ = 6 or 5 case
For the respective general worldvolume fluxes Fˆ and Fˆ ′, from the second equality of (54),
we have the interaction amplitude for p = p′ = 6 or 5 case as
Γp,p =
22 Vp+1
[∑2
α=0 cos
2 πνα − 2
∏2
α=0 cosπνα − 1
]√
det(η + Fˆ ′) det(η + Fˆ )
(8π2α′)
p+1
2
×
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Cn, (64)
where Cn is given in (55). For large brane separation y, the amplitude has its contribution
mostly from the large t integration for which Cn ≈ 1. We have therefore
Γp,p
Vp+1
≈
[∑2
α=0 cos
2 πνα − 2
∏2
α=0 cosπνα − 1
]√
det(η + Fˆ ′) det(η + Fˆ )
2−2(8π2α′)
p+1
2
×
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
=
[∑2
α=0 cos
2 πνα − 2
∏2
α=0 cosπνα − 1
]√
det(η + Fˆ ′) det(η + Fˆ )
2p−1π
p+1
2 (2πα′)p−3y7−p
∫ ∞
0
dt
t
9−p
2
e−
1
t
=
[∑2
α=0 cos
2 πνα − 2
∏2
α=0 cosπνα − 1
]√
det(η + Fˆ ′) det(η + Fˆ )
2p−1π
p+1
2 (2πα′)p−3y7−p
Γ
(
7− p
2
)
,
(65)
where in the second equality, we have rescaled the integration variable t, and Γ(7− p/2)
is the Γ-function with Γ(1/2) =
√
π for p = 6 and Γ(1) = 1 for p = 5, respectively.
According to our conventions, Γp,p > 0 gives an attractive interaction while Γp,p < 0
gives a repulsive one. The sign of the factor F =∑2α=0 cos2 πνα − 2∏2α=0 cosπνα − 1 in
the above determines that of the amplitude. When any of ν0, ν1 and ν2 vanishes, it is
non-negative. For example, taking ν0 = 0, we can write it as F = (cos ν2 − cos ν1)2 ≥ 0.
When none of them vanishes, we have two cases to consider. Case 1): one of them is
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imaginary, say, ν0 = iν¯0 with ν¯0 ∈ (0,∞), and ν1, ν2 ∈ (0, 1). We have now
F = sinh2 πν¯0 + cos2 πν1 + cos2 πν2 − 2 cosh πν¯0 cosπν1 cosπν2
= sinh2 πν¯0 + cos
2 πν1 + cos
2 πν2 − 2
(
1 + 2 sinh2
πν¯0
2
)
cosπν1 cos πν2
= 4
(
cosh2
πν¯0
2
− cosπν1 cosπν2
)
sinh2
πν¯0
2
+ (cosπν1 − cos πν2)2 > 0. (66)
In other words, the large brane separation is always attractive. Case 2): all ν0, ν1, ν2 ∈
(0, 1). This can only be possible for p = 6 since it needs at least six worldvolume spatial
directions. For this case, in order to determine the condition for the sign of F , we rewrite
it as
F = 22 sin πν0 + ν1 + ν2
2
sin π
ν0 − ν1 + ν2
2
sin π
ν0 + ν1 − ν2
2
sin π
ν0 − ν1 − ν2
2
. (67)
Note that F is symmetric under the exchange of any two of ν’s. So without loss of
generality, we can assume ν0 ≤ ν1 ≤ ν2. Given this, we have three subcases to consider due
to the allowed range for each of the ν’s: a) 0 < ν0+ν1+ν2 < 2, b) ν0+ν1+ν2 = 2 and c) 2 <
ν0+ν1+ν3 < 3. For subcase a), it is clear that the first two factors sin π(ν0+ν1+ν2)/2 > 0
and sin π(ν0 − ν1 + ν2)/2 > 0 while the last factor sin π(ν0 − ν1 − ν2)/2 < 0. So the sign
of F is determined by that of third factor sin π(ν0 + ν1 − ν2)/2. If ν0 + ν1 > ν2, then
F < 0 while on the other hand if ν0 + ν1 < ν2, we have F > 0. F = 0 when ν0 + ν1 = ν2.
In other words, if the possible largest one of the three ν’s is smaller than the sum of
the remaining two, the long-range interaction is repulsive. Otherwise, it is attractive
or vanishes. For subcase b), F = 0 and so we have the force vanishing, implying the
underlying system to be supersymmetric. For subcase c), we have both the first factor
sin π(ν0+ν1+ν2)/2 < 0 and the last factor sin π(ν0−ν1−ν2)/2 < 0 while the second factor
sin π(ν0 − ν1 + ν2)/2 > 0. For this subcase, we must have ν0 + ν1 > ν2 given each of the
να ∈ (0, 1) and we therefore have the third factor sin π(ν0+ν1−ν2)/2 > 0. Hence we have
now F > 0, therefore the interaction is again attractive. In other words, the long-range
interaction can only be repulsive when the three ν’s are non-vanishingly real and satisfy
ν0+ν1+ν2 < 2, and when the possible largest one of the three ν’s is smaller than the sum
of the remaining two. The above discussion actually remains true for any brane separation
as we will show this later on. For ν0 + ν1 + ν2 < 2, as will be shown, when the possible
largest one of the three ν’s is smaller than the sum of the remaining two, the interaction
is repulsive for any brane separation and there is no tachyonic instability. However, when
the largest one is larger than the sum of the remaining two, the corresponding interaction
remains attractive at least until the brane separation reaches the minimum determined
by the so-called tachyonic shift and after that there is a tachyonic instability to occur.
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This tachyonic instability occurs whenever the interaction is attractive and the brane
separation reaches the minimum. When the possible largest one equals to the sum of the
remaining two or ν0 + ν1 + ν2 = 2, the interaction vanishes for any brane separation and
this no-force implies the underlying system to be supersymmetric.
We now come to explain the above. It is well-known that when a D2 or D4 brane is
placed parallel to a D6 at a separation transverse to the D6, the interaction between them
is zero or attractive while by the same token, the interaction between the D6 and a D0
is repulsive. Each of these cases can be examined easily in the following section when we
consider the case of p− p′ = 2, 4, 6 with p ≤ 6. For the above, we need to have p = p′ = 6
along with να ∈ (0, 1) for α = 0, 1, 2. In other words, at least one of the two D6 carries a
constant magnetic flux, for example, Fˆ , with non-vanishing components Fˆ12, Fˆ34 and Fˆ56,
which can give rise to the above three να ∈ (0, 1). For such a flux, it implies that the D6
has its delocalized D4, D2 and D0 within the D6, which can be easily understood from
the following coupling on the D6 worldvolume as
T6
∫ (
C7−2n ∧ Fˆ n2
)
7
, (68)
where T6 is the D6 brane tension, Cp+1 is the potential minimally coupled with Dp, and
Fˆ n2 = Fˆ2 ∧ · · · ∧ Fˆ2 stands for the wedge product of n Fˆ2. So n = 0 gives the coupling
of D6 with the R-R potential C7, n = 1 gives the coupling of D4 with C5, n = 2 gives
the coupling of D2 with C3 and n = 3 gives the coupling of D0 with C1. Given what
we have for the non-vanishing components of Fˆ , we can have n = 0, 1, 2, 3. So this gives
an explanation of the delocalized D0, D2, D4 within D6 mentioned above. So when the
possible largest one of the three ν’s is smaller than the sum of the remaining two for the
case ν0 + ν1 + ν2 < 2, the above cylinder amplitude shows that the repulsive interaction
between the other D6 and the delocalized D0 on this D6 overtakes the attractive ones
between the other D6 and the delocalized D2 or D4. Otherwise, the attractive interaction
overtakes the repulsive one. The net interaction vanishes when the two equals. This also
explains that when one of the three ν’s is imaginary or vanishes, the net interaction is
attractive since we must have one of the Fˆ12, Fˆ34 and Fˆ56 being zero which implies the
absence of D0 branes on the D6.
For small brane separation, the small t integration in (64) becomes important and has
to be considered. For small t, Cn in (55) can be large. In particular, Cn blows up when
t → 0 due to the factor (1 − |z|2n)2 in its denominator. So overall we have a blowing
up factor
∏∞
n=1(1 − |z|2n)−2 for t → 0 in the integrand of the amplitude (64). Note also
that the exponentially suppressing factor e−y
2/(2piα′t) in the integrand becomes vanishingly
small when t→ 0. So there is a competition between the two and one expects a potentially
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interesting physics to occur when t → 0. This will become manifest when we transform
the closed string cylinder amplitude to the corresponding open string one-loop annulus
one and it is a potential open string tachyonic instability. For now, the nature of Γp,p
depends on that of the parameters ν0, ν1 and ν2.
Following the previous discussion for large y, we have that the interaction is attractive
whenever the three ν’s are all real and the possible largest one of these is larger than
the sum of the remaining two when ν0 + ν1 + ν2 < 2 or is smaller than that when
2 < ν0 + ν1 + ν2 < 3 or one of them is imaginary which we will address later on. We now
take a close look for a general y. Note that the Cn (55) is still positive even for small t and
this can be easily checked. Each factor in the numerator C˜n (56) is positive, for example,
the first factor [1−2|z|2n cosπ(ν0+ν1+ν2)+|z|4n] > 1−2|z|2n+|z|4n = (1−|z|2n)2 > 0. By
the same token, each factor in the denominator is also positive. In other words, the sign
of Γp,p is still determined by that of F given earlier. For this, the attractive interaction
acting between the two D6 has a tendency to move the two towards each other and to
make the brane separation smaller. Therefore the exponential factor e−y
2/(2piα′t) will make
its suppressing less important and one expects that the diverging effect from Cn at small
t will become to dominate at a certain point. So we expect then a potential instability
mentioned above to occur. On the other hand, when the possible largest one of three
ν’s is less than the sum of the remaining two when ν0 + ν1 + ν2 < 2, the interaction is
repulsive and as such has a tendency to move the two D6 apart further. So this makes the
suppression of the exponential factor e−y
2/(2piα′t) in the integration more important and
disfavors the instability to occur. So this appears to provide a correlation between the
nature of interaction and the existence of potential tachyonic instability. We will show
later that this is indeed true.
For small t, there appears a new feature when one of three ν’s takes an imaginary
value. For example, we choose ν0 = iν¯0 with ν¯0 ∈ (0,∞). Now Cn can be negative.
By the same token as given in the previous paragraph, each factor in C˜n (57) continues
to be positive, for example, the third factor [1− 2|z|2nepiν¯0 cosπ(ν1 + ν2) + e2piν¯0 |z|4n] >
1−2|z|2nepiν¯0+e2piν¯0|z|4n = (1−epiν¯0|z|2n)2 > 0. However, the factor [1−2|z|2n cosh 2πν¯0+
|z|4n] ≈ 2(1 − cosh 2πν¯0) < 0, in the denominator of Cn, for small t. Since there are an
infinite number of Cn appearing as product in the integrand, the sign of Γp,p will then be
indefinite. So for small y, the nature of the interaction becomes obscure for the case under
consideration and this indicates that there should exist new physical process occurring
in addition to the potential tachyonic instability mentioned above for small t. This new
physics is actually the decay of the underlying system via the so-called open string pair
production under the action of applied electric fluxes which makes ν0 become imaginary.
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All these will become manifest when the interaction is expressed in terms of the open
string variable as the open string one-loop annulus amplitude (59) for p = 6 which we
turn next. Note that this consideration applies to both p = p′ = 6 and p = p′ = 5 cases.
The open string one-loop annulus amplitude for p = p′ = 5, 6, respectively, can be
read from the second equality of (59) as
Γp,p =
22 Vp+1
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
(8π2α′)
p+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
2∏
α=0
sin πνα
sinh πναt
×
[
2∑
α=0
cosh2 πναt− 2
2∏
α=0
cosh πναt− 1
]
∞∏
n=1
Zn, (69)
where Zn is given in (61). Note that the closed string t-variable and the open string
t-variable are inversely related to each other. So small t in closed string case implies large
t in open string one. So the potential open string tachyonic instability should show up
for large t in the integrand of the above amplitude if it exists at all. Let us examine this
in detail.
For large t, note that n ≥ 1 and Zn ≈ 1 from (61) for either all ν’s being real with
να ∈ (0, 1) and ν0 + ν1 + ν2 < 2 or one of them being imaginary and the rest being real
but less than unity. When all three να are real with να ∈ (0, 1) and 2 < ν0 + ν1 + ν2 < 3,
we have instead, for large t, Z1 ≈ −epi(ν0+ν1+ν2−2)t and Zn ≈ 1 for n ≥ 2 again from (61).
When all three ν’s are real (only valid for p = p′ = 6), we once again assume ν0 ≤ ν1 ≤ ν2
without loss of generality since the amplitude is symmetric under the exchange of any
two of the three ν0, ν1 and ν2. From the discussion in the closed string variable, we know
that when ν0 + ν1 > ν2 for ν0 + ν1 + ν2 < 2, the interaction is repulsive and one expects
no tachyonic instability. Let us check this explicitly here. From (69), the terms in the
square bracket can be expressed as
22 sinh
π(ν0 + ν1 + ν2)t
2
sinh
π(ν0 − ν1 + ν2)t
2
sinh
π(ν0 + ν1 − ν2)t
2
sinh
π(ν0 − ν1 − ν2)t
2
.
(70)
So from this, one sees for large t and ν0+ ν1 > ν2 with ν0+ ν1+ ν2 < 2 that the integrand
in (69) is negative and further it behaves like
∼ − e
− y
2t
2piα′ epi(ν0+ν1+ν2)t
sinh πν0t sinh πν1t sinh πν2t
t→∞−→ −e− y
2t
2piα′ , (71)
which shows no tachyonic shift and therefore no potential tachyonic instability. This is
consistent with our anticipation. However, when ν0 + ν1 < ν2, we do expect to see the
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potential tachyonic instability. Now (70) gives ∼ e2piν2t and the integrand is positive and
behaves like
∼ e
− y
2t
2piα′ e2piν2t
sinh πν0t sinh πν1 sinh πν2t
t→∞−→ e− y
2t
2piα′ epi(ν2−ν0−ν1)t, (72)
where we have a so-called tachyonic shift (ν2− ν0− ν1)/2 > 0 [20,21]. The effective mass
square for the open string is
m2 =
y2
(2πα′)2
− ν2 − ν0 − ν1
2α′
, (73)
which becomes tachyonic if y < π
√
2(ν2 − ν0 − ν1)α′. Let us now move to the case
2 < ν0 + ν1 + ν2 < 3. For this, we must have ν0 + ν1 > ν2. Then (70) gives, for large t,
∼ −epi(ν0+ν1+ν2)t, a negative infinity, and the integrand in (69) is still positive and behaves
as
− e
− y
2t
2piα′ epi(ν0+ν1+ν2)t
sinh πν0t sinh πν1 sinh πν2t
Z1
t→∞−→ e− y
2t
2piα′ epi(ν0+ν1+ν2−2)t, (74)
where we have used Z1 ∼ −epi(ν0+ν1+ν2−2)t and Zn ≈ 1 for n ≥ 2 as given earlier. We have
here the tachyonic shift as (ν0 + ν1 + ν2 − 2)/2 and the effective mass for the open string
is
m2 =
y2
(2πα′)2
− ν0 + ν1 + ν2 − 2
2α′
, (75)
which becomes tachyonic when y < π
√
2(ν0 + ν1 + ν2 − 2)α′. Whenever this happens,
the integrand blows up for t → ∞ and this reflects the onset of tachyonic instability.
Then we will have a phase transition via the so-called tachyon condensation. Once again,
this is consistent with our expectation. So this confirms our earlier assertion that there
is indeed a correlation between the attractive nature of interaction and the existence of a
tachyonic instability.
The tachyonic shift and the appearance of tachyon mode can also be understood from
the spectrum of the open string connecting the two D6 carrying magnetic fluxes which
give rise to the ν0, ν1 and ν2 following [19,20]. Let us use an explicit example for p = p
′ = 6
to demonstrate this. For this purpose, we choose the following magnetic flux for Fˆ
Fˆ =


0
0 −gˆ0
gˆ0 0
0 −gˆ1
gˆ1 0
0 −gˆ2
gˆ2 0


, (76)
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and for Fˆ ′ we just replace each g’s in Fˆ with a prime on it. Following the prescription
given earlier, we have
λα + λ
−1
α = 2
(1− gˆ2α)(1− gˆ′2α ) + 4gˆαgˆ′α
(1 + gˆ2α)(1 + gˆ
′2
α )
, (77)
where α = 0, 1, 2 and which gives, noting λα = e
2piiνα with να ∈ [0, 1),
tan πνα =
|gˆα − gˆ′α|
1 + gˆαgˆ′α
. (78)
We have also now the amplitude (69) with
[
det(η + Fˆ ′) det(η + Fˆ ′)
]1/2
=
2∏
α=0
[
(1 + gˆ2α)(1 + gˆ
′2
α )
]1/2
. (79)
Type I superstring in a single magnetic background, say, the magnetic field being in 56-
directions, has been discussed in [20]. Here we have three magnetic fields, the first in 12-
directions, the second in 34-directions and the third in 56-directions. The generalization
of the discussion given there to the present case in the R-sector is straightforward and
the conclusion remains the same even if we exclude the contribution of y2/(2πα′)2 to
the energy square. In other words, unlike the case in the NS-secor which we will turn
next, there is no possibility for the existence of tachyonic shift in the R-sector. The
GSO-projected R-sector ground states (the eight fermions 8F) have masses no less than
y/(2πα′). In what follows, we focus here only on the generalization to the present NS-
sector. As before, without loss of generality, we assume once again ν0 ≤ ν1 ≤ ν2. The
energy spectrum is now
α′E2NS =
y2
(2π)2α′
+
2∑
α=0
[
(2Nα + 1)
να
2
− ναSα
]
+ LfreeNS , (80)
where
Nα = b
+
α,0bα,0, Sα =
∞∑
n=1
(
a+α,naα,n − b+α,nbα,n
)
+
∞∑
r=1/2
(
d+α,rdα,r − d˜+α,rd˜α,r
)
,
LfreeNS =
2∑
α=0

 ∞∑
n=1
n(a+α,naα,n + b
+
α,nbα,n) +
∞∑
r=1/2
r(d+α,rdα,r + d˜
+
α,rd˜α,r)

− 1
2
+ L⊥freeNS .(81)
In the above, Nα defines the corresponding Landau-level for α = 0, 1, 2, respectively, Sα is
the spin operator and L⊥freeNS is the part contributing to the zero-mode Virasoro generator
from the 0, 7, 8, 9-directions. One can check when ν0 + ν1 < ν2 and ν0 + ν1 + ν2 < 2, the
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possible lowest energy state is from the GSO-projected ground state10 d+2,1/2|0〉NS and for
this we have
α′E2NS =
y2
(2π)2α′
− ν2 − ν0 − ν1
2
,
S2 = 1, S0 = S1 = 0, N0 = N1 = N2 = 0, L
free
NS = 0. (82)
Here the first equation is exactly the same as (73). In other words, when ν2 > ν0 + ν1
and ν0 + ν1 + ν2 < 2 we have a tachyonic shift and this gives a potential tachyonic
instability. Otherwise we don’t. So the conclusion remains the same as before and we
will not repeat it here. It is nice to see the same from a different approach. From either
(73) or (82), we see that the tachyonic shift would be just ν2/2, rather than the smaller
one (ν2 − ν0 − ν1)/2, in the absence of the other two fluxes. In other words, in order to
have the largest tachyonic shift, we need to choose to apply the largest magnetic one but
no more. This largest tachyonic shift is also responsible for the largest open string pair
production enhancement discussed in [21, 31]. We will also address this later when we
discuss the open string pair production in the presence of electric fluxes.
Similarly, when 2 < ν0 + ν1 + ν2 < 3 and ν0 + ν1 > ν2, the lowest energy state is the
GSO-projected one d+0,1/2d
+
1,1/2d
+
2,1/2|0〉NS which gives S0 = S1 = S2 = 1 and LfreeNS = 1 and
for this we have
α′E2NS =
y2
(2π)2α′
− ν0 + ν1 + ν2 − 2
2
,
S0 = S1 = S2 = 1, N0 = N1 = N2 = 0, L
free
NS = 0. (83)
The lowest energy is nothing but the effective mass given in (75) with the same tachyonic
shift (ν0 + ν1 + ν2 − 2)/2. So the tachyonic instability can be discussed exactly the same
and will not be repeated here.
We now move to the case when one of three ν’s is imaginary, say, ν0 = iν¯0, and both
ν1 and ν2 are real. So this applies to both p = p
′ = 5 and p = p′ = 6. Now the open
string annulus amplitude (69) becomes
Γp,p =
22 Vp+1
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
(8π2α′)
p+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
sinh πν¯0 sin πν1 sin πν2
sin πν¯0t sinh πν1t sinh πν2t
×
[
(cosh πν1t− cosh πν2t)2 + 4 sin2 πν¯0t
2
(
cosh πν1t cosh πν2t− cos2 πν¯0t
2
)]
×
∞∏
n=1
Zn, (84)
10 Both the state d+0,1/2|0〉NS and d+1,1/2|0〉NS have their respective energy higher than that of d+2,1/2|0〉NS.
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where Zn, from (61), becomes
Zn =
Z˜n
(1− |z|2n)2 [1− 2|z|2n cos 2πν¯0t + |z|4n]
∏2
α=1 [1− 2|z|2n cosh 2πναt + |z|4n]
, (85)
with Z˜n, from (63), as
Z˜n =
∣∣[1− 2|z|2ne−ipiν¯0t cosh π(ν1 + ν2)t+ e−2ipiν¯0t|z|4n]∣∣2
× ∣∣[1− 2|z|2ne−ipiν¯0t cosh π(ν1 − ν2)t+ e−2ipiν¯0t|z|4n]∣∣2 > 0. (86)
Note that in the denominator of Zn, the factor 1−2|z|2n cosπν¯0t+ |z|4n > (1−|z|2n)2 > 0
and for α = 1, 2, 1 − 2|z|2n cosh πναt + |z|4n = (1 − |z|2ne2piναt)(1 − |z|2ne−2piναt) > 0 due
to n ≥ 1 and να ∈ [0, 1). So we have Zn > 0. Note also that every other factor in the
integrand, except for the sin πν¯0t in the denominator, is also positive. The interesting
physics shows up precisely due to this factor sin πν¯0t. It gives an infinite number of
simple poles of the integrand at tk = k/ν¯0 with k = 1, 2, · · · along the positive t-axis.
This implies that the interaction amplitude has an imaginary part, indicating the decay
of the underlying system via the so-called open string pair production. By saying this, we
first need to note that the integral has no singularity when we take t→ 0. Secondly, we
need to have y > π
√
2|ν1 − ν2|α′ to avoid a potential tachyonic instability and to validate
our amplitude computations since otherwise the integrand blows up for large t as
∼ e− y
2t
2piα′ epi|ν1−ν2|t = e
−2pit
[
y2
(2pi)2α′
−
|ν1−ν2|
2
]
, (87)
and as such a phase transition, called tachyon condensation, occurs. The decay rate of
the underlying system per unit volume of Dp brane via the open string pair production
can be computed, following [28], as the sum of the residues of the simple poles of the
integrand in (84) times π and is given as
Wp,p = −2 ImΓ
Vp+1
=
23
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
sinh πν¯0 sin πν1 sin πν2
ν¯0(8π2α′)
p+1
2
∞∑
k=1
(−)k+1
( ν¯0
k
)p−3
2
e
− ky
2
2piν¯0α
′
×
(
cosh kpiν1
ν¯0
− (−)k cosh kpiν2
ν¯0
)2
sinh kpiν1
ν¯0
sinh kpiν2
ν¯0
Zk(ν¯0, ν1, ν2), (88)
where
Zk =
∞∏
n=1
[1− 2(−)k|zk|2n cosh kpi(ν1+ν2)ν¯0 + |zk|4n]2[1− 2(−)k|zk|2n cosh
kpi(ν1−ν2)
ν¯0
+ |zk|4n]2
(1− |zk|2n)4[1− 2|zk|2n cosh 2kpiν1ν¯0 + |zk|4n][1− 2|zk|2n cosh 2kpiν2ν¯0 + |zk|4n]
,
(89)
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with |zk| = e−kpi/ν¯0. Note that when ν¯0 →∞, we have Zk →∞ for k = odd while Zk → 1
for k = even due to |zk| → 1. For the rate, the odd-k terms, each is blowing up and
positive, are dominant over the almost vanishing negative even-terms, and so the rate
blows up. This gives another singularity. As we will see, this is due to the electric field
reaching its critical value. The open strings break under the action of the critical field
and their production cascades.
According to [54], the rate (88) should be more properly interpreted as the decay one
of the underlying system rather than the pair production one. The pair production rate
is just the leading k = 1 term in the above rate as
W(1)p,p =
23
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
sinh πν¯0 sin πν1 sin πν2
ν¯0(8π2α′)
p+1
2
ν¯
p−3
2
0 e
− y
2
2piν¯0α
′
×
(
cosh piν1
ν¯0
+ cosh piν2
ν¯0
)2
sinh piν1
ν¯0
sinh piν2
ν¯0
Z1(ν¯0, ν1, ν2). (90)
So the pair production simply cascades when ν¯0 → ∞. Since W(1) is symmetric to
ν1 and ν2, without loss of generality and for convenience, we assume ν1 ≥ ν2 for the
following discussion. Given ν1 ≥ ν2 ∈ [0, 1), one can check that Z1, from (89), increases
as ν¯0 increases. When ν¯0 ≫ ν1, the factor
(
cosh piν1
ν¯0
+ cosh piν2
ν¯0
)2
/ sinh piν1
ν¯0
sinh piν2
ν¯0
∼
4ν¯20/(π
2ν1ν2) increases also when we increase ν¯0. Since p ≥ 5, all other factors have an
overall increase when we increase ν¯0. This holds true at least for the most interesting
cases with a large enhancement of the rate and is also expected since ν¯0 is related to the
applied electric fluxes and increases when any of them increases, which will be explicitly
demonstrated in an example given later. When ν¯0 ∼ ν1 ≥ ν2, this same factor will not
play important role for the rate. The rate is now controlled by the other factors and still
increases with the ν¯0. If ν¯0 ≪ ν2 ≤ ν1, this implies ν¯0 ≪ 1. So Z1(ν¯0, ν1, ν2) ≈ 1. The
pair production rate is
W(1)p,p ≈
8π
[
det(η + Fˆ ′) det(η + Fˆ )
] 1
2
sin πν1 sin πν2
(8π2α′)
p+1
2
ν¯
p−3
2
0 e
− y
2
2piν¯0α
′ e
pi(ν1−ν2)
ν¯0 , (91)
where the factor epi(ν1−ν2)/ν¯0 ≫ 1, a large enhancement of the rate in the presence of
magnetic fluxes. If y > π
√
2(ν1 − ν2)α′ (for avoiding the tachyonic instability), the
rate still increases when we increase ν¯0. For the purpose of illustration, we consider the
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p = p′ = 5 case and take the following simple flux for Fˆ as
Fˆ =


0 −fˆ
fˆ 0
0 −gˆ1
gˆ1 0
0 −gˆ2
g2 0


, (92)
where fˆ stands for the electric flux along 01-directions while gˆ1, gˆ2 are the magnetic ones
along 23- and 45-directions, respectively. Similarly for Fˆ ′ but denoting every quantity
with a prime. We can then determine the eigenvalues as
λ0 + λ
−1
0 = 2
(1 + fˆ 2)(1 + fˆ ′2)− 4fˆ fˆ ′
(1− fˆ 2)(1− fˆ ′2) , λa + λ
−1
a = 2
(1− gˆ2a)(1− gˆ′2a ) + 4gˆagˆ′a
(1 + gˆ2a)(1 + gˆ
′2
a )
, (93)
where a = 1, 2. By setting λα = e
2ipiνα with α = (0, a), we have
tanhπν¯0 =
|fˆ − fˆ ′|
1− fˆ fˆ ′ , tan πνa =
|gˆa − gˆ′a|
1 + gˆagˆ′a
, (94)
where we have set ν0 = iν¯0. Note that |fˆ |, |fˆ ′| < 1 while |gˆa|, |gˆ′a| < ∞. As explained
earlier, we always have ν¯0 ∈ (0,∞) and νa ∈ [0, 1) for the amplitude and the rate. It
is clear that ν¯0 increases when we increase fˆ or fˆ
′ as mentioned earlier. Now the factor
det(η + Fˆ ′) det(η + Fˆ ) = (1 − fˆ 2)(1 − fˆ ′2)∏2a=1(1 + gˆ2a)(1 + gˆ′2a ). The open string pair
production rate can now be expressed as
W(1)p,p =
23 |fˆ − fˆ ′||gˆ1 − gˆ′1||gˆ2 − gˆ′2|
ν¯0(8π2α′)
p+1
2
ν¯
p−3
2
0 e
− y
2
2piν¯0α
′
(
cosh piν1
ν¯0
+ cosh piν2
ν¯0
)2
sinh piν1
ν¯0
sinh piν2
ν¯0
Z1(ν¯0, ν1, ν2),
(95)
where ν¯0 and νa with a = 1, 2 are given in (94). This rate also applies to the p = p
′ = 6
case. The earlier general discussion on how the pair production rate depends on the
applied electric fluxes or ν¯0 for fixed νa with a = 1, 2 continues to hold and we will not
repeat it here. We focus now on how the rate depends on the applied magnetic fluxes
or νa for fixed non-vanishing ν¯0. The rate for vanishing magnetic fluxes can be obtained
from (95) as
W(1)p,p (gˆa = gˆ′a = 0) =
25 |fˆ − fˆ ′|
(8π2α′)
p+1
2
ν¯
p−1
2
0 e
− y
2
2piν¯0α
′Z1(ν¯0, νa = 0). (96)
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We have then
W(1)p,p (gˆa, gˆ′a 6= 0)
W(1)p,p (gˆa = gˆ′a = 0)
=
|gˆ1 − gˆ′1||gˆ2 − gˆ′2|
4ν¯20
(
cosh piν1
ν¯0
+ cosh piν2
ν¯0
)2
sinh piν1
ν¯0
sinh piν2
ν¯0
Z1(ν¯0, νa 6= 0)
Z1(ν¯0, νa = 0)
. (97)
For non-vanishing νa ∈ (0, 1) and |gˆa − gˆ′a| ∼ O(1), if ν¯0 is not too small, the presence of
magnetic fluxes will not give a significant enhancement of the rate as can be seen from
the above. However, if instead νa/ν¯0 ≫ 1 and |gˆa − gˆ′a| ≥ 1 or νa/ν¯0 ≪ 1 but all gˆa, gˆ′a
are large, with a = 1, 2, the rate has a significant enhancement. Let us consider the
later case for which all gˆa and gˆ
′
a are large. Now νa are small. So from (94), we have
gˆagˆ
′
aπνa = |gˆa − gˆ′a|. The ratio of (97) becomes
W(1)p,p (gˆa, gˆ′a 6= 0)
W(1)p,p (gˆa = gˆ′a = 0)
≈ gˆ1gˆ′1gˆ2gˆ′2 ≫ 1, (98)
much enhanced. In the above, we have used Z1(ν¯0, νa ≪ 1) ≈ Z1(ν¯0, νa = 0).
Unless we consider relevant physics in string scale, the fluxes fˆ , fˆ ′, gˆa and gˆ
′
a are in
general small in terms of string scale. In other words, |fˆ | ≪ 1, |fˆ ′| ≪ 1, |gˆa| ≪ 1 and
|gˆ′a| ≪ 1. We then have πν¯0 = |fˆ − fˆ ′| ≪ 1, πνa = |gˆa − gˆ′a| ≪ 1. The rate (95) becomes
W(1)p,p =
8 π3ν1ν2
(8π2α′)
p+1
2
ν¯
p−3
2
0 e
− y
2
2piν¯0α
′
(
cosh piν1
ν¯0
+ cosh piν2
ν¯0
)2
sinh piν1
ν¯0
sinh piν2
ν¯0
, (99)
where Z1(ν¯0, ν1, ν2) ≈ 1. In the weak field limit, we showed in [31] that adding magnetic
fluxes gˆ2 and gˆ
′
2, assuming ν2 ≤ ν1, in general diminishes rather than enhances the rate.
This can also be understood via the tachyonic shift discussed earlier. So for the purpose
of enhancing the rate via adding magnetic fluxes, we merely need to add only the possible
largest fluxes gˆ1 and gˆ
′
1. In other words, for given ν¯0 ≪ 1 and the largest possible ν1, the
corresponding largest possible rate is
W(1)p,p =
8 π2ν¯0ν1
(8π2α′)
p+1
2
ν¯
p−3
2
0 e
− y
2
2piν¯0α
′
(
cosh piν1
ν¯0
+ 1
)2
sinh piν1
ν¯0
. (100)
This rate formula is actually valid for p ≥ 3 [26]. For given ν¯0 ≪ 1 and ν1 ≪ 1, it is clear
that the smallest p = 3 case gives the largest rate [21, 31]. The enhancement due to the
added magnetic fluxes is
W(1)p,p(ν¯0, ν1 6= 0)
W(1)p,p(ν¯0, ν1 = 0)
=
πν1
ν¯0
[
1 + cosh piν1
ν¯0
]2
4 sinh piν1
ν¯0
, (101)
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which is always greater than unity for πν1/ν¯0 > 0. One can check this numerically. In
particular, when ν1/ν¯0 ≫ 1, this ratio becomes
W(1)p,p (ν¯0, ν1 6= 0)
W(1)p,p (ν¯0, ν1 = 0)
=
πν1
8ν¯0
e
piν1
ν¯0 ≫ 1. (102)
3.2 The p = p′ < 5 cases
Given the discussion for p = p′ = 5, 6 cases in the previous subsection, the relevant
discussion for p = p′ < 5 is straightforward. We will spell out this in detail in this
subsection. To be concrete, let us explain the rationale behind the integral representation
structure of the cylinder amplitude (54) for p = p′ < 5.
In using the closed string boundary state representation of D-brane to compute the
cylinder interaction amplitude between two parallel placed D-branes of the same or dif-
ferent dimensionality at a separation, we note that the worldvolume dimensionality of
the respective D-brane is encoded in its M-matrix (7), the bosonic zero-mode (8) in the
bosonic sector and the fermionic zero-mode (9) in the R-R sector in the matter part. The
rest are independent of this dimensionality. Let us first examine carefully the M-matrix
(7) which we rewrite here for convenience,
M = ([(η − Fˆ )(η + Fˆ )−1]αβ,−δij), (103)
where α, β are along the brane directions while i, j are along the directions transverse to
the brane. For example, let us first consider the D6 brane. In other words, α, β = 0, 1, · · ·6
and i, j = 7, 8, 9. For any other Dp with even p < 6, we denote their α′, β ′ = 0, 1, · · ·p
along its brane directions and i′, j′ = p+1, · · ·9−p as directions transverse to this brane.
Its corresponding Mp-matrix with a general worldvolume flux (Fˆp)α′β′ can be taken as a
special case of the D6 brane, namely M6, in the following sense. For the Dp with even
p < 6, we have
Mp = ([(ηp − Fˆp)(ηp + Fˆp)−1]α′β′,−δi′j′). (104)
We now extend α′, β ′ = 0, 1, · · · , p to α, β = 0, 1, · · ·6 and Fˆp to Fˆ6 taking the following
special form,
(Fˆ6)αβ =


(Fˆp)α′β′
0 gˆ1
−gˆ1 0
. . .
0 gˆ 6−p
2
−gˆ 6−p
2
0


7×7
. (105)
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With this special choice, the M6 turns out to give just Mp when we take the special
magnetic fluxes gˆk → ∞ with k = 1, · · · , (6 − p)/2. Let us see this in detail. With the
special flux (105), we have
(M6)αβ =


(Mp)α′β′
1−gˆ21
1+gˆ21
2 gˆ1
1+gˆ21
2 gˆ1
1+gˆ21
1−gˆ21
1+gˆ21
. . .
1−gˆ26−p
2
1+gˆ26−p
2
2 gˆ 6−p
2
1+gˆ26−p
2
2 gˆ 6−p
2
1+gˆ26−p
2
1−gˆ26−p
2
1+gˆ26−p
2


, (106)
which becomes (M6)αβ = ((Mp)α′β′,−δk′l′) with k′, l′ = p+ 1, · · ·6 when we take gk →∞
with k = 1, · · · (6 − p)/2. So we have M6 = ((Mp)α′β′ ,−δi′j′) = Mp for the above special
choice of the flux Fˆ6 (105) when we take gˆk → ∞ with k = 1, · · · (6 − p)/2. In other
words, Mp is just a special case of M6 when the worldvolume flux of D6 takes a special
choice as indicated above. This same discussion applies to the odd p < 5 from p = 5.
This same applies to the R-R zero-mode contribution (50) to the amplitude. We dis-
cuss this in great detail in Appendix B and refer there for detail. These two considerations
explain the following part of the integrand in the amplitude (54),
θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)θ1(ν2|it)η3(it)
2∏
α=0
sin πνα, (107)
which is valid in general for p = p′ = 5 or 6 but will reduce to the corresponding expected
one for p = p′ < 5 once the respective special flux such as (105) is chosen and the
corresponding limit is taken. However, the story for the bosonic zero-mode (8) is different.
Except for the overall factor [det(ηp+ Fˆp)]
1/2, the other part of the zero mode has nothing
to do with the applied worldvolume flux and therefore this same trick as used for the
M-matrix and the RR zero-mode does not apply here. This zero-mode contribution to
the amplitude gives essentially the other part of the integrand as√
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp) VNN
(
2π2α′t
)−DD
2 e−
y2
2piα′t , (108)
where VNN = Vp′+1 denotes the volume of the Dp
′ worldvolume following the conventions
given in footnote (1) and DD denotes the DD-directions. Here DD = 9 − p with our
conventions. It is obvious that the t−(9−p)/2-factor in the amplitude (54) for p = p′ < 5
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cannot be obtained from p = p′ = 5 or 6 even we choose the respective special fluxes and
take the corresponding limits.
We therefore give an explanation to the cylinder amplitude (54) for the case of p =
p′ < 5. Given the extended flux (105) for Fˆ6 (or Fˆ5) and similarly for Fˆ
′
6 (or Fˆ
′
5) but with
now gˆ′k with a prime, we have now at least
tanπν2 =


∣∣∣∣gˆ 6−p
2
−gˆ′6−p
2
∣∣∣∣
1+gˆ 6−p
2
gˆ′6−p
2
for even p < 6,
∣∣∣∣gˆ 5−p
2
−gˆ′5−p
2
∣∣∣∣
1+gˆ 5−p
2
gˆ′5−p
2
for odd p < 5,
(109)
which gives ν2 → 0 when we take the limits gˆ(6−p)/2 →∞ and gˆ′(6−p)/2 →∞ (or gˆ(5−p)/2 →
∞ and gˆ′(5−p)/2 → ∞). So with a vanishing ν2 = 0, we have θ1(ν2|it) → 2 η3(it) sin πν2
and the closed string tree-level cylinder amplitude (54) now becomes
Γp,p =
22 Vp+1
[
det(ηp + Fˆ
′
p) det(ηp + Fˆp)
] 1
2
(8π2α′)
p+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
η6(it)
θ21
(
ν0+ν1
2
∣∣ it) θ21 ( ν0−ν12 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)
×
1∏
α=0
sin πνα
=
22 Vp+1
[
det(ηp + Fˆ
′
p) det(ηp + Fˆp)
] 1
2
(cosπν0 − cosπν1)2
(8π2α′)
p+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Cn,
(110)
where Cn from (55) becomes
Cn =
C˜n
(1− |z|2n)4∏1α=0 [1− 2|z|2n cos 2πνα + |z|4n] , (111)
with C˜n from (56) or (57) as
C˜n =
[
1− 2|z|2n cos π(ν0 + ν1) + |z|4n
]2 [
1− 2|z|2n cosπ(ν0 − ν1) + |z|4n
]2
(112)
or
=
[
1− 2|z|2neipiν0 cosπν1 + e2piiν0 |z|4n
]2 [
1− 2|z|2ne−ipiν0 cosπν1 + e−2piiν0 |z|4n
]2
.
(113)
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The corresponding open string one-loop annulus amplitude, from (59), is now
Γp,p = −
22 Vp+1
[
det(ηp + Fˆ
′
p) det(ηp + Fˆp)
] 1
2 ∏1
α=0 sin πνα
(8π2α′)
p+1
2
∫ ∞
0
dt
t
p−1
2
e−
y2t
2piα′
η6(it)
×θ
2
1
(
ν0+ν1
2
it
∣∣ it) θ21 ( ν0−ν12 it∣∣ it)
θ1(ν0it|it)θ1(ν1it|it)
=
22 Vp+1
[
det(ηp + Fˆ
′
p) det(ηp + Fˆp)
] 1
2 ∏1
α=0 sin πνα
(8π2α′)
p+1
2
∫ ∞
0
dt
t
p−1
2
e−
y2t
2piα′
×(cosh πν0t− cosh πν1t)
2
sinh πν0t sinh πν1t
∞∏
n=1
Zn, (114)
where Zn, from (61), becomes
Zn =
Z˜n
(1− |z|2n)4∏1α=0 [1− 2|z|2n cosh 2πναt + |z|4n] , (115)
with Z˜n, from (62) or (63), as
Z˜n =
[
1− 2|z|2n cosh π(ν0 + ν1)t+ |z|4n
]2 [
1− 2|z|2n cosh π(ν0 − ν1)t + |z|4n
]2
(116)
or
=
[
1− 2|z|2ne−piν0t cosh πν1t + e−2piν0t|z|4n
]2 [
1− 2|z|2nepiν0t cosh πν1t+ e2piν0t|z|4n
]2
.
(117)
As before, the large y interaction can be obtained from (110) with the large t-integration
as
Γp,p
Vp+1
≈
(cosπν0 − cosπν1)2
√
det(ηp + Fˆ ′p) det(ηp + Fˆp)
2p−1π
p+1
2 (2πα′)p−3y7−p
Γ
(
7− p
2
)
,
which is always non-negative, therefore implying an attractive interaction in general. This
is consistent with what has been discussed for the p = p′ = 5 or 6 case given in the previous
subsection. In other words, whenever p = p′ < 6, the long-range interaction is always
non-repulsive. The possible long-range repulsive interaction for p = p′ can occur only for
p = p′ = 6 with all three ν0, ν1, ν2 real and non-vanishing. As discussed in the previous
subsection, it actually happens when the possible largest of the three να’s is smaller than
the sum of the remaining two when ν0 + ν1 + ν2 < 2. When ν0 is imaginary, given as
ν0 = iν¯0 with ν¯0 ∈ (0,∞), once again the integrand of the open string one-loop amplitude
(114) has an infinite number of simples poles at tk = k/ν¯0 with k = 1, 2, · · · along the
positive t-axis, indicating the decay of the underlying system via the open string pair
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production. The decay rate and the corresponding open string pair production rate can
be computed as before, respectively, as
Wp,p =
23
[
det(ηp + Fˆ
′
p) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1
ν¯0(8π2α′)
p+1
2
∞∑
k=1
(−)k+1
( ν¯0
k
)p−1
2
e
− ky
2
2piν¯0α
′
×
(
cosh kpiν1
ν¯0
− (−)k
)2
sinh kpiν1
ν¯0
Zk(ν¯0, ν1), (118)
where
Zk(ν¯0, ν1) =
∞∏
n=1
[
1− 2(−)k|zk|2n cosh kpiν1ν¯0 + |zk|4n
]4
(1− |zk|2n)6
[
1− 2|zk|2n cosh 2kpiν1ν¯0 + |zk|4n
] , (119)
with |zk| = e−kpi/ν¯0, and
W(1)p,p =
23
[
det(ηp + Fˆ
′
p) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1
ν¯0(8π2α′)
p+1
2
ν¯
p−1
2
0 e
− y
2
2piν¯0α
′
×
(
cosh piν1
ν¯0
+ 1
)2
sinh piν1
ν¯0
Z1(ν¯0, ν1). (120)
The above two rates can be obtained from (88) and (90), respectively, by taking the limit
ν2 → 0. We now discuss the cases for p = p′ < 5 one by one in what follows.
The p = p′ = 3 or 4 case: The p = p′ = 3 can be obtained from the p = p′ = 5
while p = p′ = 4 can be obtained from the p = p′ = 6 in the sense described in the
present subsection given above. In either case, the worldvolume flux can be extended the
following way,
Fˆαβ =

 Fˆα
′β′
0 gˆ2
−gˆ2 0

 , Fˆ ′αβ =

 Fˆ
′
α′β′
0 gˆ′2
−gˆ′2 0

 . (121)
We then have here
tan πν2 =
|gˆ2 − gˆ′2|
1 + gˆ2gˆ
′
2
, (122)
which gives ν2 → 0 when we take gˆ2 → ∞ and gˆ′2 → ∞. The general closed string
tree-level cylinder amplitude is just given by (110) while the corresponding open string
one-loop annulus one is given by (114). The respective physics of these amplitudes such
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as the nature of the interaction, the relevant instabilities and the potential open string
pair production and its enhancement can be similarly discussed in general following what
we have done for the respective p = p′ = 5 and p = p′ = 6 cases. So we will not repeat
the same discussion here. For example, one typical interesting case is the p = p′ = 3 one
for the following choice of fluxes,
Fˆα′β′ =


0 fˆ
−fˆ 0
0 gˆ1
−gˆ1 0


4×4
, Fˆ ′α′β′ =


0 fˆ ′
−fˆ ′ 0
0 gˆ′1
−gˆ′1 0


4×4
. (123)
With the above fluxes, we have
tanh πν¯0 =
|fˆ − fˆ ′|
1− fˆ fˆ ′ , tan πν1 =
|gˆ1 − gˆ′1|
1 + gˆ1gˆ
′
1
. (124)
The closed string cylinder amplitude, the open string annulus amplitude, the decay rate
and open string pair production rate of this system can be directly read from (110),
(114), (118) and (120), respectively, for the present case. Their explicit expressions will
not be written down here. Their analysis, in particular the open string pair production
and its enhancement along with their potential applications, has been discussed in great
detail in [21, 30, 31]. Again we will not repeat it here and refer there for detail. For the
p = p′ = 3 case, the discussion with the most general worldvolume fluxes is given explic-
itly in a forthcoming paper by one of the present authors [55] and the basic conclusion
remains the same. For example, the interaction amplitude can be given in terms of six
Lorentz invariants constructed from the fluxes.
The p = p′ = 1 or 2 case: The p = p′ = 1 can be obtained from the p = p′ = 5 while
p = p′ = 2 can be obtained from the p = p′ = 6 again in the sense described in the
present subsection given earlier. In either case, the worldvolume flux can be extended the
following way as
Fˆαβ =


Fˆα′β′
0 gˆ1
−gˆ1 0
0 gˆ2
−gˆ2 0


, Fˆ ′αβ =


Fˆ ′α′β′
0 gˆ′1
−gˆ′1 0
0 gˆ′2
−gˆ′2 0


. (125)
We then have
tan πν1 =
|gˆ1 − gˆ′1|
1 + gˆ1gˆ′1
, tan πν2 =
|gˆ2 − gˆ′2|
1 + gˆ2gˆ′2
, (126)
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where both ν1 → 0 and ν2 → 0 when we take gˆk → ∞, gˆ′k → ∞ with k = 1, 2. The
closed string cylinder amplitude can be obtained from (110) along with (111) and (112)
or (113) by taking ν1 → 0 limit. The open string one-loop annulus amplitude can be
obtained from (114) along with (115) and (116) or (117) also by taking ν1 → 0 limit.
Since either of these is straightforward, we will not rewrite the corresponding amplitude
here. The nature of interaction, the potential instabilities as well as the open string pair
production can also be similarly discussed and will not be present here. However, we
would like to stress for the present case that we don’t have the same enhancement of
the open string pair production as discussed in the p = p′ = 5 or 6 as well as in the
previous work [6, 21, 26, 30], which requires p = p′ ≥ 3 so that the needed magnetic flux
can be added. There can be some mild enhancement of open string pair production for
the system of p = p′ = 2 case, which also occurs for 2 ≤ p = p′ ≤ 6, as discussed in [26]
by one of the present authors, when the added fluxes satisfy certain conditions. We refer
this to [26] for detail.
The p = p′ = 0 case: This is a trivial one and can be obtained from the p = p′ = 6,
similarly as above, by setting ν0 → 0 and ν1 → 0 in the amplitude (110) or (114). As
expected, we simply have here Γ0,0 = 0. For this system, there are no fluxes which can
be added to the worldvolume and therefore this system remains still as a 1/2 BPS one.
The Γ0,0 = 0 is just the usual “no-force” condition.
In summary, in this section, we compute the closed string cylinder as well as the
corresponding open string one-loop annulus amplitude for the system of two Dp branes,
placed parallel at separation, with 0 ≤ p = p′ ≤ 6, carrying the most general respective
constant worldvolume fluxes. We observe that the θ1-function factor (107) in the integrand
of the closed string cylinder amplitude for p = p′ = 6 or 5 works also for the corresponding
factor for p = p′ < 5 cases so long the respective limits ν2 → 0 or ν2 → 0, ν1 → 0 or
ν2, ν1, ν0 → 0 are taken. This gives us an opportunity to express the respective closed
string cylinder or the open string annulus amplitude as a universal form as given either
in (54) or in (59) for each of the 0 ≤ p = p′ ≤ 6 cases so long the aforementioned
limits are taken. We provide a physical explanation to this universal feature based on
the properties of the matrix M (7) and the various zero-modes in the matter sector of
the closed string boundary state representation of Dp-brane. This nice feature, as we
will see, provides us a trick to compute the closed string cylinder amplitude (as well as
the open string annulus amplitude) for the system of Dp and Dp′ with p− p′ = 2, 4, 6 in
the following section from the one computed in this section for the system with p = p′.
This will greatly simplify the computations for p 6= p′ cases given in the following section.
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Using the computed amplitudes in this section, we give also a general discussion on the
properties of the amplitudes such as the nature of the interaction, the onset of potential
tachyonic instability which is associated with the added worldvolume magnetic fluxes and
the open string pair production when an electric flux is added. In particular, we find that
the interaction can be repulsive only for p = p′ = 6 and when the added fluxes are all
magnetic with the possible largest one of three να’s smaller than the sum of the remaining
two when ν0 + ν1 + ν2 < 2. Otherwise, it is attractive or vanishes. The later case occurs
either for the largest one equaling the sum of the remaining two or ν0 + ν1 + ν2 = 2.
Whenever this happens, it implies that the underlying system is supersymmetric. We
also find that the nature of the interaction is correlated with the existence of a potential
tachyonic instability. When the interaction is repulsive, there is no tachyonic instability.
While the interaction is attractive, there is one. We give also a detail discussion on the
open string pair production enhancement following the line given in [6, 21, 26, 30].
4 Amplitude and its properties: the p 6= p′ case
In this section, we move to compute the closed string tree-level cylinder amplitude between
one Dp and the other Dp′, placed parallel at a separation transverse to the Dp, with
p−p′ = κ = 2, 4, 6 and p ≤ 6 and with each brane carrying a general constant worldvolume
flux. Here without loss of generality, we assume p > p′. The discussion given in the
previous section for computing the cylinder amplitude for p = p′ case makes it easier
to carry out the computations in the present section. Once the cylinder amplitude is
obtained, we can again use a Jacobi transformation to obtain the corresponding open
string one-loop annulus amplitude.
The trick used in the subsection 3.2 helps us here in obtaining the amplitude for p 6= p′
from that of p = p′ if we extend the general flux Fˆ ′p′ on the Dp
′ to the Fˆ ′p on a Dp in a
similar fashion as we did in extending a Dp brane flux for p < 5 to the one on D5 or D6
there. In other words, we first have the following extension of the flux Fˆ ′p′ on the Dp
′ as,
Fˆ ′αβ =


(Fˆ ′p′)α′β′
0 gˆ′1
−gˆ′1 0
. . .
0 gˆ′κ
2
−gˆ′κ
2
0


(p+1)×(p+1)
, (127)
where α, β = 0, 1, · · · , p and α′, β ′ = 0, 1, · · ·p′. Here κ = 2, 4, 6. As before, at the end
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of computations, we need to send gˆ′k → ∞ with k = 1, · · · , κ/2. As discussed in the
subsection 3.2, this extension will not change anything about the corresponding matrix
M ′p′ given in (7) for the present case and the RR zero-mode contribution in the matter part
to the amplitude so long the above limit is taken at the end of computations. Moreover,
unlike the extension given there, we have here a bonus for the extension of the bosonic
zero-mode contribution to the amplitude so long things are taken care of properly. Let us
explain this in detail. If one computes the bosonic zero-mode contribution in the matter
part to the amplitude for the present case, as already given in (108), it is√
det(ηp′ + Fˆ ′p′) det(ηp + Fˆp) VNN
(
2π2α′t
)−DD
2 e−
y2
2piα′t . (128)
In the present context, we have VNN = Vp′+1 and DD = 9−p. If we use the trick mentioned
above, we have then the following√
det(ηp + Fˆ ′p) det(ηp + Fˆp)Vp+1
(
2π2α′t
)− 9−p
2 e−
y2
2piα′t . (129)
Comparing the two, the nice thing here is that the t-dependent part is the same and their
difference occurs only in the t-independent part. From (127), we have det(ηp + Fˆ
′
p) =
(1+ gˆ′21 ) · · · (1+ gˆ′2κ/2) det(ηp′ + Fˆ ′p′) = gˆ′21 · · · gˆ′2κ/2 det(ηp′ + Fˆ ′p′) when we take gˆ′k →∞ with
k = 1, · · ·κ/2. So we have√
det(ηp + Fˆ ′p) det(ηp + Fˆp) = gˆ
′
1 · · · gˆ′κ/2
√
det(ηp′ + Fˆ ′p′) det(ηp + Fˆp). (130)
Note also that Vp+1 = Vp′+1Vκ. For a Dp brane with the flux (127), following the discussion
of (68), we have the following coupling among others,
Tp
∫
(Cp′+1 ∧ Fˆ ′ ∧ Fˆ ′ · · · ∧ Fˆ ′)p+1, (131)
where the number of Fˆ ′’s is (p−p′)/2 and the Cp′+1 is the (p′+1)-form RR potential which
can couple with Dp′ brane. It is clear that when we take all gˆ′k →∞ with k = 1, · · · , κ/2,
the only dominant coupling is the following one
TpVκgˆ
′
1 · · · gˆ′κ/2
∫
Cp′+1, (132)
where we have now p − p′ = κ and the coefficient in front of the coupling denotes the
quantized charge N of Dp′ brane in terms of its tension. In other words, we have
NTp′ = TpVκgˆ
′
1 · · · gˆ′κ/2, (133)
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which gives
Vκ =
N
gˆ′1 · · · gˆ′κ/2
Tp′
Tp
. (134)
With the above considerations, now (129) becomes√
det(ηp + Fˆ ′p) det(ηp + Fˆp)Vp+1
(
2π2α′t
)− 9−p
2 e−
y2
2piα′t
= gˆ′1 · · · gˆ′κ/2
√
det(ηp′ + Fˆ ′p′) det(ηp + Fˆp)Vp′+1
N
gˆ′1 · · · gˆ′κ/2
Tp′
Tp
(
2π2α′t
)− 9−p
2 e−
y2
2piα′t
= N
cp′
cp
√
det(ηp′ + Fˆ ′p′) det(ηp + Fˆp)Vp′+1
(
2π2α′t
)− 9−p
2 e−
y2
2piα′t , (135)
where we have used the relation Tp′/Tp = cp′/cp with the normalization cp =
√
π(2π
√
α′)3−p
for the boundary state given right after (3). This factor cp′/cp is the one just needed to
convert the factor c2p, which is used to compute the cylinder amplitude when p = p
′ (for
example, see (14)), to c2p × cp′/cp = cpcp′, the correct one for the present amplitude. The
large integer N here implies what has been computed using the trick described is actu-
ally between one single Dp and N Dp′ branes (not a single Dp′). To obtain the wanted
amplitude with a single Dp′, we need to divide so obtained amplitude by N . Given what
has been discussed, the closed string tree-level cylinder amplitude for p− p′ = κ 6= 0 can
be obtained from (54) as
Γp,p′ =
Γp,p
N
=
23 Vp+1
[
det(ηp + Fˆ
′
p) det(ηp + Fˆp)
] 1
2 ∏2
α=0 sin πνα
N(8π2α′)
p+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
η3(it)
× θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)θ1(ν2|it)
=
cp′
cp
23 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2 ∏2
α=0 sin πνα
(8π2α′)
p+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
η3(it)
× θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)θ1(ν2|it)
=
23 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2 ∏2
α=0 sin πνα
2
κ
2 (8π2α′)
p′+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
η3(it)
× θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)θ1(ν2|it)
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=
22 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
]1
2 [∑2
α=0 cos
2 πνα − 2
∏2
α=0 cosπνα − 1
]
2
κ
2 (8π2α′)
p′+1
2
×
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Cn, (136)
where in the first equality the Γp,p is the cylinder amplitude (54) for the extended flux Fˆ
′
p
given in (127), in the second equality we have used Vp+1 = Vp′+1Vκ and (135), in the third
equality we have used the explicit expression for cp =
√
π(2π
√
α′)3−p, and Cn continues to
be given by (55) and the extension trick discussed in section 3 for να’s still applies here.
It is clear that the basic structure of the above cylinder amplitude is the same as that
for the p = p′ case discussed in the previous section. So we expect the same properties of
the amplitude as discussed there such as the nature of the interaction and the potential
instabilities. So we will not repeat this discussion here. Moreover, we also expect some
special features to arise here which will be discussed later in this section.
Once we have the closed string tree-level cylinder amplitude (136), the corresponding
open string one-loop annulus amplitude can be obtained from the next to the last equality
of this amplitude above by a Jacobi transformation following the standard prescription
given earlier in the previous section. This open string one-loop annulus amplitude is then
Γp,p′ = −
23 i Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2 ∏2
α=0 sin πνα
2
κ
2 (8π2α′)
p′+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
η3(it)
×θ1
(
ν0+ν1+ν2
2
it
∣∣ it) θ1 ( ν0−ν1+ν22 it∣∣ it) θ1 ( ν0+ν1−ν22 it∣∣ it) θ1 ( ν0−ν1−ν22 it∣∣ it)
θ1(ν0it|it)θ1(ν1it|it)θ1(ν2it|it)
=
22 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
2
κ
2 (8π2α′)
p′+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
2∏
α=0
sin πνα
sinh πναt
×
[
2∑
α=0
cosh2 πναt− 2
2∏
α=0
cosh πναt− 1
]
∞∏
n=1
Zn, (137)
where Zn is still given by (61). The use of this open string one-loop annulus amplitude
is for analyzing the small y behavior such as the onset of tachyonic instability and that
when ν0 is imaginary, the underlying system will decay via the so-called open string pair
production. So we will give here a general discussion of both.
When all three ν0, ν1 and ν2 are real and non-vanishing, once again without loss of
generality and for convenience, we assume ν0 ≤ ν1 ≤ ν2. Let us first focus on the case
ν0 + ν1 + ν2 < 2. If ν0 + ν1 > ν2, the interaction (136) is repulsive and there is no
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potential tachyonic instability which can be checked from the integrand of (137) for large
t. If ν0 + ν1 = ν2, the amplitude vanishes and this indicates the preservation of certain
supersymmetry. On the other hand, if ν0 + ν1 < ν2, the interaction is attractive and for
large t, it behaves as
∼ e− y
2t
2piα′ epi(ν2−ν1−ν0)t = e
−2pit
(
y2
(2pi)2α′
−
ν2−ν1−ν0
2
)
, (138)
which blows up if y < π
√
2(ν2 − ν1 − ν0)α′, indicating the onset of tachyonic instability.
For the case ν0 + ν1 + ν2 = 2, the interaction again vanishes and the underlying system
preserves certain supersymmetry. For 2 < ν0+ ν1+ ν2 < 3, we can only have ν0+ ν1 > ν2
and the interaction is also attractive. For large t, the amplitude behaves as
∼ e− y
2t
2piα′ epi(ν2+ν1+ν0−2)t = e
−2pit
(
y2
(2pi)2α′
−
ν2+ν1+ν0−2
2
)
, (139)
which blows up if y < π
√
2(ν0 + ν1 + ν2 − 2)α′, indicating again the tachyonic instability.
So everything here is consistent with what has been discussed in the previous section for
p = p′ case.
If ν0 = iν¯0, i.e., imaginary, with ν¯0 ∈ (0,∞), so the factor sin πν0/ sinh πν0t in the
integrand of (137) becomes sinh πν¯0/ sinπν¯0t, indicating the appearance of an infinite
number of simple poles of the integrand at tk = k/ν¯0 with k = 1, 2, · · · . So this implies
that the amplitude has an imaginary part, indicating the decay of the underlying system
via the so-called open string pair production. The decay rate per unit volume of Dp′
brane worldvolume can be computed as before as
Wp,p′ = −2 ImΓ
Vp′+1
=
23−
κ
2
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1 sin πν2
ν¯0(8π2α′)
p′+1
2
∞∑
k=1
(−)k+1
( ν¯0
k
) p−3
2
×
(
cosh kpiν1
ν¯0
− (−)k cosh kpiν2
ν¯0
)2
sinh kpiν1
ν¯0
sinh kpiν2
ν¯0
e
− ky
2
2piα′ ν¯0 Zk(ν¯0, ν1, ν2), (140)
where
Zk =
∞∏
n=1
[(
1 + |zk|4n − 2(−)k|zk|2n cosh kpiν1ν¯0 cosh kpiν2ν¯0
)2
− 4|zk|4n sinh2 kpiν1ν¯0 sinh
2 kpiν2
ν¯0
]2
(1− |zk|2n)2
(
1− 2|zk|2n cosh 2pikν1ν¯0 + |zk|4n
)(
1− 2|zk|2n cosh 2pikν2ν¯0 + |zk|4n
) ,
(141)
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with |zk| = e−kpi/ν¯0. As before, the open string pair production rate is given by the k = 1
term of the above as
W(1)p,p′ =
23−
κ
2
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1 sin πν2
(8π2α′)
p′+1
2
ν¯
p−5
2
0 e
− y
2
2piα′ ν¯0
×
(
cosh piν1
ν¯0
+ cosh piν2
ν¯0
)2
sinh piν1
ν¯0
sinh piν2
ν¯0
Z1(ν¯0, ν1, ν2). (142)
In the above, we assume p ≥ 5. The p = 3, 4 amplitude or rate can be obtained by sending
ν2 → 0 and the p = 1, 2 amplitude or rate can further be obtained by sending ν1, ν2 → 0.
This becomes clear when we discuss the p− p′ = 2, p− p′ = 4 and p− p′ = 6 one by one
in the following.
Before we move to that, let us check one thing mentioned in the previous section.
It is that the interaction between a Dp and a Dp′ for 6 ≥ p > p′, placed parallel at a
separation and without any brane flux present, is attractive when p − p′ = 2, vanishes
when p − p′ = 4 and is repulsive when p − p′ = 6 (p = 6, p′ = 0). Let us check each of
them explicitly here. For p = 6 and p′ = 0, we have here ν2 = ν1 = ν0 = 1/2 and so we
have, for example, the cylinder amplitude from the last equality of (136) as
Γ6,0 = − V1
2(8π2α′)
1
2
∫ ∞
0
dt
t
3
2
e−
y2
2piα′t
∞∏
n=1
(1 + |z|4n)4
(1− |z|4n)2(1 + |z|2n)4 , (143)
where we have used (55) for Cn. It is indeed repulsive since Γ6,0 < 0 for any y. For
p − p′ = 2, we have one of three ν0, ν1, ν2 being half and the remaining two being zero
while for p − p′ = 4, we have two of them being half and the remaining one being zero.
For the former case, the cylinder amplitude (136) is now,
Γκ=2 =
2 Vp′+1
(8π2α′)
p′+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
(1 + |z|4n)4
(1− |z|2n)4(1− |z|4n)2 , (144)
where we have used (55) for Cn. It is indeed attractive since Γκ=2 > 0 for any y. For the
latter case, the amplitude Γκ=4 simply vanishes due to the constant factor [
∑2
α=0 cos
2 πνα−
2
∏2
α=0 cosπνα − 1] in the amplitude (136) being zero for the present case. All are as
expected. We now discuss each separate case mentioned earlier.
4.1 The p− p′ = 2 case
In this subsection, we will focus on the p− p′ = 2 case, specifically. We will discuss here
each of p = 6 or 5; p = 4 or 3 and p = 2, separately. Let us begin with p = 6 or 5 case.
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The p = 6 or 5 case: For either of these two cases, we can extend the flux Fˆ ′p′ to Fˆ
′
p,
prescribed in (127), as
(Fˆ ′p)αβ =

 (Fˆ
′
p′)α′β′
0 gˆ′
−gˆ′ 0

 , (145)
where we will take gˆ′ → ∞ at the end of computations. For illustration purpose, we
consider the flux Fˆp on the Dp brane the following form
Fˆαβ =


(Fˆp′)α′β′
0 gˆ
−gˆ 0

 , (146)
where g is finite. We can then determine ν2 as
tan πν2 =
|gˆ′ − gˆ|
1 + gˆ′gˆ
, (147)
which gives tan πν2 = 1/gˆ when we take gˆ
′ →∞ limit. For a given fixed gˆ, the discussion
goes exactly the same as we did for the p = p′ = 6 case given in the previous section. For
this reason, we will not repeat it here. We here focus on vanishingly small gˆ (in practice
gˆ ≪ 1) for which we have ν2 → 1/2. From (136), we have the closed string cylinder
amplitude for the present case as
Γp,p′ =
2 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2 (
cos2 πν0 − sin2 πν1
)
(8π2α′)
p′+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Cn,
(148)
where Cn, from (55), is now
Cn =
C˜n
(1− |z|4n)2∏1α=0 [1− 2|z|2n cos 2πνα + |z|4n] , (149)
with
C˜n =
[
(1 + |z|4n)2 − 4|z|4n sin2 π(ν0 + ν1)
] [
(1 + |z|4n)2 − 4|z|4n sin2 π(ν0 − ν1)
]
(150)
or
=
[
(1 + e2piiν0 |z|4n)2 − 4|z|4ne2ipiν0 sin2 πν1
]
× [(1 + e−2piiν0 |z|4n)2 − 4|z|4ne−2ipiν0 sin2 πν1] . (151)
When p = 6, we have two choices: 1) ν0, ν1 ∈ [0, 1) and 2) ν0 = iν¯0 with ν¯0 ∈ (0,∞) and
ν1 ∈ [0, 1). For the first case, the interaction is attractive if cos2 πν0 > sin2 πν1, vanishes if
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cos2 πν0 = sin
2 πν1, and is repulsive if cos
2 πν0 < sin
2 πν1. Let us discuss each of these in
detail. For the attractive interaction, when ν0 < 1/2, we have, from cos
2 πν0 > sin
2 πν1,
cosπν0 > sin πν1 which gives ν0 + ν1 < 1/2 = ν2. In other words, the largest ν2 is larger
than the sum of the remaining two and this is consistent with what we have achieved in
the previous section since now ν0 + ν1 + ν2 < 3/2 < 2. While for ν0 > 1/2 (Note that
ν0 cannot be 1/2), we have then − cosπν0 > sin πν1 which gives ν0 > ν1 + 1/2 = ν1 + ν2
and again the largest ν0 is larger than the sum of the remaining two. The interaction
vanishes when ν0 + ν1 = 1/2 = ν2 if ν0 ≤ 1/2 or ν0 = ν1 + 1/2 = ν1 + ν2 if ν0 > 1/2.
The interaction is repulsive when ν0 + ν1 > 1/2 = ν2 if ν0 ≤ 1/2 and ν1 ≤ 1/2 or
ν1 < ν0 + 1/2 = ν0 + ν2 if ν0 ≤ 1/2 and ν1 > 1/2 or ν0 < ν1 + 1/2 = ν1 + ν2 if ν0 > 1/2
and ν1 ≤ 1/2 or 1 < ν0 + ν1 < 3/2 if ν0 > 1/2 and ν1 > 1/2 for which if ν0 > ν1 we will
have ν0 < ν1 + 1/2 = ν1 + ν2 or if ν1 > ν0 we will have ν1 < ν0 + ν2. Note that for the
repulsive interaction, we have ν0 + ν1 + ν2 < 2. Everything here is consistent with what
has been discussed in the p = p′ = 6 case in the previous section if we take the present
ν2 = 1/2. So here is just a special case with ν2 = 1/2 of the general discussion of the
p = p′ = 6 in the previous section.
For small y, the small t integration becomes important for the amplitude. This gives
also a potential singularity of this amplitude since we have two potential sources for this.
One is from the t−(9−p)/2 factor in the integrand and the other comes from infinite product
of Cn, each of which has a factor (1 − |z|4n)2 ∼ t2 for small t in the denominator of Cn.
Both of them blow up for small t. The discussion will again be the special case of what
has been discussed in the previous section for the p = p′ cases and will not be repeated
here.
For the second case, the sign of the integrand becomes again indefinite for small t and
the discussion goes the same as we did for the p = p′ case and will not be repeated here.
The underlying physics for either of these two cases will become clear if we examine it
from the corresponding open string one-loop annulus amplitude. This annulus amplitude
can be read from (137) for the present case as
Γp,p′ =
2 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
(8π2α′)
p′+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
sinh πν¯0 sin πν1
sin πν¯0t sinh πν1t sinh
pit
2
×
[(
cosh πν1t− cosh πt
2
)2
+ 4 sin2
πν¯0t
2
(
cosh πν1t cosh
πt
2
− cos2 πν¯0t
2
)] ∞∏
n=1
Zn,
(152)
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where Zn can be read from (61) as
Zn =
[1− 2|z|2n cos 2πν¯0t+ |z|4n]−1 Z˜n
(1− |z|2n)2 [1− 2|z|2n cosh πt + |z|4n] [1− 2|z|2n cosh 2πν1t+ |z|4n] , (153)
with
Z˜n =
[(
1− 2|z|2n cosπν¯0t cosh π
(
ν1 +
1
2
)
t+ |z|4n
)2
+4|z|4n sin2 πν¯0t sinh2 π
(
ν1 +
1
2
)
t
][(
1− 2|z|2n cosπν¯0t cosh π
(
ν1 − 1
2
)
t+ |z|4n
)2
+4|z|4n sin2 πν¯0t sinh2 π
(
ν1 − 1
2
)
t
]
> 0. (154)
For large t, Zn ≈ 1 and the integrand is
∼ e− y
2t
2piα′ epi| 12−ν1|t = e−2pit
[
y2
(2pi)2α′
−
|1/2−ν1|
2
]
, (155)
which blows up when y < π
√|1− 2ν1|α′, indicating the onset of tachyonic instability
mentioned above. Once again, the factor sin πν¯0t in the denominator of the integrand of
the amplitude gives an infinite number of simple poles along the positive t-axis (note that
the integrand is regular as t → 0) at tk = k/ν¯0 with k = 1, 2, · · · . This implies that the
amplitude has an imaginary part, indicating the decay of the underlying system via the
so-called open string pair production. The decay rate per unit p′-brane volume can be
computed as before to give
Wp,p′ = −2ImΓ
Vp′+1
=
22
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1
ν¯0(8π2α′)
p′+1
2
∞∑
k=1
(−)k+1
( ν¯0
k
)p−3
2
e
− ky
2
2piα′ ν¯0
×
(
cosh kpiν1
ν¯0
− (−)k cosh kpi
2ν¯0
)2
sinh kpiν1
ν¯0
sinh kpi
2ν¯0
Zk(ν¯0, ν1), (156)
where
Zk(ν¯0, ν1) =
∞∏
n=1
[
1− 2(−)k|zk|2n cosh kpiν¯0
(
ν1 +
1
2
)
+ |zk|4n
]2
(1− |zk|2n)4
[
1− 2|zk|2n cosh kpiν¯0 + |zk|4n
]
×
[
1− 2(−)k|zk|2n cosh kpiν¯0
(
ν1 − 12
)
+ |zk|4n
]2
[
1− 2|zk|2n cosh 2kpiν1ν¯0 + |zk|4n
] , (157)
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with |zk| = e−kpi/ν¯0. The open string pair production rate is the k = 1 term of the above
and it is
W(1)p,p′ =
22
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1
(8π2α′)
p′+1
2
ν¯
p−5
2
0 e
− y
2
2piα′ ν¯0
×
(
cosh piν1
ν¯0
+ cosh pi
2ν¯0
)2
sinh piν1
ν¯0
sinh pi
2ν¯0
Z1(ν¯0, ν1). (158)
One can check easily that the above decay rate or the open string pair production rate
is just the special case of (140) or (142) for ν2 = 1/2 and κ = 2, respectively. There is
an interesting enhancement of the pair production rate even in the absence of magnetic
flux for which we have ν1 = 0 for small ν¯0. This rate can be obtained from the above by
taking ν1 → 0 limit as
W(1)p,p′ =
22
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sinh πν¯0
(8π2α′)
p′+1
2
ν¯
p−3
2
0 e
− y
2
2piα′ ν¯0
(
1 + cosh pi
2ν¯0
)2
sinh pi
2ν¯0
Z1(ν¯0, 0),
(159)
where
Z1(ν¯0, 0) =
∞∏
n=1
[
1 + 2|z1|2n cosh pi2ν¯0 + |z1|4n
]4
(1− |z1|2n)6
[
1− 2|z1|2n cosh piν¯0 + |z1|4n
] . (160)
We would like to remark here that given the form of flux Fˆp (146), the above decay or
pair production rate is also valid for p ≥ 3 when we take ν1 = 0. For illustration, let us
have a consideration of the following special choice of fluxes Fˆp and Fˆ
′
p′ for p = 5 as
Fˆ5 =


0 fˆ 0
−fˆ 0 0 · · ·
0 0 0
...
. . .


6×6
, Fˆ ′3 =


0 fˆ ′ 0 0
−fˆ ′ 0 0 0
0 0 0 0
0 0 0 0


4×4
, (161)
where there is no magnetic flux present. This gives the gˆ = 0 in (146) and so we have
ν2 = 1/2. With this special choice of fluxes, we have ν1 = 0 and
tanh πν¯0 =
|fˆ − fˆ ′|
1 − fˆ fˆ ′ , (162)
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The pair production rate (159) becomes
W(1)p,p′ =
22 |fˆ − fˆ ′|
(8π2α′)
p′+1
2
ν¯
p−3
2
0 e
− y
2
2piα′ ν¯0
(
1 + cosh pi
2ν¯0
)2
sinh pi
2ν¯0
Z1(ν¯0, 0), (163)
where p = 5 and p′ = 3. As pointed out above, this rate is also valid for p = 3 and p′ = 1.
For small ν¯0, Z1(ν¯0, 0) ≈ 1 and we have a large enhancement factor of epi/(2ν¯0) ≫ 1 which
is not seen in the p = p′ case. This large enhancement was also considered by one of the
present authors in [18] and it is essentially due to the Dp′ brane acting effectively as a
stringy magnetic flux.
The p = 4 or 3 case: For this case, we need to set ν2 = 0 from the outset. Now the role
of ν2 in the above p = 6 or 5 case is replaced by that of ν1 in the present one. By the
same token, we extend the flux Fˆ ′p′ to Fˆ
′
p the following way,
(Fˆ ′p)αβ =

 (Fˆ
′
p′)α′β′
0 gˆ′
−gˆ′ 0

 , (164)
where we will take gˆ′ → ∞ at the end of computations. For illustration purpose, we
consider the flux Fˆp on the Dp brane the following form
Fˆαβ =


(Fˆp′)α′β′
0 gˆ
−gˆ 0

 , (165)
where gˆ is finite. We can then determine ν1 as
tan πν1 =
|gˆ′ − gˆ|
1 + gˆ′gˆ
, (166)
which gives tan πν1 = 1/gˆ when we take gˆ
′ →∞. For a general gˆ, the present discussion
is not different from its correspondence in the p = p′ case in the previous section and we
will not repeat it here. We here also focus on the small or vanishing gˆ for which we have
ν1 → 1/2. The closed string cylinder amplitude can be read from the last equality in
(136) as
Γp,p′ =
2 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
]1
2
cos2 πν0
(8π2α′)
p′+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Cn, (167)
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where Cn can be read from (55) as
Cn =
(1 + |z|2n)2 (1 + 2|z|4n cos 2πν0 + |z|8n)2
(1− |z|4n)4 (1− 2|z|2n cos 2πν0 + |z|4n)
. (168)
It is clear that this interaction can only be attractive which is consistent with what we
have achieved in the previous section. This interaction vanishes if ν0 = 1/2. This can
easily be understood as follows. The ν0 = 1/2 can be understood either from that the Dp
carries an infinite large magnetic flux and Dp′ carries no flux or from that the Dp carries
no flux but the Dp′ carries such a magnetic flux. In the former case, the contribution to
the interaction from the Dp is actually dominated by the infinitely large magnetic flux
which gives an infinite many of D(p - 2) branes whose dimensionality is the same as that
of the Dp′ with p′ = p−2 in the present case. We know that there is no interaction acting
between D branes with the same dimensionality and placed parallel at a separation. So
this explains the result. For the latter, by the same token, the Dp′ behaves effectively as
infinitely many D(p′ - 2) branes. So now the interaction is between one Dp and infinitely
many D(p - 4)-branes, placed parallel at a separation, which vanishes since there does not
exist any interaction between D-branes whose dimensionality differs by 4. Given what has
been said, the two cases are still different in that the former case preserves 1/2 spacetime
supersymmetries while the later preserves only 1/4.
Again the small y physics can be best described in terms of the corresponding open
string one-loop annulus amplitude (137). For the present case, it is
Γp,p′ =
2 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sin πν0
(8π2α′)
p′+1
2
∫ ∞
0
dt
t
p−1
2
e−
y2t
2piα′
×
(
cosh πν0t− cosh pit2
)2
sinh πν0t sinh
pit
2
∞∏
n=1
Zn, (169)
where Zn can be read from (61) as
Zn =
[(
1 + |z|4n − 2|z|2n cosh πν0t cosh pit2
)2 − 4|z|4n sinh2 πν0t sinh2 pit2 ]2
(1− |z|2n)4(1− 2|z|2n cosh πt + |z|4n)(1− 2|z|2n cosh 2πν0t+ |z|4n) . (170)
When ν0 = 1/2, once again the amplitude vanishes and we have explained this in the
cylinder amplitude. For p = 4, we have in general ν0 ∈ [0, 1). For large t, we have Zn ≈ 1
and the integrand behaves
∼ e− y
2t
2piα′ epi
|1−2ν0|
2
t = e
−2pit
[
y2
(2pi)2α′
−
|1−2ν0|
4
]
, (171)
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which blows up when y < π
√|1− 2ν0|α′, indicating again the onset of tachyonic instabil-
ity. We now consider an imaginary ν0 = iν¯0 with ν¯0 ∈ (0,∞). We can use the following
specific fluxes Fˆp and Fˆ
′
p′ to give a representative discussion,
(Fˆp)01 = −(Fˆp)10 = fˆ , (Fˆ ′p′)01 = −(Fˆ ′p′)10 = fˆ ′, (172)
where the rest components of both Fˆp and Fˆ
′
p′ are zero and we have also taken the gˆ = 0
given in (165). With this choice, we have
tanh πν¯0 =
|fˆ − fˆ ′|
1 − fˆ ′fˆ . (173)
We have now the amplitude (169) as
Γp,p′ =
2 Vp′+1|fˆ − fˆ ′|
(8π2α′)
p′+1
2
∫ ∞
0
dt
t
p−1
2
e−
y2t
2piα′
(
cosπν¯0t− cosh pit2
)2
sin πν¯0t sinh
pit
2
∞∏
n=1
Zn, (174)
where Zn continues to be given by (170) but with ν0 = iν¯0. This amplitude has now a
tachyonic instability when y < π
√
α′. In addition, the sin πν¯0t factor in the denominator
of the integrand of the above amplitude gives again an infinite number of simple poles at
tk = k/ν¯0 with k = 1, 2, · · · and therefore the amplitude has an imaginary part, indicating
the decay of the underlying system via the so-called open string pair production. The
decay rate per unit volume of Dp′ brane can be computed to give
Wp,p′ = −2 ImΓ
Vp′+1
=
4|fˆ − fˆ ′|
ν¯0(8π2α′)
p′+1
2
∞∑
k=1
(−)k+1
( ν¯0
k
)p−1
2
e
− ky
2
2piα′ ν¯0
[
cosh kpi
2ν¯0
− (−)k
]2
sinh kpi
2ν¯0
Zk(ν¯0, ν1 = 1/2),
(175)
where
Zk(ν¯0, ν1 = 1/2) =
∞∏
n=1
[
1− 2(−)k|zk|2n cosh kpi2ν¯0 + |zk|4n
]4
(1− |zk|2n)6(1− 2|zk|2n cosh kpiν¯0 + |zk|4n)
, (176)
with |zk| = e−kpi/ν¯0. The open string pair production rate is given by the first k = 1 term
of the above and it is
W(1)p,p′ =
4|fˆ − fˆ ′|
(8π2α′)
p′+1
2
ν¯
p−3
2
0 e
− y
2
2piα′ν¯0
[
cosh pi
2ν¯0
+ 1
]2
sinh pi
2ν¯0
Z1(ν¯0, ν1 = 1/2), (177)
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where
Z1(ν¯0, ν1 = 1/2) =
∞∏
n=1
[
1 + 2|z1|2n cosh pi2ν¯0 + |z1|4n
]4
(1− |z1|2n)6(1− 2|z1|2n cosh piν¯0 + |z1|4n)
. (178)
This pair production rate is, as expected, the same as that given in (163). The same
discussion applies here, too. Note also that the decay rate (175) and the pair production
rate (177) are just special cases of (140) and (142) when we take ν2 = 0 and ν1 = 1/2, as
expected.
The p = 2 case: This is the last case we will discuss in this subsection. The D0 brane
cannot carry any worldvolume flux. However, by the same token as before, we can have
the following extension as
Fˆ ′2 =

 0 0 00 0 gˆ′
0 −gˆ′ 0

 , (179)
where we will set gˆ′ →∞ at the end of computations. For this case, we will consider the
most general D2 worldvolume flux as an example. This flux can be expressed as
Fˆ2 =

 0 fˆ1 fˆ2−fˆ1 0 gˆ
−fˆ2 −gˆ 0

 . (180)
Using (24), we have11
11We here take this simple case as a direct check of the trick used. For the general flux (180) on D2, we
can compute its M-matrix using (7) as M = (Mα
β,−δi j) with α, β = 0, 1, 2 and i, j = 3, 4, · · · 9, where
Mα
β = (1 + gˆ2 − fˆ21 − fˆ22 )−1

 1 + gˆ
2 + fˆ21 + fˆ
2
2 −2(fˆ1 + fˆ2gˆ) 2(fˆ1gˆ − fˆ2)
2(fˆ2gˆ − fˆ1) 1− gˆ2 + fˆ21 − fˆ22 2(fˆ1fˆ2 − gˆ)
−2(fˆ2 + fˆ1gˆ) 2(fˆ1fˆ2 + gˆ) 1− gˆ2 − fˆ21 + fˆ22

 , (181)
while for D0 brane, we have M ′ = (1,−δi′ j′) with i′, j′ = 1, 2, · · ·9. So we have
W =MM ′T =
(
wα
β 0
0 I7×7
)
, (182)
where
wα
β = (1+ gˆ2− fˆ21 − fˆ22 )−1

 1 + gˆ
2 + fˆ21 + fˆ
2
2 2(fˆ1 + fˆ2gˆ) −2(fˆ1gˆ − fˆ2)
2(fˆ2gˆ − fˆ1) −(1− gˆ2 + fˆ21 − fˆ22 ) −2(fˆ1fˆ2 − gˆ)
−2(fˆ2 + fˆ1gˆ) −2(fˆ1fˆ2 + gˆ) −(1− gˆ2 − fˆ21 + fˆ22 )

 , (183)
which is nothing but the limit of wα
β given in (184) when we set gˆ′ → ∞. This confirms that the trick
used in obtaining the corresponding eigenvalues of w works indeed.
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wα
β =


1+gˆ2+fˆ21+fˆ
2
2
1+gˆ2−fˆ21−fˆ
2
2
−2(fˆ1+fˆ2gˆ)(1−gˆ′2)−4(fˆ2−fˆ1gˆ)gˆ′
(1+gˆ2−fˆ21−fˆ
2
2 )(1+gˆ
′2)
−4(fˆ1+fˆ2gˆ)gˆ′+2(fˆ2−fˆ1gˆ)(1−gˆ′2)
(1+gˆ2−fˆ21−fˆ
2
2 )(1+gˆ
′2)
− 2(fˆ1−fˆ2gˆ)
1+gˆ2−fˆ21−fˆ
2
2
(1−gˆ2+fˆ21−fˆ
2
2 )(1−gˆ
′2)+4(gˆ−fˆ1fˆ2)gˆ′
(1+gˆ2−fˆ21−fˆ
2
2 )(1+gˆ
′2)
2(1−gˆ2+fˆ21−fˆ
2
2 )gˆ
′−2(gˆ−fˆ1fˆ2)(1−gˆ′2)
(1+gˆ2−fˆ21−fˆ
2
2 )(1+gˆ
′2)
− 2(fˆ2+fˆ1gˆ)
1+gˆ2−fˆ21−fˆ
2
2
2(gˆ+fˆ1fˆ2)(1−gˆ′2)−2(1−gˆ2−fˆ21+fˆ
2
2 )gˆ
′
(1+gˆ2−fˆ21−fˆ
2
2 )(1+gˆ
′2)
(1−gˆ2−fˆ21+fˆ
2
2 )(1−gˆ
′2)+4(gˆ+fˆ1fˆ2)gˆ′
(1+gˆ2−fˆ21−fˆ
2
2 )(1+gˆ
′2)

 .
(184)
One can check explicitly that the above w has one eigenvalue unity and the other two λ0
and λ−10 satisfy
λ0 + λ
−1
0 =
2(gˆ2 + fˆ 21 + fˆ
2
2 − 1)
1 + gˆ2 − fˆ 21 − fˆ 22
, (185)
where we have taken gˆ′ →∞. Setting λ0 = e2piiν0 , we have
tanπν0 =
√
1− fˆ 21 − fˆ 22
gˆ
. (186)
We have two cases to consider: 1) fˆ 21 + fˆ
2
2 < 1, 2) 1 < fˆ
2
1 + fˆ
2
2 < 1 + gˆ
2. For the first
case, ν0 ∈ [0, 1). If gˆ is finite, the discussion goes the same as the pure magnetic case of
p = p′ = 2 discussed in the previous section and we will not repeat it here and refer there
for detail. If there is no magnetic flux, i.e., gˆ = 0, we have then ν0 = 1/2. The closed
string cylinder amplitude can be obtained from (136) with ν2 = ν1 = 0 and ν0 = 1/2 as
Γ2,0 =
2 V1
√
1− fˆ 21 − fˆ 22
(8π2α′)
1
2
∫ ∞
0
dt
t
7
2
e−
y2
2piα′t
∞∏
n=1
(1 + |z|4n)4
(1− |z|2n)4(1− |z|4n)2 , (187)
where we also use (55) for Cn. The integrand of this amplitude has a potential divergence
but has no sign ambiguity for small t, indicating a potential tachyonic instability but no
open string pair production, even though there exist applied electric fluxes. To see both
of these clearly, we need the corresponding open string one-loop annulus amplitude which
can be read from (137) as
Γ2,0 =
2 V1
√
1− fˆ 21 − fˆ 22
(8π2α′)
1
2
∫ ∞
0
dt
t
3
2
e−
y2t
2piα′
(
cosh pit
2
− 1)2
sinh pit
2
×
∞∏
n=1
[1− 2|z|2n cosh pit
2
+ |z|4n]4
(1− |z|2n)6[1− 2|z|2n cosh πt + |z|4n] , (188)
where we have used (61) for Zn. For large t, the integrand of the above behaves like
∼ e− y
2t
2piα′ e
pit
2 = e
−2pit
[
y2
(2pi)2α′
− 1
4
]
, (189)
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which blows up when y < π
√
α′, indicating the onset of tachyonic instability. The inte-
grand is regular at t→ 0 and has no simple poles and so as anticipated there is no open
string pair production even though there are applied electric fluxes on the D2 brane. The
explanation for this is similar to that a single D-brane carrying a constant electric flux
cannot give rise to open string pair productions. Here the story is that the two ends of
virtual open string and virtual anti open string attracted on the D2 can be pulled away
while the other two ends on the D0 cannot. So the electric fields applied can only stretch
the virtual open string and the virtual anti open string to certain extend but cannot
separate them even if we take 1− fˆ 21 − fˆ 22 = ǫ→ 0+. With gˆ = 0, from (185), we always
have ν0 = 1/2 and it holds true even in the limit 1 − fˆ 21 − fˆ 22 = ǫ → 0+. Due to the
tachyonic instability when y < π
√
α′, we need to have y > π
√
α′ to validate the amplitude
computations. Once this holds, the effective tension on the virtual open strings is less
than the critical one even if we take 1 − fˆ 21 − fˆ 22 → 0+. So this limiting tension cannot
break the open strings and therefore there is no open string pair production.
We now move to the second case for which we cannot set gˆ vanish. So we have
gˆ2 < gˆ2 + fˆ 21 + fˆ
2
2 − 1 < 2gˆ2 and 0 < gˆ2 + 1− fˆ 21 − fˆ 22 < gˆ2. From (185), this must imply
that ν0 is imaginary, i.e., ν0 = iν¯0 with ν¯0 ∈ (0,∞). This can also be seen directly from
(186) and it is now
tanhπν¯0 =
√
fˆ 21 + fˆ
2
2 − 1
|gˆ| . (190)
The present closed string cylinder amplitude can be read from (136) with ν2 = ν1 = 0
and ν0 = iν¯0 as
Γ2,0 =
2 V1
√
1 + gˆ2 − fˆ 21 − fˆ 22 (cosh πν¯0 − 1)2
(8π2α′)
1
2
∫ ∞
0
dt
t
7
2
e−
y2
2piα′t
×
∞∏
n=1
[1− 2|z|2n cosh πν¯0 + |z|4n]4
(1− |z|2n)6(1− 2|z|2n cosh 2πν¯0 + |z|4n) , (191)
where we have used (55) for Cn. As before, the large separation interaction is obviously
attractive but the integrand for small t has an ambiguity of its sign in addition to a
potential singularity. The sign ambiguity implies a decay of the underlying system via the
open string pair production while the potential singularity implies a potential tachyonic
instability. To check both of these explicitly, we need to examine the corresponding open
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string one-loop annulus amplitude which can be read from (137) as
Γ2,0 =
2 V1
√
fˆ 21 + fˆ
2
2 − 1
(8π2α′)
1
2
∫ ∞
0
dt
t
3
2
e−
y2t
2piα′
(1− cosπν¯0t)2
sin πν¯0t
×
∞∏
n=1
[1− 2|z|2n cosπν¯0t+ |z|4n]4
(1− |z|2n)6 [1− 2|z|2n cos 2πν¯0t+ |z|4n] , (192)
where we have used (61) for Zn. For large t, the integrand of this annulus amplitude does
not have a blowing up behavior and therefore there is no potential tachyonic singularity.
However, the integrand does have an infinite number of simple poles at tk = (2k − 1)/ν¯0
with k = 1, 2, · · · , indicating the decay of the system via the open string pair production.
The decay rate and the open string pair production rate can be read from (140) and (142),
respectively, with ν2 = ν1 = 0, as
Wp,p′ =
16 ν¯0
√
fˆ 21 + fˆ
2
2 − 1
(8π2α′)
1
2
∞∑
k=1
(
ν¯0
2k − 1
) p−3
2
e
−
(2k−1)y2
2piα′ ν¯0
∞∏
n=1
(1 + |z2k−1|2n)8
(1− |z2k−1|2n)8
, (193)
where we have used (141) for Zk and |zk| = e−kpi/ν¯0, and
W(1)p.p′ =
16
√
fˆ 21 + fˆ
2
2 − 1
(8π2α′)
1
2
ν¯
p−1
2
0 e
− y
2
2piα′ ν¯0
∞∏
n=1
(1 + |z1|2n)8
(1− |z1|2n)8
. (194)
Both of the rates blow up when ν¯0 →∞ for which fˆ 21 + fˆ 22 − 1→ gˆ2, the critical limit.
In the above, we have an interesting thing happening. Note that the above discussion
for fˆ 21 + fˆ
2
2 < 1 holds true also for gˆ 6= 0. For given gˆ 6= 0, there is a potential open
string tachyonic instability but no open string pair production if fˆ 21 + fˆ
2
2 < 1 while there
is open string pair production but no open string tachyonic instability if fˆ 21 + fˆ
2
2 > 1
12.
For the former, the electric fluxes representing the respective delocalized fundamental
strings (see footnote (4)) have no interaction with the D0 brane [4]. So their presence
just gives certain modifications of the pure magnetic case of the underlying system but
not its characteristic behavior, as discussed above. So a potential tachyonic instability
is expected when the brane separation reaches the distance determined by the tachyonic
shift. For the latter, we have to admit that we don’t have a better explanation of it
except for the following observation. Before that, we would also like to point out that
when fˆ 21 + fˆ
2
2 = 1, the above amplitudes and rates computed all vanish.
12Note that in both cases we need to have fˆ21 + fˆ
2
2 < 1+ gˆ
2 and for the former case, it satisfies trivially.
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For this, let us examine the matrix w given in (184) while keeping gˆ′ large. Note that
the trw is a D2 worldvolume Lorentz invariant and the eigenvalue equation (185) is now
replaced by
λ0 + λ
−1
0 = trw − 1 = 2
(1 + gˆgˆ′)2 − (gˆ − gˆ′)2 + (1 + gˆ′2)(fˆ 21 + fˆ 22 )
(1 + gˆ′2)(1 + gˆ2 − fˆ 21 − fˆ 22 )
, (195)
which gives (185) if we send gˆ′ →∞. For the present purpose, we keep gˆ′ large and take
the limit gˆ′ → ∞ only at the end of the discussion. If we set λ0 = e2piiν0 , we have from
the above,
cosπν0 =
1 + gˆgˆ′√
(1 + gˆ′2)(1 + gˆ2 − fˆ 21 − fˆ 22 )
,
sin πν0 =
√
(gˆ − gˆ′)2 − (1 + gˆ′2)(fˆ 21 + fˆ 22 )√
(1 + gˆ′2)(1 + gˆ2 − fˆ 21 − fˆ 22 )
. (196)
Note that we have a few Lorentz invariants of D2 brane worldvolume: FˆαβFˆ
αβ = 2[gˆ2 −
(fˆ 21 + fˆ
2
2 )], Fˆ
′
αβFˆ
′αβ = 2gˆ′2, FˆαβFˆ
′αβ = 2gˆgˆ′. Therefore the numerator on the right side of
sin πν0 in (196) is also Lorentz invariant. In other words, the ν0 is a Lorentz invariant. Let
us now examine this numerator which can be rewritten as [gˆ′2(1− fˆ 21 − fˆ 22 ) + gˆ2− 2gˆ′gˆ −
(fˆ 21 + fˆ
2
2 )]
1/2. Due to the gˆ′-factor in the denominator, we need to have a gˆ′-factor in the
numerator to give a non-vanishing ν0 and the numerator becomes [(1−fˆ 21−fˆ 22 )gˆ′2]1/2 when
we take gˆ′ →∞. Note that (1− fˆ 21 − fˆ 22 )gˆ′2 is also a Lorentz invariant of D2 worldvolume
since it is related to (ǫαβγǫ
αβδ + Fˆα1β1ǫ
α1β1δFˆ α2β2 γ)Fˆ
′γτ Fˆτδ = 4gˆ
′2(1 − fˆ 21 − fˆ 22 ). So it is
clear now that the sign of 1 − fˆ 21 − fˆ 22 determines the nature of ν0, real or imaginary!
When fˆ 21 + fˆ
2
2 < 1, ν0 is real and the underlying system with gˆ
′ → ∞ resembles a pure
magnetic case. When fˆ 21 + fˆ
2
2 = 1, ν0 vanishes. While fˆ
2
1 + fˆ
2
2 > 1, the ν0 is imaginary
and the underlying system with gˆ′ → ∞ has a long-range attractive interaction but at
small brane separation the amplitude has a sign ambiguity, indicating a decay via the
open string pair production as described above.
4.2 The p− p′ = 4 case
For p ≤ 6, we have only three cases to consider in this subsection: 1) p = 6, p′ = 2; 2)
p = 5, p′ = 1 and 3) p = 4, p′ = 0. The extension of Fˆ ′p′ on the Dp
′ brane to Fˆ ′p given in
58
(127) in the present context takes the following form
(Fˆ ′p)αβ =


(Fˆ ′p′)α′β′
0 gˆ′1
−gˆ′1 0
0 gˆ′2
−gˆ′2 0


, (197)
where we need to take both gˆ′1 →∞ and gˆ′2 →∞ at the end of relevant computations.
The p = 6 case: For a general flux Fˆ6 on D6, even with the above extension (197)
for Fˆ ′2 on D2, the characteristic behavior of the closed string cylinder amplitude or the
corresponding open string one-loop annulus amplitude is similar to that for the p = p′ = 6
discussed in the previous section. We here specify the Fˆ6 to the following form along with
the extension of Fˆ ′2 as,
Fˆαβ =


(Fˆ2)α′β′
0 gˆ1
−gˆ1 0
0 gˆ2
−gˆ2 0


, Fˆ ′αβ =


(Fˆ ′2)α′β′
0 gˆ′1
−gˆ′1 0
0 gˆ′2
−gˆ′2 0


.
(198)
We have therefore
tanπν1 =
1
gˆ1
, tanπν2 =
1
gˆ2
, (199)
where we have taken gˆ′1 →∞ and gˆ′2 →∞. For general gˆ1 and gˆ2, the discussion continues
to be the same as that of the p = p′ = 6 case. We further specify to the case of both
gˆ1 = 0 and gˆ2 = 0 for which ν1 = ν2 = 1/2. Now the closed string cylinder amplitude can
be read from (136) with ν1 = ν2 = 1/2 as
Γ6,2 = −
V3
[
det(η2 + Fˆ
′
2) det(η2 + Fˆ2)
] 1
2
sin2 πν0
(8π2α′)
3
2
∫ ∞
0
dt
t
3
2
e−
y2
2piα′t
×
∞∏
n=1
[(1 + |z|4n)2 − 4|z|4n cos2 πν0]2
(1− |z|2n)2(1 + |z|2n)4(1− 2|z|2n cos 2πν0 + |z|4n) , (200)
where we have used (55) for Cn. The amplitude vanishes for ν0 = 0 when Fˆ2 = Fˆ
′
2 = 0.
This is consistent with the fact that there is no interaction between a Dp and a Dp′,
placed parallel at a separation, with p − p′ = 4. When ν0 ∈ (0, 1), this amplitude is
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negative since all factors in the integrand are positive. So the interaction is repulsive.
This is also consistent with the conclusion reached for p = p′ = 6 in the previous section
since we have here ν0 + ν1 > ν2 if ν0 ≤ 1/2 or ν1 + ν2 > ν0 if ν0 > 1/2, i.e., when the
possible largest one among the three ν0, ν1, ν2 is less than the sum of the remaining two.
We therefore don’t expect to have a potential open string tachyonic instability which is
obvious from the above amplitude.
When ν0 is imaginary, i.e., ν0 = iν¯0 with ν¯0 ∈ (0,∞), the large separation interaction
becomes attractive. For small y, the small t becomes important in the integration. But
for small t, the factor (1 − 2|z|2n cosh 2πν¯0 + |z|4n) in the denominator of the infinite
product in the integrand can be negative and this gives the ambiguity about the sign of
the integrand. As before, we expect the decay of the underlying system via the so-called
open string pair production.
Either of the above will become manifest if we look from the corresponding open string
one-loop annulus amplitude which can be read from (137) in the present context as
Γ6,2 =
4V3
[
det(η2 + Fˆ
′
2) det(η2 + Fˆ2)
] 1
2
sin πν0
(8π2α′)
3
2
∫ ∞
0
dt
t
3
2
e−
y2t
2piα′
×sinh
2 piν0t
2
(
cosh2 piν0t
2
− cosh2 pit
2
)
sinh πν0t sinh
2 pit
2
∞∏
n=1
Zn, (201)
where Zn can be read from (61) as
Zn =
[1− 2|z|2n cosh πν0t+ |z|4n]2
(1− |z|2n)2(1− 2|z|2n cosh πt+ |z|4n)2
×
[
(1 + |z|4n − 2|z|2n cosh πν0t cosh πt)2 − 4|z|4n sinh2 πν0t sinh2 πt
]
(1− 2|z|2n cosh 2πν0t + |z|4n) . (202)
Since ν0 ∈ [0, 1), the interaction is always repulsive and so we don’t expect a tachyonic
instability. For large t, Zn ≈ 1 and the integrand behaves like
∼ e− y
2t
2piα′ , (203)
which indicates no tachyonic instability as expected. When ν0 = iν¯0 with ν¯0 ∈ (0,∞), the
integrand has an infinite number of simple poles occurring at tk = k/ν¯0 with k = 1, 2, · · · ,
indicating the decay of the underlying system via the so-called open string pair produc-
tion. The decay rate and the open string pair production rate are given by the (140) and
(142), respectively, with ν1 = ν2 = 1/2, and are not given here explicitly. In particular,
we would like to point out that there is no open string enhancement here even for small
60
ν¯0 since it is in general given by e
pi|ν1−ν2|/ν¯0 which is unity here. However, for general
non-vanishing fluxes gˆ1 and gˆ2, this enhancement can still be significant.
The p = 5 case: Here p′ = 1. The extension of a general flux Fˆ ′1 on D1 to Fˆ
′
5, following
(127), is
(Fˆ ′5)αβ =


0 fˆ ′
−fˆ ′ 0
0 gˆ′1
−gˆ′1 0
0 gˆ′2
−gˆ′2 0


, (204)
where as before we take both gˆ′1 → ∞ and gˆ′2 → ∞ at the end of computations. For
a general Fˆ5 on D5, the discussion goes the same as what has been discussed for the
p = p′ = 5 case in the previous section. An example of the following flux on D5
(Fˆ5)αβ =


0 fˆ
−fˆ 0
0 gˆ1
−gˆ1 0
0 gˆ2
−gˆ2 0


, (205)
along with the extension (204) corresponds just to a special case of what has been dis-
cussed in great detail in [31]. So we refer there for detail and will not repeat it here. For
this, it is also essentially the same as the ν0 being the imaginary case of the D6-D2 system
discussed above.
The p = 4 case: Here p′ = 0. The extension of no flux on D0 to Fˆ ′4, following (127), as
(Fˆ ′4)αβ =


0
0 gˆ′1
−gˆ′1 0
0 gˆ′2
−gˆ′2 0


, (206)
where once again we take both gˆ′1 → ∞ and gˆ′2 → ∞ at the end of computations. For a
general flux on D4, the discussion will go the same as that for the p = p′ = 4 case given
in the previous section. We could give some sample discussion for the present extended
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flux (206) and some special choice of flux on D4 but this will not give anything new. The
closed string cylinder amplitude, the open string annulus one, the potential decay rate
and the potential open string pair production rate can all be read from the corresponding
from (136), (137), (140) and (142), respectively, for the present consideration. So we omit
to write each of them explicitly here.
4.3 The p− p′ = 6 case
This is the last case to be considered in this section. For p ≤ 6, we have only one case to
consider, namely, p = 6, p′ = 0. The extension of no flux on D0 to Fˆ ′6, following (127), as
(Fˆ ′6)αβ =


0
0 gˆ′0
−gˆ′0 0
0 gˆ′1
−gˆ′1 0
0 gˆ′2
−gˆ′2 0


, (207)
where similarly we need to take gˆ′0 →∞, gˆ′1 →∞ and gˆ′2 →∞ at the end of computations.
As before, for a general flux Fˆ6 on D6, the relevant discussion goes more or less the same
as that for the p = p′ = 6 case discussed in the previous section and we will not repeat it
here. We could give a sample discussion for the following flux on D6,
(Fˆ6)αβ =


0 fˆ1 fˆ2
−fˆ1 0 gˆ0
−fˆ2 −gˆ0 0
0 gˆ1
−gˆ1 0
0 gˆ2
−gˆ2 0


, (208)
and this is still a rather general case of the more general discussion for the p = p′ = 6
case mentioned above but now with
tan πν0 =
√
1− fˆ 21 − fˆ 22
gˆ0
, tanπν1 =
1
gˆ1
, tan πν2 =
1
gˆ2
, (209)
where we have taken gˆ′0 → ∞, gˆ′1 → ∞ and gˆ′2 → ∞. If we further set gˆ1 = gˆ2 = 0, we
have ν1 = ν2 = 1/2. For this special case, the closed string cylinder amplitude can be
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read from (136) as
Γ6,0 = −
V1
√
1 + gˆ20 − fˆ 21 − fˆ 22 sin2 πν0
2(8π2α′)
1
2
∫ ∞
0
dt
t
3
2
e−
y2
2piα′t
×
∞∏
n=1
[(1 + |z|4n)2 − 4|z|4n cos2 πν0]2
(1− |z|2n)2(1 + |z|2n)4(1− 2|z|2n cos 2πν0 + |z|4n) , (210)
where we have used (55) for Cn. Except for the overall constant factor, this amplitude
looks essentially the same as the corresponding one for the p = 6, p′ = 2 case discussed in
subsection 4.2. For real and non-vanishing ν0, which requires fˆ
2
1 + fˆ
2
2 < 1 from (209), the
amplitude is negative and therefore the interaction is repulsive again since here ν0+ν1 > ν2
if ν0 ≤ 1/2 or ν1 + ν2 > ν0 if ν0 > 1/2, i.e. the possible largest one is less than the sum
of the remaining two as discussed for the p = p′ = 6 case in the previous section. When
ν0 = 0 for which gˆ0 6= 0 and fˆ 21 + fˆ 22 = 1, the amplitude vanishes but this is different from
the p = 6, p′ = 2 case for which the the fluxes on D6 and D2 all vanish (or the fluxes on D6
are vanishing except for the ones along the D2 directions which are identical to those on the
D2). The explanation for the present vanishing interaction goes like this. The interaction
between a D0 and a D6 carrying no flux is repulsive. The magnetic flux gˆ0 stands for
delocalized D4 within D6 which has no interaction with D0 since their dimensionality
differs by four. The electric flux fˆ1, fˆ2 stand for the delocalized fundamental strings within
D6 which have attractive interaction with the D0. So the vanishing of this amplitude
must imply the cancellation of the repulsive interaction between the D6 and the D0 with
the attractive one between the D0 and the fundamental F-strings within the D6 when
fˆ 21 + fˆ
2
2 = 1. This is also consistent with the general conclusion reached for the p = p
′ = 6
case in the previous section that ν0 + ν1 = ν2 for which the amplitude vanishes.
For real non-vanishing ν0, given what we learned earlier in this paper, we expect no
open string tachyonic instability. Let us check this explicitly by examining the corre-
sponding open string one-loop annulus amplitude which can be read from (137) as
Γ6,0 =
V1
√
1− fˆ 21 − fˆ 22
(8π2α′)
1
2
∫ ∞
0
dt
t
3
2
e−
y2t
2piα′
sinh piν0t
2
(
cosh2 piν0t
2
− cosh2 pit
2
)
cosh piν0t
2
sinh2 pit
2
∞∏
n=1
Zn,
where Zn, read from (61), is
Zn =
[1− 2|z|2n cosh πν0t+ |z|4n]2
(1− |z|2n)2(1− 2|z|2n cosh πt + |z|4n)2
×
[
(1− 2|z|2n cosh πν0t cosh πt+ |z|4n)2 − 4|z|4n sinh2 πν0t sinh2 πt
]
(1− 2|z|2n cosh 2πν0t + |z|4n) . (211)
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For large t, Zn ≈ 1 and the integrand of the above amplitude behaves like
∼ −e− y
2t
2piα′ , (212)
which vanishes for all y 6= 0, therefore no tachyonic divergence as expected.
Let us consider ν0 to be imaginary which requires gˆ0 6= 0 and 1 < fˆ 21 + fˆ 22 < 1 + gˆ20.
We now set ν0 = iν¯0 with ν¯0 ∈ (0,∞). We have now from (209)
tanhπν¯0 =
√
fˆ 21 + fˆ
2
2 − 1
|gˆ0| , (213)
in addition to ν1 = ν2 = 1/2 when we take gˆ1 = gˆ2 = 0. The open string one-loop annulus
amplitude is now, from (211) with ν0 = iν¯0,
Γ6,0 =
V1
√
fˆ 21 + fˆ
2
2 − 1
(8π2α′)
1
2
∫ ∞
0
dt
t
3
2
e−
y2t
2piα′
sin piν¯0t
2
(
cosh2 pit
2
− cos2 piν¯0t
2
)
cos piν¯0t
2
sinh2 pit
2
∞∏
n=1
Zn, (214)
where Zn continues to be given by (211) but now with ν0 = iν¯0. Now this amplitude has
an infinite number of simples poles of its integrand occurring at tk = (2k − 1)/ν¯0 with
k = 1, 2, · · · , giving an imaginary part of the amplitude. This further indicates the decay
of the underlying system via the so-called open string pair production. The decay rate
and the open string pair production rate are given, respectively, by (140) and (142) for
the present case with ν1 = ν2 = 1/2 as
W =
4
√
fˆ 21 + fˆ
2
2 − 1
ν¯0(8π2α′)
1
2
∞∑
k=1
(
ν¯0
2k − 1
) 3
2 cosh2 (2k−1)pi
ν¯0
sinh2 (2k−1)pi
ν¯0
e
− (2k−1)y
2
2piα′ ν¯0 Z2k−1(ν¯0, 1/2, 1/2), (215)
where
Zk(ν¯0, 1/2, 1/2) =
∞∏
n=1
(1 + |zk|2n)4
(
1 + 2|zk|2n cosh kpiν¯0 + |zk|4n
)2
(1− |zk|2n)4
(
1− 2|zk|2n cosh kpiν¯0 + |zk|4n
)2 , (216)
with |zk| = e−kpi/ν¯0. As before, the open string pair production rate is given by the k = 1
term of the above as
W(1) =
4
√
fˆ 21 + fˆ
2
2 − 1
(8π2α′)
1
2
ν¯
1/2
0
cosh2 pi
ν¯0
sinh2 pi
ν¯0
e
− y
2
2piα′ν¯0 Z1(ν¯0, 1/2, 1/2). (217)
We would like to point out that with the choices of fluxes (207) and (208), the above
amplitudes and rates share qualitatively the same properties as their correspondences,
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respectively, in the case of p = 2, p′ = 0 discussed in subsection (4.1), even though the
details are different. For example, both of the rates blow up when ν¯0 →∞ which occurs
as fˆ 21 + fˆ
2
2 − 1 → gˆ20, reaching the so-called critical field. For small ν¯0 ≪ 1, Z1 ≈ 1 and
the open string pair production rate above looks also like that of the p = 2, p′ = 0 case.
For a general ν¯0, these two rates are different. Note that we don’t have the exponential
enhancement of the rate for small ν¯0, either.
5 Discussion and conclusion
We compute, in this paper, the closed string cylinder amplitude between a Dp and a
Dp′, placed parallel at a separation along the directions transverse to the Dp, with each
carrying their general constant worldvolume fluxes and with p − p′ = κ = 0, 2, 4, 6 and
p ≤ 6. We find that the amplitude for each of the p−p′ = κ 6= 0 cases can be obtained as
just a special case of the corresponding amplitude for the p = p′ case based on the related
physical consideration presented in the previous sections. As such, we find a universal
formula for this closed string cylinder amplitude, valid for all cases specified above, as
Γp,p′ =
23 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2 ∏2
α=0 sin πνα
2
κ
2 (8π2α′)
p′+1
2
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
η3(it)
×θ1
(
ν0+ν1+ν2
2
∣∣ it) θ1 ( ν0−ν1+ν22 ∣∣ it) θ1 ( ν0+ν1−ν22 ∣∣ it) θ1 ( ν0−ν1−ν22 ∣∣ it)
θ1(ν0|it)θ1(ν1|it)θ1(ν2|it)
=
22 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2 [∑2
α=0 cos
2 πνα − 2
∏2
α=0 cos πνα − 1
]
2
κ
2 (8π2α′)
p′+1
2
×
∫ ∞
0
dt
t
9−p
2
e−
y2
2piα′t
∞∏
n=1
Cn, (218)
where Cn continues to be given by (55). The amplitude for each given pair of p and p
′ and
the corresponding given worldvolume fluxes can be obtained from the above as a special
case as prescribed in the previous two sections. The corresponding open string one-loop
annulus universal amplitude can be obtained from the above via the Jacobi transformation
t → t′ = 1/t along with the relations for the θ1-function and the Dedekind η-function
given in (60) as
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Γp,p′ = −
23 i Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2 ∏2
α=0 sin πνα
2
κ
2 (8π2α′)
p′+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
η3(it)
×θ1
(
ν0+ν1+ν2
2
it
∣∣ it) θ1 ( ν0−ν1+ν22 it∣∣ it) θ1 ( ν0+ν1−ν22 it∣∣ it) θ1 ( ν0−ν1−ν22 it∣∣ it)
θ1(iν0t|it)θ1(iν1t|it)θ1(iν2t|it)
=
22 Vp′+1
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
2
κ
2 (8π2α′)
p′+1
2
∫ ∞
0
dt
t
p−3
2
e−
y2t
2piα′
2∏
α=0
sin πνα
sinh πναt
×
[
2∑
α=0
cosh2 πναt− 2
2∏
α=0
cosh πναt− 1
]
∞∏
n=1
Zn, (219)
where we have dropped the prime on the open string variable t and Zn continues to be
given by (61). If one of three να, say ν0, is imaginary, the underlying system decays via
the open string pair production. The general decay rate is
Wp,p′ =
23−
κ
2
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1 sin πν2
ν¯0(8π2α′)
p′+1
2
∞∑
k=1
(−)k+1
( ν¯0
k
) p−3
2
×
(
cosh kpiν1
ν¯0
− (−)k cosh kpiν2
ν¯0
)2
sinh kpiν1
ν¯0
sinh kpiν2
ν¯0
e
− ky
2
2piα′ ν¯0 Zk(ν¯0, ν1, ν2), (220)
where Zk is given by (141). The corresponding open string pair production rate is given
by the leading k = 1 term of the above as
W(1)p,p′ =
23−
κ
2
[
det(ηp′ + Fˆ
′
p′) det(ηp + Fˆp)
] 1
2
sinh πν¯0 sin πν1 sin πν2
(8π2α′)
p′+1
2
ν¯
p−5
2
0 e
− y
2
2piα′ ν¯0
×
(
cosh piν1
ν¯0
+ cosh piν2
ν¯0
)2
sinh piν1
ν¯0
sinh piν2
ν¯0
Z1(ν¯0, ν1, ν2). (221)
With the above, we have studied various properties of the amplitudes for each of the
systems considered such as the nature of the interaction, the open string tachyonic insta-
bility, and the open string pair production if it exists and the associated enhancement. In
particular, we find that the interaction can be repulsive for p′ ≤ p = 6 with all three pa-
rameters ν0, ν1, ν2 being real and non-vanishing, i.e., να ∈ (0, 1) with α = 0, 1, 2. Since the
amplitude is symmetric with respect to the three ν0, ν1, ν2, we can assume ν0 ≤ ν1 ≤ ν2
without loss of generality. The repulsive interaction occurs indeed when ν0 + ν1 > ν2 and
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ν0 + ν1 + ν2 < 2. In other words, whenever the sum of two smaller ν’s (here ν0 and ν1)
is larger than the largest ν (here ν2) and ν0 + ν1 + ν2 < 2, the underlying interaction
is repulsive. The reason for the above requirements is simple. The repulsive inter-brane
interaction occurs, in the absence of the worldvolume fluxes, only for the system of p = 6
and p′ = 0 for which we have ν0 = ν1 = ν2 = 1/2 following the description given in the
previous two sections (Here ν0 + ν1 > ν2 and ν0 + ν1 + ν2 = 3/2 < 2 meet the above
conditions for repulsive interaction). For all other choices of p and p′, the inter-brane
interaction, in the absence of the worldvolume fluxes, is either attractive or vanishing.
So to have a potential repulsive-interaction, we first need to have the presence of D6 and
secondly we need to have D0 which can be realized in general for p′ ≤ p = 6 with all
three ν0, ν1, ν2 ∈ (0, 1). Note also that when ν0, ν1, ν2 ∈ (0, 1), the worldvolume fluxes
give rise to not only D0 but also D2 and D4. The latter branes give instead the attractive
inter-brane interaction in addition to the repulsive one between D6 and D0. So whether
the net inter-interaction is repulsive, attractive or vanishes depends on the competition
between the repulsive component and the attractive one mentioned above. Using the
above assumption ν0 ≤ ν1 ≤ ν2, we have shown in section 3 and checked for each case
considered later that whenever ν0 + ν1 > ν2 and ν0 + ν1 + ν2 < 2, the net interaction
is repulsive. The interaction vanishes whenever ν0 + ν1 = ν2 or ν0 + ν1 + ν2 = 2. The
interaction is attractive whenever ν0 + ν1 < ν2 and ν0 + ν1 + ν2 < 2 or ν0 + ν1 > ν2 and
2 < ν0 + ν1 + ν2 < 3.
We also find that there is a correlation between the nature of interaction and the
existence of the open string tachyonic instability of the underlying system when the brane
separation reaches the distance determined by the so-called tachyonic shift. When the
interaction is repulsive, there is no open string tachyonic instability, independent of the
brane separation. When the brane separation is attractive, we do have the onset of
tachyonic instability when the brane separation reaches the distance set by the tachyonic
shift. We analyze this from various means and confirm this correlation.
When one of three parameters ν0, ν1, ν2 is imaginary, the underlying system is unstable
and decays via the so-called open string pair production. This is reflected in that the open
string one-loop amplitude has an imaginary part. Again without loss of generality, we
choose ν0 = iν¯0 with ν¯0 ∈ (0,∞). This is related to the applied electric flux(es). When
the applied electric flux reaches its critical one, we have ν¯0 → ∞, the open string pair
production rate diverges and the pair production cascades, giving rise also to the other
instability of the system. We have also studied the potential enhancement of the pair
production rate in the presence of magnetic fluxes and our findings here are consistent with
our previous studies on this. The enhancement is determined by the so-called tachyonic
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shift which can be given in general as |ν2 − ν1|/2 with ν1, ν2 ∈ [0, 1). In practice, all
ν¯0, ν1, ν2 are small. We have that the larger the shift is, the larger the open string pair
production enhancement. For this purpose, we prefer to have the presence of the larger
of ν1 and ν2 while turning off the smaller one such that the enhancement is larger. For
example, we keep ν1 while drop ν2. So the question is: can we realize the largest shift
which is ν1/2 = 1/2? This is one of the motivations for this paper as mentioned in the
Introduction. Though we cannot realize ν1/2 = 1/2 but we can have ν1/2 = 1/4, almost
equally as good, and it can come from the system of p − p′ = 2 without adding any
worldvolume magnetic fluxes given the above consideration. This is due to that the Dp′
brane acts effectively as a magnetic field which can give rise to ν1 = 1/2 as shown in
subsection 4.1. The largest pair production rate for practically given small ν¯0 occurs for
p = 3, p′ = 1 with purely added electric fluxes along the D1-directions. This system has
ν1 = 1/2, giving the possible largest enhancement. This may have a potential application
in practice which we would like to pursue in the near future.
One last thing, we have briefly mentioned in the introduction, is the relationship of
the present discussion with that for a system of Dp and Dp′ (p ≥ p′) with the two branes
not at rest but with a constant relative motion transverse at least to the Dp′ and/or
a rotation between certain transverse directions and the brane directions. As discussed
in [36], a Dp brane carrying a constant electric flux along certain spatial direction is
equivalent to a boosted and delocalized D(p - 1) brane along this direction. They are
related by a T-duality along this direction and the boost velocity is determined by the
electric flux. By a similar token, a Dp brane carrying a magnetic strength Fij with i < j
(also called magnetized brane), for example, is equivalent to intersecting D(p - 1) branes
at an angle between the spatial i-direction and the spatial j-direction and determined
by the magnetic flux, for example, by a T-duality along j-direction [15, 36–40]. Here the
magnetized Dp brane and the intersecting D(p - 1) branes are related by a T-duality
along the j-direction and the rotation is determined by the magnetic flux. Since the
resulting D(p - 1) brane(s) in either case is delocalized along certain directions transverse
to the brane, it is probably much easier and much more straightforward to compute the
same interaction between two such D branes using their equivalent ones carrying fluxes at
rest as discussed in this paper even though computations of the interaction for localized
such objects are known (for example, see [36, 46, 56]). In this paper we only use the
so-called no-force condition to discuss whether the underlying system preserves certain
supersymmetry but for intersecting branes the underlying supersymmetry can be analyzed
in detail following [5, 15, 37–40, 44–46] (see [41] for a rather complete list of references on
phenomenological applications to supersymmetry breaking for intersecting branes).
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Appendix A
In this Appendix, we first give a general discussion of the eigenvalues of the matrix w
(24). Note that
s = (η − Fˆ )(η + Fˆ )−1, s′ = (η − Fˆ ′)(η + Fˆ ′)−1, w = ss′T , (222)
and each of them satisfies the same relation, e.g.,
wα
γ(wT )γ
β = δα
β. (223)
This is actually a relation satisfied by a Lorentz transformation in (1 + p) dimensions.
In other words, either s or s′ is a general Lorentz transformation since either flux Fˆ
or Fˆ ′ counts the number of independent parameters of SO(1, p) as (p + 1)p/2. This
holds also true for w since it is the product of s and s′. In addition, we have det s =
det[(η− Fˆ )(η+ Fˆ )−1] = det(η− Fˆ ) det(η+ Fˆ )−1 = det(η− Fˆ ) det(η− Fˆ )−1 = 1 where we
have used (η + Fˆ )T = (η − Fˆ ) in the third equality since Fˆ is antisymmetric. This same
holds for s′, too. So we have detw = det s det s′T = 1 as well. Note also here
ηαβ = (−1, 1, · · · 1), α, β = 0, 1, · · ·p. (224)
Given the above, it is clear that a purely electric flux gives a Lorentz boost while a purely
magnetic one gives only a rotation of SO(p). When both Fˆ and Fˆ ′ are each purely electric,
the resulting w is in general not a pure Lorentz boost unless the two electric fluxes are
collinear. However, the resulting w is a rotation when both Fˆ and Fˆ ′ are each purely
magnetic. If w is indeed a pure Lorentz boost, it can always be brought to the following
form by a SO(p) rotation R,
w = rT w˜r, (225)
where
w˜ =

 γ γvγv γ
I(p−1)×(p−1)

 , r =
(
1
Rp×p
)
, (226)
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with γ = (1 − v2)−1/2 and v < 1. The rotation just brings the velocity along the ‘1’-
direction. So it is clear that a general Lorentz boost has only one non-trivial pair real
eigenvalues of λ± = γ(1 ± v) with λ+λ− = 1 and the rest are all unity. If w is instead
a pure SO(p) rotation, e.g. w = r with r given above, we have its eigenvalues 1 and the
rest in pairs13 as λα, λ
−1
α with λα = e
2piiνα and α = 0, 1, · · · (p − 2)/2 when p = even or
1, 1, and the rest in pairs as before but now with α = 0, 1, · · · , (p− 3)/2 when p = odd.
Here να are all real with each να ∈ [0, 1/2] for the amplitude as discussed in Section 3.
For a general w, we need to put some extra efforts to figure out the nature of its
eigenvalues. For this, since w is a Lorentz matrix with detw = 1, we can set
w = eK , (227)
where from (w−1)α
β = (wT )α
β we have
Kα
β = −Kβ α. (228)
Now solving the eigenvalue problem of w is transformed to that of K. In other words, we
have
f(ρ) = det
(
ρ δα
β −Kα β
)
= 0. (229)
Since KT has the same eigenvalues as K, we have also
f(ρ) = det
[
ρ δα
β − (KT )α β
]
= 0, (230)
which implies whenever ρ is an eigenvalue so is −ρ from (228). In other words, the
eigenvalues appear in pairs. When p = even, we have always one zero-eigenvalue since
detKα
β = − detKαβ = 0, giving the unity eigenvalue of w discussed in Section 3, and
the rest are in pairs.
Let us discuss the p = even case first. For the zero-eigenvalue, we can choose the
corresponding eigenvector as e such that Kα
βeβ = 0. We have two sub-cases to consider:
e · e = −1 and e · e = 1 where we have normalized each as indicated14. For the first
13We choose here the same conventions as used in Section 3.
14For certain choice of the fluxes, we may have the eigenvector being light-like. This can always be taken
as certain limit of the time-like or space-like limit as discussed. When this happens, the corresponding
K matrix can still be diagonalized. Here we use a simple example for p = 2 to illustrate this. Now the
most general K can be expressed as
Kα
β =

 0 f1 f2f1 0 g
f2 −g 0

 , (231)
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subcase, we choose e 0 = e such that {e 0, e 1, · · · , e p} forms a complete normalized basis
of the eigenvector space, giving
ηαβeα
α¯eβ
β¯ = ηα¯β¯ or ηαβe
α
α¯ e
β
β¯ = ηα¯β¯, (234)
where the α, β indices are raised or lowered using ηαβ or ηαβ and similarly for the α¯, β¯
indices. So eα
α¯ or eα α¯ is also a Lorentz transformation. We take α = (0, a) (α¯ = (0, a¯))
from now on with a = 1, 2, · · ·p (a¯ = 1, 2, · · · , p). We have now Kα βeβ 0 = 0 and from
(228) we have also (eT )0 βK
β
α = 0. With these two, we have, from (234),
K¯α¯
β¯ ≡ (eT )α¯ αKα βeβ β¯ =
(
0 0
0 K¯a¯
b¯
)
, (235)
where K¯a¯
b¯ = K¯a¯b¯ = −K¯b¯a¯ is real and antisymmetric from the property of K given in
(228). So it can be diagonalized by a unitary matrix u of the following form with its
purely imaginary eigenvalues in pairs as (ρa¯,−ρa¯) with a¯ = 1, · · · , p/2,
K¯ = UK¯0U
+ =
(
1 0
0 up×p
)(
0 0
0 (K¯0)p×p
)(
1 0
0 u+p×p
)
, (236)
where
(K¯0)p×p =


ρ1 0 . . . 0 0
0 −ρ1 . . . 0 0
...
...
. . .
...
...
0 0 . . . ρp/2 0
0 0 . . . 0 −ρp/2


. (237)
where we assume f1, f2, g are all non-negative without loss of generality. This matrix has three expected
eigenvalues: 0, ρ0,−ρ0 with ρ0 =
√
f21 + f
2
2 − g2. It can be diagonalized as
K = V K¯0V
−1, (232)
where the diagonal matrix (K¯0)α
β = (0, ρ0,−ρ0) and the non-singular matrix
V =
1
ρ0


g −f2 f1
f1g−f2ρ0
g2−f2
2
gρ0−f1f2
g2−f2
2
1
−f1g − f2ρ0 gρ0 + f1f2 f22 − g2

 , (233)
with its detV = 2. For the 0-eigenvalue, the corresponding eigenvector can be taken as e = (g, f2,−f1)T ,
giving Kα
βeβ = 0. Here e
2 = ηαβeαeβ = f
2
1 + f
2
2 − g2 which can be either time-like or space-like in
general. However, it becomes null when f21 + f
2
2 = g
2, which can be taken as the corresponding limit of
either time-like or space-like case. So long this is taken as a limiting case, we don’t have a problem to
diagonalize the matrix K since detV = 2 is non-singular.
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With the above, the original K is diagonalized as
K = V K¯0V
−1, (238)
where V = eU with (e−1)α¯
β = (eT )α¯
β and U−1 = U+. Here K¯0 gives the expected
eigenvalues: one zero and the rest being purely imaginary in pairs as indicated in (237).
For the second subcase, i.e. e · e = 1, we take now e p = e such that {e 0, e 1, · · · , e p}
forms a complete normalized basis of the eigenvector space. The following discussion goes
exactly the same line as above and end up with now
K¯α¯
β¯ ≡ (eT )α¯ αKα βeβ β¯ =
(
K¯α¯′
β¯′ 0
0 0
)
, (239)
where α¯′, β¯ ′ = 0, 1, · · ·p− 1. The diagonalisation of the matrix K¯α¯′ β¯′ follows exactly the
same as Kα
β for odd p. So we turn now to the odd p case.
For this case, since the eigenvalues are in pairs as (ρα,−ρα) with α = 0, 1, · · · (p−1)/2,
the function f(ρ) from (229) must be even in power of ρ when we expand the determinant
and is
f(ρ) = ρp+1 + c1ρ
p−1 + c3ρ
p−3 + · · ·+ cp−1ρ2 + detKα β. (240)
Note that detKα
β = − detKαβ = −(pf(Kαβ))2 < 0 with Kαβ = −Kβα from (228) and
pf(K) denoting the Pfaffian of antisymmetric matrixKαβ . So we have f(0) = detKα
β < 0.
For very large ρ > 0, the highest power of ρ dominates and so we have f(ρ) > 0. Therefore
we must have at least one pair (ρ0,−ρ0) with ρ0 positive real satisfying the eigenvalue
equation f(±ρ0) = 0. If detKα β = 0, we will have a pair of zero eigenvalues unless the
above cp−1 = 0 and if this is case we can do what we have done for the above even p case.
If we have more zero eigenvalues, we just repeat this process until we have non-zero ones.
For now, we assume detKα
β < 0, so we have ρ0 6= 0. The corresponding eigenvectors,
denoting as x0 and x1, satisfy their respective equations as
Kα
βx0β = ρ0 x
0
α, Kα
βx1β = −ρ0 x1α. (241)
From the first one, we have ρ0x
0 · x0 = (x0)αKα βx0β = x0αKαβx0β = 0 where we have
used the property of K from (228). This must imply x0 · x0 = 0 since ρ0 6= 0. In other
words, x0 is a null vector. By the same token, we have also x1 as a null vector. We now
show x0 · x1 6= 0. Since both are null vectors, without loss of generality, we can always
choose x0 = (1, 1, 0, · · · , 0) and x1 = (|~a|,~a). If x0 · x1 = 0, we must have |~a| = a1 > 0
and x1 = (a1, a1, 0, · · · , 0) = a1x0. This contradicts the fact that the two eigenvectors
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are independent since they correspond to different eigenvalues. Therefore, we must have
x0 · x1 6= 0. For convenience, we choose to have x0 · x1 = −2. With this, we define
e0 =
1
2
(x0 + x1), e1 =
1
2
(x0 − x1), (242)
such that (e0)2 = −1, (e1)2 = 1 and e0 · e1 = 0. We now construct an orthogonal basis
{e0, e1, · · · ep} satisfying the same relations as those given in (234). Note that Kα βeβ 0 =
−(eT )0 βKβ α = ρ0 eα 1 and Kα βeβ 1 = −(eT )1 βKβ α = ρ0 eα 0. So we have
K¯α¯
β¯ = (eT )α¯
αKα
βeβ
β¯ =


0 ρ0
ρ0 0
K¯a¯
b¯

 , (243)
where K¯a¯
b¯ is a (p− 1)× (p− 1) antisymmetric matrix (K¯a¯ b¯ = K¯a¯b¯ = −K¯b¯a¯) and can be
diagonalized, as before, by a (p− 1)× (p− 1) unitary matrix u, with its purely imaginary
eigenvalues in pairs as (ρc¯,−ρc¯) with c¯ = 1, 2, · · · , (p − 1)/2. Note that the symmetric
sub-matrix in K¯α¯
β¯ can be diagonalized by a 2× 2 matrix R as(
0 ρ0
ρ0 0
)
= R
(
ρ0 0
0 −ρ0
)
R−1, (244)
where specifically
R =
1√
2
(
1 −1
1 1
)
, R−1 =
1√
2
(
1 1
−1 1
)
. (245)
In other words, the matrix K¯α¯
β¯ can be diagonalized by the unitary matrix rU as
K¯ = r


ρ0 0
0 −ρ0
K¯(p−1)×(p−1)

 r−1 = rUK¯0U+rT = (rU)K¯0(rU)−1, (246)
where
r =
(
R
I(p−1)×(p−1)
)
, U =
(
I2×2
u
)
, (247)
and the diagonal matrix K¯0 = (ρ0,−ρ0, ρ1,−ρ1, · · · , ρ(p−1)/2,−ρ(p−1)/2). Given the above
and from (243), we have
K = eK¯eT = erUK¯0(rU)
+eT = (erU)K0(erU)
−1, (248)
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where we have used e−1 = eT . So we prove that in general K has a pair of real eigenvalue
(ρ0,−ρ0) and the rest are all imaginary and given in pairs as (ρc,−ρc) with c = 1, 2, · · · (p−
1)/2.
In summary, when p = even, we have two cases: 1) one zero eigenvalue and the
rest are all imaginary and given in pairs as (ρc,−ρc) with c = 1, 2, · · · , p/2; 2) one zero
eigenvalue, a pair of real eigenvalues (ρ0, ρ0) and the rest are all imaginary and given in
pairs as (ρc,−ρc) with c = 1, 2, · · · , (p − 2)/2. For p = odd, we have in general a pair
of real eigenvalues (ρ0,−ρ0) and the rest are all imaginary and given as (ρc,−ρc) with
c = 1, 2, · · · , (p− 1)/2.
If we set the positive real eigenvalue ρ0 = 2πν0 and the imaginary eigenvalues ρc =
2πiνc, from (227) we then obtain the same eigenvalues of w as discussed in Section 3.
Appendix B
The zero-mode contribution to the amplitude in the RR sector for p− p′ = ν = 0, 2, 4, 6
and for p ≤ 6 can be computed, following the regularization given in [34, 50], to give
0R〈B′, η′|B, η〉0R ≡ 0R〈Bsgh, η′|Bsgh, η〉0R 0R〈B′ψ, η′|Bψ, η〉0R
= − 2
4 δηη′,+√
det(ηp + Fˆ ) det(ηp′ + Fˆ ′)
[ p
′+1
2
]∑
n=0
[2(n + ν
2
)]!
22n+
ν
2 n!(n+ ν
2
)!
×Fˆ [α′1β′1···Fˆ α′nβ′nFˆ (p′+1)(p′+2)···Fˆ (p′+ν−1)(p′+ν)]Fˆ ′[α′1β′1···Fˆ
′
α′nβ
′
n]
, (249)
where the indices inside the square bracket denote their anti-symmetrization. As indicated
already in the previous sections, the above zero-mode matrix element for lower p and p′
cases can be obtained from either p = 6 or p = 5 case depending on p and p′ being even
or odd if their worldvolume fluxes are extended in a specific way which we turn next. Let
us take two explicit examples to demonstrate this. The first one is for p = 5 and p′ = 3
and we will show that the corresponding zero-mode matrix element can be obtained from
p = p′ = 5 case if we extend the p′ = 3 worldvolume flux Fˆ ′α′β′ to the p
′ = p = 5
worldvolume flux Fˆ ′αβ the following way,
Fˆ ′αβ =


Fˆ ′α′β′
0 gˆ′
−gˆ′ 0

 , (250)
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where we take the magnetic flux gˆ′ > 0 to be infinite at the end of computations. From
(249), we have for p = 5 and p′ = 3
0R〈B′, η′|B, η〉0R = − 2
4δηη′,+√
det(η5 + Fˆ ) det(η3 + Fˆ ′)
(
Fˆ 45 +
3
2
Fˆ [α
′β′Fˆ 45]Fˆ ′α′β′
+
15
8
Fˆ [α
′
1β
′
1Fˆ α
′
2β
′
2Fˆ 45]Fˆ ′[α′1β′1Fˆ
′
α′2β
′
2]
)
. (251)
We now show that this can also be obtained from the p = p′ = 5 case but with Fˆ ′αβ given
by (250). We have now from (249)
0R〈B′, η′|B, η〉0R = − 2
4δηη′,+√
det(η5 + Fˆ ) det(η5 + Fˆ ′)
(
1 +
1
2
Fˆ αβFˆ ′αβ
+
(
1
222!
)2
4!Fˆ [α1β1Fˆ α2β2]Fˆ ′[α1β1Fˆ
′
α2β2]
+
(
1
233!
)2
6!Fˆ [α1β1Fˆ α2β2Fˆ α3β3]Fˆ ′[α1β1Fˆ
′
α2β2Fˆ
′
α3β3]
)
. (252)
Note that det(ηαβ + Fˆ
′
αβ) = (1+ gˆ
′2) det(ηα′β′ + Fˆ
′
α′β′) which gives gˆ
′2 det(ηα′β′ + Fˆ
′
α′β′) for
gˆ′ → ∞. To have a finite contribution at gˆ′ → ∞, we need each term in the bracket to
have a factor Fˆ ′45 = gˆ
′. For this,
Fˆ αβFˆ ′αβ = 2gˆ
′Fˆ 45 + · · · ,
Fˆ [α1β1Fˆ α2β2]Fˆ ′[α1β1Fˆ
′
α2β2]
= 4gˆ′Fˆ [α1β1Fˆ 45]Fˆ ′α1β1 + · · · ,
Fˆ [α1β1Fˆ α2β2Fˆ α3β3]Fˆ ′[α1β1Fˆ
′
α2β2
Fˆ ′α3β3] = 6gˆ
′Fˆ [α1β1Fˆ α2β2Fˆ 45]Fˆ ′[α1β1Fˆ
′
α2β2]
+ · · · , (253)
where the · · · terms are independent of g′. With these and taking gˆ′ →∞, we can check
easily that (252) is exactly the same as (251).
The second example is to take p = p′ = 4 and we will show that the zero-mode matrix
element can be obtained from the p = p′ = 6 case by taking the worldvolume fluxes,
respectively, as
Fˆαβ =

 Fˆα
′β′
0 gˆ
−gˆ 0

 , Fˆ ′αβ =

 Fˆ
′
α′β′
0 gˆ′
−gˆ′ 0

 , (254)
where α, β = 0, 1, · · · , 6 and α′, β ′ = 0, 1, · · ·4. Note that we need to take gˆ, gˆ′ → ∞ at
the end of computations. For p = p′ = 4, the zero-mode matrix element from from (249)
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is
0R〈B′, η′|B, η〉0R = − 2
4 δηη′,+√
det(η4 + Fˆ ) det(η4 + Fˆ ′)
(
1 +
1
2
Fˆ α
′β′Fˆ ′α′β′
+
3
8
Fˆ [α
′
1β1Fˆ α
′
2β
′
2]Fˆ ′[α′1β′2Fˆ
′
α′2β
′
2]
)
. (255)
For p = p′ = 6 with the respective worldvolume fluxes given in (254), we have the
corresponding zero-mode matrix element from (249) as
0R〈B′, η′|B, η〉0R = − 2
4 δηη′ ,+√
det(η6 + Fˆ ) det(η6 + Fˆ ′)
(
1 +
1
2
Fˆ αβFˆ ′αβ
+
4!
26
Fˆ [α1β1Fˆ α2β2]Fˆ ′[α1β1Fˆ
′
α2β2] +
6!
26(3!)2
Fˆ [α1β1Fˆ α2β2Fˆ α3β3]Fˆ ′[α1β1Fˆ
′
α2β2Fˆ
′
α3β3]
)
.(256)
We will show that the above is actually the same as that given in (255) for gˆ, gˆ′ → ∞.
For this, note that√
det(ηαβ + Fˆαβ) det(ηαβ + Fˆ ′αβ) = gˆgˆ
′
√
det(ηα′β′ + Fˆα′β′) det(ηα′β′ + Fˆ ′α′β′), (257)
where we have used (254) and taken gˆ, gˆ′ → ∞. To have a finite limit, only those terms
in the bracket proportional to gˆgˆ′ in (256) survive. We have
Fˆ αβFˆ ′αβ = 2gˆgˆ
′ + · · · ,
Fˆ [α1β1Fˆ α2β2]Fˆ ′[α1β2Fˆ
′
α2β2]
=
25
4!
gˆgˆ′Fˆ α
′β′Fˆ ′α′β′ + · · · ,
Fˆ [α1β1Fˆ α2β2Fˆ α3β3]Fˆ ′[α1β1Fˆ
′
α2β2
Fˆ ′α3β3] =
(3!)24!
6!
gˆgˆ′Fˆ [α
′
1β
′
2Fˆ α
′
2β
′
2]Fˆ ′[α′1β′1Fˆ
′
α′2β
′
2]
+ · · · , (258)
where the · · · terms are independent of gˆgˆ′. Plugging the above terms to (256) and taking
gˆ, gˆ′ →∞, we get exactly (255).
In summary, for various RR zero-mode contributions given in (249), they each can
be obtained from the p = p′ = 6 or the p = p′ = 5 case by choosing the corresponding
worldvolume fluxes in a way as indicated in the above examples. So we only need to focus
on these two cases. They each can be given from (249) as
0R〈B′, η′|B, η〉0R = − 2
4 δηη′,+√
det(ηp + Fˆ ) det(ηp + Fˆ ′)
×
3∑
n=0
(2n)!
22n (n!)2
Fˆ [α1β1···Fˆ αnβn]Fˆ ′[α1β1···Fˆ
′
αnβn], (259)
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where p = 5 or 6. For either case, let us write the zero-mode contribution as
0R〈B′, η′|B, η〉0R = − 2
4 δηη′,+√
det(ηp + Fˆ ) det(ηp + Fˆ ′)
S, (260)
where
S =
3∑
n=0
(2n)!
22n (n!)2
Fˆ [α1β1···Fˆ αnβn]Fˆ ′[α1β1···Fˆ
′
αnβn]. (261)
In what follows, we will show
(0R〈B′, η′|B, η〉0R)2 = 27−pδηη′,+ det(I+ w), (262)
where w is given in (24) and for convenience we rewrite it explicitly here
w = (I− Fˆ )(I+ Fˆ )−1(I+ Fˆ ′)(I− Fˆ ′)−1, (263)
with I the (p+ 1)× (p+ 1) unity matrix. Note that
det(I+ w) =
det[(I+ Fˆ )(I+ w)(I− Fˆ ′)]
det(I+ Fˆ ) det(I− Fˆ ′)
=
2p+1 det(I− Fˆ Fˆ ′)
det(I+ Fˆ ) det(I+ Fˆ ′)
. (264)
With this, for (262) to hold, we need to show
S2 = det(I− Fˆ Fˆ ′). (265)
For this, we represent the S in terms of the following Grassmannian integration,
S = (−)p+1
∫ p∏
γ=0
[
dθγdθ′γ(1 + θ
γθ′γ)
]
e−
1
2
Fˆαβθ
αθβe
1
2
Fˆ ′α¯β¯θ′α¯θ
′
β¯ , (266)
where θγ and θ′γ are all real Grassmannian variables. With this, we have
S2 =
∫ p∏
γ=0
dθγdθ′γdθ˜
γdθ˜′γ(1 + θ
γθ′γ)(1 + θ˜
γ θ˜′γ) e
− 1
2
Fˆαβ(θ
αθβ+θ˜αθ˜β)e
1
2
Fˆ ′α¯β¯(θ′α¯θ
′
β¯
+θ˜′α¯θ˜
′
β¯
)
. (267)
Now we change the integration variables as
θγ =
ηγ + η∗γ√
2
, θ˜γ =
ηγ − η∗γ
i
√
2
, θ′γ =
η′γ + η
′∗
γ√
2
, θ˜′γ =
η′γ − η′∗γ
i
√
2
. (268)
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where ∗ denotes the complex conjugate. In terms of ηγ, η∗γ, η′γ and η
′∗
γ , we have
S2 =
∫ p∏
γ=0
dη′∗γ dη
γdη′γdη
∗γ(1 + ηγη′∗γ )(1 + η
∗γη′γ)e
−Fˆαβη
αη∗βe
Fˆ ′α¯β¯η′α¯η
′∗
β¯ . (269)
The evaluation of the integral can be simplified if we do the following integration first
I =
∫ p∏
γ=0
dη′γdη
∗γ(1 + η∗γη′γ)e
−Fˆαβη
αη∗βe
Fˆ ′α¯β¯η′α¯η
′∗
β¯
= e−(Fˆ Fˆ
′)α α¯ηαη′∗α¯ . (270)
With this, we have
S2 =
∫ p∏
γ=0
dη′∗γ dη
γ(1 + ηγη′∗γ )I
=
∫ p∏
γ=0
dη′∗γ dη
γe[I−(Fˆ Fˆ
′)]α α¯ηαη′∗α¯
= det(I− Fˆ Fˆ ′). (271)
In other words, (262) holds indeed. In Appendix A, we have shown w = V w0V
−1 with
w0 diagonal with eigenvalue 1 and others in pairs as (λα, λα) with α = 0, 1, 2 for p = 6 or
with eigenvalues in pairs as (λα, λα) with α = 0, 1, 2 for p = 5. We then have from (262)
for p = 5 or 6
(0R〈B′, η′|B, η〉0R)2 = 27−pδηη′,+ det(I+ w)
= 27−pδηη′,+ det(I+ w0)
= 27−pδηη′,+(1 + δp,6)
2∏
α=0
(1 + λα)(1 + λ
−1
α )
= 28 δηη′,+
2∏
α=0
cos2 πνα, (272)
where we have used λα = e
2ipiνα. This gives the expected result
0R〈B′, η′|B, η〉0R = −24δηη′,+
2∏
α=0
cosπνα, (273)
where we have used the known result 0R〈B′, η′|B, η〉0R = −24δηη′,+ in the absence of fluxes
for which να = 0 and να ∈ [0, 1) to cover all flux cases. Given what has been discussed,
for a general p ≤ 6, we have
0R〈B′, η′|B, η〉0R = −24δηη′,+
[ p−1
2
]∏
α=0
cosπνα. (274)
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