A multi-asset stochastic volatility model is presented. This is based on the Heston stochastic volatility model. It has the advantage of being sufficiently flexible to interpret the individual asset dynamics as well as the interdependencies among them, while still being analytically tractable. A formula for the joint transition probability density function of the stochastic process implicitly defined by the model is deduced. This formula is expressed as a one dimensional integral of an explicitly known function and allows us to derive elementary formulae for the conditional mean and variance of the asset price log-returns. A calibration procedure is proposed and tested on simulated data.
Introduction
This paper proposes a multi-asset stochastic volatility model (GH model for short) based on the Heston model [14] . This model is analytically tractable and describes satisfactorily the dynamics of n correlated asset prices. The GM model was developed in the aftermath of some recent studies on the Heston stochastic volatility model [3] , [11] , [16] and some generalizations of the Heston model in the multiscale framework [12] , [9] , [7] , [8] . The GH model is obtained from the Heston stochastic volatility model by adding an extra term to the stochastic differential equation satisfied by each asset price. Roughly speaking, this term expresses the correlation among the asset prices. The assumption made on the correlation structure enables us to derive a semi-explicit formula for the transition probability density function associated with the state variables. This formula is expressed by a one dimensional integral of an elementary function and it can be evaluated using simple quadrature rules such as the midpoint rule. Moreover, elementary formulae for the conditional mean of the asset log-returns and their variance are deduced (see, formulae (26) and (27)). The formula for the transition probability density function is used to calibrate the GH model applying the maximum likelihood approach. This approach is commonly used to calibrate stochastic volatility models (see, for example, [2] , [20] , [10] ) and its alternative is the mean least square approach. The latter is usually applied when formulae for option prices are available (see, for example, [4] , [5] , [13] ). A numerical experiment on simulated data is proposed. This experiment shows the performance of the calibration procedure and the GH model's ability to forecast asset prices. The paper is organized as follows. In Section 2 we present a generalization of the Heston stochastic volatility model and a formula for the transition probability density function associated with the GH model. Furthermore, formulae for the conditional expected values of the asset log-returns and of their variances are shown. In Section 3 the formulae proposed in Section 2 are proven. In Section 4 we propose a calibration procedure based on the maximum likelihood approach to estimate the parameters of the GH model. Some experiments on simulated data are presented to show the GH model's ability to describe the multi asset dynamics.
The asset stochastic volatility model
We now describe the details of the proposed model. Letting t be a real variable that denotes time, we consider the (vector valued real) stochastic process (S i,t , v i,t ), i = 1, 2, . . . , n, t > 0, solution of the following system of stochastic differential equations:
. . , n, are suitable real constants, satisfying the following conditions:
and 
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where E(·) denotes the expected value of ·, ρ i , ρ i,j ∈ (−1, 1) are constants known as correlation coefficients. Note that the condition (4) guarantees that when v i,t is positive with probability one at time t = 0, v i,t , solution of (2), remains positive with probability one for t > 0, i = 1, 2, . . . , n. Finally we introduce the following two matrices:
Note that model (1)- (2) is a generalization of the Heston model. In fact it is obtained adding the term a i S i,t dQ 0 i,t to the Heston process that describes the dynamic of the asset price S i , i = 1, 2, . . . , n. Specifically, when we choose a i = 0, i = 1, 2, . . . , n the GH model reduces to the Heston model for n uncorrelated assets (see equations (5), (7), (7)). When a i = 0, i = 1, 2, . . . , n a correlation structure among the assets is introduced and this correlation does not depend explicitly on the asset stochastic volatility. This particular correlation structure allows us to derive a semi-explicit formula for the transition probability density function associated with the process (S i,t , v i,t ), t > 0, i = 1, 2, . . . , n.
To derive this semi-explicit formula we consider the asset log-return x i,t , t ≥ 0, i = 1, 2, . . . , n, given by:
The dynamical system (1)- (2) can be rewritten as follows:
Equations (14)- (15) must be equipped with initial conditions as follows:
. . , n, are random variables that we assume to be concentrated in a point with probability one. For simplicity, we identify the random variablesx i,0 ,ṽ i,0 , i = 1, 2, . . . , n, with the points where they are concentrated. Equation (13) 
., v n , t ) be the transition probability density function associated with the stochastic process implicitly defined by (14) - (15) , that is, the probability density function of having
To derive a formula for p f , in analogy with Lipton (2001) (pages 602-605) [15] , we consider the Kolmogorov backward equation satisfied by p f as a function of the "past" variables (
with the final condition:
where δ(·) denotes Dirac's delta and suitable boundary conditions. The transition probability density function p f is the fundamental solution of the Kolmogorov backward equation (18) with final condition (19) and suitable boundary conditions. As shown in Section 3 the following integral representation formula for p f holds:
where I a is the modified Bessel function of order a (see, for example, Abramowitz and Stegun, 1970 [1] ) and the quantities
. . , n, are given by:
Integrating equation (20) with respect to the "future" variances (v 1 , v 2 , . . . , v n ) we obtain:
where the matrices Γ and D are given in (11) and (12) . Note that the function p M,f depends on the "past" variances at time t. The quantities v 1 , v 2 , . . . , v n are not really observable in the market so that we consider them as model parameters in the calibration procedure. Finally, using formula (20) we derive the expected value and the variance of the variable x i,t conditioned to the observation made at t, t > t, of the variables x i,t and v i,t , i = 1, 2, . . . , n. Let us denote withx i , i = 1, 2, . . . , n, the observation made of the log-returns x i,t , i = 1, 2, . . . , n and withṽ i , i = 1, 2, . . . , n, the variances at time t, we obtain the following formulae for the conditional mean and variance of the asset log-returns:
and finally:
3 Derivation of the integral representation formula for the transition probability density function
Let us derive the integral representation formula for p f (see formula (20)). Letting τ = t − t, we introduce the function p b defined as follows:
In fact it is easy to see that the function p f is only a function of τ = t − t instead of being a function of t and t separately. Using the fact that τ = t − t and (29), equation (18) can be rewritten as an equation for p b , that is:
with initial condition:
and with the appropriate boundary conditions. Now we consider the following representation formula for p b :
wheref is the Fourier transform with respect to the "future" variables (x 1 , .., 
where
Since the Fourier transform has been taken with respect to the "future" vari- 
Since the coefficients of the partial differential operator appearing on the right hand side of (35) are first degree polynomials in v j , j = 1, 2, . . . , n, we seek a solution of problem (35), (36) of the following form (see [15] ): 
where A and B j , j = 1, 2, . . . , n, are functions to be determined. Substituting formula (37) into equation (35), after some elementary algebra one notices that, in order to satisfy (35), it is sufficient for the functions A and B j , j = 1, 2, . . . , n to satisfy the following ordinary differential equations:
where k = (k 1 , k 2 , . . . , k n ) T ∈ R n and the superscript T means transposed. Note that the initial condition (40) has been obtained by imposing (36) on the function f given by (37). Equation (39) is a Riccati equation that can be solved elementarily, then integrating (38) with respect to τ we obtain:
A (τ, k 1 , .., k n , l 1 , .., l n 
Substituting equations (41) and (42) into equation (33) and integrating with respect to the variables l j , j = 1, 2, . . . , n (see, for example, Oberhettinger, 1973 [18] ), an elementary computation gives formula (20) .
A calibration problem for the GH model and simulated results
In this section we use the maximum likelihood approach to calibrate the parameters of the stochastic model (14) and (15) . This model is parameterized by 6n + n(n−1)/2 real quantities:
. . , n and the correlation coefficients ρ i , i = 1, 2, . . . , n, ρ i,j , i = 1, 2, . . . , n−1, j = i+1, i+2, . . . , n. Moreover, we consider the initial stochastic volatilitiesṽ i , i = 1, 2, . . . , n, as parameters that must be determined since they are not observable in the financial markets. In this way we must assign 7n + n(n − 1)/2 parameters. To this end we introduce the set of the feasible parameters:
and we choose m ob asset log-return observations. We denote withx j,i the j −th asset log-return observed at t = t i , j = 1, 2, . . . , n, i = 1, 2, . . . , m ob and we choose t i < t i+1 , i = 1, 2, . . . , m ob with t 1 = 0 and t m ob +1 = +∞. We consider the (log-)likelihood function defined by:
. . , x n , t ) We note that p * M,f can be rewritten as follows:
where k = (k 1 , k 2 , . . . , k n ) ∈ R n , and for j = 1, 2, . . . , n,
The n-dimensional integral appearing in (47) can be reduced to the sum of the products of one dimensional integrals when τ = t − t goes to zero. In fact, we have:
Using (49) in (47) we approximate the function p * M,f with the following func-tion:
. . , n, are given in (48). Using (50) we approximate the log-likelihood function (46) with the following function:
and we propose the following calibration problem:
We note that problem (52) is solvable with an affordable computer time also when the number of the assets in portfolios are few tens and that the solution Θ a of problem (52) is an approximation of the solution of the following problem:
that can be stated: given the observations (
that makes "more likely" the observations made.
Note that problem (52) is one of the simplest way of formulating the calibration problem, it can be improved as suggested, for example, in [6] .
The calibration procedure solves problem (52) using a technique based on a variable metric steepest ascent method. Specifically, starting from an initial guess Θ 0 ∈ M, at every iteration, the current approximation of the solution of (52) is updated with a step in the direction of the gradient of the (log-)likelihood function (51) computed in a suitable metric (see [19] and [17] ). Table 1 : Value of the model parameters used to generate the synthetic data Let us go into the details of the numerical experiments. The first experiment tests the reliability of the aforementioned calibration procedure. We choose n = 4 assets. The first components of the vector Θ * used to generate the data are shown in Table 1 and the remaining components which are the correlation coefficients ρ i,j are chosen as follows:
. . , n. We simulate data integrating numerically one trajectory of the stochastic differential equations (14), (15) (whose parameters are assigned by Θ * ) with the initial conditions (16), (17) using the explicit Euler's method. Specifically, we generate daily data for a period of thirteen months. We consider a "year" made of 252 working days and a "month" of 21 working days. As a consequence, we generate 21*13 daily log-return observationsx i,t , i = 1, 2, . . . , 4, t = 1, 2, . . . , 21 * 13.
To proceed with the calibration we consider four time windows of daily data: twelve-months, six-months, three-months and one-month. We denote with Θ 12 , Θ 6 , Θ 3 , Θ 1 the vectors obtained by the calibration procedure applied to these four windows. As previously mentioned, the calibration procedure consists in solving problem (52) and the vectors Θ 12 , Θ 6 , Θ 3 , Θ 1 are the numerical solutions of this problem for the different time windows.
In the calibration procedure of the four time windows we use the simulated data relative to the first twelve months while we use the data of the last month to select the best vector from among Θ 12 , Θ 6 , Θ 3 , Θ 1 . Furthermore, all parameters are expressed in values per annum. Table 2 and Table 3 show the first components of the vectors Θ 12 , Θ 6 , Θ 3 , Θ 1 . Looking at the tables we can see that the Euclidean distances of the vectors Θ 12 , Θ 6 , Θ 3 , Θ 1 are sufficiently small. This finding is coherent with the fact that the data used in the calibration have been generated using only one vector, that is the vector Θ * shown in Table 1 . Hence, we must expect that Θ 12 ≈ Θ 6 ≈ Θ 3 ≈ Θ 1 ≈ Θ * . In fact we have:
Now we propose a criterion to choose one of the vectors Θ 12 , Θ 6 , Θ 3 , Θ 1 . This criterion can be useful when we work with real data where we do not We forecast the daily price of the four assets during the thirteenth month using formula (26). We select as the best vector the one that minimizes the mean of the relative errors between the observed and forecast prices from among Θ 1 , Θ 3 , Θ 6 , Θ 12 . We stress that the one day-ahead forecast values of the asset price i,Ŝ i,t,t+Δt , are computed using the following formula:
, where Δt = 1/252, andx t,t+Δt is given by Eq. (26). In this equation we have chosen Θ equal to Θ j , j = 1, 3, 6, 12.
The mean relative errors on the forecast values obtained using Θ 1 , Θ 3 , Θ 6 , Θ 12 are, respectively, 0.0540, 0.0469, 0.0504 and 0.0554.
By applying the criterion mentioned above we select Θ 3 as the best vector. We conclude showing the quality of the forecast prices,Ŝ i,t,t+Δt , i = 1, 2, 3, 4. The quality is determined comparing the forecast and real (simulated) asset prices. Figure 2 shows the relative errors, L,t,t+Δt,i = |S i,t,t+Δt − exp(x i,t,t+Δt )|/| exp(x i,t,t+Δt )|, as a function of t expressed in days. In Figure  2 the variable t ranges from t = 1 to t = 30. That is, we consider the one day-ahead forecasts in the thirty days that follow the time period considered in the calibration procedure. The average relative error is about 5% and the largest error is 10%. 
