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Let a sequence (Pn) of polynomials in one complex variable satisfy a
recurrence relation with length growing slowlier than linearly. It is shown
that (Pn) is an orthonormal basis in L
2
µ for some measure µ on C , if and
only if the recurrence is a 3−term relation with special coefficients. The
support of µ lies on a straight line. This result is achieved by the analysis
of a formally normal irreducible Hessenberg operator with only finitely
many nonzero entries in every row. It generalizes the classical Favard’s
Theorem and the Representation Theorem.
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1 Restricted Recurrence
Let (Pn)n≥0 denote a sequence of polynomials in one complex variable z with
degPn = n and P0 ≡ 1. Such a sequence is uniquely determined by the recur-
rence relations following by linear algebra
zPn(z) =
n+1∑
i=0
dinPi(z), dn+1,n 6= 0 (1)
for n ≥ 0 with complex din. We call (1) a restricted recurrence (rr) if there
are rn ∈ {0, ..., n+ 1} such that
zPn(z) =
n+1∑
i=rn
dinPi(z) and rn →∞. (2)
In other words the length of the recurrence (≤ n+ 2 − rn) grows slowlier than
linearly.
Examples of rr are the classical symmetric 3−term recurrence where
dnn ∈ IR, dn+1,n = d¯n,n+1 for n ≥ 0. By Favard’s Theorem and the
Representation Theorem (see e.g.[1; Chap.II,Th.6.4] or [2; 4.Cor.]) the cor-
responding sequences (Pn) of polynomials are exactly those which form an
orthonormal basis (onb) in L2µ for some Borel measure µ on C with µ(IR) = 1.
The simplest rr is given by din = δi,n+1 yielding the polynomials Pn(z) = z
n
which are orthonormal with respect to the normalized Lebesgue measure on
the unit circle. This measure is unique and in particular there is no measure µ
on C such that the zn are an onb in L2µ. It can also be shown that for instance
the polynomials 1, 2z, z2, 2z3, ... satisfying an rr with din = 2
(−1)n+1δi,n+1 do
not admit any orthonormalizing measure at all [3; Beispiel 1.1.10]. Of course,
all recurrences of finite length are rr.
The main result we will obtain in (3.2) is that an rr for which the polynomials
Pn yield an onb in L
2
µ for some measure µ on C is a 3−term recurrence with
special coefficients. The orthonormalizing measures are concentrated on some
fixed straight line. By an affine map of the complex plane the polynomials can
be transformed into orthogonal polynomials on the real line.
The results are achieved by an operator theoretical approach. The main idea is
to interpret (1) as determining an irreducible Hessenberg operator in a Hilbert
space, where the Pn form an onb.
2 Hessenberg Operator on CI [z]
The linear space C [z] of polynomials in one complex variable is equipped with
the scalar product 〈 , 〉 by which the vector space basis (Pn) is orthonormal. Let
the Hilbert space H be a completion of (C [z], 〈 , 〉). Then C [z] is the invariant
1
dense domain of the operator D in H given by
(Dp)(z) := zp(z) for all polynomials p. (3)
With respect to the onb (Pn), D is a general irreducible Hessenberg
operator; in particular no lower diagonal element 〈Pn+1, DPn〉 = dn+1,n
vanishes. D is a symmetric Jacobi operator iff (Pn) satisfies a symmetric
3−term recurrence.
We begin with a rudimentary use of rigged Hilbert space idea.
Lemma 2.1 For λ in C let L be a linear form on C[z] satisfying L(Dp) =
λL(p) ∀p ∈ C[z]. Then there is a c ∈ C such that L(p) = cp(λ). Hence L =
c
∑
n Pn(λ)〈Pn, ·〉, since p(z) =
∑
n Pn(z)〈Pn, p〉 holds for all z ∈ C and p ∈
C[z].
Proof: Since λL(Pn) = L(DPn)
(1)
= L(
∑n+1
i=0 dinPi) =
∑n+1
i=0 dinL(Pi) holds,
(L(Pn))n≥0 satisfies the same recurrence relations (1) as (Pn(λ))n≥0.
Therefore L(Pn) = cPn(λ) holds with c := L(P0). By linearity it follows
L(p) = cp(λ). Finally note that the expansion p =
∑
n〈Pn, p〉Pn holds
even pointwise, since the sum is finite.
q.e.d.
In the following analysis the relevant property of D will be the formal normality,
i.e. dom(D∗) ⊃ C[z] and ‖D∗p‖ = ‖Dp‖ ∀p ∈ C [z]. Obviously D is formally
normal if it admits a normal extension in H. (We do not know whether the
converse is also true, cf. [4] or [3; Satz 4.3.14].)
Theorem 2.2 There is a bijective correspondence between the measures µ on
C for which (Pn)n≥0 is an onb in L
2
µ and the normal extensions N of D in H.
More precisely the following holds.
(i) If (Pn)n≥0 is an onb in L
2
µ then H = L
2
µ is a completion of (C [z], 〈 , 〉) and
the multiplication operator Mz by z is a normal extension of D in L
2
µ.
(ii) Let N be a normal extension of D in H. Denote by E the (projec-
tion valued) spectral measure of N and let µ be the measure on C given by
µ(∆) := 〈P0, E(∆)P0〉. Then the support of µ equals the spectrum of N and
(Pn)n≥0 is an onb in L
2
µ. By the latter H and L
2
µ are identified and N equals
Mz (see (i)).
Proof: (i) is obvious. As to (ii) show first that 〈E(∆)P0 : ∆ Borel set〉 is dense
in H. Indeed, since the monomials zn = DnP0 = N
nP0 span C [z], they
are total in H. Furthermore∞ > ‖NnP0‖
2 =
∫
|zn|2dµ, whence zn ∈ L2µ.
Therefore, for ǫ > o, there is an elementary function u =
∑
i αi1∆i such
that ǫ ≥
∫
|u− zn|2dµ = ‖(
∑
i αiE(∆i)−N
n)P0‖
2.
Therefore and since 〈E(∆)P0, E(∆
′)P0〉 = 〈P0, E(∆ ∩ ∆
′)P0〉 = µ(∆ ∩
∆′) =
∫
1¯∆1∆′dµ, the assignment E(∆)P0 7→ 1∆ determines a Hilbert
2
space isomorphism β from H onto L2µ. From βE(∆)β
−11∆′ = M1∆1∆′ ,
where M1∆ are the canonical projections of the spectral measure of Mz,
it follows βNβ−1 = Mz. This implies for z
n ∈ C [z] ⊂ H that βzn =
βNnP0 = M
n
z βP0 =M
n
z 1 = z
n ∈ L2µ.
Now (ii) follows easily. (ii) shows that N and N ′ are different if and only
if the corresponding measures µ and µ′ are different. This sets up the
asserted bijective correspondence.
q.e.d.
Consequently, there is a unique measure µ on C for which (Pn) is an onb in L
2
µ,
if D is essentially normal. We do not know whether the converse is also true in
general. Note however [3; Satz 4.2.6], where (Pn) is not complete.
3 Formally normal Hessenberg operator in case
of rr
Because of dk,k−1 6= 0 for k > 0 no row of an irreducible Hessenberg operator
vanishes, except for the 0–th one (as e.g. in the case of the shift related to
the polynomials zn). But if D is formally normal, then ‖D∗P0‖
2 = ‖DP0‖
2 =
‖d00P0 + d10P1‖
2 = |d00|
2 + |d10|
2 ≥ |d10|
2 > 0, so that there is n ≥ 0 with
〈P0, DPn〉 = 〈D
∗P0, Pn〉 6= 0. On the other hand, if D represents an rr then
for every k > 0 there is an integer s such that dkn = 〈Pk, DPn〉 = 0 for all
n > s. This means equivalently that dom(D∗) ⊃ C [z ] and D∗C [z ] ⊂ C [z ].
In particular it follows by the polarization identity that, in case of an rr, D is
formally normal iff D∗Dp = DD∗p ∀p ∈ C [z ].
Theorem 3.1 Let D be formally normal representing an rr. Then
D = b+ aJ
where b ∈ C , a ∈ C with |a| = 1, and J a symmetric Jacobi operator.
Proof: By the foregoing considerations for every k ≥ 0 there is an integer
sk ≥ 0 such that dksk 6= 0 and dkn = 0 for n > sk.
(i)We are going to show that sk = k + 1 for all k ≥ 0. For λ ∈ C
denote by Fλ the linear form
∑
n
Pn(λ)〈Pn, ·〉 on C [z ], see (2.1). Because
of Fλ(D
∗Dp) = Fλ(DD
∗p) = λFλ(D
∗p) ∀p ∈ C [z ], Fλ ◦ D
∗ is a linear
form on C [z ] satisfying the premise of (2.1). Therefore there is a q(λ) ∈ C
such that Fλ ◦D
∗ = q(λ)Fλ. Again, by (2.1) it follows for k ≥ 0 that
q(λ)Pk(λ) = q(λ)Fλ(Pk) = Fλ(D
∗Pk) =
∑
n
Pn(λ)〈Pn, D
∗Pk〉 =
=
∑
n
Pn(λ)dkn =
∑
n′
Pn′(λ)dkn′
3
with max{0, k − 1} ≤ n′ ≤ sk. This implies for k = 0 that q is a polyno-
mial in λ of degree s0. For general k ≥ 0 it follows that sk = s0 + k by
comparing the degrees of the polynomials.
In order to prove s0 = 1 observe that by the above computation the small-
est index m with 〈Pm, qPk〉 6= 0 is k−1 if k ≥ 1, since dk,k−1 6= 0. Another
way of calculating m, which follows now, yields m = k− s20 if k ≥ s
2
0. This
shows s0 = 1 as asserted.
For an integer r ≥ 0 and k ≥ rs0 the smallest integer m with
〈Pm, λ
rPk〉 6= 0 is k − rs0. This follows easily by iterating the recurrence
λPn = dn−s0,nPn−s0 + . . . + dn+1,nPn+1 with dn−s0,n 6= 0, which holds
true if n ≥ s0, since sn−s0 = n. Now, since q is a polynomial of degree s0,
the assertion follows from this result for r = s0.
(ii)Since sk = k + 1, D represents a 3-term recurrence relation
DP0 = g0P0 + h0P1 , DPn = fnPn−1 + gnPn + hnPn+1
for n > 0 and hn 6= 0 for n ≥ 0. By a straight forward computation the
equations
• |f1|
2 = |h0|
2 , |hn−1|
2 + |fn−1|
2 = |fn|
2 + |hn|
2
• gn−1hn−1 + fngn = gn−1fn + hn−1gn
• fnhn = hn−1fn−1
follow for n ≥ 1 from DD∗Pn = D
∗DPn for n ≥ 0. The last ones imply
fn = δhn−1 with δ := f1/h0 for n ≥ 1. Using these relations the equations
of the second row yield gn − gn−1 = δ(gn − gn−1). Independently, the
equations of the first row show |fn| = |hn−1|. Hence |δ| = 1 follows.
Now choose a ∈ C satisfying a2 = δ and put b := g0. It is easy to show
that J := a(D − b) is a symmetric Jacobi operator, as asserted.
q.e.d.
Plainly, every operator D of the form b + aJ as in (3.1) represents an rr and
is formally normal. More than that, it has normal extensions in H, since every
symmetric Jacobi operator has selfadjoint extensions (see e.g. [2; sec. 3] or [3] ),
all of them explicitly given by the von Neumann Theory on symmetric operators.
Conversely,A := a(N−b) is a selfadjoint extension of J inH. Indeed,A is normal
extending J . Hence A∗ ⊂ J∗ and dom(A∗) = dom(A). Since J ⊂ J∗, it follows
J ⊂ A∗, whence A ⊂ J∗ and therefore A = A∗. In particular it follows that D
has a unique normal extension iff J is essentially selfadjoint. Hence, by e.g. [2;
2.Theorem] or [3], uniqueness holds iff
∑
n≥0 |Pn(z)|
2 =∞ for some (and hence
for every) z /∈ b+ aIR. Now (2.2) yields the following
Corollary 3.2 Let (Pn)n≥0 be a sequence of complex polynomials satisfying
degPn = n and P0 ≡ 1. Then the statements (i) - (iv) are equivalent:
(i) (Pn) satisfies an rr (2) and is an onb in L
2
µ for some measure µ on C .
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(ii) (Pn) satisfies a 3−term recurrence of the kind
zPn(z) = acn−1Pn−1(z) + (b+ adn)Pn(z) + acnPn+1(z)
for n ≥ 0 with a, b, cn ∈ C , cn 6= 0, |a| = 1, dn ∈ IR, and P−1 := 0.
(iii) The polynomials P˜n(z) := Pn(b + az), n ≥ 0, for some a, b ∈ C , |a| = 1
satisfy a symmetric 3−term recurrence
zP˜n(z) = cn−1P˜n−1(z) + dnP˜n(z) + cnP˜n+1(z) .
(and hence form an onb in L2ν for some measure ν on the real line).
(iv) (Pn) is othonormal in L
2
µ for some measure µ on a line b + aIR with
a, b ∈ C , |a| = 1.
Moreover, the values of a, b in (ii) - (iv) are the same. Every orthonormalizing
measure is concentrated on b+aIR; it is unique iff
∑
n≥0 |Pn(z)|
2 =∞ for some
(and hence for every) z /∈ b+ aIR.
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