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A B S T R A C T
The prospect of realizing materials with highest strengths and other unique
properties has driven a large number of research activities on nanostructured
materials in recent years. The present dissertation deals with the atomic-scale
modeling of nanocrystalline and nanotwinned metals and alloys, employing
state-of-the-art atomistic simulation and analysis methods.
The aims of the present work are two-fold: to develop novel computa-
tional techniques in the field of atomistic materials modeling, and to use
these methods to shed light on the structure and atomic-scale plasticity of
nanostructured materials. In the first part of this thesis the newly developed
data analyis and visualization software Ovito is described, which provides
the basis for all following work. It serves as an integral part in the search
for the origins of microstrain broadening in x-ray diffraction (XRD) data
of nanocrystalline materials. To this end, virtual nanocrystalline structures
are characterized by means of simulated diffraction experiments as well as
a real-space strain field analysis. By correlating the results from the strain
field analysis with the XRD measurements, conclusions on the features of
nanometer-sized grains contributing to peak broadening can be drawn.
In the second part two sophisticated analysis algorithms are developed,
which allow to extract the complete dislocation network from an atomistic
simulation. The identification of single dislocation lines and the determina-
tion of their Burgers vector has been a laborious task usually done by hand in
the past. The new method makes this information available within seconds,
enabling a quantitative assessment of dislocation processes in large-scale
molecular dynamics (MD) simulations. It is employed in a study of dislo-
cation plasticity of nanotwinned metals, which can exhibt highest strength
and ductility compared with their twin-free counterparts. The deformation
mechanisms of Cu and Pd with ultrahigh twin densities are investigated by
means of MD simulations. While nanotwins have a strengthening effect in
Cu, they lead to a softening in Pd. This difference is discussed in terms of
the characteristic dislocations occurring during deformation.
The third part is dedicated to nanocrystalline alloys. First, an atomistic
simulation method is described that allows to model such materials by
taking into account both structural and chemical equilibration in large-scale
MD simulations. It is complemented by an efficient implementation of
a concentration-dependent interatomic potential scheme, which enables a
precise description of the energetics of mixing in multi-component systems
over the whole concentration range. These tools are then employed in a study
xi
of nanocrystalline Pd–Au. The stress-strain behavior of this miscible alloy
is discussed in terms of the interplay of grain boundary solute segregation,
fault energies, and grain size.
xii
Part I
I N T R O D U C T I O N

1
I N T R O D U C T I O N
1.1 motivation
Polycrystalline materials with a grain size of less than 100nm exhibit unique
mechanical properties: some nanocrystalline (nc) metals are characterized
by remarkable mechanical strength and the occurrence of superplasticity;
enhanced ductility is found for ceramics at nano grain sizes and nc coatings
stand out due to highly improved wear, friction and corrosion behavior.
The unusual mechanical behavior of nc materials leads to a great variety of
applications, like nc magnesium for hydrogen storage [219] or nc palladium
for solid state gas sensor applications [192].The outstanding mechanical prop-
erties found for nc metals are a result of the mechanisms relevant for plastic
deformation at small grain sizes, which fundamentally differ from those
present in coarse-grained metals [183]. Plastic deformation of nanostructured
metals is thought to arise from the intricate interplay between dislocation
and grain boundary (GB) processes. The underlying concepts and funda-
mental mechanisms of this complex interplay, however, have still not been
fully exposed [214], although nc metals have been studied intensively since
the synthesis of the first nc metals in bulk form about 20 years ago [60].
Some of the many remaining experimental and theoretical challenges include
identifying and quantifying (new) deformation mechanisms, elucidating the
influence of plastic deformation on structural transformations (including
structural stability against grain growth), and understanding the role of
distinct structural elements of grain boundaries in deformation processes
in nanocrystalline materials. The interest in the mechanical properties of
nc metals has been highly increasing over the last years, which is as well
attributed to the enhanced computer performance allowing more and more
realistic numerical models. In the past, molecular dynamics (MD) simula-
tions led to substantial progress in understanding plastic deformation of nc
metals [215, 185, 150, 217], which motivated the present work to follow this
successful route.
The work for the present dissertation was carried out within the joint re-
search group Plasticity of Nanocrystalline Metals and Alloys (DFG714), funded
by the Deutsche Forschungsgemeinschaft. The goal of this ongoing col-
laborative research effort was –and still is– to advance synthesis methods
and to shed light on the structure and fundamental plastic behavior of this
3
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promising class of materials by means of both experiments and modeling.
Nanocrystalline palladium and its alloys were chosen as primary objects
of investigation, mainly because of existing experimental expertise in syn-
thesis and characterization procedures for this material, existing data on
the mechanical behavior of nc Pd, and interatomic potentials, which enable
atomic-scale computer simulations (see section 1.3.1).
The use of x-ray diffraction techniques has played a central role in the
microstructural characterization of nc materials. They allow a determination
of mean grain size and distribution [94], and also root-mean-square strain
[206], through peak profile analysis. This root-mean-square strain, which is
also known as microstrain, is an experimentally measured quantity, which is
related to lattice strain fields present in the material. It is most prominent in
nc materials with grain sizes of around 30nm and below. Here, irrespective
of the synthesis route, the root-mean-square magnitude of the microstrain
reaches values of up to 1% [110, 180]. This is much higher than in coarse-
grained materials even if they have been heavily deformed. Dislocations,
however, appear not to control the microstrain broadening at the smaller
grain sizes. Markmann et al. [118] found that, although the grain interiors
are free of lattice defects, the microstrain of computer-generated nc structures
is significant and matches closely that of experiments on samples of similar
grain size. This raises the question for alternative sources of microstrain
at small grain size, for instance (i) strain fields due to stress concentrations
at the many triple junctions, (ii) displacement fields near grain boundaries,
and (iii) strain caused by compatibility constraints [205]. To elucidate the
nature of the experimentally measured microstrain, one key idea followed in
this thesis is to exploit the full atomic-scale structure information provided
by computer-generated samples to interpret results of experimental diffrac-
tion data analysis. We study the origin of x-ray microstrain broadening in
nanocrystalline metals generated via molecular dynamics simulation by com-
bining the simulated diffraction approach with a direct analysis of the atomic
displacement fields (performed in real space). In particular, we address the
following questions in chapter 3:
(i) Does the microstrain inferred from the x-ray data analysis reflect real
atomic disorder, or is it merely an artifact originating from the scattering
data analysis?
(ii) What is the microscopic nature and origin of the displacement fields
that cause the reflection broadening?
In order to make a comparison with experimental microstrain data possible,
an atomistically defined measure of the local lattice distortions must be
developed that allows to identify those regions of the crystal that effectively
contribute to x-ray microstrain broadening.
4
1.1 motivation
The grain size of polycrystals can be refined to the nanometer regime
only under extreme conditions, and in pure metals, a grain size in the
nanometer range is difficult to stabilize against the strong driving force for
grain growth. That is why segregating solutes have been used to prevent
grain growth, which occurs even at room temperature in nanocrystalline
metals [62, 206, 43]. Even though the atomic-scale structure and mechanical
properties of segregating nc alloys have been studied to some extend, much
less attention has been paid to miscible solutes that in principle allow to
specifically tune important materials properties, which control the mechanical
behavior: The nucleation of partial dislocations, for instance, is stimulated
by miscible solutes as shown by Rajgarhia et al. [142] in MD simulations.
Alloying also affects the thermal stability of grain boundaries and leads
to a variation of the generalized planar fault energy (GPFE) of the bulk
material [86, 126, 127, 128, 95, 28], which in turn controls many dislocation
processes [185] and determines the twinnability of the material [10, 169,
84, 85]. Moreover, it is well known that the grain boundary structure and
energy depends on the type and number of solutes [177], and chemically
enhanced equilibration of GBs might affect the mechanical properties of
alloyed nanocrystals. The complex interplay of these various factors affecting
the deformation behavior of nanocrystalline alloys will be studied in chapter 7
using molecular dynamics simulations for the case of the Pd–Au miscible
alloy system. To this end, new simulation techniques need to be developed
first (chapter 6). The virtual samples of various grain sizes are prepared
with a hybrid MD/Monte-Carlo scheme accounting for both structural and
chemical equilibration, which we will describe in section 6.2. Since modeling
of nanocrystalline structures requires extended system sizes with several
millions of atoms, efficient parallelization strategies need to be devised to
handle large systems in Monte-Carlo simulations. In addition, an interatomic
potential is required to model the Pd–Au binary. To this end, we first refine
the so-called concentration-dependent embedded atom method (CD-EAM)
[26], to enable efficient Monte-Carlo simulations based on this advanced
potential scheme (section 6.3). Finally, we use the CD-EAM model to derive a
cross-potential for the Pd–Au binary on the basis of existing EAM potentials
for the pure constituents.
In the conventional grain size regime, a reduction in grain size usually
leads to an increase in ductility. In the nanocrystalline regime, however,
one often finds disappointingly low tensile ductilities, typically less than 2%
elongation for most nanocrystalline metals with grain sizes <25nm [91, 100].
In addition to processing artifacts (pores) present in such materials, Koch
[90] identified tensile instabilities and crack nucleation or shear instability
as sources of limited ductility. The low work hardening rate of many nc
materials leads to early strain localization and failure. So far, this trade-
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off between strength and ductility of nanocrystalline materials has limited
their applications. Several recent experimental studies have shown, how-
ever, that nanoscale growth twins in ultrafine Cu can significantly improve
mechanical properties as compared to twin-free samples. In tensile tests
and nanoindentation experiments, nanotwinned samples with various twin
densities exhibit higher yield strength, tensile strength, and hardness, as well
as ductility [113, 36, 112]. The observed increase in strength with decreas-
ing twin boundary distance is comparable to that found for conventional
grain size refinement. That is, nanoscale twin boundaries seem to impart as
much strengthening as conventional high-angle GBs by blocking dislocation
motion [113, 111] and exhibit a Hall–Petch type behavior. In contrast to
nanocrystalline Cu with general GBs, however, nanotwinned Cu does not
lose its tensile ductility when refined to the nanometer regime. In addition,
twin boundaries usually exhibit much higher mechanical and thermal sta-
bility, and less electric resistivity in comparison to other grain boundaries
[114, 111].
With only a very few exceptions [59, 57, 98], most work on the effect of
growth twins on the mechanical properties of metals have been performed
in Cu. Frøseth et al. [59, 57], however, have reported that nanotwinned
Al exhibits enhanced plasticity in constant-stress simulations compared to
its twin-free counterpart. This result suggests that other nanotwinned face-
centered cubic (fcc) materials might not show the strengthening effect found
for Cu. Jin et al. [78, 77] studied the interaction of single dislocations with
a twin boundary in Cu, Ni, and Al. They found several possible reactions,
being dependent on the material’s energy barriers, type of dislocation, and
loading condition. For nanotwinned Pd, however, Kulkarni et al. [98] predict
a performance based on simulated indentation studies that is very similar to
Cu. In view of these results, the question arises whether the strengthening
effect of twins observed in Cu is a general phenomenon present in all fcc
metals. To address this question, we will accurately compare the behavior
of both nanotwinned Cu and Pd under realistic conditions using large-scale
MD simulations of Cu and Pd polycrystals. In particular, we employ a newly
developed dislocation analysis method that allows us to study the numbers
and types of dislocations that occur during deformation, compare them to
experimental measurements, and finally, to link these microscopic processes
to the macroscopic stress-strain behavior of fcc metals.
In general, the MD simulation method used throughout the present work
yields two types of output: (i) the thermodynamic properties of the simulated
system, like total energy, temperature, and pressure/stress as functions of
simulation time, and (ii) the trajectories of the atoms. The thermodynamic
data can be directly used to interpret the general behavior of the system,
for example, by relating it to experimental measurements of macroscopic
6
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properties like the stress–strain curve. But the atomic coordinates are in
fact the more valuable output, because they contain a wealth of information,
which is usually not accessible via experimental techniques. They describe
the state and the evolution of the system in its entirety. The raw atomic
coordinates alone, however, are not sufficient to enable an instructive sight
into the material. Usually, sophisticated tools and post-processing methods
are required to exploit this data and to visualize it to enable a meaningful
interpretation by the scientist.
The development of such analysis methods is one of the main goals
addressed by the present work. Various techniques have been developed
in the past to identify individual atoms in a simulation that are part of
crystal defects such as dislocations and grain boundaries. Their level of
sophistication ranges from very simple (e.g. coordination number, atomic
excess energy [21]) to elaborate (e.g. common neighbor analysis [72], centro-
symmetry parameter [83], Ackland’s bond-angle method [4]). These methods
are more or less well suited for a visualization of the defect structures by
masking out all other regular crystalline atoms which occlude the area of
interest. None of these methods, however, is capable of determining the
type of a crystal defect (dislocation, vacancy, grain boundary etc.) or any
quantitative higher-level information like the Burgers vector of a dislocation.
Loosely speaking, we are stuck in the atomistic picture of the crystalline
material, which is essentially an ’overloaded’ description if we want to
understand deformation processes on larger scales.
Some primitive attempts have been made to characterize dislocations
in atomistic simulations, for instance, by analyzing the elastic strain field
induced by a dislocation, which, in principle, allows to determine its Burgers
vector [65]. Vo et al. [191] devised a post mortem method that approximately
yields the total plastic slip produced by dislocations, but gives no information
on the types and numbers of dislocations involved. Thus, the available
existing techniques are clearly unsatisfactory, and in chapter 4 we will
develop methods for extracting dislocation lines and other crystal defects in
a fully automated way, greatly enhancing the value of atomistic simulations
of crystal plasticity.
In general, powerful visualization techniques for simulation data play a
key role in materials modeling, in particular since the simulated systems
constantly become larger and more complex. The task of visualization soft-
ware is to translate the raw data generated by a numerical simulation model
into a meaningful graphical representation to enable an interpretation by
the scientist. During the last decade, several efforts have led to the devel-
opment of extensive data analysis and visualization software packages like
ParaView [88] and VisIt [40], which can process arbitrary scalar and vector
fields defined on 2D and 3D structured and unstructured meshes. Since
7
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these package have mainly been designed for the processing of continuum-
based simulations (e.g. finite element methods), most researchers resort to
specialized tools like RasMol [149], AtomEye [103], or Vmd [75] when it
comes to the visualization of atomistic simulations. The capabilities of these
existing tools are, however, limited with respect to the available analysis
functions and the data size that can be visualized. As part of this work, we
have developed a novel analysis and visualization software for atomistic
simulation data, providing capabilities that go beyond those of established,
but insufficient solutions. This software will be described in some detail in
chapter 2 and provides the basis for all following scientific work.
Note that this thesis is divided into three parts following the introductory
chapter. Each part begins with a chapter describing the newly developed
tools and methodologies that ultimately enabled the scientific investigations
presented in the subsequent chapter.
1.2 plasticity of nanocrystalline materials
In this introductory section we want to give a brief review of the deformation
mechanisms that govern the plasticity of nanocrystalline metals according to
the current understanding.
Nanocrystalline materials, which have a grain size below 100nm, are being
actively investigated because of unique mechanical properties, which can in-
clude increased strength and hardness, improved toughness, reduced elastic
modulus and ductility, and other materials properties like enhanced diffu-
sivity. Some of these remarkable mechanical properties of nanocrystalline
materials are highly desirable for structural applications. Thus, to optimize
the mechanical behavior, it is important to identify its underlying mecha-
nisms. In the following we give an overview of the most important findings
on the wide range of mechanisms that can play a role in nanocrystalline
metals.
1.2.1 Non-dislocation based deformation mechanisms
The Hall–Petch relationship predicts that the yield stress increases with the
inverse of the square root of the grain size [35]. This behavior, however,
cannot be extrapolated to very small grain sizes. Experimental results on
nanocrystalline materials show either a reduced slope, a plateau or even a
decrease of the yield stress below a critical grain size (called the negative
Hall–Petch effect [29]). Yet, there is no clear evidence for the nature of
the strength–grain size relationship at grain sizes below ∼ 10-15nm. Even
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though a softening below this critical grain size has been oberserved in MD
simulations [150, 151], more recent investigations indicate that the strength
is controlled not only by the grain size alone, but by a combination of both
grain size and degree of grain boundary relaxation [190] – a factor that has
been ignored in earlier studies. In summary, the negative Hall–Petch effect
is still being debated as there is insufficient reliable data to validate the
existence of this effect.
The conventional Hall–Petch relationship is based on the concept of dislo-
cation pile-ups. As the grain size is decreased, the number of dislocations
piled up against a grain boundary is reduced, since this number is a function
of the distance to the source for a given stress level. Conversely, an increased
stress level is required to generate the same number of dislocations at a pile-
up. Below a critical grain size, one can no longer use the pile-up concept to
explain plastic flow: The number of dislocations at the pile-up is eventually
reduced to one, and the multiplying effect on the stress field is lost [136]. A
large number of experimental studies and atomistic computer simulations
(for reviews see Refs. [124, 35, 209, 207]) confirmed that inside grains of
100nm or less the development of required dislocation fluxes for plastic flow
begins to become severely curtailed. At this crystallite size, conventional dis-
location sources based on the Frank-Read mechanisms cannot operate [188]
and dislocation glide is impeded by the high density of grain boundaries.
Instead, the resulting high stress levels lead to a substantial contribution of
grain boundary processes to plasticity, such as grain boundary sliding, grain
rotation, diffusional creep, twinning and faulting, grain boundary migration,
and intergranular fracture.
Grain boundary sliding is the principal deformation mechanism of su-
perplasticity and has been proposed to be the dominant mechanism in
nanocrystalline materials at grain sizes <50nm. Here, plastic deformation
takes place by virtue of a layer of grains being translated with respect to a
neighboring layer. Van Swygenhoven et al. [184, 187] found GB sliding to be
the primary deformation mechanism in molecular dynamics simulations of
nanocrystalline structures. The sliding is facilitated by atomic shuffling and
stress-assisted volume migration.
The activation of alternative deformation mechanisms like GB sliding
is also confirmed by experimental measurements of strain rate sensitivity,
which increases at small grain size [202, 121]. The increased strain rate
sensitivity is directly related to a change in the rate controlling mechanisms
of plastic deformation through their activation volume [113]. A high strain
rate sensitivity is indicative of a smaller activation volume. Conventional fcc
metals have a large activation volume, V ≈ (102− 103)b3, which is associated
with dislocations cutting through forest dislocations. On the other hand, the
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activation volume for GB diffusion processes is much lower, on the order of
the atomic volume, V ≈ (1− 10)b3.
Grain rotation has been proposed as another deformation mechanism that
becomes active at small grain sizes. The rotation is facilitated by the motion
of partial disclination dipoles, causing plastic flow accompanied by crystal
lattice rotation behind the disclinations [135, 132]. During plastic defor-
mation, two neighboring grains might rotate in a fashion that brings their
orientations closer together. This leads to the elimination of the dislocation
barrier constituted by the grain boundary between them, now providing an
extended path for dislocation motion. Note that this mechanism can actually
lead to a softening and localization, which is in agreement with the limited
ductility found for many nanocrystalline metals.
Conventional constitutive models for mechanical twinning predict that
a decrease in grain size is expected to render deformation twinning more
difficult [125]. This is especially the case for metals with high stacking
fault energies like Al, which either require extremely high shear stresses or
large critical nucleus sizes to enable the formation of twins. Thus, from a
theoretical point of view, nanocrystalline metals do not posses the ability of
twinning. Surprisingly, several experimental investigations revealed twins in
TEM images of nanocrystalline Al after deformation [107]. They followed
an earlier prediction of deformation twinning made on the basis of MD
simulations of nanocrystalline Al [212]. The experiments confirmed that
deformation twins can form via the dynamic overlapping of stacking fault
ribbons associated with Shockley partial dislocations emitted from grain
boundaries. The experimentally observed deformation twins are, however,
not as prevalent as predicted by the MD simulations, which is likely to result
from the differences in deformation conditions, in particular the extremely
high strain rates applied in MD simulations (see section 1.3.3).
The existing experimental and theoretical results indicate that there is not
the prevalent deformation mechanism in nc metals. Instead, depending on
grain size, temperature, and stress and strain rate different mechanisms may
be dominant. Some attempts to summarize these insights on microscopic
processes in the form of deformation mechanism maps have been made.
Figure 1 shows two such maps with alternative parametrizations (stress and
strain rate vs. grain size).
1.2.2 Dislocations in nanocrystalline metals
Even though alternative mechanisms like the ones described in the previous
section compete with dislocation slip in the nanocrystalline regime, dislo-
cation slip is still a major contributor to plastic flow in most cases. In the
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(a) (b)
Figure 1: Proposed deformation mechanism maps for nanocrystalline fcc metals.
(a) Map from Ref. [207] displays results from experiments as well as MD
simulations, which predict a variation of the dominating mechanisms
over a wide range of strain rates. (b) The second map from Ref. [215]
defines regions in which either complete extended dislocations (region I)
or partial dislocations (region II), or no dislocations at all (region III) exist
at low-temperatures. The map is expressed in reduced units of stress and
inverse grain size. The parameters r0 (equilibrium dislocation splitting
distance) and σ∞ (resolved shear stress for infinite splitting distance) are
functions of the stacking fault energy and the elastic properties of the
material.
conventional polycrystalline regime, the material contains a significant den-
sity of pre-existing dislocations and, in addition, grain boundary ledges act
as sources for dislocations at the onset of plastic deformation [102], which
are then further multiplied. In the nanocrystalline regime, however, grain
boundaries are virtually free of such ledges, and the mean free path of dis-
locations is reduced such that dislocation reactions, double cross slip, and
other mechanisms of dislocation multiplication are effectively prohibited.
It was shown primarily by means of molecular dynamics simulations that
grain boundaries act as sources and sinks for dislocations in nanocrystalline
metals [215, 150, 151, 186]. The reduced mean free path of dislocations
does not enable work hardening based on processes like cross slip. Thus,
the dislocation density remains low throughout the plastic deformation
process. Dislocations, which are nucleated at one grain boundary, run almost
unimpeded until they encounter the opposing grain boundary, where they
are absorbed. The predicted stresses to nucleate a dislocation loop with a
small radius on the order of the grain size are quite high. The actual global
stress at which dislocations are emitted from a GB can, however, actually be
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considerably lower because of the stress concentration effect from adjacent
GBs.
Some experiments indicate that many grain boundaries in nc metals are
in non-equilibrium, that is, they contain a large number of GB dislocations
[73]. One could assume that such non-equilibrium GBs are ready candidates
for emission of dislocations into the grain interiors. Contrary to this picture,
nanocrystalline GBs have been reported to be not as different from the ones
in conventional polycrystals as initially suspected, apart from an increased
triple junction density. Early reports of GBs being an amorphous layer
of considerable thickness have not been confirmed and could be due to
incomplete densification during synthesis. The stacking fault ribbon width
(separation distance between Shockley partials) in nanocrystalline metals
with high stacking faults energies is larger than in the respective coarse-
grained counterparts [7, 105]. In nc metals with low stacking fault energies,
the emission of trailing partials from the grain boundaries can be severely
limited. This is why deformation twins and stacking faults across grains
were found ubiquitous in such materials [106].
MD simulations of nanocrystalline fcc metals have shown that dislocation
emission always happens by nucleation of Shockley partials from the grain
boundaries. Depending on the magnitude of the aforementioned stacking
fault energy, a trailing partial might or might not follow it. It was emphasized
by Van Swygenhoven and co-workers, however, that the entire generalized
planar fault energy curve (GPFE) [223] must be taken into consideration, and
it was proposed that the ratio of the unstable and intrinsic stacking fault
energies is more appropriate to describe the observed dislocation activity in
nanocrystalline samples. If this ratio is close to unity, full dislocations are
anticipated during the deformation process; conversely, if this ratio is high,
extended partial dislocations are expected within the nanocrystalline grains.
Furthermore, nucleation of dislocations in nc metals is influenced by two
factors: the resolved shear stress of the corresponding slip system and the
structure of the GB. For example, the discrete lattice dislocations that con-
stitute a low-angle grain boundary can become mobile at a certain strain
level and the grain boundary disappears [51]. A similar behavior has been
reported for grain boundaries having a configuration close to the coherent
twin configuration [58, 12]. For these vicinal twin boundaries, relatively low
stresses are required for the GB to emit dislocations, which ultimately let
the GB evolve further to the favorable coherent twin configuration [51]. The
mechanisms of dislocation nucleation and absorption have been studied in
various MD simulations using a bicrystal geometry, showing that the local
GB structure determines the preferred dislocation nucleation and disloca-
tion absorption sites in the GBs [175, 162]. In particular it was found that
the dissociated interface structural units in certain GBs play a strong role
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in the dislocation nucleation process, serving as the nucleation points for
dislocations [163].
After nucleation, the propagation of a dislocation segment along the grain
boundaries is hindered by a pinning–depinning mechanism influenced by
the relative orientation between the Burgers vector and the ledge geometry
of the grain boundary [186]. In a recent paper, however, Van Swygenhoven
and co-workers report dislocation cross-slip during dislocation propagation
suggesting that the observed lack of strain hardening in constant strain
rate MD simulations might be due to the ability of a screw dislocation
segment to bypass pinning sites [11] on the GB. Detailed temporal analysis
of these atomic processes revealed that the cross-slip process is initiated
at the intersection between the dislocation segment and the GB. In a more
quantitative analysis of the critical resolved shear stresses associated with
dislocation activity, it was found that dislocation propagation constitutes the
rate-limiting plastic process in finite temperature MD simulations [12].
Vo et al. [191] have quantified the respective contributions of dislocation
glide and non-dislocation based deformation mechanisms to the total plastic
slip in MD simulations of nanocrystalline Cu. They conclude that dislocations
significantly contribute to plastic deformation of nanocrystalline materials
for grain sizes as small as 5nm. Up to 50% of net strain is produced
by dislocation glide. Given the extremely high strain rate of 108 s−1 used
in the simulation, this result cannot, however, directly be carried over to
experiments.
1.3 methods
1.3.1 Molecular dynamics
At the nanometer scale conventional continuum concepts are no longer valid,
and one has to take the discrete nature of the constituting atoms into account.
This is the main reason why we use atomistic simulation methods in the
present dissertation to study the structure and plasticity of nanostructured
materials.
First-principles simulation methods like density functional theory (DFT)
[71, 92] solve the electronic many-body problem to calculate the total energy
of an atomic system. This quantum-mechanical treatment of electrons allows
one to study materials on the atomic scale very accurately. However, there
are many physical processes whose natural length and time scales lie outside
the domain currently accessible by first-principal methods. This is especially
true for those systems studied in the present thesis, which involve several
millions of atoms. Access to this scale is afforded by (semi-)empiricial inter-
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atomic potentials. An interatomic postential is a relatively simple analytic
function that expresses the total potantial energy, E, of a system in terms
of the atomic (ion) positions, {ri} (a point in configuration space). The
molecular dynamics (MD) method can be used to calculate the trajectories
of the simulated particles. This method requires multiple evaluations of
the Newtonian forces F i = −∂E/∂ri acting on individual atoms. Such in-
teratomic potentials are called empricial because they do not involve any
quantum-mechanical calculations, although they are often used during the
development of the potentials. The potential functions contain fitting param-
eters, which are adjusted to reproduce selected properties of the material
known from experiment and/or first-principles calculations. The underlying
assumption is that a potential, which gives accurate energies and forces on
configurations points used during the fit, will also give reasonable results for
configurations between and beyond those points (transferability property).
Simple empirical potentials like Lennard-Jones and Morse potentials have
been used for materials modeling for several decades. They describe the
total energy as a sum of pair-wise terms, which, in most cases, is an oversim-
plification of the atomic bonding. For metallic systems, the presently most
widely used potential format is given by the embedded atom method (EAM)
[37, 38] and the Finnis-Sinclair (FS) scheme [53]. Although initially derived
from different physical approaches, the two potential forms are similar. Here
we introduce the notation of the EAM, which postulates the total potential
energy of an N atom system as
E =
1
2
N
∑
i
N
∑
j 6=i
Vαiβ j(rij) +
N
∑
i
Fαi($i), (1.1)
where the first term is the sum of pair interactions, Vαiβ j(rij) is the pair
interaction between atom i (of chemical identity αi) and atom j (of chemical
identity β j), and Fαi represents the embedding energy of atom i in the host
of electron density $i induced at site i by all other atoms. The host electron
density is given by
$i =
N
∑
j 6=i
ραj(rij), (1.2)
where ραj(rij) is the electron density function assigned to atom j. The second
term in equation 1.1 represents, in an approximate manner, the many-body
interactions responsible for a significant part of bonding in metals. Since
the interactions are short-ranged, the functions Vαiβ j(rij) and ραj(rij) can be
taken as effectively zero beyond some cutoff rc, which usually includes the
first three or four neighbor shells of an atom. This allows to calculate the
total energy and atomic forces of large systems efficiently in O(N) time.
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An EAM description of an elemental metal is given by three functions:
V(r), ρ(r), and F($). A binary system A–B is represented by seven functions
VAA(r), VAB(r), VBB(r), ρA(r), ρB(r), FA($), and FB($). Thus, if potential
functions for two metals A and B are available, only the cross-interaction
potential VAB(r) is needed for a full description of the binary alloy. In
chapter 6 we will introduce an extension to the EAM, which is not restricted
to a static choice of the cross potential, but which employs a composition-
dependent functional to accurately describe the energetics of the binary alloy
over the whole concentration range.
The MD simulations presented in this dissertation have been carried out
with the popular simulation code Lammps [139], which is freely available. Be-
sides a rich set of potential schemes and simulation control options Lammps
supports massively-parallel simulations on large computing clusters. The
distribution of a simulation to multiple compute nodes is required to enable
multi-million atom MD simulations over a physical time scale of nanosec-
onds.
As discussed above, the selection of a proper interatomic potential is crucial
for a realistic MD simulation, since the choice of the potential determines
all properties of the simulated material, ranging from the interaction of
single atoms to the activation energy of deformation processes as well as the
macroscopic stress-strain behavior. Table 1 lists basic properties of several
existing EAM type potentials for Pd found in the literature and gives a
comparison with experimental values and first-principles calculations.
For the present simulations of Pd, we have employed the 1986 Foiles
potential [55] and the 2001 Hoyt–Foiles [56] potential. The 1986 Foiles
potential is a traditional choice that has been used for several studies of
nc Pd structures in the past [213, 211, 66, 67, 82]. Due to its unnaturally
low stacking fault energy, however, it is not well suited for simulations of
plastic deformation, which strongly depends on the characteristics of partial
dislocations and stacking faults. Hence, we use this potential in chapter 3
to model equilibrium structures, which are subjected to a simulated x-ray
diffraction analysis, only. For modeling plasticity of nanostructured Pd, we
rely to the newer Hoyt–Foiles potential, which shows the best agreement
with first-principle calculations of stable and unstable stacking fault energies
(Figure 36 in chapter 5 gives the full generalized stacking fault energy
curve for this potential). Moreover, it does not suffer from a spurious
underestimation of the surface energy, like for example the Von Sydow
potential [193], which leads to an early rupture of the material in simulated
tensile tests.
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1.3.2 Structure preparation
Nanocrystalline metals can nowadays be synthesized with experimental
techniques in several ways. One can classify the existing approaches into
bottom-up and top-down. In the bottom-up approaches the nanostructure is
built up by arranging smaller units like nanoparticles or single atoms into
a nanocrystalline microstructure. In the top-down approaches one starts
with a coarse-grained bulk material and breaks down the microstructure
into a nanostructure with smaller grains. The most common methods are
inert gas condensation, mechanical alloying, electrodeposition, crystallization from
amorphous solids, and severe plastic deformation. One has to bear in mind
that the synthesis method can have a direct influence on the mechanical
properties of the resulting nanocrystalline material. In general, the average
grain size is not sufficient to fully characterize a microstructure. Depending
on the synthesis route, the mechanical properties can be masked or distorted
by additional characteristics and flaws, as for example porosity, which is very
common in bottom-up produced microstructures [148]. Such processing flaws
are known to be detrimental to the strength of the material and could give
an explanation for the large variety of experimental observations described
in the literature.
When studying the plasticity of nanocrystalline metals with MD, however,
an additional problem arises: One requires virtual model structures for the
simulation of deformation experiments at the atomic level. In general, it
is inconvenient –and in the vast majority of cases completely impossible–
to obtain such structures by simulating the aforementioned, experimental
synthesis routes with MD. Although a few such attempts have been made
[80, 220], the intrinsic limitations of the MD method (see next section) neces-
sitate the usage of alternative, more direct preparation methods for virtual
nanostructures.
At present, the most popular method for preparing nanocrystalline com-
puter samples is the so-called Voronoi method. The name derives from the
Voronoi tessellation procedure [194] for decomposing the simulation box
into geometric cells, which constitute the individual grains. First, N space
points in the simulation box are choosen, the so called Voronoi sites, forming
the seeds of the N crystal grains to be created. Based on this set of Voronoi
points, the geometric grain cells are constructed according to the Voronoi
tessellation method. Each cell around a Voronoi point encompasses, by
definition, all points in space being closer to the cell’s center site than to any
of the other Voronoi points. The Voronoi cells are convex polyhedra bounded
by planes located halfway between neighboring Voronoi points, similar to
the Wigner-Seitz construction.
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The choice of the Voronoi points determines the size and shape of the
final grains as well as the number and area of grain boundaries and number
of triple junctions etc. It has been shown that a uniform distribution of
random points leads to the Poisson-Voronoi grain size distribution [61]. In
the case of atomistic simulation this is an acceptable approximation of the
log-normal grain size distribution often found in real samples [34] since the
number of simulated grains is usually limited to a few hundred. In certain
cases, for example in mesoscale simulations, a larger number of grains with
a specific size distribution is required. This can be achieved with Monte-
Carlo methods, which adjust the location of the Voronoi points such that a
more realistic (e.g. log-normal) grain size distribution is reproduced [61].
Similar stochastic approaches can help to tailor the grain shape distribution,
the number of triple junction, triple junction dihedral angles, and other
topological characteristics of the grain boundary network to specific needs.
In the next step, the grains are filled with atoms on randomly oriented
lattices inscribed into the geometric Voronoi cells. Note that the obtained
grain boundaries are initially very far from equilibrium having a high-energy
state. Thus, the aim of a final relaxation or annealing step is to equilibrate the
atomic configurations in the grain boundaries. In general, it is not possible to
fully equilibrate these artificial GBs due to the limited time scale of the MD
method (≈ 1ns). That is, the state of the virtual GBs might still differ from
the one of experimental GBs, which are themselves only a manifestation of a
meta-stable state in a one-component system.
1.3.3 Studying mechanical behavior
For studying the deformation processes in nanocrystalline structures, we
perform strain-controlled tensile tests (chapters 5 and 7). During such
a simulation, the cubic simulation cell is continuously stretched in one
dimension (z-axis) at a constant engineering strain rate while its dimensions
in the other two directions are adjusted such that the pressure components
pxx and pyy are zero (uniaxial stress state). This relaxation is performed with
the help of Berendsen’s barostat method [9].
At the nanocrystalline level, several deformation mechanisms are active,
as discussed in section 1.2.1. Since MD directly models each and every
individual atom, it directly incorporates the atomic degrees of freedom
necessary to describe this multitude of processes in a realistic way. While
MD is very attractive, it is not without its own limitations. Especially the
time and length scales of processes that can be modeled with this method are
limited. The trajectories of atoms are calculated in MD using an explicit time
integration algorithm that imposes a stability limit on the maximum time
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step, which has to be a fraction of the period of thermal atomic vibrations (a
few femtoseconds). This limits the achievable physical time scale, which can
be accessed within a reasonable computation time. All current MD-based
deformation simulations are therefore performed at extremely high strain
rates (107 s−1 and higher), to advance into the plastic strain regime. One has
to bear this difference in mind when comparing simulated experiments with
real experiments, which are performed at much lower strain rates (around
10−4 s−1 [46]). The usage of high strain rates in MD simulations implies that
the contribution of thermally activated processes is considerably reduced,
and one can expect higher yield and flow stresses than in experiments in
such simulations.
Note that in some instances one wants to study equilibrium properties of a
materials system. But reaching the stable equilibrium state by following the
normal kinetics of the system can take arbitrarily long times. In such cases
we will resort to other simulation methods like the Metropolis Monte-Carlo
technique, which is described in chapter 6 in some detail. The atomistic
description of a crystalline material requires a large number of particles, even
for smallest sample sizes. Even though modern massively-parallel computers
can handle millions or even billions of atoms in MD simulations [3], this
limits the maximum sample or representative volume size, which can be
investigated. Of course, if the sample size is limited, the maximum feature
size (for instance the grain size of nanocrystalline materials) is restricted as
well. In the present dissertation periodic boundary conditions are employed
in all simulations to model bulk-like structures, which are only tens of
Figure 2: Typical workflow of atomistic simulations in materials modeling. The
individual steps are discussed in the text.
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nanometers in size. But the periodic boundary conditions let atoms on one
side of the simulation cell interact with atoms on the opposite side, effectively
eliminating the effect of free surfaces.
In spite of the aforementioned limitations, MD has provided invaluable
insights into the details of plastic deformation processes at the atomic scale,
which could not have been obtained with experimental measurements alone.
During the last years MD has become one of the main tools for studying the
properties of nanostructured materials and its predictions are leading our
understanding of these materials.
Figure 2 summarizes the typical steps involved in a MD simulation. The
input preparation (1) and the simulation step (2) have already been discussed
in sections 1.3.1 and 1.3.2. The analysis (3) and visualization (4) of simulation
snapshots are major subjects of this dissertation (chapters 2 and 4). One
basic analysis method used throughout the present work is the common
neighbor analysis (CNA) [72]. It provides a means to identify atoms belong-
ing to crystal defects (dislocations, stacking faults, grain boundaries, etc.)
by comparing the interconnectivity of bonds between nearest neighbors to
known patterns, which are characteristic for atoms in the perfect lattice (see
figure 28 on page 83 for an example).
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C H A R A C T E R I Z AT I O N O F N A N O C RY S TA L L I N E
S T R U C T U R E S

2
OVITO - VISUALIZATION AND ANALYSIS SOFTWARE FOR
ATOMISTIC SIMULATION DATA
2.1 motivation
Molecular dynamics, molecular statics and Monte-Carlo based simulations
are standard methods for materials modeling with atomic scale resolution.
Such atomistic simulations yield temporal-spatial information on three-
dimensional atomic configurations and/or atom trajectories, which have
to be analyzed in order to gain scientific insights into a physical system.
Thus, powerful visualization techniques play a key role, moreover since
the simulated systems become larger and more complex. The task of visu-
alization software is to translate the raw atomic coordinates generated by
the simulation code into a meaningful graphical representation to enable an
interpretation by the scientist. In many cases, sophisticated analysis tech-
niques (see chapter 4) can help to extract more essential information from the
atomistic system. Again, it is the task of visualization software to produce a
meaningful depiction of this derived data.
Existing software packages suffer from several restrictions: Either they are
limited to displaying atomistic data only (e.g. RasMol [149] and AtomEye
[103]), that is, they do not provide any analysis functions giving insight
into the processes of interest, or they are not powerful enough to handle
larger datasets with millions of atoms (e.g. VMD [75]). For this reason, the
development of a new visualization and analysis software was a precondition
to enable the modeling efforts presented in this thesis, and –at the same time–
contributes a valuable tool to the materials modeling community.
2.2 introduction
The aim of this chapter is to introduce this new, freely available visualization
software called Ovito. Being a single integrated application, it covers both
the analysis and the visualization of large-scale atomistic datasets produced
by molecular dynamics/statics and Monte-Carlo simulation codes. Its name
is an acronym for Open Visualization Tool, emphasizing that this software has
been designed with flexibility and extensibility in mind. The capabilities
of Ovito go beyond those of established visualization software packages
[149, 103, 75, 195].
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Figure 3: Illustration of the processing pipeline architecture of the Ovito visual-
ization software. The labeled arrows denote the individual processing
steps that are applied to the atomic data “flowing” through the processing
pipeline. The images depict the intermediate states. The final data state
is shown on screen, exported to a new data file, or fed into an external
renderer such as POV-Ray [138] for publication-quality image output.
2.3 processing pipeline concept
User demands on visualization tools go far beyond just displaying a large
number of spheres representing atoms in space. State-of-the art visualization
packages should be flexible enough – and easy-to-use at the same time
– to support the scientist in extracting the desired information from the
simulation data in an interactive manner. As one of the first freely available
programs, Ovito employs the powerful data processing pipeline concept to
achieve this goal. The underlying idea is as follows: From a pool of available
visualization and analysis functions (building blocks) the user builds up a
sequence of processing steps, which is applied to the atomistic input data.
Each processing step in this sequence modifies the data coming from the
previous step. The result of this processing pipeline is finally shown on the
screen. Figure 3 illustrates how a typical processing pipeline to visualize
the grain boundaries of a nanocrystalline microstructure could look like in
Ovito.
In contrast to a classical work-flow, the pipeline concept allows to alter
the sequence of operations at any time, i.e., Ovito works in a non-destructive
way with the input data. The user can change the parameters, the order of
the processing steps, or the input data whenever needed and the system
will immediately re-evaluate the processing steps and update the display in
realtime. Through intelligent data caching and parallelization techniques,
this all happens with a minimum usage of memory and processing resources.
The design of Ovito’s data model allows the user to associate an arbitrary
number of data fields with each atom. These fields include, for instance, the
atomic coordinates, types, velocities, energies etc. The various processing
steps introduced above operate on these data fields and/or calculate new
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fields on output. Moreover, the user can – based on mathematical expressions
– define custom scalar, vector or tensor data fields for each atom. In the current
version, Ovito provides functions for the following tasks:
• Coloring atoms based on their type, selection state or any other per-
atom value stored in the input file or computed in the processing
pipeline
• Transformation of atoms and the simulation cell
• Visualization and calculation of displacement vectors from the differ-
ences of two states of the system
• Interactive slicing and cutting of atomic structures
• Display of periodic images and wrapping of atoms at periodic bound-
aries
• Selection of atoms based on user-definable criteria
• Calculation and display of atomic bonds
• Ambient lighting calculation and shading of atoms [171] for improved
visualization of three-dimensional atomic structures
• Sophisticated analysis functions including
– Common neighbor analysis [72]
– Ackland-Jones analysis [4]
– Cluster analysis
– Coordination number calculation
– Calculation of intrinsic and extrinsic atomic-level strain tensors
(chapter 3 and Ref. [157])
2.4 additional features
Nowadays powerful graphics cards with high-performance 3d rendering
capabilities have become available at low prices. Since this trend towards
cheap graphics hardware is expected to continue, Ovito employs hardware-
accelerated rendering based on the OpenGL standard to display a large
number of atoms in realtime. Even with an entry-level graphics card, Ovito
is able to display several millions of atoms smoothly by using state-of-the-
art rendering techniques such as shader-programs directly executed on the
processor of the graphics card (GPU).
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Figure 4: Screenshot of the main window of Ovito. The window is divided into four
viewports, each displaying the atomic structure from different viewing
directions. The panel on the right lets the user build up the processing
pipeline and set the modification parameters.
Ovito can handle multi-timestep data files, making it possible to visualize
a system’s evolution with time. Every user operation can be undone, and
almost every parameter can be animated, making it even possible to create
fly-through movie animations of the atomic structures. Furthermore, Ovito
is able display three-dimensional polygonal data and geometric shapes,
allowing the user to enrich the atomic data with additional visual aids. For
publication of simulation results, Ovito can produce high-quality output
images, movies and POV-Ray scene files [138].
Ovito has been developed as a platform independent software that runs
on all major operating systems, including Microsoft Windows and Linux.
Figure 4 shows a screenshot of the application’s main window. The program
package has been designed with extensibility in mind, since it cannot be
assumed that the requirements of each and every user can be met in the first
place. Therefore the plug-in based architecture of Ovito enables the users to
easily extend the software to their individual needs. Almost every aspect of
Ovito can be extended by writing a small plug-in that seamlessly integrates
into the program without making any changes to the core Ovito code base.
Data input and output is also part of the plug-in architecture. That is, the
user can add import (and export) capabilities for the file format of his or
her favorite atomistic simulation package to Ovito. In the current version,
Ovito comes with import and export functions for the popular XYZ format
26
2.5 case study
[1] and several file formats used by the simulation packages Lammps [139],
Imd [164], and Vasp [93].
Ovito provides a rich graphical user interface that allows the user to view
and analyze his or her simulation results interactively. In addition to an
interactive visualization, it is often necessary to process many simulation files
in a row (batch processing). Therefore Ovito features a scripting interface
based on the Python language [182]. Most of Ovito’s functions can be
invoked from Python scripts, which are run either within the graphical user
interface or from the console. Automated loading, batch processing, and
saving of simulation files allow to integrate Ovito into a user’s custom tool
chain.
2.5 case study
In this section, some of Ovito’s capabilities are demonstrated with a case
study. Let us assume we want to study the microscopic deformation mech-
anisms in a nanocrystalline, face-centered cubic material. To this end, we
have performed a molecular dynamics simulation of a tensile test experiment.
The three-dimensional model structure being deformed is made up of 54
grains with an average size of 15nm in a cubic simulation box with periodic
boundary conditions. The simulated specimen is shown in figure 5a and
contains approximately 6.2 million atoms, a system size that is handled by
Ovito without difficulty on a standard PC. During the MD simulation the
atomic positions have been periodically dumped to a sequence of output
files.
The first thing to do is to make the grain boundaries of the bulk struc-
ture visible, as they play a crucial role for the plasticity of nanocrystalline
materials. This can be achieved by performing a coordination analysis that
determines the number of nearest neighbors of each atom. In the face-
centered cubic structure, fully-coordinated lattice atoms in the interior of
the grains have exactly 12 nearest neighbors. Atoms, in contrast, that form
the grain boundaries are usually mis-coordinated, that is, their coordination
number deviates from 12, which gives a simple criterion for filtering out
grain boundary atoms.
To this end, the Coordination Analysis operator is applied to the input data.
This operator takes one parameter, the nearest-neighbor cutoff distance, and
calculates the number of bonds of each atom. The results are stored in a
new integer data field named Coordination. All fully-coordinated atoms are
now deleted by first selecting them with the Select by Expression operator.
This operator takes a Boolean expression that is evaluated for each atom.
This expression is set to be “Coordination==12”. Then, all selected atoms
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are removed by the Delete Selected Atoms operator. Note, that the atoms are
not lost if this operator is applied. The delete operator only removes them
from the final state of the system shown on the screen. We have the freedom
to deactivate the delete operator again or to change any parameter of the
preceding operators. Ovito will always re-evaluate the processing pipeline if
needed.
(a) (b) (c)
(d) (e)
Figure 5: Case study of the analysis of a nanocrystalline structure at 3% tensile
strain. The different stages of the study are discussed in the text.
Figure 5b shows the current state of the system after bulk crystalline atoms
have been removed. The remaining mis-coordinated atoms form a grain
boundary structure, but it is hardly visible due to the identical coloring of all
atoms. This is a common visualization problem found for three-dimensional
atomic structures. Ovito provides a remedy: The Ambient Lighting operator
performs a lighting simulation to calculate a shading value for each atom,
which makes the three-dimensional structure more apparent. Figure 5c
displays the shaded grain boundaries. The screenshot (figure 4) shows
Ovito’s user interface at this point of the case study. The current operator
sequence is displayed in the upper right part of the main window.
Next, we take a closer look at grain boundary sliding, a plastic deformation
mechanism that is found in nanocrystalline materials in addition to classical
dislocation glide. When grain boundary sliding occurs, whole grains slide
over each other to accommodate the macroscopic strain imposed on the
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sample. The sliding of complete grains at, say, 3% tensile strain, can be made
visible by calculating the displacement vectors of each atom. A displacement
vector is the difference between the current deformed position of an atom
and its initial position in the unstrained state. The Calculate Displacements
operator performs this calculation by taking the differences between two
atomic data files. The displacements calculated by the operator are stored
for each atom in a new vector data field named Displacement. Since we
are only interested in the relative motion of neighboring grains, and not
in displacements caused by the overall macroscopic strain, we first have to
remove the macroscopic strain from the simulation box before calculating
the displacement vectors. This is done by scaling the deformed simulation
box, including all atomic positions, back to its initial shape using the Affine
Transformation operator. Its key parameter is a 3 x 3 transformation matrix
that is applied to all atomic positions.
The calculated displacement vectors are now ready for visualization. A first
option is to color each atom according to one component of its displacement
vector. If the vectors in one grain all point in the same direction, and in a
neighboring grain they all point in some other direction, then sliding must
have occurred at the grain boundary and will appear as a sharp contrast in
the coloring of atoms. This can be seen in figure 5d where atoms have been
shaded according to the Y component of the displacement vectors (tensile
axis was Z). Here, the Slice operator was used also to cut out a slice from
the structure, followed by the Color Coding operator, which assigns colors (or
shades of gray) to each atom based on the values of an arbitrary atomic data
field.
Alternatively, Ovito can directly visualize the displacement vectors as
arrows. Figure 5e displays a close-up view of a grain boundary with arrows
indicating the relative motion of atoms in adjacent grains.
2.6 availability
To make Ovito available to as many researchers as possible, it has been
released as open source software under the GNU General Public License.
Thus, Ovito can be used free of charge, everyone can contribute to the
software, extend it to his own needs, and share newly developed plug-ins
with other users. The C++ source code and binary packages of Ovito can be
downloaded from the website http://www.ovito.org/.
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2.7 summary
Ovito (The Open Visualization Tool) is a newly developed 3D visualiza-
tion software designed for post-processing atomistic data obtained from
molecular dynamics or Monte-Carlo simulations. Unique analysis, editing,
and animation functions are integrated into its easy-to-use graphical user
interface. The software consists of more than 110,000 lines of code and is
easily extendable through a plug-in interface. It has been made available free
of charge to satisfy the needs of the materials modeling community. Since
its publication in late 2009, Ovito has been adopted by several researchers
from all over the world. Most results presented in this thesis have been
obtained with the analysis functions of Ovito, and most of the pictures have
been created with this software. Furthermore, it served as a platform for the
development of novel computational techniques like the dislocation analysis
presented in chapter 4 and the lattice strain analysis, which is the subject of
the following chapter.
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M I C R O S T R A I N F I E L D S I N N A N O C RY S TA L L I N E M E TA L S
3.1 introduction
Diffraction techniques are widely used to characterize the microstructure
and the defect structure of modern nanomaterials. While the relevant ap-
proaches have been known for many decades [89, 201, 97], not all details
are well understood as yet. A prominent example is the nature and ori-
gin of the nonuniformity in the atomic displacement fields that give rise
to what is known as microstrain broadening of powder diffraction lines.
Microstrain broadening is ubiquitous at small grain size. It is most promi-
nent in nanocrystalline materials with grain size, D, of around 30nm and
below. Here, irrespective of the synthesis route, the (root-mean-square)
magnitude of the microstrain reaches values of up to 1% [110, 180]. This is
much higher than in coarse-grained materials even if they have been heavily
deformed. Materials with ultrafine grain size (D around 100-300nm) also
exhibit considerable microstrain, which is usually related to strain fields
from dislocations [181]. Dislocations, however, appear not to control the mi-
crostrain broadening at the smaller grain sizes. In fact, simulated diffraction
data of computer-generated samples without lattice dislocations were found
to exhibit quantitatively the same microstrain broadening as experimental
data [118]. This highlights conceivable alternative sources of microstrain at
small grain size, for instance (i) strain fields due to stress concentrations at
the many triple junctions, (ii) displacement fields near grain boundaries, and
(iii) strain caused by compatibility constraints [205]. The main purpose of
the following work is to elucidate the relative importance of these various
sources of microstrain.
From a theoretical point of view, it has been established that the effect of
atomic scale structural disorder on the powder diffraction pattern depends on
the range of correlation of the atomic displacements from the periodic crystal
lattice sites [97]. A change in the mean lattice parameter – corresponding to
displacements with correlation length comparable to the crystal size – gives
rise to a shift in the Bragg reflection positions. By contrast, more localized
atomic displacements give rise to broadening or to a reduction in the area
of Bragg reflections. Reflection broadening results if the amplitude of the
displacement decays more slowly with distance, r, than r−3/2. By contrast,
displacements fields decaying as r−2 or faster lead to a Debye-Waller type
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reduction in reflection area and an enhanced diffuse background. Finally, the
discontinuous disruption of the lattice structure at grain boundaries implies
that the distribution of interatomic spacings between pairs of atoms located
in different crystallites does not contribute to the Bragg reflection intensity at
all. Thus, obtaining information on the atomic disorder at grain boundaries
in nanomaterials from diffraction data will typically require the computation
of pair distribution functions by Fourier analysis of the full interference
function [110].
Enhanced Debye-Waller factors at small grain size have been observed
in some studies of nanocrystalline metals, based on direct analysis of x-
ray diffraction patterns [45], the analysis of near-neighbor spacings in pair
distribution functions [110], and on extended x-ray adsorption fine structure
(EXAFS) data [16]. Yet, because of the comparative ease with which x-ray
reflection broadening data can be obtained and analyzed, the data base for
microstrain is much more extensive.
Virtual x-ray scattering experiments study diffraction patterns from computer-
generated atomic configurations with the desired (e.g., nanocrystalline) mi-
crostructure, computed so as to include all relevant features of the experiment
[117, 118, 41, 19]. Full atomic-scale structure information can thus be com-
pared to the results of diffraction data analysis. Derlet et. al [41] infer a
correlation between the diffraction features of deformed nanocrystalline
samples and the presence of dislocations, whereas Markmann et al. find no
evidence for such a correlation in as-prepared nanocrystalline samples [118].
Here, we study the origin of x-ray microstrain broadening in nanocrys-
talline Pd, generated via molecular dynamics (MD) simulation, by combining
the virtual diffraction approach with a direct analysis of the atomic displace-
ment fields. In doing so, we introduce a new method for calculating atomic
level strain, which allows us to address the following questions:
(i) Does the microstrain inferred from the x-ray data analysis reflect real
atomic disorder, or is it merely an artefact originating from the scattering
data analysis?
(ii) What is the microscopic nature and origin of the displacement fields
that cause the reflection broadening?
3.2 procedures
3.2.1 Molecular dynamics simulation
The MD-generated nanocrystalline samples studied here were obtained
starting out with the atomic positions of the relaxed nanocrystalline Pd
samples in Ref. [213]. The 16 grains in the simulation unit cell are bcc Wigner-
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Seitz cells inscribed with fcc Pd crystal lattices. The grain size, specified as
the equivalent-volume sphere diameter, assumed values of 4.6, 6.9, 9.2, 13.8
and 18.4nm. Atomic coordinates of the original samples had been obtained
by MD relaxation at 600K using Foiles’ EAM-potential for Pd [55]. A careful
analysis of the structures confirmed that the grains are completely free of
lattice dislocations. As will be discussed below, the analysis of atomic level
strain is greatly simplified when thermal vibrations are removed. To this end,
the structures were quenched to 0K by firstly using a temperature controlled
MD run (including volume relaxation) and subsequently using a conjugate
gradient (CG) static minimization technique [140].
3.2.2 Analysis of atomic level strain
3.2.2.1 Describing local material deformation
The deformation gradient tensor F of continuum mechanics describes the
local deformation in a point of a material. In the present context it serves as
link between atomic level lattice deformations and the macroscopic strain
measure. As will be described in the next paragraph, we start from calculat-
ing a per-atom deformation gradient for each lattice site in the microstructure.
In order to obtain the maximum spatial resolution for the atomic deformation
measure, we take only the atomic positions of nearest neighbors into account,
i.e. only the first neighbor shell of the central atom determines its local
deformation tensor. As mentioned above, thermal displacements have to
be removed for such an analysis as they would show up as random local
deformations in an instantaneous snapshot of the system.
Palladium has a face-centered cubic structure, but the analysis method
presented here can easily be adapted to other crystal structures. In an fcc
lattice the first neighbor shell comprises 12 atoms at a distance of a0/
√
2 with
a0 being the equilibrium lattice constant. In an imaginary, axis-aligned, and
〈100〉 oriented reference lattice, the vectors connecting the nearest neighbor
atoms with the central atom compose the a0/
√
2 · 〈110〉 vector family, denoted
by the set {X i}, i = 1...12.
Similarly, each fcc atom in the deformed crystal lattice is surrounded by
12 nearest neighbor atoms whose relative positions are given by the vectors{
xj
}
, j = 1...12. It must be noted that the order of neighbor atoms in the
deformed configuration is random in general. Therefore calculating the
deformation gradient at an atomic site is a two-step process: (I) Every single
neighbor atom j in the deformed state is assigned to a counterpart in the
reference configuration, resulting in a remapping of the indices j → i. (II)
The deformation gradient F is then determined by a least-square fit such
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that it transforms the reference vectors to the deformed vectors as exactly as
possible, i.e.
FX i ≈ xi ∀ i. (3.1)
In other words the linear least square fit determines the 9 matrix elements of
F such that the residual
Π =
12
∑
i=1
|FX i − xi|2 (3.2)
reaches its minimum. Note that the calculated F includes information on the
affine part of the local lattice deformation and the absolute rotation of the
crystal lattice. That is, our approach does not require any a priori knowledge
of the crystallite orientations or the atomic displacement vectors as opposed
to other atomic strain calculation methods [131, 101]. The described pro-
cedure has been implemented into our visualization and analysis software
Ovito (section 2).
The procedure is only applied to those atoms in the sample that are
of fcc-type according to the common neighbor analysis (CNA) method
[72]. As nearest neighbor criterion for the CNA a cutoff radius Rcna =
0.5 · a0 · (1 + 1/
√
2) is chosen, which lies halfway between the first and
second neighbor shell. Our measure for the deformation gradient is ill-
defined for all other atoms, and in particular for the grain boundary regions.
These atoms are excluded from our analysis.
The lattice parameter of the reference material serves as the only input
parameter for the analysis described before. Since the variation of the mean
lattice parameter with grain size is negligebly small relative to the typical
strain amplitude, we used the lattice parameter of the single crystal, which
is a0 =3.890nm for the Foiles Pd-potential.
3.2.2.2 Atomic strain measures
In order to make a comparison with experimental microstrain data, a scalar
measure of the local deformation tensor F is desirable. As the state of strain
is, in general, anisotropic, adopting a hydrostatic strain measure – as in
Ref. [41] – is not useful here. Instead, each of the three principal strains
contributes to the peak broadening in a powder diffractogram. Therefore
a (non-uniform) shear without volume change or corresponding pressure
does contribute to peak broadening. We therefore introduce two different
measures of deformation that will be used in our analysis.
The (Green) strain tensor, E, is related to the deformation gradient via
E = 12
(
FTF− 1). The three eigenvalues e1, e2, e3 of the symmetric tensor E
specify the relative variation ∆a/a0 of the lattice parameter in the principal
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directions of the deformation. This set of three strain values represents our
first measure for deformation. Since no preferred orientation can be specified,
each of them is equally significant as a measure for the local strain. Therefore,
the basis of our evaluation of the distribution of atomic level strain is the
data set containing each of the three principal strain values for every single
fcc-type atom, 3N strain values for a sample containing N lattice atoms.
Our second measure of local strain is chosen with an eye on visualizing
the spatial variation of the lattice distortion, for instance in cross sections of
the MD samples. Here, we find it useful to account for all principal values
of the local strain in a single scalar parameter. Our measure for the atomic
distortion magnitude is here calculated for each bulk atom according to
δ =
(
e21 + e
2
2 + e
2
3
3
)1/2
(3.3)
with e1, e2, e3 as defined above.
3.2.3 Virtual diffractograms
3.2.3.1 Computation
The computation of virtual x-ray powder diffractograms follows the proce-
dures described in detail in Ref. [118]. In short, the autocorrelation function
is calculated by counting all interatomic distances in the MD simulation cell.
A sine transform yields the interference function. By multiplying with the
atomic form factor and taking into account experimental features such as the
Kα doublet, the polarisation and the absorption, x-ray diffraction patterns
are calculated.
3.2.3.2 Analysis
The virtual diffractograms are analyzed adhering to the same procedures
used for experimental powder diffraction data. Fits with Pseudo-Voigt
functions supply full width at half maximum (FWHM) and integral breadth
for each reflection, for Miller indices up to (333). A variant of the Williamson-
Hall analysis is then applied to estimate the grain size and the microstrain,
separately (see Ref. [118] for details).
In comparison to the integral breadths, the FWHM provide more robust
data; in particular, they are less sensitive to contributions from the back-
ground intensity [96]. When analyzing broad peaks, as it is done here for
Bragg reflections of microstructures with grain sizes of only about 10nm,
this carries even more weight. Therefore, all results shown here are obtained
from the analysis of FWHM, not integral breadth data.
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In the most simple conceptual picture, the microstrain line broadening in
powder diffraction can be understood in terms of a set of microdomains with
a distribution of lattice parameters. The line shape then follows from the
lattice parameter distribution. In the absence of information on the functional
form of the distribution, the following assumptions have been used [165]:
1. all local strain values are evenly distributed within an interval [−e,+e]
with e being the global microstrain measure; or Âa˘
2. the local strain values follow a Gaussian distribution with e, the root-
mean-square of the distribution, taken as the global microstrain mea-
sure.
Based on one of these assumptions, the global microstrain value, e, can be
derived from the measured broadening of multiple diffraction peaks [165, 89].
Since we aim at comparison between real-space atomic level strain measures
and the strain evaluated by x-ray analysis, we use the second of the two above
assumptions, which is presumably the more realistic distribution function.
3.3 results
3.3.1 Microstrain from virtual diffractograms
The average grain sizes and microstrains as obtained from virtual diffrac-
tograms are essentially the same as in Ref. [118], where samples at 300K were
considered. Since in the present work samples are cooled to 0K temperature,
both parameters are slightly smaller as compared to the data given in the
previous study. The dependence of microstrain on grain size is in very good
quantitative agreement with experimental results for nanocrystalline metals.
Figure 6 shows the virtual diffraction data for the microstrain as function of
the (true) grain size of the present samples. We now inspect the atomistic
strain distribution in comparison.
3.3.2 Direct analysis of atomic level strain
We shall first discuss the mean value of the atomic level strain e. This value
connects to the mean pressure within the crystallites. Thereby, it relates not
to the microstrain but rather to a possible shift in the mean lattice parameter.
The computation – by direct analysis of the atom coordinates – yields mean
strains ranging from 0.01% to 0.05%. This agrees with the virtual diffraction
measurements, which do not resolve a significant variation of the mean
lattice parameter. The overall mean strain is therefore insignificant compared
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Figure 6: Microstrain in nanocrystalline
samples as a function of grain
size. The microstrain has been
measured in two ways: (1) By
means of a simulated x-ray diffrac-
tion analysis and (2) by direct cal-
culation of the distortion from the
atomic strain tensor in the center
of the grains.
to the width of the local strain distribution as computed from diffraction and
– as will become apparent below – from the atom coordinates.
Figure 7 shows the overall distribution of the values of the atomic level
strain, e, for samples with different grain sizes. For all samples we find a
narrow central peak, a plateau at moderate strain values, and broad wings.
Furthermore, the distribution widens with decreasing grain size.
Also shown in figure 7 are the local strain distributions inferred from the
(virtual) x-ray microstrain measure. The graphs refer to both box-shaped
and Gaussian distribution, as discussed in section 3.2.3.2. While the trend
of increasing microstrain with decreasing grain size is confirmed, it is seen
that the diffraction-based distributions consistently and significantly un-
derestimate the breadth of the local strain distribution as computed from
the atomistic data. This is not surprising, since the atomistic measure of
microstrain lacks information on the correlation range of strain fields that
determines whether the signature of distortion in diffraction is line broad-
ening or line enhancement of the Debye-Waller parameter. To explore this
issue we shall inspect maps of distortion in cross-sections of a given sample.
Figure 8a shows a map of distortion, δ, in a cross-section of a computer-
generated sample (D = 9.2 nm). The map illustrates that the distortion is not
uniformly distributed throughout the grains. Instead, most of the distortion
arises from highly strained fringes around the grain boundaries.
For comparison, a measure of the atomic level stresses in the same part
of the microstructure is shown in figure 8b. Atoms have here been colored
according to the hydrostatic component of the atomic level stress tensor
which was calculated from the interatomic forces. Even though the spatial
distribution of the stress fields looks similiar to the strain fields in figure 8a,
it must be noted that the relation between strains and stresses is highly
nontrivial and nonlinear in the distorted grain boundary regions.
In order to examine the spatial microstrain distribution more quantitatively,
the average distortion has been computed as a function of the distance, dGB,
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Figure 7: Overall distribution of the atomic strain
values, e, in the bulk material, excluding
the grain boundaries, as derived from the
real space analysis method. The distribu-
tion is shown for three sample structures
with different grain sizes; all histograms
are normalized. Box and Gaussian curves
indicate the strain value distribution as it
is normally assumed in the XRD analysis
theory. The mean of all distributions is
very close to zero, thus the mean lattice
constant is not changed in the nanocrys-
talline material. This result is confirmed
by the virtual diffraction calculations for
the same structures.
0% 4%
10 nm
(a) Strain fields
10 nm
> 1 GPa< −1 GPa
(b) Stress fields
Figure 8: Cross section of one of the nanocrystalline samples (D = 9.2 nm) showing
the strain and stress fields in a typical grain. Only atoms in fcc configura-
tion are shown. (a) atoms are colored according to their local distortion
value δ (Eqn. 3.3); (b) atoms are colored according to their local hydrostatic
stress component (positive stress means compression).
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from the grain boundaries. In the following, the average distortion value
δ(dGB) is defined as the mean of the distortions δ of all bulk atoms within a
distance of [dGB − ∆, dGB + ∆] to the nearest grain boundary. This requires
to identify the closest grain boundary atom of every fcc-type bulk atom. In
doing so, all non-fcc atoms are considered grain boundary atoms except the
atoms adjacent to vacancies. For classification of the distances the bin size
∆ = 0.025nm has been used. Figure 9 displays the spatial distribution of
distortions computed for samples of different grain size. The graphs end
where dGB reaches the largest possible distance from the grain boundaries.
This maximum distance is usually less than half of the grain size because the
grain shape is not perfectly spherical. Additionally, not all grains in each of
the model structures have exactly the same size. The distortion values at the
large distance tails of the curves constitute poor averages, representing only
a few atoms in only the largest grains. This explains the scatter in the data
corresponding to the last 0.5nm in dGB.
The data of figure 9 confirms that the distortion is very large near the
grain boundaries, with strain values of more than 4%. Note that the strain
level within the first 1.5nm distance from the grain boundaries is nearly
independent of the grain size. It is also seen that the strain decays rapidly
towards the grain centers. Remarkably, even for the largest D the distortion
does not drop to zero in the grain center. Instead, for the larger D samples,
the graphs of distortion level off and reach nearly constant values, which
are smaller for samples with larger grain size. Even more remarkable is the
finding that this constant value agrees closely with the x-ray microstrain
value of the respective sample, as indicated in the figure. As a counter-check
we have included the data for δ in the grain centers in the graph of x-ray
microstrain versus grain size, figure 6 above. The comparison underlines the
excellent agreement between the directly obtained distortion values in the
grain centers and the x-ray results. Thereby, it also suggests that the x-ray
microstrain is not sensitive to the local lattice distortion in the immediate
vicinity of the grain boundaries.
The notion that the x-ray microstrain is governed by distortion in the
grain interior rather than at grain boundaries is verified by the following
procedure: A typical grain is isolated, here from the sample with D = 18.4nm.
Then the grain is subjected to the virtual diffraction data analysis, and the
results are noted. After removing all atoms within a certain distance form
the grain boundary, the procedure is repeated, while no atomic relaxation
is performed at any point of this analysis. Figure 10 shows the results of
this experiment, which confirm the previous observations: The diffraction
microstrain value remains essentially constant, irrespective of whether or
not the highly distorted grain boundary layer is taken into account. As a
consistency check we verified that the diffraction grain size is reduced with
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Figure 9: Average distortion δ as a function of distance dGB from the nearest grain
boundary for five microstructures with different grain size D. High strain
magnitudes are observed close to the grain boundaries, decaying towards
the grain centers. Horizontal lines indicate the overall microstrain content
obtained independently from simulated XRD measurements.
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Figure 10: Measurements of intrinsic microstrain of a single grain using the virtual
XRD method. The size of the isolated grain is successively reduced
by peeling off atomic layers from the surface. The arrow indicates the
measured value for the complete microstructure including all grains.
every atomic layer taken off the grain. To repeat, the result implies that the
diffraction microstrain is not sensitive to the strain fields in the immediate
vicinity of the grain boundaries.
3.4 discussion
We have studied nonuniform displacement fields within the crystal lat-
tice regions of computer-generated nanocrystalline Pd by two independent
techniques: The first emulates the procedures in the Williamson-Hall-type
analysis of Bragg reflection line broadening in experimental x-ray powder
diffraction data analysis by means of a virtual diffraction experiment. The
second technique analyzes the local strain atom by atom, based on the atomic
position coordinates. The microstrain computed in the virtual diffraction
data analysis had previously been shown to agree quantitatively with ex-
periments on nanocrystalline fcc metals prepared by various techniques
[118]. Our analysis supplies the following results: The root-mean-square
strain, averaged over all crystal atoms, is much larger than the diffraction
microstrain. The value of the former is dominated by the large distortion in
narrow fringes near the grain boundary plane; the magnitude of this local
distortion at grain boundaries is essentially independent of the grain size.
The distortion decays rapidly with distance from the boundary, and its mean
value in the center of the grains is in excellent agreement with the x-ray
microstrain. We shall now discuss the implications of these observations.
We start out by advertising the significant effect of the grain boundaries in
nanocrystalline metals on the atomic displacements from the crystal lattice.
In the crystal lattice regions near boundaries, the local displacements from the
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lattice are much larger than the thermal displacements at room temperature,
which exhibit a RMS amplitude of roughly 1 % of the interatomic spacing
[110, 16]. This large deviation from crystalline order may be significant
for the materials properties, for instance for the propensity for dislocation
nucleation in plastic deformation. Even though experimental diffraction
data testify to an unusually large microstrain in nanocrystalline metals, the
diffraction microstrain is inappropriate to reveal this local lattice distortion
near grain boundaries, which is even larger.
The failure of the diffraction microstrain data to detect local strain may be
traced back to the correlation length argument exposed by Krivoglaz [97]:
A slower than r−3/2 decay of the displacement self correlation function is
required for the displacements to manifest themselves in Bragg reflection
broadening. It is therefore noteworthy that, within dislocation models of
grain boundaries, the strain field decays exponentially with distance from
the boundary plane (see, for instance, Ref. [166]). This suggests that the local
disorder will manifest itself in an enhanced Debye-Waller parameter rather
than in line broadening and apparent microstrain. Conversely, diffraction
line broadening is poorly adopted to probe the strain fields from intrinsic
grain boundary dislocations.
The finding that diffraction microstrain is representative of lattice strain
in the interior of the crystallites far from the grain boundaries, points to
an open question in understanding nanocrystalline metals: Which factors
govern the magnitude of the intrinsic stresses and strains within grains in a
polycrystal with very small grain size? As exposed in the introduction, the
microstrain in severely deformed metals with grain size around 100nm and
above can be related to their lattice dislocation density [208, 178, 179]. After
a careful check, the presence of lattice dislocations in the present samples can
be ruled out. Thus, we conclude that attempts to infer a dislocation density
from the microstrain value are bound to fail for nanocystalline samples with
grain size as small as the present ones. By contrast, our results do not
exclude extrinsic grain boundary dislocations as the origin of microstrain:
Since such defects do not form periodic arrays, their strain fields are not
exponentially screened, and can extend throughout the grains. The study,
however, does not provide obvious evidence for the presence of extrinsic
grain boundary dislocations. Equally compatible with our results are two
alternative explanations, which relate the microstrain to intrinsic aspects
of the microstructure of nanocrystalline solids: The first relates to strain
fields from triple lines. These may be understood within the context of
disclination models of nanocrystalline materials, and their range is expected
to be comparable to the grain size [145].
The second intrinsic property of nanocrystalline materials is the strain
resulting from compatibility constraints on the packing of crystalline objects.
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Since the crystalline nature implies that the crystal dimensions are quantized
via their integer number of lattice planes, elastic strains of the grains are
required for a space-filling polycrystalline tessellation. It has been noted
[205] that the required RMS strain values are in close agreement with those
of diffraction microstrain, which in turn agree with the RMS strain found by
our direct analysis in the centers of the present samples.
In conclusion, our study shows that atomic displacements which result
inherently from the reduction of the grain size of a polycrystalline solid to
the scale of 20nm or below can be separated into (at least) two distinct types,
with qualitatively different consequences for the scattering pattern. Local
displacements near the grain boundaries are correlated over shorter distances,
and they do not significantly affect the broadening of the Bragg reflections
that underlies experimental diffraction microstrain data. This broadening
arises, instead, from long-range correlated displacement fields that extend
throughout the grains, and the microstrain value inferred from it provides
a quantitative measure for the distortion far from the grain boundaries.
The origin of this distortion is not understood. Our results do confirm,
however, that large microstrain values can be obtained even when there are
no lattice defects besides grain boundaries. This suggests that diffraction-
based strategies for inferring the dislocation density in ultrafine-grained
metals may not transfer well to truly nanocrystalline materials.
3.5 summary
The origin of microstrain broadening in x-ray diffraction patterns of nanocrys-
talline metals was investigated by comparing data obtained from virtual
diffractograms and from direct analysis of computer-generated samples. A
new method was introduced that allows to calculate the local deformation
gradient for each lattice site in the microstructure from atomic coordinates
obtained by molecular dynamics simulations. Our results reveal that mi-
crostrain broadening in undeformed samples cannot be attributed to lattice
dislocations or strain fields near grain boundaries. The broadening arises,
instead, from long-range correlated displacement fields that extend through-
out the grains. The microstrain therefore provides a quantitative measure for
distortions far from grain boundaries. This suggests that diffraction-based
strategies for inferring the dislocation density in ultrafine-grained metals do
not necessarily apply to nanocrystalline materials.
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Part III
D I S L O C AT I O N S I N N A N O T W I N N E D M E TA L S

4
D I S L O C AT I O N D E T E C T I O N M E T H O D S
4.1 introduction
Dislocations are line defects governing the mechanical properties of many
crystalline materials. They make crystalline materials deform plastically at
stresses well below the ideal shear strength of the defect-free crystal structure.
Accordingly, materials can be strengthened by impeding the formation and
motion of dislocations through obstacles, including solutes, precipitates and
other dislocations acting as pinning points [68].
A detailed understanding of fundamental deformation processes carried
by dislocations requires atomic scale resolution. That is why macroscopic
and mesoscale modeling techniques like continuum-based theories [161] and
discrete dislocation dynamics (DD) [22] cannot be applied in cases where the
details of interatomic interactions in the dislocation cores or the nucleation
of dislocations play an important role. At this point, atomistic simulation
techniques like molecular dynamics (MD) are the methods of choice, since
they directly capture the physics stemming from the discreteness of the
atomic arrangements [143, 22].
Modern computers allow to simulate the trajectories of millions or even
billions [3] of interacting atoms by simply integrating Newton’s equations
of motion (see section 1.3.1). The real challenge, however, is to process
the vast amount of output data in order to identify physically important
processes, like the formation and motion of defects that can occur in complex
three-dimensional topologies.
Various techniques have been developed in the past to identify individual
atoms in a simulation that are part of crystal defects. Their level of sophistica-
tion ranges from very simple (e.g. coordination number, atomic excess energy
[21]) to elaborate (e.g. common neighbor analysis [72], centro-symmetry pa-
rameter [83], Ackland’s bond-angle method [4]). These methods are more
or less well suited for a visualization of the defect structures. None of these
methods, however, is capable of determining the type of a crystal defect
(dislocation, vacancy, grain boundary etc.) or any quantitative higher-level
information like the Burgers vector of a dislocation.
Recently, a new scheme for measuring the macroscopic plastic slip due
to dislocation activity in fcc materials has been described by Vo et al. [191],
which is based on a slip vector analysis [224]. This method can be used to
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determine the (approximate) total slip a crystalline material has undergone,
but is not able to yield specific information on individual dislocation lines,
e.g. their instantaneous shapes and lengths or the topology of the network
they form.
Hartley and Mishin [65] have shown how the Nye tensor field can be
derived from the discrete lattice distortions produced by an atomistically
modeled dislocation. Then, by integrating the Nye tensor field over a certain
area enclosing the dislocation core, they determined the Burgers vector of
the dislocation with a good approximation. This approach, however, is far
from a practical implementation that is able to deal with arbitrary dislocation
configurations, line shapes and dislocation junctions.
The goal of the present work is to extend the existing atom-based analysis
techniques towards a fully-automated detection and extraction of complete
dislocation networks in crystalline materials. In this chapter we describe two
newly developed methods that allow to detect dislocation lines in atomistic
simulation data, to determine their Burgers vectors, and to transform them
into a one-dimensional line representation in a fully automated way. The first
method, the on-the-fly dislocation detection algorithm (ODDA), is designed for
large-scale massively-parallel MD simulations of dislocation-based crystal
plasticity. It performs an on-the-fly analysis of the atomic configurations
during an MD simulation and can handle systems of arbitrary size. In
the second part of this chapter we describe an alternative method, the
dislocation extraction algorithm (DXA), that was designed to exactly capture
the topology of a dislocation network, to resolve dislocation junctions with
atomic scale resolution, and to extract other (non-dislocation) crystal defects
from atomistic simulations.
4.2 on-the-fly dislocation detection algorithm (odda)
We start out from the most fundamental dislocation detection method, the
Burgers circuit test [74], and apply it in the vicinity of atoms that are part of
crystal defects. If the circuit encloses a dislocation, this yields two pieces of
information: the Burgers vector of the dislocation and a rough estimate of
its location in the crystal. Of course, there exists an almost infinite number
of possible paths around each dislocation, all yielding the same Burgers
vector. Therefore, we have to find the shortest Burgers circuit, because only
it will give the most precise information on the core’s location. Given this
shortest circuit, its center of mass can be taken as an approximate point on
the one-dimensional dislocation line. Several Burgers circuits on parallel
crystal planes yield a chain of points along the core, from which we can
eventually reconstruct a continuous line through the crystal. This curve is
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Figure 11: Schematic illustration of the disloca-
tion detection method. A sequence
of short Burgers circuits is traced
around the dislocation core (yellow
atoms) on adjacent crystal planes.
The orientations of the planar Burg-
ers circuits have been varied to cut
the dislocation core irrespective of its
local line direction. Each Burgers cir-
cuit yields one point on the disloca-
tion line (the circuit’s center of mass).
Finally, these points are connected to
a continuous one-dimensional line.
the desired higher-order representation of the dislocation. Figure 11 displays
an illustration of this scheme.
What might sound like a trivial task turns out to be a very challenging
algorithmic problem, because the following issues need to be addressed:
• The analysis should be able to deal with polycrystalline microstruc-
tures consisting of crystallites (grains) with different lattice orientations
(which we don’t know).
• A method needs to be developed that allows to identify the shortest
Burgers circuit from a large number of equivalent circuits. Only then,
we can exactly locate a dislocation in the crystal.
• Perfect, partial and twinning dislocations have to be distinguished.
• Going around a twinning dislocation, the Burgers circuit passes through
the coherent twin boundary, at which the crystal orientation changes.
Thus, the reference crystal for the Burgers test is no longer the perfect
lattice, but instead a bicrystal containing a perfect twin boundary (see
figure 12).
• Each Burgers circuit can yield only a single space point along the
dislocation core. A method is required to reconstruct a continuous line
from this set of initially independent dislocation points.
• Dislocation lines often form a dense network, and the algorithm must
be able to deal with nodal points where three or more dislocation
segments meet.
• For practical reasons, the algorithm has to be numerically efficient
and should scale reasonably with increasing system sizes. Ideally,
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the detection of dislocations should be performed on the fly during a
running simulation.
In the following, a novel analysis method for atomistic simulations is
presented that meets all requirements mentioned before. In contrast to the
slip vector based approach discussed above, this analysis method operates
solely on instantaneous snapshots of the atomic coordinates. That is, it
is independent of the history of the crystal and can deal with successive
dislocations moving on intersecting slip planes.
This section is organized as follows: In sub-section 4.2.1, the methodology
and the principal processing steps employed for the extraction of disloca-
tion lines are described. This main part is followed by a discussion of the
limitations and the performance of the algorithm. We also demonstrate the
capabilities with several examples in sub-section 4.2.4, and possible future
applications of the new method are pointed out in the outlook section of this
thesis (chapter 7.5).
4.2.1 Description of the algorithm
In the following, the principal processing step of the ODDA are described.
Where appropriate, specific implementation details are given.
Step I: Local crystal structure analysis
In the initial step, the common neighbor analysis (CNA) method [72] is
used to assign a local crystallinity class to each atom. Since the current
version of the dislocation detection method is aiming at dislocations in face-
centered cubic materials, it is sufficient to discriminate between fcc, hcp and
disordered atoms. The third class comprises atoms that do not belong to any
of the first two classes. The correct identification of crystalline fcc atoms is
required to map them to lattice sites in a perfect reference lattice, performed
in step II. The disordered atoms indicate the presence of crystal lattice defects.
In addition to dislocations, this includes all sorts of defects like vacancies,
grain boundaries, or free surfaces. Nevertheless, the early identification of
disordered atoms gives a first hint on where potentially dislocation cores are
located and narrows down the regions to be covered by the Burgers circuit
search carried out in step V.
The identification of hcp atoms is necessary to locate twin boundaries and
stacking faults found inbetween leading and trailing partials. An additional
in-depth analysis of these atoms is performed in step III.
We favor the common neighbor analysis over other methods like the centro-
symmetry parameter [83] or the bond-angle analysis of Ackland and Jones
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[4] because of its strict criteria for the identification of fcc and hcp atoms. In
step II, the nearest neighbors of crystalline atoms will have to be mapped to
a reference lattice. For this reason, the number of neighbors must be exactly
12 for each fcc and hcp atom, and it must be ensured that the mapping is not
ambiguous.
Step II: Orientation calculation and cluster analysis
In the context of our algorithm, a Burgers circuit is a closed path over nearest
neighbor bonds in the dislocated crystal. While traversing such a path,
the same sequence of steps must be made in a dislocation-free reference
lattice to calculate the Burgers vector. To this end, we need to determine
the corresponding lattice vector in the imaginary reference crystal for each
nearest-neighbor bond in the dislocated crystal.
The CNA already guarantees that every atom identified as fcc has exactly
12 nearest neighbors in the dislocated crystal. That is, we only have to map
each neighbor to one of the 12 lattice vectors, 12 [110],
1
2 [1¯10] etc. The dislocated
crystal, however, has an arbitrary lattice orientation and the mapping to the
reference lattice is not unique due to the cubic crystal symmetry.
On a per-atom basis, we express the orientation relationship between
the dislocated lattice and the imaginary reference lattice as an atomistic
deformation gradient tensor that we determine for each lattice site. Let
∆x(k) = x(k) − x denote the bond vector in world space pointing from an fcc
atom at position x to its neighbor atoms k = 1...12. Accordingly, let ∆X(k)
denote the corresponding nearest-neighbor vectors in Bravais lattice space.
Then a deformation gradient tensor, F, can be defined that transforms Bravais
lattice vectors to world space vectors:
F∆X(k) = ∆x(k) ∀ k. (4.1)
The tensor F is determined for each atomic site using a linear least-square fit:
F =W ∗V−1 (4.2)
with
Wij ≡
12
∑
k
x(k)i X
(k)
j and Vij ≡
12
∑
k
X(k)i X
(k)
j (4.3)
Equation 4.2 leads to an approximate deformation tensor that describes the
local lattice orientation and elastic strain in the vicinity of the atomic site in
an optimal sense. Our procedure is similar to the one described in [222], with
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the extension that an initial state of the atomistic system is not required for
the calculation. Instead, we always assume the perfect, axis-aligned crystal
lattice to be the reference state. This makes our analysis independent of
the history of the dislocated crystal and we can simply process arbitrary
snapshots of the dislocated crystal without the need to explicitly define its
initial, dislocation-free state.
Due to the space group symmetries of the fcc lattice, the transformation
from the reference lattice to the rotated lattice is not unique. At least we have
to make sure that, when calculating the atomic F tensors, they are all aligned
to the same orientation. This can best be done by starting the calculation
at an arbitrary atom and then recursively processing all its neighbors, their
respective neighbors, and so on, until no more crystalline atoms can be
reached. All atoms processed so far form a cluster (grain) of connected
crystalline atoms, all having a similar local lattice orientation. More grains
are found by repeatedly invoking the algorithm for remaining crystalline
atoms that have not been visited yet.
Note that the deformation gradient calculated here is not evaluated with
respect to lattice deformations (as it was done in chapter 3). It will only serve
as an efficient way to translate atom-to-atom steps on the reference lattice to
corresponding steps in world space and vice versa later in the Burgers circuit
test. Thus, we only use the rotational information contained in the tensor
to determine the orientation of the crystal with respect to an imaginary,
axis-aligned reference lattice.
Step III: Identification of stacking faults and twin boundaries
Intrinsic stacking faults (ISF) and coherent twin boundaries (TB) are im-
portant planar defects in fcc crystals. The detection of Shockley partial
dislocations requires the correct identification of ISFs, which are connected
to Shockley partials. Thus, a Burgers circuit enclosing a single Shockley
partial has to pass through its adjacent ISF once. Coherent twin boundaries,
in contrast, are glide planes for so-called twinning dislocations. A Burgers
circuit enclosing a twinning partial must therefore pass through the TB at
least twice.
Both types of planar defects are formed by layers of hexagonal close packed
(hcp) atoms parallel to a {111} plane of the fcc matrix. A single layer of hcp
atoms is characteristic for a TB (see figure 12), whereas a double layer is a
well-defined criterion for an ISF (see figure 13 for an example).
The CNA did already identify all atoms with a local hcp coordination
structure. The goal of this algorithm step is to classify these hcp atoms
according to the planar defect they form (that is, ISF, TB, or none of both).
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Figure 12: A twinning partial dislocation gliding on a coherent twin boundary. The
dislocation core is formed by disordered atoms (dark blue). The twin
boundary, formed by red atoms with hcp coordination, is parallel to the
(111) plane shared by both crystal lattices above and below the boundary.
Two atomic fcc layers in the (111) planes of the matrix and twinned
crystal above and below the twin boundary are also shown (gray atoms).
The Burgers circuit is traced around the dislocation core in these two
planes.
This is achieved by first identifying the basal plane of each hcp atom, that is,
we determine the six nearest neighbors in the {111} plane perpendicular to
the hcp c-axis. Then, the CNA structure types of the remaining six neighbors
above and below the basal plane are examined. In the case of an ISF we have
a double layer of hcp atoms, thus, three atoms on one side of the basal plane
are also of the hcp type. In contrast, for a TB we find only fcc type atoms on
both sides of the boundary plane.
The classification of hcp atoms as being either part of ISFs or TBs is a
necessary prerequisite for the dislocation analysis. But it also provides
valuable information with a physical meaning: It enables us to measure the
stacking fault density and twin boundary density in the crystal separately.
To our knowledge, previous simulation studies always relied on the raw
number of hcp atoms to estimate the total area of planar faults in fcc crystals.
Step IV: Identification of atoms close to dislocation cores
As described above, we are only interested in Burgers circuits that are tightly
wrapped around dislocation cores to determine their location as exact as
possible. Thus, it would not make sense to trace any Burgers circuits through
bulk crystalline material far away from the disordered cores. To avoid this
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from the start, we stick to fcc atoms that are direct neighbors of disordered
atoms when tracing the circuits.
This rule speeds up the Burgers circuit search considerably. By excluding
crystalline atoms from the search procedure that are completely surrounded
by other crystalline atoms, the number of possible circuits through the crystal
is reduced to a manageable set. To further refine this approach, we determine
for each of the four {111} planes separately whether an fcc atom is adjacent
to a disordered atom in that plane.
Step V: Burgers circuit search
This processing step is the heart of the dislocation detection algorithm. It de-
termines the actual Burgers vectors of dislocations. The search is performed
independently for each {111} plane, i.e., only planar Burgers circuits are
traced, and this, in turn, is repeated for each crystal cluster identified in
step II. One exception from this rule are twin boundaries: Here, the Burgers
circuit traversal switches to the mirror {111} plane in a well-defined manner
when it crosses the twin boundary, i.e., the resulting Burgers circuits are
non-planar. Performing the search on at least three different sets of lattice
planes (here, we use the four {111} in the fcc crystal) is necessary to ensure
that all dislocations, irrespective of their orientation, are found.
The Burgers circuit search is a two-step process. During the first phase, a
nearest-neighbor graph is generated from all crystalline atoms surrounding
the defect core. In the second phase, all elementary circuits in this nearest-
neighbor graph are determined, and it is checked for each circuit found
whether it is closed when being translated to the perfect reference lattice, i.e.,
this is the actual Burgers test.
Generation of the nearest-neighbor graph:
For each {111} crystal plane, we generate a planar graph from crystalline
atoms surrounding the defect cores. Such a nearest-neighbor graph is an
abstract representation of the atomic adjacencies in the crystal. Each graph
node represents one atom, and each edge between nodes indicates that the
two corresponding atoms are nearest neighbors in the crystal. We include
only atoms in the graph that are: (1) all in the same crystal plane and (2)
are a nearest neighbor of at least one disordered atom (see last step). The
generation of this graph is described next.
For any given {111} plane, the algorithm starts at an arbitrary crystalline
atom in that plane being adjacent to a crystal defect and assigns it the lattice
coordinates (0, 0, 0). From here, the algorithm visits all neighboring atoms
in a recursive manner using a breadth-first search scheme. Every time a step
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Figure 13: A dissociated dislocation (a/2[110](111)) consisting of two Shockley par-
tials and an intrinsic stacking fault (ISF). Only a single layer of atoms,
parallel to the (111) plane, is shown. Disordered atoms, as identified by
the common neighbor analysis, are shown in dark blue. Stacking fault
atoms with hcp coordination are shown in red. They form a double layer,
which is characteristic for an ISF. The disordered atoms form the cores
of the two dislocation lines. Their respective Burgers vectors are deter-
mined by tracing Burgers circuits around the cores in the (111) plane as
indicated by the two paths. The step from site A to site B corresponds
to a partial (b1 = a/6[112]) vector in the perfect reference lattice. Going
from site C to the opposite layer is not possible because the passage is
blocked by atom D not being identified as an hcp atom. And since atoms
C and B are not direct nearest neighbors the tracing algorithm needs to
extend the Burgers circuit to site A, where it can be continued from site
B on to the other side of the stacking fault.
to a new atom is made, it is translated into a corresponding vector in the
perfect reference lattice. This gives us the new lattice coordinates, which we
assign to the new atom. One by one, all atoms are mapped to the reference
lattice while being added to the nearest-neighbor graph. At some point,
the recursive algorithm will eventually arrive at an atom that has already
been visited before. If the newly calculated lattice coordinates differ from
the previous coordinates already stored with the atom then a non-closing
Burgers circuit has been found. In this case, the breadth-first search stops at
the current atom, but the search is continued at all other atomic sites that are
still on the search stack. The algorithm comes to an end if no more atoms
can be added to the graph.
During this circuit search phase, a few additional traversal rules are re-
quired to ensure that only planar Burgers circuits are generated and ISFs and
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Figure 14: Cross-section of a dislocation in an fcc crystal that dissociated into two
Shockley partials. The two dislocation cores (dark blue atoms) are sepa-
rated by only two hcp atoms (red) that form a very narrow stacking fault.
A nearest-neighbor graph has been generated from all atoms that are
direct neighbors of the disordered core atoms. As indicated by the arrows
the graph contains three elementary circuits, each yielding a different
non-null Burgers vector.
TBs are correctly traversed. These rules control the stepping from an atom to
one of its neighbors and are based on the classification of both atoms:
fcc → fcc This move is performed only if the destination atom is located
in the current {111} plane to ensure the generation of planar Burgers
circuits.
fcc → hcp (only isf and tb atoms) Accepted only if the hcp atom
is in the current {111} plane.
hcp → fcc Accepted only if the fcc atom is in the current {111} plane.
isf atom → hcp Accepted only if the destination atom is in the opposite
hcp layer of the ISF (this move corresponds to a a/6 <112> lattice
vector). Steps parallel to the hcp basal plane are not allowed with the
exception of the destination atom belonging to another ISF (not parallel
to the ISF of the source atom).
tb atom → hcp Never allowed.
These rules are to guarantee that we build a planar nearest-neighbor graph
that contains all possible paths around a crystal defect. If two dislocation
cores are very close to each other then it might happen that the nearest-
neighbor graph encloses both cores (see figure 14), that is, the graph will
contain multiple Burgers circuits with different Burgers vectors. This issue
will be resolved in the following step.
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Enumeration of elementary circuits:
Based on the nearest-neighbor graph obtained in the last step, we use a
backtracking algorithm [172] to enumerate all its elementary circuits. An
elementary circuit is defined as a sequence of adjacent atoms that contains
no atom twice with the exception that its first and last vertices are identical.
We then calculate the Burgers vector of each elementary circuit by summing
up all lattice vectors contained in the atom-to-atom path. A non-null Burgers
vector indicates that the circuit encloses a dislocation core.
Unless a dislocation is embedded in an infinite crystal, the presented
algorithm will always generate two Burgers circuits enclosing that dislocation:
One that is tightly wrapped around the core and a second one that runs along
the outer boundaries of the crystal. This is illustrated by the schematic crystal
in figure 15. The outer Burgers circuit is a consequence of the CNA’s inability
to distinguish surface atoms from dislocation core atoms. The Burgers search
algorithm simply tries to generate a circuit around all types of non-perfect
atoms, not knowing whether the circuit encloses the defect or the other way
around.
Both Burgers circuits in figure 15 are equivalent. But we are, of course, only
interested in the circuit that is tightly wrapped around the dislocation core.
All others can be sorted out by applying the following criterion: A Burgers
circuit is considered too wide if its planar projection encloses at least one fcc
atom not being part of the path itself. To determine whether there is such an
atom, all in-plane fcc nearest neighbors of all atoms forming the circuit are
tested. A planar point-in-polygon test [63] is used to check whether an atom
(projected onto the circuit plane) is located inside or outside of the polygonal
path. Point-in-polygon tests, however, are expensive (the total computational
cost scales quadratically with the length of the circuit). That is why we use
an additional criterion for early rejection of Burgers circuits that are unlikely
to be tight circuits: If the length of the circuit (measured by the number of
atoms) exceeds a threshold of 20 atoms then the circuit is skipped right away.
For each detected and accepted Burgers circuit, a co-called dislocation point
with the following information fields is recorded:
• The Burgers vector in world space as well as in local lattice space.
• The center of mass of the circuit. It represents a point on the dislocation
line (see figure 18b).
• The normal vector of the Burgers circuit plane. It is required to establish
a unique relationship between the Burgers vector and the line direction
vector computed later.
It is not necessary to store the full circuit paths.
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Figure 15: Schematic cross-section of a screw
dislocation close to the surface of a
square-shaped crystal. The line di-
rection is perpendicular to the image
plane and the crystal is bounded by
free surfaces. Disordered atoms (be-
longing to the dislocation core and
the surfaces) are shown in dark blue
whereas bulk crystalline atoms are
shaded in gray to indicate the elastic
displacements around the screw dis-
location. The two Burgers circuits
found by the detection algorithm
have been sketched in. Only the
short circuit tightly wrapped around
the five core atoms gives exact in-
formation on the location of the dis-
location line. The outer path along
the surfaces must be rejected as de-
scribed in the text.
Step VI: Tracing of dislocation lines
The dislocation points recorded in the last step form a so-called point cloud,
i.e., an unstructured set of points in space. Several techniques have been de-
veloped in the research field of computer graphics for reconstructing higher-
dimensional geometric objects from such point clouds [109, 108, 216, 199].
They are able to construct continuous lines from unordered and disturbed
point sets, but are also rather complex, hard to implement, or pose special
requirements on the input point sets. Therefore, we decided to develop our
own simple scheme to connect the dislocation points with a continuous line.
First, we divide the set of dislocation points into subsets of points with
equal Burgers vector (ignoring the sign), since only points with the same
Burgers vector can form one continuous dislocation segment. Then, starting
at an arbitrary dislocation point, a local line tangent is estimated from the
distribution of nearby points within a cutoff radius. This line tangent is
computed from a principal component analysis (PCA) [79] of the local point
cloud, i.e., from the major axis of an ellipsoid that is fitted to the nearby
points.
Given the starting point and the tangent vector, the complete line can be
found by integrating the tangent vector along the line. During the integration,
the local tangent vector is constantly updated by recomputing the PCA for
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the surrounding point cloud. The integration stops when no more new
points are within the cutoff radius and the line end has been reached. Finally,
the procedure is repeated in the reverse direction to find the opposite end of
the dislocation line.
Step VII: Removal of extra dislocation lines
If two dislocation lines are close to each other, it can happen that three
Burgers circuits are found: the two Burgers circuits enclosing each of the
dislocation lines and a third circuits that encloses both dislocations. This
frequently happens in some fcc materials when the two Shockley partials of a
dissociated dislocation almost touch each other (see figure 14). We filter out
the unwanted third dislocation segment by searching for pairs of dislocation
segments in its vicinity. If a pair of two opposite dislocation segments can be
found and their Burgers vector sum equals the Burgers vector of the central
segment then the central segment can safely be removed.
Step VIII: Joining dislocation lines
Dislocation lines usually form a network, and the Burgers vector is conserved
along the individual line segments. When several dislocations merge at a
node, the sum of their Burgers vectors must be zero. This so-called Burgers
vector conservation rule can be used to reconstruct the nodal points, which
the basic Burgers search algorithm presented so far cannot deliver by itself.
The goal of this last processing step is to find all sets of dislocation line
ends that (i) are within a given threshold distance to each other and (ii)
whose Burgers vector sum is zero. We use a binary tree approach to solve
this algorithmic problem efficiently. The line ends form the leafs of the binary
tree. A parent node is created for each pair of points being closer to each
other than a given threshold distance. Higher levels in the hierarchy are
formed by merging more and more adjacent tree nodes. With each binary
tree node the sum of the Burgers vectors of its children is stored. Tree nodes
with a null Burgers vector are candidates for nodal points. A distance sum
criterion is used to rank those candidate nodal points that are connected to
the same dislocation line ends. The candidate point for which the distance
sum is smallest, is finally taken as an actual nodal point. Additional line
segments are then created to connect each line end to this nodal point.
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4.2.2 Limitations
The Burgers definition of dislocations is independent of the underlying
crystal structure accommodating them. To some extent, however, the circuit
tracing part of the detection algorithm must be tailored to the structure of
the host crystal containing the dislocations. Our current implementation of
the algorithm is targeted at face-centered cubic materials. But in principal,
the method can be extended towards other crystal structures by adapting
those parts of the algorithm concerned with generating paths through the
crystal lattice and mapping atomic positions to reference lattice sites.
Since the Burgers circuits generated by our algorithm are always planar
(i.e., they run in a continuous crystal plane), only dislocation defects up
to a certain Burgers vector length can be detected. Loosely said, the two
dangling ends of a planar Burgers circuit will no longer find each other
when the screw component of the Burgers vector perpendicular to the {111}
plane exceeds two lattice plane spacings. Thus, exotic defects with an
exceptionally large Burgers vector (e.g. several equally signed dislocations
in one place with overlapping cores) remain undetected. Such defects are
usually extended in all three spatial directions and representing them with a
single one-dimensional line is questionable in any case.
4.2.3 Implementation and performance
We have integrated the detection algorithm described above into the molec-
ular dynamics code LAMMPS [139]. Thus, the tracing of dislocation lines
is done on the fly during a molecular dynamics simulation. To enable
large-scale simulations, we parallelized the algorithm based on the spatial
decomposition technique used by LAMMPS itself. The performance of our
implementation allows us to analyze the dislocation structures at a high
temporal resolution. To give an example: For a 70 million atom simulation
(figure 17) containing a dense network of several thousands of dislocation
segments, the MD simulation time (excluding any file output) increases by
only 15% when the Burgers vector analysis (including the common neighbor
analysis) is being performed every 50 timesteps. As an additional advantage,
the amount of data storage required for the dislocation structure is more than
a thousand times smaller than the corresponding fully atomistic simulation
output, if it would be written at the same time intervals.
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Figure 16: Molecular dynamics simulation of a Frank-Read dislocation source in fcc
aluminum. The dislocation lines have been pinned by two cylindrical
pores. The upper row of images shows an early state of the Frank-Read
source. The lower two images show the source after it has generated a
single dislocation loop. The atomistic system (left images) is displayed
in comparison with the analysis output, the vectorized dislocation lines
(right images).
4.2.4 Examples
To demonstrate the capabilities of the ODDA, we have performed two molec-
ular dynamics simulations that involve dislocation activity.
As a first simple example, we applied the ODDA to the simulation of a
single Frank-Read dislocation source in Al (modeled with an EAM potential
[49]) as shown in figure 16. The simulation setup is similar to the one
described in Ref. [39], except for the fact that the dislocations have been
pinned more effectively by two cylindrical pores. The dislocation detection
algorithm exactly tracks the dislocation lines as they bow out and recombine
to form a closed loop.
To demonstrate the ability to extract large networks of dislocations, we per-
formed a large-scale failure simulation of a cracked single crystal, following
the example of the first one-billion atom MD simulation by Abraham et al.
[3]. We reduced the simulation size to 70 million atoms for this demonstra-
tion, though, the dislocation detection algorithm can scale to larger systems.
Figure 17 shows a sequence of snapshots of this MD simulation. The rapid
nucleation of dislocations at the notches eventually leads to a very dense
network of dislocations after the two loop fronts interpenetrate (figure 18).
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Figure 17: Large-scale simulation of the failure of a cracked fcc aluminum single
crystal under tension. The system contains 70 million atoms. The setup
is similiar to the one-billion atom failure simulation described in [3]. Two
notches on opposing surfaces have been introduced to generate disloca-
tions loops expanding into the bulk. A tensile strain of 4% was applied in
the vertical direction to initiate the dislocation nucleation. Upper images
show the disturbed atoms of the atomistic system. Lower pictures dis-
play the extracted dislocation lines. Line colors denote different Burgers
vector families. The dislocation analysis was performed on-the-fly every
50 timesteps during the MD simulation. A quantitative analysis of the
resulting dislocation network is presented in figure 19.
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(a) (b) (c)
Figure 18: Close-up view of the dislocation network found in the simulation shown
in figure 17. (a) Atomistic system with fcc atoms removed. The yellow,
disordered atoms form dislocation cores, blue hcp atoms form stacking
faults. (b) Intermediate analysis state. Each dot represents the center
of mass of a Burgers circuit traced around the dislocation cores. Dot
colors indicate Burgers vector family (perfect dislocations [red], partial
dislocations [green], stair-rod dislocations [yellow]). (c) Final analysis
results. Gray arrows depict Burgers vectors in world space (exaggerated
magnitudes).
With the help of the dislocation analysis technique, it is not only possible to
visualize the complex dislocation reactions observed in the simulation, but
also to asses these processes in a quantitative way. Figure 19 shows the mea-
sured total dislocation line length in the system, from which the dislocation
density can be directly derived. Interestingly, the dislocation density does
not increase monotonously in this simulation, which is probably due to a
delayed straightening or annealing of dislocations at the surfaces.
4.3 dislocation extraction algorithm (dxa)
In the previous section, we have described the on-the-fly dislocation detection
algorithm (ODDA). Among the various processing steps of the ODDA, tracing
of short Burgers circuits around dislocation cores is the most important. In
essence, the algorithm constructs a massive number of independent Burgers
circuits around crystal defects and uses them to determine the Burgers
vector and the location of dislocation segments. In the last two processing
steps, these circuits are sorted by their Burgers vector and connected by
one-dimensional line segments, which are finally joined to form a network.
The last two steps of the ODDA, however, can become unreliable in the
case of complex and dense dislocation networks. The Burgers circuit search
yields a large number of unordered space points with associated Burgers
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Figure 19: Quantitative analysis of the overall dislocation density for the simulation
shown in figure 17. Not only can the total dislocation content in the
system be measured, but even the contributions of different dislocation
types can be distinguished with the dislocation analysis method.
vectors. It is virtually impossible to make the reconstruction of the line
network from this incoherent point set sufficiently reliable to ensure that
the topology of the atomistic dislocation network is preserved in all cases.
If, for example, the density of obtained points is too sparse to construct
a continuous line connecting these points, spurious dangling dislocations
ending within a crystallite can occur in the output, which violate the Burgers
vector conservation law [68]. This problem plays a minor role if average
quantities like the total dislocation density are of interest, but it can render an
investigation of details of a complex and dense dislocation network difficult.
In this section, we therefore propose an alternative algorithm, which
follows a simple, but rigorous idea illustrated in figure 20. We directly
translate the ‘topological network’ of disordered atoms into a network of
connected dislocation segments, thereby preserving the true connectivity
of crystal defects and the dislocation network down to the atomic level.
The output provided by this algorithm is a network of one-dimensional
dislocation lines, which entirely conforms to the Burgers vector conservation
law. Moreover, the second algorithm delivers a geometric description of all
other crystal defects besides the dislocations lines (e.g. grain boundaries,
surfaces, pores etc.), which is very useful for visualization purposes and other
applications. The basic algorithm requires only a single control parameter,
making its usage extremely simple. We note however, that the alternative
method is computationally more demanding than the one-the-fly detection
algorithm, mainly because it cannot be easily parallelized.
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Figure 20: Schematic illustration of the dislocation extraction algorithm (DXA). First
a manifold surface enclosing the dislocation cores is constructed. Then
elastic ‘Burgers circuit bands’ are swept over the manifold along each
dislocation segment. Finally dislocation junctions are generated where
multiple Burgers circuits meet.
4.3.1 Dislocation network extraction
The dislocation extraction algorithm (DXA) consists of three principal steps:
1. The common neighbor analysis (CNA) method [72] is applied to iden-
tify crystalline atoms. We call the remaining atoms ‘disordered atoms’.
2. A closed, orientable, two-dimensional manifold is constructed that
separates the crystalline atoms from the disordered ones.
3. For each dislocation segment, an arbitrary Burgers circuit path is found
on the manifold enclosing the segment. This closed circuit is moved in
both directions to the two opposing ends of the dislocation segment
(figure 20). While the circuit is advanced in each direction, a one-
dimensional line representing the dislocation segment is constructed.
We describe these three steps in the following sections in more detail.
Note that we present an implementation of the DXA for fcc crystals. Its
adaption to other crystal structures should require only minor modifications.
In fact, most parts of the algorithm are independent of the crystal structure.
4.3.2 Analysis of crystalline atoms
During the first stage, fcc and hcp atoms (the ‘crystalline’ atoms) are identi-
fied using the common neighbor analysis (CNA) method (figure 21a). Note
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(a) (b) (c)
Figure 21: The three pictures show the construction of the interface mesh around
crystal defects. (a) Atomistic input data after the common neighbor
analysis has been applied. Grey atoms are ‘disordered’, red atoms are
hcp-coordinated stacking fault atoms. The picture shows a Shockley
partial dislocation being nucleated from two outer surfaces of the crystal.
(b) The nearest neighbor bonds connecting disordered atoms. (c) The
final interface mesh that covers all crystal defects.
that the identification of hcp atoms is required in an fcc crystal to properly
account for stacking faults, coherent twin faults, and partial dislocations.
By using a recursive walk algorithm over nearest neighbors, the crystalline
atoms are decomposed into disjoint sets (crystallite clusters). In each crys-
tallite cluster, a well-defined crystal lattice orientation is established: To
this end, an arbitrary seed atom is picked and its 12 nearest neighbors are
mapped to corresponding lattice vectors in an imaginary reference crystal.
Then the procedure is repeated for the nearest neighbors that are crystalline
as well, now ensuring that the chosen crystal orientation is aligned with
the orientation of the first atom. Subsequently, the second neighbor shell is
processed, and so forth, until corresponding lattice vectors are assigned to
all nearest-neighbor bonds in the cluster.
In principal, we are now in the position to trace Burgers circuits through
the crystal: Each step from a crystalline atom to one of its neighbors can
be directly translated into a step in the imaginary reference crystal. If we
construct a closed path through the real crystal, we could calculate its Burgers
vector by adding up the corresponding lattice vectors for each traversed bond.
The construction of a good Burgers circuit is, however, a non-trivial task that
we will address in the following sections.
For the time being, we point out a feature of the CNA, which we will make
use of: The CNA classifies each atom as either being crystalline (having fcc
or hcp coordination) or as disordered. At the interface between crystalline
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Figure 22: The halfedge data structure used to store the triangulated defect surface
(the interface mesh).
and non-crystalline regions, however, there exists a layer of atoms, which
are classified as ‘disordered’ by the CNA, but which are positioned on well-
defined lattice sites. We name these atoms ‘interface atoms’ and they can
be characterized as having at least one crystalline atom among their nearest
neighbors (figure 21b).
4.3.3 The interface mesh
The second step of the DXA is to construct a surface (two-dimensional
manifold) that separates the crystalline atoms from the disordered atoms.
More precisely, a triangulation of the manifold is generated that consists
of triangle facets and vertices, which are constituted by the interface atoms
introduced above.
The triangulation of the interface manifold is stored as a halfedge structure
[203, 116]. This combinatorial data structure consists of (i) vertices, (ii)
halfedges, and (iii) facets. The following list describes the relationships
between these entities, which are schematically depicted in figure 22.
1. Triangular facets are defined by a circular sequence of three connected
halfedges.
2. A halfedge is defined by a source vertex and a destination vertex. Each
halfedge is associated with exactly one incident facet, which it borders.
3. Each halfedge has an opposite halfedge that points from its destination
vertex to its source vertex. Consequently, the opposite halfedge of the
opposite halfedge is the halfedge itself.
4. Each vertex is associated with all its outgoing halfedges.
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Vertices are constituted by ‘interface atoms’, which are at the surface of
crystal defects. Halfedges are constituted by neighbor bonds between these
interface atoms. And since interface atoms are located on well-defined
lattice positions, as discussed above, we can assign a lattice vector from the
imaginary reference crystal to each halfedge.
The constructed triangulation of the enclosing defect surface, the so-called
interface mesh, satisfies two mathematical properties: It is closed and ori-
entable. The interface mesh encloses dislocation cores as well as all other
crystal defects including the free surfaces of the crystal (see figure 21c). Note
that for outer crystal surfaces the interface mesh is oriented inward if we
define the fully coordinated crystalline atoms to be on the positive side of
the interface mesh.
4.3.4 Elastic Burgers circuits
By using a breath-first search algorithm, a closed circuit is constructed on
the interface mesh that has a non-zero Burgers vector. The search is limited
to a small recursive depth and is invoked at each vertex until a valid Burgers
circuit is found. In this context, a Burgers circuit consists of a circular
sequence of connected halfedges and encloses a dislocation segment.
The well-known Burgers vector conservation law states that the Burgers
vector cannot change along a dislocation segment, and that the dislocation
segment must either end in a dislocation junction or at an outer surface of
the crystal. Note that a dislocation segment may also end at an inner surface
of the crystal (e.g. a pore). But then, in a topological sense, the pore has to be
considered part of the dislocation network as well. The sum of the Burgers
vectors of all incident dislocation segments of the pore must add up to zero.
The interface mesh constructed in the previous step satisfies exactly these
topological rules. Having constructed a first Burgers circuit on the interface
mesh, one can consider this circuit as a closed rubber band around the
dislocation core. We can now start to move this band along the tube-shaped
interface mesh (figure 23a). Note that as long as we keep the elastic band
closed, it will always enclose the same dislocation segment and the corre-
sponding Burgers vector never changes, no matter how far we move it on the
manifold. The elastic Burgers circuit is advanced facet by facet in the posi-
tive direction prescribed by the sense of the circular path. A second elastic
Burgers circuit with reverse sense and reverse Burgers vector is generated
at the same start position to sweep the dislocation segment in the opposite
direction.
What happens when an elastic Burgers circuit band reaches the end of a
dislocation segment? If the segment ends in a dislocation junction then the
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(a) (b) (c)
Figure 23: (a) Close-up view of the interface mesh enclosing a Shockley partial
dislocation. The two Burgers circuits are advanced, facet by facet, in
opposite directions to sweep the dislocation segment. (b) Interface mesh
of a 4-segment junction. (c) The lines and Burgers vectors generated to
represent the junction.
closed elastic band cannot overcome the furcation of the interface mesh. It is
tied to its primary dislocation segment for topological reasons. We impose a
maximum length on the elastic band to prevent it from being overstretched,
that is, the Burgers circuit is no longer advanced as soon as this maximum
length is reached. If the dislocation segments ends in an outer crystal surface,
then the same principle applies: If the elastic band would be made extremely
expandable, then it would wander along the outer surfaces indefinitely, still
having the same Burgers vector of the primary dislocation it started from.
That is why we impose an upper limit (on the order of 10 halfedges) on
the length of elastic Burgers circuits to make them stop when the enclosed
crystal defect widens from a thin dislocation core to an extended defect like
a surface or a grain boundary.
4.3.5 Transition to a network of one-dimensional lines
The diameter of a typical dislocation core fluctuates along the dislocation
line and the Burgers circuit has to stretch at the bulky points. On the other
hand, we always ensure that the circuit is as short as possible (the ‘elasticity’
of the rubber band). A one-dimensional line representation of the dislocation
segment is obtained by recording the current center of mass of the Burgers
circuit every time the circuit is advanced by one step.
During the advancement phase, it is made sure that Burgers circuits do not
interpenetrate other circuits from different dislocation segments. Dislocation
junctions are then found by looking for Burgers circuits that touch each other
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(figure 23b). If three or more circuits run into each other at a dislocation
junction then we can connect the corresponding one-dimensional lines in
the output (figure 23c). The way we constructed the elastic Burgers circuits
ensures that Burgers vector conservation is automatically fulfilled at each
junction. And if a Burgers circuit meets the reverse circuit of the same
segment then we have found a closed dislocation loop.
4.3.6 Extraction of other crystal defects
Since we have imposed the maximum Burgers circuit length criterion, we
will likely end up with some parts of the interface mesh that have not been
swept by a Burgers circuit. These are the extended crystal defects, which
we would not want to be represented by one-dimensional dislocation lines.
Note that some of these defects, which include surfaces, grain boundaries,
vacancies etc., still might have a non-zero Burgers vector associated with
them.
The triangle facets of the interface mesh, which have not been swept, are
taken as is. They can be used to visualize the extended crystal defects in
addition to the extracted one-dimensional dislocation curves. In fact, the
interface mesh method turns out to be very useful, even for the case of a
completely dislocation-free crystal. It provides a good way of obtaining a
volumetric representation of crystal defects, and could be used for analyses
that are not feasible in the atomistic picture.
4.3.7 Examples
For a demonstration, we have applied the dislocation extraction algorithm to
a quasi-static nanoindentation simulation and a large-scale MD simulation
of nanocrystalline Pd. The nanoindentation simulation shown in figure 24a
was performed with a quasicontinuum simulation method [47]. We analyzed
a snapshot of the indented aluminum singlecrystal taken directly after the
nucleation of dislocation loops underneath the spherical indentor. Note that
since this is a zero-temperature simulation, the generated defect structure
exhibits a high degree of rotational symmetry. Figure 24b displays the gen-
erated interface mesh for this atomistic snapshot. Regions of the interface
mesh, which have been swept by elastic Burgers circuits, are colored accord-
ing to their Burgers vector. Each of the colors corresponds to one of the 12
Shockley partial vectors of the fcc crystal lattice. The third image, figure 24c,
shows the final results of the dislocation analysis. The arrows depict the
directions of the Burgers vectors. Their signs appear to be arbitrary, but they
are, of course, fixed with respect to the line directions. Note how several
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(a) (b)
(c)
Figure 24: Analysis of the plastic region below a nanoindentor in singlecrystalline
Al. (a) The atomistic snapshot. (b) The interface mesh covering all crystal
defects. (c) The derived dislocation lines and their Burgers vectors.
dislocation segments join in a ‘super node’ in the central region below the
indentor. This example demonstrates that the generated line representation
of dislocations is certainly more valuable and expressive than the original
atomistic description.
The nanocrystalline bulk structure of the second example (figure 25a) has
been prepared with the Voronoi tessellation method and consists of 54 grains
with an average size of 15nm. We deformed the sample in a simulated
uniaxial tensile test and observed dislocation activity (figure 25b). Since the
grains have random lattice orientations, one can find several low-angle and
vicinal twin boundaries (figure 25c) in the polycrystal. These vicinal twin
boundaries consist of a planar layer of hcp atoms, which is interrupted by
an array of discrete dislocations. These geometrically necessary dislocations
accomodate the deviation from the perfect twin configuration.
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(a) (b) (c)
(d) (e) (f)
Figure 25: Analysis of a nanocrystalline Pd structure obtained from MD simulation.
(a) The full atomistic system with marked grain boundary atoms. (b)
Close-up view of a slightly dissociated dislocation in the interior of a
grain. (c) A vicinal twin boundary (hcp atoms forming coherent twin
planes have been marked red). (d–f) The extracted dislocation lines (red),
stacking fault and twin boundary planes (semi-transparent green), and
the smoothed interface mesh (gray), which covers all other crystal defects.
The DXA converts all general grain boundaries in the microstructure into
a polyhedral representation, which is visualized in figure 25d. Note that
the planar dislocation network of the vincinal twin boundary is correctly
resolved by the algorithm (figure 25f). The coherent twin boundary regions
and stacking faults constituted by hcp atoms are automatically converted
into polygons (see next section), which are included in the visualization as
semi-transparent planes.
The snapshot shown in figure 25 comprises 6.3 million atoms and contains
approx. 2400 dislocation segments and 700 junctions. The generation of
the interface mesh and the dislocation analysis take less than 60 seconds
on a 2.6GHz Intel i7 CPU. This is on the same order as the mandatory
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neighbor list building and the common neighbor analysis (89 and 12 sec.,
both parallelized).
4.3.8 Additional remarks
We want to make a few additional remarks, which are helpful for a deeper
understanding of the presented method:
Resolution parameter
In addition to the cutoff radius used for the CNA, the maximum Burgers
circuit length is the only control parameter of the presented algorithm. It
specifies the maximum lateral extension a crystal defect may have such that
it is resolved as a one-dimensional dislocation line by the algorithm. On one
hand, one would want to use a high value for this parameter to capture as
many dislocations as possible. On the other hand, this parameter acts like a
tolerance value: A large tolerance comes only with sacrificing resolution, es-
pecially in the longitudinal dislocation direction and at dislocation junctions.
Note that this is a natural trade-off, which we are bound to, and which is
directly reflected by this parameter.
Dealing with twinned crystals
The crystallite clusters constructed in section 4.3.2 comprise all connected
crystalline (fcc/hcp) atoms. For the case of a twinned crystal, this implies
that a cluster contains both the matrix and the twinned region as well as the
layer of hcp atoms constituting the coherent twin boundary. This enables the
detection of twinning dislocations, which are located in the twin boundary
plane (see for example figure 25c). The Burgers circuit is traced from the
matrix crystal into the twin and back into the matrix to enclose such twinning
dislocations. Note that neighbor bonds in the twin crystal correspond to
fractional lattice vectors in the imaginary reference crystal, which is always
taken as a perfect cubic crystal without a twin boundary.
Disclinations
The lattice orientation of a crystallite cluster is not unique if disclinations
[145] are present in the crystal. We find disclinations to be a very common
feature of computer-generated nanocrystalline structures. Usually they occur
if several grains are interconnected by small crystalline ‘bridges’, such that
a closed circuit can be traced through several grains enclosing one or more
triple junctions. Since the presence of disclinations precludes the usage of the
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Burgers circuit concept (the Burgers vector becomes dependent on the exact
path through the crystal), one has to ‘conceal’ the disclinations by splitting up
such a ‘super’ crystallite into multiple isolated clusters, each encompassing
only a single grain.
Thermal displacements
The DXA can be applied to snapshots of finite temperature MD simulations.
The algorithm is not sensitive to thermal vibrations of atoms, but the CNA
is. Hence, the same restrictions apply as for the CNA, which becomes
unreliable at elevated temperatures close to the melting point. Usually, one
can, however, effectively eliminate the random thermal displacements of
atoms in an instantaneous snapshot by performing a time averaging of the
atomic positions, or by applying a few iterations of a static minimization
technique like conjugate gradients (CG).
Stacking fault planes
To extract stacking fault planes, which play an important role in fcc materials,
we examine the outer contour of contiguous planes of hcp atoms. Since
stacking faults can only be bordered by disordered atoms, the contour must
pass along the interface mesh. As discussed above, the interface mesh is
divided into regions which have been swept by elastic Burgers circuits as
well as untouched regions. The swept regions have been converted into
dislocation lines, which we can associate with the incident stacking fault.
In a final step, the planar stacking fault contour polygon, which is now
bordered by dislocation line segments and halfedges of the interface mesh,
is tessellated into triangles for visualization (see the stacking fault ribbon
between the two Shockley partials in figure 25e for an example).
Smoothing
For visualization purposes, we smooth the crystal defect surface as well as
the dislocation lines using a volume preserving algorithm [173].
4.4 summary
Two novel analysis methods for atomistic simulations were introduced that
provide the complete information on the dislocation topology contained
in a snapshot of the simulated system. The on-the-fly dislocation detection
algorithm (ODDA) is derived from the original definition of dislocations:
the Burgers circuit test. By applying sophisticated pre- and post-processing
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steps, a large number of Burgers circuits is used to identify and locate
dislocation lines and to determine their Burgers vectors. The inspection and
classification of dislocations – a laborious task usually done by hand in the
past – can now be performed automatically on the fly, even for large-scale
simulations containing a huge number of dislocations. Complex dislocation
structures that involve dislocation junctions, partial dislocations and twinning
dislocations can be identified without difficulty. The resulting vectorized
representation of the dislocation lines allows to derive quantitative data from
a simulation with high time-resolution, for instance the dislocation density.
When it comes to the analysis of dense and complex dislocation structures,
for example close to a grain boundary, the dislocation extraction algorithm
(DXA) is the method of choice. The network of one-dimensional continuous
dislocation lines generated by the DXA is guaranteed to have the same
topology as the real dislocation network. In particular, it always conforms to
the Burgers vector conservation rule. Perfect as well as partial dislocations
are resolved with atomic-scale precision. All other crystal defects (grain
boundaries, surfaces, etc.), which cannot be represented by dislocation lines,
are converted into a polyhedral volume representation by the algorithm.
This volume representation is ideal for visualization purposes, even for
applications which do not involve dislocations. Planar defects constituted by
hcp atoms, like stacking fault and coherent twin boundaries, are converted
into contour polygons. In summary, the DXA provides a simple-to-use and
robust method to analyze and visualize atomistic simulations of crystal
plasticity.
It is anticipated that these new methods can open a multitude of new
possibilities for atomistic simulations of crystal plasticity. Some future app-
plications are discussed in the outlook section of this dissertation.
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5
N A N O T W I N N E D F C C M E TA L S : S T R E N G T H E N I N G V S .
S O F T E N I N G M E C H A N I S M S
5.1 introduction
Experimental studies show that nanoscale growth twins in ultrafine Cu
can significantly improve mechanical properties as compared to twin-free
samples. In tensile tests and nanoindentation experiments, nanotwinned
samples with various twin densities exhibit higher yield strength, tensile
strength, and hardness as well as ductility [113, 36, 112]. The observed
increase in strength with decreasing twin boundary distance is comparable
to that found for conventional grain size refinement. That is, nanoscale
twin boundaries seem to impart as much strengthening as conventional
high-angle grain boundaries (GB) by blocking dislocation motion [113, 111]
and exhibit a Hall-Petch (HP) type behavior. In contrast to nanocrystalline
Cu with general GBs, however, nanotwinned Cu does not lose its tensile
ductility when refined to the nanometer regime. In addition, twin boundaries
usually exhibit much higher mechanical and thermal stability, and less electric
resistivity in comparison to other grain boundaries [114, 111].
The recent experimental work on nanotwinned Cu [218, 112, 141, 111,
115, 158, 36, 69, 70, 113, 200] is accompanied by a series of molecular dy-
namics (MD) studies that investigate the effect of twin boundaries on the
deformation behavior [59, 57, 104, 210, 98, 154, 155, 24, 78, 77, 221]. The aim
of these simulations is to understand the atomistic mechanisms that give
nanotwinned materials their unique properties. In general, the strengthening
effect of nanolayered structures is understood to be the result of restricting
dislocation motion from one layer to the next [166]. That is, twin boundaries
are conventionally ascribed the role of barriers for dislocation motion. In MD
simulations, however, slip transfer of dislocations across twin boundaries
is observed under certain circumstances [210, 78, 77]. Nevertheless, the
macroscopic strengthening effect of nanotwins in Cu has been found in all
published simulation studies.
With only a very few exceptions [59, 57, 98], most work on the effect of
growth twins on the mechanical properties of metals have been performed
in Cu. Frøseth et al. [59, 57], however, have reported that nanotwinned
Al exhibits enhanced plasticity in constant-stress simulations compared to
its twin-free counterpart. This result suggests that other nanotwinned face-
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centered cubic (fcc) materials might not show the strengthening effect found
for Cu. Jin et al. [78, 77] studied the interaction of single dislocations with
a twin boundary in Cu, Ni, and Al. They found several possible reactions,
being dependent on the material’s energy barriers, type of dislocation, and
loading condition. For nanotwinned Pd, however, Kulkarni et al. [98] predict
a performance based on simulated indentation studies that is very similar to
Cu.
Experimental measurements indicate high densities of stacking faults and
Shockley partials associated with the TBs in nanotwinned Cu [112] after
deformation. In addition, a large number of debris was found in transmis-
sion electron microscopy (TEM) studies of deformed nanotwinned metals
[113, 36]. Because of their design, previous computer simulations did not
allow for direct comparison of these quantities with experiment, and efficient
technologies to exactly measure such defect densities in large-scale atom-
istic simulations did not even exist. Furthermore, previous MD computer
studies that investigated the strengthening effect of nanotwins used almost
exclusively columnar, quasi two-dimensional simulation geometries based
on periodic boundary conditions. In addition to a very small number of
grains, this implies a reduction of available slip systems as well as degrees of
freedom for grain boundary configurations. In fact, Frøseth et al. [59] have
demonstrated that a two-dimensional simulation geometry can misleadingly
promote mechanisms like deformation twinning in Al, which are superseded
by other mechanisms when using a more realistic, fully three-dimensional
simulation setup. Particularly, in regard to dislocation nucleation, a fully
three-dimensional microstructure is crucial for accurately describing inho-
mogeneous stress-concentrations at nucleation sites, enabling the formation
of curved dislocation segments, and to not preclude a multitude of possible
reactions observed for dislocations on multiple slip systems.
In view of these results, the aim of the present study is to accurately
compare the behavior of both nanotwinned Cu and Pd under realistic con-
ditions and to assess whether the strengthening effect of twins observed in
Cu is a general phenomenon present in all fcc metals. We use large-scale
MD simulations of nanotwinned and twin-free, Cu and Pd polycrystals to
address this issue. The fully three-dimensional model structures used in the
present study consist of a statistically significant number of grains and grain
boundaries. This allows for the formation of non-parallel dislocations lines
and the inclusion of grain boundaries with both tilt and twist components
in the microstructure without constraining the nucleation of dislocations
[59]. We employ the newly developed dislocation and stacking fault analysis
techniques presented in the previous chapter. This allows us to extract the
true dislocation, stacking fault, and twin boundary densities as functions of
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Figure 26: Nanocrystalline model structure used for MD simulations. The cubic
simulation box contains 54 grains of the same size, having the same
regular shape but different lattice orientations. The system contains
approximately 15 million atoms and periodic boundary conditions were
applied in all three spatial directions. Atoms in the grain boundaries
have been marked with a yellow color.
strain from MD simulations and to directly compare them with experimental
measurements.
5.2 methods
5.2.1 Simulation procedure
The Voronoi tessellation method was used to prepare three-dimensional,
nanocrystalline model structures containing 54 grains with a size of 20nm.
This relatively large grain size reduces the contribution of GB mechanisms
like grain rotation and grain sliding to plasticity, which begin to dominate
over dislocation glide at smaller grain sizes [191, 151]. The Voronoi points
were positioned on a body-centered cubic (bcc) superlattice, resulting in
grains that have the shape of a truncated octahedron as shown in figure 26.
Experimental structures often exhibit a log-normal grain size distribution.
Here, we used a single grain size and shape to enable a better comparison
between different grain and twin orientations and different fcc materials,
leaving all other preparation parameters the same. Periodic boundary condi-
tions were applied in all three spatial directions to model a bulk-like structure
without free surfaces.
When defining the grain lattice orientations, we explicitly excluded low-
angle grain boundaries and boundaries close to the Σ3 twin configuration.
In fact, the lattice orientation of each grain was repeatedly drawn from an
isotropic random distribution until all grain boundaries in the structure
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satisfied two requirements: All grain boundary misorientation angles were
larger than 12 degrees and all as-prepared grain boundaries deviated from the
twin configuration by more than 12 degrees. Both constraints are necessary
to avoid the coalescence of neighboring grains and the formation of coherent
twin boundaries due to grain rotation during the annealing phase described
below.
In addition to the conventional nanocrystalline sample, which serves as a
reference, the nanotwinned structure was prepared by introducing arrays of
parallel twin planes with 4nm spacing into each grain (see figure 28a). This
twin spacing was found by Li et al. [104] to be the twin lamella thickness of
maximum strength. Finally, we derived Cu structures from the Pd samples by
rescaling the atomic coordinates by the ratio of the lattice constants, aCu/aPd,
thereby preserving grain boundary misorientations and other topological
features. This procedure results in a slightly reduced grain size (18.6nm)
in the Cu samples, but at the same time, it ensures an equal number of
atoms (and number of dislocation nucleation sites) in both structures. This
enables a direct comparison of the microscopic dislocation processes in both
fcc materials. Note that the crystallite size in all samples is too small to
support conventional dislocation multiplication by Frank-Read mechanisms.
As shown by Vo et al. [189], annealing of the samples at elevated temper-
atures is crucial for equilibrating grain boundaries in computer-generated
polycrystals. Therefore all structures were annealed at 600K for 400ps be-
fore being quenched to 300K, at which all deformation experiments were
performed. All structures prepared in this way contained only general, high-
angle grain boundaries in addition to the growth twin arrays and were free
of lattice dislocations.
MD simulations were performed with the molecular dynamics code
LAMMPS [139]. The atomic interactions were modeled with embedded-
atom method (EAM) potentials for palladium [56] and copper [129], which
correctly predict the experimental stacking fault energies of the materials
(see figure 36). We used Berendsen’s thermostat and barostat [9] to control
temperature and relax the simulation cell size.
A strain-controlled, uniaxial tensile test at a constant engineering strain
rate of 108 s−1 up to 10% strain was conducted with each of the four samples.
This corresponds to a simulation time of 1ns. During such a straining
simulation, the box length is constantly increased in the tensile direction,
while the box size is allowed to relax in the two other directions.
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5.2.2 Analysis techniques
To visualize crystal defects (dislocations, stacking faults, grain boundaries,
etc.), we employ the common neighbor analysis (CNA) method [72]. The
CNA alone, however, cannot distinguish between different types of crystal
defects, nor can it determine any of their properties (like the Burgers vec-
tor of a dislocation). That is, it can only serve for visualization purposes.
To overcome these limitations, we use the on-the-fly dislocation detection
algorithm (ODDA) described in the previous chapter to identify and char-
acterize dislocation lines in the MD simulations. The dislocation analysis is
performed with a very fine time resolution at intervals of 200 fs to yield the
instantaneous line shape and Burgers vector of each dislocation segment in
the sample during deformation. It also provides information on the glide
system of dislocations and the junctions they form.
In addition, we have implemented a second, novel analysis method to
distinguish intrinsic stacking faults (ISF) from coherent twin boundaries (TB).
In previous atomistic simulations, such planar defects were usually detected
by identifying atoms having an hcp-like coordination, which is characteristic
for both ISFs and TBs in fcc metals. Such hcp atoms can easily be extracted
with the common neighbor analysis or similar methods alone. However,
to distinguish between stacking faults and twin boundaries, an additional
topological analysis of the surrounding atoms and crystal orientations is
required. We have implemented such an improved analysis algorithm into
the MD simulation code to count the respective numbers of atoms forming
either ISFs or TBs. This, in turn, allows us to quantify the exact densities of
stacking faults and twin boundaries in the material as functions of strain,
and to make ISFs and TBs easily distinguishable in the visualization pictures.
In the following figures, ISFs are marked red and TBs blue respectively.
Post-processing and visualization of simulation snapshots were performed
with Ovito described in section 2.
5.3 results
The calculated stress-strain curves (figure 27) clearly show that nanotwins
strengthen the material in the case of Cu. For Pd, however, there is a clear
softening effect due to the presence of twins. This difference if investigated
in the following.
Figure 28 shows cross-sections of the nanotwinned samples, revealing
crystal defects formed inside the grains. Here, atoms belonging to coherent
twin boundaries have been colored blue, intrinsic stacking faults have been
marked red.
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Figure 27: Stress-strain curves obtained for uniaxial tensile deformation of nanocrys-
talline Cu and Pd. For each element, two different structures were tested:
A defect-free microstructure with 20nm grain size and an identical struc-
ture containing growth twins (4nm spacing). The simulated strain rate
was 108 s−1.
Nanotwinned Cu exhibits a very heterogeneous deformation behavior.
Depending on the local grain and twin boundary orientation, we observe a
combination of one or more of the following dislocation mechanisms: twin
boundary migration, emission of partial or perfect lattice dislocations from
the grain boundaries, formation of extrinsic stacking faults, and interaction
of partial dislocations with twin boundaries. These processes have been
described before for MD simulations of nanotwinned copper [57, 154]. In
several grains, we observe dislocation transmission through twin boundaries
(see section 5.5). However, the contribution of these transmitted dislocations
to the overall plasticity is not significant. The formation of complex, three-
dimensional dislocation entanglements can be observed. Partial dislocation
segments are strongly curved, and at later stages of the deformation all sets
of glide planes become populated in some of the nanotwinned grains.
A few of the randomly oriented grains in the simulated structure contain
TBs with a high Schmid factor orientation. Dislocations in these grains
are nucleated on slip systems parallel to the twins and no intersection of
dislocations with the TB occurs. In contrast to these grains, grains with TBs on
low Schmid factor planes show frequent blocking of transverse dislocations
at the TBs. Partial dislocation loops, being nucleated from a grain boundary,
are confined in between a single twin lamella (see section 5.5).
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(a) As-prepared nanotwinned structure
(b) Nanotwinned Cu after 10% strain deformation
(c) Nanotwinned Pd after 10% strain deformation
Figure 28: Slices through the [110] plane of the simulation box showing the interiors
of the nano-twinned grains. Crystal atoms with a perfect fcc environment
have been removed in these pictures. (a) The as-prepared structure with
regular-spaced twin boundaries in randomly oriented 20nm grains; (b)
Twinned nc-Cu after 10% tensile strain (along vertical axis); (c) Twinned
nc-Pd after 10% tensile strain. Stacking faults have been marked red and
coherent twin boundaries blue.
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In contrast, nanotwinned Pd deforms almost exclusively via twin bound-
ary migration. Irrespective of the local grain and TB orientation, primarily
twinning dislocations are nucleated on glide planes parallel and adjacent to
TBs. This restriction of dislocations to a single set of glide planes per grain,
which mostly have low Schmid factors, demands an increased dislocation
activity to reach a certain level of tensile strain. As can be seen in figure 28c,
the twinning partials form a two-dimensional network on the twin planes.
In several cases, we observe pile-ups of consecutive twinning partials. Even
though dislocation slip is restricted to a single set of planes per grain, the
polycrystalline microstructure does not fail. Instead, incompatible deforma-
tions of the grains are accommodated by GB motion and atomic shuffling in
the GBs. In figure 28c, the displaced GB structure is marked with a yellow
color.
5.3.1 Planar fault densities
We have measured the densities of intrinsic stacking faults and coherent twin
boundaries that develop during deformation (third row of figure 29). The
conventional nanocrystalline Cu and Pd samples are free of any planar faults
in the beginning. The first plot in row three of figure 29 shows, however,
that deformation twinning is an active mechanisms in nanocrystalline Cu,
which sets in at 3.4% strain: A considerable number of TBs (blue color)
is generated during deformation (reaching a density of 0.9 · 108 m−1 after
10% strain). Deformation twinning is preceded by stacking fault formation
starting at approx. 2% strain. After 10% strain, an ISF density of 0.9 · 108 m−1
is reached. In nc-Pd, the generated number of planar faults is much smaller:
Only about 0.06 · 108 m−1 ISF and TB content is measured after 10% strain.
These planar defects are found in slightly dissociated perfect dislocations
and debris structures as shown in figure 32b.
The structures with as-prepared growth twins initially contain a TB density
of 2.3 · 108 m−1, which roughly corresponds to the 4nm twin lamella spacing.
In nanotwinned Cu, this density stays almost constant during deformation,
while intrinsic stacking faults are generated by leading partials reaching a
density of 0.6 · 108 m−1. In nanotwinned Pd, the TB density decreases slightly
during deformation as TBs loose coherency when more and more twinning
partials are accumulated.
5.3.2 Dislocation densities
We employed the newly developed dislocation detection algorithm ODDA to
extract all lattice and twin boundary dislocation segments in the MD simula-
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Figure 29: Measured tensile stress (1st row), dislocation density (2nd row), and planar
fault density (3rd row) in simulated tensile tests as functions of strain.
tions and to measure their Burgers vector and length. The overall dislocation
density can be directly derived from this data. One of the peculiarities of the
ODDA is that it detects dislocations forming small-angle GBs and vicinal
twin boundaries when a GB dissociates into discrete dislocation cores. Even
though we explicitly avoided these types of GBs in our as-prepared struc-
tures, structural and angular changes of the GB during the deformation are
inevitable. Thus, to suppress the detection of immobile GB dislocations, we
excluded a 0.7nm wide region on each side of the geometric grain boundary
planes from our analysis, thereby taking only lattice dislocations in the grain
interiors into account.
In case of dissociated (a/2)〈110〉 dislocations, the analysis algorithm yields
in most cases the leading and trailing Shockley partials separately. A very
small separation distance of one or two times the nearest-neighbor spacing
is sufficient to resolve the cores of the two partials (section 4.2.1).
Lattice Shockley partials and twinning partials in fcc crystals have the same
(a/6)〈112〉 type of Burgers vector, making them indistinguishable if only
this vector is taken into account. However, they play different roles in plastic
deformation. The former dislocation type carries conventional dislocation
slip, whereas the latter type takes part in twin boundary migration. Thus, to
distinguish these two types of partial dislocations, we count the number of
crystallites through which a Burgers circuit passes when it is traced around
the dislocation core: The core of a lattice Shockley partial is embedded in a
single crystallite, whereas a twinning partial has a Burgers vector parallel
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to the TB and is adjacent to two crystallites having the characteristic twin
configuration.
Figure 29 (second row) shows the measured dislocation densities (averaged
over all grains) as functions of tensile strain, e. The total dislocation density,
ρ, is split up into contributions from lattice Shockley partials, ρlat, twinning
partials, ρtwin, and other dislocations (b 6= (a/6)〈112〉), ρother. Beginning at a
strain level of e = 1.92%, the dislocation density in initially twin-free nc-Cu
increases almost linearly to ρ=2.8 · 1016 m−2 after 10% strain. This includes
a considerable number of twinning partials, reflecting the generation of
deformation twins in nc-Cu. In nc-Pd, the accumulation of dislocations is
smaller: Only a density of ρ=1.0 · 1016 m−2 is reached in this material. Less
than 8% of this value are twinning dislocations.
The introduction of growth twins promotes the accumulation of disloca-
tions in both materials. Up to ρ=4.2 · 1016 m−2 of total dislocation density is
reached in nanotwinned Cu after deformation. The density of twinning par-
tial reaches a level of ρtwin=2.2 · 1016 m−2. In nanotwinned Pd, the measured
dislocation density is ρ=2.4 · 1016 m−2, with ρtwin=1.6 · 1016 m−2 contributed
by twinning dislocations.
5.4 dislocation plasticity in nanocrystalline copper and pal-
ladium
The reference simulations of twin-free, conventional nanocrystalline Cu and
Pd provide some interesting insights into the role of grain boundaries as
dislocation sources. Figure 30 shows cross-sections of the nanocrystalline
samples after deformation.
To study the onset of dislocation plasticity in the nanocrystalline structures,
we use the dislocation detection algorithm to monitor all grains in the
structure for the nucleation of dislocations. In twin-free Cu, the first leading
partial dislocation is nucleated from a GB triple junction at 1.92% tensile
strain. The Schmid factor for the corresponding {111}〈112〉 slip system is
0.496, which is the 5th largest among all 648 slip systems in the polycrystalline
model structure. The nucleation of this first partial is immediately followed
by the depinning of an already existing partial in another grain at 2.02%
tensile strain. Figure 31 shows this depinning process, with the partial being
part of an array of dislocation embryos formed during GB relaxation at the
beginning of the simulation. The Schmid factor of the corresponding slip
system is only 0.434 (position 63 in the Schmid factor list), exemplifying that
the structure of the grain boundary is a very important factor that can greatly
enhance dislocation nucleation.
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(a) nc-Copper after 10% strain deformation
(b) nc-Palladium after 10% strain deformation
Figure 30: Slices through the [110] plane of the simulation box showing the interior
of the grains. Crystal atoms with a pefect fcc environment have been
removed to reveal grain boundaries, dislocations, and planar faults. (a)
Nanocrystalline Cu (20nm grain size) after 10% tensile strain (along
vertical axis); (b) Nanocrystalline Pd after 10% tensile strain. Stacking
faults have been marked red and coherent twin boundaries blue.
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(a) (b)
Figure 31: Two snapshots of a grain boundary as seen from inside the grain. (a) The
lower right part of the GB has a particular misorientation angle that results
in the formation of an array of dislocation embryos during relaxation of
the GB (marked red). Dashed lines denote GB triple junctions. (b) After
loading the sample one of these embryos is activated and evolves to a
lattice dislocation loop. In both Cu and Pd, this is one of the very first
dislocation events, which occurs before other slip systems with higher
Schmid factors are activated.
As the deformation proceeds, other grain boundaries begin to emit dis-
locations as well. The low stacking fault energy of Cu results in a splitting
distance larger than the grain size, i.e., stacking faults span whole grains as
being evident in figure 30a. We observe frequent generation of deformation
twins. That is, intrinsic stacking faults left behind by leading partials are,
in some cases, first transformed into extrinsic stacking faults, which then
eventually widen to nanosized twin lamellae. This observation is confirmed
by the increasing twin boundary density that we measure in the nanocrys-
talline Cu structure (lower left plot in figure 29). Twin growth proceeds by
the emission of twinning dislocations on a parallel crystal plane adjacent to
the TB.
In nc-Pd, the first observed dislocation is again the very same pre-existing
partial dislocation that was formed during the relaxation of a grain boundary
(figure 31) and was present in the Cu sample as well. It unpins at 2.70%
strain, and – typical for Pd – is immediately followed by a trailing partial.
During incipient dislocation activity, most dislocations reach the opposite
grain boundary unobstructedly. Simultaneously, however, Lomer dislocations
are nucleated at several grain boundaries and slowly grow into the interior
of the grains. Figure 32a exemplarily shows such a dislocation. They act as
obstacles to dislocations, and often, complex reactions with other dislocations
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can be observed. Such reactions leave behind immobile dislocation debris,
which contribute to the measured dislocation density (figure 29) and lead to
an accumulation of dislocations in the grain interior (figure 32b).
(a) (b)
Figure 32: Lomer dislocation nucleated from a grain boundary in nanocrystalline
Pd. The extracted dislocation segments have been superimposed on the
atomistic visualization. The left picture shows the stair-rod dislocation
(yellow line) and the two stacking faults at an initial stage right after
nucleation (at 4.3% strain). The right picture displays the same part of
the crystal after 8.3% strain. After grown further, the Lomer dislocation
has undergone several reactions with other dislocations and a complex
defect structure has formed, including a stacking fault tetrahedron (four
yellow lines). Shockley partials are represented by green lines and perfect
dislocations by red lines.
5.5 dislocation–twin boundary interactions
Experimental reports of simultaneous ultrahigh strength and ductility in na-
notwinned metallic systems motivate an in-depth investigation of dislocation–
twin boundary interaction mechanisms. Jin et al. [78, 77] and Wu et al. [210]
described several such mechanisms in their articles. Twin-mediated disloca-
tion slip events are of particular interest since they are believed to contribute
to the high ductility of nanotwinned copper. A second subject of a detailed
analysis are the numerous stacking faults ribbons that form inbetween twin
boundaries in copper. Figure 28b shows several of these ribbons (for instance
in the central grain at the right image border).
We have studied the formation and evolution of one of these ribbons in
more detail by using the automated dislocation analysis method. Figure 33a
shows a sequence of three atomistic snapshots of a twin lamella, in which
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such a stacking fault ribbon forms (blue atoms denote twin boundaries, red
atoms denote stacking faults). Note that the time resolution of the atomistic
snapshots is limited due to the data size of the 15 million atom system, and
is not sufficient to resolve the stacking fault formation. Thus, we switch to
the on-the-fly dislocation analysis, which was performed at much shorter
time intervals during the simulation. Figure 33b displays snapshots of the
extracted dislocation lines from the same perspective. The two gray discs
schematically depict the boundaries of the twin lamella, which is surrounded
by general grain boundaries. Initially, a leading partial dislocation loop is
nucleated from one of these GBs and extends into the grain. Note how
the twin boundaries constrain the dislocation loop to a narrow channel
resulting in a high line curvature at the tip of the loop. While the loop is still
expanding toward the opposite GB, both straight parts of the segment, lying
in the twin planes, dissociate into stair-rod dislocations (blue lines) and two
additional twinning partials, which glide in the twin boundary planes. The
stable stair-rod dislocations now border the stacking fault ribbon (not visible
in the visualization). In the present case, the trailing partial is nucleated from
the right GB approx. 45ps after the leading partial. It releases the stair-rod
dislocations, and produces another pair of twinning partials gliding in the
twin planes. Note how this process, which did not involve dislocation slip
across twin boundaries, has created four additional dislocation segments in
the twin boundaries, which potentially contribute to strain hardening.
Figure 34 shows the relative atomic displacements in nanotwinned copper
after deformation. The color contrasts in this deformation map reveal con-
tinuous lines of plastic slip, which are traces of gliding dislocations. Some
grains contain slip traces that pass across twin boundaries. One of these sites
is marked with an arrow in figure 34.
We studied the dislocation activity in this region of the nanotwinned
structure again by means of the automated dislocation analysis. Figure 35
shows a sequence of snapshots that illustrate this twin-mediated cross-slip
of a screw dislocation. Initially, three twinning partials rest in the lower twin
boundary. Two of them react (A) to form a perfect screw dislocation (B),
which can then glide on a transversal plane toward the upper twin boundary
(C). Here, the leading partial is stopped, and the two partials are constricted
again to form a perfect dislocation segment (D), which cross-slips into the
twinned crystal (E). Finally, at the stacking fault plane, the reverse process
occurs, and the dislocation cross-slips into the glide plane again (F), which is
parallel to the stacking fault.
We note again that, even though we observe twin-mediated cross-slip of
dislocations in our simulations in a few cases, the small number of these
events makes it unlikely that they significantly contribute to the overal
ductility of the material.
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(a)
(b)
Figure 33: Formation and dissolving of a stacking fault ribbon in nanotwinned
copper. (a) Atomistic snapshots (b) High time-resolution dislocation
analysis.
91
nanotwinned fcc metals: strengthening vs. softening mechanisms
Figure 34: Cross-section of the nanotwinned Cu structure showing the relative
atomic displacements after deformation. The relative atomic displace-
ments dz in the direction of the tensile axis are calculated by subtracting
the macroscopic strain from the absolute displacements. Color constrasts
originate from both dislocation slip traces and grain boundary sliding.
Positions of the as-prepared coherent twin boundaries have been marked
with black lines. The arrow points at a twin-mediated dislocation slip
event discussed in the text.
5.6 discussion
From the measured stress-strain curves (figure 27), we find that nanotwins
strengthen the material in the case of Cu, whereas they have a softening
effect in Pd. As stated in the introduction, twin boundaries can function
in two ways: being barriers for dislocation propagation and acting as dislo-
cation sources. The latter effect dominates in nanotwinned Pd, where we
observe a 21-fold increase of twinning partials and a 2.6-fold total increase of
dislocation density caused by the growth twins. In contrast, the total density
of both lattice and twinning partial dislocations in Cu is increased by only
50% due to the twins. The density of lattice partials slightly decreases in both
metals when growth twins are present, because loop expansion is blocked by
twin boundaries (found for Cu), or because nucleation of twinning partials
is more favorable (found for Pd).
To better understand the differences between nanotwinned Cu and Pd, we
have calculated the generalized planar fault energy (GPFE) curves for stack-
ing fault formation and twin boundary migration in both metals (figure 36).
The relative heights of the energy barriers associated with the nucleation
of a lattice partial (being the generator of stacking faults) and a twinning
partial (carrying twin boundary migration) can be estimated from these
curves. For Cu, both nucleation barriers have a similar height, whereas Pd
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Figure 35: Twin-mediated cross-slip of a screw dislocation (see text). Dislocation
lines have been extracted from the MD simulation and have been colored
according to their Burgers vectors. The double Thompson tetrahedron
depicts the orientation of the glide planes in the matrix (blue plane) and
the twinned crystal (green plane).
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Figure 36: Generalized planar fault energy (GPFE) curves for Cu and Pd. The
ratio of unstable stacking fault energy, γusf, to twin boundary migration
energy, γtbm, is close to unity for Cu. In Pd, twin boundary migration is
energetically favored over stacking fault formation.
shows a twin migration energy barrier that is much smaller than the stacking
fault nucleation barrier. That is, the nucleation of twinning partials gliding
parallel to the twin planes is energetically favored in Pd, and growth twins
can no longer act as obstacles to dislocation motion in this case. Frøseth et
al. have found a similar behavior for nanotwinned Al and give an in-depth
discussion of this effect [59].
Our dislocation analysis algorithm allows us to determine the glide system
of each partial dislocation nucleated during deformation. From this data,
highly populated glide systems can be identified. Figure 37 displays the
density of partial dislocations as a function of Schmid factor in the polycrystal.
As expected, in twin-free Cu and Pd, the majority of dislocations occur on
slip systems having high Schmid factors. Here, one must pay attention to the
fact that the statistical number of available slip systems with a high Schmid
factor is much smaller than the number of systems with a low Schmid
factor, given a polycrystal with random grain orientations (dashed curve in
figure 37). In the presence of growth twins, the difference between Cu and
Pd becomes evident: In nanotwinned Cu, most dislocations accumulate on
glide systems with a high Schmid factor, irrespective of the orientation of the
twins. In nanotwinned Pd, the glide system population is shifted to lower
Schmid factors and resembles the statistical orientation distribution of the
twin planes.
This evidences that in nanotwinned Pd, the low twin migration barrier
dictates the glide planes on which the majority of dislocations is nucleated.
That is, the Schmid factor no longer influences the activation of slip systems.
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Figure 37: Average content of partial dislocations broken down into Schmid factor
levels. These histograms have been generated by determining the Schmid
factor of the slip system of each partial dislocation segment in the poly-
crystal. Blue bars denote contributions of twinning partials. For reference,
the dashed curve indicates the number of available slip systems in an fcc
polycrystal with random grain orientations.
In nanotwinned Cu, which exhibits a TB migration energy comparable to the
stacking fault nucleation barrier, the deformation mode of a grain primarily
depends on its relative orientation to the tensile axis. If TBs are parallel to
planes with a high Schmid factor, dislocation glide occurs along the TBs and
dislocations are not blocked. If, however, the grain orientation promotes
dislocation nucleation on transverse glide planes, then TBs act as obstacles
and have a strengthening effect (see figure 38). Shabib and Miller [155]
propose a composite materials model with grains of the ’ductile’ phase and
of the ’strengthening’ phase to characterize such an inhomogeneous behavior.
For deformed nanotwinned copper, experimental results indicate high
densities of stacking faults and Shockley partials associated with TBs [113,
36, 112]. Our simulations confirm these qualitative observations and provide
dislocation densities as a function of strain: The density of twinning partials
reaches 2.2 · 1016 m−2 in nanotwinned Cu after deformation. This is in
agreement with an estimation made by Lu et al. [112], who report a twinning
partial density of 5 · 1016 m−2 determined from TEM images of nanotwinned
Cu with 4nm twin boundary spacing.
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(a) Cu (γtbm ≈ γusf)
(b) Pd (γtbm < γusf)
Figure 38: Schematic illustration of the preferred glide systems in grains with vary-
ing orientation in nanotwinned Cu and Pd. Blue lines are pre-existing
growth twins, red lines represent intrinsic stacking faults generated by
Shockley partials.
In initially twin-free Cu, we observe deformation twinning (accompanyed
by an increasing twin boundary density, see first plot in third row of fig-
ure 29), which is suppressed in pre-twinned Cu. Our simulations predict,
however, a considerable generation of stacking faults in nanotwinned Cu.
We measure a final ISF density of 0.6 · 108 m−1 after deformation. This is
in qualitative agreement with experimental observations [113, 112], though,
reliable experimental numbers have not been published.
In all four simulations, we measure a decreasing flow stress with increasing
tensile strain (figure 27). This observation is in line with other computational
studies. Brandl et al. [18] rationalized this by the occurrence of cross-slip,
which allows dislocations to avoid regions of back-stresses in the grain
boundaries caused by preceding dislocations not being fully absorbed in
the boundaries. We, however, do not observe any significant occurrence of
cross-slip in our simulations of nanocrystalline Cu and Pd. Instead, we can
report a constantly increasing density of dislocations in the material (second
row of figure 29), which certainly promotes plastic slip at higher strains. Our
dislocation analysis gives no information on the mobility of dislocations, i.e.,
the exact fraction of pinned dislocations remains unknown. More advanced
analysis methods need to be developed first to determine the contribution of
individual dislocation lines to the total plastic slip.
The role of certain grain boundaries as effective dislocation sources is
another important aspect that was revealed by our simulations. When
preparing our virtual test samples, we explicitly excluded vicinal Σ3 TBs as
well as low-angle GBs. Both types of grain boundaries are already known
to be effective sources for lattice dislocations [58, 51]. Our simulations
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of nanocrystalline Cu and Pd show, however, that other high-angle grain
boundaries can also exhibit a partially ordered structure. During relaxation of
such as-prepared grain boundaries, an array of dislocation embryos evolves
(see figure 31). These stacking faults can reach several angstroms into the
grains. During deformation, they act as dislocation sources, which can easily
be activated because no nucleation barrier has to be overcome. That is, our
results show that some general high-angle grain boundaries can serve as
efficient dislocation sources, similar to vicinal twin boundaries, and thereby
promote the activation of non-optimal slip systems at low stresses.
5.7 summary
We have performed large-scale molecular dynamics simulations of nano-
twinned fcc materials to study the effect of coherent twin boundaries on
mechanical strength under uniaxial tension. All test samples consisted of a
statistically significant number of grains and were prepared in exactly the
same way to ensure comparability between materials as well as between
twinned and conventional microstructures. A fully three-dimensional simu-
lation setup was used to avoid intrinsic limitations of quasi-two-dimensional
simulation cells. Our simulations clearly show that twin boundaries lower
the yield strength of Pd, in contrast to nanotwinned Cu, were a strengthening
effect is observed.
Based on a novel dislocation analysis method that identifies dislocation
lines in atomistic simulations, we report exact dislocation densities in nano-
twinned Cu and Pd as well as in their conventional nanocrystalline counter-
parts as a function of strain. Our measurements agree well with experimental
data given for nanotwinned Cu. To explain the softening effect of twins
in Pd, we determined the dominating type of dislocations in the material
by partitioning the total dislocation density into contributions from lattice
dislocations and twinning partials. We find that the low twin migration
energy barrier of Pd promotes the generation of twinning partials at TB–GB
junctions.
In nanotwinned Cu, dislocations are preferentially nucleated on slip sys-
tems with high Schmid factors. This leads to a blocking of dislocations in
grains with twin boundaries on transversal crystal planes and the observed
strengthening effect. In nanotwinned Pd, dislocations are restricted to twin
boundary planes, irrespective of their Schmid factor, and plastic deformation
proceeds by unhindered twin boundary migration.
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Part IV
N A N O C RY S TA L L I N E A L L O Y S

6
M O D E L I N G T E C H N I Q U E S F O R A L L O Y S AT T H E
AT O M I C S C A L E
6.1 introduction
The interplay between chemistry and structure is of paramount importance
in materials science. This applies in particular to alloys where chemical
ordering and precipitation in conjunction with surfaces, grain boundaries,
dislocations and other structural features give rise to an extraordinarily rich
behavior.
In section 6.2, we discuss how to model chemical mixing on the atomic
scale. The most common approach is to sample the chemical configuration
space using transmutational Monte-Carlo (MC) methods, which require as
key ingredient an appropriate statistical ensemble. We address how to adapt
the introduced MC method for simulations of systems containing millions
of particles. To this end, we derive transition matrices and their efficient
decomposition. We finally discuss the simultaneous and efficient sampling
of chemical, structural and vibrational degrees of freedom.
In the second part of this chapter, a concentration-dependent interatomic
potential scheme is introduced that allows one to model concentrated alloys
over the full composition range. In general, composition-dependent N-
body terms in the total energy lead to explicit (N + 1)-body forces, which
potentially render them computationally expensive. We present an algorithm
that overcomes this problem and that can speed up the calculation of the
forces for composition-dependent pair potentials in such a way as to make
them computationally comparable in efficiency and scaling behaviour to
standard EAM potentials. We also discuss the implementation in Monte-
Carlo simulations.
6.2 hybrid md/mc simulation technique
Chemical mixing in alloys on the atomic scale is most commonly studied
using Monte-Carlo (MC) simulations within either the semi-grandcanonical
(SGC) or the canonical ensemble. The simulation algorithm for the canonical
ensemble, however, is not suitable for massively-parallel simulations of large
systems, because a simple decomposition of the transition matrix is not
possible. That is why we employ the SGC ensemble in our simulations of
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nanocrystalline alloys, which require large system sizes. In the following sec-
tions we describe the basic simulation method and a parallelization strategy
that was developed to efficiently simulate large system sizes with regard to
structural and chemical equilibration.
6.2.1 The semi-grandcanonical ensemble
The probability distribution function for the SGC ensemble reads
piSGC = Z−1SGC exp[−β(E + µ˜c)], (6.1)
where ZSGC is the partition function of the SGC ensemble, β and E are
the inverse temperature and the internal energy, while µ˜ and c denote the
chemical potential difference and the concentration.
For the present purpose, it is convenient to introduce the parameter µ =
βµ˜ and rewrite equation 6.1 as
piSGC = Z−1SGC exp[−βE− µc]. (6.2)
The SGC ensemble can be sampled using a simple transmutation Monte-
Carlo algorithm (Metropolis algorithm): (i) pick one particle at random, (ii)
change its type from e.g., A to B or B to A, (iii) compute the energy change
∆E = Enew − Eold, (iv) accept or reject this move using the transition matrix
KSGC = min {1, exp[−β∆E− µ∆c]} (6.3)
where ∆c = cnew − cold is the concentration change associated with the trial
move, and (v) return to the first step.
6.2.2 Parallelization strategies for semi-grandcanonical MC simulations
As discussed in the introduction, there are many problems including those
addressed in this thesis which require simulations of systems with hundreds
of thousands or millions of atoms. Efficient parallelization schemes with
good scalability are needed in order to be able to address these cases. Here,
we focus on short-ranged interactions as described by e.g., embedded atom
method, bond-order, and Stillinger-Weber type potentials for which a spatial
decomposition is the most efficient.
In systems with short-ranged interactions one can easily spatially de-
compose the simulation domain and assign the different parts to different
processors (nodes) as shown schematically in figure 39. Then one divides
each node into subdomains using e.g., the octant method as depicted in
figure 39 with the only requirement that the side lengths of the octants
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Figure 39: Spatial decomposition (solid lines) and subsequent division into octants
(dashed lines) of a system with short-ranged interactions. Sets of octants
with the same letter are independent of each other. One such set is
marked in yellow.
cannot be smaller than a certain critical radius. (For pair interactions this
critical radius equals the cutoff radius of the potential, while for EAM and
three-body potentials the critical radius is usually twice the cutoff radius. An
alternative to the simple octant method is presented in the next section). Now,
it is possible to induce local modifications in these subdomains which do not
affect the subdomains on the other processors: all subdomains “A” indicated
in figure 39 are independent of each other and so are all subdomains “B”
etc. The independence of certain sets of subdomains allows us to change
them synchronously, i.e., the total change in energy is simply the sum of
the local changes in energy ∆E = ∑Ni ∆Ei, where N is the number of nodes
and ∆Ei is the change of the energy on the i-th node. Similarly, we have for
the concentration ∆c = ∑i ∆ci. In other words, the serial SGC-MC algorithm
described in the provious section can be applied on each node individually.
Formally, the described procedure is equivalent to decomposing the transi-
tion matrix 6.3 into a product of subtransition matrices [81],
KparSGC = min
{
1, exp[−β∆E− µ∆c]} = N∏
i
min {1, exp[−β∆Ei − µ∆ci]} =
N
∏
i
KserSGC(i).
(6.4)
According to this equation each global Monte-Carlo trial move now consists
of N independent local moves. To ensure uniform sampling of the system,
the set of subdomains on which one operates has to be cycled. As long as
the sampling is unbiased it does not matter whether this cycling is done
systematically, e.g, following the sequence A→ B→ C→ ..., or randomly.
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Figure 40: Schematic representation of an optimal spatial decomposition (compare
figure 39)
This also implies that the parallelization does not affect the acceptance
probability. In summary, the parallel SGC-MC algorithm comprises the
following steps:
(i) pick a set of independent subdomains
(ii) in each subdomain pick a particle at random and change its type
(iii) compute the local energy change ∆Ei and the local
concentration change ∆ci
(iv) on each node accept or reject the local trial move using the
transition matrix KserSGC(i)
(v) return to the first step.
6.2.3 Optimal spatial decomposition
If the simulation is run long enough to achieve equilibration, the octant
method ensures that the system is sampled homogeneously and that the
final result is unbiased. The octant method, however, does not guarantee that
equilibrium is reached in the most efficient way. If during the equilibration
phase precipitates are formed, the spatial confinement imposed by the size
of the octants can “impede” their growth and thus the speed at which these
precipitates coagulate and equilibrate. Since it is the size of the octants which
causes this effect, one can mitigate the problem by increasing the size of the
subdomains. As shown in figure 40, the octants introduced in figure 39 can
be “grown” up to the maximum possible size dictated by the cutoff radius
of the interaction model. In between MC trial moves the position of the
sampling window has to be shifted synchronously over all processors in
order to maintain the independence of the nodes and to include all particles
in the sampling.
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Now, however, special care must be taken to guarantee homogeneous
sampling. Due to the larger size of the subdomains, the particles located at
the center of a processor node will always be inside the sampling window
regardless of its position. To ensure homogeneous sampling, the likelihood
with which particles from different parts of the window are selected must
therefore be inversely biased as schematically shown in the right panel of
figure 40. For a given window position the particles at the border of the node
must be picked with a higher probability than particles at the center of the
node. By using this scheme one achieves an optimal sampling on each node
without introducing a bias into the simulation.
6.2.4 Sampling structural and vibrational degrees of freedom
In the previous sections we have introduced the parallel SGC-MC algorithm
that enables us to study systems with millions of particles. In many practical
applications, the configuration space includes continuous (off-lattice) particle
positions allowing for structural relaxations and thermal vibrations. We thus
have to combine the transmutational MC scheme with an algorithm that
captures structural and vibrational degrees of freedom. One option is to mix
transmutation and displacement MC trial moves. In practice, however, such
an approach is rather inefficient, especially for structural relaxation. A simple
way to obtain a much more efficient algorithm is to combine transmutation
MC moves with molecular dynamics simulations: After the systems has
been evolved for a certain number of MD steps, one carries out a number of
MC trial moves, before returning to the MD part. The number of MD steps
between MC moves as well as the number of MC trial moves can be adjusted
to optimize the convergence of the simulation.
6.3 concentration-dependent potentials
In contrast to ab-initio methods, which can be applied to systems containing
at most a few hundred atoms, semi-empirical interatomic potentials enable
us to simulate systems containing millions of atoms on the time scale of
nanoseconds. Large-scale MD and MC simulations of metals and alloys
often make use of the embedded atom method (EAM) to calculate the
interatomic energies and forces. Concentrated alloys that display a non-
trivial concentration dependence in the heat of formation (HOF) are, however,
beyond the scope of standard EAM models. In the standard EAM scheme,
alloying effects are described in terms of the mixed pair interaction that
has traditionally been adjusted to the heat of solution of a single impurity
(dilute limit) [55]. Due to this constraint, the standard EAM model cannot
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be adjusted to describe the inversion in the sign of the HOF of some binary
alloys such as Fe–Cr and Ni–Pd.
The concentration-dependent model (CD-EAM) developed by Caro et al.
[26] and first applied to the Fe–Cr system is an attempt to remedy this
shortcoming. In this scheme, the pair potential for the mixed interaction is
assumed to be the product of a function of the interatomic distance and the
local concentration h(x). This approach is particularly appealing since it is
rooted in the Redlich-Kister expansion of the HOF used to describe alloys
beyond the regular solution model. The introduction of the function h(x),
which can be obtained with minimal effort, allows the model to reproduce
arbitrarily complex HOF curves. We will use the CD-EAM approach to create
an alloy potential for the Pd–Au system in chapter 7.
An alternative approach to reproduce the complex shape of the HOF in
Fe–Cr was proposed by Olsson et al. [134] based on the two-band model (2B-
EAM) originally developed by Ackland and Reed [5] to describe materials
with both s- and d-electron states at the Fermi energy. Both the CD-EAM
and the 2B-EAM models have successfully been used at various occasions to
study precipitation and ordering phenomena in Fe–Cr [134, 25, 99, 50, 13, 15].
In the literature, it has been argued that the CD-EAM and the 2B-EAM
models are equivalent [14]. This equivalence, however, does not pertain
to the expressions for the atomic forces. While the 2B-EAM model is a
superposition of two EAM functions, the versatility of the CD-EAM total
energy expression derives from terms that lead to explicit three-body forces.
A naive evaluation of these forces in MD simulations requires much increased
computational effort compared with the standard EAM. In addition, for MC
simulations, the calculation of the energy change resulting from displacement
or transmutation (change of chemical identity) of a single atom, involves
atoms within twice the range of the potential cutoff, making it impractical for
parallelized MC simulations as discussed in the previous sections [147]. In
this chapter these computational issues of the CD-EAM model are addressed
in two ways: First, the analytic expression for the CD-EAM forces is derived
and it is shown how to efficiently calculate the three-body forces without
a need for evaluating three nested sums, and second, a new formulation
of the composition dependence is proposed that reduces the range for the
energy calculations to the cutoff radius of the potential, while retaining the
complexity implicit in its three-body interactions.
This second part of chapter 6 is organized as follows: The CD-EAM model
is introduced in section 6.3.1, and the corresponding analytic force expres-
sions for the CD-EAM model are derived in section 6.3.2. The computational
efficiency of this model when implemented for MD simulations is discussed
in section 6.3.3. On the basis of benchmark simulations we demonstrate
that the computational effort for the CD-EAM model is only slightly higher
106
6.3 concentration-dependent potentials
than for the standard EAM model. In section 6.3.4 we discuss why the
original CD-EAM model is inefficient for MC simulations and show how
this shortcoming can be circumvented by a modification of the model. The
expressions for the interatomic forces for the modified model are obtained
in section 6.3.5. The implementation of the modified CD-EAM model in
MD and MC simulation codes is the subject of sections 6.3.3 and 6.3.6. We
conclude that the new formulation speeds up the MC simulations by an order
of magnitude while it is only slightly faster than the original formulation
when applied to MD simulations.
6.3.1 The concentration-dependent embedded atom method (CD-EAM)
We begin by reviewing the CD-EAM potential model in its original form [26].
Analogous to the standard EAM model the total energy for a binary alloy
involving elements A and B is given by
E =
N
∑
i
Ei =
N
∑
i
[
Fαi($i) +
1
2∑j 6=i
Vαiβ j(rij)
]
, (6.5)
where α and β denote the atom types and Fα is the embedding function for
type α. The total electron density $i at site i is calculated as
$i =∑
j 6=i
ραj(rij). (6.6)
The pair potentials VAA and VBB for the pure elements are functions of the
interatomic distance rij only, whereas the cross potential VAB depends on
both the distance rij and the local concentration xij according to
VAB(rij) = h(xij)φAB(rij). (6.7)
The function h(x) is fitted to reproduce the concentration dependence of the
HOF. If h(x) = 1 the conventional EAM format is recovered. In the original
CD-EAM model the cross pair potential φAB was simply chosen as
φAB(rij) =
1
2
[
VAA(rij) +VBB(rij)
]
, (6.8)
although in principle this function can be fitted as well. The local concen-
tration of B atoms, xij, is estimated from the partial ’B electron densities’ at
sites i and j,
xij =
1
2
(xi + xj) =
1
2
(
$Bi
$i
+
$Bj
$j
)
(6.9)
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with
$Bi =∑
j 6=i
ραj(rij)δαjB. (6.10)
The Kronecker symbol δαjB in equation 6.10 equals 1 if atom j is of type B
and equals 0 otherwise, i.e., the partial density $Bi includes only contributions
from B atoms within the neighborhood of site i. Since the scaling function
h(xij) and thus the pair interaction depends on the local concentration, the
CD-EAM model can handle situations with a spatially varying composition
including e.g., interfaces and precipitation processes.
To simplify the following derivations we introduce a shorthand notation
for the site energies which can be split into three distinct parts:
Ei = Fi + vi/2+ vi/2. (6.11)
The energy of atom i comprises its embedding energy Fi = Fαi($i), its pair
interaction sum vi with atoms of the same species
vi =∑
j 6=i
δαiβ jVαiαi(rij), (6.12)
and its complementary pair interaction sum vi with atoms of the other species
vi =∑
j 6=i
δαiβ j h
(
xij
)
φAB(rij). (6.13)
Here, the Kronecker symbol δαiβ j and its counterpart δαiβ j = 1− δαiβ j have
been used to differentiate between the case of two atoms of the same species
and the case of two atoms of different species. The per-atom quantity vi
includes all pair-wise interactions of atom i with its neighbors of the same
species, whereas vi includes all cross interactions scaled by the concentration
dependent factor h(xij).
Closer inspection of the total energy expression (equations 6.5 - 6.10)
reveals that it contains three nested sums over atoms akin to a full-fledged
three-body potential. In the present case, the absence of angular dependent
terms, however, allows us to decompose the three-body sum into simple
pairwise sums. As a result, the energy of the system can be calculated almost
as efficiently as in the classical EAM model. Analogous to the latter model
only two consecutive loops over all atom pairs are required to calculate all
site energies simultaneously.
6.3.2 Derivation of forces for the CD-EAM model
For the sake of computational efficiency of MD simulations it is highly
advantageous if the interatomic forces can be computed analytically. In this
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section we derive the forces for the CD-EAM model. The force f k acting on
atom k is given by
− f k =
∂E
∂rk
=
N
∑
i
∂Ei
∂rk
(6.14)
The terms Fi and vi in the site energy expression equation 6.11 are part of
the standard EAM model, so only the third term vi needs special attention
when doing the force derivation for the CD-EAM model. We begin by
considering the derivative of the product h(xij)φAB(rij) from equation 6.13
with respect to the position rk of some atom k:
∂
∂rk
[
h(xij)φAB(rij)
]
=
h′(xij)φAB(rij)
1
2
[
∂xi
∂rk
+
∂xj
∂rk
]
+ h(xij)φ′AB(rij)
∂rij
∂rk
(6.15)
The i-j-symmetry of the first term in equation 6.15 can be exploited in the
context of a double sum. One can then do the simplification
∑
i,j 6=i
1
2
[
∂xi
∂rk
+
∂xj
∂rk
]
= ∑
i,j 6=i
∂xi
∂rk
. (6.16)
Thus we only have to differentiate the concentration at site i:
∂xi
∂rk
=
∂
∂rk
$Bi
$i
=
1
$2i
∑
l 6=i
[
ρ′αl(ril)δαl B$i − ρ′αl(ril)$Bi
] ∂ril
∂rk
(6.17)
with
∂ril
∂rk
=
ril
ril
[δki − δkl]. (6.18)
At this point, calculating the force f k = − ∂E∂rk for a single atom k would
require the evaluation of three nested sums over the indices i,j, and l (found
in equations 6.14, 6.13, 6.17). But by incorporating the Kronecker deltas
and by decoupling terms with independent indices we now prove that the
computational complexity can be reduced to a single sum over index i.
Again we focus on the derivative of the cross potential term only (Equa-
tion 6.15), now in its full form, including both sums over i and j:
∑
i
∂vi
∂rk
=∑
i
∑
j 6=i
δαiβ j
[
h(xij)φ′AB(rij)
rij
rij
[δki − δkj]
+∑
l 6=i
h′(xij)φAB(rij)
1
$2i
ρ′αl(ril)
{
δαl B$i − $Bi
} ril
ril
[δki − δkl]
]
(6.19)
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The four Kronecker deltas in square brackets allow to eliminate one nested
sum each, leaving only a double sum after renaming the indices:
∑
i
∂vi
∂rk
= ∑
i 6=k
δαkβi
[
h(xki)φ′AB(rki)
rki
rki
− h(xik)φ′AB(rki)
rik
rik
+∑
j 6=i
{
h′(xki)φAB(rki)
1
$2k
ρ′αj(rkj)
{
δαjB$k − $Bk
} rkj
rkj
−h′(xij)φAB(rij) 1
$2i
ρ′αk(rik)
{
δαkB$i − $Bi
} rik
rik
}]
(6.20)
The first two terms can be merged into one due to rik = −rki. In the inner
sum’s first term of equation 6.20 the indices i and j can be swapped without
changing the value of the double sum. After this, terms that do no longer
depend on index j can be moved out of the inner sum and the remaining
part including the j-sum can be given a new name by defining the following
per-atom quantity:
Mi =
1
$2i
∑
j 6=i
h′
(
xij
)
ΦAB(rij)δαiβ j . (6.21)
Substituting this back into equation 6.20 leads to the simplified expression
∑
i
∂vi
∂rk
= ∑
i 6=k
rki
rki
[
δαkβi · h(xki)φ′AB(rki)
+Mk · ρ′αi(rki)
{
$kδαiB − $Bk
}
+Mi · ρ′αk(rki)
{
$iδαkB − $Bi
}]
. (6.22)
The full expression for the force acting on atom k is given in section 6.3.2,
equation 6.26 along with the necessary steps to evaluate it in an efficient
manner.
It was shown that the final expression for the forces can be broken down
into pairwise sums in the same way as it is usually done for the standard
EAM model. This allows for a very efficient calculation of the CD-EAM
forces using three major computational steps:
• Step I. Compute and store the local electron density $i and partial
density $Bi for each atom i,
$i =∑
l 6=i
ραl(ril) (6.23)
$Bi =∑
l 6=i
ραl(ril)δαl B. (6.24)
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For performance reasons the derivative F′αi($i) of the embedding ener-
gies should also be calculated at this stage and stored for later use in
Step III.
• Step II. Compute and store the following per-atom quantity,
Mi =
1
$2i
∑
j 6=i
h′(xij)φAB(rij)δαiβ j . (6.25)
• Step III. Compute the force f k = − ∂E∂rk acting on each atom k,
f k = −∑
i 6=k
rki
rki
[
F′αk($k)ρ
′
αi
(rki) + F′αi($i)ρ
′
αk
(rki)
+δαkβi ·V′αkαk(rki) + δαkβi · h(xki)φ′AB(rki)
+Mk · ρ′αi(rki)
[
$kδαiB − $Bk
]
/2
+Mi · ρ′αk(rki)
[
$iδαkB − $Bi
]
/2
]
. (6.26)
Implementing these three steps in an MD code is straightforward and can
be done on top of an existing EAM force routine. In the next section, we
show that the computational cost for evaluating the CD-EAM forces in this
way is only slightly larger than for conventional EAM models.
6.3.3 Molecular dynamics performance
We have implemented two different formulations of the CD-EAM potential
model in the parallel MD code LAMMPS [139] to compare their computa-
tional performance with the standard EAM model. In this section we only
discuss the original CD-EAM model, hereafter referred to as the two-site
CD-EAM model for reasons that will become clear later. To benchmark its
performance, we have carried out MD simulations of a bcc crystal at 300K
using periodic boundary conditions. For the CD-EAM case we considered a
random alloy with 50% Cr while for the standard EAM case we considered a
pure Fe sample. (Note that for standard EAM potentials the computational
cost for pure phases and alloys is identical). Simulations were run on 1, 8, 27,
64, and 512 processors with 16,000 atoms per processor (weak scaling). The
results for the CD-EAM routines and the LAMMPS standard EAM routine
are displayed in figure 41. The two-site CD-EAM model is only about a factor
of 1.7 slower than the standard EAM model. This is a small price considering
the fact that the CD-EAM expression actually contains explicit three-body
forces.
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Figure 41: Comparison of the computation times for the CD-EAM models and the
standard EAM model in a parallel molecular dynamics simulation. The
benchmark simulation consists of a bcc crystal at 300K with 16,000 atoms
per processor.
6.3.4 From the two-site concentration model to the one-site concentration model
In the original formulation of the CD-EAM model the h(xij) function depends
on the average concentration xij at the two sites i and j [see equation 6.9].
In section 6.3.1 it was pointed out that the calculation of the total potential
energy is almost as straightforward as for the standard EAM case. But
for the following two important reasons it turns out that this simultaneous
dependency on two concentrations xi and xj is disadvantageous:
1. In a MC simulation one frequently needs to calculate the change in
total energy, ∆E, resulting from a modification of the system. For most
types of MC trial moves (atomic displacement, atom type exchange)
the energy change ∆E is local. For performance reasons the calculation
of ∆E is usually done by re-evaluating only those site energies that are
immediately affected by the move. If one uses the original CD-EAM
model the local concentration is computed as the average over the pair
i− j which implies that the effective range of the pair interaction is twice
as large as the cutoff radius of the potential. While this definition is of
little consequence for MD simulations in which the forces are calculated
for all atoms at once, this definition implies that for the CD-EAM the
calculation of local energy changes is much more expensive than for
conventional EAM models (for which the effective pair interaction
range is identical to the cutoff radius).
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2. In section 6.3.2 it was shown that the calculation of the atomic forces
for the CD-EAM model requires three loops over all atom pairs in the
system. This is one step more than for the standard EAM model which
requires only two consecutive passes: the first one to calculate the
derivatives of the embedding energies and the second one to calculate
the forces. For the CD-EAM model one additional computational step
—and in a parallel implementation one additional communication call—
are required to calculate the forces.
To summarize these arguments, although the CD-EAM is, in general, em-
ployable in large-scale MD studies, there is still room for improvement, and
more importantly, its long-range character renders the model prohibitively
expensive in the context of MC simulations.
Both of these shortcomings are remedied if one applies the following
modification to the CD-EAM model. In equation 6.7 we make the replacement
h
(
xi + xj
2
)
→ h(xi) + h(xj)
2
. (6.27)
That is, instead of evaluating the function h(x) at the average concentration
of sites i and j, the average value of the h(x) function at the two individual
sites is taken to scale the A-B pair interaction. As a result, the individual
site energies no longer depend on the local concentration at the neighboring
sites. This can be shown by means of the identity
N
∑
i
∑
j 6=i
h(xi) + h(xj)
2
φAB(rij) =
N
∑
i
h(xi)∑
j 6=i
φAB(rij). (6.28)
The new site energy E∗i then becomes
E∗i = Fαi($i) + vi/2+ h(xi)v
∗
i /2 (6.29)
with
vi =∑
j 6=i
δαiβ jVαiαi(rij), (6.30)
v∗i =∑
j 6=i
δαiβ jφAB(rij). (6.31)
The per-atom quantity vi includes all pair-wise interactions of atom i with
its neighbors of the same species, whereas v∗i includes all cross interactions
scaled by the same concentration dependent factor h(xi) after the summation.
This property of the site energy expression reduces the computational costs of
the new CD-EAM formulation considerably, in particular in MC simulations.
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Figure 42: Formation energy of the Fe–Cr random alloy as a function of Cr concen-
tration computed with the one-site and the two-site formulations of the
CD-EAM model. The same scaling function h(x) from [26] has been used
in both cases. After fitting a new h(x) function (as shown in figure 43) the
one-site model yields exactly the same formation energy as the two-site
model at all concentrations.
We refer to the new model as the one-site formulation, since the scaling
function h(xi) is now a function of the local concentration at site i only. A
detailed discussion of the performance aspects of this new formulation can
be found in sections 6.3.5 and 6.3.6.
The substitution 6.27 corresponds to a linearization of the h(x) function.
Thus, as long as the concentration does not vary much from site i to site j,
or if h(x) is a rather smooth function of the local concentration, the effect of
this replacement on the ij–pair energy is very small. It is, therefore, expected
that the one-site CD-EAM model will give almost the same results as the
two-site formulation when using the same parametrization.
The original CD-EAM model was developed for the Fe–Cr system. In Ref.
[26] it was demonstrated that a CD-EAM potential can be fitted such that it
exactly reproduces the shape of the input HOF curve at all concentrations.
Based on the same EAM potentials for pure Fe [122] and Cr [197], and the
h(x) polynomial specified in Ref. [26] we have re-calculated the mixing
enthalpy curve for the random alloy using the new one-site concentration
CD-EAM formulation. The result, shown in figure 42, confirms that the
proposed reduction to a single site dependency has a minor effect on the
resulting mixing enthalpy. As expected, the difference between the two
versions of the CD-EAM model is largest at concentrations between 20 and
30 at. % Cr, in the range in which the curvature of h(x) is large (see figure 43).
At concentrations above 50% Cr both models yield virtually the same result
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Figure 43: The h(x) scaling polynomial for the original two-site Fe–Cr potential from
[26] and the newly fitted polynomial for the one-site formulation. The
nonlinear parts of the new curve are more pronounced to compensate for
the larger fluctuations of the single site concentrations xi in the random
alloy.
Table 2: Coefficients of the 4th order polynomial h(x) for the Fe–Cr potential in the
one-site formulation. Here, x denotes the Cr concentration.
h0 h1 h2 h3 h4
1.054732 −1.046606 2.886359 −3.445396 1.450731
because the h(x) function is almost constant, and, therefore, linear in this
composition range.
In order to further improve the one-site formulation, we re-fitted the h(x)
function using a least-square algorithm and a 4th order polynomial. The
result is shown in figure 43 in comparison to the original polynomial of the
two-site Fe–Cr potential [26]. The polynomial coefficients are given in table 2.
As expected, inspection of the re-fitted h(x) curve reveals that they differ
the most in regions of large curvature. Recalculation of the random alloy
formation energy based on the h(x) function gives an exact match with the
target curve, meaning that both formalisms are equally suitable to fit a given
HOF.
6.3.5 Derivation of forces for the one-site CD-EAM model
In the one-site formulation of the CD-EAM model the main difference to the
standard EAM model is the term h(xi)v∗i in equation 6.29. Therefore, it is
sufficient to focus only on this term when doing the differentiation. We begin
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by considering the derivative of this product with respect to the position rk
of some atom k:
∂
∂rk
[h(xi)v∗i ] =
h′(xi)
∂xi
∂rk
v∗i + h(xi)∑
j 6=i
δαiβ jφ
′
AB(rij)
∂rij
∂rk
. (6.32)
The derivative of the concentration xi is the same as for the two-site CD-EAM
formulation, cf. equation 6.17. Again, we focus on the derivative of the cross
potential term only as given by equation 6.32, now in its full form, including
the outer sum over i from equation 6.14:
N
∑
i
∂
∂rk
[h(xi)v∗i ] =∑
i
∑
j 6=i
δαiβ j
[
h(xi)φ′AB(rij)
rij
rij
[δki − δkj]
+∑
l 6=i
h′(xi)φAB(rij)
ρ′αl(ril)
$2i
{
δαl B$i − $Bi
} ril
ril
[δki − δkl]
]
. (6.33)
The four Kronecker deltas in square brackets allow to eliminate one nested
sum each, leaving only a double sum after renaming the indices:
N
∑
i
∂
∂rk
[h(xi)v∗i ] = ∑
i 6=k
δαkβi
[
h(xk)φ′AB(rki)
rki
rki
− h(xi)φ′AB(rki)
rik
rik
+∑
j 6=i
{
h′(xk)φAB(rki)
1
$2k
ρ′αj(rkj)
{
δαjB$k − $Bk
} rkj
rkj
−h′(xi)φAB(rij) 1
$2i
ρ′αk(rik)
{
δαkB$i − $Bi
} rik
rik
}]
. (6.34)
The first two terms can be merged into one due to rik = −rki. In the inner
sum’s first term the indices i and j can be swapped without changing the
value of the double sum. After this, terms that do no longer depend on index
j can be moved out of the inner sum and the remaining parts including the
j-sum have the same form as equation 6.31 and can therefore be replaced by
v∗k and v
∗
i respectively. After this substitution equation 6.34 gets simplified to
N
∑
i
∂
∂rk
[h(xi)v∗i ] = ∑
i 6=k
rki
rki
[
δαkβi [h(xk) + h(xi)] φ
′
AB(rki)
+v∗k
h′(xk)
$2k
· ρ′αi(rki)
{
$kδαiB − $Bk
}
+v∗i
h′(xi)
$2i
· ρ′αk(rki)
{
$iδαkB − $Bi
}]
. (6.35)
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Based on the above expressions for the interatomic forces, we now demon-
strate that their calculation requires only two loops over all atom pairs (as
opposed to three loops required for the two-site formulation). The necessary
computational steps are,
• Step I. Compute and store the local electron density $i, the partial
density $Bi , and the value v
∗
i for each atom i:
$i =∑
l 6=i
ραl(ril) (6.36)
$Bi =∑
l 6=i
ραl(ril)δαl B (6.37)
v∗i =∑
j 6=i
δαiβ jφAB(rij). (6.38)
The derivative F′αi($i) of the embedding energy should also be calcu-
lated at this point and stored for later use.
• Step II. Compute the force acting on each atom k,
− f k = ∑
i 6=k
rki
rki
[
F′αk($k)ρ
′
αi
(rki) + F′αi($i)ρ
′
αk
(rki)
+δαkβiV
′
αkαk
(rki) + δαkβi
h(xk) + h(xi)
2
φ′AB(rki)
+v∗k
h′(xk)
2$2k
· ρ′αi(rki)
{
$kδαiB − $Bk
}
+v∗i
h′(xi)
2$2i
· ρ′αk(rki)
{
$iδαkB − $Bi
}]
. (6.39)
Since it requires only two consecutive loops over all atom pairs, the new
one-site CD-EAM model yields a superior simulation performance, as will
be demonstrated in the following.
6.3.6 MD/MC performance of the one-site CD-EAM
In section 6.3.3, we have already discussed the MD performance of the two-
site model. We concluded that in spite of its explicit three-body nature, the
two-site CD-EAM model is only a modest 73% slower than the corresponding
EAM model, if implemented optimally. In figure 41, we also show the
performance of the one-site CD-EAM model. The latter is only 60% slower
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than EAM, mainly because it does not require the additional third loop over
all atom pairs to compute the forces as discussed in section 6.3.4.
Molecular dynamics simulations are limited when it comes to modeling
phenomena such as precipitation, surface and grain boundary segregation, or
ordering in alloys. Monte-Carlo (MC) methods, however, are ideally suited
for such applications. The most common techniques are based on so-called
swap trial moves, in which the chemical identity of a random particle is
changed (see section 6.2.1). The resulting change in potential energy, ∆E, is
used to decide whether the swap is accepted or rejected.
Therefore, the main task in a MC simulation is to calculate the change
in potential energy induced by swapping the type of a single atom. For
short-ranged potentials this can be done very efficiently, since the type
exchange only affects the atoms in the neighborhood of the type swap. In the
framework of the standard EAM model the situation is as follows: Changing
the species of one atom directly affects (1) its embedding energy, (2) its
pair-wise interactions with neighboring atoms, and (3) it indirectly changes
the electron density at neighboring atoms and, thereby, their embedding
energies. All these quantities need to be recalculated by visiting the atoms
affected by the type swap.
In the case of the two-site CD-EAM model the situation turns out to be
more laborious. Here, the site energy Ek of an atom k does not only depend
on the local concentration xk, but also on the concentrations xj of all its
neighbors j. This has a dreadful impact on the efficiency of the energy
calculation. Changing the chemical identity of some atom i alters the local
concentrations xj of all its direct neighbors j, which in turn affects the mixed
interaction of all atoms j with all of their respective neighbor atoms k. All
of these have to be re-evaluated to compute the total change in energy
induced by the single swap operation. The influence radius that has to be
considered is therefore twice as large as the cutoff radius of the underlying
EAM potential which – for the Fe–Cr potential – increases the computational
costs by at least one order of magnitude.
The new one-site formulation proposed in section 6.3.4 resolves this issue.
Although a single pair interaction between two atoms j and k still depends
on the concentration at both sites [see equation 6.27], the site energy can be
recast in a form that is independent of the concentrations on the neighboring
sites [see equation 6.29]. As a result, the site energy of atom k is no longer
affected by changing the type of an atom i that is farther away than one
cutoff radius.
The performance gain due to the one-site formulation is illustrated in
figure 44 which compares the timing of the one and two-site CD-EAM models
in a serial MC simulation for a random Fe-Cr alloy at 50% composition. In
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Figure 44: Comparison of the timing in a MC simulation of a Fe–Cr alloy at 50%
composition. The simulation cell contained 1024 atoms.
this case the one-site CD-EAM model is twelve times faster than the two-site
formulation.
Therefore, we advocate for the new one-site concentration version of
the CD-EAM potential which exhibits superior performance in MD and
especially MC simulations while preserving all advantages of the original
(two-site) CD-EAM model. This model will enable large-scale MD and MC
simulations of concentrated alloys and their complex thermodynamic and
mechanical properties.
6.4 summary and conclusions
We have derived the analytic force expression for the concentration-dependent
embedded atom method (CD-EAM) potential and have shown that the forces
for this advanced many-body model can be calculated in a computationally
efficient manner, at a cost which is only slightly larger than for standard
EAM potentials. This facilitates the application of the CD-EAM model in
large-scale molecular dynamics simulations of concentrated alloys.
The CD-EAM model in its original form is not suitable for Monte-Carlo
simulations since its effective pair interaction range is twice as large as the
cutoff radius of the potential function. By introducing a modification of the
analytic form of the CD-EAM model it is, however, possible to reduce the
effective interaction radius to be equal to the cutoff radius. This renders
massively-parallel Monte-Carlo simulations based on the new CD-EAM
model possible while preserving all of the qualities of the original CD-EAM
model.
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By combining the semi-grandcanonial Monte-Carlo (SGC-MC) method
with molecular dynamics, one obtains a very powerful hybrid scheme that
takes into account chemical mixing, structural relaxations, and thermal
vibrations.
Energy and force calculation routines for the two-site and the new one-
site CD-EAM model have been implemented into the massively-parallel
molecular dynamics code LAMMPS [139] and have recently become part of
the official LAMMPS distribution. The parallelized SGC-MC method has also
been directly integrated into this MD code to enable the hybrid simulations
presented in the next chapter.
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7
N A N O C RY S TA L L I N E A L L O Y S : I N T E R P L AY O F G R A I N
B O U N D A RY S O L U T E S E G R E G AT I O N , FA U LT E N E R G I E S
A N D G R A I N S I Z E
7.1 introduction
In pure metals, a grain size in the nanometer range is difficult to stabilize
against grain growth even at room temperature [62, 206]. One way of
lowering the driving force for grain growth is to reduce the GB energy
by alloying of two or more elements. The stabilizing effect of strongly
segregating solutes in nc materials has been derived theoretically [204, 86]
and confirmed experimentally [43]. The amount of solutes added to the
material controls the metastable grain size, above which grain growth is
sufficiently suppressed. This, however, renders the independent variation of
grain size and composition difficult. Accordingly, a separation of the effects
of alloying and grain size on the mechanical properties of the material is
difficult to achieve in experiments, being one reason why the role of solutes
in the deformation processes of nc alloys is not yet fully understood.
Investigations of segregation and arrangement of impurity atoms in special
grain boundaries were published by Udler and Seidman [177] in 1992, but
only recently, computer simulation studies have been performed, which
consider the effect of impurities [48] and solutes [76] on the mechanical
properties of nanocrystalline structures. Most computational studies of
binary nanocrystalline alloys focus on segregating elements, which show a
lowering of the GB energy through the incorporation of solutes [76, 42, 126,
127, 128]. It was found that in strongly segregating systems, small amounts
of solutes can significantly lower the GB energy, and, thereby, reduce the
achievable metastable grain size [43]. Impurity drag effects [23] are an
alternative stabilizing mechanism. Monk et al. [130] investigated the effect
of impurity atoms at or near the GB on the response of the GB to an external
stress. For example, simulations done for a symmetrical tilt boundary in bcc
Fe, in which the GB migrates due to the nucleation and propagation of partial
GB dislocations, demonstrated that both H and C can hinder dislocation
glide and therefore migration.
Much less attention, however, has been paid to miscible solutes that in
principle allow to specifically tune certain material properties: The nucleation
of partial dislocations, for instance, is stimulated by miscible solutes as shown
121
nanocrystalline palladium–gold alloy
by Rajgarhia et al. [142] in MD simulations. Alloying also affects the thermal
stability of GBs and leads to a variation of the generalized planar fault energy
(GPFE) of the bulk material [86, 126, 127, 128, 95, 28]. Dislocation nucleation
and slip in fcc materials, in turn, depend on the GPFE [185], which also
affects the twinnability of the material [10, 169, 84, 85]. In general, these
characteristic energy barriers of an alloy cannot simply be predicted from the
energies of the constituents. One prominent example is Al, which lowers the
stacking fault energy (SFE) of Cu, even though the SFE of pure Al is higher.
Schulthess et al. [152] have shown how to predict the SFE from the hcp–fcc
energy difference for Al solid solutions. Morever, it is well known that the
grain boundary structure and energy depend on the type and concentration
of solutes [177], and, therefore, chemical equilibration of GBs should affect
the mechanical properties of alloyed nanocrystals.
In view of these early, and yet unrelated findings on miscible systems,
investigating the deformation behavior of nanocrystalline alloys by computer
simulations can shed light on the role and interplay of the various factors
that affect the deformation behavior of such samples.
In this chapter, we present molecular dynamics studies of nanocrystalline
Pd–Au, with Pd and Au being fully miscible over the full concentration range.
Samples of various grain sizes are constructed according to the Voronoi tes-
sellation method, equilibrated and alloyed with the hybrid MD/Monte-Carlo
scheme described in the last chapter, and finally characterized and tested in
tensile straining experiments. We perform a detailed analysis of the element
distribution in the nanocrystalline GB network and investigate its effect on
the interplay of intergranular and intragranular deformation mechanisms.
Our results are discussed in terms of the composition-dependence of defect
nucleation energy barriers, planar fault energies, as well as composition and
structure of the grain boundaries.
The chapter is organized as follows: We first describe the composition-
dependent Pd–Au interatomic potential used throughout this work to model
the alloy in atomistic simulations. Second, in sections 7.2.2 and 7.2.3, we
explain the simulation procedure, preparation of the nanocrystalline sam-
ples, and their chemical and structural equilibration. These samples are
subsequently characterized with respect to element distribution and defor-
mation behavior in tensile test experiments. In the last section, we discuss
the interplay between chemical GB configuration and deformation behavior.
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Figure 45: Enthalpy of mixing of the Pd–Au binary alloy.
7.2 methodology
7.2.1 Interatomic potential
For studying the Pd–Au alloy at the atomic level, we employ the combination
of MD and Monte-Carlo (MC) method introduced in the previous chapter.
Pure elements are described by EAM potentials for Pd [56] and Au [6], while
cross interactions follow the concentration-dependent embedded-atom method
(CD-EAM) also described in the previous chapter. The Pd–Au binary system
has a negative enthalpy of mixing over the whole compositional range and
is completely miscible at higher temperatures. The CD-EAM formalism
helps us to derive the cross potential VAB from the experimental enthalpy
of mixing curve in a very straightforward manner. In this formalism, the
cross potential, VAB(x, r) = h(x)ΦAB(r), is composed of two parts: (i) the
concentration-dependent function, h(x), which is a forth-order polynomial
of the local gold concentration, x, and (ii) the static cross potential, ΦAB,
which we choose to be the arithmetic mean of the elemental pair potentials:
ΦAB = (VAA +VBB)/2.
To make the EAM potentials for the pure elements compatible and to
minimize nonlinear contributions of the embedding terms to the formation
energy, we first normalized the Pd and Au EAM potentials to an effective
pair representation [25] that preserves all properties of the pure elements.
The five coefficients of the h(x) polynomial were then determined such
that the experimental enthalpy of mixing curve at 1300K [2] is reproduced
by the potential for a random solid solution (figure 45). Table 3 lists the
coefficients of the h(x) polynomial after fitting. The potential has exclusively
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h0 h1 h2 h3 h4
1.159085 −0.126781 0.481763 −0.488693 0.203778
Table 3: Coefficients of the 4th order polynomial h(x) = ∑4n=0 hnxn for the Au–Pd
potential. Here, x denotes the local Au concentration (0 ≤ x ≤ 1).
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Figure 46: (a) Generalized planar fault energy (GPFE) curve of Pd–Au (40%). The
minima and maxima correspond to the unstable stacking fault, γusf, in-
trinsic stacking fault, γisf, unstable twinning fault, γutf and twinning fault,
γtf, energies; (b) γusf, γisf, γutf and γtf as functions of Au concentration.
been fitted to the enthalpy of mixing of the disordered high-temperature
phase of Pd–Au at 1300K, but experimental data [133, 119] and ab initio
calculations [33, 160, 8] indicate that several ordered phases occur at low
temperatures. The formation energies of these phases, which were not part of
the fitting procedure, are also properly predicted by the CD-EAM potential
(see figure 45).
The EAM potentials for the pure elements yield elastic constants and
stacking fault energies that are in good agreement with experimental data.
Figure 46a displays the calculated generalized planar fault energy (GPFE)
curve for a sample with 40% gold content. The concentration dependency of
the stable and unstable fault energies as predicted by the CD-EAM potential
is shown in figure 46b. Notably both, the intrinsic stacking and twinning
fault energy, decrease with increasing gold content, whereas the unstable
stacking and twinning fault energies only slightly vary with the Au fraction.
In summary, the Pd–Au binary alloy used in this simulation study provides
a way to vary the dislocation splitting distance and dislocation nucleation
barriers by changing the composition.
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7.2.2 Alloying
To model the equilibrium properties of nanocrystalline Pd–Au alloys, we
utilize the previously introduced hybrid MD/MC simulation method that
accounts for structural relaxations and thermal vibrations as well as exchange
of atom types. One part of this technique is the transmutational Monte-Carlo
scheme that samples the semi-grandcanonical ensemble, and thus allows us
to determine the equilibrium concentration and element distribution in the
sample for a given chemical potential difference ∆µ = µAu − µPd. At the
same time, we account for structural relaxations by interleaving molecular
dynamics (MD) steps: After the system has been evolved for a certain
number of MD steps, we carry out MC trial moves, before returning to the
MD part again. The number of MD steps between MC moves as well as the
number of MC trial moves can be adjusted to optimize the convergence of
the simulation.
7.2.3 Preparation of nanocrystalline model structures
Our computational method allows us to produce samples of different com-
positions, while varying the grain size independently. We first created pure
Pd nanocrystalline model structures with average grain sizes of 5, 10 and
15nm consisting of 432, 128 and 54 grains, respectively. The Voronoi method
(section 1.3.2) was used to set up the grain shapes based on randomly
placed center points in a cubic simulation box. Three-dimensional periodic
boundary conditions were applied to model a bulk structure. The lattice
orientations of the grains were taken from a random isotropic distribution.
To avoid spurious configurations in the as-prepared Voronoi samples, we
deleted atoms from the grain boundaries that were closer than 2.0Å to other
atoms prior to relaxation.
Relaxation and alloying was performed at 600K for 1ns at zero pressure.
During this MD run, one full MC step was performed every 40 fs, i.e., 25,000
trial moves were performed on each atom in the system on average to
determine the equilibrium element distribution. The temperature parameter
for the Metropolis MC algorithm was also set to 600K as in the MD stage.
At this temperature, some ordering effects in the Pd–Au solid solution have
been suspected by several authors [33, 160, 8]. Indeed, we observe differences
between MC equilibrated single crystals and random solid solutions in the
short range order, which also affect the elastic properties.
To distinguish atoms located in grain boundaries from bulk atoms, we
use the common neighbor analysis (CNA) [72]. The cutoff parameter RCNA
for identifying nearest neighbors was set to lie between the first and second
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Figure 47: Cross-sections of a grain and its surrounding GBs and triple junctions
for various global Au concentrations ranging from 10% to 90%. Colors
indicate deviation of local concentration from global concentration (green).
Blue denotes Au depletion of 10%, red denotes Au enrichment of 10%. In
this context, concentration is defined as the average occupancy of a lattice
site with an Au atom in the statistical semi-grandcanonical ensemble.
nearest neighbor shells: RCNA = a0(x) · (1+
√
1/2)/2, with a0(x) being the
static lattice parameter for a given concentration x. For a later analysis, the
local atomic volume of each atom was calculated by means of the atomic
Voronoi tessellation [146] method, which divides the space between atoms
into geometric regions. We define the atomic free volume of the grain
boundaries to be the difference of the average atomic volume of all GB atoms
and the average volume of atoms from the respective species located in the
bulk.
7.2.4 Loading
Samples were deformed at 300K by imposing a constant engineering strain
rate of 108 1/s in uniaxial direction on the simulation cell. The cell size was
allowed to relax perpendicular to the straining axis. To test the strain rate
dependence of our results, individual runs were repeated with an engineering
strain rate of 107 1/s.
7.3 results
7.3.1 Structure characterization
In a first step, the elemental distributions in the model structures relaxed by
the hybrid MD/MC scheme were analyzed in order to quantify whether the
grain boundary composition differs from the global concentration. At finite
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temperature, however, the instantaneous element distribution is fluctuating,
and therefore analyzing a single snapshot is not suitable for characterizing
the local element distribution. Here, it is useful to introduce the concept of an
‘effective atom’ [198], which is also known as the site occupancy describing the
average occupancy of an atomic lattice site with a given atomic species. We
have thus calculated the site occupancy in the semi-grandcanonical ensemble
by taking the ensemble average over a large number of MC steps. Note
that the time-averaged position and occupancy of each site is expected to
converge even for GBs in substitutional alloys [168].
Figure 47 shows the local site occupancy variations within the microstruc-
ture (for a sample with 15nm average grain size). The color scale has been
chosen such that a green color always corresponds to the global Au con-
centration, whereas blue denotes a gold depletion of -10 at.%, and red an
enrichment of +10 at.%. In the grain boundaries, regions can be found where
either Pd or Au is preferred. In addition, the magnitude of the variations de-
pends on the global concentration, and the thickness of this ‘deviation zone’
changes with the global concentration as well. Note that the slice shown
here is representative of the whole polycrystalline structure, effectively being
independent of the grain boundary orientation. In particular, we obtained
comparable results for various planar symmetric GBs in a bicrystal geometry.
The GB concentration has been determined by averaging the site occu-
pancy values of all disordered GB atoms (according to the CNA). For most
compositions, the GBs contain less gold than the bulk (figure 48). This
finding is superimposed by the aforementioned variation in thickness of
the ‘depletion zone’, which depends on the global solute concentration
and does not coincide with the thickness of the disordered grain boundary
layer. GB enrichment in nanocrystalline metals was studied computationally
and experimentally also in segregating systems [43], but GB depletion in
nanocrystalline miscible systems has, to our knowledge, not been reported
before.
As can be seen in figure 48, the strength of the GB depletion effect depends
on the grain size. This can be explained with the GB area to bulk ratio, which
is smaller for large grain sizes. Then, a small excess concentration in the bulk
is sufficient to balance a large depletion in the grain boundaries. Moreover,
this observation is in agreement with the expectation that in the case of a very
small grain size, i.e. in the amorphous limit, the material is a homogeneous
phase again and all local deviations from the global composition must vanish.
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Figure 48: Average grain boundary excess concentration as a function of global
concentration and grain size.
7.3.2 Stress-strain behavior – compositional effects
The observed stress-strain behavior of structures with two different grain
sizes (5 and 15nm) and three different concentrations (0, 10, and 40% Au) is
shown in the first row of figure 49. The slope in the elastic regime is larger for
the samples with increased gold concentration, which is due to the enhanced
elastic modulus of the bulk crystal at intermediate compositions as predicted
by the Pd–Au potential. In addition, an increasing elastic modulus of the
grain boundaries by chemical relaxation contributes to this stiffening as will
be shown below. The addition of gold is observed to have a strengthening
effect for all grain sizes in the Pd rich regime. This is particularly pronounced
for the intermediate concentrations as can be seen in figure 50a, where the
maximum (ultimate tensile) stress versus composition is plotted for different
grain sizes.
The stress-strain curves for the Pd–Au alloy shown in figure 49 exhibit
an overshoot, which varies in height with composition. The origin of this
overshoot, which –for pure metals– is usually explained by the ultra-high
strain rates used in MD simulations [151], is obviously more intricate in the
case of the nanocrystalline alloys. For larger grain sizes, we observe strain
softening at larger deformations irrespective of composition. This effect,
which is also observed in experiments [27], was explained with residual
internal stresses due to nucleated and absorbed dislocations by Tang and
Schoenung [170], and –for MD simulations– with the occurrence of cross
slip by Brandl et al. [18]. Since isolated partial dislocations dominate in our
samples, especially in Au rich alloys, the latter explanation cannot hold for
our simulations.
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Figure 49: Compositional effects: Stress-strain behavior, partial dislocation density,
stacking fault density and relative change in free volume in the GBs for
two different grain sizes and three different compositions as functions of
macroscopic strain.
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As discussed in section 7.2.1, the stable and unstable fault energies pre-
dicted by our model potential for the Pd–Au alloy are composition-dependent.
That is why we can expect the deformation mechanisms to be composition-
dependent as well. To investigate this dependence, we have analyzed the
activity of dislocations in the samples during deformation using the au-
tomated on-the-fly dislocation detection algorithm (ODDA) presented in
chapter 4. This method allows us to monitor the dislocation lines in all
grains and to determine their Burgers vector. A statistical analysis of this
data gives the total dislocation density, which continuously increases during
plastic deformation after dislocation nucleation from the grain boundaries
has set in (second row of figure 49). Shockley partials dominate the measured
dislocation density, since perfect (a/2)〈110〉 dislocations are in most cases
resolved as two separate Shockley partials by the analysis algorithm, even
for very small splitting distances. For a given strain level, one can observe an
increased dislocation activity in alloys with higher Au content. This finding
can be explained with the lowered dislocation resistance parameter [77, 144]
for leading partial nucleation, γusf/G, at intermediate compositions (figure
50b). However, the intrinsic stacking fault energy, γisf, is lowered by the
addition of gold as well. This leads to a higher resistance parameter for the
nucleation of trailing partials (quantified by (γusf − γisf)/G), effectively lock-
ing leading partials in the grain interior. In addition, lowering the stacking
fault energy leads to a widening of intrinsic stacking faults and increases
the probability of dislocation-dislocation reactions, which likely result in
immobile products like stair-rod dislocation segments.
Note that dislocations constituting small-angle GBs and vicinal twin bound-
aries are also detected by our analysis algorithm, resulting in a considerable
initial dislocation density in the 5nm samples, which have the highest density
of GBs. Unfortunately, structural changes in the GBs during deformation
lead to a fluctuating GB dislocation density inhibiting the exact measurement
of the dislocation density in the grain interiors. Regardless of this superim-
posed scatter, the 5nm structures apparently show a less significant and less
systematic increase in dislocation density. This is consistent with the general
picture of a change from intragranular to intergranular mechanisms at the
smallest grain sizes [217, 31, 32].
We have also measured the density of intrinsic stacking faults (ISF) and
coherent twin boundaries (not shown) in the samples as functions of strain
(third row of figure 49). As expected, the addition of gold leads to a strong
increase in ISF density. These ISFs provide nucleation sites for Shockley par-
tials on adjacent crystal planes, which let them first transform into extrinsic
stacking faults and finally into two coherent TBs that constitute a nanoscale
twin lamella.
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Figure 50: Compositional effects: (a) Maximum yield stress as a function of compo-
sition for different grain sizes. (b) Resistance parameters [77, 144], R, for
the nucleation of leading partial dislocations, γusf/G, twinning partial dis-
locations, (γutf − γtf)/G, and trailing partial dislocations, (γusf − γisf)/G,
as functions of the Au content.
To study the structural changes the GBs undergo during deformation, we
measured the change in free volume in the GBs as a function of macroscopic
strain. The fourth row of figure 49 shows the evolution of the excess free
volume in the GBs relative to the initial value of the as-prepared samples. In
pure nc-Pd, the free volume changes only slightly during deformation. In
Pd–Au, in contrast, the free volume is raised considerably by GB mediated
processes like sliding and random shuffling, which destroy the compact
equilibrium chemical element distribution in the GBs.
7.3.3 Re-straining and strain softening
To assess the influence of the equilibrium element distribution in the GBs
on the deformation processes in more detail, we preloaded alloy structures
to 6% and 10% strain, and unloaded them before doing the actual tensile
test. For the samples with 5 and 15nm grain size with 40% gold content,
the results are shown in figure 51. Since no additional equilibration was
performed after the preloading step, one can assume that the GBs are more
or less left in a non-equilibrium state after the first deformation pass. Since in
the 5nm sample, GB mediated deformation processes dominate, preloading
to 10% strain results in a stress-strain behavior similar to pure Pd, where the
overshoot vanishes and almost no strain softening is observed. Re-straining
a sample that was deformed to a lesser extent (6%) results in a stress-strain
behavior intermediate between the chemically equilibrated structure and
a sample that was deformed to 10%. Hence, a gradual destruction of the
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Figure 51: Restraining: Stress strain behavior, partial dislocation density, twinning
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macroscopic strain.
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equilibrated GB structure causes a lowering of the maximum flow stress. For
the 5nm sample, which deforms plastically by GB mediated processes, we
can therefore reason that chemical equilibration impedes GB sliding. After
the chemical order is destroyed (e.g. by a preceding deformation), the sample
approaches a steady-state deformation regime where no strain softening is
observed. The monitored change in free volume in the grain boundaries
(figure 51, fourth row) supports this picture, where the re-strained samples
converge to a constant value, suggesting a steady-state deformation mode
mediated by GB processes.
For the larger grain sizes (10 and 15nm), where intragranular deformation
processes are more pronounced, the results are somewhat different (second
column of figure 51). Here, the re-strained samples (after 10% pre-strain),
show a reduced maximum stress, but still considerable strain softening.
This strain softening can be explained with the evolution of crystal defects
within the structures. The grains within the initial, chemically equilibrated
structures are free of any defects, whereas the preloaded samples already
contain a significant number of planar defects and dislocations. Monitoring
the dislocation activity (second row of figure 51) shows that in the 15nm
samples, the gain in dislocation density (which includes lattice Shockley
partials as well as twinning partials) is more pronounced. Especially the
increasing number of twinning partials can explain the observed softening
of the material based on the same conclusions we made for nanotwinned Pd
in chapter 5.
7.3.4 Chemical GB relaxation
Recently, Vo et al. [189] have shown for nc-Cu that the stress-strain behavior
and the respective contributions of different deformation mechanisms not
only depend on the grain size, but also on the state of GB relaxation of the
sample. In order to elucidate the role of GB relaxation in the nanocrystalline
alloy, we have first performed an additional mechanical cycling (loading/un-
loading) of three times up to 2% strain in the elastic regime before doing
the actual tensile test. This mechanical equilibration step, in addition to the
annealing treatment, however, did not change the stress-strain behavior of
the sample as can be seen in figure 52.
As mentioned before, the high strain rate in the simulation is another factor
that can affect the stress-strain behavior and possibly leads to an overshoot
in the stress-strain curve [151]. We repeated the tensile test simulation at
a reduced strain rate (107 1/s), but found only a slight reduction of the
overshoot height (figure 52). This provides evidence that the profile of the
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stopped after 5% strain.)
stress-strain curve is more influenced by the characteristics of the sample
before deformation than by the suppression of thermally activated processes.
The fact that the overshoot occurs in the intermediate concentration range
raises the question for its origin: Is it caused by the increased elastic modulus
of the material (as predicted by the interatomic potential), or by some other
property of the nanocrystalline alloy? To answer this question, we have
generated nanocrystalline samples that were only structurally relaxed, but
not chemically (i.e. no Monte-Carlo moves). That is, the chemical ordering
and composition of the GBs was left in the as-prepared state, being a ho-
mogeneous, random solid solution similar to the bulk material. Note that
this can only be done in computer simulations, and not in experiments. The
summarized results are shown in figure 53.
Most interestingly, for the only structurally equilibrated samples, having a
random element distribution in the GBs, the yield stress drops massively and
the profile of the stress-strain curve becomes flat and similar to pure Pd (5nm
grain size in figure 53). Note again, that we have only changed the chemical
structure of the GBs, but kept all other properties including the structural
equilibration, global composition etc., the same. This shows that the details
of the element distribution in the GBs play a crucial role for the yield strength
of this miscible alloy. This is consistent with the re-straining tests (previous
section), where the chemical order was destroyed by a preceding deformation
and could not be restored by diffusional processes on the short timescale
of the MD simulation. This observation hints to the fact that the chemical
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Figure 53: Effect of chemical GB relaxation: Stress-strain behavior, partial dislocation
density, stacking fault density and relative change in free volume in the
GBs for two different grain sizes and three different compositions as
functions of macroscopic strain for samples that were only structurally
equilibrated, but not with respect to the element distribution in the GBs.
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relaxation leads to a low energy GB configuration, being more stable against
yielding than the GBs present in the random alloy.
Monitoring the free volume for the case of the only structurally equilibrated
samples (figure 53, fourth row) shows, that the free volume in the GBs follows
the behavior of pure Pd (which, by definition, can only be structurally
equilibrated). This supports our hypothesis of a GB structure stabilized
by chemical equilibration. In contrast, the dislocation activities and the
number of planar faults (figure 53, rows 2 and 3) do not change. Thus, the
mechanisms within the grains are not significantly affected by the chemical
relaxation.
Improving the relaxation state of the GBs (e.g. by chemical equilibration)
also slightly increases the modulus of the structure. To show this, we
compared the elastic behavior at low strains for different structures of similar
composition (figure 54). Apparently, the chemically equilibrated structure
shows the highest stiffness and the smallest deviation from a perfect linear
elastic behavior. Therefore, chemical equilibration can be considered to bring
the GB structure into a metastable configuration having a higher resistivity
to deformation. Note that the re-strained samples show a clear deviation
from a perfect linear elastic behavior caused by recovery processes.
7.4 discussion
The stress-strain behavior of our model structures depends on the introduc-
tion of miscible solutes, and the distribution of these solutes plays a key
role. For the case of fully equilibrated structures (figure 49) a significant
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increase in stiffness and strength is achieved by alloying. This effect vanishes
for samples in which the equilibrium distribution of solutes is destroyed
by deformation (figure 51) and for samples, which were never chemically
equilibrated at all (figure 53). The measured dislocation and ISF densities
are not affected by the chemical equilibration. That is, the samples with a
non-equilibrium random element distribution in the GBs show the same
dislocation behavior as the fully equilibrated structures. Thus, the observed
differences in the stress-strain curves between chemically equilibrated and
not equilibrated samples (figure 52) must arise from changed intergranular
deformation mechanisms like GB sliding. This is confirmed by the observed
change in free volume in the GBs, where the fully equilibrated structures
show a significant deviation from the behavior of pure Pd which is not the
case for only structurally equilibrated samples.
At larger grain sizes, chemical equilibration can, however, not be the
reason for the observed strain softening and cannot explain that the flow
stress for the re-strained samples is lower compared to the only structurally
equilibrated samples. Here, the dislocation analysis reveals that the observed
differences originate from the presence of defects within the grains. Figure 51
shows how the density of twinning dislocations depends on the condition of
the material. In the re-strained samples, the nucleation of twinning partials
is facilitated by the pre-existing stacking and twinning faults, resulting in
a softening of the material. This effect is in agreement with the findings
we made for nanotwinned Pd (see chapter 5), where a large number of
pre-existing twin boundaries leads to a softening of the material.
7.5 summary
We have performed molecular dynamics simulations of nanocrystalline Pd–
Au alloys of various compositions and grain sizes to study the chemical
structure, especially of the grain boundaries, and the mechanical properties
of this alloy. The equilibrium element distribution in the nanocrystalline bulk
samples has been determined with a hybrid Monte-Carlo/MD simulation
scheme. Pd–Au is a fully miscible binary alloy, which is used in experiments
to produce thermally stable nanocrystalline microstructures. Here, it served
as a model system for a miscible alloy, in contrast to segregating alloys for
which similar investigations have been published before. Elucidating the
relationship between the intrinsic, composition-dependent properties of an
alloy and the observed macroscopic mechanical behavior was the main goal
of the present work.
We have found evidence that the element distribution in the GBs is of
great importance for the strength of a nanocrystalline alloy. We conclude
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that the equilibrium solute configuration in the GBs is inherently different
from the random solid solution found in the grain interiors, even in the case
of a completely miscible alloy. This element distribution, determined by a
chemical equilibration of the GBs, raises the activation barrier for GB sliding,
which is an important mode of deformation at small grain sizes. In contrast,
the nucleation of dislocations is not affected by the chemical ordering in
the GBs. However, the composition-dependence of planar fault energies
and nucleation barriers still leads to a variation of the dislocation-based
deformation mechanisms. In our measurements of the evolving dislocation
density in 15nm Pd–Au, we find an enhanced aggregation of dislocations in
the grain interiors during deformation with increasing Au solute contents.
But instead of strain hardening, the formation of stacking faults and coherent
twin boundaries ultimately leads to a softening of the material at higher
strains, because they act as additional dislocation sources.
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C O N C L U S I O N S
In the present dissertation, structural and mechanical properties of nanocrys-
talline and nanotwinned metals and alloys have been investigated by means
of atomistic computer simulations. In addition, several new computational
methods have been developed that facilitate the analysis of simulation results.
As an integral part of this work, a new data analysis and visualization
software for atomistic simulation data, the Open Visualization Tool (Ovito),
has been developed and published for public use. It enables sophisticated
analyses of large-scale atomistic simulations of solid-state materials, which
have not been possible with existing tools. Ovito has been published on the
website http://www.ovito.org/, where it has already attracted a large number
of users since its publication in late 2009.
One of the first applications of this tool was to study the origins of micros-
train peak broadening in x-ray diffraction experiments of nanocrystalline
materials. To this end, we have devised an atomistically defined measure that
quantifies the local lattice distortions contributing to reflection broadening.
Our study, which also involved simulated diffraction experiments, has shown
that atomic displacements, which inherently result from the reduction of the
grain size of a polycrystalline solid to the nanometer scale, can be separated
into (at least) two distinct types, with qualitatively different consequences
for the scattering pattern. Local displacements near the grain boundaries
are correlated over shorter distances, and they do not significantly affect the
broadening of the Bragg reflections that underlies experimental diffraction
microstrain data. This broadening arises, instead, from long-range correlated
displacement fields that extend throughout the grains, and the microstrain
value inferred from it provides a quantitative measure for the distortion
far from the grain boundaries. The true origin of this distortion is not yet
understood. Our results do confirm, however, that large microstrain val-
ues can be obtained even when there are no lattice defects besides grain
boundaries. This suggests that diffraction-based strategies for inferring the
dislocation density in ultrafine-grained metals may not transfer well to truly
nanocrystalline materials.
The molecular dynamics simulation method has proven to be an ideal
tool for studying microscopic processes of plasticity in the past. In general,
snapshots from such atomistic simulations contain a wealth of information,
which is difficult to exploit for two reasons: An atomistic representation of
a crystalline material contains a lot of redundant information since most
atoms are permanently located on regular lattice sites, and thus, do not play
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a significant role for the plasticity of the material. Secondly, the atomistic
representation of crystal defects provides no direct access to the important
properties of these defects like the Burgers vector of a dislocation line or
the geometric shape and lattice orientation of a grain. In view of this long-
standing problem, which inhibited a quantitative analysis of MD simulation
results, we devised two methods to reliably divide the wealth of information
stored in a snapshot of an atomistic simulation into relevant and dispensable
parts. The complexity of the relevant part, the crystal defects, is reduced as
far as possible by transforming it into a higher-level description, which con-
sists of continuous dislocation lines (and their Burgers vectors), stacking fault
planes, and crystal defect surfaces, effectively making this data accessible for
a quantitative analysis. The new analysis methods provide an unprecedented
view of the dislocation processes in simulations of crystalline materials with
a wide spectrum of future applications.
With the help of this on-the-fly dislocation detection method, we have
studied the microscopic deformation mechanims of nanotwinned fcc metals
and –in particular– have quantified the dislocation activity in this promis-
ing class of materials. We have extracted exact dislocation and stacking
fault densities in nanotwinned Cu and Pd as well as in their conventional
nanocrystalline counterparts as functions of strain. Our measurements agree
well with experimental data on nanotwinned Cu. Nanotwinned Pd, however,
having exactly the same internal structure, exhibits a softening due to the
twin boundaries. To explain this softening effect of twins in Pd, we have de-
termined the dominating type of dislocations in the material by partitioning
the total dislocation density into contributions from lattice dislocations and
twinning partials. We have found that the low twin migration energy barrier
of Pd promotes the generation of twinning partials at twin boundary–grain
boundary junctions, resulting in an increased number of dislocations on glide
systems prescribed by the existing twin boundaries, and nearly irrespective
of the Schmid factor. This mode of deformation effectively leads to a lack of
strain hardening in nanotwinned Pd.
In the last part of the present dissertation, we have investigated the struc-
ture and mechanical behavior of the Pd–Au miscible alloy in nanocrystalline
form. To enable these simulations, we first derived the analytic force expres-
sions for the concentration-dependent embedded atom method (CD-EAM)
and showed that the forces for this advanced many-body model can be cal-
culated in a computationally efficient manner. This facilitates the application
of the CD-EAM model in parallelized molecular dynamics simulations of
concentrated alloys. A slight modification of the CD-EAM scheme allowed
us to also employ it in hybrid molecular dynamics/semi-grandcanonial
Monte-Carlo simulations, which take into account chemical mixing, struc-
tural relaxations, and thermal vibrations simultaneously. Finally we have
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used these tools in simulations of nanocrystalline Pd–Au alloys of various
compositions and grain sizes to elucidate the interplay of the chemical struc-
ture, especially of the grain boundaries, and the mechanical properties of
this alloy. We were able to show that the element distribution in the GBs is of
great importance for the strength of a nanocrystalline alloy. The equilibrium
solute configuration in the GBs is inherently different from the random solid
solution found in the bulk, even in the case of a completely miscible alloy. It
raises the activation barrier for GB sliding, which is an important mode of
deformation at small grain sizes. In contrast, the nucleation of dislocations
is not affected by the chemical ordering in the GBs. However, the intrinsic
composition-dependence of planar fault energies and nucleation barriers still
leads to a variation of the dislocation-based deformation mechanisms. We
found an enhanced aggregation of dislocations in the grain interiors during
deformation at intermediate compositions. The formation of stacking faults
and coherent twin boundaries ultimately leads to a softening of the material
at higher strains, because they act as additional dislocation sources.
In summary, the present study has contributed to the understanding of
the atomic-scale deformation mechanisms in nanostructured metals and
alloys. In particular, it has resulted in the development of several powerful
techniques for atomistic computer simulations and their analysis, which are
well applicable to problems beyond the scope of the present dissertation.
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O U T L O O K
Much of the research in dislocation physics has focused on the interaction
of dislocations and their role in strain hardening – a phenomenon in which
the hardness increases with continued deformation. The importance of these
processes has led to the development of meso-scale simulation techniques
that explicitly model the motion of dislocation lines. In three-dimensional
discrete dislocation dynamics (DD) simulations [22], the dislocation network
is described by line segments, each segment being associated with a certain
Burgers vector, and connected to each other at nodal points. The dislocation
lines are embedded in a continuum solid and linear elasticity theory is used
to calculate the elastic fields that drive dislocation motion.
The MD method, which has been employed for most of the work in this
thesis, and the DD method are based on two completely different data
models. Note, however, that there are striking similarities between the
vectorized dislocation representation produced by the dislocation detection
algorithms presented in chapter 4 and the data model employed in DD
simulations. With the availability of the new dislocation extraction algorithm,
it seems feasible to develop a direct link between these two methods and
to build up a concurrent multi-scale technique. This could allow one to
combine the accurateness of the atomistic approach, which is able to model
all non-linearities of the atomic interactions as well as all kinds of crystal
defects like stacking faults and grain boundaries, with the efficiency of
the DD method. An existing multi-scale approach, the so-called coupled
atomistic and discrete dislocation (CADD) method, was devised a few years
ago by Miller and co-workers [156]. The key idea behind the CADD method
is to spatially decompose the simulation domain into a region with fully
atomistic resolution and a region that is modeled as a continuum containing
discrete dislocations. Both descriptions are coupled to each other at a special
boundary layer that permits the seamless passage of dislocations in both
directions. The CADD formulation is, however, currently limited to two-
dimensional problems at zero temperature. This strong simplification was
necessary to make the recognition and transfer of dislocations from the
atomistic region to the continuum feasible, as dislocation lines are only point-
like entities in such a two-dimensional description. However, the reduction
of dislocations to zero-dimensional entities in a model suppresses many
important phenomena observed in real dislocations behavior such as the
formation of junctions and multiplication effects. The development of the
dislocation detection method in this thesis is a pivotal element toward a
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three-dimensional version of the CADD method that enables a simultaneous
simulation of complete dislocation loops on two length scales.
The conversion from an atomistic model to a line representation of dislo-
cations now also allows us to establish a direct link between atomistics and
continuum mechanics models (e.g. strain gradient theories of plasticity). As
outlined in Ref. [20], this coupling can be achieved through the dislocation
density tensor. Given a representative volume element V, the dislocation
density tensor A is defined as an integral over all infinitesimal line segments
dl contained in the volume element and their respective Burgers vectors b:
A =
1
V
∮
⊥ in V
dl ⊗ b. (7.1)
It is straightforward to calculate this quantity from the data obtained by the
dislocation detection algorithms and could, for some applications, provide
a way to cross-check continuum simulations of plasticity with atomistic
simulations.
Realistic simulations of nanocrystalline materials require large three-di-
mensional model structures with a statistically significant number of grains.
Such microstructures can be subject to significant changes during a sim-
ulation due to, for instance, plastic slip and twinning, grain sliding and
rotation, or annealing and grain growth. Usually, a simple visualization of
the atomic positions is not sufficient to reveal the evolving three-dimensional
microstructure, or to make it accessible for a quantitative analysis. Therefore
it is of interest to develop a computational method that allows to extract the
geometric grain shapes and boundaries from an instantaneous snapshot of
the simulation. In addition to shape and volume, such an algorithm would
provide lattice orientation, deformation state, and elastic strain fields for each
grain. With such a tool at hand, quantitative microstructural information, e.g.,
the grain size or the grain boundary angle distributions, could be obtained
on-the-fly during the course of a simulation. Together with the dislocation
analysis, which yields data on the activated slip systems in the polycrystal,
a comprehensive description of the microstructure state and the ongoing
processes would become available. Furthermore, these data –now detached
from the underlying atomistic model and translated into a more compact
form– can be used for a further quantitative assessment or the development
of constitutive models.
The development of such advanced analysis tools will require the applica-
tion of sophisticated algorithms from other fields of science. The decomposi-
tion of an atomistic bulk structure into individual grains can be performed
with image segmentation algorithms developed for computer vision applica-
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tions [52]. Such techniques must be extended into three dimensions as it has
already been done for medical imaging analyses.
Improving the level of realism of the mesoscopic DD models by incorporat-
ing the concept of inhomogeneous nucleation and absorption of dislocations
at the grain boundaries is a great challenge. To achieve this goal, a dis-
location nucleation criterion must be derived from atomistic simulations.
Efforts to study the conditions of homogeneous nucleation of dislocations in
singlecrystals have already been made [176], and will have to be extended
to dislocation nucleation at grain boundaries and triple junctions. The pos-
sibility to detect emerging dislocations in MD simulations, created by the
presented methods, is the first step to correlate these dislocation nucleation
events to the material state at the nucleation site. Building on the detailed
analysis techniques described in this thesis, the relevant features that may
have an influence on the nucleation, like the local stress and strain state,
grain boundary orientations and triple junctions, could be resolved and be
used for a statistical analysis. The development of a dislocation nucleation
criterion is not only important for advancing DD simulation models but
of fundamental importance for understanding plastic deformation at small
scales and the formulation of materials models.
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