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One major question in multiple linear regression analysis is to determine the relative 
predictive power of two different sets of predictors (X and Z) on a common criterion 
variable within the same population. Currently there is no formula to estimate the 
standard error of R^ — R^ so statistical inference cannot be made. This study was to 
provide an empirical solution to this problem and construct a confidence interval for 
f)\ - pi applying bootstrap procedure. Simulation results showed that both the 
bootstrap percentile interval (BP) and the bootstrap standard interval (BCI) in 
general work well under normal data. However, BP outperformed BCI for 
nonnormal data. When p] = p] = 0, the method broke down. 





拔靴法（ b o o t s t r a p )估計R ” l的標準誤差’藉此建設 p \ - p \的置信區間 
(confidence interval) ° 模擬糸吉果顯示 bootstrap percentile interval (BP)跟 
bootstrap standard interval (BCI)在正態數據下表現良好’但如果數據爲非正態 
分佈，則B P較B C I優勝。此方法並不適用於P � = P丨= 0的情況。 
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CHAPTER ONE: INTRODUCTION 
One of the major questions in multiple regression analysis is to determine which 
of two different sets of predictors ( X ! , X2,…，Xj\ and Z/, Z2, ..., Zk) explains better on 
a common criterion variable (K) in the same population. For example, an educational 
psychologist may be interested in investigating whether individual abilities (as 
measured by high school GPA and SAT scores) or external factors (such as 
socioeconomic status and parents' education levels) are more important in predicting 
college success. To address this question, first of all, two separate regression 
equations can be fit using the two sets of predictors. It is followed by the estimation 
of the two squared multiple correlation coefficients, R] and RI , which measure 
the proportion of total variance on the dependent variable accounted for by the 
corresponding predictor set. Based on the two estimates of R � , o n e can infer on the 
equality of their population values. Currently, due to the absence of an algebraic 
expression to estimate the standard error of R^ — R] , statistical inference cannot be 
made. This study was conducted to provide an empirical solution to this problem by 
applying bootstrap technique to compute the standard-error estimate and the 
confidence intervals for p] - p] in a within-sample regression model. 
Ever since Gallon introduced the concept of correlations in 1888 (Bulmer, 2003), 
making statistical comparisons between correlation coefficients has long been an 
important topic in psychological research. Early influential work can trace back to 
Pearson and Filon (1898), Fisher (1921), and Olkin and Siotani (1964). Most current 
research in determining the relative predictive power of predictors arises from Olkin 
and Finn (1995). They demonstrated a number of cases in obtaining the confidence 
intervals for various types of correlations. In particular, their models B and E have 
received great attention. In model B, it aims at deciding which one of the additional 
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predictors is more powerful given a particular set of predictors by comparing the R^s. 
Concerning the research question of the educational psychologist as aforementioned, 
he may be interested in whether the high school GPA or the SAT scores, both 
reflecting individual abilities, contribute more to college success after controlling for 
the external factors. Enlightened by this article, Alf and Graf (1999) developed a 
simplified approach to determine the asymptotic confidence limits for the difference 
between two using numerical derivatives. Budescu (1993) also introduced 
another approach called dominance analysis based on this idea. In model E, it is 
useful to investigate if the same set of predictors performs equally well across 
different populations. That is, the difference of squared multiple correlations in a 
between-sample case is examined. Continuing with the example above, a 
psychologist may want to know if the predictors are equally well in predicting 
college success among female and male students. Assuming the variables are 
normally distributed, Olkin and Finn (1995) applied the formulae of asymptotic 
variances to estimate the standard errors of the R~s. 
Despite the impact of Olkin and Finn's (1995) paper, two critiques have been 
made towards the accuracy of the standard-error estimate. The first one is about the 
multivariate normality assumption. In reality, data are not always normally 
distributed (e.g. Micceri, 1989) and it is possible for various degrees of skewness 
and kurtosis to occur. The construction of the confidence interval mainly relies on 
the normal approximation of critical values, which may not truly represent the 
situation. The second one, as addressed in the conclusion of their article, is about the 
minimum sample size that is required to stabilize the asymptotic variance. They 
commented that the procedures could be "applied judiciously when sample sizes are 
moderate (e.g. 60 < n < 200) and readily with larger samples" (Olkin & Finn, 1995, 
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p. 162). The sample size requirements have already been evaluated in different 
literatures (Algina & Keselman, 1999; Azen & Sass, in press). The multivariate 
normality receives little attention until it is addressed by Chan (2008) recently. 
In Chan's article (2008), he systematically examined the performance of various 
confidence intervals of the difference between two independent R^s (c.f. Model E in 
Olkin and Finn's (1995) paper) as constructed by asymptotic standard-error estimate 
(ASE), bootstrap standard-error estimate (BSE) and bootstrap percentile (BP) using a 
Monte Carlo experiment. In his study, he manipulated population squared multiple 
correlation coefficients, sample sizes, numbers of predictors and types of data 
distributions as independent variables. Percentage biases of ASE and BSE, as well as 
the coverage probabilities of various confidence intervals were recorded. It was 
found that (1) ASE generally suffers from a negative bias when the data distributions 
depart from normal whilst BSE is robust across all situations; (2) asymptotic method 
only works well with normal data; (3) bootstrap procedure performs satisfactorily 
with both normal and nonnormal data; and, (4) both methods fail when and pi 
all equal to zero. In sum, the results assured that the bootstrap procedure 
outperformed traditional asymptotic method in standard-error estimation of 
difference in under nonnormal distribution. 
In spite of the extensive coverage of the topic, there is one area which is 
overlooked by researchers. That is how to determine the relative predictive power of 
two different sets of predictors on a common criterion variable. Indeed, Steiger 
(1980) presented how to compare correlation coefficients within a correlation matrix. 
His method is restricted to situations with one predictor and one criterion only. It is 
not readily applicable for multiple predictors. Another way to handle the problem is 
by hierarchical regression. Deacon et al. (2007) investigated the contribution of 
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morphological awareness (MA) and phonological awareness (PA) to reading across 
language. They performed a series of multiple regression analyses with reading as 
the sole dependent variable. In block 1, they first entered the controlling variables. 
Then they went on to enter MA in block 2 and PA in block 3 respectively. The 
changes in R~ (AR's) of each block were examined. Afterwards, they reversed the 
order of blocks 2 and 3 and inspected the AR^s again. They found significant results 
in the two sequences so they concluded that both MA and PA provided independent 
contribution to reading. However, the relative importance of the predictor set is left 
undetermined solely from the significance of the AR^s between the blocks. Actually, 
in the absence of standard error, we cannot evaluate whether R^^ = Rj,^ . Therefore, 
it is worthwhile to develop a statistical test for the difference between two squared 
multiple correlations in a within-sample context. 
Given the superiority of the bootstrap procedures in between-sample situations 
(Chan, 2008), this article intends to evaluate whether a similar procedure can be 
developed for two dependent R^s. There are two justifications for the significance of 
this study. The first one is that "correlation coefficients measured on the same 
individuals are not, in general, independent" (Steiger, 1980, p. 245). Part of the 
within-groiip variability can actually be accounted for by the existence of individual 
differences among participants (Stevens, 2002), A more powerful test can be applied 
with the within-groiip variability is removed and this explains why within-subject 
context is popular in social sciences research. Furthermore, there is still no explicit 
algebraic expression provided for calculating the asymptotic standard-error of the 
difference of two squared multiple correlation coefficients in a within-sample 
scenario, not to mention that for an unbiased estimator in a finite-sample situation. In 
the absence of the standard-error estimate, statistical inference cannot be made. 
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Therefore, it is worthwhile to estimate its standard error by bootstrapping. 
Bootstrapping is an emerging technique in the field of applied statistics. Basically, 
it is about resampling with replacement within the sample in order to approximate 
the sampling distribution of a test statistic (Efron & Tibshirani, 1993). Wood (2005) 
pointed out three major advantages of using this technique. First of all, this method 
is relatively simple and general. No particular probability theory is required to 
understand the procedure. Indeed, it substitutes traditional asymptotic estimation of 
parameters by intensive computer-based simulation. Secondly, the method is less 
restrictive because it is not based on any assumptions about the underlying 
distribution of parameters. Given that the sample is representative to the population, 
the resulting distribution from bootstrapping is comparable to the one in population 
level. Lastly, this method is applicable to situations where it is difficult or even 
impossible to evaluate the sampling behavior of a test statistic analytically. As 
previously mentioned, there is no closed-form formula for estimating the standard 
error of the difference of squared multiple correlations in within sample cases. Thus, 
bootstrapping is a suitable technique to evaluate the standard error empirically. 
Ill regard to Chan's results (2008)，several hypotheses are made when the 
proposed bootstrap procedure is applied to within-sample regression analysis. First 
of all, it is expected that the procedure work well with both normal and nonnormal 
data as well as in small sample sizes because of the absence in assumptions of the 
underlying data distribution. Secondly, bootstrap percentile interval (BP) is 
hypothesized to outperform bootstrap standard confidence interval (BCI) in terms of 
its coverage probability of p] - pi as BP is non-parametric in nature and it does 
not rely on the normal approximation of critical point values. Finally, when both p\ 
and p] are zero, it is very likely for the method to fail. Similar result was reported 
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by Algina and Keselman's (1999) study in which they compared the independent R~s. 
The following chapter provides a detailed description of the proposed bootstrap 
procedure for estimating the standard error of R^ — R � a n d constructing the 
confidence interval for p] - pi in a dependent population. 
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CHAPTER TWO: A UNIFIED BOOTSTRAP PROCEDURE 
To formulate the model, suppose a continuous criterion variable y is 
hypothesized to be predicted by two different sets of predictors, either X or Z. Two 
regression models can be specified: 
Y = a^ + ... + ajXj + e.�. 
y = y5�+;5,Z, + … + 
Let s = (xi, ..., Xj, zi, ..., Zk, y) be the observed sample of size N. The sample 
squared multiple correlation coefficients, R^ and R � , c a n be estimated by 
N N 
r 2 一 regression _ ^ ^ ^ r 1 一 regression — 
1=1 (=1 
where y . , y. and y denote the predicted value for the 产 observation by X, the 
predicted value for the /出 observation by Z, and the mean of y respectively. Then the 
difference between the R's, d = R] - R] , is computed. 
Step 1. Obtain the Bootstrap Samples from the Data and Compute the Difference 
between the Bootstrap Sample Squared Multiple Correlation Coefficients 
Bootstrap samples can be generated by randomly drawing N observations with 
replacement from the observed sample s. For the first bootstrap sample, s*(l), regress 
y on X and y on Z separately. The bootstrap squared multiple correlation coefficients, 
(1) and R*^  (1), can then be calculated for each of the regression equation. Their 
difference is computed: 
= <2(1) — � 
Step 2 Derive the Bootstrap Standard-Error Estimate 
Repeat Step 1 B times to obtain </(l), d*{2), ..., d*{B). By treating these B 
differences as a sample, a bootstrap standard-error estimate (BSE), d^，of d can be 
Comparing Relative Predictive Power 8 
obtained by calculating their standard deviation: 
H 
where d* {•)=工 d*�b)l B which is the mean of the B bootstrap d*{bys. d^ is 
empirically derived from the sample, so it does not depend on any underlying 
assumptions of the distribution of parameter. 
Step 3. Construct the Bootstrap Standard Interval for 5 using a,^ 
After obtaining the sample difference of R^s, d, and the bootstrap standard-error 
estimate, d„ , in step 2, the 100(l-oc)% bootstrap standard confidence interval (BCI) 
for S = pI - p] can be constructed by 
I I 
_ I 2) V 2) 
/ Ct� 
where z . (夏� i s the 100 1——th percentile point of the standard normal 
I'-iJ V V 
distribution. Practically speaking, BCI is an interval which has an expected 
probability of (l-ot) to cover the true population value of S. It is worthwhile to note 
that despite the nonparametric nature of the estimate , the determination of the 
percentile point z. ^ x still relies on normal approximation in the construction of 
BCI. 
Step 4. Construct the Bootstrap Percentile Interval for 5 
The B bootstrap differences d*(2), ..., d*{B) obtained in step 2 are ranked 
in ascending order. Let </[l]’ d*[2], ..., d*[B] represent the ordered bootstrap 
estimates. If the number of bootstrap replication is B, then the 100(l-a)% bootstrap 
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percentile interval (BP) for S is 
/ ^ \ / ^ \ 
where I = B — and u = B 1 —— are the lower and upper end points of the 
v2y V 27 
interval respectively. The values of I and u are rounded off to / 'and u ‘ conservatively 
if they are not integers, that is, / ' < / and u’> u. 
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CHAPTER THREE: A SIMULATION STUDY 
This study first examined the samples followed a multivariate normal 
distribution. This is a fundamental assumption in asymptotic theory which is 
unrealistic at the same time (e.g. Micceri, 1989). Therefore, bootstrapping was also 
applied in nonnormal samples to demonstrate the behavior of the test when this 
multivariate normal assumption was violated. A statistical package R 2.4.1 {R 
Development Core Team, 2004), which can be freely downloaded from the Internet, 
was used to perform the Monte Carlo simulations in order to assess the performance 
of the proposed bootstrap procedure under different model conditions. 
Model specification 
In this study, a multiple linear regression model of Fon X = {Xi, X2, ..., and 
oil Z = (Z/, Z_7, ..., Za)' was of interest. Particularly, a correlation model was used 
because it is more common and reasonable to use random predictors than fixed 
predictors in social sciences research (Stevens, 2002; p. 117). The relationship of all 
the variables follows a joint distribution with the following covariance matrix: 
^YY 
(J ^ y XX ’ 
^ZX 
where ayy is the variance of Y, I^ ^^ v is the j x j covariance matrix of X ， i s 
the kxk covariance matrix of Z, I^x is the k x j covariance matrix of X and Z, 
CT灯 is the / X 1 vector of covariances between X and Y, and a^y is the k x 1 vector 
of covariances between Z and Y. 
Several assumptions were made in order to generate the simulated data. First of 
all, without loss of generality, the means and variances of all the variables were fixed 
at 0 and 1.0 respectively. Secondly, the covariances of all the cross-set predictors are 
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to be equal. That is, S^a- = 口二 A , where AisakxJ integral matrix with a{i, j) = 1. 
Lastly, common covariances were assumed between each of the within-set predictors 
and the criterion variable so that o•灯=^^xv and g^y = ^^zy , where 1 is ay x 1 unit 
vector for predictor X and a x 1 unit vector for Z. The population squared multiple 
correlation coefficients and the population covariance matrix are related to each 
other in this formula: 
‘ y - \ 
八2 _ ^ XY^xx" XY 
P.X — 
To further simplify the regression model, only j 二 k = 2 were considered. In other 
words, both X and Z consisted of two predictors�X“ X： and Z/，Z2 respectively). 
Thus, after a series of manipulations, it can be shown that 
〜 二 ] 〜 2 ) . 
A detailed manipulation of the matrix algebra to obtain the above relationship 
was shown in Appendix 1. The relationship also holds true for Z. 
To begin with the simulations, different configurations of population covariance 
matrices were specified. There were 4 model parameters in the study, namely sample 
size, population squared multiple correlations, correlations among within-set 
predictors, and distribution of data. 
Sample size, N. Generally speaking, the precision of the standard-error estimate 
and the width of the confidence intervals are influenced by the sample sizes. The 
sample sizes of 50 and 100 were evaluated under each model condition. They were 
used to demonstrate the small-sample behavior of the test. Moreover, these are the 
typical sample size levels encountered by social researchers in regression analysis 
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with two predictors. Bootstrap standard-error estimate was expected to be robust 
even in small sample size. 
Population squared multiple correlations, p\ and p\. Cohen (1992) used a 
measure / to evaluate the effect size in multiple regression. It is defined as 
,2 — 尺 2 
Cohen further suggested using .02, .15 and .35 as the conventional values for small, 
medium and large effect sizes. Translating them back into R^, these values 
correspond to .02, .13 and .26 respectively. In view of it, in the simulation study, 
both pI and p] varied from .1 to .5 at .2 intervals. This covered a wide range of 
typical values of the parameters in real life situations as well. Moreover, without loss 
of generality, p] > p] was constrained. Since many researchers commented that the 
asymptotic variance estimation proposed by Olkin and Finn (1995) does not work 
well when = 0 (Algina & Keselman, 1999), the cases when the correlations 
equal to 0 were also included for reference. As a result, there were 10 different 
combinations of p\ and p\ in the study. 
Correlations among within-set predictors, p��: and p , . In social sciences 
researches, it can hardly be found that two predictors are independent of each other 
(Azen & Budescu，2003). Thus in this study, the values of correlations among 
within-set predictors were taken to be .1, .3 and .5 which corresponded to low, 
medium and high correlations in Cohen's book (1988). To prevent the problem of 
multicollinearity, correlations larger than .5 among the predictors were not 
considered. In addition, /？、、、.： = p:�:, was constrained as this was not the primary 
focus of the study. To ensure that the population covariance matrix would be positive 
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definite, the predictors in X was further assumed to have a low correlation with those 
in Z. That is, cr., = .1. This assumption is appropriate and realistic in daily life 
situation. A summary of the values of 斗 。 ， , p], p], d, a^y and <7:), is 
presented in Table 1. 
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Table 1 
Population Values of p] and p] 
二 P-A P\ p\ ^ ".V), � 
, 0 0 0 0 0 
0.1 0 0.1 0.235 0 
0.3 0 0.3 0.406 0 
0.5 0 0.5 0.524 0 
0 1 0.1 0.1 0 0.235 0.235 
0.3 0.1 0.2 0.406 0.235 
0.5 0.1 0.4 0.524 0.235 
0.3 0.3 0 0.406 0.406 
0.5 0.3 0.2 0.524 0.406 
0.5 0.5 0 0.524 0.524 
0 0 0 0 0 
0.1 0 0.1 0.255 0 
0.3 0 0.3 0.442 0 
0.5 0 0.5 0.570 0 
0.1 0.1 0 0.255 0.255 
0.3 
0.3 0.1 0.2 0.442 0.255 
0.5 0.1 0.4 0.570 0.255 
0.3 0.3 0 0.442 0.442 
0.5 0.3 0.2 0.570 0.442 
0.5 0.5 0 0.570 0.570 
0 0 0 0 0 
0.1 0 0.1 0.273 0 
0.3 0 0.3 0.474 0 
0.5 0 0.5 0.612 0 
0.1 0.1 0 0.273 0.273 
0.5 
0.3 0.1 0.2 0.474 0.273 
0.5 0.1 0.4 0.612 0.273 
0.3 0.3 0 0.474 0.474 
0.5 0.3 0.2 0.612 0.474 
0.5 0.5 0 0.612 0.612 
Note. (5 is the difference between p] and p]. o"、)，and cr,^ , are 
the corresponding common covariance terms as determined by 
Equation given p] and pi. 
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Distribution of data. In the first part of this study, the data was assumed to follow 
a multivariate normal distribution which is mainly for a comparison purpose. 
Multivariate normal samples were readily obtained using the built-in function 
mvrnorm in the MASS package. The inputs needed were a vector of means (0 in this 
case) and a positive definite population covariance matrix (as specified by E). 
R 2.4.1 would then automatically generate the samples according to the required 
sample size. To evaluate the performance of the proposed bootstrap procedure under 
nonnormality, a chi-square distribution was chosen to be the example to illustrate 
this in the second part. The square root of the population covariance matrix L was 
obtained using singular value decomposition. 5 times the specified sample size (N) 
of random numbers following a chi-squared distribution with one degree of freedom 
were generated independently and identically which were subsequently arranged in 
an /V X 5 matrix. This chi-squared distribution has a mean of 1 and a standard 
deviation of . This matrix was standardized by subtracting the mean from every 
component and then dividing each of them by the standard deviation I 
Afterwards, it was multiplied by the square root of the population covariance matrix 
L which was obtained using singular value decomposition. The resultant matrix was 
the sample in this case. For technical details, please refer to Appendix 2. After this 
rescaling, it should be noted that the variables would no longer follow the original 
distribution. 
Procedure 
The simulation study was performance by a self-developed program using a 
statistical package R 2.4.1 {R Development Core Team, 2004). The full program 
code is attached in Appendix 3 for reference. With all the above model specifications, 
they combined factorially to be 120 different simulation conditions. For each 
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condition, random samples of size N were generated forX/, X2, Z/, Z?, Y according to 
the specific distribution. R] , R] and d were calculated based on the given samples. 
As described in previous section, the bootstrap standard-error estimate (t；^  , the 95% 
bootstrap standard interval (BCI) and the 95% bootstrap percentile interval (BP) 
were constructed. The number of bootstrap replications was fixed at 5 = 2,000. This 
large number was due to the need of an accurate computation for the bootstrap 
percentile (Efron & Tibshirani, 1993). There were 1,000 Monte Carlo replications for 
each condition. All these bootstrap procedures could be conducted easily by another 
built-in package boot in R 2.4.1. 
The accuracy of sample difference in squared multiple correlation coefficient 
estimate was evaluated by the bias whereas that of bootstrap standard-error estimate 
was assessed by the percentage bias. It is because the percentage bias is 
undetermined whenever p] = p]. Mathematically, the bias and percentage bias are 
represented as: 
B{d) = d-8 
D 卜 \ J e - e s d Bo, (<T,,)= ， 
/•A / " esd 
where d, d, SE and ESD are the mean of the empirical difference in squared 
multiple coefficients, the population difference in squared multiple coefficients, the 
mean standard-error estimate of a,^  and the empirical standard deviation of d 
across the 1,000 Monte Carlo replications respectively. Both the bias and the 
percentage bias should be small if the estimator is good. Conventionally, < .10 
is considered as a criterion for a reliable standard-error estimator (Hoogland & 
Boomsma, 1998). However, there is no rule-of-thumb to evaluate bias because it is 
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relative to the parameter value. It should be interpreted with caution and with respect 
to the true value. 
To evaluate the performance of the bootstrap intervals, three indicator functions 
were constructed. The first function // was the result of the 95% bootstrap standard 
confidence interval. It was assigned a value of 1 only if the interval could include the 
true difference. The second indicator function h took a value of 1 if the true 
population difference fell between the 2 . a n d 97.5"^ bootstrap percentiles. It was 
used to evaluate whether the true difference fell within the boundary with a 
probability .95. These indicator functions were then converted into the empirical 
coverage probabilities by taking the mean values of // and I2 respectively. Ideally, the 
coverage probability should be close to the 95% nominal value. The last indicator 
function I3 was an asymptotic test proposed by Steiger (1980). It is used to compare 
the equality of two correlation coefficients measured on the same individuals. If a 
significant result at 5% significance level was obtained (i.e. |Z*| > 1.96)，the function 
was input as 1 or else 0. Derivation of the test statistic is displayed in Appendix 4. 
Unfortunately, this test applies Fisher's transformation which cannot be readily 
converted into a confidence interval for ^ (Olkin & Finn, 1995). Thus, most of the 
coverage probabilities could not be estimated and used for direct comparison with 
the other two intervals. Nevertheless, it was claimed that this technique 'could be 
used with confidence on sample sizes as small as 20' (Steiger, 1980，p. 250). It was 
therefore included as a measure for comparing those cases with 3 = 0 since the 
indicator function was indeed recording the Type I error rate. It can be transformed 
into the coverage probability by subtracting the mean value of I3 across 1000 
replications from 1. Mathematically, the indicator functions can be represented like 
this: 
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fl d-XMo, <8<d + \.96a„ 
/i =<{ if 
[0 otherwise 
, f l d*[25]<d<d*[915] 
,2 11 
- [0 otherwise 
, f l . . r >1.96 
/ j = <1 if 
• [0 otherwise 
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CHAPTER FOUR: RESULTS 
The full simulation results for the two types of data were tabulated in Tables 2 to 
9, including bias of R^ - R] , percentage bias of g^ , coverage probabilities of 
bootstrap percentile interval and bootstrap standard interval, together with the 
Steiger's test results. Major findings were summarized and reported below. 
Accuracy of R] - R] and a^ 
The results for the bias of R] - R] and the percentage bias of a,^  are 
summarized from Tables 2 to 5. Generally speaking, the performance of R] - R] 
was fairly accurate for both normal and nonnormal data across most situations. Most 
of the absolute biases fell within an interval of .05 of the population values. The 
biases ranged from -.065 to .007. In addition, out of 120 simulation cases, only 27 
showed positive bias. It implied that the sample estimate R] - Rl indeed was 
usually smaller than the actual difference in squared multiple correlation coefficients 
pI - p i . Nevertheless, the deviation was negligible in practical sense. 
Normal data. In regard of the performance of a^，it behaved satisfactorily for 
normal data, except when p] = p] = 0. In these cases, substantial positive 
percentage biases were detected. They varied from 52.4% to 61.5% across all the 
configurations. Apart from this, when p] = . 1 and p�=0, the biases were slightly 
over the cutoff of 10% for TV = 50 (from 11.4% to 13.2%). Ignoring these two 
combinations of squared multiple correlation coefficients, the remaining percentage 
bias of ranged from -4.79% to 6.72% when N=5Q and from -8.59% to 6.85% 
when /V= 100. 
Nonnormal data, adid not perform well in both sample sizes. As expected, 
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whenever p] = p] = 0, the percentage biases were large and positive (ranging from 
36.3% to 61.5%). Moreover, 17 out of 27 model configurations were found to have a 
percentage bias between -10% to -20% when N - 50. The number of cases reduced 
to 10 out of 27 when the sample size increased to 100. Beside the 6 configurations 
with p] = p] = 0, 47 out of the remaining 54 cases indicated negative percentage 
bias. This showed , in general, underestimated the standard deviation of 
difference in squared multiple correlation coefficients. 
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Table 10 
Bias of R � - R ] and Percentage Bias of a^ using Normal Data (sample size = 50) 
P-��=P:\� P] p] 6 d B(d) 涵 ESP 及 , � ( � ) 
0 0 0 -0.001 -0.001 0.083 0.054 0.525 
0.1 0 0.1 0.091 -0.009 0.102 0.090 0.124 
0.3 0 0.3 0.277 -0.023 0.116 0.113 0.032 
0.5 0 0.5 0.471 -0.029 0.109 0.103 0.063 
0 1 0.1 0.1 0 0.002 0.002 0.112 0.107 0.047 
‘ 0.3 0.1 0.2 0.184 -0.016 0.126 0.126 -0.001 
0.5 0.1 0.4 0.375 -0.025 0.122 0.121 0.002 
0.3 0.3 0 0.003 0.003 0.139 0.146 -0.046 
0.5 0.3 0.2 0.190 -0.010 0.136 0.137 -0.003 
0.5 0.5 0 0.003 0.003 0.131 0.137 -0.042 
0 0 0 -0.001 -0.001 0.083 0.054 0.524 
0.1 0 0.1 0.095 -0.005 0.102 0.091 0.114 
0.3 0 0.3 0.279 -0.021 0.115 0.108 0.067 
0.5 0 0.5 0.468 -0.032 0.110 0.106 0.046 
^ 0.1 0.1 0 0.000 0.000 0.113 0.108 0.044 
0.3 
0.3 0.1 0.2 0.185 -0.015 0.127 0.127 -0.002 
0.5 0.1 0.4 0.375 -0.025 0.123 0.123 0.000 
0.3 0.3 0 -0.001 -0.001 0.141 0.143 -0.012 
0.5 0.3 0.2 0.189 -0.011 0.138 0.145 -0.047 
0.5 0.5 0 -0.001 -0.001 0.132 0.131 0.004 
0 0 0 0.001 0.001 0.083 0.053 0.556 
0.1 0 0.1 0.096 -0.004 0.102 0.090 0.132 
0.3 0 0.3 0.285 -0.015 0.115 0.113 0.017 
0.5 0 0.5 0.470 -0.030 0.109 0.105 0.038 
0.1 0.1 0 0.003 0.003 0.114 0.113 0.013 
“ 0.3 0.1 0.2 0.189 -0.011 0.128 0.132 -0.027 
0.5 0.1 0.4 0.376 -0.024 0.124 0.125 -0.006 
0.3 0.3 0 0.001 0.001 0.142 0.143 -0.006 
0.5 0.3 0.2 0.189 -0.011 0.139 0.146 -0.048 
0.5 0.5 0 0.001 0.001 0.132 0.131 0.014 
Note, d , d, SE and ESD are the mean of the empirical difference in squared multiple 
coefficients, the population difference in squared multiple coefficients, the mean 
standard-error estimate of and the empirical standard deviation of d across the 
1,000 Monte Carlo replications respectively. B[d) and 召。,。(存忍)are the bias of 
difference in squared multiple coefficients and percentage bias of bootstrap 
standard-error estimate respectively. The figures are printed in bold if B�,�{a,^ )| > .10. 
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Table 10 
Bias of R^ - R^ and Percentage Bias of a^ using Normal Data (sample size = 
100) 
pI P] ^ d B(d) 亟 ESP 
0 0 0 0.001 0.001 0.044 0.028 0.578 
0.1 0 0.1 0.093 -0.007 0.065 0.061 0.064 
0.3 0 0.3 0.289 -0.011 0.079 0.079 0.005 
0.5 0 0.5 0.483 -0.017 0.075 0.074 0.010 
, 0.1 0.1 0 0.000 0.000 0.077 0.076 0.008 
0.1 
0.3 0.1 0.2 0.194 -0.006 0.090 0.090 -0.006 
0.5 0.1 0.4 0.389 -0.011 0.087 0.086 0.007 
0.3 0.3 0 0.000 0.000 0.102 0.106 -0.038 
0.5 0.3 0.2 0.195 -0.005 0.099 0.109 -0.085 
0.5 0.5 0 0.000 0.000 0.095 0.099 -0.035 
0 0 0 -0.001 -0.001 0.045 0.028 0.603 
0.1 0 0.1 0.097 -0.003 0.066 0.061 0.068 
0.3 0 0.3 0.289 -0.011 0.079 0.079 0.006 
0.5 0 0.5 0.484 -0.016 0.074 0.073 0.014 
0.1 0.1 0 -0.001 -0.001 0.078 0.082 -0.052 
0.3 
0.3 0.1 0.2 0.194 -0.006 0.091 0.092 -0.012 
0.5 0.1 0.4 0.389 -0.011 0.088 0.088 0.001 
0.3 0.3 0 -0.001 -0.001 0.103 0.112 -0.086 
0.5 0.3 0.2 0.196 -0.004 0.101 0.103 -0.015 
• 0.5 0.5 0 -0.001 -0.001 0.096 0.102 -0.064 
0 0 0 0.000 0.000 0.045 0.028 0.615 
0.1 0 0.1 0.096 -0.004 0.066 0.063 0.035 
0.3 0 0.3 0.290 -0.010 0.080 0.080 -0.005 
0.5 0 0.5 0.482 -0.018 0.075 0.074 0.014 
0.1 0.1 0 -0.001 -0.001 0.079 0.079 -0.005 
“ 0.3 0.1 0.2 0.190 -0.010 0.091 0.091 0.000 
0.5 0.1 0.4 0.389 -0.011 0.089 0.089 -0.008 
0.3 0.3 0 0.002 0.002 0.104 0.113 -0.086 
0.5 0.3 0.2 0.196 -0.004 0.102 0.103 -0.016 
0.5 0.5 0 0.001 0.001 0.096 0.102 -0.064 
Note, d, (5, SE and BSD are the mean of the empirical difference in squared multiple 
coefficients, the population difference in squared multiple coefficients, the mean 
standard-error estimate of d^ and the empirical standard deviation of d across the 
1,000 Monte Carlo replications respectively. B[d) and By�{丑^)are the bias of 
difference in squared multiple coefficients and percentage bias of bootstrap 
standard-error estimate respectively. The figures are printed in bold if B�,�{a,^ )| > .10. 
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Table 10 
Bias of R; - R] and Percentage Bias of a,^  using Nonnormal Data (sample size = 
50) 
- p] pi s d B(d) 瓦 ESP B�z�(a丨 
0 0 0 -0.001 -0.001 0.076 0.056 0.363 
0.1 0 0.1 0.085 -0.015 0.166 0.172 -0.035 
0.3 0 0.3 0.258 -0.042 0.180 0.218 -0.173 
0.5 0 0.5 0.435 -0.065 0.179 0.216 -0.169 
0.1 0.1 0 0.007 0.007 0.112 0.108 0.039 
0.1 
0.3 0.1 0.2 0.176 -0.024 0.150 0.176 -0.147 
0.5 0.1 0.4 0.340 -0.060 0.161 0.189 -0.145 
0.3 0.3 0 0.005 0.005 0.122 0.136 -0.106 
0.5 0.3 0.2 0.165 -0.035 0.131 0.145 -0.100 
0.5 0.5 0 0.003 0.003 0.123 0.136 -0.098 
0 0 0 0.006 0.006 0.077 0.055 0.412 
0.1 0 0.1 0.099 -0.001 0.156 0.160 -0.023 
0.3 0 0.3 0.268 -0.032 0.177 0.212 -0.165 
0.5 0 0.5 0.438 -0.062 0.176 0.212 -0.171 
0.1 0.1 0 -0.005 -0.005 0.110 0.105 0.043 
0.3 
0.3 0.1 0.2 0.177 -0.023 0.144 0.167 -0.136 
0.5 0.1 0.4 0.341 -0.059 0.158 0.185 -0.145 
0.3 0.3 0 -0.004 -0.004 0.121 0.135 -0.102 
0.5 0.3 0.2 0.167 -0.033 0.132 0.152 -0.130 
0.5 0.5 0 -0.008 -0.008 0.121 0.137 -0.116 
0 0 0 0.006 0.006 0.077 0.055 0.412 
0.1 0 0.1 0.105 0.005 0.147 0.151 -0.025 
0.3 0 0.3 0.273 -0.027 0.173 0.204 -0.155 
0.5 0 0.5 0.441 -0.059 0.174 0.211 -0.175 
0.1 0.1 0 0.000 0.000 0.111 0.111 -0.005 
0.5 
0.3 0.1 0.2 0.175 -0.025 0.142 0.166 -0.147 
0.5 0.1 0.4 0.341 -0.059 0.155 0.182 -0.145 
0.3 0.3 0 -0.007 -0.007 0.122 0.135 -0.096 
0.5 0.3 0.2 0.165 -0.035 0.130 0.145 -0.098 
0.5 0.5 0 -0.008 -0.008 0.121 0.137 -0.117 
Note, d, d, SE and BSD are the mean of the empirical difference in squared multiple 
coefficients, the population difference in squared multiple coefficients, the mean 
standard-error estimate of a,, and the empirical standard deviation of d across the 
1,000 Monte Carlo replications respectively. B{d) and are the bias of 
difference in squared multiple coefficients and percentage bias of bootstrap standard-error estimate respectively. The figures are printed in bold if B�,�{a,^ )| > .10. 
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Table 10 
Bias of R) - R] and Percentage Bias of ausing Nonnormal Data (sample size = 
100) 
= P-.r-^ P\ p] ^ d B(d) ESP 仗 , � ( � ) 
0 0 0 -0.002 -0.002 0.043 0.029 0.509 
0.1 0 0.1 0.089 -0.011 0.117 0.123 -0.052 
0.3 0 0.3 0.273 -0.027 0.141 0.166 -0.151 
0.5 0 0.5 0.456 -0.044 0.141 0.163 -0.131 
0 1 0.1 0.1 0 0.000 0.000 0.076 0.073 0.042 
0.3 0.1 0.2 0.184 -0.016 0.115 0.133 -0.136 
0.5 0.1 0.4 0.364 -0.036 0.125 0.144 -0.129 
0.3 0.3 0 0.001 0.001 0.091 0.100 -0.085 
0.5 0.3 0.2 0.184 -0.016 0.099 0.109 -0.097 
0.5 0.5 0 0.005 0.005 0.091 0.097 -0.059 
0 0 0 0.001 0.001 0.045 0.030 0.494 
0.1 0 0.1 0.093 -0.007 0.111 0.116 -0.043 
0.3 0 0.3 0.274 -0.026 0.139 0.164 -0.154 
0.5 0 0.5 0.458 -0.042 0.140 0.164 -0.149 
A � 0.1 0.1 0 0.000 0.000 0.075 0.073 0.026 
0.3 
0.3 0.1 0.2 0.185 -0.015 0.110 0.129 -0.146 
0.5 0.1 0.4 0.364 -0.036 0.122 0.140 -0.125 
0.3 0.3 0 0.001 0.001 0.091 0.099 -0.077 
0.5 0.3 0.2 0.184 -0.016 0.099 0.111 -0.109 
0.5 0.5 0 0.001 0.001 0.090 0.098 -0.077 
0 0 0 0.000 0.000 0.045 0.028 0.615 
0.1 0 0.1 0.096 -0.004 0.066 0.063 0.035 
0.3 0 0.3 0.273 -0.027 0.137 0.160 -0.139 
0.5 0 0.5 0.482 -0.018 0.075 0.074 0.014 
0.1 0.1 0 -0.001 -0.001 0.079 0.079 -0.005 
0.5 
0.3 0.1 0.2 0.190 -0.010 0.091 0.091 0.000 
0.5 0.1 0.4 0.389 -0.011 0.089 0.089 -0.008 
0.3 0.3 0 0.002 0.002 0.104 0.113 -0.086 
0.5 0.3 0.2 0.196 -0.004 0.102 0.103 -0.016 
0.5 0.5 0 0.001 0.001 0.091 0.098 -0.079 
Note, d , (5, SE and ESD are the mean of the empirical difference in squared multiple 
coeff ic ients , the population difference in squared multiple coefficients, the mean 
s tandard-error est imate of g,^ and the empirical standard deviation of d across the 
1,000 Monte Carlo replications respectively. B{d) and 5 % ( � b ) are the bias of 
d i f fe rence in squared multiple coefficients and percentage bias of bootstrap 
s tandard-error est imate respectively. The figures are printed in bold if B�,�{a,^ )| > .10. 
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Accuracy of Different Confidence Intervals 
The empirical coverage probabilities of the 95% bootstrap percentile interval and 
bootstrap standard interval were obtained based on 1000 replications. We adopted a 
lenient criterion of [1 - 1.5a, 1 — 0.5a] in evaluating the performance of the 
100(l-a)% interval (Bradley, 1978). For present study of 95% confidence intervals, 
we considered the empirical coverage probabilities falling within [.925, .975] as 
acceptable. For the Steiger's test results, only those cases with 3 = 0 were recorded. 
The results are tabulated in Tables 6 to 9. 
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Table 9 
Coverage Probabilities for Nonnormal Data (sample size = 100) 
= P:�:, pI pi 5 95% BP 95%BCI Steiger's test 
0 0 0 0.997 0.996 1 
0.1 0 0.1 0.969 0.968 -
0.3 0 0.3 0.957 0.950 -
0.5 0 0.5 0.941 0.950 -
Q 1 0.1 0.1 0 0.970 0.963 1 
0.3 0.1 0.2 0.954 0.943 -
0.5 0.1 0.4 0.940 0.937 -
0.3 0.3 0 0.949 0.924 0.982 
0.5 0.3 0.2 0.946 0.932 -
0.5 0.5 0 0.949 0.935 0.968 
0 0 0 0.999 0.997 1 
0.1 0 0.1 0.978 0.974 -
0.3 0 0.3 0.960 0.946 -
0.5 0 0.5 0.948 0.957 -
Q 3 0.1 0.1 0 0.966 0.954 1 
0.3 0.1 0.2 0.955 0.942 -
0.5 0.1 0.4 0.942 0.941 -
0.3 0.3 0 0.951 0.933 0.989 
0.5 0.3 0.2 0.947 0.925 -
0.5 0.5 0 0.948 0.941 0.973 
0 0 0 0.998 0.996 1 
0.1 0 0.1 0.978 0.975 -
0.3 0 0.3 0.944 0.934 -
0.5 0 0.5 0.933 0.947 -
Q 5 0.1 0.1 0 0.971 0.957 0.997 
0.3 0.1 0.2 0.948 0.924 -
0.5 0.1 0.4 0.944 0.944 -
0.3 0.3 0 0.951 0.935 0.990 
0.5 0.3 0.2 0.948 0.926 -
0.5 0.5 0 0.954 0.944 0.976 
Note. BP is the bootstrap percentile interval. BCI is the bootstrap standard interval. The 
cells show the mean values of the indicator function which is the coverage probabilities. 
The expected coverage probability for the 95% interval is [.925, .975]. For the Steiger's 
test, only the results when p\ = p\ are shown as the others are not coverage 
probab i l i t i e s . Coverage probabilities falling outside the acceptable range are printed in 
bold face. 
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Table 9 
Coverage Probabilities for Nonnormal Data (sample size = 100) 
P.v,v, = p] p] 5 95% BP 95%BCI Steiger's test 
0 0 0 0.999 0.999 1 
0.1 0 0.1 0.955 0.948 -
0.3 0 0.3 0.949 0.943 -
0.5 0 0.5 0.942 0.949 -
Q 1 0.1 0.1 0 0.952 0.949 1 
0.3 0.1 0.2 0.949 0.941 -
0.5 0.1 0.4 0.953 0.940 -
0.3 0.3 0 0.944 0.926 0.978 
0.5 0.3 0.2 0.921 0.915 -
0.5 0.5 0 0.932 0.923 0.955 
0 0 0 0.999 0.999 1 
0.1 0 0.1 0.958 0.946 -
0.3 0 0.3 0.944 0.937 -
0.5 0 0.5 0.946 0.954 -
Q3 0.1 0.1 0 0.950 0.942 0.996 
0.3 0.1 0.2 0.951 0.939 -
0.5 0.1 0.4 0.949 0.942 -
0.3 0.3 0 0.925 0.911 0.971 
0.5 0.3 0.2 0.948 0.949 -
0.5 0.5 0 0.923 0.917 0.946 
0 0 0 0.997 0.998 1 
0.1 0 0.1 0.951 0.943 -
0.3 0 0.3 0.942 0.933 -
0.5 0 0.5 0.929 0.942 -
Q5 0.1 0.1 0 0.953 0.946 0.994 
0.3 0.1 0.2 0.955 0.947 -
0.5 0.1 0.4 0.948 0.940 -
0.3 0.3 0 0.928 0.918 0.974 
0.5 0.3 0.2 0.947 0.947 -
0.5 0.5 0 0.927 0.913 0.950 
Note. BP is the bootstrap percentile interval. BCI is the bootstrap standard interval. The 
cells show the mean values of the indicator function which is the coverage probabilities. 
The expected coverage probability for the 95% interval is [.925, .975]. For the Steiger's 
test, only the results when p] = pi are shown as the others are not coverage 
probab i l i t i e s . Coverage probabilities falling outside the acceptable range are printed in 
bold face. 
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Table 11 
Coverage Probabilities for Nonnormal Data (sample size = 200) 
= P:�:i p] p] 6 95% BP 95%BCI Steiger's test 
0 0 0 0.995 0.994 0.999 
0.1 0 0.1 0.979 0.941 -
0.3 0 0.3 0.915 0.829 -
0.5 0 0.5 0.897 0.847 -
Q 1 0.1 0.1 0 0.982 0.964 0.991 
0.3 0.1 0.2 0.945 0.876 -
0.5 0.1 0.4 0.907 0.866 -
0.3 0.3 0 0.955 0.927 0.977 
0.5 0.3 0.2 0.920 0.904 -
0.5 0.5 0 0.933 0.923 0.955 
0 0 0 0.999 1.000 1 
0.1 0 0.1 0.973 0.945 -
0.3 0 0.3 0.921 0.829 -
0.5 0 0.5 0.901 0.845 -
Q 3 0.1 0.1 0 0.976 0.958 0.992 
0.3 0.1 0.2 0.948 0.881 -
0.5 0.1 0.4 0.909 0.868 -
0.3 0.3 0 0.953 0.934 0.975 
0.5 0.3 0.2 0.936 0.914 -
0.5 0.5 0 0.937 0.932 0.955 
0 0 0 0.999 1.000 1 
0.1 0 0.1 0.974 0.942 -
0.3 0 0.3 0.918 0.843 -
0.5 0 0.5 0.900 0.846 -
Q5 0.1 0.1 0 0.985 0.965 0.989 
0.3 0.1 0.2 0.941 0.881 -
0.5 0.1 0.4 0.913 0.873 -
0.3 0.3 0 0.952 0.939 0.978 
0.5 0.3 0.2 0.927 0.907 -
0.5 0.5 0 0.937 0.932 0.954 
Note. BP is the bootstrap percentile interval. BCI is the bootstrap standard interval. The 
cells show the mean values of the indicator function which is the coverage probabilities. 
The expected coverage probability for the 95% interval is [.925, .975]. For the Steiger's 
test, only the results when p\ = p\ are shown as the others are not coverage 
probab i l i t i e s . Coverage probabilities falling outside the acceptable range are printed in 
bold face. 
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Table 9 
Coverage Probabilities for Nonnormal Data (sample size = 100) 
广.v,.v2 = p] p] 5 95% BP 95%BCI Steiger's test 
0 0 0 0.996 0.998 1 
0.1 0 0.1 0.963 0.941 -
0.3 0 0.3 0.926 0.853 -
0.5 0 0.5 0.918 0.871 -
Q 1 0.1 0.1 0 0.977 0.963 0.999 
0.3 0.1 0.2 0.933 0.881 -
0.5 0.1 0.4 0.922 0.892 -
0.3 0.3 0 0.950 0.926 0.982 
0.5 0.3 0.2 0.920 0.908 -
0.5 0.5 0 0.940 0.933 0.963 
0 0 0 0.998 0.999 1 
0.1 0 0.1 0.960 0.935 -
0.3 0 0.3 0.925 0.839 -
0.5 0 0.5 0.911 0.870 -
Q3 0.1 0.1 0 0.978 0.965 0.991 
0.3 0.1 0.2 0.941 0.869 -
0.5 0.1 0.4 0.923 0.894 -
0.3 0.3 0 0.949 0.940 0.982 
0.5 0.3 0.2 0.939 0.916 -
0.5 0.5 0 0.945 0.942 0.959 
0 0 0 0.997 0.998 1 
0.1 0 0.1 0.951 0.943 -
0.3 0 0.3 0.915 0.850 -
0.5 0 0.5 0.929 0.942 -
Q5 0.1 0.1 0 0.953 0.946 0.994 
0.3 0.1 0.2 0.955 0.947 -
0.5 0.1 0.4 0.948 0.940 -
0.3 0.3 0 0.928 0.918 0.974 
0.5 0.3 0.2 0.947 0.947 -
0.5 0.5 0 0.942 0.939 0.962 
Note. BP is the bootstrap percentile interval. BCI is the bootstrap standard interval. The 
cells show the mean values of the indicator function which is the coverage probabilities. 
The expected coverage probability for the 95% interval is [.925； .975]. For the Steiger's 
test, only the results when pi = pi are shown as the others are not coverage 
probab i l i t i e s . Coverage probabilities falling outside the acceptable range are printed in 
bold face. 
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Normal data. Basically, both the 95% confidence interval constructed by 
bootstrap percentiles and that by bootstrap standard error behaved well even the 
sample sizes were as small as 50, except for the cases when = pi = Q where 
there were consistent over-acceptance of the null hypothesis. Apart from the 3 
configurations with p] = p] = 0, only 2 out of 27 remaining cases fell outside the 
range of .925 to .975 for both intervals when sample size was 50. When the sample 
size increased to 100, the 95% bootstrap percentile interval had 2 cases whereas the 
95% bootstrap confidence interval had 6 cases falling outside the acceptance region. 
Of the 24 cases of equal p^ in the normal data, Steiger's test showed 7 cases which 
had an empirical Type I error rate between ,025 and .075. Over-coverage was 
observed in all the others cases. Therefore, Steiger's test are liable to underestimate 
the Type I error rates if they are used to test the equality of two squared multiple 
correlation coefficients, even when the data is in multivariate normal distribution. 
Nonnonnal data. The bootstrap procedure did not perform well across both 
sample sizes. For example, identical to the normal data, both intervals showed 
over-acceptance when p\ = p\ = 0. Within the remaining 27 cases, 14 and 16 
failures occurred for the 95% bootstrap percentile interval and 95% bootstrap 
standard interval respectively when N = 50. When the sample size increased to 100, 
the number of outranged cases reduced to 8 and 12 for the same cases of the two 
intervals. For Steiger's test, 8 out of 24 cases had an acceptable empirical Type I 
error rate from .025 to .075. Again, the test showed over-acceptance to the null 
hypothesis in all other 16 configurations. Since there was a considerable number of 
cases whose empirical coverage probabilities failed to fall into the acceptance region 
even when N = 100, a post hoc simulation using jV= 200 was conducted to 
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determine if sample size could affect the performance of the bootstrap intervals. The 
results are shown in Tables 10 and 11. Apart for the 3 cases of p] = pi =0 which 
were constantly being over-accepted, it was observed that the 95% bootstrap 
percentile interval improved with only 4 failures. However, the bootstrap standard 
interval did not perform better, with 18 configurations failing to attain the minimum 
of the acceptance value. From these results, it can be concluded that the bootstrap 
percentile interval outperformed the bootstrap standard interval, with this trend 
becoming increasingly obvious with larger sample size. 
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Table 10 
Bias of R:. — R] and Percentage Bias of ausing Nonnormal Data (sample size = 
200) 
P.,., = P] p\ ^ d B(d) 瓦 ESP B�,�(a,!) 
0 0 0 0.000 0.000 0.022 0.014 0.588 
0.1 0 0.1 0.093 -0.007 0.086 0.092 -0.062 
0.3 0 0.3 0.285 -0.015 0.111 0.125 -0.105 
0.5 0 0.5 0.479 -0.021 0.109 0.119 -0.085 
„ 0.1 0.1 0 -0.002 -0.002 0.052 0.052 -0.001 
0.1 
0.3 0.1 0.2 0.192 -0.008 0.089 0.099 -0.101 
0.5 0.1 0.4 0.382 -0.018 0.095 0.105 -0.090 
0.3 0.3 0 0.000 0.000 0.068 0.074 -0.083 
0.5 0.3 0.2 0.195 -0.005 0.074 0.080 -0.073 
0.5 0.5 0 0.003 0.003 0.067 0.070 -0.043 
0 0 0 0.000 0.000 0.023 0.015 0.511 
0.1 0 0.1 0.097 -0.003 0.080 0.088 -0.085 
0.3 0 0.3 0.288 -0.012 0.110 0.123 -0.108 
0.5 0 0.5 0.480 -0.020 0.108 0.119 -0.089 
0 3 0.1 0.1 0 0.003 0.003 0.052 0.054 -0.041 
0.3 0.1 0.2 0.192 -0.008 0.085 0.094 -0.096 
0.5 0.1 0.4 0.382 -0.018 0.092 0.101 -0.084 
0.3 0.3 0 0.003 0.003 0.069 0.075 -0.083 
0.5 0.3 0.2 0.190 -0.010 0.074 0.078 -0.053 
0.5 0.5 0 0.003 0.003 0.067 0.071 -0.069 
0 0 0 0.000 0.000 0.023 0.015 0.511 
0.1 0 0.1 0.098 -0.002 0.075 0.082 -0.084 
0.3 0 0.3 0.287 -0.013 0.107 0.124 -0.139 
0.5 0 0.5 0.481 -0.019 0.108 0.119 -0.096 
0.1 0.1 0 -0.003 -0.003 0.052 0.052 0.001 
0.5 
0.3 0.1 0.2 0.191 -0.009 0.083 0.090 -0.084 
0.5 0.1 0.4 0.382 -0.018 0.090 0.098 -0.079 
0.3 0.3 0 0.003 0.003 0.069 0.075 -0.081 
0.5 0.3 0.2 0.195 -0.005 0.074 0.079 -0.068 
0.5 0.5 0 0.003 0.003 0.067 0.072 -0.070 
Note, d , d, SE and ESD are the mean of the empirical difference in squared multiple 
coefficients, the population difference in squared multiple coefficients, the mean 
standard-error estimate of and the empirical standard deviation of d across the 
1,000 Monte Carlo replications respectively. B{d) and By^a^) are the bias of 
difference in squared multiple coefficients and percentage bias of bootstrap 
standard-error estimate respectively. The figures are printed in bold if B� ,�{a,^ )| > .10. 
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Table 11 
Coverage Probabilities for Nonnormal Data (sample size = 200) 
= Pz.z, pI p] 6 95% BP 95%BCI Steiger's test 
0 0 0 0.996 0.997 1 
0.1 0 0.1 0.938 0.903 -
0.3 0 0.3 0.918 0.880 -
0.5 0 0.5 0.927 0.901 -
Q 1 0.1 0.1 0 0.970 0.965 0.996 
0.3 0.1 0.2 0.938 0.909 -
0.5 0.1 0.4 0.943 0.919 -
0.3 0.3 0 0.936 0.923 0.985 
0.5 0.3 0.2 0.921 0.919 -
0.5 0.5 0 0.935 0.933 0.958 
0 0 0 0.997 0.999 1 
0.1 0 0.1 0.932 0.874 -
0.3 0 0.3 0.930 0.881 -
0.5 0 0.5 0.923 0.897 -
Q 3 0.1 0.1 0 0.965 0.959 0.997 
0.3 0.1 0.2 0.933 0.904 -
0.5 0.1 0.4 0.939 0.922 -
0.3 0.3 0 0.937 0.933 0.983 
0.5 0.3 0.2 0.946 0.939 -
0.5 0.5 0 0.932 0.933 0.965 
0 0 0 0.997 0.999 1 
0.1 0 0.1 0.932 0.872 -
0.3 0 0.3 0.916 0.861 -
0.5 0 0.5 0.927 0.899 -
Q5 0.1 0.1 0 0.954 0.957 0.999 
0.3 0.1 0.2 0.936 0.906 -
0.5 0.1 0.4 0.944 0.923 -
0.3 0.3 0 0.940 0.935 0.983 
0.5 0.3 0.2 0.926 0.918 -
0.5 0.5 0 0.930 0.934 0.964 
Note. BP is the bootstrap percentile interval. BCI is the bootstrap standard interval. The 
cells show the mean values of the indicator function which is the coverage probabilities. 
The expected coverage probability for the 95% interval is [.925, .975]. For the Steiger's 
test, only the results when p] = pi are shown as the others are not coverage 
probab i l i t i e s . Coverage probabilities falling outside the acceptable range are printed in 
bold face. 
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CHAPTER FIVE: DISCUSSION 
For the estimation of (5, the proposed bootstrap procedure gave promising results 
across all situations, no matter in normal data or in nonnormal data. Even when the 
data were nonnormal and the sample size was only 50, the bias of d was within an 
interval of .05 of S for over 80% of model configurations in this simulation study. 
Actually, all of the cases in which p]本 p\ demonstrated a negative bias except 
when y9�,2 = Pz,z. = .5, p.J = • 1 , p\ = 0 and 50 in nonnormal sample . It is 
because it is widely known that sample is a biased estimator which tends to 
overestimate the population 卩丄(Tabachnick & Fidell, 2007). The amount of bias 
depends on R \ number of predictors and sample sizes. The number of predictors was 
fixed at 2 and the sample size was the same for calculating the two in this study; 
so only the size of R' would affect the bias in this study. In fact, the larger the R', the 
smaller the bias. As pi > pi for all configurations pi * p]，the bias of R] was 
smaller than that of R] , which resulted in the consistent negative bias of R] - R]. 
Consider the cases with p] = p], both positive and negative biases appeared. Thus, 
it can be concluded that the difference between squared multiple correlation 
coefficients in dependent populations is slightly underestimated when p] * p]； 
however, the bias is trivial in most of the cases. 
Concerning the bootstrap standard-error estimate, its performance was excellent 
in the cases of normal data. With nonnormal data, 66.7%, 43.3% and 14.3% of the 
total number of cases had percentage bias greater than 10% for sample sizes of 50, 
100 and 200 respectively. It provided evidence that a smaller bias would be obtained 
for increasing sample sizes. Two important observations were noted here. First, the 
estimates showed substantial positive percentage bias when p] = p] =0 under all 
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model specifications, ranging from 36.27% to 61.49%. This is consistent with 
Chan's (2008) study for independent R~s. This overestimation of standard error 
might contribute to the low Type I error rates in the 95% bootstrap standard interval 
while statistical inferences were subsequently made. Secondly, when the data were 
nonnormal and the condition of p] = pi =0 did not hold, the percentage biases 
were generally negative. In other words, there is a tendency to underestimate the 
standard error in violation of normal assumption in dependent population. Such 
pattern was not observed in independent population (Chan, 2008). 
When the population was multivariate normal, both the 95% bootstrap percentile 
interval and the 95% bootstrap standard interval were accurate and comparable in 
estimating the difference in squared population correlation coefficients. The 
coverage probabilities fell within the acceptance region under most circumstances, 
with the exception of p] = p] =0 which showed a consistent under-rejection of the 
null hypothesis. As mentioned above, one of the possible explanations for this was 
due to the overestimation of the bootstrap standard error. With a larger standard-error 
estimate, the confidence interval constructed would be widened and it increased the 
chance of bounding the population S. This observation was applicable to the 
nonnormal population as well. However, bootstrap percentile intervals that do not 
rely on bootstrap standard-error estimate also showed over-acceptance in these cases. 
It suggested there may exist other factors affecting the behavior of the bootstrap 
procedure when = pi = 0. Nevertheless, the two methods were reliable at a 
sample size of 50 when the data are normal unless the squared population correlation 
coefficients are both zero. 
The methods did not yield encouraging results in nonnormal data when the 
sample sizes were small. The two types of intervals could not reach the acceptance 
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region for over half of the cases when the sample size was 50. However, as the 
sample size increased to 200, the performance of the 95% bootstrap percentile 
interval gradually improved, with only 4 cases out of 27 failing to achieve good 
coverage probabilities. In contrast, the 95% bootstrap standard interval did not show 
any improvement in response to the larger sample size. A uniformly undercoverage 
was observed for most of the cases with the exception of those configurations where 
pI = p] = 0. Since the bias for the bootstrap standard-error estimate was not severe 
when N = 200, it is suspected that the normal approximation of the end point critical 
value was responsible for the discrepancy. One possible solution to this might be the 
application of bootstrap-^ method in which the critical end points were derived from 
the bootstrap sampling distribution instead of the Gaussian distribution (DiCiccio & 
Efron, 1996). From the simulation results in this study, it showed that the bootstrap 
percentile interval is a more robust method than the bootstrap standard interval, 
particularly when the sample size was large. 
The results of Steiger's test indicated that there was a consistent underestimation 
of Type I error rate in most applicable configurations. This was particularly 
prominent when both p] and pi were small. With large p] and p], the Type I 
error rate would be close to the nominal value of .05. Under the 15 conditions with 
p] = pi = .5, only 1 case failed to fall into the acceptance region of Type I error. Its 
value was .976 which was just marginally being classified as a failure. Indeed, 
Steiger (1980) pointed out that Fisher's variance-stabilizing transformation departed 
from nominal Type I error rates if the population correlations had extreme values. 
Our results confirmed this argument by demonstrating a gradual improvement of the 
Type I error rates when p\ and pi increased from 0 to .5. Generally speaking, 
Steiger's test tended to be too conservative and it over-accepted the null hypothesis 
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of equal population squared multiple correlations when p^ was small. 
Being manipulated as a model parameter in this study, correlations of within-set 
predictors apparently had no impact on the bias and coverage probabilities when the 
data was normal. A closer look at the results for nonnormal data with small sample 
size, however, suggest a trend in decreasing number of cases for the coverage 
probabilities of bootstrap percentile interval and the bootstrap standard interval to 
fall into the rejection region with increasing within-set predictor correlations. 
Current study could not provide any explanations to this issue. This might even be an 
illusion because the trend diminished when the sample size was 200. Further analysis 
is required to answer this question. 
This Monte Carlo simulation study only considered a limited number of 
combinations of sample size and p^ values. To investigate the proposed bootstrap 
procedure comprehensively, more population parameters can be included in future 
research, for example, the number of predictors and other distribution of data. In 
reality, it is more popular to have a number of predictors rather than two in this study. 
The number of predictors alters the complexity of the regression model. Moreover, 
various types of data distributions can be studied in the future because normal data is 
seldom obtained in daily life. Different types of distributions have their unique 
skewness and kurtosis. It is therefore worth exploring to what degree of robustness 
that the bootstrap procedure can maintain for further directions. 
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CHAPTER SIX: CONCLUSION 
The simulation results supported that the bootstrap percentile interval and the 
bootstrap confidence interval are both convenient to solve the question of making 
inference on whether there is a significant difference between two dependent squared 
multiple correlations. They can tell which of the two sets of predictors is more useful 
in determining a common criterion variable. These methods work best in 
multivariate normal sample, even when the sample size is as small as 50. If this 
assumption violates, the bootstrap percentile interval still performs reasonably well 
with a sample size of 200. Finally, the proposed bootstrap procedure fails when the 
values of p] and p] are both zero. 
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APPENDIX 1 
Matrix algebra to compute the correlations between criterion variable and predictors 
I y - 1 
2 _ " XY^ XX " XY 
Px -
^YY 
- n r 1 n 一 丨 r 一 
, ^xy 1 /)v 丨.V2 , 
P： = ^ „ / •••a,, 
' X\XI _ !_ .�.�•_ 
r J 
, 二 1 卜 ] r 1 - 叫 卜 ] . . [ 1 叫 - 二 1 [ 1 _ � , 
" . 、 . - 丨 - 心 [ � � [ � . � 1 J k J • k . � . 2 i J 丄 1 -
Px丨-心“ 
RESJ 
= 拾 ( “ ) ..• 1 一 p',., = (1 + P-v... j j - P-v... )and 1 _ P,,,^ 本 0 
This relationship holds true for Z also. 
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APPENDIX 2 
Technical details of generating the nonnormal sample 
The aim was to generate a set of nonnormal variables (S) such that Var(S) = L, 
where L is the population covariance matrix. First of all, the square root of L was 




= A r i A r i 
V y 
I 
Thus, L 2 = Ar 2, where A is the eigenvector and 
r is a diagonal matrix with the eigenvalues 
Secondly, a set of random numbers, which independently and identically 
distributed in a nonnormal distribution, was generated and arranged in an TV x 5 
matrix. For this study, a chi-squared distribution with one degree of freedom was 
chosen. That is, A ~ 乂2( 1). It has a mean of 1 and a standard deviation of 42 . After 
standardization by subtracting the mean followed by dividing the standard deviation, 
A was transformed into B, a multivariate distribution with mean 0 and Var(B) = I, 
where I is a 5 x 5 identity matrix. 
Finally, the square root of D was multiplied to B. The variance of the data would 
I 1 i 
then be VarCL^ B) = L-IE- = L. To sum up, a set of nonnormal data whose 
I 
population covariance matrix is L can be obtained by setting S = L^B where B 
comes from the standardization of a nonnormal distribution. It should be noted that 
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APPENDIX 4 
Derivation of Steiger's test (1980) 
Steiger (1980) systematically presented how to compare correlation coefficients 
within a correlation matrix. Specifically, asymptotic variance y/^ j,. of a correlation 
coefficient pj,. and covariance V .^a.j/, of any 2 correlation coefficients pj,. and 
p j i � c a n be obtained by the following formulae: 
and itJj.j,, = pJ}-P]k -pl)-^[PjkPji,\^-p]k -p]i, -PI)' 
Substituting the population correlation values by sample estimates of I'j^, r�!, 
and /*以，to form 二々 ,々工 and 丨,，a test statistic Z which follows a standard 
normal distribution can be constructed to test for the equality of pj,. and pj,^: 
If the sample size is small or the sample correlations are too extreme or not 
asymptotically normal, this method fails. In view of this, Steiger made use of the 
Fisher's transformation 
f . \ 
z .. = —In — 
j 2 U - O j 
to construct another test statistic. After transformation, the asymptotic variance c]^  
and covariance c,.々 ：/, will become 
a n d � � ” 
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In order to improve the Type I error rate, a more reliable pooled estimate of 
尸7A.y/'= 士 ( ' > + ' > ' ) is used to replace ‘)� and r�丨, in c � " , , (denote this as J,�丨丨） 
Another test statistic can be constructed: 
This test is only applicable to compare correlation coefficients with 1 criterion 
variable and 1 predictor variable. For cases with multiple predictors, this test is not 
useful. Since there were 2 variables {Xi, X2 and Z/’ Zi) for each set of predictor (X 
and Z) in this study, the procedure was modified to accommodate the situation 
(Tabachnick & Fidell，2007). 
First of all, Y was regressed on X and Z separately. Based on these two 
regression lines, two sets of predicted values, Y (as using X as predictors) and 
Y (as using Z as predictors), could be obtained. These 3 vectors, Y, Y and Y 
corresponded to the variables of / , k and h in the above equations respectively. Their 
inter-correlations were calculated to form a correlation matrix. Below is a simplified 
reproduction of the major steps in reaching the test statistic Z* which follows a 
standard normal distribution. 
_ 1 , 、 
'.=力:�:f. 
… 汗 ( 1 - 2 尸 2 ) + 2 ( i _ 2 尸 吞） 
¥ 
2 W = - ln(- ) where 
2 l - ' V , 
i 」 
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