Abstract: Any practical control system is affected by external signals. Some of them are "informative" (e.g. reference signals), and the others (disturbances, measurement noises etc.) are undesired as they can visibly deteriorate the system behavior. General approaches to disturbance rejection and reference tracking have been elaborated in the framework of geometric control theory, among them are disturbance decoupling control and internal model principles. These approaches, however, assume the state and control of the system to be unconstrained. To take such constraints into account, one usually has to consider optimization problems where the performance index penalizes in some way the system process. Optimization problems in presence of uncertain signals have been addressed in the context of robust control and stochastic control. Standard methods like usually provide only suboptimality of the process; the optimal value can be found for either "worst-case" signal (like in minimax H ∞ -and L 1 -optimization approaches) or "on average", assuming the external signals to be stochastic with known spectral density. In a series of his papers published in 1992-2012, Vladimir A. Yakubovich promoted the approach of universal controllers for linear-quadratic regulation (LQR) problems under uncertain signals. The term "universal" emphasizes that the controller renders the solution of the closed-loop system optimal for any external signal. Although this is not possible for arbitrary signals, in some special classes of signals the universal controllers not only exist but may even be chosen linear. The existence of linear optimal controllers has been proved for two important classes of uncertain signals, that is, polyharmonic signals with known spectrum and signals with fast decreasing spectral density. In this paper we extend the results of V.A. Yakubovich to more general classes of systems and quadratic performance indices, arising in problems of optimal oscillation damping, reference tracking and model matching.
INTRODUCTION
The possibility to cope with uncertainty is a key benefit of the feedback control over the open-loop control techniques. Even measuring the full system state, one often is not able to predict its trajectory due to the instability, which makes open-loop control inapplicable. Instead, a feedback loop often may be designed, delivering the desired process (uncertain unless the initial conditions are exactly known) without its direct calculation. A commonly known example is the LQR problem where the optimal process is fetched by a simple linear controller, which does not depend on the initial conditions, but only on the coefficients of the plant and the quadratic performance index.
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The initial condition, however, is only one source of uncertainty in the plant dynamics. In the present paper, we will be interested in control under uncertain exogenous signals, which may be both "undesirable" (like disturbances and measurement noises) and "informative" (references signals to trace). A natural question arises if a universal controller exists, meeting the control goal under any uncertain signals from a given class. For many practically important problem the answer to this question is known to be positive and the corresponding universal controller is rather simple.
Consider, for instance a linear plant, obeying the equationṡ
Here x(t), u(t), y(t), z(t) stand respectively for the state, control, measured and controlled outputs; d(t) is some exogenous signal, whose different components may include disturbances, noises, reference signals etc.
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A typical problem of universal controller synthesis is the disturbance decoupling problem: to design a control law (Wonham [1974] , Morse and Wonham [1970] , Stoorvogel and van der Woude [1991] , Weiland and Willems [1989] ). In Russian literature, this problem has been studied since the pioneering work Schipanov [1939] under the name of (absolute) invariance problem (Slita and Ushakov [2008] , Solnechnyi [2014] , Proskurnikov and Yakubovich [2003b] , Yakubovich et al. [2011] ). Depending on the algebraic properties of the plant, the decoupling problem may require the feedforward control scheme with measurement of the full signal d(t) Wonham [1974] , Proskurnikov and Yakubovich [2003b , 2006a ; in this case, its approximate solutions (that does not use d(t)) may be found by using high-gain techniques (Proskurnikov and Yakubovich [2003a] , Weiland and Willems [1989] Proskurnikov and Yakubovich [2007] .
Notice that the aforementioned approaches result provide the stability of the closed-loop system, but assume the state and control variable to be unconstrained. In the face of limited control resources one has to consider optimization problems, where the existence of universal controllers is a non-trivial problem. Note the crucial difference between optimal universal controllers (OUCs) and classical approaches from robust control and stochastic control: the OUR provides optimality of the solution for any external signal from a given class, whereas classical control methods provide it either "on average" (as in stochastic control) or for the "worst-case" signal only (as done by H ∞ -optimal controllers). Although existence of OUCs in an optimization problem seems to be a sort of "exception", V.A. Yakubovich proved it for LQR problems, where uncertain exogenous signal is either polyharmonic with known spectrum or has a fast decreasing spectral density.
In the present paper, we extend the results of V.A. Yakubovich to general plant (1) and quadratic performance index, depending on [x(·), u(·), d(·)]. Our result encompasses all classes of LQR problems, addressed in the previous papers by V.A. Yakubovich and the author, namely, oscillation damping (Yakubovich [1997] , Lindquist and Yakubovich [1997] ), optimal tracking (Lindquist and Yakubovich [1999] , Yakubovich [2006b,c, 2008] ) and optimal model-matching problems Yakubovich [2011, 2012] ). Unlike the mentioned papers, we address a situation where the measurements, available to the controller, are restricted by the linear output y(·), including only some (possibly, none) components of the exogenous signal. As will be discussed, the same results can also be obtained for LTI plants with time delays and other infinite-dimensional systems. Below we confine ourselves to continuous-time dynamics; the discrete-time case may be considered analogously.
LQR PROBLEM UNDER POLYHARMONIC EXTERNAL SIGNALS
Throughout the section, we consider linear plant (1), where
p stand for, respectively, state, control, exogenous signal, observed and controlled outputs. Including, if necessary, and observer-based stabilizing controller into the block (1), one may assume 1 that the system is stable, i.e. the matrix A is Hurwitz : det(λI − A) = 0 as Re λ ≥ 0.
We assume that the signal d(t) is polyharmonic with known spectrum ω 1 , . . . , ω N , yet unknown amplitudes:
In other words, d(t) is an output of some known exogenous autonomous block with simple imaginary eigenvalues, whose initial conditions are uncertain. Such condition on the exogenous signal is the standard prerequisite in the servomechanism problem Davison and Goldenberg [1975] , Davison and Copeland [1985] which is similar to tracking and disturbance decoupling problems, requiring to find a controller y(·) → u(·) which provides the condition z(t) − Kd(t) → 0 as t → ∞ for all signals from the class just described. This problem gave rise to the celebrated paradigms of the internal model control (Francis and Wonham [1976] ) and the repetitive control (Hara et al. [1988] ). Although the mentioned approaches are widely used in control system design, they all have a common drawback, applying no restrictions on the control signal. Whereas the output oscillations are damped, the other variables of the system oscillate; a natural question thus arises how to optimize the "energy" of these oscillations.
To formalize the problem setup, we introduce the following quadratic performance index:
Here F is a quadratic form, usually non-negative definite.
Treating F [x(t), u(t), d(t)]
as "energy" of the process, its average value may be thought of as the average "power" of oscillations. The typical examples of the form F are:
(1) F (x, u, d) = F 0 (x, u) ≥ 0 corresponds to the oscillation damping Lindquist and Yakubovich [1997] Lindquist and Yakubovich [1999] 
In the examples (1)-(3) F 0 is a quadratic form
penalizing the energy of oscillations in the control and state, additionally, in the examples 2 and 3 the cost function also penalize the reference tracking error in z(t).
The problem in question is to optimize the performance index J in the class of all bounded processes [x(·), u(·)]: J → inf subject to (1) and sup
t≥0 (|x(t)| + |u(t)|) < ∞. (4)
1 Measuring the output y(·), the system can be stabilized under the condition that the triple (A, B, Cy) is stabilizable and detectable. Upon its failing, the plant has unstable dynamics, having no effect on the output y(·) and thus not suppressible by any control strategy, based on output measurements. Thus no controller is able to guarantee that the solutions of the closed-loop system are bounded. Henceforth, we assume that the form F , given by
satisfies the following frequency-domain inequalitỹ
Here ε > 0 is independent ofũ ∈ C m andF 0 stands for the Hermitian extension of F to the complex domain.
Condition (6) always holds if F 0 (x, u) is positively definite, which condition holds for many LQR problems. This condition cannot be fully discarded, furthermore, as discussed in Lindquist and Yakubovich [1999] , Yakubovich [1997] , if uΠ(iω 0 )ũ < 0 for some ω 0 ∈ R andũ ∈ C m , the problem (4) is ill-posed and inf J = −∞.
It may seem that our extremal problem is just a slight modification of the classic infinite-horizon LQR problem and may be solved via the Kalman-Yakubovich-Popov lemma and the Lur'e-Riccati equations Anderson and Moore [1989] , Matveev [2006] . Thanks to the KYP lemma Matveev [2006] , (6) implies that the Lur'e equations
, moreover, A+Bh is a Hurwitz matrix. After some manipulations, the following result may be proved Yakubovich [1997, 1999] , Proskurnikov and Yakubovich [2012] ). Lemma 1. Let (6) holds and h be a solution of (7). Then for any bounded solution [x(·), u(·)] one has
where J min is the optimal value, depending only on d(·) and η(t) = N j=1 η j e ıωj t , where η j = L j d j and L j may be explicitly found. The solution [x, u] 
is optimal if and only if u(t) = hx(t) + η(t) + ε(t), where T
It may seem that Lemma 1 gives a solution of our problem and the controller u(t) = hx(t) + η(t) is optimal. However, this solution is unsatisfactory for several reasons. First of all, the obtaining controller appears to be nonrobust against small errors in the spectrum: replacing ω j with ω j ≈ ω j results in the jump of the cost functional Yakubovich [1995] , Lindquist and Yakubovich [1999] . Secondly, it requires the identification procedure for the am-
In the next section we show that the aforementioned flaws may be overcome and, moreover, an optimal universal controller exists under some technical assumptions which does not depend on d(·), however, provides an optimal process for any signal d(t) with known spectrum (2). Unlike the controller from Lemma 1, it may be found without solving the Lur'e equations.
DESIGN OF OPTIMAL UNIVERSAL CONTROLLER
The result of Lemma 1, though it gives an inappropriate solution of the LQR problem, has the following important corollary. We say two functions ξ 1 (t), ξ 2 (t) ∈ R s are equivalent if
Corollary 2. The solution ξ(t) := [x(t) , u(t) , d(t) ] is optimal if and only if it is equivalent to the function
The proof is obvious from Lemma 1 since A + Bh is a Hurwitz matrix and
Corollary 2 suggests the way to find the optimal process without solving the Lur'e equation (7).
Being equivalent to some solution of (1), ξ * (t) is also a solution and hence that ıω j x j = Ax j + Bu j + Ed j . Thus
where
* > 0 is the matrix from (6), and
As a result, we get the following lemma.
ıωj t , where ξ j are given by (23) with R j is given by (11) and u j = R j d j . Then any solution ξ(·), equivalent to ξ * (·), is optimal, and vice versa.
Lemma 3 suggests to find optimal universal controller in the class of stabilizing linear controller. The controller
where M, N, S are matrix polynomials and det N ≡ 0, is said to stabilize the system (1) if
A special case of a controller (12), accessing only output
Controller (13) corresponds to (12) with M x (s) = M (s)C y and S(s) = M (s)D y . Lemma 3 implies that any controller (13), providing that the transfer matrix of the closed-loop system W ud (s) satisfies the interpolation constraints:
giving thus rise to the following problem. Problem 4. Find all stabilizing controllers (13), such that the transfer matrix satisfies interpolation conditions (14).
To solve this problem, we use the following parametrization of stabilizing controllers (12). This parametrization, similar to that from Youla et al. [1976] , was proposed in Yakubovich [1995] , Proskurnikov and Yakubovich [2004] . Lemma 5. Let A be a Hurwitz matrix. Any controller (12) with the matrix polynomials M x (s) and N (s) defined by 
It can be easily noticed that equivalent controllers are both stabilizing or not and transfer matrices under such controllers coincide. Returning to controllers (13), Lemma 5 entails that any such controller with
16) is stabilizing, provided that r 0 is a matrix polynomial and ρ is a scalar Hurwitz polynomial. Furthermore, there are no other stabilizing controllers (13) up to the equivalence.
, and hence constraints (14) shape into
It is obvious that this equations can be solved, given that . . . , N. (18) This yields in the following criterion of OUC existence. Theorem 6. An optimal universal controller (13) exists, provided that the rank condition (18) holds. Such a controller may be found in the form (16), where a matrix polynomial r 0 and a scalar Hurwitz polynomial ρ satisfy (17). Any other universal controller (13) is equivalent to one of the just described controllers for appropriate r 0 , ρ. Remark 7. It may be easily shown that the optimal universal controller (13), if exists, is robust to small deviations in the spectrum ω j ≈ ω j . Indeed, since A −1 ıω continuously depends on ω ∈ R, it is easily shown that W du (ıω j ) ≈ R j and hence J ≈ J 0 due to (10). Remark 8. It can be easily seen that one is able to get r 0 , ρ in a way that deg ρ > deg δ+deg r 0 . In this case the closedloop system is well-posed in the sense that the controller's transfer matrix N −1 M , as well as the closed-loop transfer matrices from d to x, u, are stable and proper.
Finally, one can compare the interpolation conditions (14) with those arising from the internal maximal principle. Suppose that d is a disturbance to be decoupled from the output z, so that W zd (ıω j ) = 0 ∀j, where
s E] is a transfer function from d to z. In other words, (14) are replaced with
Along with (18), the solvability of (19) usually requires that rk(C z A −1 ıωj B) = dim z, i.e. dim u ≤ dim z, which is a much more restrictive condition. Optimal universal controller can exist even in situation of underactuated plant, which is not the case for usual internal model controller.
EXTENSIONS: LQR PROBLEMS FOR TIME-DELAY SYSTEMS
A natural question arises if the results obtained in Section III may be extended to infinite-dimensional systems, for instance, those obeying delay equations. (1) with initial condition x(0) = x 0 if
Assuming that F = F * from (5) to be bounded operator on X ×U ×D, Lemma 1 and Corollary 2 retain their validity due to the KYP lemma for one-parameter semigroups Yakubovich [1977, 1998] ), providing the Lurie-Riccati equations (7) are solvable in the class of bounded operators H = H * and h. The details can be found in Proskurnikov and Yakubovich [2006b] and here are omitted due to space limitations.
Lemma 3, giving the formulas for optimal process, remains valid in Hilbert spaces as well, giving a sufficient condition for the existence of linear OUC. This condition is however not constructive since parametrization of stabilizing controllers for infinite-dimensional systems is not available. Moreover, even the existence of one such controller (which is a prerequisite to assume that the block (1) is stable itself) is a self-standing problem; in general, stabilizing controller for a distributed parameter system is infinitedimensional as well, so its practical implementation is highly non-trivial.
However, for the class of stationary delay systems, e.g. those obeying the following equationṡ
the stabilizing controllers may be also be found in the class of time-delay systems (with the same delay τ ). In this case, the results of Section III, including Lemma 5 and the main Theorem 6, remain valid, defining everywhere A s by A s := sI − A − A 1 e −τ s and replacing the word "polynomial" with "quasi-polynomial", that is function
−sτ , where p, q are polynomials. As for usual polynomials, f is called Hurwitz if det f (s) = 0 as Re s ≥ 0. Analogous extension is possible in the case of multiple delays Proskurnikov and Yakubovich [2006b] , in which case the class of quasi-polynomials should also be extended to contain functions with multiple exponentials.
LQR PROBLEM FOR SPECIAL CLASS OF STOCHASTIC EXOGENOUS SIGNALS
A crucial restriction concerning the spectrum of the signal d(t) is its finiteness, although formulas for the optimal process from Lemma 3 remain valid e.g. for d(t) being almost periodic (Bohr [1956] ). For the infinite spectrum, one has to satisfy infinitely many interpolation conditions W ud (ıω j ) = R j in order to design a linear optimal universal controller, which in general is hardly possible with a practically implementable finite-dimensional controller. It is obvious, however, that if the signal has a few dominating harmonics, the amplitudes of the others being small, one can construct an optimal controller for these dominating frequencies; since the influence of the remaining harmonics is weak, such a controller gives a suboptimal solution.
Promoting and extending this idea, V.A. Yakubovich proved the existence of suboptimal controllers (the value of the cost functional may be arbitrarily close to the optimal one) for some class of stochastic signals with continuous spectrum, whose spectral density is fast decreasing Yakubovich [1995 Yakubovich [ , 1997 , Yakubovich [2008, 2012] . Although such signals are formally expressed by stochastic integrals, they are "almost" deterministic: their dynamics in the past allow to predict the future ones with arbitrary precision (Gikhman and Skorokhod [2004] ).
Consider a stochastic signal
Here ν ω stands for the stochastic process with uncorrelated increments, Edν ω = 0 and Edν ω1 dν ω2 = δ(ω 1 − ω 2 )I l dω 1 dω 2 ; the spectral densityd(ıω) is generally uncertain, the only available information about it is its upper bound σ(ω), assumed to be fast decreasing as follows:
Solutions of (1) and other the differential equations with stochastic processes (21) may be understood, for instance, in the sense of generalized stochastic processes theory Gelfand [1955] . For instance, the process ξ(
For the quadratic performance index analogous to (3)
we consider the following optimization problem:
The following lemma is an analogue of Lemma 1. Lemma 9. Let (6) holds and h be a solution of (7). Then for any bounded (in the sense of (26)) solution one has
where J min is the optimal value, depending only ond(·) and η(t) = The important difference between the stochastic and polyharmonic case is that one is not able to design a controller (13), providing that W ud (ıω) = R(ıω), since the latter rational matrix is typically not stable, and thus such a controller, if existed, would be anticipating. However, it is possible to make the second term in (28) as small as possible, as shown in Yakubovich [1997] , Proskurnikov and Yakubovich [2006c] . Retracing the arguments from [Yakubovich 1997 We are now ready to formulate sufficient condition for existence of a unversal suboptimal controller (13), ensuring that I ≤ I min +ε for any spectral densityd, satisfying (21). Theorem 13. Let the following polynomial matrix
