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Vyhnout se chybám při vývoji číslicových systémů je téměř nemožné. Přitom brzké odha-
lení chyb pomáha šetřit čas i peníze. Tato práce se zabývá automatizací zpětné vazby ve
funkčních verifikacích různých komponent na spracování dat. Automatická zpětná vazba
má za úkol přinést nejen zkrácení času potřebného k ověření funkčnosti systému, ale zejmé-
na zlepšit prohledávání okrajových podmínek a zvýšit tak důvěru ve verifikovaný systém.
V práci jsou diskutovány principy a postupy jak funkční tak i formální verifikace, metriky
poskytující představu o tom, jaká část funkcionality byla pokryta, jsou popsány nedostatky
zmíněných technik a identifikován prostor pro zlepšení současného stavu. Následně je před-
staven návrh spětnovazebního verifikačního prostředí využívajícího genetický algoritmus.
Na závěr práce jsou shrnuty dosažené výsledky verifikace.
Abstract
In the development process of digital circuits, it is often not possible to avoid introducing
errors into systems that are being developed. Early detection of such errors saves money
and time. This project deals with automation of feedback in functional verification of
various data processing components. The goal of automatic feedback is not only to shorten
the time needed to verify the functionality of a system, but mainly to improve verification
coverage of corner cases and thus increase the confidence in the verified system. General
functional and formal verification principles and practices are discussed, coverage metrics
are presented, limitations of both techniques are mentioned and room for improvement of
current status is identified. Design of feedback verification environment using a genetic
algorithm is described in detial. The verification results are summarized and evaluated.
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Prostredie, v ktorom sa dennodenne pohybujeme, nás obklopuje nepreberným množstvom
najrôznejších technologických výdobytkov. Na každom kroku sa stretávame so systémami,
ktorých bezchybná funkčnosť je nevyhnutná pre náš život, od zariadení nachádzajúcich sa
v dopravných prostriedkoch po medicínske prístroje, alebo pre náš majetok, ako napríklad
bankové transakcie. V prevažnej väčšine týchto systémov hrá dôležitú úlohu digitálny
hardvér, najčastejšie vo forme kontrolérov a procesorov.
Dnes žijeme vo svete, kde ASIC a FPGA čipy obsahujú niekoľko miliónov hradiel, čo
ponúka priestor pre vytváranie stále väčších a zložitejších systémov. Pritom však nie je
v ľudských silách navrhovať tieto systémy tak, aby sa v nich od počiatku nevyskytovali
chyby. To dokazuje aj empirická štúdia zmienená v [17], z ktorej vyplýva, že viac ako
polovica ASIC čipov po počiatočnom návrhu nefunguje správne. Tento poznatok je však
v priamom kontraste s potrebami nášho života, ktorý vyžaduje bezpečné a teda bezchyb-
né systémy. Preto je potrebné zaoberať sa verifikáciou systémov, čiže dokazovaním ich
korektnosti.
Našu neschopnosť vytvárať správne systémy vystihuje aj fakt, že verifikačný proces
dnešných reálnych obvodov zaberá až 70% času [4] potrebného na vývoj produktu a to
i napriek tomu, že verifikačné tímy – čo sa týka počtu inžinierov – presahujú tímy návrhárov
dvojnásobne. Pozícia verifikácie vo vývoji hardvéru sa tak stala kritickou oblasťou či už
z pohľadu časovej náročnosti, alebo z pohľadu kvality výstupu.
Na odhaľovanie chýb v hardvérových produktoch sa aktuálne využívaju tri prístupy:
testovanie, funkčná verifikácia a formálna verifikácia. Testovanie je najstaršia technika
overovania správnosti dizajnu. Spočíva v nasadení prototypu produktu v testovacích pod-
mienkach, ktoré čo najviac odpovedajú reálnemu prostrediu. Výhodou je rýchlosť overenia
všemožných situácií, ktoré môžu v praxi nastať, a bezproblémová škálovateľnosť. Naopak
nevýhodou je, že odhalenie chyby testovaním nám poskytne iba minimum prídavných infor-
mácií potrebných k identifikácii problému, ktorý nastal. Takisto tento spôsob overovania je
možný až v samom závere vývojového cyklu produktu, čo zvyšuje náklady na odstraňovanie
chýb.
Druhým prístupom je funkčná verifikácia. Je to technika založená na simulovaní návrhu
obvodu na úrovni RTL a je ju teda možné použiť skôr ako testovanie. Spočiatku predstavo-
vala iba akési vylepšenie klasických testovacích prostredí písaných dizajnérmi. Od tohoto
riadeného testovania sa ale s rastúcou komplexnosťou systémov muselo upustiť, pretože
nebolo v silách verifikátorov vytvárať potrebné množstvo testov nevyhnutných k overeniu
aspoň základnej funkcionality produktu. Náhodná verifikácia s obmedzeniami priniesla
v tomto smere neprehliadnuteľný pokrok. Jej aplikáciou sa podarilo automatizovať mnohé
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činnosti, ktoré dovtedy musel verifikátor vykonávať ručne. Okrem samotného generovania
testovacích stimulov to bola predovšetkým automatická kontrola výstupov dizajnu. Samo-
kontrolné mechanizmy porovnávali výstupy produkované testovaným systémom s očakáva-
nými a oprostili tak verifikátorov od časovo náročného manuálneho overovania v zobrazení
signálov.
Začiatkom storočia mnoho ľudí zaoberajúcich sa problematikou overovania korektnosti
dizajnov vkladalo veľké nádeje do formálnej verifikácie [9]. Formálna verifikácia pristupuje
k hľadaniu chýb značne odlišným spôsobom ako metódy založené na testovaní a simulácii.
Vyčerpávajúco prehľadáva všetky možné spôsoby správania sa komponentu, čím na záver
je schopná poskytnúť jednoznačnú odpoveď na otázku, či sa v systéme nachádzajú chyby
alebo nie. A zároveň, ak narazí na chybu, poskytne množstvo informácií, najčastejšie
vo forme protipríkladu, ktoré návrhárom uľahčujú dohľadanie zdroja problému. Dôvod,
prečo sa tento spôsob testovania zatiaľ príliš nerozšíril, je jeho veľmi slabá škálovateľnosť.
S rastúcou veľkosťou verifikovaných systémov rastie aj počet stavov, ktoré je potrebné
preskúmať a to často až nad medze poskytované súčasnými výpočtovými architektúrami.
Momentálne prebieha intenzívny výskum zaoberajúci sa odstránením týchto obmedzení,
avšak stále sa objavujú nové a nové prekážky. Preto je málo pravdepodobné, že by sa tento
problém podarilo vyriešiť v najbližších rokoch, ako sa pôvodne dúfalo.
Z aktuálneho stavu vyplýva, že funkčná verifikácia ešte nejaký čas ostane lídrom v me-
tódach overovania korektnosti a má teda stále význam pracovať na jej vylepšeniach. Úzke
miesto techník založených na simulácii je ich efektívnosť, ktorá rapídne klesá po tom, ako
sa odchytí väčšina chýb. Je preto potrebné nájsť spôsob, ktorý nám umožní automaticky
nasmerovať proces verifikácie požadovaným smerom a prehľadať aj zvyšné zákutia systému,
ktoré stále obsahujú chyby.
Táto práca si dáva za úlohu predstaviť súčasné trendy v oblasti overovania funkčnosti
hardvérových produktov. V kapitole 2 nájdeme popis základných prístupov využívaných vo
funkčnej verifikácii a spôsoby merania kvality verifikácie. Na záver je popísaná metodika,
ktorá predstavuje súčasný vrchol vo verifikáciách založených na simulácii.
Kapitola 3 sa venuje formálnej verifikácii ako alternatíve k funkčnej, uvádza, v čom ju
prevyšuje, čo je, naopak, jej kameň úrazu a ako sa s tým snažíme vysporiadať. Nakoniec
predstavuje jeden z nástrojov využívajúci formálny prístup k overeniu korektnosti systému.
Výhody a nevýhody súčasných verifikácií sú zhrnuté v kapitole 4. Je uvedených aj
niekoľko existujúcich prístupov, ktoré sa snažia zaviesť spätnú väzbu do procesu verifikácie.
Z kapitoly je odvodená motivácia pre túto prácu. Ako metóda na zabezpečenie spätnej
väzby bol zvolený genetický algoritmus, ktorého činnosť je popísaná v kapitole 5.
V nasledujúcej kapitole (6) je predstavený návrh verifikačného prostredia, ktorý na
základe výsledkov analýzy pokrytia sledovaných stavov automaticky upraví parametre pro-
stredia, najmä generátora, v snahe zvýšiť dosahované pokrytie. Keďže genetický algoritmus
je potrebné prispôsobiť úlohe, ktorú sa snažíme vyriešiť, je v tejto kapitole popísané aj kla-
sické verifikačné prostredie, ktorého optimálne parametre budeme hľadať.
Kapitola 7 predkladá výsledky dosiahnuté použitím navrhnutého riešenia na konkrét-
nych hardvérových nástrojoch, v závere tieto výsledky diskutuje. Posledná kapitola (8)





Ak sa spýtame, čo je úlohou verifikačného procesu, automaticky nás napadne hľadanie
chýb. To je však pravda iba čiastočne. Podobne ako je cieľom hardvérového návrhu vy-
tvoriť zariadenie, ktoré vykonáva všetky požadované funkcie uvedené v špecifikácii, cieľom
verifikácie je overiť, či sa to dizajnérom skutočne podarilo. Chyby sú iba vonkajším preja-
vom v nezrovnalosti medzi špecifikáciou a funkcionalitou. Verifikátor teda musí preštudovať
hardvérovú špecifikáciu, vytvoriť verifikačný plán a podľa neho navrhnúť testy, ktoré overia,
že dizajn bezchybne implementuje všetky požadované vlastnosti. Samozrejmosťou je, aby























Obrázok 2.1: Diagram toku verifikácie
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Ak si proces verifikácie zadefinujeme ako hľadanie odpovedí na dve otázky — ”Funguje
to?“ a ”Sme hotoví?“ — môžeme ho vystihnúť pomocou diagramu na obrázku 2.1. Dia-
gram obsahuje dve slučky, ktoré odpovedajú práve týmto otázkam. Obe slučky začínajú
simuláciou. Tá otestuje produkt pomocou aktuálneho verifikačného prostredia a podá nám
odpovede na jednotlivé otázky. Prvou je, či systém funguje. Ak nie, po tom, čo návrhár
odstráni nájdené nezrovnalosti sa opäť vrátime k simulácii. Odpoveď na prvú otázku sa
stanoví pomerne jednoducho, pri otázke, či sme hotoví, je to o niečo zložitejšie. Ak však
obdržíme zápornú odpoveď, musíme potrebným spôsobom modifikovať verifikačné prostre-
die a nanovo odsimulovať zariadenie.
Techniky odpovedí na obe otázky závisia do značnej miery na rozsahu autamatizácie,
akú použijeme. Pri ”ručnom“ riadenom testovaní si vystačíme aj s ”ručným“ generovaním
odpovedí, pri sofistikovanejších prístupoch používame pri hľadaní odpovede na druhú otázku
rôzne metriky.
2.1 Riadené testovanie
Základný spôsob, ako sa vysporiadať s overením správnosti určitého zariadenia, spočíva
v použití riadených testov. Pri aplikácii tohoto verifikačného prístupu vychádzame z hard-
vérovej špecifikácie, na základe ktorej si zostavíme verifikačný plán obsahujúci zoznam
testov. Každý test sa zameriava na určitú konkrétnu vlastnosť testovaného komponentu.
Z verifikačného plánu odvodíme vektory testovacích stimulov, ktoré postupne aplikujeme
na DUT (design under test – testované zariadenie), a ručne kontrolujeme logovacie výpi-
sy a priebehy jednotlivých signálov. Pokiaľ obdržíme očakávanú odozvu, vyškrtneme test
z verifikačného plánu a posunieme sa na ďalší.
Tento prístup poskytuje okamžité výsledky, keďže nie je potrebné vytvárať komplexnú
infraštruktúru a može sa začať priamo s testovaním. Obrázok 2.2 ukazuje, ako riadené tes-
tovanie postupne pokrýva všetky vlastnosti vo verifikačnom pláne. Každý test je zameraný
na špecifickú časť zariadenia. Ak máme dostatok času, môžeme napísať potrebné množstvo







Obrázok 2.2: Progres riadeného testovania
Stimuly riadených testov sú napísané ”natvrdo“ a je z nich zrejmé, k čomu presne slúžia.
Ak ich aplikácia nespôsobí chybu, testovanú funkcionalitu považujeme za overenú. Problém
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však nastáva, ak sa produkt zmení takým spôsobom, že test neoverí danú funkcionalitu
ale ani nezahlási chybu. Príkladom môže byť test navrhnutý na overenie zaplnenia FIFO
pamäte, ktorý prestane byť účinný, ak zväčšíme veľkosť pamäte. Preto aj pri riadených
testoch by malo byť brané do úvahy ako menia funkčné pokrytie komponentu.
Z predchádzajúceho obrázku je vidno, že sklon krivky ostáva viac-menej konštantný,
a teda ak sa zložitosť DUT zdvojnásobí, jej verifikácia zaberie dvakrát viac času alebo si
vyžiada dvakrát toľko ľudí. To je takmer vždy neprijateľné, preto sa využívajú metodológie,
ktoré dosiahnu požadované pokrytie rýchlejšie.
2.2 Náhodné testovanie s obmedzeniami smerované
porkytím
Digitálne zariadenia, ktoré sa v súčasnosti bežne vyskytujú, disponujú stovkami funkcií.
Overenie, že takýto komplexný produkt spĺňa všetky požadované vlastnosti by pri použití
riadeného testovania vyžadovalo vytvoriť stovky testov. To sa však pomerne rýchlo stáva
časovo neúnosné a preto je potrebné vyvinúť nové metódy umožňujúce vyprodukovať viac
testov v kratšom čase. Inými slovami, overiť rovnakú funkcionalitu s menším objemom
kódu. Takouto metódou je najmä náhodné testovanie s obmedzeniami smerované pokrytím
(coverage-driven constrained-random testovanie) [23, 5, 4].
Pomocou riadeného testovania sme schopní odhaliť množstvo chýb, avšak vždy to budú
iba chyby, ktoré sme určitým spôsobom očakávali. Náhodné testovanie umožňuje navo-
diť podmienky, ktoré by verifikátora pri vytváraní verifikačného plánu len ťažko napadli,
a otestovať tak rôzne neočakávané alebo hraničné situácie.
Náhodné testovanie nepozostáva z náhodného prikladania núl a jednotiek na každý
vstupný signál verifikovaného komponentu. Takýto spôsob by asi len ťažko zodpovedal
skutočnej prevádzke a nemal by teda žiadnu výpovednú hodnotu. Podstata náhodného
testovania spočíva v zlúčení sekvencií vstupných bitov do transakcií, ako napríklad čítanie
z pamäte alebo zaslanie paketu, a práve poradie, načasovanie alebo obsah transakcií sú
predmetom náhodného nastavenia. Vytváranie obmedzení, ktoré musia náhodné hodnoty
spĺňať, umožňujú verifikátorovi posúvať proces testovania požadovaným smerom.
Okrem definovania potrebných obmedzení vyžaduje použitie tohoto typu testovania vy-
tvorenie niekoľkých ďalších verifikačných komponentov. Jedná sa najmä o generátor náhod-
ných transakcií, ktoré podliehajú zadaným obmedzeniam, a mechanizmus na automatickú
kontrolu výstupov testovaného dizajnu (scoreboard, referenčný model). Ten má za úlohu
zrovnávať očakávané výstupy s tým, čo skutočne obdrží z DUT. Vytvorenie takejto infrašt-
ruktúry zaberá určitý čas, ktorý sa prejaví medzerou pred spustením prvého testu. Naproti
riadenému testovaniu, kde je potrebné každý test napísať od základov, pri constrained-
random testovaní je to zväčša otázka úpravy zopár obmedzení požadovaným spôsobom.
Výsledkom teda je, že jedno verifikačné prostredie využívajúce náhodné testovanie nájde
chyby rýchlejšie ako množstvo riadených testov, čo naznačuje aj obrázok 2.3.
Neodmysliteľnou súčasťou náhodného testovania je sledovanie funkčného pokrytia. To
poskytuje jediný zdroj informácií o progrese verifikácie. Na jeho základe vieme identifikovať,
ktoré testované prípady nastali a čo nám, naopak, ešte ostáva pokryť. S ohľadom na
chýbajúce pokrytie verifikátor upraví obmedzenia a spustí ďalšie testy, a tak overí doposiaľ
nepokrytú časť funkcionality testovaného dizajnu. Tento spôsob napredovania, zachytený
na obrázku 2.4, sa nazýva coverage-driven testovanie.



























Obrázok 2.4: Mechanizmus coverage-driven testovania
nosť spustiť verifikačné prostredie a odsimulovať daný systém, aby sme zistili, aký stupeň
pokrytia dosahujeme. Avšak implementácia hardvérového komponentu a verifikačného pro-
stredia prebieha súčasne, preto nie je jednoduché určiť, či sa verifikačný tím stále viac
a viac približuje k vytvoreniu prostredia na otestovanie všetkých požadovaných funkcií.
Často hrozí nebezpečenstvo skĺznutia späť k riadeným pseudo-náhodným testom a tým aj
k odpovedajúcej ”schodovitej“ krivke pokrytia.
Verifikované produkty spravidla disponujú vlastnosťami, ktorých overenie korektnosti
pomocou náhodného testovania je iba veľmi málo pravdepodobné. V takom prípade je
lepšie vytvoriť zopár riadených testov a dosiahnuť tak potrebné funkčné pokrytie v kratšom
čase. To naznačuje aj obrázok 2.5. Prevažná časť zvyšovania pokrytia by mala prebiehať
na princípe coverage-driven testovania (vonkajšia slučka) a iba minimum prostredníctvom




















Obrázok 2.5: Konvergencia pokrytia
2.3 Pokrytie ako metrika
Aby sme boli schopní určiť, či sa práca verifikátorov uberá požadovaným smerom, potre-
bujeme nejaký prostriedok, ktorý nám ich úsilie kvantitatívne zhodnotí, nejakú metriku.
Problémom zariadení obsahujúcich chybu totiž je, že sa na vonok tvária ako perfektne fun-
kčné. Hoci všetky testy prechádzajú bez problémov, nemôžeme mať istotu, že testovaný
komponent neobsahuje zákutia, ktoré sme nepreskúmali a iba preto sme nenarazili na chy-
bu. K tomuto účelu sa výborne hodí zber informácií o pokrytí konkrétnych cieľov, ktoré
si dopredu stanovíme. Tie nám podávajú informácie o úplnosti verifikácie a smerujú nás
k neprebádaným oblastiam zariadenia. Okrem dobrej korešpondencie s chybami v kompo-
nentoch spĺňa pokrytie ako metrika aj ďalšie požiadavky týkajúce sa hlavne jednoduchosti
použitia:
• réžia zberu informácií musí byť prípustná,
• úprava stimulov na zvýšenie pokrytia musí vyžadovať rozumné úsilie,
• musí vyžadovať iba minimálny zásah do existujúcich prostiedkov.
Nanešťastie priama súvislosť s chybami a jednoduchosť použitia idú často proti sebe.
Ideálne zvyšovanie pokrytia zvyšuje aj dôverihodnosť správnosti hardvérového produk-
tu. Ak by medzi nimi existovala priama zhoda, úplné pokrytie by dokázalo odhaliť všetky
chyby určitého typu. Nedostatky vo formálnom popise chýb komponentov však znemožňujú
takýto jednoduchý súlad [24] a preto porovnanie, či daná metrika lepšie odhaľuje chyby,
prebieha iba intuitívne alebo na základe skúseností.
V praxi sa uchytili viaceré typy pokrytia vychádzajúce zo statickej reprezentácie kom-
ponentu alebo jeho funkcionality [24, 19, 4].
2.3.1 Pokrytie kódu
Pokrytie kódu je metrika, ktorá nám pomáha identifikovať kód testovaného zariadenia,
ktorý bol (a predovšetkým ktorý nebol) vykonaný počas verifikácie. Táto technika je známa
hlavne z verifikácie softvérových produktov.
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Pokrytie príkazov
Najjednoduchším variantom je pokrytie príkazov (riadkov, blokov) (statement coverage).
Dáva nám informáciu, ktoré riadky kódu boli vykonané behom simulácie.
Obrázok 2.6: Pokrytie výrazov
Príklad na obrázku 2.6 ukazuje, že dva z ôsmych riadkov neboli vykonané. Aby sme
dosiahli pokrytie 100%, je potrebné porozumieť, aké podmienky sú nutné k tomu, aby sa
vykonali aj nepokryté riadky. Po rozhodnutí, či takýto stav vôbec môže nastať, verifikátor
musí upraviť testy tak, aby sa pri budúcom behu pokrylo aj chýbajúcich 25% príkazov.
Pokrytie ciest
Pokrytie ciest (path coverage) sleduje všetky možné spôsoby, akými je možné vykonať kon-
krétny blok kódu. Kód na obrázku 2.7 obsahuje celkovo štyri rôzne cesty. Prvý if môže
byť pravdivý alebo nepravdivý a rovnako aj druhý. Aby sa nám podarilo verifikovať všet-
ky cesty, musíme navodiť podmienky, kedy jednotlivé if príkazy budú vyhodnotené ako:
nepravda-nepravda, nepravda-pravda, pravda-nepravda, pravda-pravda.
Obrázok 2.7: Pokrytie ciest
V našom prípade, hoci sme dosiahli úplné pokrytie príkazov, pokrytie ciest sa dostalo
iba na hodnotu 75%. Opäť je potrebné, podobne ako v predchádzajúcom pripade, snažiť
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sa pozmeniť testy a obsiahnuť tak aj chýbajúcu kombináciu podmienok. Dosiahnuť 100%
pokrytie býva často veľmi náročné.
Pokrytie výrazov
Pri bližšom skúmaní kódu na obrázku 2.8 si všimneme, že prvý príkaz if obsahuje dve
nezávislé podmienky, ktoré môžu spôsobiť, že sa začne vykonávať blok then. Pokrytie
výrazov (expression coverage) vyžaduje vykonanie každého spôsobu, ako môžeme získať
všetky možné hodnoty.
Obrázok 2.8: Pokrytie výrazov
Hoci pokrytie príkazov opäť dosiahlo 100%, výrazy boli pokryté iba spolovice. Zabez-
pečiť úplné pokrytie výrazov býva v praxi extrémne ťažké.
Meranie pokrytia kódu vyžaduje minimálnu réžiu a poskytuje výsledky, ktoré sa ľahko
interpretujú. Preto väčšina verifikátorov využíva aspoň jednu zo zmienených foriem. Avšak
na rozdiel od softvéru dosiahnutie úplného pokrytia kódu hardvérového návrhu je iba mi-
nimálna požiadavka. Táto metrika totiž veľmi slabo zachytáva podstatu hardvérových
systémov, ktorou je inherentný paralelizmus.
2.3.2 Metriky založené na štruktúre obvodu
Pokrytie prepínania (toggle coverage) je najjednoduchšou metrikou vychádzajúcou zo štruk-
túry obvodu. Každý binárny uzol v obvode sa musí preklopiť z 0 do 1 alebo z 1 do 0 behom
simulácie. Identifikujeme tak fyzické časti systému, ktoré neboli dostatočne otestované.
Definovanie sofistikovanejších metrík vyžaduje rozdelenie obvodu na dátovú cestu a kon-
trolnú časť. V dátovej časti potom venujeme špeciálnu pozornosť registrom (či boli iniciali-
zované, bol vykonaný zápis a čítanie), cestám medzi registrami a čítačom. U tých overíme,
že dosiahli minimálnu a maximálnu hodnotu. Medzi dátovou cestou a kontrolnou časťou
vedú riadiace a stavové signály. Nastavenie všetkých kombinácií pomôže odhaliť ďalšie
chyby.
Metriky založené na štruktúre obvodu sú, podobne ako pokrytie kódu, ľahko merate-
ľné a interpretovateľné. Na rozdiel od pokytia kódu však vyskúšanie všetkých kombinácií
hodnôt signálov nemusí byť možné a získanie tejto informácie automaticky býva náročné.
Bežným riešením je využitie vstupov od verifikátora, ale tento prístup je časovo náročný
a náchylný k chybám.
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2.3.3 Metriky definované na konečných automatoch
Metriky vychádzajúce z kódu alebo štruktúry obvodu sú definované nad statickou reprezen-
táciou, preto ich schopnosti ohodnotiť sekvenčné chovanie sú značne obmedzené. Metriky
definované nad grafom prechodov medzi stavmi systému sú v tomto ohľade omnoho účin-
nejšie. Táto technika sa však nedá priamo aplikovať na testovaný produkt. Keďže popis
reálnych zariadení pomocou konečných automatov býva značne rozsiahly, metrika sa pou-
žíva na menšie, abstraktnejšie automaty. Exitujú dve metódy, ako ich získať:
• Manuálne vytvoriť KA, ktorý zachytáva správanie sa systému na vyššej úrovni.
• KA sa automaticky odvodí z popisu zariadenia. Typicky vyberieme množinu stavo-
vých premenných, nad ktorými sa zostaví abstraktný KA.
Metriky z prvej kategórie sú menej závislé na implementačných detailoch a stručnejšie
vystihujú účel systému. Ale vytvorenie abstraktného KA a jeho udržiavanie počas toho, ako
sa systém vyvíja, vyžaduje značné úsilie. Napriek týmto nevýhodám skúsenosti ukazujú, že
zvyšovaním tohoto druhu pokrytia sa podarilo nájsť mnoho ťažko odhaliteľných chýb [3].
Vytvorenie abstraktného konečného automatu vyžaduje kompromis medzi množstvom
informácií, ktoré do automatu zahrnieme, a jednoduchosťou použitia informácií o pokrytí.
Zvyšovanie počtu detailov síce zvýši presnosť metriky, ale zároveň sa získané dáta o pokrytí
stávajú ťažšie interpretovateľné. Ich použitie pri vytváraní testov je najväčšou výzvou tejto
techniky. Už samotné určenie, či daný stav alebo prechod môže byť pokrytý, je obtiažne.
Navyše stavové premenné automatu sa môžu nachádzať hlboko v systéme a ich pokrytie
potom vyžaduje splnenie niekoľkých postupných obmedzení.
2.3.4 Funkčné pokrytie
Funkčné pokrytie (functional coverage) je ďalšou technikou pomáhajúcou uistiť sa, že chyb-
ný dizajn sa neskrýva za prechádzajúce testy. Toto pokrytie zaznamenáva relevantné údaje
(ako napríklad dĺžku paketov, kódy inštrukcií, zaplnenie vyrovnávacej pamäte), z ktorých
je vidno, či verifikačný proces navodil všetky zaujímavé hodnoty. Zatiaľ čo pokrytie kódu
meria aká časť implementácie bola vykonaná, funkčné pokrytie zisťuje, čo všetko z pôvod-
nej špecifikácie zariadenia sa podarilo overiť. Vysoké funkčné pokrytie nemusí automaticky
znamenať aj vysoké pokrytie kódu.
Z hľadiska funkčného pokrytia rozlišujeme dva základné elementy – snímky a časové
úlohy [24]. Snímky predstavujú podmienky na hodnoty v jednom hodinovom takte, naprí-
klad počet inštrukcií v jednotke prednačítania u procesorov. Časové úlohy zahŕňajú sériu
podmienok behom niekoľkých (nie nutne nasledujúcich) hodinových taktov. Príkladom
môže byť sekvencia obsahujúca inštrukciu, prerušenie a opäť inštrukciu, ktorá sa vykoná
behom troch až šiestich taktov. Niektoré techniky vychádzajúce z metriky definovanej
na konečných automatoch môžeme taktiež považovať za metriky založené na funkcionalite.
V takom prípade každý stav abstraktného KA predstavuje snímok a každá cesta vyžadujúca
pokrytie určuje časovú úlohu.
Pokrytie kódu bolo rýchlo adaptované do verifikačného procesu, pretože nevyžaduje
takmer žiadne úsilie navyše. Ale funkčné pokrytie meria hodnoty, ktoré považujeme za
zaujímavé a relevantné. A keďže relevantnosť a zaujímavosť sú vlastnosti odvodené z fun-
kcionality hardvérového komponentu, funkčné pokrytie nemôže byť automaticky vyextra-
hované zo zdrojového kódu, ale musí sa špecifikovať ručne.
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Generovanie testov zameraných na zvyšovanie funkčného pokrytia je taktiež omnoho
komplexnejšie ako v prípade metrík vychádzajúcich z kódu alebo štruktúry obvodu. Obme-
dzenia sa totiž uplatňujú v priebehu viacerých hodinových taktov a môžu sa rôzne prekrývať
s udalostami z iných modulov, čo činí generovanie testov automatizovane extrémne náro-
čnou úlohou. Metrika funkčného pokrytia ale pomáha odhaliť mnoho chýb a na rozdiel od
ostatných metrík, zvyšovaním pokrytia získavame zoznam prípadov, kde máme garantované
správanie sa systému.
Napriek tomu ani 100% funkčné pokrytie nám nezabezpečuje bezchybnosť produktu.
Keďže ho verifikátor špecifikuje ručne, býva iba také dobré, ako sa mu ho podarí nadefinovať.
Na druhej strane, ak ciele funkčného pokrytia stanovuje skúsený verifikátor, stávajú sa
formálnou špecifikáciou verifikačného plánu a ich úplné pokrytie indikuje, že sme vytvorili
a overili všetky zaujímavé a relevantné podmienky.
2.4 Open Verification Methodology
Pri vytváraní verifikačného prostredia, ktoré čo najviac uľahčí prácu verifikátorovi a umožní
tak minimalizovať čas potrebný na otestovanie produktu, vo všeobecnosti využívame týchto
päť princípov [23]:
• náhodné testovania s obmedzeniami,
• funkčné pokrytie,
• úrovňové verifikačné prostredie,
• spoločné verifikačné prostredie pre všetky testy,
• kód špecifický pre určitý test nezahrnúť do verifikačného prostredia.
Poňať však všetky tieto princípy hneď od začiatku býva náročné nie len pre začínajú-
ceho verifikátora, ale aj pre odborníkov. Naštastie boli vytvorené viaceré metodiky, ktoré
disponujú predpripravenými verifikačnými komponentmi a umožňujú ich jednoduché pris-
pôsobenie potrebám aktuálne testovaného systému. Jednou z takýchto metodík, ktorá sa
najlepšie ujala v praxi, je Open Verification Methodology (OVM) [1, 11, 29].
Metodika OVM vznikla v roku 2007 ako výsledok spoločného úsilia Cadence Design
System a Mentor Graphics o vytvorenie metodológie pre jazyk SystemVerilog spĺňajúcej
požiadavky na interoperabilitu a otvorenosť. Ako základ jej poslúzili Advanced Verification
Methodology a Universal Reuse Methodology vyvíjané dovtedy nezávysle spomínanými
spoločnosťami.
OVM dokonale spĺňa všetkých päť spomínaných princípov, k čomu mu značne napo-
máha objektovo-orientovaný prístup. Ten sa spolieha na sadu tried, ktoré definujú ty-
py objektov slúžiacich ako stavebné bloky a metód pracujúcich s nimi. Na obrázku 2.9
vidno knižnicu tried ponúkanú touto metodikou. Knižnica definuje všetky základné trie-
dy potrebné na stavbu verifikačného prostredia, či už sa jedná o samotné generované
stimuly (ovm transaction), komponenty potrebné na ich aplikáciu na DUT (ovm driver,
ovm monitor) či automatickú kontrolu správnosti systému (ovm scoreboard). Táto knižni-
ca je napísaná s použitím štandardu IEEE 1800–2005 SystemVerilog [15] a nevyužíva žiadne
ďalšie proprietárne rozšírenia, okrem dokumentácie ponúka aj zdrojové kódy.
Ako vidno na obrázku 2.10, OVM knižnica je základ, nad ktorým je vystavané verifikač-
né prostredie. Dokumentácia metodiky poskytuje detaily ako konštruovať verifikačné pro-














Obrázok 2.9: OVM knižnica tried
SystemVerilog [30, 31]. Ten však sám o sebe nie je dostačujúci. Bez stavebných blokov
a metodológie popisujúcej ako ich používať by nebolo možné zabezpečiť interoperabilitu.
Obrázok 2.10: Vzťah medzi OVM a SystemVerilogom
Objektovo orientovaná povaha OVM umožňuje prispôsobenie verifikačného prostredia
bez nutnosti zasahovať do zdrojových kódov knižnice, potrebné nové schopnosti sa zahrnú
do tried odvodených. Preto sú tieto pôvodné triedy často nazývané ”základné“, aby vyjadrili
tú skutočnosť, že poskytujú iba základnú množinu vlastností, ktorá môže byť ľubovoľne
rozšírená.
Ďalšou významnou vlastnosťou je dynamická povaha vytváraných verifikačných prostre-
dí. Komponenty prostredia vznikajú a sú zostavované pri štarte simulácie, preto prostredia
môžu byť modifikované priebežne. To poskytuje vysoký stupeň flexibility počas generovania
testov. Rovnako umožňuje spustenie rôznych scenárov z toho istého základného prostredia
iba s minimálnou nutnosťou zmeniť kód. Tým vytvára OVM priestor pre znovupoužiteľnosť,
či už v rámci projektu alebo medzi projektmi. Dynamická povaha vyžaduje, aby simulácia
prebiehala jasne stanovenými fázami tvorby verifikačných komponentov a ich následného
použitia. Na obrázku 2.11 sú zobrazené fázy simulácie, ako sú definované OVM. Po tom,
ako sa vo fáze new vytvorí prostredie najvyššej úrovne, synovské komponenty sú inštan-
cované a nakonfigurované behom fázy post new. Fáza elaboration definuje prepojenia
medzi komponentmi a tieto prepojenia sa následne skontrolujú počas post elaboration.
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Na konci fázy post elaboration sú všetky komponenty verifikačného prostredia alokova-
né, prepojené a pripravené na použitie. Pre run fáza umožňuje testu ďalšie prispôsobenie
a konfiguráciu verifikačných komponentov a/alebo verifikovaného systému pred samotným
vykonaním testu vo fáze run. Poslednou časťou je zaznamenianie výsledkov, kde fáza
extract slúži na zozbieranie výsledkov zo špecifických komponentov, check fáza vyhodno-
tí výsledky a rozhodne o tom, či test prešiel alebo neprešiel a záverečná fáza report vypíše
výsledky na obrazovku, prípadne ich zaznamená do súboru. Všetky verifikačné prostredia
a VIP prechádzajú týmito fázami, aby sa zaručilo, že pri výskyte v rovnakom verifikačnom
prostredí sú schopné spolupracovať.
Obrázok 2.11: Simulačné fázy OVM
Verifikácie vyžadujú okrem vhodného jazyka aj jednoduchú tvorbu prostredí použitím
stavebných blokov a správnej metodiky. Pokusy o vytvorenie takejto metodiky v minu-
losti z rôznych dôvodov zlyhávali. Niektoré boli príliš jednoduché aby mohli podporovať
coverage-driven constrained-random testovanie, častejšie však dochádzalo k tomu, že vy-
užívali proprietárne rozšírenia. To spôsobovalo, že vytvorené verifikačné prostredie nebolo
možné spustiť pod rozličnými simulátormi. Prísne licenčné podmienky sa taktiež podpiso-
vali na neuchytení časti metodík.
OVM ako priemyselne prvá otvorená verifikačná metodika zabezpečujúca interoperabi-
litu bola rýchlo prijatá užívateľmi. Jej otvorený kód umožňoval spustenie verifikačných pro-
stredí v akomkoľvek simulačnom nástroji podporujúcom SystemVerilog štandard. Cadence
a Mentor Graphics tak vytvorili knižnicu a metodiku, ktorá pokrýva potreby sofistikova-
ných verifikátorov, ale zároveň podporuje aj jednoduché prostredia a testy písané menej
skúsenými užívateľmi.
Ak by sme chceli znázorniť spôsob, akým sa funkčná verifikácia pokúša pokryť stavo-
vý priestor verifikovaného systému, najlepšie mu bude odpovedať obrázok 2.12. Simulácia
vychádza z počiatočného stavu systému a postupne preveruje ostatné stavy, do ktorých sa
počas behu dostala, až dokým nenarazí na chybu, prípadne nie je splnená iná podmienka
ukončenia (prenesený požadovaný počet transakcií, odsimulovaný zadaný čas, . . .). Tento
spôsob prehľadávania stavového priestoru sa nazýva prehľadávanie do hĺbky, keďže simu-
lácia postupuje cestou v stavovom priestore až kým nenarazí na koncový stav. Hlavným
problémom, s ktorým sa pri tejto forme pokrývania stavového priestoru stretávame, je čas
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potrebný na úplné prehľadanie priestoru. Vyplýva to z toho, že spustením nového testu
nemusíme vždy overiť novú cestu, ale opätovne prejsť už pokrytou, prípadne, ak sa nám









V poslednej dobe sa stále väčšej a väčšej obľube teší formálna verifikácia, ktorá predstavuje
úplne iný spôsob overovania korektnosti systémov. Kým funkčná verifikácia a testovanie
preskúmajú niektoré z možných správaní a scenárov použitia systému, pričom otázka, či ne-
pokryté oblasti neobsahujú fatálne chyby, ostáva stále otvorená, formálna verifikácia vykoná
vyčerpávajúci prieskum všetkých prípustných správaní sa. Preto, ak je produkt prehlásený
sa bezchybný niektorou z formálnych verifikačných metód, znamená to, že boli prevere-
né všetky možné správania sa a otázka patričného pokrytia alebo chýbajúcich scenárov
nasadenia systému je úplne neadekvátna.
Metódy formálnej verifikácie, ktoré sa dajú nasadiť pri overovaní korektnosti hardvéro-
vých dizajnov, v základe rozlišujeme dve [8, 16]: theorem proving a model checking.
3.1 Theorem proving
Theorem proving alebo tiež deduktívna verifikácia sa poberá viac matematickou cestou, pri
rozhodovaní o správnosti systémov využíva axiómy a pravidlá pre dokazovanie. Spočiatku
bol celý proces dokazovania vytváraný ručne, čo spotrebovávalo obrovské množstvo času.
Preto sa vyvíjal tlak na tvorbu softvérových nástrojov uľahčujúcich správne použitie axi-
ómov a pravidiel. V súčasnosti je možné tieto nástroje systematicky aplikovať a ony nám
ponúknu niekoľko spôsobov, ako pokračovať z daného kroku dôkazu. Napriek tomu občas
dochádza k stavom, s ktorými si tieto nástroje nedokážu poradiť. Preto väčšina systémov
na dokazovanie nemôže byť plne automatická a vyžaduje značnú spoluprácu verifikátora.
Okrem časovej náročnosti je tu ešte jeden základný probém. Deduktívnu verifikáciu mô-
že vykonávať iba expert vzdelaný v logickom usudzovaní s dostatočným množstvom skúse-
ností. Dôkaz jedného obvodu trvá mesiace, preto sa tento prístup využíva veľmi zriedkavo.
Svoje opodstatnenie má iba pri vysoko citlivých systémoch, napríklad bezpečnostných pro-
tokoloch. V praxi sa preto uchytila metóda postavená na iných princípoch, ktorá sa nazýva
model checking.
3.2 Model checking
Model checking [8, 7] je automatická technika na verifikáciu paralelných systémov s ko-
nečným počtom stavov. Oproti tradičným prístupom k tomuto problému založeným na
simulácii, testovaní a deduktívnom zdôvodňovaní prináša niekoľko výhod. Táto metóda
bola úspešne použitá v praxi na verifikáciu komplexných návrhov sekvenčných obvodov
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a komunikačných protokolov. Hlavnou výzvou, s ktorou sa model checking snaží vysporia-
dať, je problém stavovej explózie. Ten sa vyskytuje v systémoch s množstvom komponentov,
ktoré sa vzájomne ovplyvňujú alebo v systémoch s dátovými štruktúrami, ktoré môžu na-
dobúdať množstvo rozličných hodnôt ako napríklad dátové cesty v obvodoch. V takých
prípadoch býva počet stavov enormný. V posledných desiatich rokoch však bol v tejto
oblasti vykonaný značný pokrok.
3.2.1 Proces model checkingu
Aplikácia model checkingu na dizajn pozostáva z troch základných úloh:
• Modelovanie – Prvou úlohou je prevod systému do formalizmu akceptovaného veri-
fikačným nástrojom. V mnohých prípadoch je to jednoduchá úloha prekompilovania.
V ostatných prípadoch, s ohľadom na časové a pamätové obmedzenia, modelovanie
systému môže vyžadovať použitie abstrakcie na elimináciu irelevantných detailov.
• Špecifikácia – Skôr ako pristúpime k verifikácii, je potrebné stanoviť vlastnosti, ktoré
musí systém spĺňať. Špecifikácia sa obyčajne zadáva v nejakom logickom formaliz-
me. Pre hardvérové systémy je bežné použitie temporálnej logiky, pomocou ktorej
vytvárame tvrdenia, ako sa správanie systému mení v čase.
Dôležitou vlastnosťou špecifikácie je úplnosť. Model checking poskytuje prostriedky
na overenie, že model návrhu spĺňa danú špecifikáciu, ale je nemožné určiť, či daná
špecifikácia pokrýva všetky vlastnosti, ktoré by mal systém spĺňať.
• Verifikácia – V ideálnom prípade je verifikácia plne automatický proces. Avšak
v praxi často zahŕňa aj asistenciu verifikátora. Jednou z takýchto manuálnych aktivít
je analýza verifikačných výsledkov. V prípade negatívneho výsledku poskytne užíva-
teľovi záznam o probléme, ktorý môže návrhárovi pomôcť vystopovať, kde k chybe
došlo.
Záznam o chybe môže vyplývať aj z nesprávneho namodelovania systému alebo chyb-
nej špecifikácie (tzv. false negatives – falošné negatívne výsledky). Vtedy býva užito-
čný aj pri odhaľovaní a opravovaní takýchto problémov. Záverečným variantom je, že
verifikácia nie je schopná skončiť normálym spôsobom kvôli rozmerom modelu, ktorý
je príliš veľký na to, aby sa vošiel do pamäte počítača. Ak nastane táto situácia, je
potrebné opakovať verifikáciu po tom, ako zmeníme nastavenia programu pre model
checking alebo prispôsobíme model, najčastejšie použitím abstrakcie.
Technika prehľadávania stavového priestoru sa od metódy, ktorú využíva funkčná veri-
fikácia, líši zásadným spôsobom. Zatiaľ čo funkčná verifikácia využíva prehľadávanie pries-
toru smerom do hĺbky, formálna verifikácia ho prechádza do šírky, ako je to naznačené na
obrázku 3.1. Znovu vychádzame z počiatočného stavu, ale najprv preveríme všetky stavy
nachádzajúce sa v určitej úrovni zanorenia a až v ďalšom kroku preveríme tie, ktoré sa
nachádzajú ”hlbšie“. Limitujúcim faktorom sa v tomto prípade nestáva čas potrebný na
pokrytie všetkých stavov, ale pamäť, ktorú si prehľadávanie do šírky vyžiada.
Procedúra model checkingu využíva vyčerpávajúce prehľadanie stavového priestoru, na
základe ktorého rozhodne, či odpovedá špecifikácii alebo nie. Ak poskytneme dostačujúce
zdroje, proces vždy skončí s odpoveďou áno alebo nie. Navyše, toto všetko je možné dosiah-
nuť algoritmami s rozumnou účinnosťou, ktoré dokážu bežať na stredne veľkých strojoch





Obrázok 3.1: Prehľadávanie stavového priestoru formálnou verifikáciou
3.2.2 Výhody a nevýhody model checkingu
V porovnaní s ostatnými prístupmi zaoberajúcimi sa problematikou verifikácie hardvéro-
vých systémov model checking ťaží z dvoch mimoriadnych výhod:
• Je plne automatický, jeho aplikácia nevyžaduje dohľad verifikátora ani expertné zna-
losti v matematických disciplínach ako logika a dokazovanie teorémov. Každý, kto
zvláda spustiť simuláciu systému, je plne kvalifikovaný a schopný prodrobiť systém
model checkingu. Na techniku model checkingu môžeme teda nahliadať aj ako na
vynikajúci simulačný nástroj.
• Ak systém nespĺňa všetky požadované vlastnosti, proces model checkingu vždy po-
skytne protipríklad, ktorý demonštruje podmienky, pri ktorých daná vlastnosť zlyhá-
va. To nám dáva prídavnú informáciu potrebnú k pochopeniu skutočného dôvodu
zlyhania a zároveň aj nápovedu, ako daný problém odstrániť.
Procedúra je taktiež dosť rýchla. Medzi ďalšie výhody patrí možnosť využiť overenie
čiastočnej špecifikácie, takže nie je potrebné špecifikovať úplne celý systém, aby sme zís-
kali vôbec nejaké užitočné informácie ohľadne jeho korektnosti. Navyše, ak obdržíme ako
výsledok negatívnu odpoveď, môžeme overiť ďalšie formuly, ktoré nie sú súčasťou pôvodnej
špecifikácie, aby sme presnejšie identifikovali zdroj chyby.
Hoci obmedzenie model checkingu na systémy s konečným počtom stavov môže vyze-
rať ako závažná nevýhoda, nie je tomu tak. Hardvérové radiče sú systémy s konečným
počtom stavov, podobne ako aj mnohé komunikačné protokoly. V niektorých prípadoch
systémy, ktoré do tejto skupiny nespadajú, sa dajú verifikovať pomocou model checkingu
v kombinácii s rôznymi abstrakciami a indukčnými princípmi. Nakoniec, mnoho chýb sa dá
nájsť aj obmedzením neohraničených dátových štruktúr na špecifické inštancie. Napríklad
programy s neohraničenými frontami pre správy môžeme zverifikovať obmedzením veľkosti
na malé číslo.
Skutočnou nevýhodou tejto metódy teda ostáva stavová explózia. Tá je spôsobená
prehľadávaním stavového priestoru do šírky, čo znamená, že verifikácia si musí pamätať
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konfiguráciu všetkých stavov na aktuálnej úrovni. V pôvodných implementáciách algorit-
mu model checkingu boli prechody reprezentované explicitne pomocou zoznamu susedov.
Pre paralelné systémy s malým množstvom procesov bol počet stavov prijateľne nízky
a tento prístup plne postačoval. Avšak v systémoch, kde paralelne bežalo veľké množstvo
častí, počet stavov zvrastal nad únosné medze. Preto sa prešlo na novú reprezentáciu gra-
fov prechodov, ktorá umožnila verifikáciu omnoho väčších systémov a tou bol redukovaný
usporiadaný binárny rozhodovací diagram (Reduced Ordered Binary Decision Diagram –
ROBDD) [6]. Využítím tejto novej symbolickej reprezentácie sa podarilo zverifikovať sys-
témy s viac ako 1020 stavmi. Ani toto však pre mnohé reálne systémy nie je postačujúce,
preto v tejto oblasti naďalej prebieha intenzívny výskum.
3.3 0-In
V súčasnom období si na trhu hľadá svoje miesto viacero nástrojov využívajúcich metódu
model checkingu na dokázanie bezchybnosti produkovaných systémov, ako napríklad SMV,
RuleBase, Forte, NuSMV či Magellan. Spoločnosť Mentor Graphics takisto prenikla do
oblasti formálnej verifikácie a vydala svoj nástroj 0-In.
0-In [25] je balík analytických nástrojov. Kombinuje statické a dynamické formálne
techniky so simuláciou, ktorá sa prevádza v niektorom zo štandardných HDL simulátorov.
Pre vyjadrenie temporálnych vlastností, ktoré vyplývajú zo špecifikácie dizajnu, používa
0-In metodológiu založenú na tvrdeniach (assertion-based verification – ABV). Tieto tvr-
denia musia v danom systéme vždy platiť. Nástroje formálnej analýzy pracujú na princípe
bounded model checking (obmedzený model checking), vytvárajú matematický model ob-
vodu a následne aplikujú statické a dynamické formálne techniky pre hľadanie dôkazu, že
tvrdenie nikdy nezlyhá alebo identifikujú protipríklad.
Nástroj 0-In využíva tieto základné technológie (prebraté z [32]):
• Automatická kontrola dizajnu – Na RTL kód je aplikovaná sada preddefinova-
ných tvrdení. Odhaľuje bežné problémy na úrovni netlist a návrhové chyby, preto sa
odporúča používať už pri vývoji hardvéru. Na blokovej úrovni sa kontroluje aritme-
tické pretečenie, logika FSM, deadlock, nedostiahnuteľné stavy a bloky, mŕtvy kód či
indexácia mimo rozsah, na čipovej úrovni prístup na zbernicu, kríženie asynchrónnych
hodinových domén alebo chýbajúca synchronizácia.
• Statická formálna verifikácia – Do kódu sa pridávajú užívateľské tvrdenia, ktoré
vychádzajú zo špecifikácie. Model checker sa snaží v rámci statickej analýzy dokázať,
či sú pravdivé alebo nie. Vzhľadom na zložitosť sa mu to ale nemusí podariť a vtedy
o danom tvrdení prehlási, že nebolo rozhodnuté. Táto situácia môže nastať, ak bol do-
siahnutý statický limit pre hĺbku analýzy daný počtom hodinových taktov (preto ide
o tzv. bounded model checking). Implicitne je tento limit nastavený na 100 taktov,
užívateľ si ho však môže upraviť. Analýza začína z unikátneho počiatočného stavu
a postupne prehľadáva dosiahnuteľný stavový priestor. Typické oblasti, ktoré kon-
troluje statická formálna analýza sú arbitrážna a kontrolná logika, zdieľanie zdrojov,
alokácia a dealokácia zberníc, chyby na úrovni prepojení, bufferov a správy pamäte.
Nie je vhodná na kontrolu logiky rozhraní ani štrutúry s veľkým oneskorením.
• Simulácia s tvrdeniami – Skupina užívateľsky definovaných a preddefinovaných
tvrdení je simulovaná spolu s hardvérovým komponentom vo verifikačnom prostredí.
Ide v podstate o beh funkčnej verifikácie so zabudovanými tvrdeniami. Výhodou je,
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že funkčná verifikácia prehľadáva stavový priestor do hĺbky, zatiaľ čo statická for-
málna analýza do šírky a kvôli stavovej explózii často nedokáže prehľadať kompletný
stavový priestor. Verifikátor tak môže cielene identifikovať tažko dosiahnuteľnú logiku
alebo hraničné stavy pomocou tvrdení a je pravdepodobné, že v mnohých prípadoch
ich funkčná simulácia dosiahne. Zároveň tvrdenia monitorujú za behu aktivitu vo
verifikovanom systéme, ako aj na jeho rozhraniach a zbierajú štatistické informácie
i informácie o pokrytí stavového priestoru. Na základe týchto informácií je možné
upraviť vstupné stimuly a dosiahnuť ešte väčšie pokrytie. Bežné oblasti, ktoré ten-
to typ verifikácie kontroluje, sú medzimodulová komunikácia a dodržanie protokolov
rozhraní.
• Dynamická formálna verifikácia – Kombinuje funkčnú a formálnu verifikáciu. Pri
každom behu simulácie vo funkčnej verifikácii používa interné stavy generované tes-
tovacími vektormi a snaží sa nájsť potencionálne porušenia zabudovaných tvrdení.
Dosahuje to tak, že vykonáva plytkú lokálnu statickú analýzu nad týmito stavmi. Tá-
to situácia je zachytená na obrázku 3.2. Dokáže tým preveriť aj ťažko dosiahnuteľné
hraničné stavy. Zapĺňa tak medzeru medzi statickou formálnou verifikáciou a simu-
láciou. Táto verifikácia overuje komplexné systémy, bloky s častými interakciami,








Ak opomenieme testovanie, funkčná a formálna verifikácia sú najrozšírenejšie techniky na
zistovanie správnosti hardvérového produktu. Napriek mnohým vylepšeniam, ktorými obe
metódy za podsledné roky prešli, súčasná situácia stále neposkytuje uspokojujúci stav čo
sa týka kvality verifikácií, ich rýchlosti a plne automatického prístupu.
Hlavným nedostatkom formálnej verifikácie je nízka miera škálovateľnosti. Okrem ná-
strojov na kontrolu ekvivalencie, ktoré sa zameriavajú na nízkoúrovňové chyby systému
(napríklad v ručne optimalizovaných netlistoch), formálne nástroje iba málokedy zvládajú
verifikovať také veľké systémy, aké sa v reálnom svete bežne využívajú. Metódy ako dekom-
pozícia na časti alebo abstrakcia systému narážajú na problémy, ktoré sú v praxi len ťažko
prekonateľné. Model checking malých častí produktu vyžaduje detailnú špecifikáciu rozhra-
nia verifikovaného bloku, aby bolo možné zachytiť všetky situácie, ktoré môžu na rozhraní
nastať, a na ich základe pokryť vnútorné stavy bloku. Pri abstrahovaní komplexného sys-
tému zase nie sme schopní dopredu odhadnúť všetky závislosti a tak po spustení dostávame
množstvo falošných chýb prameniacich z detailov, ktoré sme pri abstrakcii vynechali.
Ďalším zásadným problémom, s ktorým sa formálna verifikácia potýka, je potreba for-
málneho popisu obvodu, ktorého správnosť sa snažíme overiť. Prevažná väčšina neformál-
nych špecifikácií, ktoré sa vo svete hardvérových návrhov bežne vyskytujú, poskytujú síce
z pohľadu dizajnéra všetky potrebné informácie na vytvorenie hardvérového návrhu, avšak
z pohľadu formálnych metód sú značne vágne, nepresné a nekompletné. Vytvorenie popi-
su zachytávajúceho všetky temporálne vlastnosti systému tak, aby vyhovoval formálnym
analýzam, sa s rastúcou komplexnosťou hardvérových zariadení stáva čoraz viac náročné
a spotrebováva neakceptovateľné množstvo času.
Značné nedostatky, vyplývajúce z prehľadávania stavového priestoru obvodu do hĺb-
ky, má zase funkčná verifikácia. Vzhľadom k rozsiahlosti súčasných reálnych hardvérových
obvodov a faktu, že aj najmodernejšie metodológie prechádzajú stavovým priestorom sle-
po, ani ľubovoľne dlhý beh verifikácie nám nedokáže zaručiť pokrytie všetkých stavov v
komponente. V tomto ohľade sa aktuálne technológie stále spoliehajú na pomoc zo strany
verifikátora. Jeho úlohou je analyzovať správy o pokrytí funkčnosti systému a na základe
týchto informácií upravovať obmedzenia aplikované na generátor, ako je to naznačené na
obrázku 2.4. Táto spätná väzba funguje dobre v prípade, že medzi nastavením vstupných
signálov a pokrytím vnútorných stavov systému existuje priama korelácia. Príkladom môže
byť pokrytie rôznych typov inštrukcií vložených do dekodéru procesora. Priama závislosť je
však skôr zriedkavosťou. Častejšie sa stretávame so situáciou, kedy ak chceme pokryť určitý
konkrétny stav, musíme navodiť omnoho komplexnejšie podmienky, napríklad sekvenciou
určitých transakcií. Odhalenie takých podmienok ale vôbec nie je triviálne a často sa to
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verifikátorovi ani nepodarí. Je preto snaha nahradiť úlohu verifikátora nejakým automati-
zovaným systémom.
V posledných rokoch vzniklo zopár prác, ktoré sa snažia metódami umelej inteligencie
zabezpečiť spätnú väzbu v procese verifikácie. V [10] sú na vytvorenie vzťahu medzi pre-
hľadávaným priestorom a obmedzeniami na generátor použité bayesovské siete. Jedná sa
o techniku strojového učenia, ktorá dokáže poňať aj časové závislosti potrebné pri genero-
vaní sekvencií do DUT. Nevýhodou je, že správne naučenie siete významne závisí od kvality
trénovacích dát aplikovaných počas fázy učenia. Väčšou výzvou však býva určenie správ-
nej štruktúry siete. Je potrebné odhadnúť závislosti medzi obmedzeniami aplikovanými na
generátor a pokrytím jednotlivých stavov a premietnuť ich do zapojenia siete.
Týmto problémom sa snaží vyhnúť [20], ktorý využíva jednu z metód prehľadávania
stavového priestoru – genetický algoritmus. V genetickom algoritme kvalita počiatočných
dát nemá vplyv na kvalitu výsledného riešenia, ovplyvňuje iba dobu potrebnú na jeho
dosiahnutie. Výrazným nedostatkom metódy predstavenej v tejto práci však je skutočnosť,
že nie je schopná poňať časové závislosti medzi generovanými vstupmi, čo významným
spôsobom obmedzuje oblasť použitia.
Cieľom mojej práce je pokúsiť sa navrhnúť prostredie, ktoré by disponovalo výhodami
oboch vyššie spomínaných riešení, t.j. bolo by schopné podchytiť časové závislosti medzi
jednotlivými stimulmi a zároveň by jeho účinnosť nezávisela od kvality trénovacích dát.
To značne rozšíri oblasť použitia spätnej väzby v procese verifikácie a umožní efektívne




Genetický algoritmus [22, 18, 14, 26] je programovacia technika, ktorá pri riešení problémov
napodobňuje biologickú evolúciu. Bola navrhnutá v sedemdesiatych rokoch Johnom Hol-
landom, ktorý skúmal možnosť adaptácie v umelých systémoch [13], ale veľmi populárna
sa stala až na konci osemdesiatych rokov, kedy Hollandov žiak David Goldberg preukázal
jeho praktickú užitočnosť v rade náročných úloh [12]. Spolu s genetickým programovaním,
evolučnou stratégiou a evolučným programovaním vytvára skupinu takzvaných evolučných
algoritmov [22, 18].
Genetické algoritmy sú založené na myšlienke darwinovského princípu evolúcie. Hľada-
nie optimálneho (alebo aspoň dostatočne vyhovujúceho) riešenia prebieha formou súťaže
v rámci populácie (množiny) postupne sa vyvíjajúcich riešení. K tomu, aby bolo možné
posúdiť, ktorí členovia populácie majú väčšiu šancu podieľať sa na ďalšom vývoji hľada-
ného riešenia, musíme byť schopní ich ohodnotiť. V evolučných algoritmoch sa pre mieru
kvality, vhodnosti či reprodukčnej schopnosti indivídua používa pojem fitness. Jedinci s le-
pším ohodnotením (vyššou hodnotou fitness) majú prirodzene väčšiu šancu prežiť dlhšie
a podieľať sa na vytváraní nasledujúcich generácií. Použitím rozmanitých techník kríže-
nia a reprodukcie potom vznikne nová generácia indivíduí, v ktorej sú vlastnosti jedincov
čiastočne zdedené po rodičoch a čiastočne ovplyvnené náhodnými mutáciami v procese re-
produkcie. Ak sa opakuje tento evolučný cyklus mnohokrát, vznikne populácia s jedincami,
ktorí majú vysoké ohodnotenie a môžu predstavovať dostatočné (či dokonca optimálne)
riešenie daného problému. Pretože tento proces v sebe zahŕňa značný diel náhodnosti, je
zrejmé, že každý beh príslušného algoritmu sa bude vyvíjať odlišným spôsobom. Z toho
istého dôvodu sa v niektorých prípadch pomerne ľahko môže stať aj to, že celá populácia
v procese vývoja zdegeneruje a najlepší jedinec bude reprezentovať iba lokálne optimum,
ktoré môže byť veľmi odlišné od optima globálneho.
5.1 Reprezentácia jedinca
V evolučných algoritmoch sa pre zakódovanie jedinca (fenotyp) používajú termíny chro-
mozóm alebo genotyp. Hoci v biológii majú odlišný význam, pretože jedinec býva obvykle
reprezentovaný viac ako jedným chromozómom, v oblasti genetických algoritmov predpo-
kladáme charakterizovanie jedinca práve jedným chromozómom. Chromozóm sa ďalej delí
na jednotlivé gény, ktoré sú lineárne usporiadané. To znamená, že ak sú oba chromozómy
rovnakého typu, potom i-ty gén bude reprezentovať rovnakú charakteristiku v oboch chro-
mozómoch (napríklad tretí gén bude určovať farbu očí). Pozícia génu v rámci chromozómu
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sa nazýva locus. Aby gén mohol určovať príslušnú vlastnosť, musí mať možnosť nadobúdať
rôzne hodnoty, ktorým sa hovorí alely (napríklad farba očí môže byť čierna, hnedá, zelená,
. . .).
Na základe obsahu chromozómu je zostavený fenotyp. V najjednoduchšom prípade
sa využíva priame zobrazenie, kedy každému génu odpovedá jeden parameter fenotypu.
Využívajú sa však aj prístupy, kedy je v genotype zakódovaná postupnosť príkazov, na
základe ktorých sa cieľový fenotyp ”postaví“.
V evolučných algoritmoch môže byť reprezentácia chromozómu obecne rôzna. Genetický
algoritmus pracuje s binárnym, celočíselným alebo reálnym vektorom, prípadne s ich kom-
bináciou. Tento vektor má pevnú dĺžku. Použitie zložitejších štruktúr, napríklad stromov
alebo grafov, je typické pre genetické programovanie.
5.2 Proces evolúcie
Genetický algoritmus, ako jeden z evolučných algoritmov, zdieľa s ostatnými tieto dva
základné rysy:
• Používa populáciu (množinu) kandidátnych riešení, ktorá umožňuje paralelný prístup
k prehľadávaniu.
• Na vytváranie nových kandidátnych riešení používa biológiou inšpirované operátory,
ktoré kombinujú kandidátne riešenia existujúce v danom čase.
Pri štarte genetického algoritmu je vytvorená počiatočná populácia obsahujúca dopredu
zvolený počet kandidátnych riešení (jedincov). Táto populácia býva vytvorená náhodne,
heuristiky využívajúce napríklad už známe riešenia problému sa v genetickom algoritme
nepoužívajú. V každom kroku algoritmu, ktorý nazývame generácia, sú všetci jedinci po-
pulácie najskôr ohodnotení pomocou fitness funkcie. Vzhľadom k tomu, že v evolučnej
biológii vyjadruje fitness hodnota biologickú zdatnosť jedinca, je zvykom lepšie riešenie
ohodnocovať vyššou fitness. Nová populácia vznikne tak, že sa najprv vyberú vhodní je-
dinci z predchádzajúcej populácie, ktorí vytvoria množinu rodičov. Aplikáciou genetických
operátorov nad množinou rodičov dostaneme množinu potomkov. Z týchto dvoch mno-
žín následne pomocou selekčných algoritmov vyberieme novú populáciu. Obecne platí,
že selekčné algoritmy berú do úvahy fitness jedincov a jedinci s vyššou hodnotou fitness
majú väčšiu pravdepodobnosť, že budú vybraní. Pokiaľ je algoritmus navrhnutý dobre,
bude sa celková priemerná hodnota fitness populácie zvyšovať. Prostredníctvom fitness
funkcie vzniká selekčný tlak (tj. tlak, ktorým pôsobí prostredie na určitú populáciu tým, že
z nej odstraňuje nositeľov určitých znakov [21]). Aplikácia genetických operátorov ani se-
lekčných mechanizmov neprebieha deterministicky, ale vždy s určitou pravdepodobnosťou,
ktorú určuje užívateľ. Algoritmus končí pri nájdení dostatočne kvalitného jedinca alebo po
vyčerpaní zadaného počtu generácií. Popísaný princíp genetického algoritmu znázorňuje
obrázok 5.1.
5.2.1 Genetické operátory
Genetický algoritmus v každej generácii aplikuje na jedince z množiny rodičov s určitou
pravdepodobnosťou dva genetické operátory, mutáciu a kríženie. Tie majú za úlohu zabez-



















Obrázok 5.1: Princíp genetického algoritmu
Mutácia
Operátor mutácie vytvára z vybraného jedinca mutovaného jedinca. V prípade binárnej
reprezentácie dôjde k negácii určitého počtu bitov chromozómu. Pravdepodobnosť mutácie
sa obvykle volí veľmi malá, napríklad jedna zmena na chromozóm (obrázok 5.2). Nízka
pravdepodobnosť mutácie umožňuje ovplyvňovať kandidátne riešenie postupne, po malých
krokoch, ktoré sú typické pre akýkoľvek proces, ktorý má evolučný (a nie revolučný) cha-
rakter. Operátor mutácie z hľadiska prehľadávania priestoru riešení dovoľuje preskúmať
riešenia v najbližšom susedstve.
Pri použití celočíselnej reprezentácie je typické, že každý gén môže nadobúdať hodnoty
len z určitej množiny. Je potrebné zaistiť, aby výsledkom mutácie bola opäť platná hodnota
pre každý gén.
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Obrázok 5.2: Mutácia binárneho chromozómu
Kríženie
V rámci kríženia dochádza k výmene časti génov medzi dvoma a viac chromozómami.
Obrázok 5.3 ukazuje tri základné príklady mechanizmu kríženia medzi dvoma jedincami
v genetickom algoritme s binármou reprezentáciou. Pri jednobodovom krížení je náhodne
vygenerovaný bod kríženia a gény, ktoré sa nachádzajú za týmto bodom, sa prehodia.
Viacbodové kríženie dovoľuje definovať väčší počet bodov kríženia a premiešať tak genetický
materiál medzi rodičmi dôkladnejšie. V prípade uniformného kríženia je pre každý gén
zvlášť náhodne rozhodnuté, či dôjde k jeho výmene medzi rodičmi. Vo všetkých uvedených
prípadoch vznikli z dvoch rodičov dvaja potomkovia. Kríženie býva v rodičovskej populácii
aplikované s pravdepodobnosťou okolo 70%, zvyšok jedincov v novej populácii tvoria kópie,
poprípade mutované kópie rodičov.
0 1 0 0 0 1 1 1
1 1 0 1 1 0 1 0
0 1 0 1 1 0 1 0
1 1 0 0 0 1 1 1
a)
0 1 0 0 0 1 1 0
1 1 0 1 1 0 1 1
0 1 0 1 1 0 1 0
1 1 0 0 0 1 1 1
b)
0 1 0 1 0 1 1 1
1 1 0 0 1 0 1 0
0 1 0 1 1 0 1 0
1 1 0 0 0 1 1 1
c)
Obrázok 5.3: Kríženie binárnych chromozómov: a) jednobodové, b) dvojbodové,
c) uniformné.
Na rozdiel od mutácie, kríženie zabezpečuje prenos informácie medzi úspešnými kandi-
dátnymi riešeniami a má potenciál vyprodukovať potomka, ktorý bude mať silné stránky
oboch rodičov a slabosti ani jedného.
5.2.2 Selekčné mechanizmy
Selekčné mechanizmy zabezpečujú výber jedincov k reprodukcii. Na strane jednej musí vý-
ber dostatočne uprednostňovať jedincov s vyššou hodnotou fitness, na strane druhej musí
zabezpečiť dostatočnú rôznorodosť novej populácie. Výber môže byť vykonaný viacerými
spôsobmi, ktoré sa líšia selekčným tlakom. Čím vyšší selekčný tlak, tým algoritmus rýchle-
jšie konverguje, pretože sú do novej populácie častejšie vyberaní jedinci s vysokou fitness.
Súčasne však vzrastá riziko predčasnej konvergencie a uviaznutie v lokálnom optime.
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Proporcionálna selekcia (fitness-proportionate selection) definuje pravdepodobnosť, že







kde fi je hodnota fitness i-teho jedinca a N je veľkosť populácie. Pravdepodobnosť výberu
je teda priamo úmerná absolútnej hodnote fitness jedinca. Výber je realizovaný pomocou
algoritmu tzv. rulety, kde pravdepodobnosti pi vymedzujú na rulete odpovedajúce úseky.
Výber prebieha vygenerovaním náhodného čísla v intervale [0, 1], prostredníctvom ktorého
je identifikovaný jeden úsek rulety a tým aj odpovedajúci jedinec. Ak potrebujeme vybrať
K jedincov, popísaný postup opakujeme K-krát. Slabšie individuá majú priradenú menšiu
výseč, čo znižuje pravdepodobnosť ich výberu, ale dopredu ich nevylučuje. Konkrétny
jedinec môže byť vybraný viackrát. Rôznofarebné výseky na obrázku 5.4a odpovedajú
štyrom jedincom, po pomyseľnom roztočení rulety (generovanie čísla v intervale [0, 1])
poloha guľočky určí, ktorý z nich sa vyberie.
Vylepšená verzia ruletového mechanizmu, ktorú navrhol J. E. Baker [2], sa nazýva
stochastické univerzálne vzorkovanie (stochastic universal sampling). Využíva pomerne
jednoduchý nápad, kedy namiesto K-násobného použitia rulety, ktorým by sme vybrali K-
indivíduí, stačí ruletu roztočiť iba raz a rovno vybrať všetkých K jedincov tak, že pôvodne
jediná guľôčka rulety je nahradená K guľôčkami, ktoré sa súčasne pohybujú v pravideľných
rozostupoch. Na obrázku 5.4b je tento spôsob selekcie ilustrovaný na príklade so štyrmi
guľôčkami (K = 4), ktoré sa po obvode rulety pohybujú s odstupom 90◦. Takto modifi-
kovaný spôsob výberu indivíduí napomáha k udržaniu dostatočnej rozmanitosti jedincov
vybraných pre ďalšiu reprodukciu.
a) b)
Obrázok 5.4: Mechanizmy selekcie: a) proporcionálna selekcia, b) stochastické univerzálne
vzorkovanie štyroch jedincov naraz.
Ak sa v populácii nachádza jeden alebo viac jedincov, ktorí disponujú výrazne nadprie-
mernou fitness, ich pravdepodobnosť výberu môže stúpnuť natoľko, že slabšie kandidátne
riešenia budú z populácie úplne eliminované a bez ich genetickej výbavy a možnosti ďa-
lšej evolúcie potom populácia zdegeneruje a algoritmus ľahko uviazne v lokálnom maxime.
Tento problém sa nazýva predčasná konvergencia.
Jedným z mnohých variantov, ktorý sa snaží problém degenerácie riešiť, je výber podľa
poradia (rank selection). Táto metóda selekcie predpokladá, že sa jedinci zoradia vzostupne
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podľa ich ohodnotenia, čím vznikne poradie, ktoré je následne využité pri vlastnom výbere.







kde N je veľkosť populácie. Na obrázku 5.5 je vidno rozloženie pravdepodobností výberu
jedinca v prípade proporcionálnej selekcie a výberu podľa poradia.
Indivíduum i1 i2 i3 i4
a) Ohodnotenie 12 3 2 1
Pravdepodobnosť 66,7% 16,7% 11,1% 5,5%
b) Poradie 4 3 2 1










Obrázok 5.5: Vplyv výrazne nadpriemerných indivíduí pri a) proporcionálnej selekcii
b) výbere podľa poradia. [14]
Výber podľa poradia nie len potlačí vplyv prípadných výrazne nadpriemerných kandi-
dátnych riešení v populácii, ale zároveň automaticky pomáha udržiavať selekčný tlak i ku
koncu výpočtu, kedy v populácii prevládajú veľmi zdatné jedince. Problémy tejto metódy
nastávajú v prípade, že v populácii nie sú žiadne výrazné jedince a rozptyl ohodnotení
indivíduí je nepatrný. Zatiaľ čo rozdiel fitness najlepšieho a najhoršieho jedinca môže činiť
napríklad len niekoľko percent, vďaka poradiu bude tento rozdiel N-násobný.
Ďalšia metóda výberu bola inšpirovaná procesmi v živej prírode, kde jedince určitých
živočíšnych druhov často musia vzájomne súperiť o právo účasti v reprodukčnom procese.
Táto metóda sa nazýva turnajovou selekciou (tournament selection) a spočíva v tom, že
z populácie sa náhodne vyberie skupina K (K ≥ 2) jedincov, z ktorých sa víťazom turnaja
stáva ten s najvyššou hodnotou fitness. Čím vyššia je hodnota parametru K, tým väčší je
selekčný tlak, a preto sa vo väčšine aplikácií obvykle používa K = 2.
Najjednoduchším prípadom selekcie je deterministická selekcia, kedy sa k reprodukcii
deterministicky vyberie K jedincov s najvyššou hodnotou fitness.
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5.2.3 Nahradenie
Nahradenie sa vykonáva na záver spracovania jednej generácie, teda v okamihu, kedy z pô-
vodnej populácie a z vytvorených potomkov potrebujeme vybrať populáciu novú. Rozlišu-
jeme dva základné postupy:
• Pri generačnom variante nová populácia obsahuje iba jedince z množiny potomkov.
Na ich výber je možné použiť rovnaké metódy, aké sa používajú pri selekcii.
• Pri prekrývaní populácií (steady-state) nová populácia o P jedincoch obsahuje N je-
dincov zo starej populácie a M (obvykle najlepších) jedincov z množiny potomkov
(P = N + M). K výberu je opäť možné použiť algoritmy selekcie. Parametrom
tohoto typu genetického algoritmu je percento novo zaradených jedincov do ďalšej
generácie, tzv. prekrytie.
Pri nahradzovaní sa často využíva elitizmus, kedy sa najlepší jedinec z predchádzajúcej





Spätnoväzobné verifikačné prostredie rozširuje klasické verifikačné prostredie o spätnú väz-
bu, ktorá na základe výsledkov pokrytia sledovaných stavov systému upravuje nastavenie
jednotlivých verifikačných komponentov, najmä generátora, ktorý sa stará o tvorbu stimu-
lov aplikovaných na DUT. Verifikačné prostredie, rovnako ako aj chromozómy genetického
algoritmu, je potrebné prispôsobiť konkrétnym testovaným obvodom. V našom prípade sa
jedná o nástroje pre prácu s protokolom FrameLink.
6.1 Protokol FrameLink
FrameLink je protokol pre prenos dát vo forme paketov v rámci hardvérových systémov
vytvorených na projekte Liberouter [27]. Je inšpirovaný protokolom LocalLink od firmy
Xilinx [28], ale prináša určité zmeny. Rozhranie poskytuje okrem hodín ďalších osem sig-
nálov: DATA, REM, SOF N, EOF N, SOP N, EOP N, SRC RDY N, DST RDY N.
Začiatok paketu je signalizovaný nastavením SOF N, koniec signálom EOF N. Každý
paket sa skladá z ľubovoľného počtu častí, ktoré sú ohraničené signálmi SOP N a EOP N.
Typicky sa bude jednať o tri časti – hlavička (header), dáta (payload) a päta (footer).
Ktorákoľvek časť môže byť vynechaná a vznikne tak napríklad iba hlavička a dáta. Počet
častí je takisto možné zvýšiť, ale takého použitie sa vo všeobecnosti nepredpokladá. Signály
SRC RDY N a DST RDY N riadia prenos, označujú pripravenosť zariadenia prijímať alebo
vysielať dáta.
Príklad prenosu paketu, ktorý sa skladá z troch častí, je na obrázku 6.1. Začiatok
vysielania je signalizovaný nastavením SRC RDY N, SOF N a SOP N do nuly, čo je aktívny
stav týchto signálov. Najprv sa prenesie v dvoch slovách hlavička, nasleduje sedem slov dát
a jedno slovo päty. Počas prenosu dát boli vložené dva čakacie stavy, prvý zo strany
vysielateľa (neaktívne SRC RDY N), druhý zo strany príjemcu (neaktívne DST RDY N).
Signál REM platný s každým koncom časti paketu (aktívne EOP N) udáva počet bajtov
prenášaných v danom slove.
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Obrázok 6.1: Komunikácia protokolom FrameLink.
6.2 Verifikačné prostredie pre nástroje pracujúce s protoko-
lom FrameLink
Navrhnuté verifikačné prostredie síce priamo nevyužíva žiadnu existujúcu metodiku ako
napríklad OVM, ale pridŕža sa zásad, ktoré sú v takýchto metodikách platné. Zapojenie
základných verifikačných komponentov je možné vidieť na obrázku 6.2.
Prostredie zabezpečuje takzvané coverage-driven constrained-random testovanie. Ge-
nerátor produkuje stimuly, ktoré budú aplikované na testovanú jednotku. Stimuly sú re-
prezentované pomocou transakcií a ich obsah je síce náhodný, ale iba do určitej miery –
musia podliehať obmedzeniam, ktoré nastaví verifikátor. V prípade transakcií pre nástroje
pracujúce s protokolom FrameLink sú to predovšetkým rozsahy dĺžok, v akých sa jednotlivé
časti paketu môžu pohybovať. Generovanie samotného počtu častí by bolo takisto možné,
ale existujúce nástroje v súčasnosti nie sú schopné pracovať s premenlivým počtom, preto
je takáto funkcionalita nežiadúca. Na samotnom obsahu prenášaných dát zväčša nezáleží
a je možné ich generovať úplne náhodne. Takto vytvorenú transakciu následne predáme
komponentu driver.
Driver prijíma náhodné stimuly z generátora a jeho úlohou je ich postupne jeden za







Obrázok 6.2: Verifikačné prostredie pre FrameLinkové nástroje.
konkrétne FrameLinkové pakety a ich odosielanie na vstupné rozhranie DUT. Driver takisto
riadi rýchlosť, s akou sú pakety posielané rozhraním. Umožňuje mu to vkladanie čakacích
stavov prostredníctvom nenastavenia signálu SRC RDY N. Verifikátor má môžnosť určiť
pravdepodobnosť, s akou sa na rozhraní objaví čakací stav a takisto rozsah, v akom sa bude
dĺžka čakacieho stavu pohybovať. Rozsah je zadávaný v počte hodinových cyklov. Každá
transakcia, ktorú driver aplikuje na testovaný nástroj, sa zasiela na ďalšie spracovanie do
jednotky scoreboard.
Výstupné rozhranie FrameLinkového nástroja sledujú dve jednotky, ktoré svojou fun-
kcionalitou tvoria protipól k driveru. Responder plní úlohu tzv. reaktívneho monitora, čo
znamená, že sa aktívne podiela na prenose paketov na výstupnom rozhraní DUT. Komuni-
káciu je schopný ovplyvňovať signálom DST RDY N, ktorým dáva najavo, že je pripravený
prijímať dáta. Takto vkladané čakacie takty sú – podobne ako v prípade driveru – genero-
vané responderom náhodne v rozmedzí, ktoré nastavil verifikátor. Druhým komponentom
spracovávajúcim signály výstupného rozhrania je monitor. Na rozdiel od responderu je
monitor pasívny, nezasahuje do komunikácie na rozhraní, ale iba zaznamenáva prenášané
dáta a zostavuje z nich transakcie. Tie následne posiela na ďalšie spracovanie.
Pomocou komponentu scoreboard overujeme korektnosť verifikovaného nástroja. Po
tom, čo driver aplikuje transakciu na DUT, zašle ju do scoreboardu. Ten ju modifikuje
rovnakým spôsobom ako testovaná jednotka (eventuálne žiadnym, ak testovaná jednotka
neupravuje samotný obsah paketov) a uloží do frontu. Transakcie vo fronte sú následne
porovnávané s tými, ktoré scoreboard obdrží z monitora. Zhoda v porovnaní signalizuje,
že DUT spracováva pakety tak, ako od nej očakávame, prípadná nezhoda indikuje chybu
v systéme. Ak verifikovaný nástroj disponuje funkciami, ktoré nie sme schopní overiť po-
rovnávaním transakcií na vstupe a výstupe komponentu, je možné použiť ďalšie kontrolné
mechanizmy, najčastejšie referenčný model.
Poslednou časťou verifikačného prostredia je jednotka zaznamenávajúca pokrytie testo-
vaného systému – coverage. Sledovanými veličinami sú kombinácie jednotlivých signálov
na vstupnom či výstupnom rozhraní, ale aj stavy vnútorných komponentov či konečných
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automatov. Ak na základe zozbieraných dát obdržíme informáciu o tom, že verifikácia
nepokryla všetky požadované stavy, treba upraviť parametre prostredia spôsobom, ktorý
otestuje aj zvyšné časti DUT.
Jednotlivé komponenty sa môžu v prostredí vyskytovať vo viacerých inštanciách. Ta-
káto situácia nastáva spravidla v prípade, že DUT disponuje viacerými vstupnými alebo
výstupnými rozhraniami. Pri viacerých vstupných rozhraniach duplikujeme jednotky gene-
rátor a driver, pri viacerých výstupných zase monitor a responder. Každú z inštancií potom
môžeme nastaviť samostatne.
Kľúčovou činnosťou v práci verifikátora pri overovaní korektnosti hardvérového systému,
ktorá častokrát predčí návrh a implementáciu verifikačného prostredia, je nájdenie správnej
konfigurácie parametrov jednotlivých komponentov. Aj pri pomerne jednoduchom prostre-
dí, aké je potrebné na verifikáciu FrameLinkových nástrojov, počet parametrov a najmä ich
rozsahy, v ktorých sa môžu pohybovať, predstavujú obrovský priestor. Závisí od verifikova-
ného nástroja a jeho stavov, ktorých pokrytie sledujeme, či je možné parametre prostredia
priamo odvodiť na základe analýzy správy o pokrytí. Ak nie, verifikátor musí meniť kom-
binácie parametrov a sledovať, či sa mu podarí ”trafiť“ do potrebného nastavenia, ktoré
pokryje požadovaný stav.
Takéto úpravy nastavení a sledovanie odoziev sú dobre realizovateľné pomocou genetic-
kého algoritmu. Ten je schopný pri správnom zakódovaní fenotypu aplikáciou genetických
operátorov na jedince v populácii vykonávať rovnakú činnosť, akú by musel robiť verifikátor
ručne.
6.3 Reprezentácia fenotypu
Fenotyp v našom prípade odpovedá verifikačnému prostrediu, konkrétne jednotlivým pa-
rametrom, ktorými meníme jeho správanie. Pri transakciách prenášaných protokolom Fra-
meLink je možné ovplyvňovať tri základné elementy. Prvým je dĺžka prenášaných paketov,
resp. jeho jednotlivých častí, ďalej frekvencia vkladania a samotná dĺžka čakacích stavov
ako zo strany vysielateľa tak zo strany prijímateľa. Navyše je typické, že v reálnej prevádzke
sa budú tieto parametre v čase meniť. Tieto skutočnosti nám ponúka základnú predstavu
o tom, akými vlastnosťami by mal fenotyp disponovať.
Obrázok 6.3 znázorňuje štruktúru použitého chromozómu. Využíva priame zobrazenie,
takže jednotlivé gény presne odpovedajú nastaveniu konktétnych parametrov verifikačného
prostredia. Celý chromozóm je rozdelený na časti s konštantným počtom génov, takzvané
sekvencie. Gény na odpovedajúcich pozíciách v jednotlivých sekvenciách ovplyvňujú rov-
nakú vlastnosť. Sekvencie sú aplikované na verifikačné prostredie v čase, to znamená, že
vždy gény jednej sekvencie sa podieľajú na aktuálnom nastavení prostredia.
Chromozóm je reprezentovaný celočíselným vektorom, hodnoty jeho jednotlivých génov
sa pohybujú v rozsahu definovanom verifikátorom. Prvý gén určuje počet paketov, ktoré sa
aplikujú na DUT v rámci tejto sekvencie. Druhý a tretí gén vymedzujú dĺžku generovaných
paketov. V prípade, že paket sa skladá z viacerých častí, počet týchto dvojíc bude odpovedať
počtu častí a každá bude vymedzovať dĺžku jednej časti. Gén číslo štyri a päť ovplyvňuje
dĺžku čakacích stavov na vstupe komponentu (nastavenie signálu SRC RDY N driverom),
podobne šiesty a siedmy gén nastavuje čakacie stavy na výstupe (nastavenie DST RDY N
responderom). U génov, ktoré tvoria takéto logické dvojice je potrebné zabezpečiť, aby
hodnota génu udávajúceho dolnú hranicu nebola vyššia ako hodnota génu udávajúceho
hornú hranicu. V prípade, že verifikovaný nástroj disponuje niekoľkými vstupnými alebo
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výstupnými rozhraniami, odpovedajúce dvojice génov sa v chromozóme zduplikujú. Pre
viacero vstupných rozhraní sa jedná o gény jeden až päť, pre viacero výstupných šesť
a sedem.





































































1. sekvencia 2. sekvencia
Obrázok 6.3: Štruktúra chromozómu reprezentujúceho verifikačné prostredie pre
FrameLinkové nástroje.
6.4 Proces evolúcie
Celý proces evolúcie, ilustrovaný vývojovým diagramom na obrázku 6.4, začína vygenero-
vaním počiatočej populácie. V našom prípade sa nejedná o optimalizačný problém, ktorý
by mal za úlohu iba vylepšiť parametre existujúceho riešenia. Snahou je objavenie nového
riešenia bez akýchkoľvek predošlých znalostí, preto je počiatočná populácia vygenerovaná
náhodne. Jednotlivé kandidátne riešenia následne ohodnotíme pomocou simulácie a prira-
díme im určitú fitness hodnotu.
Proces simulácie je časovo najnáročnejší. Využíva prostredie navrhnuté pre klasickú
funkčnú verifikáciu. Na počiatku je potrebné inštancovať jednotlivé komponenty verifika-
čného prostredia a uviesť DUT do východiskového stavu aplikovaním resetu. Následne
nastavíme požadované parametre prostredia. Tie vyextrahujeme z chromozómu aktuálne
simulovaného jedinca, konkrétne z jednej sekvencie. V našom prípade budeme nastavovať
komponenty generátor, driver a responder. Po vykonaní potrebných nastavení spustíme
simuláciu, kde sa na DUT aplikuje chromozómom stanovený počet paketov. Následne sa
upravia parametre prostredia podľa údajov v ďalšej sekvencii a pokračuje sa v posielaní
paketov. Simulácia je ukončená, až sú aplikované nastavenia zo všetkých sekvencií. Počas
celého behu sa zbierajú informácie o pokrytí sledovaných stavov, na základe ktorých sa určí
fitness hodnota jedinca.
Údaje obsiahnuté v jednej sekvencii chromozómu môžu vymedzovať parametre verifika-
čného prostredia dosť vágne, napríklad rozsah dĺžky posielaných paketov môže byť značne
veľký. Beh simulácie na základe týchto hraničných hodnôt potom náhodne generuje pa-
kety konkrétnych dĺžok. Nemusí sa nám však podariť dostatočne rovnomerne pokryť celý
rozsah, najmä ak je počeť paketov v sekvencii nízky, a výsledky simulácie by tým boli do
značnej miery skreslené. Preto je každé kandidátne riešenie podrobené simulácii viackrát,
v každom behu sa zbierajú informácie o pokrytí a výsledná fitness jedinca je priemerom,
prípadne sumou, hodnôt získaných v jednotlivých behoch.






































Obrázok 6.4: Vývojový diagram použitého procesu evolúcie.
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liť z dvoch mechanizmov selekcie. Prvým je proporcionálna selekcia, kedy pre jednotlivé
jedince zrátame ich relatívnu fitness a viacnásobným použitím rulety stanovíme množinu
rodičov. Druhý mechanizmus predstavuje výber podľa poradia, kedy jedince zoradíme na
základe ich fitness a toto poradie potom určuje veľkosť výseku, ktorý na rulete zaberajú.
Potomkovia vzniknú krížením dvoch rodičov. Využívame jednobodové kríženie, kedy ná-
hodne určíme jediné miesto, v ktorom sa obsahy dvoch chromozómov vzájomne prehodia.
Vzniknutí potomkovia musia reprezentovať korektné nastavenie parametrov verifikačného
prostredia a keďže niektoré gény tvoria logické dvojice (určujú dolnú a hornú hranicu nasta-
venia konkrétneho parametru), musíme sa vyhnúť situácii, kedy by dolná hranica udávala
vyššiu hodnotu ako horná. Ak by hrozila takáto situácia, bod kríženia sa posunie o jedno
miesto doprava alebo doľava tak, aby bola logická dvojica zachovaná.
Novovzniknutí potomkovia sú ďalej podrobení mutácii. V našej reprezentácii fenotypu je
chromozóm pomerne dlhý, preto je možné uplatniť aj viac ako jednu mutáciu na chromozóm.
Maximálny počet mutácií stanovuje užívateľ, koľko mutácií bude reálne vykonaných sa
vyberie náhodne z rozsahu jedna až maximum. Pri použití tohoto genetického operátora je
taktiež potrebné dávať pozor, aby zostali zachované logické dvojice. Na rozdiel od kríženia
je však situácia o niečo ľahšia, stačí generovať novú hodnotu v rozsahu ”minimum zadané
užívateľom“ až ”aktuálne maximum“ pre určenie dolnej hranice alebo ”aktuálne minimum“
až ”maximum zadané užívateľom“ pre hranicu hornú.
Na záver generácie je treba nahradiť starú populáciu novou. Navrhovaný genetický
algoritmus využíva prekrývanie generácií, čiže do novej populácie sa okrem potomkov do-
stanú aj jedince z predchádzajúcej populácie. Stupeň prekrytia určuje užívateľ, vyberajú
sa najlepšie jedince z populácie. Vždy sa však jedná o minimálne jedného jedinca, čím je
zabezpečený elitizmus. Medzi potomkami už žiadny výber neprebieha, v novej populácii sa
ocitnú všetky.
Kritériom pre ukončenie evolúcie je dosiahnutý stanovený počet generácií alebo nájde-
nie dostatočne kvalitného jedinca. Prvý spôsob využívame v prípade, ak sú kandidátne
riešenia hodnotené aj z hľadiska času, ktorý bol potrebný na ich simulovanie. Snažíme sa
dosiahnuť čo najkratší čas potrebný na pokrytie všetkých sledovaných stavov a v takom
prípade je ťažké určiť, aké riešenie je už dostatočne kvalitné. Ak riešenie z hľadiska času
neoptimalizujeme, je možné evolučný proces zastaviť okamžite po nájdení jedinca, ktorý
pokrýva všetky sledované stavy. Aj v tomto prípade však obmedzujeme dobu behu evolúcie




Experimenty boli vykonané na troch nástrojoch pracujúcich s protokolom FrameLink (Fifo,
Splitter a Binder), navrhnutú metodiku je však možné použiť na ľubovoľný FrameLinkový
nástroj. Je potrebné iba upraviť chromozóm tak, aby odpovedal použitému verifikačnému
prostrediu, čo znamená zmeniť počet génov podľa počtu vstupných a výstupných rozhra-
ní, prípadne pridať gény chromozómu reprezentujúce dĺžku jednotlivých častí paketu. Pri
navrhovaní fitness funkcie na ohodnocovanie jednotlivých kandidátnych riešení neexistujú
univerzálne pravidlá, čo všetko by mala pokrývať. Je potrebné sa zamyslieť nad štruktú-
rou aktuálne verifikovaného komponentu, snažiť sa odhadnúť okrajové situácie a stavy, do
ktorých by sa mohol systém dostať a tie zachytiť v hodnote fitness.
Pri použití genetického algoritmu je potrebné nastaviť viacero parametrov, ktoré ovply-
vňujú proces evolúcie. Po vyskúšaní viacerých kombinácií boli zvolené nastavenia uvedené
v tabuľke 7.1, ktoré sa osvedčili najlepšie. Pri týchto nastaveniach boli následne vykonané
všetky experimenty uvedené v tejto práci.
Veľkosť populácie 5/25 jedincov
Pravdepodobnosť kríženia 80%
Maximálny počet mutácií na chromozóm 5
Prekrytie populácií 1/6
Elitizmus áno
Tabuľka 7.1: Nastavenie parametrov genetického algoritmu
Prekrytie populácií 1/6 znamená, že šestina novej populácie je tvorená jedincami z pred-
chádzajúcej generácie, zvyšok je doplnený novými potomkami. Čo sa týka selekčného me-
chanizmu, primárne bola v testoch využívaná proporcionálna selekcia, výber podľa poradia
bol použitý iba pri jednom nástroji. Ako dostatočný počet simulácií jedinca, ktorý zabránil
skresleniu výsledkov z dôvodu nerovnomerného pokrytia rozsahu parametrov udávaného
chromozómom, sa ukázal počet päť.
7.1 FrameLink Fifo
Prvým testovaným nástrojom je Fifo, ktorý predstavuje klasický front na uchovávanie pa-
ketov. Okrem vstupného a výstupného FrameLinkového rozhrania ponúka ešte kontrolné,
prostredníctvom ktorého získavame informácie o aktuálnej zaplnenosti frontu. Kontrolné
rozhranie disponuje týmito signálmi:
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• EMPTY – nastavený v prípade, že front je prázdny,
• FULL – nastavený v prípade, že front je plný,
• FRAME RDY – udáva, že vo fronte je uložený celý paket,
• LSTBLK – vo fronte je menej ako zadaný počet voľných položiek
• STATUS – zobrazuje niekoľko najvýznamnejších bitov počítadla voľného miesta.
Identifikácia okrajových situácií je pri tomto nástroji pomerne priamočiara. Jedná sa
o stavy, kedy je Fifo úplne prázdne alebo naopak celkom zaplnené. Hoci nám tieto situácie
priamo indikujú signály kontrolného rozhrania, pri určovaní fitness hodnoty využité neboli.
Namiesto toho využívala fitness funkcia hodnoty signálu STATUS. Cieľom bolo navodiť
čo najviac situácií, kedy sa front striedavo zapĺňal a vyprázdňoval. Fitness funkcia teda
zohľadňovala najmä to, či sa STATUS mení požadovaným smerom, t.j. na začiatku sa front
zapĺňa a hodnota STATUS klesá, po tom, čo sa celkom zaplní, dôjde k jeho postupnému
vyprázdňovaniu a STATUS stúpa. Prípady, kedy zaplnenosť frontu osciluje okolo určitej
hodnody, hoci aj okrajovej, a nijak výrazne sa nemení, neboli objektom nášho záujmu a
boli ohodnotené aj patrične nízkou fitness. Keďže po každom zaplnení fronu musí nasledo-
vať jeho vyprázdnenie, spôsobené buď nastavením parametrov prostredia alebo ukončením
simulácie, výslednú hodnotu fitness stačilo zvyšovali iba pri zapĺňaní. Pre testy bol zvolený
chromozóm s ôsmymi sekvenciami, aplikáciou ktorých sa malo podariť zaplniť verifikovaný
nástroj celkovo štyrikrát. Pri nastavení veľkosti frontu na 1024 položiek teda dostávame
maximálnu fitness 4096.
Pri verifikácii hrá dôležitú úlohu aj čas, ktorý zaberie simulácia výsledného riešenia.
Preto hodnota fitness zohľadňovala aj túto skutočnosť. Čas bol braný do úvahy nie len
pri jedincoch, ktoré navodili maximálny počet zaplnení vzhľadom k počtu sekvencií, ale
premietal sa do fitness hodnoty všetkých. Na základe experimentov bola stanovená horná
hranica doby potrebnej na zaplnenie frontu. Časy kandidátnych riešení sa od tejto hod-
noty odčítali, aby kratší simulačný čas odpovedal vyššej fitness. Celková hodnota fitness
u jedincov, ktoré zaplnili front štyrikrát, sa po pričítaní času pohybovala nad hranicou 5000.
Genetický algoritmus vs náhodné prehľadávanie
Prvý test bol zameraný na účinnosť navrhnutého riešenia pomocou genetického algoritmu.
Jeho výsledky boli porovnané s náhodným prehľadávaním, ktoré využíva funkčná verifikácia
bez spätnej väzby.
Graf na obrázku 7.1 ukazuje priemernú hodnotu fitness najlepších kandidátnych rieše-
ní v jednotlivých behoch evolúcie nameranú pri použití genetického algoritmu s veľkosťou
populácie 5 jedincov. Ak by riešenie nebolo optimalizované z hľadiska času, jedince by
maximálnu fitness dosahovali už okolo 50. generácie. Ďalšia evolúcia sa snaží už len skrátiť
potrebný simulačný čas. Ak sme tento problém riešili pomocou náhodného prehľadávania,
po odsimulovaní 1000 kandidátnych riešení, čo odpovedá rovnakému počtu ako pri ohodno-
tení 200 generácií populácie s 5 jedincami uvedenej v grafe, sa fitness najlepšieho riešenia
pohybovala okolo hodnoty 4000. Táto hodnota naznačuje, že sa nepodarilo získať riešenie,
ktoré by front naplnilo maximálny počet krát.
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Obrázok 7.1: Priemerná hodnota fitness pri aplikovaní genetického algoritmu na
FrameLink Fifo.
Vplyv veľkosti populácie
Druhý test porovnáva kvalitu dostiahnutého riešenia pri použití populácií s rôznym počtom
jedincov. Na obrázku 7.2 je možné vidieť graf s nameranými výsledkami.















Obrázok 7.2: Vplyv veľkosti populácie na kvalitu výsledného riešenia.
V teste boli použité populácie o dvoch veľkostiach, menšia obsahovala 5 jedincov, väčšia
25. Do grafu boli vynesené fitness hodnoty najlepších kandidátnych riešení po odsimulo-
vaní rovnakého počtu jedincov, čiže stav po jednej generácii populácie s väčším počtom
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jedincov bol porovnaný so stavom po piatich generáciách menšej populácie. Z výsledkov
v grafe je vidno, že väčšia populácia ponúkala počas celého behu lepšie kandidátne riešenie.
Najvýraznejšie rozdiely je možné pozorovať v dobe, kedy sa fitness mení už len na základe
doby potrebnej na simuláciu riešenia, teda nad hodnotou 5000. Postupom času sa však
kvalita jedincov vzájomne vyrovnáva a po odsimulovaní zhruba 1000 kandidátnych riešení
je najlepšia fitness oboch populácií na rovnakej úrovni.
7.2 FrameLink Splitter
Druhým testovaným nástrojom je Splitter. Disponuje jedným vstupným a viacerými vý-
stupnými rozhraniami a jeho úlohou je rozdeľovať vstupný tok na niekoľko výstupných.
Obrázok 7.3 znázorňuje štruktúru komponentu. Pred každé výstupné rozhranie je pripoje-









Obrázok 7.3: Štruktúra nástroja FrameLink Splitter.
Činnosť kontrolnej jednotky je pomerne jednoduchá, jednotka sleduje hodnoty signálu
STATUS jednotlivých Fifo frontov, z ktorých vyberá maximum, čiže front s najvyšším
počtom voľných položiek. Na výber výstupného rozhrania postačuje konečný automat
s dvoma stavmi. Ich pokrytie je triviálne a preto ho pri pokrývaní stavového priestoru
môžeme zanedbať. Situácie, v ktorých sa nástroj môže vyskytnúť, sú teda dané zaplnením
jednotlivých výstupných frontov. Okrajové stavy predstavuje ich maximálne zaplnenie
a úplné vyprázdnenie, prípadne ich kombinácie na rôznych rozhraniach.
Testy boli vykonané na jednom z najpoužívanejších variantov tohoto nástroja – s dvo-
ma výstupnými rozhraniami. Ako fitness funkcia bolo zvolené pokrytie stavov, kedy sa
jednotlivé fronty na výstupe zaplnia alebo vyprázdnia a všetky ich prípustné kombinácie.
Tieto stavy boli získavané na základe hodnôt signálov EMPTY a FULL príslušných Frame-
Link Fifo jednotiek. Samozrejme bolo treba vylúčiť kombinácie, ktoré nemôžu nastať, t.j.
aby front bol zároveň plný aj prázdny. V tomto prípade sme sa zamerali iba na nájdenie
kandidátneho riešenia, ktoré by navodilo všetky sledované stavy, následnú optimalizáciu
z hľadiska doby potrebnej na simuláciu jedinca sme nevykonávali.
Maximálnu fitness je teda možné určiť ako počet hodnôt samostatných signálov EMP-
TY a FULL (4 + 4) a ich prípustných kombinácií (9), čím dostávame 17. Ako výsledná
hodnota fitness nebol braný priemer z piatich simulácií, ale ich súčet. Tým sa dostáva
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fitness optimálneho riešenia na hodnotu 85.
Genetický algoritmus vs náhodné prehľadávanie
Výsledky použitia genetického algoritmu s veľkosťou populácie 5 jedincov sú vynesené v
grafe na obrázku 7.4. Zobrazená fitness bola určená spriemerovaním hodnôť najlepších
jedincov v úspešných behoch.
















Obrázok 7.4: Priemerná hodnota fitness pri aplikovaní genetického algoritmu na
FrameLink Splitter.
Použitie genetického algoritmu už neprináša v porovnaní s náhodným prehľadávaním
o toľko lepšie výsledky, ako v prípade verifikácie FrameLink Fifo. Dokonca sa vyskytli
situácie, kedy sa do stanoveného počtu generácií nepodarilo nájsť kandidátne riešenie po-
krývajúce všetky požadované stavy. Približne v 30% prípadov nastala situácia, kedy sa
populácia dostala do lokálneho maxima a kvôli malej rozmanitosti jednotlivých jedincov
sa jej ho už nepodarilo opustiť. Fitness týchto neúspešných riešení sa pohybovala okolo
hodnoty 75.
Hoci pravdepodobnosť, že genetický algoritmus nájde uspokojivé riešenie, už nie je
100%-ná, stále poskytuje lepšie výsledky ako prechádzanie priestoru náhodným prehľadáva-
ním. Počet behov, kedy sa pomocou náhodného prehľadávania (pri odsimulovaní rovnakého
počtu kandidátnych riešení ako v prípade genetického algoritmu) podarilo nájsť dostatočne
kvalitné riešenie, sa pohyboval na hranici 40%.
Vplyv veľkosti populácie
Vplyv veľkosti populácie na kvalitu dosiahnutého riešenia bol opäť porovnávaný na populá-
ciách s 5 a 25 jedincami. Ako je možné vidieť v grafe na obrázku 7.5, rozdiely v premernej
fitness sú omnoho väčšie ako pri rovnakom teste vykonanom na nástroji FrameLink Fi-
fo. Väčšia populácia konverguje rýchlo v počiatočných generáciách genetického algoritmu,
zvyšovanie fitness v ďalších fázach prebieha pomerne pozvoľna. Naproti tomu populácia
s piatimi jedincami poskytuje na začiatku výrazne horšie riešenie, rast hodnoty fitness je
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však konštantný a zhruba v tretine behu predčí riešenie väčšej populácie. V záverečných
generáciách sa kvalita riešení ponúkaná oboma populáciami vyrovnáva.















Obrázok 7.5: Vplyv veľkosti populácie na kvalitu výsledného riešenia.
V prospech populácie s 25 jedincami však hovorí jeden dôležitý fakt. Tým je skutočnosť,
že táto populácia dokázala vždy nájsť hľadané riešenie.
Výber podľa poradia
Pri použití populácie s 5 jedincami skoro tretina behov genetického algoritmu nenašla poža-
dované riešenie. Príčinou uviaznutia v lokálnom maxime bola nízka rozmanitosť jedincov,
ktorá by krížením zabezpečila ďalší progres. Pravdepodobnosť, že sa podarí vybrať jedin-
ca, ktorý by mal potenciál dospieť k optimálnemu riešeniu, ale jeho fitness sa líši oproti
ostatným iba o trochu, je pri použití proporcionálnej selekcie prakticky rovnaká ako šanca
vybrať ktoréhokoľvek iného jedinca. S cieľom vyriešiť túto situáciu bol použitý iný selekčný
algoritmus, konkrétne výber podľa poradia.
Graf na obrázku 7.6 zobrazuje priemernú fitness pri výbere podľa poradia. Na rozdiel
od proporcionálnej selekcie je rýchlosť konvergencie pomerne konštantná, finálne riešenie
však nachádzajú v priemere v rovnakej generácii. Pravdepodobnosť, že evolúcia skončí
neúspechom, bola len pätinová. Oproti proporcionálnej selekcii teda klesla asi o 10%.
7.3 FrameLink Binder
Posledným FrameLinkovým nástrojom, na ktorý boli aplikované testy, je Binder. Svojou
funkcionalitou tvorí protipól k nástroju Splitter, využíva sa v prípadoch, keď máme v sys-
téme niekoľko komponentov s nižšou priepustnosťou a jeden s vysokou. Binder disponuje
viacerými vstupnými a jedným výstupným rozhraním, štruktúru nástroja je možné vidieť
na obrázku 7.7. Na každé vstupné rozhranie je pripojené FrameLink Fifo, o výber paketu,
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Obrázok 7.6: Priemerná hodnota fitness pri aplikovaní genetického algoritmu na
FrameLink Splitter s využitím výberu podľa poradia.
ktorý sa objaví na výstupe, sa stará kontrolná jednotka. Pri výbere je možné použiť jednu
z troch stratégií:
• Most Occupied – dáta z najobsadenejšieho vstupného frontu sa dostávajú na výstup.
• Round Robin – spravodlivý spôsob, ktorý vyberá z frontov obsahujúcich aspoň jeden
kompletný paket. Ak takýto front neexistuje, použije sa spôsob Most Occupied.
• Framed – spravodlivý spôsob, ktorý vyberá z frontov obsahujúcich aspoň jeden kom-








Obrázok 7.7: Štruktúra nástroja FrameLink Binder.
Variant, ktorý bol použitý pri testovaní, disponoval štyrmi vstupnými rozhraniami,
stratégia výberu bola nastavená na Most Occupied. Použitá fitness funkcia bola prakticky
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totožná s tou, ktorú sme využívali pri jednotke FrameLink Splitter – snahou bolo pokryť
všetky kombinácie zaplnenia a vyprázdnenia jednotlivých vstupných frontov. Keďže sme
použili Binder so štyrmi rozhraniami na vstupe, počet prípustných kombinácií signálov
EMPTY a FULL v porovnaní s testovaným Splitterom niekoľkonásobne vzrástol. Z celko-
vého počtu 256 kombinácií bolo 175 neplatných, z čoho po prirátaní hodnôt samostatných
signálov EMPTY a FULL (16 + 16) dostávame číslo 81. Keďže z hodnôt získaných v jednot-
livých simuláciách bola podobne ako v prípade FrameLink Splittera rátaná suma, výsledná
maximálna fitness je 565. Ani v tomto prípade sme sa nesnažili o optimalizáciu z hľadiska
potrebného simulačného času, cieľom bolo nájsť dostatočne kvalitné riešenie.
Genetický algoritmus vs náhodné prehľadávanie
Na obrázku 7.8 je zobrazený graf udávajúci priemernú hodnotu fitness najlepších kandidát-
nych riešení v jednotlivých behoch evolúcie pri použití populácie o veľkosti 5 jedincov. Hoci
by sa mohlo zdať, že keďže sa jedná o podobný nástroj ako FrameLink Splitter, aj výsledky
pôsobenia genetického algoritmu budú veľmi podobné, nie je tomu tak. Pri verifikácii Fra-
meLink Bindera sa podarilo nájsť riešenie v každom behu evolúcie, navyše potrený počet
generácií bol pomerne nízky. Táto skutočnosť je spôsobená tým, že genetický algoritmus
mal nie len schopnosť ovplyvňovať rýchlosť zasielania paketov na daný vstup vkladaním
čakacích stavov, ale aj meniť samotný počet aplikovaných paketov. Táto skutočnosť prácu
algoritmu do značnej miery zjednodušovala.
















Obrázok 7.8: Priemerná hodnota fitness pri aplikovaní genetického algoritmu na
FrameLink Binder.
Pomerne prekvapujúco však vyznievajú výsledky náhodného prehľadávania. To malo
k dispozícii rovnaké podmienky ako evolučný algoritmus, nájsť vyhovujúce riešenie sa mu
ale pri odsimulovaní podobného počtu jedincov nepodarilo.
Vplyv veľkosti populácie
Porovnanie dvoch populácií, ktoré sa líšia počtom jedincov, prebehlo aj pri tomto nástroji.
Výsledky meraní, zachytené v grafe na obrázku 7.9, majú rovnaký trend ako pri aplikácii
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tohoto testu na FrameLink Splitter, len rýchlosť konvergencie je zhruba dvojnásobná. Prie-
merná fitness hodnota u populácie s 25 jedincami je vyššia na začiatku populácie a v jej
druhej polovici, menšia populácia s piatimi jedincami poskytuje lepšie aktuálne riešenie
okolo tretiny behu algoritmu a pred samotným záverom.














Obrázok 7.9: Vplyv veľkosti populácie na kvalitu výsledného riešenia.
7.4 Zhrnutie dosiahnutých výsledkov
Z výsledkov experimentov popísaných v tejto práci vyplýva, že navrhnutý mechanizmus
využívajúci genetický algoritmus je schopný zabezpečiť spätnú väzbu medzi pokrytím sle-
dovaných stavov hardvérového systému a parametrami verifikačného prostredia. Tým umo-
žňuje úplne automatizovať verifikačný proces a prispieť tak ku skvalitneniu a urýchleniu
verifikácií.
Pri všetkých troch komponentoch, nad ktorými boli vykonané testy, priniesol genetický
algoritmus výrazne lepšie riešenie ako sa podarilo získať náhodným generovaním parametrov
prostredia, hoci bolo odsimulované rovnaké množstvo kandidátnych riešení. Genetický
algoritmus umožnil efektívne prehľadávanie stavového priestoru, kde aplikáciou operátoru
kríženia sme dostávali nové kandidátne riešenia z pomerne veľkého okolia existujúcich riešení
a mutácia naopak zabezpečila preskúmanie jedincov v najbližšom susedstve.
V uvedených výsledkoch experimentov je možné pozorovať aj vplyv navrhnutej fit-
ness funkcie na dosahované riešenia. Ako všetkým algoritmom na prehľadávanie stavového
priestoru aj genetickému algoritmu najviac vyhovuje, ak je funkcia ohodnocujúca jednot-
livé riešenia spojitá. V takom prípade sa aj malé zmeny v hodnotách génov chromozómu
prejavia zvýšením alebo znížením hodnoty fitness. Túto situáciu môžeme pozorovať vo ve-
rifikácii FrameLink Fifo. V ostatných dvoch verifikáciách je fitness funkcia nespojitá. Hoci
efektivita prehľadávania stavového priestoru klesá, v porovnaní s náhodným prehľadávaním
stále prináša výrazne lepšie výsledky.
Vplyv veľkosti populácie na kvalitu výsledného riešenia nebol pri nástrojoch Frame-
Link Fifo a Binder nijako významný. Líšili sa iba rýchlosťou konvergencie fitness hodnoty
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najlepšieho jedinca na začiatku evolúcie, získať optimálne riešenie sa podarilo pri oboch
veľkostiach približne po rovnakom počte odsimulovaných jedincov. Naopak významnú úlo-
hu zohrala veľkosť populácie pri verifikácii FrameLink Splittera. Zatiaľ čo väčšia populácia
viedla k optimálnemu riešeniu pri každom spustení evolúcie, menšej sa to nie vždy podarilo.
Päť jedincov v populácii nedokázalo zabezpečiť dostatočnú rozmanitosť riešení, čo spôso-
bilo degradáciu populácie a uviaznutie genetického algoritmu v lokálnom maxime. Čiasto-
čné riešenie tohoto problému ponúka aj zmena mechanizmu selekcie, za výsledkami väčšej
populácie však stále zaostáva. Skutočnosť, že podobný problém nenastal vo verifikácii os-
tatných dvoch nástrojov je spôsobená tým, že parametre ich verifikačného prostredia mali
možnosť ovplyvňovať stav nástrojov priamočiarejšie ako v prípade Splittera a tak v pod-
state akákoľvek zmena v chromozóme dokázala zabezpečiť potrebnú rozmanitosť jedincov.
Z výsledkov verifikácie FrameLink Splittera však vyplýva, že pri zväčšení populácie sme





Cieľom tejto práce bol návrh a implementácia prostredia pre funkčnú verifikáciu, ktoré sa
za pomoci sledovania vnútorného stavu komponentu snaží o generovanie vstupov tak, aby
výsledné pokrytie stavového priestoru komponentu bolo čo najvyššie.
Na počiatku riešenia som sa zoznámil s existujúcimi technikami používanými na verifiká-
ciu hardvérových produktov. Prístup funkčnej verifikácie je zhrnutý v kapitole 2. Zameral
som sa najmä na dnes najrozšírenejšiu metódu využívanú v tejto oblasti, ktorou je coverage-
driven constrained-random testovanie. Okrem zásad pri vytváraní verifikačných prostredí
na základe tejto metódy som sa oboznámil aj s využitím metodiky OVM, ktorá je na nej
založená, a naštudoval som problematiku merania progresu procesu verifikácie. Okrem
verifikácií založených na simulácii hardvérového systému som sa zoznámil aj so základmi
formálnej verifikácie (kapitola 3), najmä čo sa týka prístupu k pokrývaniu stavového pries-
toru overovanej jednotky. Ďalej som sa oboznámil s jedným z najrozšírenejších nástrojov
na dokazovanie korektnosti verifikovaného systému, ktorý kombinuje prístupy formálnej
verifikácie s funkčnou. Na základe týchto poznatkov som určil slabé miesta existujúcich
prístupov, ktoré by sa dali vylepšiť a zhrnul ich do kapitoly 4.
V rámci diplomovej práce som navrhol a implementoval prostredie, ktoré zabezpečuje
spätnú väzbu medzi výsledkami pokrytia sledovaných stavov verifikovaného nástroja a ob-
medzeniami kladenými na generované stimuly. Ako základ pre tento mechanizmus som
zvolil genetický algoritmus, ktorého činnosť je popísaná v kapitole 5. Samotný návrh pro-
stredia je predstavený v kapitole 6. Riešenie bolo vytvorené tak, aby dobre zohľadňovalo
špecifiká nástrojov pre prácu s protokolom FrameLink, ktoré boli zvolené ako testovacie
komponenty. Súčasne bol kladený dôraz na to, aby aplikácia navrhnutého prostredia na
ľubovoľný FrameLinkový nástroj vyžadovala čo najmenšie úsilie.
Nezanedbateľnú súčasť práce tvorilo testovanie implementovaného genetického algorit-
mu. To bolo vykonané na celkovo troch nástrojoch na spracovanie dát, ktoré pracovali
s protokolom FrameLink. Výsledky zhrnuté v kapitole 7 ukazujú, že implementovaný me-
chanizmus je schopný efektívne prehľadávať priestor parametrov verifikačného prostredia
a tým pokryť potrebné stavy testovaného nástroja. Umožňuje teda nahradiť v tejto činnosti
verifikátora, čím sa verifikačný proces plne automatizuje. To prispieva jednak k jeho urých-
leniu,ale najmä ku skvalitneniu, pretože obzvlášť pri zložitejších systémoch nie sme schopní
odhaliť potrebné súvislosti medzi aplikovanými stimulmi a pokrytím stavového priestoru
systému.
Najväčšou výzvou pri použití genetického algotitmu je správny návrh fitness funkcie.
V súčasnosti je potrebné, aby verifikátor poznal vnútornú štruktúru testovaného systému,
určil kritické alebo inak zaujímavé stavy a na ich základe zostavil funkciu na výpočet
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hodnoty fitness. Ako rozšírenie do budúcnosti by som videl snahu o automatizáciu tejto
činnosti, kedy by bez zásahu verifikátora boli identifikované zaujímavé stavy testovaného
nástroja a na ich základe určená fitness funkcia.
49
Literatúra
[1] Anderson, T. L.: Open Verification Methodology: Fulfilling the Promise of
SystemVerilog. Information Quarterly, ročník 7, č. 1, 2008: s. 52–54.
[2] Baker, J. E.: Reducing Bias and Inefficiency in the Selection Algorithm. In Second
International Conference on Genetic Algorithms and Their Applications, 1987, s.
14–21.
[3] Benjamin, M.; Geist, D.; Hartman, A.; aj.: A Study in Coverage-Driven Test
Generation. In 36th Design Automation Conference, 1999, s. 970–975.
[4] Bergeron, J.: Writing testbenches using SystemVerilog. Springer, 2006, ISBN
0-387-31275-7.
[5] Bergeron, J.; Cerny, E.; Nightingale, A.; aj.: Verification Methodology Manual for
SystemVerilog. Springer, 2006, ISBN 978-0-387-25538-5.
[6] Bryant, R. E.: Graph-based algorithms for Boolean function manipulation. IEEE
Transactions on Computers, August 1986: s. 677–691.
[7] Bérard, B.; Bidoit, M.; Finkel, A.; aj.: Systems and Software Verification. Springer,
2001, ISBN 3-540-41523-8.
[8] Clarke, E. M., Jr.; Grumberg, O.; Peled, D. A.: Model Checking. The MIT Press,
1999, ISBN 0-262-03270-8.
[9] Dill, D. L.: What’s Between Simulation and Formal Verification? In 35th Design
Automation Conference, June 1998, s. 328–329.
[10] Fine, S.; Ziv, A.: Coverage Directed Test Generation for Functional Verification using
Bayesian Networks. In 40th Design Automation Conference, 2003, s. 286–291.
[11] Glasser, M.: Open Verification Methodology Cookbook. Springer, 2009, ISBN
978-1-4419-0968-8.
[12] Goldberg, D.: Genetic Algorithms in Search, Optimization, and Machine Learning.
Addision-Wesley Publishing Company, 1989.
[13] Holland, J.: Adaptation in Natural and Artificial Systems. Ann Arbor: University of
Michigan Press, 1975.
[14] Hynek, J.: Genetické algoritmy a genetické programování. Grada Publishing, 2008,
ISBN 978-80-247-2695-3.
50
[15] IEEE Computer Society: IEEE Std 1800-2005: IEEE Standard for SystemVerilog —
Unified Hardware Design, Specification, and Verification Language. 2005.
[16] Kern, C.; Greenstreet, M. R.: Formal Verification in Hardware Design: A Survey.
ACM Transactions on Design Automation of Electronic Systems, ročník 4, April
1999.
[17] Kropf, T.: Introduction to Formal Hardware Verification. Springer, 1999, ISBN
3-540-65445-3.
[18] Kvasnička, V.; Pospíchal, J.; Tiňo, P.: Evolučné algoritmy. STU Bratislava, 2000,
ISBN 80-227-1377-5.
[19] Piziali, A.: Functional verification coverage measurement and analysis. Kluwer, 2004,
ISBN 1-4020-8025-5.
[20] Samarah, A.: Automated Coverage Directed Test Generation Using a Cell-Based
Genetic Algorithm. Diplomová práca, The Department of Electrical and Computer
Engineering, Concordia University, Montréal, Québec, Canada, 2006.
[21] Sekanina, L.: Evoluční design, 2011, prezentácia do predmetu Biologií inspirované
počítače, Fakulta informačních technologií, VUT Brno.
[22] Sekanina, L.; Vašíček, Z.; Růžička, R.; aj.: Evoluční hardware: od automatického
generování patentovatelných invencí k sebemodifikujícím se strojům. Academia
Praha, 2009, ISBN 978-80-200-1729-1.
[23] Spear, C.: SystemVerilog for verification. Springer, 2006, ISBN 0-387-27036-1.
[24] Tasiran, S.; Kreutzer, K.: Coverage Metrics for Functional Validation of Hardware
Designs. IEEE Design & Test of Computers, July–August 2001: s. 2–11.
[25] WWW stránky: 0-In. [cit. 2011-05-24].
URL http://www.mentor.com/products/fv/0-in_fv
[26] WWW stránky: Genetic Algorithms and Evolutionary Computation. [cit.
2011-05-24].
URL http://www.talkorigins.org/faqs/genalg/genalg.html
[27] WWW stránky: Liberouter. [cit. 2011-05-24].
URL http://www.liberouter.org
[28] WWW stránky: LocalLink. [cit. 2011-05-24].
URL http://www.xilinx.com/products/intellectual-property/LocalLink_
UserInterface.htm
[29] WWW stránky: Open Verification Methodology. [cit. 2011-05-24].
URL http://www.ovmworld.org
[30] WWW stránky: SystemVerilog. [cit. 2011-05-24].
URL http://www.systemverilog.org
[31] WWW stránky: Wikipedia — SystemVerilog. [cit. 2011-05-24].
URL http://en.wikipedia.org/wiki/SystemVerilog
51
[32] Šimková, M.; Malčík, D.: Verifikačný nástroj 0-In, 2010, projekt do predmetu




K práci je priložené CD, ktoré obsahuje elektronickú verziu tejto technickej správy, jej zdro-
jové súbory a takisto aj zdrojové súbory implementovaného spätnoväzobného verifikačného
prostredia.
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