Interaction of a converging spherical shock wave with isotropic turbulence Phys. Fluids 24, 085102 (2012) Droplet size distribution in homogeneous isotropic turbulence Phys. Fluids 24, 065101 (2012) Statistics and scaling of turbulence in a spatially developing mixing layer at Reλ = 250 Phys. Fluids 24, 035109 (2012) Effect of turbulence on the downstream velocity deficit of a rigid sphere Phys. Fluids 23, 095103 (2011) Additional information on Phys. Fluids A depth-integrated model including subgrid scale mixing effects for turbulent transport by long waves and currents is presented. A fully nonlinear, depth-integrated set of equations for weakly dispersive and rotational flow is derived by the long wave perturbation approach. The same approach is applied to derive a depth-integrated scalar transport model which can accommodate small vertical variation of a weakly unsteady scalar. The proposed equations are solved by a fourth-order accurate finite volume method. The depth-integrated flow and transport models are applied to typical problems which have different mixing mechanisms. From the simulations, several important conclusions are obtained. ͑i͒ From simulation of a mixing layer generated by internal transverse shear, it is revealed that the dispersive stress implemented with a stochastic backscatter model ͑BSM͒ can play an important role for energy transfer in a shallow mixing layer. ͑ii͒ From a comparison of the characteristic width of a scalar plume in shallow and uniform flow, the proposed depth-integrated transport model coupled with the depth-integrated flow model can predict the passive scalar transport physically-that is, based on the turbulent intensity-without relying on a coarse empirical constant. ͑iii͒ From the same simulation, the inherent limitation of the two-dimensional horizontal model to capture vertical structure is recognized in near field. ͑iv͒ If the main mechanism of flow instability originates from relatively large-scale bottom topography features, then the effects of the dispersive stresses ͑i.e., BSM͒ are less important.
I. INTRODUCTION
In nature, water flow is a three-dimensional ͑3D͒ phenomenon. However, in many geophysical settings, the depth of water is small relative to its horizontal scale, such that horizontal two-dimensional ͑H2D͒ motions dominate the flow structure. In those cases, especially in large domains, a H2D numerical model can be a practical and accurate tool if the 3D physical properties can be approximated properly into the H2D model. Some of the H2D approaches in widespread use are the Boussinesq-type and shallow water equations derived by a perturbation approach or depth-averaging.
The Boussinesq-type equations can account for some of the dispersive, turbulent, and rotational flow properties frequently observed in nature.
1 Also, it has the ability to couple currents and waves 2 and can predict nonlinear water wave propagation over an uneven bottom from deep ͑or intermediate͒ water to the coastline. 3, 4 However, during the derivation of a H2D equation set, some 3D flow features such as the dispersive stresses 5 and the effects of the unresolved small-scale 3D turbulence are excluded. Subsequently, there must be some limitations for predicting horizontal flow structures which can be generated through these neglected 3D effects. Naturally, any inaccuracy of the hydrodynamic flow model is reflected in the results of a coupled transport model.
In order to incorporate 3D turbulence effects into H2D flow models, various approaches have been proposed. For example, Nadaoka and Yagi 6 incorporated a subdepth scale turbulence model based on an eddy viscosity. Hinterberger et al. 7 proposed a stochastic backscatter model ͑BSM͒ that can account for the mechanism of inverse energy transfer from unresolved 3D turbulence to resolved 2D flow motions. Reasonable results were obtained by the proposed methods. Similar research was done by Uittenbogaard and Vossen 8 and van Prooijen and Uijttewaal 9 to model these effects. Analogous to the flow model, for scalar transport it is desired to develop a H2D model that can approximately account for the vertical deviations of concentration and velocity, and the associated mixing. Taylor 10 first proposed a method to approximate the effects of the vertical nonuniformity into the H2D model. His result, commonly called "dispersion," was extended to various environmental flow fields by many researchers. 11 To properly predict transport, an accurate numerical solver that can minimize numerical dispersion, dissipation, and diffusion should be developed. Recently, the finite volume method ͑FVM͒ using approximate Riemann solvers has been developed and applied successfully, for instance, by Mingham and Causon. 12 The FVM has many advantages. Especially, in view of eigenstructure, the advection equation has the same approximate Riemann solver as the equation of tangential velocity of the homogeneous shallow water equations. 13 Hence, the same numerical method for the leading-order terms of the shallow water ͑or Boussinesqtype͒ equations can be used for the advection terms of the transport equation with consistency.
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rents is investigated. In Sec. II, the Boussinesq-type equations for depth-integrated eddy simulation ͑DIES͒ are derived. In Sec. III, a depth-integrated transport equation is introduced. The numerical method for the transport equation and the numerical test results are briefly presented. Turbulent transport by a plane mixing layer and by bottom topography is presented in Sec. V, and comparisons with experimental data are provided.
II. DEPTH-INTEGRATED FLOW MODEL FOR TURBULENT TRANSPORT

A. Dispersive stress by the velocity fluctuation uЈ
In shallow flows, because small-scale 3D turbulence and large-scale horizontal 2D turbulence coexist, the turbulent energy spectrum of shallow flows can be characterized as a two-range spectrum. 6, 7, 14 Therefore, the large-eddy simulation ͑LES͒ type model is appropriate for predicting shallow flows including various scales of turbulent motions.
In 3D space, the spatially filtered continuity and NavierStokes equations for incompressible flow are given by
where the overbar means the filtering operator. The subscripts i , j = ͑1,2,3͒ and To derive the depth-integrated flow equations, a perturbation approach based on long wave scaling is used with typical water depth h o as the vertical scale, a wavelength ᐉ o as the horizontal scale, and a time scale ᐉ o / ͱ gh o based on the celerity of a linear long water wave. With these variables, the following dimensionless variables and a parameter can be introduced:
where h ‫ء‬ is the water depth, which is a function of ͑x ‫ء‬ , y ‫ء‬ ͒, and ‫ء‬ is the water surface elevation, which is a function of ͑x ‫ء‬ , y ‫ء‬ , t ‫ء‬ ͒. The is a standard parameter for scale analysis of long waves and its magnitude is assumed to be O͑ 2 ͒ Ӷ 1.0.
As commonly done in shallow flow studies, the turbulence is modeled separately in the horizontal direction as free turbulence, and vertical direction as wall turbulence. In this paper, the wall turbulence is assumed to be generated only from the bottom, not from a side wall. Further investigation about free and wall turbulence in shallow flows can be found in Negretti et al. 15 The nondimensional horizontal eddy viscosity representing free turbulence which is generated by the gradient of horizontal velocities is given by
where 
‫2ء‬ is bottom friction. Thus, the nondimensional vertical eddy viscosity is given by
where ␤ expresses the magnitude of c h ͱ c f . Considering
where f is estimated using the Moody diagram, the typical magnitude of O͑␤͒ will be approximately 0.003-0.007 in fully developed turbulent flow if Reynolds number is between 2000 and 10 7 . With these variables and parameters, the filtered dimensionless form of the continuity equation and the Navier-Stokes equations in the horizontal direction are given by
where the indices i , j = ͑1,2͒ correspond to the horizontal directions. A 2D horizontal equation set can be derived by applying the depth-averaging operator =1/ H͐ H dz to Eqs. ͑6͒ and ͑7͒. The velocity components described in this section follow Fig. 1 , with the component definitions provided in the caption. During the derivation of a H2D model, the dispersive stresses, or momentum fluxes due to the interaction of velocity fluctuations, are usually ignored following the assumption of a constant vertical velocity profile. Even in the Boussinesq-type model of Kim et al.
1 which assumes a depth-varying velocity U B ͑z͒ as shown in Fig. 1 , the fluctuating component u i Ј is ignored. This term, and the associated mixing, can be important for the prediction of kinetic energy transport in environmental flows.
To approximate the effects created by the u i Ј term, Hinterberger et al. 7, 19 proposed a stochastic BSM for the 
where the depth-averaged velocity is given by
in which U i is the horizontal velocity at an arbitrary water depth z ␣ and U Bi = U i + 2 u i + ␤u i r . u i r and u i are the second-order rotational and irrotational velocity corrections, respectively. 1 The newly introduced ␥ is a scale parameter and its magnitude will be assessed later. The pressure term is given by p =1/ H͐ H p͑z͒dz and p͑z͒ can be obtained by integrating the vertical momentum equation. From the depthaveraging process, Eq. ͑8͒, the dispersive stress D ij ͑ū͒ is given by
͑10͒
As described in Kim et al., 1 the bottom friction term can be included through a consistent derivation from the viscous primitive equations: by assuming that the shear stress varies linearly from zero at the water surface to b at the bottom. 20 Finally the bottom friction term has the scale of ␤ 2 based on the parameters proposed in this paper. Following this analysis and considering that the typical magnitude of the shear stress i b is similar to the Reynolds stress, we can deduce ␥ 2 = O͑␤ 2 ͒. Consequently, in the dispersive stress terms in the last line of Eq. ͑10͒, the first and the second terms are smaller than the third ͑last͒ term. Thus, only the last term is sustained through the derivation, while the first two terms are lumped within the truncation error of the model and discarded. Note that these two truncated terms represent a neglect of correlation between turbulent and wave fluctuations, which should not appear in a model of this truncation error. Equation ͑8͒ then becomes
B. DIES model
In this section, the final form of the model equations will be presented, with the employed turbulence closures, in dimensional form. For convenience of expression, all the dimensional variables are given without the superscript ‫ء‬ after dimensionality is recovered. Also, the overbar for the notation of the filtering is not expressed from here. Including the dispersive stress terms above, the depth-integrated equations in conservative form with subgrid scale turbulence closure are given by cient is found from c f = f / 4. Here, f is calculated by the explicit formula proposed by Haaland.
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The HF i term representing the dispersive stresses in Eq. ͑11͒ is implemented with a stochastic BSM proposed by Hinterberger et al. 7, 19 They assumed that the production rate of 2D kinetic turbulent energy P 2D could be expressed by
where Re = u H / and P 3D = u 3 / ͑ ͱ c f H͒. P 2D can be also expressed following Alvelius,
where ⌬t is a short time increment. The root-mean-square force F rms is correlated with the random force F i through F = F rms ϫ r, where the r is a random number with a mean equal to zero. Finally, by combining these relationships and introducing a model constant C B , the stochastic BSM model is implemented,
Thus, the BSM introduces a random force on a fluid particle, with a magnitude proportional to the bottom stress.
III. DEPTH-INTEGRATED TRANSPORT EQUATION
Here, Taylor's analysis is followed, in essence, to derive a depth-integrated transport equation for a scalar property. The same long wave scaling and dimensional analysis as used previously for the hydrodynamic model is applied. With the turbulent diffusion expressed as t ‫ء‬ / t and the magnitude of turbulent Schmidt number as O͑ t ͒ϳ1.0, the turbulent diffusion scaling can be given by
where D x and D y are the nondimensional horizontal turbulent diffusion terms and D z is the nondimensional vertical turbulent diffusion. Applying the perturbation approach with the scalings in Eqs. ͑3͒ and ͑17͒, the 3D advection-diffusion equation for some scalar concentration C is expressed using the transformed coordinate ͑ , , , z͒ as
where C is the depth-averaged concentration and CЉ is the deviation of the concentration such that C͑x , y , z , t͒ = C ͑x , y , t͒ + CЉ͑x , y , z , t͒. is an expansion parameter used in the derivation of a depth-integrated transport equation, and its magnitude will be determined later in this section. However, as it is meant to represent the magnitude of a perturbation relative to a mean value, it can reasonably be anticipated small; its value relative to the other scaling parameters will be specified. The velocity deviations uЉ are defined as u Љ
r − ũ i following the velocity profile given in Eq. ͑9͒. The ͑ , , ͒ transformed coordinate has the relationship with ͑t , x , y͒ as
͑19͒
Applying the depth-averaging operator to Eq. ͑18͒ yields No general solution for CЉ can be found from the complete Eq. ͑21͒. 11 To obtain an approximate solution, Taylor 10 assumed a situation where the second-order advection and the vertical diffusion terms are dominant, and all other terms in Eq. ͑21͒ are truncated. Here, Taylor's approach will be followed; however, all terms will be tracked such that the physical significance of truncating certain terms can be assessed. Hence, for brevity, Eq. ͑21͒ is rearranged as 2 
where the O n 's represent various terms that can be identified through comparison with Eq. ͑21͒. By vertically integrating Eq. ͑22͒ twice, CЉ becomes
For the analysis of the magnitude of each term, substitute CЉ into Eq. ͑20͒. Then it results in
As mentioned above, it is not possible to get a general solution for CЉ. However, by limiting the magnitude of small, an approximate solution can be obtained. For the cases that O͑͒ is less than all of O͑ 3 ͒, O͑␤ 2 ͒, O͑␤ 2 ͒, or O͑␤ 3 ͒, the parameters should have the relation of O͑␤͒ϳO͑͒ to get the leading error of Eq. ͑24͒ to be O͑ 4 , ␤ 2 2 ͒. That is, a very weakly unsteady and vertically well-mixed condition is required to get an approximate solution as Taylor did. 10 Finally, by recovering the dimensions of Eq. ͑24͒, depthaveraging, and transforming back to the original Cartesian coordinates, we have
where the horizontal diffusion coefficients are given by D xi = / S c + t h / t with the Schmidt number S c = 1000. Thus, in this approach, turbulent diffusion is based on local velocities and velocity gradients, and so are ͑weakly͒ unsteady and nonuniform. The D Lij "dispersion coefficients" are given by
in which u i Љ is u i Љ and u ri Љ and the dispersion coefficient can be expressed explicitly via Eq. ͑26͒ using the analytical vertical velocity profile of the model of Kim et al. 1 The result of the derivation is given in Appendix B of this paper. It is possible to take the tedious expression of Eq. ͑B1͒ and look at the simple case of uniform flow. With uniform flow, / 6 = 0.0667 from the standard von Karman value and t = 0.8302, equation ͑B1͒ in Appendix B yields the dispersion coefficient
This is noteworthy as this simple expression is proposed by Elder 17 for turbulent flow, and is the expression commonly found in river or estuarine models. For application of the transport model in Sec. V of this paper, t = 0.8302 will be employed.
IV. NUMERICAL METHODS
The fourth-order accurate Monotone Upstream-centered Schemes for Conservation Laws ͑MUSCL͒ FVM ͑Ref. 23͒ with Harten-Law-van Leer ͑HLL͒ Riemann solver 24 is used for the leading-order terms in the depth-integrated equations. For the high-order terms, fourth-order finite volume discretization equations are used. The time integration utilizes the third-order Adams-Bashforth predictor and the fourth-order Adams-Moulton corrector scheme. Details of the numerical method for the transport equation are described in Appendix C of this paper. Also in Appendix C are a number of basic tests to demonstrate the accuracy of the transport model for idealized and benchmark-type setups. Almost all of the same numerical methods given by Kim et al.
1 are used to solve the depth-integrated flow equations except an approximate Riemann solver. In this paper, HLL Riemann solver is used for the consistency with the transport solver.
V. TURBULENT TRANSPORT SIMULATIONS
Three typical generation mechanisms in shallow flows that lead to the development of 2D coherent structures were identified by Jirka: 25 "topographical forcing," "internal transverse shear instabilities," and "secondary instabilities of base flow." This categorization is very useful to validate a numerical model, which should attempt to cover this range of mechanisms. To demonstrate the ability of the coupled DIES-transport model, it will be compared with experiments for boundary generated internal shear, transport by turbulent, shallow base flow, and mixing behind a large-scale topographic feature.
A. Turbulent transport by internal transverse shear
To investigate the mixing by internal transverse shear instability, the flow in a plane mixing layer experimented by Babarutsi and Chu 26 is simulated with the DIES model. The Figure 3 shows the ͗u͘ ͑time-averaged velocity͒ and the u rms Ј ͑root-mean-square value of the velocity fluctuation in the streamwise direction͒ predicted by DIES and that measured during the experiment. The discrepancy around the downstream end is possibly caused by the different downstream boundary conditions between the experiment and the numerical simulations. In the experiment, a weir-gate was used, which is difficult to implement precisely in a depthintegrated model. However, the computed ͗u͘, the shape and magnitude of the ͗u͘ profile in the transverse direction, and the spreading rate of the mixing layer agree very well with the experimental data. Similar good agreement is observed in the comparison of u rms Ј , which is the more challenging prediction, requiring small-scale detail of the flow to be modeled correctly. Shown in Fig. 3 are the DIES results for three different BSM coefficient C B values. These values range from 60 to 100. It is very clear that the C B value, within this range, has a negligible impact on the time-averaged flow. For the turbulent fluctuations, however, the effect is clear. The larger C B values give the better agreement within the tested range. For these validation exercises, it is also useful to see the absolute impact of the BSM by comparing with a no-BSM simulation. The main reason for these differences is that the strength of the horizontal shear in the numerical model without BSM is not strong enough to destabilize the mixing layer. The transport model is now coupled to the DIES simulation, primarily for visualization of flow features. Figure 5 shows the spatial snapshots of the concentration field for both with BSM ͑top͒ and without BSM ͑lower͒. The scale and trends for growth of the mixing layer are clear in these images, and very different between the two simulations. The mixing layer in the BSM simulation is irregular and exhibits the expected turbulent behavior of steadily increasing eddy size. The development of the eddies can be further explained by looking at Fig. 6 , showing the turbulent kinetic energy which is closely related to the turbulent fluctuations ͑u rms Ј ͒.
With the BSM simulation, in the upstream region where the eddies are relatively small and concentrated at the shear interface, they begin to coalesce and grow larger in spatial extent. Energy must be rapidly extracted from the mean flow to accommodate this turbulent kinetic energy growth, as shown in Fig. 6 . In the downstream region, the eddies continue to grow in size, but now their turbulent kinetic energy is diffused through forward scatter via the turbulent eddy viscosity. Without the BSM, however, the flow appears almost laminar with a very regular and nearly stationary mixing layer. There is no effective trigger in this simulation to initiate energetic rotational motions; any small numerical perturbations are not large enough to generate turbulent instabilities. Clearly, the computational results without the BSM shown in Fig. 6 are inconsistent with the experimental results even qualitatively based on u rms Ј . Therefore, it can be concluded that the BSM can play an important role for turbulent transport in mixing layers, and so it is necessary to include the BSM to account for the subgrid backscatter of energy when traverse shear might exist.
B. Comparison to Taylor's theorem
Rummel et al. 27 presented the results of an experimental ment. Dye was continuously injected through a 0.001 m diameter tube at mid-depth with enough distance from the upstream and lateral boundaries. They also presented two analytical solutions for the near field and far field mixing length based on Taylor's theorem. 28 In the near field, the analytical solution for lateral diffusion is given by
and in the far field,
where y 2 is the lateral variance of the concentration and ͗vЈ 2 ͘t iL is the turbulent diffusion coefficient. From these analytical solutions, it is evident that y / h is a function of the transverse turbulence intensity i y = ͑͗vЈ 2 ͘ / U 2 ͒ 0.5 and is linearly proportional to ͑x / h͒ in the near field, which is referred to as the dispersion in ballistic motion. 29, 30 In far field, it is proportional to ͑x / h͒
, which is referred to as the dispersion in Brownian motion 30 or dispersion in random walk. 29 Naturally, the numerical results should compare i y , and should show the similar proportionality with the analytical solutions in the near and far fields. In the laboratory experiment, the flow conditions resulted in i y = 0.06. In the numerical simulation, C B = 70 resulted in i y = 0.06, and so this value is used here. A visualization of this numerical simulation with the grid size of h / 4 and C r = 0.5 is shown in Fig. 7 . In the top plot is the field of i y which is expectedly random, while in the lower plot the concentration plume is shown. It is notable that without the BSM, the i y field would be constant and almost zero because D xi = / S c + t h / t is used and t h is estimated by Smagorinsky's model. 16 Thus, we do not include these trivial, nonmixed results in this section.
A quantitative comparison of the integrated characteristic plume half-width between the DIES numerical simulation and the experiment is given in Fig. 8 . In the far field ͑x / h Ͼ 10͒, the slope and the width of the numerical simulation agree well with those of experiment. In the near field, the slopes of the analytic solution, the numerical results, and experimental data show a small difference. This results from the limitation of the transport model. Looking back at the derivation of the depth-integrated transport equation, the vertical deviation of the concentration profile was assumed to be very small, O͑͒ϳO͑ 3 ͒. However, this assumption is not valid physically in the near field where the scalar source is a point source in the water column. To capture near field concentrations and the associated significant vertical profile of concentration, a 3D transport model would be needed.
C. Mixing by topographical forcing
It is important to investigate the effects of topography on flows, as they can cause flow instability and energetic coherent structures, leading to enhanced mixing. 25 In this section, mixing by H2D coherent structures generated by an islandtype feature is studied. For this, the topographic geometry and flow measured in a laboratory experiment conducted by Lloyd and Stansby 31, 32 was selected. The experimental setup was as follows. A 0.049 m high island with 8°side slope was installed 5.0 m downstream from the flow inlet. The radius at the base of the island was 0.375 m. The channel length was 9.75 m, the width was 1.52 m, and a steady streamwise flow with velocity 0.115 m/s was released at the upstream boundary. The water depth was 0.045 m resulting in a surface piercing ͑emergent͒ island. The Reynolds number for this flow was Re= 5175. For the numerical simulation, the grid size ⌬x = ⌬y = 0.01 m, C B = 70, and C r = 0.5 are used. Numerical dye is injected 0.5 m upstream of the apex of the island, and will be compared with the dye study images recorded during the experiment.
The computed results for the surface piercing island by the DIES model are plotted in Fig. 9 . DIES generates large 2D coherent structures reasonably and their pattern looks similar to the snapshot of the experimental dye distribution shown in Fig. 10 . The length scale of the vortex pattern and 
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Turbulent mixing and scalar transport in shallow flows Phys. Fluids 23, 016603 ͑2011͒ the generation of these eddies off the island appear consistent as observed in a similar study done by Kim et al.; 1 in the previous study, a similar case with a submerged island, without of course using the BSM, was compared to measured data. Good agreements for the time series were achieved in the comparison, which indicates that the BSM may not play a significant role in the instability mechanism for this general class of problem. Here, we can test that hypothesis directly by running another simulation with the BSM turned off. Figure 11 provides the numerical results of a simulation without the BSM. Clearly, the coherent structures and vortex sheet are also predicted very well here to an arguably equal degree of accuracy. Thus, as also described in Jirka 25 and Hinterberger et al., 7 it can be reasonably stated that in these cases-a shallow flow vortex sheet generated by flow over a topographical feature-the main generation mechanism of the H2D coherent structures is the separation from the topography and not the BSM.
VI. SUMMARY
Using the depth-integrated equations of Kim et al.
1 as a starting point, an additional and important mechanism for turbulent energy transport has been included. A turbulent BSM, based on the approach of Hinterberger et al., 7 is adopted by the model, allowing the transfer of energy from small unresolved scales to larger resolved scales in the form of coherent turbulent structures. A scaling analysis is performed, providing theoretical bounds for the model, which is applicable for any general flow in which the effects of nonhydrostatic free surface disturbances and bottom-stressdriven-turbulence represent second-order corrections to the mean flow. This approach is termed DIES.
Much of the motivation for incorporating a BSM into the hydrodynamic equations was to couple the hydrodynamic system with an advection-diffusion model for scalar transport. Without the additional mixing associated with the BSM and the larger-scale features generated by it, any mixing in an advection-diffusion equation would necessarily rely on bulk dispersion terms. These dispersion terms, applied commonly in operational estuarine-type models, are highly empirical, and represent a physics and precision mismatch with the high-accuracy hydrodynamic model. Thus, a depthintegrated scalar transport model was derived using the same dimensional scaling and perturbation approach as employed during the hydrodynamic derivation. Care is taken with the transport derivation, and it is shown that the vertical variation of the scalar concentration must be very small for this model to be physically and mathematically consistent, for instance, O͑͒ϳO͑ 3 ͒. However, within this restriction, turbulent diffusion terms can be derived analytically based only on the hydrodynamic properties of the flow and an assumed turbulent Schmidt number. For the simple case of uniform flow, it is shown that these turbulent diffusion terms do reduce to the standard turbulent dispersion expressions found in estuarine models for a reasonable value of the turbulent Schmidt number. Thus, this transport model can reproduce established mixing results for simple cases, but can also simulate transport by more general conditions with weakly unsteady, nonuniform, and nonhydrostatic flows.
To test the coupled DIES-transport model, three different experiments are compared, covering the typical generation mechanisms in shallow flows that lead to the development of H2D coherent structures. First, flow with strong transverse shear is simulated; such a setup is akin to the convergence of two rivers with different flow speeds. Results from this comparison indicate that both the time-averaged flow and the turbulent fluctuations can only be reasonably predicted with the inclusion of a BSM. Thus, in this case, the instability of the mixing layer arises, both experimentally and numerically, from the transfer of energy from small scales into larger coherent eddies. Also, within a wide range of values for the empirical coefficient of the BSM, accurate results are achieved. A second comparison case for mixing by turbulent shallow flow, which is steady and uniform in the mean sense, tests the hydrodynamic model's ability to create secondary instabilities, driven by the BSM. The width of the scalar plume is compared with experimental data, and the agreement is excellent in far field. However, due to the averaged nature of this comparison, it cannot be stated that the proposed shallow flow and transport models can represent small-scale, local flow features. Finally, shallow flow interaction with an island is simulated and compared with the experimental results of Lloyd and Stansby. 32 The numerical characteristics of the turbulent wake behind the island are similar to those recorded in the laboratory, showing that this depth-integrated model is able to capture the complex nature of a vortex street, at least qualitatively. Different from the first two experimental comparisons, however, is that this mixing-by-topographical-forcing test showed that the importance of the BSM was minor, and that the instability of the flow is largely governed by the topographical feature itself.
In conclusion, a coupled hydrodynamic-transport model has been developed which appears to capture many of the important features of turbulent mixing in shallow flows. A careful scaling analysis is undertaken, and the physical limitations of the model are clear; it is able to include the coupled and simultaneous physics of weakly dispersive free surface waves, weak turbulence and rotationality arising from a bottom shear stress, and the transport of scalars with weak vertical variation. If these limitations are not exceeded, the model is able to predict complex flow details that might normally only be found in fully 3D, LES-type models, yet uses an efficient, depth-integrated formulation.
By investigating the quantitative contribution of the BSM to flow motions further, the proposed model may simulate a more wide range of shallow flows and mixings associated with turbulent transport.
ͮ .
͑A8͒
APPENDIX B: DISPERSION COEFFICIENT
The full expression of Eq. ͑26͒ based on the Boussinesq-type equations model is given by
where C 1i ϳ C 5i are given by
APPENDIX C: NUMERICAL SOLUTION METHOD FOR THE TRANSPORT EQUATION
Fourth-order accurate FVM
If the diffusion coefficient is zero, the transport equation becomes a hyperbolic partial differential equation. Thus, the theory should be able to solve a continuous or a discontinuous concentration problem. However, it is hard to solve numerically without dissipation or dispersive errors if the concentration profile is discontinuous or has a steep gradient. The FVM coupled with Riemann solvers is a good strategy for solving both discontinuous and continuous problems. Moreover, in view of the eigenstructure, the advection equation should have the same approximate Riemann solver as the homogeneous shallow water equations. 13 Hence, the same numerical method for the hydrodynamic equations can be used for the transport equation.
By integrating the transport equation over a cell, it becomes
where the subscripts ͑i , j͒ are the cell index. The A is a cell area, F is a flux vector evaluated at the cell interface and is defined as F = CHU, U = ͑U , V͒, and L is a cell side vector defined as the cell side length multiplied by the outward unit normal vector. In order to construct the C at the interface, a fourth-order compact MUSCL total variation diminishing ͑TVD͒ scheme 23 is used,
where subscripts i +1/ 2 and i −1/ 2 indicate the cell interfaces and L and R mean the left and right sides of a cell interface and
minmod͑i, j͒ = sign͑i͒max͓0,min͕͉i͉,sign͑i͖͔͒, ͑C13͒ minmod͑i, j,k͒ = sign͑i͒max͓0,min͕͉i͉,sign͑i͒,sign͑i͒k͖͔,
͑C14͒
in which the coefficients b 1 = 2 and 1 Ͻ b Յ 4. By using the constructed interface values, the numerical fluxes are computed by the HLL approximate Riemann solver. 24 The HLL numerical flux is given by
where
and S L and S R are the wave speeds. Details of the HLL approximate Riemann solver are well explained in Toro. 13, 24 For the discretization of the diffusion terms, a FVM is used as well. A cell-averaged value C i is defined as
C͑x͒dx, ͑C17͒
and by substituting the cell-averaged value into the
+¯, the cell-averaged value can be expressed with the values defined at cell interfaces. 33 For example,
where the subscript i is the index of a cell and i +1/ 2 is the index of a cell interface. By the combinations of the Taylor series expansions, fourth-order accurate discretization equations can be obtained and used for the discretization of the diffusion terms,
Time integration
Third-order Adams-Bashforth predictor and fourth-order Adams-Moulton corrector scheme are used for the time integration. The predictor step is given as
and the corrector step as
T is given by
where ⌽ and ⌽ are the products by the dispersion and vor- Figure 12 shows the comparisons of the computed results and the analytical solutions at t = 20 s, which is equivalent to 10 length scales of propagation. In the simulation without the limiter, unphysical numerical oscillations were created at the edge of the rectangular shape concentration profile. However, the computed results agree well with the analytic solutions overall, and very limited underestimation due to numerical dissipation is observed. With the limiter, the unphysical oscillations disappear from the square shaped concentration. However, the sharp peaks were damped slightly by the limiter in the other profiles.
Test: 2D advection and diffusion
A pure-advection problem was tested in H2D space where the flow is rotating about the center of the domain with a constant angular velocity of 0.314 rad/h. Thus, it rotates one circle/20 h. The initial concentration is given by where x c and y c are 1250 and 2500 m, respectively, and = 220 m. This advection problem was solved by Man and Tsai, 34 and the same numerical mesh size and computational time step were used here: a 100ϫ 100 grid with ⌬x = ⌬y = 50 m and ⌬t = 40 s. Figure 13 shows the initial condition and the computed results at t = 5, 30, and 55 h. All the shapes are similar and sustained very well for about three circulations. After one circulation ͑at t =20 h͒, the maximum and minimum values are 0.9945 and −9 ϫ 10 −10
. At t = 60 h, that is, after three circulations, the maximum and minimum val- at t = 60 h, respectively. Very small error was observed, thus it implies excellent conservation properties of the proposed numerical scheme. Figure 14 shows the concentration contours after one and three circulations with different grid sizes and different ⌬t. All the results are very similar, so it can be concluded that the proposed numerical scheme can provide accurate results without the need of costly grid size or time step refinement. In addition, although the flow direction is not parallel or perpendicular to the grid system, excellent agreement with the analytical solution is obtained. Therefore, the proposed model is expected to produce a good result under complex flow fields with Cartesian grid system. In the same flow field, an advection-diffusion problem was tested. In this problem, = 200 m and the diffusion coefficients D x = D y = 0.1 m 2 / s. ⌬t = 40 s and ⌬x = ⌬y =50 m were used as conducted by Man and Tsai. 34 Because the diffusion is included, the peak should decrease and the distribution should spread wider as time marches, as shown in Fig. 15 . Figure 16 shows the computed and analytical profiles of the concentrations at the end of each circulation. The agreement is again very good. Therefore, the proposed numerical model seems to be acceptable for the prediction of combined advection and diffusion in 2D space.
