Temperature distributions involved in some metal-cutting or surface-milling processes may be obtained by solving a non-linear inverse problem. A two-level concept on parallelism is introduced to compute such temperature distribution. The primary level is based on a problem-partitioning concept driven by the nature and properties of the non-linear inverse problem. Such partitioning results to a coarse-grained parallel algorithm. A simplified 2-D metal-cutting process is used as an example to illustrate the concept. A secondary level exploitation of further parallel properties based on the concept of domain-data parallelism is explained and implemented using MPI. Some experiments were performed on a network of loosely coupled machines consist of SUN Sparc Classic workstations and a network of tightly coupled processors, namely the Origin 2000.
INTRODUCTION
In intermittent cutting operations such as metal cutting and face milling, the mean tool face temperature has a very important influence on the rate of tool wear and tool life. High temperatures may cause the material to fatigue or deform under face milling or other cutting operations. Therefore accurate simulation of temperature distributions of the work piece subject to milling or cutting is vital in order to lengthen the life time of the tool and to guarantee the quality of the cutting. In particular, realtime simulation of such temperature distributions is of industrial interest. Furthermore, accurate simulation of such temperature distribution provides vital information to manufacturing automation of machinery tools.
A major barrier that occurs in industry is that cutting temperatures are required experimentally which are then used as empirical data in suitably chosen thermal models. The measurement of physically meaningful temperatures is extremely difficult.
It is particularly true for the measurement of deformation or shear zone temperatures. Therefore, a direct problem cannot be formulated. Inverse methods are required to retrieve the temperature at these points. It has been shown that accurate estimates can be obtained using such methods [1] . Furthermore, numerical approximation methods have to be used in order to solve inverse problems. These approximation methods include graphical [2] , polynomial [3] , Laplace transform [4] , dynamic programming [5] , finite difference [6] and finite element [7] . A finite volume method is used in this paper. The aim of this paper is to develop a distributed algorithm for the simulation of temperature distributions on a 2-D work piece under cutting. The other aim is to exploit a secondary level of parallelism for the distributed algorithm.
The layout of the paper is as follows. Section 2 describes the mathematical model for an idealized cutting problem which consists of a rectangular metal work piece. The retrieval of the source strength introduced by the cutter is discussed. The inverse method relies on the use of a remote sensor in order to measure the unsteady temperature at the neighbourhood of the cutter. Section 3 describes the partitioning of the physical problem into a number of subproblems based on the nature and properties of the mathematical model. Different numerical schemes are employed in different subdomains in order to solve different subproblems. The direct sum of these subproblem solutions gives the solution of the original problem. Some numerical tests were performed sequentially to illustrate the algorithm. A distributed algorithm relevant to software re-use is discussed. Section 4 introduces the concept of a secondary level of parallelism to the distributed algorithm. The concept of domain-data parallelism is illustrated by means of the metal-cutting problem. Finally, some conclusions are drawn from the present investigation.
AN IDEALIZED 2-D CUTTING MODEL
Early work of using remote sensor methods for the retrieval of temperature distributions can be found in [8] . Recently, such methods have been developed into more mature inverse methods [9, 10, 11] for various cutting situations. The use of inverse methods becomes difficult because, in most cases, analytical temperature distributions are difficult to derive. In this paper, a sensor located in a 'neighbourhood' of the cutter is included in the mathematical model, and numerical methods are employed instead of analytical methods. It is assumed that if one can simulate the equivalent source at the cutting point, then one would be able to retrieve the 58 C. IEROTHEOU et al. temperature distribution. However, effects of the size of the neighbourhood on the accuracy of the simulated temperature distribution are not discussed in this paper. Without loss of generality, it can be assumed that the neighbourhood is small enough to produce accurate temperature distributions.
The metal-cutting problem considered here is a 2-D thin sheet of metal defined in the domain D = {(x, y) : 0 < x < 1, 0 < y < 1}. The material property is assumed to be homogeneous across the domain of interest and the following assumptions are made for an idealized cutting: (1) the application of a cutting tool at the cutter points is equivalent to the application of a source at these points, (2) no phase changes occur during cutting and (3) the thickness of the cutter is negligible. The cutting is considered to be applied along the y-axis at x = x c . Assumption (1) introduces an unknown source of strength Q c (y, t) at x c and together with assumption (2), the cutting problem can be described by the dimensionless 2-D non-linear, unsteady, parabolic, heat conduction equation, 
Assumption (3) also suggests that equation (2) can be truncated to:
That is, heat fluxes just to the left and just to the right of x c need to be computed in order to retrieve the heat source Q c . Temperature sensors are attached at x = x s , such that 0 < x s < x c < 1, and let the temperature measured by means of the temperature sensors be u(x s , y, t) = T (y, t). It is not necessary to have x s being less than x c . Similar problem partitioning can be generated for 0 < x c < x s < 1. The above inverse method avoids the basic difficulties of a direct method since remote temperatures can be measured more easily and accurately.
For computer simulation purposes, the sensor temperatures are modelled by the function 
1) 2 si n(ωt).
Its maximum value is generated by the amplitude, α. Its variation with respect to time is generated by the angular frequency ω.
PROBLEM PARTITIONING
The primary level of parallelism is known as problem partitioning. It is essentially a domain decomposition method applied at the physical problem level. In other words, decomposition is carried out by considering either the nature or the associated numerical methods of the problem at this level [12] . Usually the given problem leads to a small number of subproblems as illustrated in Figure 1 according to the numerical schemes, solution behaviour, materials properties, mathematical models, or mesh size of subdomains. In terms of tree notation, problem partitioning is a rooted tree with each vertex of degree 1 with a designated root and a number of sons. Each of these sons is known as a subproblem and is represented by a white circle. The fundamental concept here is to encourage software reuse. Each white circle involves the use of a dedicated and specialized piece of software. Such software might have been developed over past years with many inputs from different people, and algorithms within such software are usually robust [13] . It is valuable to re-use such software in an appropriate subproblem.
In order to solve the inverse problem given in (1) with the additional condition defined at x = x s , the concept discussed above is carried out to produce three subdomains, in such a way that the unknown source term Q c (y, t) and the Dirac delta function associated with the differential problem is removed. In this way, each subproblem may require different numerical algorithms as can be seen later. The three subdomains are,
The three subproblems can be written as follows:
Sub-problem in D 1 :
, and boundary conditions
Sub-problem in D 2 : , y) , and boundary conditions
Sub-problem in D 3 :
, and boundary conditions (x c , y, t) , another Dirichlet problem can be formulated in D 3 . The above three subproblems are well-defined [1, 14] , and a unique solution exists for each of them. The direct sum of these subproblem solutions gives the temperature distribution of the original problem, i.e.
(4)
Numerical schemes
To solve the subproblems defined in D 1 and D 3 a first-order forward difference approximation of the temporal derivative and a second-order finite volume approximation of the spatial derivatives are used. A five-point explicit scheme is produced from the approximation. Dropping the subscript used in denoting the subdomains, the explicit scheme for the subdomains D 1 and D 3 can be written as,
where
, (n) denotes the time-step, t is the step size along the temporal axis and x, y are the grid spacing along the spatial axis x, y, respectively. The pseudo initial value subproblem defined in D 2 is solved by employing a second order Euler predictor-corrector method along the x-axis for each time-step. Again, the spatial derivatives are discretized using second-order finite volume approximations and the time derivative with a first-order finite difference approximation. The two-step predictorcorrector method can be written as:
and
A second-order spatially accurate solution may be obtained for each of the three subproblems. Therefore, the inverse problem (1) is expected to have a second-order spatially accurate global solution. The effect of the local truncation error for D 2 is minimized because of the small size of the subdomain which usually consists of only a few Euler predictor-corrector steps. All experiments carried out gave stable results as long as the stability condition r x , r y ≤ 0.25 was satisfied. It can easily be seen, from the above example, that each son of the rooted tree requires the use of a dedicated piece of numerical software in order to solve the subproblem associated with the son. Sofware parallelization based on a data partitioning concept has been implemented in [15, 16, 17] . It is possible to use these software packages within the above aspects. 
Numerical tests
Numerical results are obtained for Equation (1) with x s = 0.5, x c = 0.6, U i (x, y) = 0, B 0 (y, t) = 0, B 1 (y, t) = 0, C 0 (x, t) = 0 and C 1 (x, t) = 0. Sensor temperatures are modelled as T (y, t) = αy(y − 1) 2 sin(ωt), with α = 0.1 and ω = 2π. Non-linear heat conductivity is given by k(u) = 1 1+u 2 . A regular mesh with x = y = 0.025, which amounts to 40×20 grid points along x and y axes respectively, is chosen to demonstrate the algorithm. Temperature distributions are shown for time t = 0.1 to t = 0.5 in Figures 2 and 3 . The retrieved source strength is also shown in Figure 4 . The time-dependent heat source strengths clearly reflect the shape of the function used in 
A distributed algorithm
The primary level of parallelism introduces a distributed algorithm suitable for a small network of workstations. However, very often subproblems carry imbalance computational load compared with each other. Therefore a prior estimation of computational work will assist the determination of merging a number of white circles to form a black circle as illustrated in Figure 5 . However, the computational procedures will not be changed after the merge. It is simply implementing sequential calls to cover various subdomains which have been assigned to the black circle. In terms of distributed algorithm implementation, each of the circles, white or black, is now a computational job of similar computational load. In the present example D 2 is usually very small compared with D 1 and D 3 . Hence, in terms of implementation, one would prefer to merge either D 2 and D 3 ( Figure 6 ) or D 1 and D 2 . In the MPI implementation, we have chosen to merge D 2 and D 3 due to the cutter location as discussed later. 
DOMAIN-DATA PARALLELISM
Problem partitioning has an obvious limitation in that it does not scale with an increasing number of processors. For the above cutting problem, only two computational jobs are defined and hence only two processors are required. Exploiting further parallel properties of an algorithm via a secondary level of parallelism being introduced into each computational job provides several key advantages. One of them is the expectation of a very fast execution of the algorithm which would allow real-time simulation. Another advantage of using a secondary level of parallelism is that very large problem sizes (i.e. problem sizes that may not fit into the memory of a single-processing element) can be solved by using the total memory available from all of the processors. Since each subdomain consists of a homogeneous problem which requires a standard piece of software, data-parallelism is therefore an ideal candidate. We refer to this kind of secondary level parallelism as 'domain-data parallelism'. In partitioning the data, the number of grid-points associated with each of the subproblems is divided amongst the secondary level of processors as evenly as possible. Figure 7 shows the secondary level of parallelization. Using the present algorithm, the computational work performed in subdomain D 2 is much smaller (due to sensor and cutter points being very close to each other) than D 1 and D 3 . Also, calculations in D 1 can be carried out independently and gradients from D 2 and D 3 at x = x c are used to retrieve the source term. Considering these details, subproblems defined in D 2 and D 3 are combined to form one computational job and the subproblem in D 1 is treated as another computational job. Figure 8 represents the present situation. The set up minimizes the communication bewteen D 2 and D 3 and gives a better load balance amongst computational jobs as discussed in Section 3 (see Figure 6) .
The domain-data parallel version of the numerical algorithm is implemented using FORTRAN 77 with MPI distributive directives. The parallel implementation is tested using a loosely coupled and tightly coupled multiprocessor environments. The loosely coupled environment used is a set of Sun Sparc Classic workstations connected together by an Ethernet network. There are a total of 12 workstations available. The largest problem size being tested on the network of Suns is 80,000 nodes which represents a structured mesh of 200×400 grid. The tightly coupled multiprocessor environment is the SGI Origin 2000 machine 1 . At the time when these tests were being done, the number of processors was 36. The largest problem size being solved on Origin 2000 is larger than that on the network of Sun's, and it consists of 160,000 nodes which represents a structured mesh of 400×400 grid. Since the computational work in each of the two computational jobs are about the same, it is reasonable to divide the number of available processors amongst the two computational jobs. The secondary level of parallelism is achieved by means of a strip-wise partitioning of the three subdomains.
Computing times and speed-up ratios are shown in Figure  9 . For smaller meshes, typically 10,000 or 20,000 nodes, one can see a drop in speed-up when all of the 36 processors of Origin 2000 are used. It is due to the large number of processors being used for relatively small problems. Such a drop in speed-up does not occur for larger problems. In general, the speed-up ratios show similar trends for both platforms. When the number of processors is up to 12, Origin 2000 shows a slightly better speed-up because of low message transfer time due to its tightly coupled architecture. Difference in speed-up ratios between the two platforms is also due to the difference in the time required for communication startup latency. The Origin 2000 has a low startup latency relative to the network of Sun Sparc Classic workstations. Hence when the number of processors is less than or equal to 12, Origin 2000 shows better speedup ratios. Note that the above observation applies to small problem sizes, e.g. 10,000 or 20,000 nodes. It is not possible to compare the two platforms for a higher number of processors. In general larger problems exhibit better speedup ratios.
CONCLUSIONS
The use of a numerical algorithm developed by applying domain decomposition to the problem domain, in order to retrieve heat source at the cutter and the calculation of the temperature distribution is presented. It is shown that good parallelism can be exploited from the use of a two-level parallelization strategy, with the secondary level being a data partitioning method. MPI is used to investigate the parallel performance of the domain-data parallel version of the algorithm in a loosely coupled and a tightly coupled multiprocessor environments. The parallel performance results show that domain-data parallelism can be utilized effectively in both network clusters and tightly coupled multiprocessor machines.
