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ON AN EVOLUTION PROBLEM ASSOCIATED TO THE
MODELLING OF INCERTITUDE INTO THE ENVIRONMENT
G. DÍAZ, J.I. DÍAZ AND C. FAGHLOUMI
Abstract. We consider a mathematical model, posed by J.E. Scheinkman,
simulating that an industrial project take place into the environment without
destroy it. We introduce a change of variable leading the formulation to a
nonlinear evolution problem which we study by means of L1-accretive oper-
ators techniques. We prove that under suitable conditions there is extinction
in nite time, which corresponds to some special behaviour of the solution of
the original stochastic control problem.
1. Introduction
In this note we consider a mathematical model simulating that an industrial
project take place into the environment without destroy it. Following Scheinkman
models [6], we assume that the benet of the environment at the instant t changes
according to a positive di¤usion process such
(1.1) dX (t) = 1(X (t))dt+
p
21(X (t))dB1(t):
The alternative project also changes according to a positive di¤usion process
(1.2) dY(t) = 2(Y(t))dt+
p
22(Y(t))dB2(t);
where B1 and B2 are standard Brownian motions dened in a probability space
(
; IF; IP) and with a coe¢ cient of correlation % 2 ( 1; 1): Let us assume that, for
i = 1; 2, the functions i and i are Lipschitz continuous and vanishing at the
origin, i:e:
(1.3) ji(z1)  i(z2)j+ ji(z1)  i(z2)j  Kjz1   z2j;
(1.4) i(0) = i(0) = 0; i = 1; 2:
By (t) we denote the fraction of the environment transforming to the industrial
project, then we will assume that the utility ow is as
(1.5) U ((1  (t))X (t); (t)Y(t));
where U is a continuous concave function and non decreasing in their arguments
and U(0; 0) = 0. Here the initial data are given by X (0) = x; Y(0) = y and the
environment transformation fraction by (0) = : We dene the accumulate utility
fuctional
(1.6) J(x; y; ) = IE
Z 1
0
e sU ((1  (s))X (s); (s)Y(s)) ds

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where X (t) and Y(t) are the solutions of (1.1) and (1.2) respectively and
(1.7) 1  (t) =  +M(t):
Here  > 0 is a discount coe¢ cient and M(t) an increasing process describing the
irreversible development. Finally, A is the domain of process M(t) where (1.7)
holds. We point out that by hypothesis the cost of development is zero.
The main goal of this paper is to study the qualitative behavior of the optimal
value function v given by
(1.8) v(x; y; ) = sup
A
J(x; y; ):
We introduce the variable t = 1   and study the associated evolution problem by
means of L1-accretive operators. We prove that under suitable conditions there is
extinction in nite time, which corresponds to some special behavior of the solution
of the original stochastic control problem.
2. Modelling of the evolution problem
First of all, we are going to show that the optimal function v satises, in some
sense to be detailed, the obstacle problem
(2.1) minf Lv + v   U((1  x; y); vg = 0 in 
;
where L is the di¤erential operator associated to the di¤usion (X (t);Y(t)), thus,
Lv := 21(x)vxx + 22(y)vyy + 21(x)2(y)%vxy + 1(x)vx + 2(y)vy:
In order to simplify the exposition, we assume for the moment that v is smooth
enough. At each instant t there are two possibilities: to protect the environment
or to develop the industrial project. If the decision is to protect the environment
in the period of time [0; h]; then (t) = : Therefore it follows
(2.2)
v(x; y; )  IE
"Z h
0
e sU ((1  )X (s); Y(s)) ds+ e hv (X (h);Y(h); (h))
#
;
with equality if the optimal decision is (t) =  in [0; h]:
Applying the Itos rule to e hv (X (h);Y(h); (h)) in (2.2), classical arguments
in passing to the limit as h! 0 prove that
(2.3)  Lv + v   U((1  x; y)  0;
with equality if the optimal decision in the instant t = 0 is to protect the environ-
ment.
If the decision is to develop the environment into the private project, and 4
represent the instantaneous increasing of the fraction of develop, then (0+) =
+4. Applying the Fleming and Soner theory [4] to our problem we obtain: if 
is stopping time then the principle of dynamic programming:
v(x; y; ) = sup
A
IE
Z 
0
e sU ((1  (s))X (s); (s)Y(s)) ds+ e v (X ();Y(); ())

:
Therefore,
v(x; y; )  v  x; y; (0+)
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consequently
(2.4) v  0;
with equality if 4 > 0, in other words, with equality if the optimal decision at the
instant t = 0 is develop the environment into the industrial project.
Writing (2.3) and (2.4) under the two possible options we obtain the Hamilton-
Jacobi-Bellman equation:
(2.5) min f Lv + v   U ((1  )x; y) ; vg = 0 in 
:
The correct formulation of (2.5) must be formulated by means the viscosity solution
theory (see [3]), but here we omit it.
In order to get some qualitative properties, we reformulate the problem in a
di¤erent way. For 
 = IR2+ we dene the functionbU(x; y; ) := U((1  )x; y):
Then, the problem under consideration can be stated as follows: Find v : 
 
[0; 1]  ! IR such that:
(2.6)
8>>><>>>:
min
n
 v; Lv + v   bU(x; y; )o = 0 in 
 (0; 1);
Arv   = 0 on @
 (0; 1);
v(x; y; 1) = IE
Z 1
0
e sU (0;Y(s)) ds

in 
;
where  is the unitary out-normal vector and A is the matrix
A =

21(x) 1(x)2(y)%
1(x)2(y)% 
2
2(y)

:
We introduce the change of variable t = 1   and dene the function
U(x; y; t)
:
= bU(tx; y; 1  t) = U(tx; (1  t)y):
for which we introduce the problem
(2.7)
  Lf + f = U(x; y; t) in 
 (0; 1);
Arf   = 0 on @
 (0; 1):
Due to the Lipschitz condition assumed on of the functions i and i one proves
that the solution of (2.7) veries f 2 H2loc(A;
) (see [5]). Finally, for the function
u(x; y; t)
:
= v(x; y; 1  t)  f(x; y; t)
problem (2.6) becomes
(2.8)
8<: min fut + ft; Lu+ ug = 0 in 
 (0; 1);Aru   = 0 on @
 (0; 1);
u(x; y; 0) = 0 in 
:
Other general formulation on the evolution problem (2.8) can be obtained by the
multivalued operator theory (see [2]). It is know that we may write the evolution
problem as
(2.9)
8><>:
@u
@t
+ ( Lu+ u) 3 g(x; y; t) in 
 (0; 1);
Aru   = 0 on @
 (0; 1);
u(x; y; 0) = 0 in 
;
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where g(x; y; t) =  @f
@t
(x; y; t) and  is the maximal monotone graph given by
(u) =
8<: ; if u < 0;( 1; 0] if u = 0;
0 if u > 0:
3. Existence of solution of the problem (2.9).
Here we introduce the Banach space
L1w (
) = fv : wv 2 L1 (
)g ;
equipped with the norm
kukL1w (
) = kwukL1(
) :
Analogously one introduces the space L2w(
), H
1
w(A;
) and H2loc(
) (see [5]).
Next we dene the multivalued operator C : D(C)  ! P (L1(
)) by
D(C) = v 2 L1(
) \H1(A;
) :  Lv + v 2 L1(
); ( Lv + v) 2 L1(
)	 ;
Cu = ( Lv + v) if u 2 D(C):
Lemma 3.1. The multivalued operator C is m-T-accretive in L1(
):
Proof. First of all, we note that the operator C is T-accretive in L1(
) if and
only if for all (u1; v1); (u2; v2) 2 C the inequality
+(u1   u2; v1   v2)  0
holds, where + is given by
+(f; g) = max

lim
#0
ess sup [(x)g(x) : x 2 
(f; )] ;  2 L1(
); (x) 2 sign+f(x) a:e:

with 
(f; ) = fx 2 
 : jf(x)j  jf jL1   g and
sign+(v) =
8<: 1 if v > 0;[0; 1] if v = 0;
0 if v < 0:
We will use the auxiliary function
(x) =  inff0; xg = x 
verifying  ! , as ! 0. So that, for (u1; v1); (u2; v2) 2 C we claim
(3.1) + (u1   u2; ( Lu1 + u1)  ( Lu2 + u2))  0 for all  > 0:
Indeed, if there exists  > 0 with
( Lu1 + u1)  ( Lu2 + u2) < 0 c.p.t. 

 
(u1   u2)+; 

the monotonicity of the operator  leads to
 L(u1   u2) + (u1   u2)  0 in 
((u1   u2)+; ; ):
As on the boundary of 
((u1   u2)+; ; ) we have u1   u2 = j(u1   u2)+jL1   
the maximum principle derives a contradiction. So, taking limit in (3.1) as  # 0
we obtain
+ (u1   u2; v1   v2)  0:
On the other hand, in proving the maccretivity, we note that the problem
( Lu+ u) + u 3 F in 
;
Aru   = 0 on @
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has one and only one solution if F 2 L1 and  > 0. Indeed, this problem is
equivalent to   Lu+ u+ (u  F ) 3 0 in 
;
Aru   = 0 on @

studied in [5].
4. The Environment preservation domain.
In this section we shall obtain an estimate of the vanishing domain of the operator
 Lu+u representing the domain where the optimal control problem is to protect
the environment.
Theorem 4.1. Let f(x; y; t) be the unique solution of the problem (2.7) and assume
that
(4.1)
8<:
9t0 2 [0; 1] that (t)  0 8t 2 [t0; 1] for
(t)
:
= min
(x;y)2


@f
@t
(x; y; t)

=   max
(x;y)2

(g(x; y; t))
and
(4.2) 9t1 2 [t0; 1] that
Z t0
0
kg(s)kL1(
)ds 
Z t1
t0
 max[g(x; y; )]d :
Then
(4.3) v(x; y; ) = f(x; y; 1  ) 8 2 [0; 1  t1] and a:e: (x; y) 2 
:
Remark 4.2. The result says that v can be determined in terms of U in the interval
[0; 1  t1]: 
Remark 4.3. In the case of i(z) = iz; and i(z) = iz the hypothesis (4.1) and
(4.2) are veried, for instance, for U(x; y; ) = log ((1  )x)  log (y) + 21   22  
1 + 2: 
Proof. We will suppose that u(; ; t) 6= 0 for all t 2 (0; 1); because if there exists
t such that u(; ; t) = 0 then the function
bu(; ; t) =  u(; ; t) if t 2 (0; t);
0 if t 2 (t; 1);
is also a solution of problem (2.9) and then the uniqueness of solutions yields the
conclusion. We note that by assumption (4.1) one has
(4.4) B(t)(g(; ; t))  C(0) = fw 2 L1(
) : w  0 in 
g :
By the accretivity of the operator C in L1(
) we obtain that
(4.5) ju(t)  ev(t)j  ju(r)  ev(r)j+ Z t
r
 (u(s)  v(s); g(s)  h(s)) ds 8r 2 [0; 1];
for any ev solution of dev
dt
(t) + Cev(t) 3 h(t) (see Benilan[1]). Choosing ev = 0 and
h(s) = g(s) + (s)"(s) with j"(s)jL1(
)  1 and r = t0 we obtain
ju(t)j  ju(t0)j+
Z t
t0
 (u(s); (s)"(s)) ds:
Now from
(x; y) = (x; y) 8 2 IR and 8x; y 2 L1(
);
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we obtain
ju(t)j  ju(t0)j+
Z t
t0
 (s) (u(s); "(s)) ds:
So, taking "(s) =
u(s)
ju(s)j the property (x; x) = jxj; 8x 2 L
1(
), implies
ju(t)j  ju(t0)j  
Z t
t0
(s)ds:
On the other hand, by choosing ev = 0 and h = 0 in (4.5) and using that (x; y) 
kykL1(
) we deduce
ju(t0)j 
Z t0
0
kg(s)kL1(
)ds:
Therefore
ju(t)j 
Z t0
0
kg(s)kL1(
)ds 
Z t
t0
(s)ds
whence assumption (4.2) leaves to the contradiction ju(t1)j = 0: .
Acknowledgments. The research of the rst two authors was partially supported
by project MTM2005-03463 of the DGISGPI (Spain). J.I. Díaz is member of the
team of the RTN HPRN-CT-2002-00274 of the EC.
References
[1] Benilan, Ph., Equations d evolution dans un espace de Banach quelconque et applications.
These Univ. Paris XI, Orsay, 1972.
[2] Brezis, H., Problèmes Unilateraux. J. Math. Pures et Appl., 51, (1972), 1-168.
[3] Crandall, M.G., Ishii, H. Lions, P.L., Users Guide to Viscosity Solutions of Second Order
Partial Di¤erential Equations, Bull. Amer. Math. Soc., 27, (1992), 142.
[4] Fleming, W. H. and Soner, H. M, Controlled Markov Processes and Viscosity Solutions.
Springer-Verlag, New York, (1993).
[5] Díaz, J.I. and Faghloumi, Ch., Analysis of a nonolinear elliptic problem arising in the study
of policies on projects altering the environment, Applied Math. and Optimization, 45, (2002),
251-267.
[6] Scheinkman, J.A. and Zariphopoulou, Th., Optimal Environmental Management in the Pres-
ence of Irreversibilities. Journal of Economic Theory, Vol. 96, Issues 1-2, (2001) 180207.
Departamento de Matemática Aplicada, Universidad Complutense de Madrid. Spain
