In this article, we study the performance of the estimator that minimizes L 2k − order loss function (for k ≥ 2) against the estimators which minimizes the L 2 − order loss function (or the least squares estimator). Commonly occurring examples illustrate the differences in efficiency between L 2k and L 2 − based estimators. We derive an empirically testable condition under which the L 2k estimator is more efficient than the least squares estimator. We construct a simple decision rule to choose between L 2k and L 2 estimator. Special emphasis is provided to study L 4 estimator. A detailed simulation study verifies the effectiveness of this decision rule. Also, the superiority of the L 2k estimator is demonstrated in a real life data set.
Introduction
The least squares (LS hereafter) method is possibly the most popular method of estimation routinely used to estimate the underlying (regression) parameters. Stigler (1981) rightly said: "The method of least squares is the automobile of modern statistical analysis: Despite its limitations, occasional accidents, and incidental pollution, it and its numerous variations, extensions, and related conveyances carry the bulk of statistical analysis, and are known and valued by nearly all". Such an overwhelming popularity of the LS may be due to its simplicity, optimal properties and robustness to any distributional assumption. Moreover, it leads to the best (minimum variance) estimator under normality. Laplace used the name "most advantageous method". However, it appears to us that such an irresistible popularity of the LS may have impeded the exploration of other smooth loss functions. Comparative computational difficulty might be another reason that such exploration was not favoured by pioneers such as Gauss, Laplace and others. Whereas, a large literature to incorporate non-smooth loss functions in order to address (outlier) robustness have been developed.
Unfortunately and surprisingly, whole statistical literature is somewhat mute on the possible use of smooth higher order loss functions. Therefore, it is a pertinent question to ask: Are there any relative advantages in using higher order smooth loss function compared to the omnipresent least squares? Our aim here is to study an appropriate higher order estimator and compare its efficiency against the LS. In the regression set up, we find a significantly large and useful class of error distributions for which a higher order loss function is more efficient than the LS. In this paper, we give an empirically testable condition under which a higher order smooth loss functions lead to a more efficient estimator than the LS. We also provide a simple but pragmatic decision rule to make a choice between L 2k and L 2 . A detailed simulation study shows the effectiveness of such a decision rule.
In Section 2, we describe the model and develop the methodology needed to compare the efficiency of different loss functions. Section 3 provides various classes of error distributions which are used for comparison of estimator. In Section 4, we provide a decision rule along with its asymptotic properties. Section 5 provides an epilogue where we consider very general classes of parametric distributions on finite support to illustrate the enormous scope of applicability of the L 4 − based loss functions. Section 6 summarizes the results of simulation study on mixture distributions. Section 7 gives an application to real life data. Section 8 ends with some concluding remarks and identifies possible future directions of research.
Model and assumptions
Consider a linear regression set up
where Y is an n × 1 vector of observations, X is an n × k design matrix and F is the cumulative distribution function (cdf) corresponding to the error vector the error ε. We also assume the following regular conditions:
1. plim X X n = A, a finite and nonsingular matrix.
2. E(ε|X) = 0.
3. E(εε |X) = σ 2 I.
Observations are independent.
In this set up, the ordinary least squares estimate (OLS) β OLS is the best linear unbiased estimator in the sense of minimum variance. It is well-known that for the OLS estimator,
Furthermore, it is clear that the minimization of
and the minimization of
for odd k will not be very convenient because of lack of differentiability wrt β. Therefore, it remains to check whether minimization of
, for some positive integer k other than 1, can yield a better result than β OLS , at least in some cases. If so, our objective is to identify those cases. It is obvious that the corresponding estimators for such a cases will be non-linear. Furthermore, when the error is normal, then the best linear unbiased estimator is indeed the best unbiased estimator. Thus, for normal or near normal error, β OLS always will be better than any other estimator. A closer look reveals that deviation from uni-modality causes the robustness properties of LS to falter.
Studying the efficacy of higher order normed based estimator is important on its own right; 
Methodology
For the exposition purpose, let us first consider the simple bivariate linear regression model
for i = 1, . . . , n. The usual approach to take the error function as
We obtain θ OLS = ( α OLS β OLS ) by minimizing S 2 with respect to α and β. Note that θ OLS is the best estimates in the class of linear unbiased estimators. Hence there may be some nonlinear estimator with better efficiency.
In contrast, we shall take
as our loss function, and derive
as the estimator of θ. Our objective is to compare θ OLS and θ L 4 , and discover conditions under which the latter performs better than the former. Both of these estimators are M -estimators. So they possess the properties such as consistency and asymptotic normality under some standard conditions.
For the OLS estimator,
where
We exhibit that θ L 4 satisfies the following result.
Proof: For the L 4 estimator, using the M-estimator property, we have
Let µ k denote the kth order central moment corresponding to the distribution of ε.
Consequently, we get
Similarly, one can simplify
Hence the proof.
Theorem 1. The L 4 estimator performs better than the OLS estimator in terms of precision
Proof. Proof follows by comparing 2.2 and 2.3.
For symmetric distribution of ε, or whenever µ 3 = 0, the criterion will be
Clearly this condition may or may not be satisfied depending on the distribution of ε.
So far, for exposition purpose, we have dealt with a simple regression framework. Now the scope of this paper demands to present all these above findings in a more general regression set-up. The following remark is made to this end.
Remark 1.
For a multiple linear regression model with k regressors, all the above calculations can be carried out with S = X X where
Whereas Q matrix would be given by
and the matrix R is given by,
Thus, Q − R = −S which gives the earlier result that is, L 4 estimators are better than that
It may be interesting to examine the performance of L 2k relative to that of L 2 , or that of
The following two corollaries are presented to this end.
Proof. The proof is analogous to that of Theorem 1.
OLS versus L 4 for some selected distributions
In this section, we consider few important parametric error distributions to illustrate the vast scope of applicability of L 4 based loss function. The list of distributions considered is no way exhaustive, but certainly shows the immense opportunity of applications in diverse areas. Now, we check the aforementioned condition (2.4) hold for different distributions of ε.
U-Shaped Distribution
Consider a simple U-shaped distribution:
, where k is a positive integer.
It is easy to calculate
Note that for k = 1,
, and in the limit,
.
A U-shaped distribution has two modes; and can be looked upon as a mixture of two (Jshaped) distributions -a mixture of an extreme positively skewed and another extreme negatively skewed distributions. One popular applied example of a U-shaped distribution is the number of deaths at various ages. Several more examples can be found in by B. S.
Everitt ( 2005).

Uniform(−a, a)
This is a symmetric distribution. Here
and consequently µ 6 9µ
Hence, L 4 estimator is better than the OLS estimator, when the error component has uniform distribution.
This is again a symmetric distribution where
and hence µ 6 9µ
Hence, for normally distributed errors, the OLS estimator is always preferred over the L 4 estimator.
Laplace(λ)
Here we have
if r is even, and, consequently,
Hence, when ε follows Laplace distribution, the OLS estimator is preferred over the L 4 estimator.
Beta(a, b)
The beta distribution is a family of continuous probability distributions defined on the interval [0, 1] parametrized by two positive shape parameters, denoted by a and b, that appear as exponents of the random variable and control the shape of the distribution. This class of distributions include a variety of symmetric, bell-shaped, positively skewed, negatively skewed, uniform, and 'U-shaped' distributions. The general form of the central moments of the beta distribution are quite complicated. So we will start with the raw moments and obtain the forms of µ 6 , µ 3 and µ 2 . Note that, here
The figure 4 depicted in Section 5, provides a huge range of parameters for which L 4 is better than L 2 .
Gaussian mixture distribution
Suppose that
. We assume, for simplicity, common σ 2 for both the components. Here
where c =
. The left hand side expression of (3.6), which is a function of c, is plotted in Figure 1 . From the plot we can see for |c| > 1.058, this function assumes values less than zero and then it decreases rapidly. This means that the condition (2.5) of superiority of L 4 estimators will be satisfied if the means of the two component of the mixture distribution are more than 1.058σ distance. A mixture of more than two Gaussian distributions will behave similarly with respect to this condition. Also the case of unequal σ 2 can be tackled similarly. 
Now it is easy to calculate µ . Now one can see that as long as c ∈ (0, 2.33), L 4 performs better than L 2 . One implication of this result is that 97 percent times L 4 performs better than L 2 . then the probability density function (pdf) is given by
The form of this distribution resembles that of a normal distribution except for the fact that it has finite tails. Suppose it can be assumed that the value of systematic errors lies in some known interval; and manufacturer has aimed to make device as accurate as possible.
In such circumstances, Raised Cosine distribution may be appropriate. Another popular application is in circular data. See Rinne (2010, pp. 116). Other properties like the cdf, moment generating function (mgf), characteristic functions, raw moments up to order 4, and the kurtosis are available in Rinne (2010, pp. 116-118) . It is observed that the distribution has a kurtosis of 2.1938, less than that of normal distribution. It has a thin tail. Here, using the mgf, we have
and hence
Hence, for this distribution, (2.5) is satisfied, and consequently L 4 is preferred for parameter estimation.
A Sub-Gaussian family of distributions
Sub-Gaussian family of distributions is a well-studied family of distribution whose tail is dominated by the normal distribution. As we observed that the L 4 estimators are preferred for a distribution for which the tail is thinner than that of a normal distribution, here we discuss about a relatively uncommon distribution and validity of the condition with respect to this distribution. Consider a distribution with pdf of the form
where k is an integer and c is the normalizing constant, which gives
For various values of k, the pdf of the distribution is drawn in Figure 3 . Note that k = 1 provides the normal curve. As k becomes larger and larger, tail of the distribution tend to collapse. For extremely large k, the distribution resembles a symmetric curve in a finite support. It is interesting to consider the peaks of all drawn curves. The first plot (the density plot) of this panel shows that L 4 performs better than L 2 for all those curves for which peaks are below the red curve. Here it may be mentioned that the red curve is drawn for k = 1.45. For the second plot of the panel, various values of k are given in the x−axis;
and values of the test statistic are given in the y−axis. The parallel line, parallel to x−axis, shows the cut-off point, which is 1 . The second plot of the panel shows that when the value of k is greater than 1.45, L 4 performs better than L 2 . Here
We immediately get µ 6 9µ
The values of the test statistic against various values of K is drawn in the bottom part in Figure 3 . We observe that for k 2, examples to find that there is a sizable gains in likelihood if m is estimated rather than pre-specified equal to 2. All of the evidence they found leads them to the conclusion that if accurate estimation of a linear regression line is important, it will usually be desirable to estimate not only the coefficients of the regression line, but also the parameters of the power distribution that generated the errors about the regression line. The effect on the estimates of regression coefficients may not be small.
In the next two section we will construct a decision rule based on the condition (2.4) and carry out some simulation study.
Decision rule: OLS versus L 4
In this Section we derive a decision rule based on the criterion from Section 2 to decide whether OLS or L 4 estimator is preferred for some data.
Lemma 2. Suppose X follows a distribution for which µ r exists for all r. Then
Proof: Observe that
Now all the terms other than the first and second term of (4.7) are of the order o p (1) because
Furthermore, by delta method,
Then, we have the following Theorem.
Proof of this theorem is given in the Appendix B.
An Epilogue
In this section we consider a very general class of parametric distributions on finite support (this assumption is made to ease plot drawing) to illustrate the enormous scope of applicability of L 4 based loss function. Consider the class of distribution:
Here d depends on a to make the f a density. Plots of another parametric family of distributions (belongs to the Pearsonian family, Type II), given by
are shown below. It may be noted that this particular distribution is linked to Beta distribution as well. To see this, let
To see the equivalence, set a = −b = −1, and α 1 = α 2 = α + 1. Future studies will investigate whether this is a general phenomenon for other Pearsonian family of errors distributions.
Simulation study
We carry out the decision making procedure under 0-1 loss function and calculate the risk function, which is the expected loss. Here we generate data from three types of distribution, one for which L 4 is always better than OLS estimator, one where OLS is better than L 4 , and the third one is near the boundary. The values of the calculated risk are given in Table   1 . Table 1 given in Appendix A should be here
Simulation study is based on 10000 iterations; and with sample sizes of 100, 200, 500, 1000, 2000, 5000.
The first panel of Table 1 is based on mixture of two T distributions with 6 degrees of freedom (DF) each. Mean of each components are set at (5, −5), (4, −4), (3, −3), (2, −2). Here it may be mentioned that our test needs existence of 6th order moments. To this end, we need t distribution with at least 7 df. DF 6 is considered to examine the performance of our decision rule even when moments do not exist. Mixture coefficients are taken from U (0, 1) distribution. From this part of the table, it is clear that decision is more certain as sample size increases; more importantly, it is so when the distance between the two components are more.
The second panel of the Table is 4; 4, 4) ) is chosen such that it is in the neighborhood of the boundary the test statistic. Here it shows that test does not favour (for the large sample case, n=5000) any one, as expected. Here the risk is near 50% .
The 6th and 7th panel of the Table are 
Empirical Illustration
In this sub-section, we provide two illustrations. One is based on a constructed data set which resembles many real life scenario; and the second one is based on a real life data set.
Constructed Example
Data often contains rounding errors. Variables (like heights or weights, age in years, or birth weight in ounces.) that by their very nature are continuous are, nevertheless, typically measured in a discrete manner. People feel more comfortable to report their age as mid forty, mid fifty and so on. They are rounded to a certain level of accuracy, often to some preassigned decimal point of a measuring scale (e.g., to multiples of 10 cm, 1 cm, or 0.1 cm) or simply our preference of some numbers over other numbers. The reason may be the avoidance of costs associated with a fine measurement or the imprecise nature of the measuring instrument. The German military, for example, measures the height of recruits to the nearest 1 cm. Even if precise measurements are available, they are sometimes recorded in a coarsened way in order to preserve confidentiality or to compress the data into an easy to grasp frequency table.
Here we consider the linear regression where the dependent variable is rounded to nearest in-teger; independent variables are free of any such errors. The dependent variable is generated as y st = 8 + 1 × x 1 + 2 × x 2 where x 1 = 1.3 × sample.int(10); x 2 = 2.32 * sample(10 : 18).
However, assume that we do not observe Y st but observe
Now we are regressing Y on X 1 and X 2 . For this example, we set a moderate sample size of 40. We consider 5000 replication.The output is summarized as follows: It is observed that 90 percent times L 4 is preferred over L 2 based on our proposed decision rule.
After estimation of the model, it may be of interest to know which set of estimators provides the best fit. In the present context it is a tricky problem to find an appropriate 'goodness of fit' measure. Likelihood based methods are not tenable. Similarly, residual sum of square or R 2 are not not useful to compare the performances of these two set of parameter estimates.
Here we suggest to apply the idea of Pseudo 
where the subscript RG means relative gain. Note that, for least squares, R 2 = R 2 RG . For both the loss functions, Q max = 0.
We also calculated the number of times the Pseudo R 2 for L 4 is numerically greater than that of L 2 . It is astonishing to see that 100 percent times the Pseudo R 2 for L 4 is numerically greater than that of L 2 .
Real Life Example
For our empirical analysis, we use the data provided by the National Sample Survey Or- Table 2 . We regress the amount of land possessed (Y ) on six explanatory variables, 3 viz, Median age of a household (mage), 2 The same phenomenon is also seen for all-India households (rural and urban together). The plot presented here is for rural household excluding the households with no land. It is interesting to note that bi-modality is observed both for (1) households with non-zero amount of land ; and (2) with all households.
All the results presented here are based on rural household with non-zero lands. Number of rural households with non-zero amount of land is 98483. Whole study is based on This set of 98483 observations. 3 We also tried with many other explanatory variables available in our master file. We also repeated the same exercise for all-india (rural and urban together) households. It is need less to mention that overall findings are same across all models we attempted.
the number of children below 15 years of age (chlt15), the number of old people above 60 years of age (Ogt60), the number of male member in the households (male), the number of female member in the households (female); and finally the number of member with education level above 10th standard (highedu). We then estimate 4 ...Continued from previous page and hence 
Hence our decision theoretic problem reduces to
A 0 : v ≥ 9 versus A 1 : v < 9.
We use the statistic
which is asymptotically N (0, 1), under A 0 .
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