. We introduce an algorithm to compute r(q), the ratio between h 1 (q), Kummer's first factor of the class number of Q(ζ q ), and its expected order of magnitude G(q), where q is an odd prime number and ζ q is a primitive q-root of unity. Such an algorithm requires O(q log q) products together with O(q) logarithm evaluations. We obtain a new maximum for r(q), namely r(6766811) = 1.709379042 . . . , see section 3 below. The program used and the results here described are collected at the following address http://www.math.unipd.it/~languasc/ rq-comput.html.
1.
Let q be an odd prime and ζ q is a primitive q-root of unity. Let
Kummer [7] proved that h 1 (q), the first factor of the class number of the cyclotomic field Q(ζ q ), is a positive integer and conjectured that h 1 (q) ∼ G(q) as q → +∞. We define the Kummer ratio of the class number for prime cyclotomic fields as r(q) := h 1 (q) G(q) .
Remark that G(q) is a very fast growing sequence; for example G(439) ≈ 10 117 , G(3331) ≈ 10 1607 , G(9689) ≈ 10 5792 and G(2918643191) ≈ 10 5741570411 .
F :
Recall that q is an odd prime and let χ be a primitive odd Dirichlet character mod q. Using Hasse's theorem [6] we have that and, by (1) , it follows that r(q) = χ odd L(1, χ).
(2)
Recalling eq. (3.1) of [2] , i.e.,
where ψ(x) = (Γ /Γ)(x) is the digamma function, inserting (3) into (2) we can also write
Considering the expected order of magnitude of r(q) (predicted by Kummer conjecture), it is convenient to compute log r(q), i.e., using (4), to get
in which the last logarithm is a complex one. It is clear that the sum over odd Dirichlet characters in (5) has an imaginary part equal to −π(q − 1)/2; hence
Since just the sum over odd Dirichlet characters is needed, we can embed a decimation in frequency strategy1 in the Fast Fourier Transform (FFT) algorithm to perform the sum over a, see section 4. This way in the actual computation we can replace the digamma function with the cotangent one thus getting that computing r(q) via (6) has a computational cost of O(q log q) products plus the cost of computing (q − 1)/2 values of the cotangent and logarithm functions. This is good bu, at least from a theoretical point of view, we can do slightly better, see the next section, even if in the practical computations of Table 2 below the performances are very similar.
S : B
Recall that q is an odd prime and let χ be a primitive odd Dirichlet character mod q. We define the first χ-Bernoulli number (see Proposition 9.5.12 of Cohen [1] and use the orthogonality of Dirichlet characters) as
a χ(a).
By eq. (2.1) of Shokrollahi [12] we have that
1We use here this nomenclature since it is standard in the literature about the Fast Fourier Transform but clearly it could be translated in the number theoretic language using suitable properties of Dirichlet characters. so that, inserting (7)-(8) into (1), we get
Considering the expected order of magnitude of r(q) (predicted by Kummer conjecture), it is convenient to compute log r(q), i.e., using (9), to get
in which the last logarithm is a complex one. Moreover it is clear that the sum over odd Dirichlet characters in (10) has an imaginary part equal to −π(q − 1)/2; hence
This method does not require to compute the values of a special function like the previous one but it is enough to use the sequence a = 1, . . . , q − 1. Since just the sum over odd Dirichlet characters is needed, we can embed a decimation in frequency strategy in the Fast Fourier Transform (FFT) algorithm to perform the sum over a, see section 4. This way it is easy to see that computing r(q) via (11) has a computational cost of O(q log q) products plus the cost of computing (q − 1)/2 values of the logarithm function and products: so far, this is the fastest known algorithm to compute r(q).
This way we were able to get a new maximal value for r(q), namely r(6766811) = 1.709379042 . . . , see Table 3 ; such a result was also double-checked using the method of section 2. Moreover it should be compared with the previously known maximum r(5231) = 1.556562 . . . by Shokrollahi [12] . We will see more on these computations in section 4.
C ,
First of all we notice that PARI/Gp, v. 2.11.2, has the ability to generate the Dirichlet L-functions (and many other L-functions) and hence, using (2), the value of log r(q) = χ odd log |L(1, χ)| can be obtained with few instructions of the gp scripting language. This computation has a linear cost in the number of calls of the lfun function of PARI/Gp and it is, at least on our Dell Optiplex desktop machine, slower than both the approaches we are about to describe below.
The other approaches we can use to compute log r(q) are the following: a) use formula (5) and the ψ-values; b) use formula (10) and the first χ-Bernoulli number.
This way we can double check the computation we will perform. In both (5) and (10) we remark that, since q is prime, it is enough to get g, a primitive root of q, and χ 1 , the Dirichlet character mod q given by χ 1 (g) = e 2πi/(q−1) , to see that the set of the non-trivial characters mod q is { χ j 1 : j = 1, 2, . . . , q − 2}. Hence, if, for every k ∈ {0, . . . , q − 2}, we denote g k ≡ a k ∈ {1, . . . , q −1}, every summation in (5) and (10) is of the type q−2 k=0 e 2πi j k/(q−1) f (a k /q), where j ∈ {1, . . . , q − 2} is odd and f is a suitable function. As a consequence, such quantities are the Discrete Fourier Transform (DFT) of the sequence { f (a k /q) : k = 0, . . . , q − 2}. This approach was first remarked by Rader [11] and it was used in [2] and in [8] to speed-up the computation of similar quantities via the use of Fast Fourier Transform dedicated software libraries.
In this case we can also use the decimation in frequency strategy: following the line in section 4.1 of [8] , letting e(x) := exp(2πix), m = (q − 1)/2, for every j = 0, . . . , q − 2, j = 2t + , ∈ {0, 1} and t ∈ Z, we have that
where t = 0, . . . , m − 1,
Since we just need the sum over the odd Dirichlet characters for f (x) = x of f (x) = ψ(x), instead of computing an FFT transform of length q − 1 we can evaluate an FFT of half a length, applied on a suitably modified sequence according to (12) . Clearly this represents a gain in both speediness and memory occupation in running the actual computer program. In the case f (x) = ψ(x) we can simplify the form of c k = e(k/(q − 1)) ψ(a k /q) − ψ(a k+m /q) , where m = (q − 1)/2 and k = 0, . . . , m − 1, in the following way. Recalling g = Z * q , a k ≡ g k mod q and g m ≡ q − 1 mod q, we can write that ψ a k+m q = ψ q − a k q = ψ 1 − a k q and hence, using the well-known reflection formula ψ(1 − x) − ψ(x) = π cot(πx), we obtain
for every k = 0, . . . , m − 1. Inserting the last relation in the definition of c k in (12) we can replace in the actual computation the digamma function with the cotangent one. The case f (x) = x is easier; using again g = Z * q , a k ≡ g k mod q and g m ≡ q − 1 mod q, we can write that a k+m ≡ q − a k mod q; hence a k − a k+m = a k − (q − a k ) = 2a k − q so that in this case we obtain c k = e(k/(q−1))(2a k /q−1) for every k = 0, . . . m−1, m = (q−1)/2.
Computations trivially summing over a (slower, more decimal digits available).
Unfortunately in the scripting language of PARI/Gp the FFT-functions work only if q = 2 + 1, for some ∈ N. So we had to trivially perform these summations and hence, in practice, this part is the most time consuming one in both the approaches a) and b) since it has a quadratic cost in q.
Being aware of such limitations, we performed the computation of r(q) with these three approaches for every q prime, 3 ≤ q ≤ 1000, on a Dell OptiPlex-3050, equipped with an Intel i5-7500 processor, 3.40GHz, 16 GB of RAM and running Ubuntu 18.04.2, using a precision of 30 decimal digits, see Table 1 . The results coincide up the desired precision. We also computed the values of r(q) for q = 1451, 2741, 3331, 4349, 4391, 5231, 6101, 6379, 7219, 8209, 9049, 9689 as you can see in Table 2 . These numbers were chosen to extend the number of available decimals for the known data (see Fung-Granville-Williams [4] and Shokrollahi [12] ). In this case, in the fifth column of Table 2 we also reported the running time of the direct approach, i.e. using (2), the third and fourth columns are respectively the running times of the approaches a) and b). For these values of q it became clear that the computation time spent in performing the sums over a was the longest one. This means that inserting an FFT-algorithm in the approaches a) and b) is fundamental to further improve their performances. We will see more on this in the next paragraph.
Computations summing over a via FFT (much faster, less decimal digits available).
As we saw before, as q becomes large, the time spent in summing over a dominates the overall computational cost. So we implemented the use of the FFT in both the approaches a) and b), by using the fftw [3] library in our C programs. The performance of this part was extremely good in the sense that it was thousands-times faster than the same one trivially performed. 4.3. Data for the scattered plots. We were able to compute the long double precision r(q)values for every prime 3 ≤ q ≤ 10 6 and we provide here the colored scattered plot, see Figure  1 , of such values. The minimal value is r(3) = 0.6045997880 . . . and the maximal one is r(305741) = 1.661436 . . . The data were obtained in about a day of computation time on the Dell OptiPlex machine mentioned before. Recalling eq. (22) of [8] 
where C := {b(1), . . . , b(2088)} is built with the first 2088 elements of B which is the "greedy sequence of prime offsets", http://oeis.org/A135311. We define B by induction saying that b(1) = 0 ∈ B and b(n) ∈ B if it is the smallest integer exceeding b(n − 1) such that for every prime r the set {b(i) mod r : 1 ≤ i ≤ n} has at most r − 1 elements. The points (q, r(q)) in Figure 1 
4.4.
Computations for larger q. Moreover we also computed the values of r(q) for q such that v(q) > 1.2 or such that b(i)q + 1 is prime for the first few elements b(i) ∈ B. We considered q = 305741, 4178771, 6766811, 28227761, 193894451, 538906601, 964477901, 1217434451, 1806830951, 2488788101, 2830676081, 2918643191 and the r(q)'s were evaluated using the quadruple precision, see Table 3 . We remark that the quadruple precision computation performances are affected from a lack of hardware support of the FLOAT128 type of the C programming language.
In Table 4 we evaluated the larger cases q = 4151292581, 6406387241 (they have v(q) > 1.15) with the long double precision. Such computations were performed on an Intel(R) Xeon(R) CPU E5-2650 v3 @ 2.30GHz, with 160 GB of RAM and running Ubuntu 16.04.
The PARI/Gp scripts and the C programs used and the computational results obtained are available at the following web address: http://www.math.unipd.it/~languasc/rq-comput. html.
F E -K
The colored scattered plot of Figure 2 represents the normalised values of G q − G + q , q prime, 3 ≤ q ≤ 10 6 . The points (q, (G q − G + q )/log q) in Figure 2 are plotted with different symbols depending on the values of v(q) and colored in orange if v(q) ≤ 0.25 (65.65% of the cases), in green if 0.25 < v(q) ≤ 0.5 (23.62%), in blue if 0.5 < v(q) ≤ 0.75 (6.29%), in black if 0.75 < v(q) ≤ 1 (4.22%), and in red if v(q) > 1 (0.22%). We used formula (21) of [8] :
Such last computation required about a day on the Dell Optiplex machine previously mentioned. We explicitly remark that (14) can be easily implemented since the function log Γ is available in the C programming language.
Since in (14) we can use a decimation in frequency strategy, we also remark that letting f = log Γ into (12) leads to simplify the form of c k = e(−k/(q−1)) log Γ(a k /q)−log Γ(a k+m /q) , where m = (q − 1)/2 and k = 0, . . . , m − 1, in the following way2. Recalling g = Z * q , a k ≡ g k mod q and g m ≡ q − 1 mod q, we can write that
and hence, using the well-known reflection formula Γ(x)Γ(1 − x) = π/sin(πx), we obtain
for every k = 0, . . . , m − 1. Inserting the last relation in the definition of c k in (12) we obtain the actual sequence we used for performing the computation previously mentioned. 
