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Abstract
We study the problem of embedding domains with ∗-orderings into skew fields. Assuming that the nat-
ural valuation associated to a ∗-ordered domain satisfies an Ore-type condition, we prove that the domain
embeds in an order-preserving way into a ∗-ordered skew field. We call this the ∗-ordered version of the
Dauns embedding theorem for domains with valuations. A number of concrete examples, where this result
can be applied, is given. Moreover, a question of Murray Marshall regarding ∗-orderable groups is answered
in the affirmative.
© 2006 Elsevier Inc. All rights reserved.
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Unlike in the commutative case, not every domain (i.e., an associative unital ring without
zero divisors) is embeddable in a skew field. Even if such an embedding exists, it need not be
unique or canonical. So one looks for necessary and sufficient conditions to ensure the existence
and perhaps additional properties of an embedding. These have been given by P.M. Cohn, see,
e.g., [Co2] for a nice exposition. The situation remains the same for orderable domains. There
exist orderable domains not embeddable in skew fields and embeddings, if they exist, need not
be unique or canonical. For results in this regard we refer to [Co2,CK]. On the other hand, the
case of ∗-orderable domains is still open. It is unknown whether such domains always admit an
embedding in a skew field (cf. [Ma1, 1.6.Note (2)] or [Ci, Section 3]). Our aim is to discuss
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∗-orderings and graded rings associated to them.
The paper is organized as follows. After a preliminary section, where we mainly fix terminol-
ogy and notation, in Section 2 the graded ring associated to a ∗-ordered domain is studied. The
main result in this section is Theorem 4 stating that this graded ring is always an Ore domain
and is ‘almost always’ commutative. This is applied in Theorem 7 to answer a question raised by
T. Craven and T. Smith in [CS]. Section 3 contains the ∗-ordered version of the Dauns embedding
theorem for domains with valuations, see Theorem 9 and Corollary 10. It is applied in the final
section, where examples such as skew enveloping algebras, group rings of ∗-orderable groups
and pointed cocommutative Hopf algebras are studied. In particular, a question of M. Marshall
is answered in the affirmative (Theorem 14) and a partial answer to a problem in [CKM] is given
(Theorem 16).
1. Preliminaries
All rings will be associative with 1. Throughout this paper A will denote a domain with invo-
lution containing 12 and SymA will be the set of its symmetric elements. A subset P ⊆ SymA
is called a ∗-ordering if P + P ⊆ P , rP r∗ ⊆ P for all r ∈ A, P ∪ −P = SymA, P ∩ −P = {0}
and P is closed under the Jordan multiplication {a, b} := ab + ba.
If Γ is an ordered commutative cancellative semigroup, then an onto mapping v :A →
Γ ∪ {∞} is a ∗-valuation if:
(1) v(x) = ∞ iff x = 0,
(2) v(xy) = v(x)+ v(y) for all x, y ∈ A×,
(3) v(x + y)min{v(x), v(y)} for all x, y ∈ A×,
(4) v(x∗) = v(x) for all x ∈ A.
Here A× := A \ {0}. The corresponding graded ∗-ring gr(A,v) is constructed as follows.
We form Aα := {x ∈ A | v(x)  α}, A+α := {x ∈ A | v(x) > α} and Aα := Aα/A+α . Then
gr(A,v) := ⊕α∈Γ Aα is given the componentwise addition, the multiplication induced by
(a, b) 	→ ab for a ∈ Aα and b ∈ Aβ and the involution defined by a ∗ := a∗. v induces a ∗-
valuation gr(v) : gr(A,v) → Γ ∪{∞} given by gr(v)(∑α∈Γ aα) = γ , where γ is the least γ ∈ Γ
such that aγ 
= 0 if∑α∈Γ aα 
= 0.
Since Γ is commutative and cancellative, it has a unique group of fractions G and the ordering
of Γ extends uniquely to G. For every 0  γ ∈ G we define a relation ∼γ on A× by x ∼γ
y :⇔ v(x) + γ < v(x − y). We write ∼v := ∼0. J. Dauns [Da, 1.5 Lemma, 1.6] proves that
these relations are semigroup congruences and it is easy to see that they are cancellative and ∗-
invariant. Another property that we will use is the following observation from [Ho, Lemma 5.11]:
If x1 ∼v y1, x2 ∼v y2 and x1 v −x2, then x1 + x2 ∼v y1 + y2.
Definition. Let v :A → Γ ∪ {∞} be a ∗-valuation.
(1) v is compatible with a ∗-ordering P of A iff x ∼v y ∈ P implies x ∈ P for all x, y ∈
SymA×.
(2) v is called quasi-commutative iff for all a, b ∈ A× we have ab ∼v ba. It is easy to see that
this is the case iff gr(A,v) is commutative iff the semigroup A×/∼v is commutative.
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this condition is left-right symmetric since v is a ∗-valuation. Clearly, v is weakly quasi-Ore
iff the semigroup A×/∼v satisfies the Ore condition.
(3′) v is quasi-Ore iff for all a, b ∈ A× and 0 γ ∈ G there exist r, s ∈ A× such that ra ∼γ sb.
Hence v is quasi-Ore iff the semigroups A×/∼γ all satisfy the Ore condition.
(4) A subset B ⊆ A is weakly dense in A iff for every x ∈ A× there is some y ∈ B× with x ∼v y.
(4′) A subset B ⊆ A is dense in A iff for every x ∈ A× and γ ∈ G there is some y ∈ B× with
x ∼γ y.
To each ∗-ordering P ⊆ A a natural ∗-valuation vP can be associated (cf. M. Marshall
[Ma1]). vP is compatible with P and ab ∼v ba for all a, b ∈ SymA× (we say that v is quasi-
commutative for symmetric elements). In [K2, Theorem 2] the author deduced that vP is weakly
quasi-Ore. If also, A contains an imaginary unit, then vP is quasi-commutative.
2. The graded ring associated to a ∗-ordered domain and extended ∗-orderings
In this section we investigate the graded ring gr(A,v) associated to a ∗-valued domain (A,v).
We are mainly interested in the case where A is ∗-ordered and v is the natural ∗-valuation. The
main result in this section is Theorem 4 stating that in this case gr(A,v) is an Ore domain and
is ‘almost always’ commutative. As a corollary we answer a question raised by T. Craven and
T. Smith in [CS].
Lemma 1.
(1) Every a ∈ A can be written uniquely as a sum of a symmetric element as and a skew ele-
ment ak .
(2) Assume v :A → Γ ∪ {∞} is a ∗-valuation and v(2) = 0. Then for every a ∈ A we have
v(a) = min{v(as), v(ak)}.
Proof. For (1) let as := a+a∗2 and ak := a−a
∗
2 . To prove (2) we proceed as follows. Clearly,
v(a)min{v(as), v(ak)}. On the other hand, v(as) = −v(2)+ v(a + a∗)min{v(a), v(a∗)} =
v(a). Similarly, v(ak) v(a). We conclude that v(a)min{v(as), v(ak)} v(a). Hence v(a) =
min{v(as), v(ak)}. 
Definition. Let (A,v) be a ∗-valued domain. An element x ∈ A satisfying x ∼v x∗ is called
v-symmetric.
Lemma 2. Assume that v is a ∗-valuation of A that is quasi-commutative for symmetric elements
and v(2) = 0. Then v is also quasi-commutative for v-symmetric elements, i.e., for all a, b ∈ A
with a ∼v a∗ and b ∼v b∗ we have ab ∼v ba.
Proof. Write a = as + ak and b = bs + bk as in Lemma 1. Since a ∼v a∗, v(ak) > v(as) and
similarly, v(bk) > v(bs). Now compute
ab − ba = (asbs − bsas)+ (akbs − bsak)+ (asbk − bkas)+ (akbk − bkak).
Clearly, v(ab) = v(as) + v(bs) and v(ab − ba)  min{v(asbs − bsas), v(akbs − bsak),
v(asbk − bkas), v(akbk − bkak)}. By the ultrametric inequality, v(akbs − bsak) v(ak)+ v(bs),
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commutative for symmetric elements, we also have v(asbs − bsas) > v(as) + v(bs). We now
use the fact that v(a) = v(as) < v(ak) and v(b) = v(bs) < v(bk) to obtain v(akbs − bsak) >
v(as) + v(bs), v(akbk − bkak) > v(as) + v(bs) and v(akbk − bkak) > v(as) + v(bs). Hence
v(ab) = v(as) + v(bs) implies v(ab − ba) > v(ab). 
The following proposition extends the corresponding result for skew fields as given in
[Ho, 4.1] or [Cr1, Theorem 2.3].
Proposition 3. Let v be ∗-valuation of A that is quasi-commutative for symmetric elements and
v(2) = 0. Then as ∼v sa for every s ∈ SymA× and a ∈ A×.
Proof. Write a = as + ak as in Lemma 1. For s ∈ SymA× we have
as − sa = (ass − sas)+ (aks − sak),
where ass − sas is skew and aks − sak is symmetric. Thus v(as − sa) = min{v(ass − sas),
v(aks − sak)} by Lemma 1. In other words, we may assume that a is skew.
Set x := as − sa ∈ SymA. We have
a2s − sa2 = a(as − sa) + (as − sa)a = ax + xa. ()
Since a2 and s are symmetric and v is quasi-commutative for symmetric elements, v(ax+xa) =
v(a2s − sa2) > v(a2s). In order to obtain a contradiction, let us assume that as v sa. Hence
v(x) = v(as− sa) = v(as). Together with () this gives v(ax +xa) > v(ax) and so ax ∼v −xa.
On the other hand,
(ax)∗ = x∗a∗ = −xa ∼v ax,
so ax is v-symmetric. Now by Lemma 2, (ax)x ∼v x(ax) and thus −xa ∼v ax ∼v xa. This
implies 1 ∼v −1 contradicting the fact that v(2) = 0. Hence as ∼v sa, as desired. 
It follows easily that under the assumptions of the preceding proposition, as ∼v sa for all
a ∈ A× and s ∈∏SymA×. Moreover, as in the proof of [K2, Proposition 1] we can deduce
that the symmetric elements of gr(A,v) are central. This observation is crucial for the following
theorem.
Theorem 4. The graded ring associated to a ∗-ordered domain A is always an Ore domain. Its
skew field of fractions is commutative or a standard quaternion algebra.
Proof. Let v denote the natural ∗-valuation associated to A. Pick arbitrary x, y ∈ gr(A,v). As
xx∗, yy∗ are symmetric, they are central by the above and thus x(x∗yy∗) = y(y∗xx∗). Hence
gr(A,v) is an Ore domain (every Ore domain with involution is automatically a two-sided Ore
domain [CS, Lemma 2.1]). Let D denote its skew field of fractions. The ∗-valuation gr(v) and
the induced ∗-ordering of gr(A,v) extend uniquely to D (the former is classical, while the latter
is [CS, Corollary 2.5]).
Let ab−1 ∈ D be any symmetric element. By replacing b with bb∗ and a with ab∗ we may
assume that b ∈ gr(A,v) is symmetric and thus central. As ab−1 is symmetric, it follows that
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theorem [Di]: If a skew ∗-field D is not commutative, then the symmetric elements SymD gen-
erate D as a ring or D is a standard quaternion algebra. Note that if SymD generates D, then
D is commutative. Hence we conclude that D is commutative or a standard quaternion algebra.
This finishes the proof. 
Corollary 5. The graded ring gr(A,v) associated to a ∗-ordered domain A can be embedded in
a skew ∗-field. Furthermore, the ∗-ordering of gr(A,v) induced from A extends uniquely to the
corresponding skew ∗-field.
In order to formulate the question of T. Craven and T. Smith, we need to introduce a notion.
A ∗-ordering P of A is said to extend if there exists Q ⊆ A satisfying Q + Q ⊆ Q, rQr∗ ⊆ Q
for all r ∈ A, Q∗ = Q, Q ∩ SymA = P , Q · Q ⊆ Q and rxr∗ ∈ Q implies x ∈ Q for every
r ∈ A×.
As shown by M. Marshall [Ma1, 2.2. Theorem] (but see also [CS, Theorem 1.8]), to every
∗-ordering P of A we can associate such an extension Q defined as Q := {p + k ∈ A | p ∈ P,
k∗ = −k, vP (k) > vP (p)}. We call Q the extended ∗-ordering associated to P . Generally
speaking, ∗-orderings are the natural objects to study, while the multiplicativity makes extended
∗-orderings easier to handle.
In [CS, Theorem 2.8] the authors classified all extensions of a given ∗-ordering on an Ore do-
main thus extending the skew field case obtained earlier by T. Craven in [Cr2, Theorem 2.3]. We
show that their classification theorem carries over to the general case by exploiting the associated
graded ring.
Proposition 6. (Compare [Ma2, 2.5 Proposition].) Let P ⊆ A be a ∗-ordering and v :A →
Γ ∪ {∞} the natural ∗-valuation. There is a natural bijective correspondence between extended
∗-orderings of A intersecting SymA in P and extended ∗-orderings of gr(A,v) extending the
induced ∗-ordering P .
Proof. P \ {0} consists of all nonzero symmetric a =∑α∈Γ aα ∈ gr(A,v) such that aγ ∈ P ,
where γ = gr(v)(a). Similarly, given an extended ∗-ordering Q of A extending P , we define
Q to be the set of all a with aγ ∈ Q. Conversely, given an extended ∗-ordering Q of gr(A,v)
extending P , let Q \ {0} be the set of all nonzero a ∈ A such that the image a of a in Aγ , where
γ = v(a), belongs to Q. 
Theorem 7. Let P ⊆ A be a ∗-ordering and v :A → Γ ∪{∞} the natural ∗-valuation. There is a
bijective correspondence between extended ∗-orderings which intersect SymA in P and convex
subsets of G+ containing
{
v(ab − ba)− v(a)− v(b) | a, b ∈ SymA×}.
Here G denotes the group of fractions of Γ and
G+ := {v(k)− v(s) ∈ G | k, s ∈ A×, v(k) > v(s), k∗ = −k, s∗ = s}∪ {∞}.
Proof. Combine Proposition 6, Theorem 4 and [CS, Theorem 2.8]. 
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Every commutative domain embeds into a field and the smallest such field is unique (up to
isomorphism). Both results fail for noncommutative domains. Domains may not be embeddable
into skew fields. And even if they are, there need not be a canonical or unique embedding. For
the corresponding theory, we refer the reader to [Co2]. Even though P.M. Cohn’s theory settles
the question of embedding domains into skew fields, it is hard to apply to concrete examples.
Therefore other sufficient conditions that imply embeddability are of interest. One of such is the
following:
Theorem. (Dauns [Da]) Let A be a domain and v a quasi-Ore valuation of A. Then (A,v) can
be embedded into a valued skew field (D,w) such that A · (A×)−1 is weakly dense in D.
Let us give a brief sketch of the proof from [Da]. The cancellative semigroup A× is embedded
into the inverse limit of A×/∼γ , where γ runs through the positive elements of the group of
fractions of the value semigroup of v. Since v is quasi-Ore, each of the semigroups A×/∼γ
satisfies the Ore condition and can be embedded in its group of fractions Hγ . This embeds A×
into the group H := lim←−Hγ . Then a technical density-type argument shows that on H ∪ {0} one
can introduce an addition making H ∪ {0} into a skew field containing A.
As we are interested in rings with involution, we need a ∗-version of this theorem. Its proof is
only a minor modification of the original proof, so it is omitted.
Proposition 8. Let A be a ∗-domain and v a quasi-Ore ∗-valuation of A. Then (A,v) can be
embedded into a ∗-valued skew field (D,w) such that A · (A×)−1 is weakly dense in D.
In this section we extend this embedding theorem to ∗-ordered valued domains.
Theorem 9. (Compare [Ci, Theorem 4] and [K1, Theorem 6].) Assume w :D → Γ ∪ {∞} is a
∗-valuation of the skew field D and let R ⊆ D be a ∗-subring such that R · (R×)−1 is weakly
dense in D. Write v := w|R . If v is weakly quasi-Ore, then every ∗-ordering of R compatible
with v extends uniquely to a ∗-ordering of D compatible with w.
Proof. Let P ⊆ R be a ∗-ordering compatible with v and let Q denote the extended ∗-ordering
associated to P , i.e., Q = {p + k | p ∈ P, k∗ = −k, vP (k) > vP (p)}. (Note the vP in the
definition of Q.) Since v is compatible with P , vP is finer than v.
Claim 1. If for some x ∈ R, x ∼v x∗, then x ∈ Q∪ −Q.
Proof. Write x = x+x∗2 + x−x
∗
2 and note that the first summand is symmetric, while the sec-
ond is skew. Since x ∼v x∗, we have v(x − x∗) > v(x), thus vP (x − x∗) > vP (x) and hence
vP (x + x∗) = vP (x). So if x + x∗ ∈ P , then x ∈ Q. Otherwise x + x∗ ∈ −P and x ∈ −Q. 
Claim 2. For every z ∈ SymD× there exist s, t ∈ Q× and a ∈ Q∪ −Q satisfying szt ∼w a.
Proof. As R · (R×)−1 is weakly dense in D, there are a, b ∈ R× such that z ∼w ab−1. Let
c := ab∗ ∈ R and t := bb∗ ∈ SymR. Clearly, z ∼w ct−1 and so zt ∼w c. On the other hand,
z = z∗ and thus ct−1 ∼w t−1c∗. This implies tc ∼v c∗t . Since t is symmetric, we have (tc)∗ =
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Claim 2. 
Claim 3. If q1, q2 ∈ Q×, then q1 v −q2.
Proof. Write qi = pi + ki for pi ∈ P and k∗i = −ki . Since vP is finer that v, it suffices to prove
the claim for v = vP . By assumption, v(ki) > v(pi). If q1 ∼v −q2, then v(q1 + q2) > v(q1) =
v(q2). Clearly, v(qi) = v(pi) and v(q1 + q2) = v((p1 + p2) + (k1 + k2)). As Q is closed under
addition, q1 + q2 ∈ Q, i.e., v(k1 + k2) > v(p1 + p2). This gives v(p1 + p2) = v(q1 + q2) >
v(q1) = v(q2) = v(p1) = v(p2), hence p1 ∼v −p2 for p1,p2 ∈ P . But this is impossible since v
is compatible with P . 
We start by proving the uniqueness of the extension. Assume otherwise and let P ′,P ′′
be two extensions of P to ∗-orderings of D. Let Q′, Q′′ denote the extended ∗-orderings
associated to P ′, respectively P ′′. Assume z ∈ P ′ \ P ′′. By Claim 2, szt ∼w a for some
s, t ∈ Q× and a ∈ Q∪ −Q. By replacing z with −z if necessary, we may assume a ∈ Q. Note
that z ∼w s−1at−1 and s−1, a, t−1 ∈ Q′ ∩ Q′′. As z /∈ P ′′, z /∈ Q′′ and thus z ∈ −Q′′. But
z ∼w s−1at−1 ∈ Q′′ contradicts Claim 3. This proves that P ′ = P ′′.
To prove existence of the extension, define P ′ := {z ∈ SymD | ∃t1, t2, t3 ∈ Q×: t1zt2 ∼w t3}∪
{0}. We claim that P ′ = {z ∈ SymD | ∃t1, t2 ∈ Q×: t1z ∼w t2} ∪ {0}. For this, it suffices to
prove (⊆). Assume 0 
= z ∈ P ′ and let t1, t2, t3 ∈ Q× satisfy t1zt2 ∼w t3. Since v is weakly
quasi-Ore, there exist r, s ∈ R× satisfying rt2 ∼v st3. Using the fact that v is a ∗-valuation, we
get t∗2 r∗ ∼v t∗3 s∗ and thus (t∗2 r∗r)t2 ∼v (t∗3 s∗s)t3. Hence t1z ∼w t3t−12 ∼w (t∗3 s∗s)−1(t∗2 r∗r) and
so ((t∗3 s∗s)a)z ∼w t∗2 r∗r . As t∗3 s∗s, t∗2 r∗r ∈ Q×, this proves our claim. Similarly one can prove
that P ′ = {z ∈ SymD | ∃t1, t2 ∈ Q×: zt1 ∼w t2} ∪ {0}.
From Claim 2 and the definition of P ′ it is clear that P ′ ∪ −P ′ = SymD. Obviously, P ⊆
P ′ ∩ R. For the converse, let a ∈ R× ∩ P ′. Then a ∈ SymR. If a /∈ P , then −a ∈ P ⊆ Q. Since
a ∈ P ′, there are some t1, t2, t3 ∈ Q× satisfying t1at2 ∼v t3. As −a ∈ Q, t1at2 ∈ −Q. But this
contradicts Claim 3. To show that w is compatible with P ′, observe that ∼w is transitive. Thus if
z1 ∼w z2 and z2 ∈ P ′, then for some t1, t2, t3 ∈ Q, we have t1z2t2 ∼w t3. Hence t1z1t2 ∼w t3 and
by the definition of P ′, we get z1 ∈ Q.
Let us prove that P ′ is closed under the Jordan multiplication. For 0 
= z1, z2 ∈ P ′ there
are some t, t ′, s, s′ ∈ Q× such that tz1 ∼w t ′ and z2s ∼w s′. Hence z1z2 ∼w t−1t ′s′s−1.
Since v is weakly quasi-Ore, there are some nonzero a, b ∈ R satisfying t ′s′a ∼v tb and
thus t ′s′aa∗s′ ∗t ′ ∗ ∼v tbb∗t∗. This implies z1z2 ∼w bb∗t∗(saa∗s′ ∗t ′ ∗)−1. On the other hand,
z2z1 ∼w s′(ts)−1t ′. Again, by the weak quasi-Ore property, for some nonzero c, d ∈ R we
have tsc ∼v t ′d and tscc∗s∗t∗ ∼v t ′dd∗t ′ ∗. Hence z2z1 ∼w s′cc∗s∗t∗(dd∗t ′ ∗)−1. In other
words, for some p1,p2, q1, q2 ∈ Q× we have z1z2 ∼w p1q−11 and z2z1 ∼w p2q−12 . There ex-
ist e1, e2 ∈ R× such that q1e1 ∼v q2e2 and hence q1e1e∗1q∗1 ∼v q2e2e∗2q∗2 . In particular, z1z2 ∼w
p1e1e
∗
1q
∗
1 (q1e1e
∗
1q
∗
1 )
−1 and z2z1 ∼w p2e2e∗2q∗2 (q2e2e∗2q∗2 )−1 ∼w p2e2e∗2q∗2 (q1e1e∗1q∗1 )−1. Since
p1e1e
∗
1q
∗
1 , p2e2e
∗
2q
∗
2 ∈ Q×, p1e1e∗1q∗1 + p2e2e∗2q∗2 
= 0. Hence z1z2 + z2z1 ∼w (p1e1e∗1q∗1 +
p2e2e
∗
2q
∗
2 )(q1e1e
∗
1q
∗
1 )
−1 and thus (z1z2 + z2z1)(q1e1e∗1q∗1 ) ∼w (p1e1e∗1q∗1 + p2e2e∗2q∗2 ). This
proves that z1z2 + z2z1 ∈ P ′.
To prove that P ′ is closed under ∗-conjugation by elements from D, we proceed as follows.
Let 0 
= z ∈ P ′ and r ∈ D× be arbitrary. As above, we may assume r ∼w ct−1 for some t ∈ P×
and c ∈ R×. Take t1, t2, t3 ∈ Q× satisfying t1zt2 ∼w t3. Then t (r∗zr)t ∼w c∗(t1zt2)c ∼w c∗t3c.
As c∗t3c ∈ Q, the definition of P ′ implies r∗zr ∈ P ′.
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t1, t2, s1, s2 ∈ Q×. This implies t1z1t2 ∼w s1t2 and t1z2t2 ∼w t1s2. By Claim 3, s1t2 v −t1s2.
Hence t1(z1 + z2)t2 ∼w t1s2 + s1t2. Since t1s2 + s1t2 ∈ Q, this proves z1 + z2 ∈ P ′. To finish
the proof, we have to show P ′ ∩ −P ′ = {0}. Assume 0 
= z ∈ P ′ ∩ −P ′. Since z−1 ∈ SymD =
P ′ ∪ −P ′ and z−1 = z−2z, we get −z−1 ∈ P ′. As P ′ is closed under the Jordan multiplication,
we get −2 ∈ P ′ and hence −2 ∈ P ′ ∩R = P , a contradiction. 
This theorem together with Proposition 8 implies:
Corollary 10. Let P ⊆ A be a ∗-ordering and v a quasi-Ore ∗-valuation of A compatible with P .
Then (A,v) can be embedded into a ∗-valued skew field (D,w) such that A · (A×)−1 (and hence
also (A×)−1 · A) is weakly dense in D. Furthermore, P extends uniquely to a ∗-ordering of D
compatible with w.
A special case of this corollary for discrete and quasi-commutative v was given by J. Cimpricˇ
in [Ci]. In the next section we will give interesting examples where J. Cimpricˇ’s theorem does
not apply, while Corollary 10 does.
Example. By [Co1, Theorem 4.2], for discrete valuations the properties of being ‘weakly quasi-
Ore’ and ‘quasi-Ore’ are equivalent, but this is not true for nondiscrete valuations. Let k be a
field, A the free algebra k〈X,Y 〉 and v :A → Z ∪ {∞} the standard valuation obtained from the
Poincaré–Birkhoff–Witt theorem (A is isomorphic to the universal enveloping algebra of the free
Lie algebra over k generated by two elements). The corresponding graded ring is isomorphic to
k[X,Y ], so v is quasi-commutative. Now form the polynomial ring R := A[T ] and a mapping
u :A[T ] → (Z × Z) ∪ {∞} as follows: u(0) = ∞ and for 0 
= p = akT k + ak+1T k+1 + · · · +
aT
 ∈ A[T ], where ak, a 
= 0, set u(p) := (k, v(ak)). Furthermore, endow Z × Z with the
lexicographic ordering. A short calculation shows that u is a valuation and is quasi-commutative.
But it is not quasi-Ore, since for X and Y there are no p,q ∈ A[T ] satisfying u(Xp − Yq) −
u(Xp) > (1,0).
4. Applications
The aim of this section is to give applications of the ∗-ordered version of the Dauns embed-
ding theorem. Corollary 10 can be applied to several classes of domains, such as Birkhoff–Witt
algebras, skew enveloping algebras and pointed cocommutative Hopf algebras. As the case of
Birkhoff–Witt algebras can be covered by J. Cimpricˇ’s result (but see also [K1, Section 5]), we
focus on the latter two.
4.1. Skew enveloping algebras
Let k be a field of characteristic 0, let A be an associative k-algebra and let g be a Lie al-
gebra over k. A k-linear mapping δ :A → A is a k-derivation if δ(xy) = xδ(y) + δ(x)y for
any x, y ∈ A. The set of all k-derivations on A is denoted by Derk(A). It is a k-Lie algebra in
a natural way. For every Lie algebra homomorphism g → Derk(A) (i.e., an action of g on A)
we define the skew enveloping algebra A # U(g) as follows: As a k-vector space, A # U(g)
is equal to A ⊗k U(g), while the multiplication rule is given by (a1 # δ1)(a2 # δ2) := a1a2 #
δ1δ2 + a1δ1(a2) # δ2 for a1, a2 ∈ A and δ1, δ2 ∈ g. We write a # u instead of a ⊗ u.
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algebra on Y1, . . . , Yn which acts on A by Yi 	→ δδXi . Then U(g) = k[Y1, . . . , Yn] and A # U(g)
is the nth Weyl algebra An(k).
(2) Another interesting example of skew enveloping algebras is obtained as follows. Let A :=
k{xi | i ∈ I } be the differential polynomial ring in commuting variables xi . Write g for the free
abelian Lie algebra on generators {Di | i ∈ I }. We have an action of g on A by derivations as
follows:
ϕ :g−→ Derk(A),
Di 	−→
(
x
(k)
j 	→
{
x
(k+1)
j j = i
0 otherwise
)
.
Set R := A # U(g). Observe that there exists a metabelian Lie algebra g0 over k such that
R ∼= U(g0).
For n ∈ N0 set Un := k + g + · · · + gn and define the mapping v :U(g) → −N0 ∪ {∞} by
v(0) := ∞ and for f ∈ U(g)×:
v(f ) := −min{n ∈ N0 | f ∈ Un}.
It is well known that v is a quasi-commutative valuation of U(g). The corresponding graded
ring is isomorphic to the polynomial algebra k[X], where cardX = dimg. Similarly we get a
discrete valuation v of A # U(g) and gr(A # U(g), v) is the polynomial ring over A in dimg
central variables (see, e.g., [McR, Proposition 1.7.14]).
We now turn our attention to ∗-orderings. Thus let k be a field with involution (e.g., C) and
assume that the Lie algebra g over k has an involution mapping a basis element x∗ = −x. Using
the PBW theorem it is easy to see that this involution extends uniquely to an involution on U(g).
Definition. Let (A,∗) be a k-algebra with involution. If g acts on A, then we say that g respects
the given involution on A if for all δ ∈ g and all a ∈ A we have δ(a)∗ = δ(a∗).
Proposition 11. Assume (A,∗) is a k-algebra with involution. Then there exists an extension of
∗ to an involution on A # U(g) iff g respects ∗. In this case the extension is unique.
Proof. By [McR, Proposition 1.7.10], A # U(g) is generated by A and a k-basis {xi | i ∈ I } of
g with relations xir − rxi = xi(r) for all i ∈ I , r ∈ A and xixj − xjxi = [xi, xj ] for all i, j ∈ I .
Since A and xi generate A # U(g), the extension (if it exists) must be unique. To show the
existence, it suffices to show that the given involutions on A and U(g) respect the given relations.
The second set of relations is clearly invariant under ∗ and the first set of relations is invariant
under ∗ iff g respects ∗. 
Now let k be a ∗-orderable field, let A be an Ore ∗-domain over k and g a Lie ∗-algebra acting
on A and respecting the given involution. The involution of A#U(g) respects the given filtration,
so the standard valuation is ∗-invariant, i.e., is a ∗-valuation. By Proposition 8, A #U(g) embeds
into a skew ∗-field D(A,g) (observe that the polynomial algebra over an Ore domain is also an
Ore domain). Furthermore, v extends to D(A,g). By abuse of notation we use v to denote this
extension.
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the given involution of A. Moreover, there exist natural bijections between:
(i) ∗-orderings of A # U(g) compatible with v,
(ii) ∗-orderings of A[X] compatible with the “-(total degree)” valuation, where cardX = dimg
and the involution is given by x 	→ −x for x ∈ X,
(iii) ∗-orderings of D(A,g) compatible with v.
Proof. The first part of this theorem follows from M. Marshall [Ma2, 2.5 Proposition]. The
equivalence (i) ⇔ (ii) is clear, since a given ∗-ordering of A extends to a ∗-ordering of A[X],
while the rest follows from Corollary 10. 
4.2. ∗-Orderable groups and pointed cocommutative Hopf algebras
By the structure theorem for pointed cocommutative Hopf algebras [Mo, Section 5.6] over
fields of characteristic 0 they are all obtained as follows. Let G be a group, g a Lie algebra
over a field k of characteristic 0 and let ϕ :G → Aut(g) be a group homomorphism. Then form
A := U(g)#ϕ kG, where A equals U(g)⊗k kG as a k-vector space and the multiplication is given
by the commutation rule gb = ϕg(b)g for g ∈ G and b ∈ g. Orderability and ∗-orderability of
such Hopf algebras was discussed in [CKM].
A special case of this construction are group rings. The study of ∗-orderability of these was
started by the authors in [CKM], especially in the case k = C. If σ :G → G is an involution, then
CG can be given the involution
∑
g∈G
λgg 	→
∑
g∈G
λgσ(g), ()
so the question arises whether CG admits a ∗-ordering. In [CKM] it is shown that if σ is the
inverse map, then G is orderable if CG ∗-orderable, but not vice versa. This was studied further
in [KM]. We will prove that this result remains true for general involutions as well.
Definition. A group G with involution σ is ∗-orderable if the complex group ring CG with the
involution () admits a ∗-ordering.
In [KM, Section 3] we studied the class of such groups with the involution being the inverse
map and showed that this class is elementary and even a quasi-variety. Furthermore, such a group
is ∗-orderable iff it is locally or residually ∗-orderable. We note that all these results carry over
to this setting with the same proofs, except that the language of groups used in [KM] must be
replaced with the language of groups with involution. In addition to that we prove the following:
Proposition 13. The class of ∗-orderable groups is not finitely axiomatizable.
Proof. Assume otherwise and let {ϕ1, . . . , ϕ} denote a finite system of axioms. Then the set of
all ‘not ∗-orderable groups’ is (finitely) axiomatizable by {¬ϕ1 ∨ · · · ∨ ¬ϕ}. In particular, this
class is closed under ultraproducts. But any nonprincipal ultraproduct of the Z/nZ, n ∈ N, is a
torsion-free abelian group and these are ∗-orderable by [CKM, Theorem 5.1]. 
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Proof. Assume otherwise and let G be a ∗-orderable group that is not orderable. Then
by M. Ohnishi’s theorem (cf. [MR, Theorem 1.3.2]), there are g1, . . . , gr ∈ G such that
1 ∈ SG(gε11 , . . . , gεrr ) for every choice of ε1, . . . , εr ∈ {−1,1}. Here SG(gε11 , . . . , gεrr ) denotes the
normal subsemigroup of G generated by gε11 , . . . , g
εr
r . We assume that r is the minimal number
with this property.
Fix a ∗-ordering of CG and let v denote the natural ∗-valuation associated to it. As-
sume v(g1), . . . , v(g) 
= 0 and v(g+1) = · · · = v(gr) = 0. Take ε1, . . . , ε ∈ {−1,1} such that
v(g
εi
i ) > 0 for i = 1, . . . , . For all ε+1, . . . , εr ∈ {−1,1} we have 1 ∈ SG(gε11 , . . . , gε , gε+1+1 ,
. . . , g
εr
r ). But v(gε11 ), . . . , v(g
ε
 ) > 0, so 1 ∈ SG(gε+1+1 , . . . , gεrr ) for all choices of ε+1, . . . , εr ∈{−1,1}. By the minimality of r ,  = 0 and v(g1) = · · · = v(gr) = 0.
By [K2, Theorem 2], v is quasi-commutative, i.e., for all a, b ∈ CG× we have v(ab − ba) >
v(ab). Moreover, as v is the natural ∗-valuation associated to a ∗-ordering of CG, its residue
domain is C.
Let H denote the subgroup of G generated by g1, . . . , gr . Since v|H = 0, for every g ∈ H
there is some ℘(g) ∈ C such that v(g − ℘(g)) > 0. If we restrict our attention to CH , then
by replacing H with Hˆ := {h/℘(h) | h ∈ H } we may assume that v(g − 1) > 0 for all g ∈ H
(cf. [CKM] for details and [Ma1,K2] for more on weak ∗-places). We use this to define certain
subsets of H . For γ ∈ Γ set Hγ := {g ∈ H | v(g − 1) γ } and H+γ := {g ∈ H | v(g − 1) > γ }.
Clearly, λ < μ implies H+μ ⊆ Hμ ⊆ H+λ ⊆ Hλ.
Let us prove that Hγ and H+γ are normal subgroups of H . If g ∈ Hγ , then v(g − 1)  λ.
As v(g−1) = 0, this implies v(1 − g−1) = v(g − 1)  λ. Assume g′ ∈ Hγ . Then gg′ − 1 =
(g − 1)g′ + (g′ − 1) implies v(gg′ − 1)min{v(g − 1), v(g′ − 1)} γ . This shows that Hγ is
a subgroup of H . Let h ∈ H be arbitrary. Clearly, v(hgh−1 − 1) = v(h) + v(g − 1) + v(h−1) =
v(g − 1) γ . This proves that Hγ is a normal subgroup. Similarly, H+γ is a normal subgroup.
So we can form Hγ := Hγ /H+γ .
To show that Hγ is a torsion-free abelian group, we proceed as follows. Take g,h ∈ Hγ .
Clearly, v(ghg−1h−1 − 1) = v(gh − hg). As gh − hg = (g − 1)(h − 1) − (h − 1)(g − 1),
v(gh− hg) v(g − 1)+ v(h− 1) 2γ > γ . All this shows that Hγ is abelian. Assume
v(gn − 1) > γ for some g ∈ H . As v(gn − 1) = v(g − 1) + v(1 + g + · · · + gn−1) and
℘(1 + g + · · · + gn−1) = n 
= 0, we have v(1 + g + · · · + gn−1) = 0 and thus v(g − 1) =
v(gn − 1) > γ . This proves that Hγ is torsion-free.
To obtain a contradiction we use these subgroups to construct an ordering of H . Fix an order-
ing Pλ of Hλ (it exists since Hλ is a torsion-free abelian group). Let g ∈ H \ {1} be arbitrary
and set γ := v(g − 1). Now define
P := {g ∈ H \ {1} | gH+γ ∈ Pγ }∪ {1}.
We claim that P is an ordering of H .
Clearly, P ∩ P−1 = {1} and P ∪ P−1 = H . Let h ∈ P ∩ (Hλ \ H+λ ) and g ∈ H . We
claim that g−1hgH+λ = hH+λ . Indeed, v(h−1g−1hg − 1) = v(hg − gh) = v((h − 1)g −
g(h − 1)) > v(h − 1) = λ by the quasi-commutativity of v. This proves g−1hgH+λ = hH+λ .
Thus g−1hgH+λ ∈ Pλ since hH+λ ∈ Pλ.
Let us prove that P is closed under multiplication. For this take g ∈ P ∩ (Hλ \ H+λ ) and
h ∈ P ∩ (Hμ \ H+μ ). If μ = λ, then ghH+ = (gH+)(hH+) ∈ Pλ since gH+, hH+ ∈ Pλ andλ λ λ λ λ
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= μ, say λ < μ, then ghH+λ = gH+λ ∈ Pλ. Hence PP ⊆ P . All this proves
that P is an ordering of H contradicting our choice of H . 
By this result, every group ring CG of a ∗-orderable group G embeds into the Mal’cev–
Neumann skew field C((G,)) for some ordering  of G. Nevertheless, it is not clear whether
CG embeds into a ∗-orderable skew field. This is true, e.g., for polycyclic ∗-orderable groups
(group rings of these are noetherian and thus Ore domains). We will show that it is also true for
residually torsion-free nilpotent groups, see Theorem 15.
Recall: A group G is residually torsion-free nilpotent if there is a family Nλ of normal sub-
groups of G such that
⋂
λ Nλ = {1} and G/Nλ are all torsion-free nilpotent. An equivalent
description can be given as follows. Let γi(G), i = 1,2, . . . , be the lower central series of G, i.e.,
γ1(G) = G, γi+1(G) = [γi(G),G]. Then the sets √γi(G) := {g ∈ G | ∃m ∈ N: gm ∈ γi(G)} are
normal subgroups of G. Clearly, the quotient groups G/
√
γi(G) are nilpotent and torsion-free.
Therefore, G is residually torsion-free nilpotent iff
⋂∞
i=1
√
γi(G) = {1}. Besides torsion-free
abelian and nilpotent groups, the class of residually torsion-free nilpotent groups contains sev-
eral other known classes of groups, such as free groups and free metabelian groups. Furthermore,
by [CKM, Theorem 5.1] residually torsion-free nilpotent groups are ∗-orderable.
Theorem 15. The complex group ring of a residually torsion-free nilpotent group is embeddable
in a ∗-orderable skew field.
Proof. Let (G,σ ) be a residually torsion-free nilpotent group with involution and Gi :=
G/
√
γi(G). By the definition of
√
γi(G) it is clear that σ induces an involution of Gi . As Gi is
torsion-free nilpotent, CGi is an Ore domain. Let Di denote its skew field of fractions. Since
Gi is ∗-orderable, CGi is ∗-orderable and hence so is Di by [CS, Corollary 2.5]. The canonical
∗-embedding CG →∏i CGi induces a ∗-embedding of CG into ∏i CGi/F for any nonprin-
cipal ultrafilter F of N. In particular, CG embeds into ∏i Di/F . Since the class of ∗-orderable
rings is elementary by [KM, 3.1. Lemma], ∏i Di/F is a ∗-orderable skew field concluding the
proof. 
Let us now return to smash products of the form U(g) #ϕ kG. The following result is a partial
answer to Open Problem 2 of [CKM]. It is stated as an embedding theorem for ∗-domains, but the
interested reader will have no difficulties modifying the statement and its proof to accommodate
∗-orderings.
Theorem 16. (Compare [CKM, Proposition 3.8].) Let g be a Lie ∗-algebra over C, let G be a
torsion-free polycyclic group acting on g and respecting the involution. Then U(g) # CG can be
embedded in a skew ∗-field.
Proof. As in Section 4.1, the standard filtration on U(g) extends to a discrete ∗-valuation v of
R := U(g) # CG. Moreover, gr(R, v) ∼= S(g) # CG, where S(g) denotes the symmetric algebra
of g, i.e., the polynomial algebra in dimg variables. In view of Proposition 8, it suffices to prove
that gr(R, v) is an Ore domain. As gr(R, v) ∼= S(g) # CG and G is polycyclic, we can write
gr(R, v) as a crossed product gr(R, v) = (S(g) ∗ H) ∗ Z, where H is a normal subgroup of
G with G/H ∼= Z. (For details on crossed products we refer the reader to [Pa].) Thus using
induction on the Hirsch number of G, it suffices to prove the following claim.
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Proof. R ∗ Z is generated as a ring by R, x¯, x¯−1, where x¯ denotes the image of the generator of
Z under the canonical embedding Z → R ∗Z. Moreover, Rx¯ = x¯R. Thus every element of R ∗Z
can be written (nonuniquely) as r0 +· · ·+rnx¯n for some n ∈ N and ri ∈ R. Let r = r0 +· · ·+rnx¯n
and s = s0 + · · · + smx¯m be arbitrary nonzero elements of R ∗ Z and assume that n and m
are minimal with n  m. We prove that r and s have a common left multiple by induction on
n + m. As R is an Ore domain, this is true for n + m = 0. For the induction step assume that
n + m > 0. There are a, b ∈ R× with ar0 = bs0. Hence s′ := bs − ra = s′1x¯ + · · · + s′mx¯m =
(s′1 + · · · + s′mx¯m−1)x¯. By the induction hypothesis, s′1 + · · · + s′mx¯m−1 and r have a common
nonzero left multiple. Hence the same holds true for s′ and r since Rx¯ = x¯R. This implies that r
and s have a common left multiple, as desired. 
We finish the paper with a nondiscretely valued application of Corollary 10. Let A be a
∗-domain with a ∗-ordering P and a (weakly) quasi-Ore discrete ∗-valuation v that is compatible
with P . Let I be an infinite set and F a nonprincipal ultrafilter on I . Set A := AI/F . We claim
that A admits a ∗-ordering P  and a quasi-Ore ∗-valuation that is compatible with P . A comes
equipped with a ∗-valuation v and a ∗-ordering P  (but v is not the natural ∗-valuation asso-
ciated to P ′, not even if v is). Nevertheless, v is quasi-Ore by J. Łos’s fundamental theorem on
ultraproducts since being quasi-Ore is a first-order property in the language of rings with valua-
tions: for example, to express that for all a, b ∈ A× and 0 γ ∈ G there exist r, s ∈ A× such that
ra ∼γ sb, we write
∀a, b ∈ A× ∀c, d ∈ A× ∃r, s ∈ A×: v(rad − sbd) > v(cra),
where γ = v(c) − v(d) for some c, d ∈ A×. Since w := vP is finer than v, w is quasi-Ore as
well. Thus Corollary 10 applies to (A,P , v) and (A,P ,w).
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