Heterogeneity has been considered in scheduling, but without taking into account the temporal variation of completion times of the sub-tasks for a divisible, independent task. In this paper, the problem of scheduling multiple, divisible independent tasks on a heterogeneous distributed computing system is addressed. 
Introduction
Divisible tasks are generally divided into smaller load fractions so that they can be assigned to multiple processors for faster execution. Various scheduling algorithms exist for directed acyclic task graphs (DAGs) where there are precedence relationships among tasks, and independent tasks where there are no precedence relationships among tasks. Generally, scheduling schemes adopt some kinds of heuristics for mapping the tasks onto processors to optimize (reduce) the overall parallel execution time. In these heuristics, the computation and communication times are considered to be deterministic, i.e., do not vary with time. These days, resources in a distributed computing system such as a cluster and a computational grid are shared by multiple users. Therefore, the computing power available for a task may vary with time, i.e., temporal heterogeneity [1] . Also, resources may not be all identical or a different resource may exhibit a different behavior of availability, i.e., spatial heterogeneity. In addition, an application itself may be inherently random, e.g., simulated annealing, genetic algorithm, etc. Hence, the computation and communication times are no longer deterministic on such a heterogeneous distributed computing system even when all processors in the system are identical.
For tackling the problem posed by heterogeneity in task scheduling, many approaches have been proposed by a number of researchers. In DAG scheduling, spatial heterogeneity has been considered in scheduling [2] [3] [4] . In [5] , task computation time is treated as a random variable and is statistically estimated from past observations. In [6] , the standard deviations of computation and communication times were used to model the behavior of sub-tasks in a DAG instead of using means only as in other approaches. It was shown that a significant improvement can be achieved by considering the standard deviation when heterogeneity is present.
In [7] , the concepts of "machine heterogeneity" and "task heterogeneity" are employed in an effort to simulate different heterogeneous computing environments in evaluating the behavior of the task mapping heuristics. However, the (temporal) heterogeneity is not taken into account in the machine and task heterogeneity. In [8] , a stochastic approach was taken to scheduling a set of independent tasks using a Genetic Algorithm wherein computation times are not deterministic. In [9] , Schopf et al focused on loadbalancing a divisible task wherein the amount of data assigned to a processor for processing depends on the mean and standard deviation of execution time. But, this strategy does not account for the need for scheduling multiple divisible (and indivisible) tasks concurrently, wherein these tasks are reordered for execution such that the total makespan is minimized. In [10] , an optimal steady-state scheduling strategy was proposed for a suite of identical, independent problems where each problem consists of a set of tasks. It attempted to exploit the mixed data and task parallelism on heterogeneous clusters and grids. In [11] , a method for scheduling independent tasks consisting of nonlinear DAGs was proposed. However, heterogeneity was not considered. In [12] , the problem of allocating and scheduling a collection of independent, equal-sized tasks on heterogeneous computing platforms was addressed, taking memory constraints into account. In [13] , the problem of scheduling multiple divisible load applications on a grid platform was addressed. They did not explicitly consider the heterogeneity in completion times of the tasks executed on a cluster when scheduling successive tasks.
As discussed above, the existing scheduling schemes are mainly targeted towards DAGs or independent tasks but not a hybrid mix of divisible and indivisible tasks. In this paper, an effective scheme for scheduling a group of multiple divisible as well as whole independent tasks is proposed based on the stochastic approach previously designed for DAG scheduling [6] . It explicitly considers the standard deviations (temporal heterogeneity) in addition to the means of execution times in deriving a schedule. By utilizing the second order moments of weights also, the heuristics employed in the new approach attempt to "follow" more closely "on average" what would actually happen on a temporally heterogeneous system. Through an extensive computer simulation, it has been shown that the proposed approach can improve schedules significantly over those by a scheme which uses the average weights only.
The rest of this paper is organized as follows. In Section 2, the terms and notations used in the paper are introduced. In Section 3, the scheduling heuristics used in the paper are reviewed. In Section 4, the divisible load scheduling model is described. In Section 5, the new approach to scheduling groups of divisible tasks is described. In Section 6, the description of simulation procedure and performance measures is provided. In Section 7, the simulation results are discussed in detail, followed by the summary in Section 8.
Terms and Notations
• P j : processor j.
• n i : task i.
• t ij : computation time of n i , which has the mean m ij and standard deviation σ ij on P j .
• t cij : completion time of n i , which has the mean m cij and standard deviation σ cij on P j .
• Schedule length, T SL : the make-span of a schedule, or the parallel execution time predicted by a scheduling algorithm.
• Average parallel execution time, t p : the actual average time required to execute a group of tasks according to a schedule. Parallel execution time, T p , which is a random variable has the mean, t p , and the standard deviation, σ Tp .
• E[ ]: the expectation operator used to compute the mean of a random variable.
Scheduling Heuristics
Two existing heuristics developed for scheduling independent tasks, i.e., Max-Min and Min-Min, which are used to demonstrate the benefits of the proposed approach, are reviewed below. They have time complexities of O(V 2 P ), where P is the number of processors and V is the number of tasks to schedule. These simple heuristics were chosen as the main goal of this study was to demonstrate that significant improvements in t p could be achieved only by improving estimation of time variables (such as earliest start time, completion time) while scheduling tasks. The proposed idea would also apply to any other scheduling algorithm utilizing time variables in computing the makespan.
Min-Min Algorithm
1. A task list is generated that includes all unmapped tasks.
2. Find the completion time (CT) of each unmapped task on each machine (ignoring other unmapped tasks).
3. Find the machine that gives minimum CT for each task.
4. Among all the task/machine pairs found in 3, find the pair that gives the minimum CT.
5. Remove the above task from the task list and map it to the chosen machine.
6. Update the available time of the machine on which the task is mapped.
7. Repeat steps 2-6 until all the tasks have been mapped. 
Max-Min Algorithm
The Max-min algorithm is the same as the Min-min algorithm except that in Step 4 "find the pair that gives the minimum CT" is replaced by "find the pair that gives the maximum CT."
Divisible Task Scheduling
One essential step in both Max-Min and Min-Min schemes is to compute the CT of each task. When a group of independent tasks is executed on a temporally (and spatially) heterogeneous distributed computing system, the CT of each task may vary with time in general. That is, CT of n i can be considered to be a random variable (t cij ). Hence, there is an uncertainty in the CT of the task due to the heterogeneity in resources. Consider the following cases:
• Case 1: When an independent task requiring multiple processors is executed on a temporally heterogeneous but spatially homogeneous system, t cij would change with respect to time in a random manner.
• Case 2: When an independent task requiring multiple processors is executed on a spatially heterogeneous but temporally homogeneous system, the processordependent CT of a task can be modeled by the random variables t cij .
• Case 3: When an independent task requiring multiple processors is executed on a temporally and spatially heterogeneous system, the random variables t cij reflects both temporal and spatial variation of CT of n i .
In reality, heterogeneity is comprised of a combination of temporal and spatial heterogeneity, and can be characterized as one of Cases 1-3 mentioned above or a mix of these three cases where task heterogeneity is combined with spatial or temporal heterogeneity. In the remainder of this paper, the first case is assumed for the convenience of discussion though all three cases can be handled by the stochastic model. In our model for divisible task scheduling, the random variable t cij is replaced by a pair of its first two moments, i.e., the mean m cij and standard deviation σ cij . Similarly, the random variable t cik is replaced by its mean m cik and standard deviation σ cik . In order to justify the proposed approach, consider the following examples. It is assumed that when a divisible task is partitioned into p sub-tasks, it can be scheduled only if at least p processors become available.
Case A: Difference in computing completion time for a divisible task. Suppose two independent tasks are to be scheduled, one of the tasks (n 0 ) is divisible and requires two processors for execution (refer to Table 1 for task execution times and Figure 1 ). In the static case (refer to Figure 1 ), the CT is computed to be t cij = m cij for all tasks (hence, n 0 has the same CT (= 10) on all processors). Therefore, n 0 is scheduled on P 0 and P 1 , and n 1 is scheduled on P 2 , leading to schedule length T SL = 10. Execution of this schedule leads to t p = 12.98. In the stochastic case, the CT of n 0 is computed as E[max(t c0j , t c0k )] and hence is different for each pair of P j and P k (j = k) (least CT (= 10.9) if scheduled on P 1 and P 2 ). CT of n 1 (t c1j ) remains the same for all j. Therefore, n 0 is scheduled on P 1 and P 2 , and n 1 is scheduled on P 0 . The schedule length is computed as E[max(t c10 , t c01 , t c02 )] in the stochastic case. This leads to T SL = 11.2. Execution of this schedule leads to t p = 11.2, which is the same as T SL predicted before.
Case B: Difference in computing completion time for a divisible task scheduled after independent tasks. Suppose that four independent tasks are to be scheduled, where one of the tasks (n 3 ) is divisible and requires two processors for execution (refer to Table 2 for task execution times and Figure 2 ). In the static case, tasks n 0 , n 1 and n 2 are scheduled on P 0 , P 1 and P 2 , respectively. n 3 which is a divisible task is scheduled on P 0 and P 1 (for the static case, CT for a divisible task is the same for all processor pairs (= 25)). This leads to T SL = 25. During execution of this schedule, the start of n 3 is delayed due to the heterogeneity in execution times of n 0 and n 1 . This leads to t p = 31.05. In the stochastic case, just as in the static case, tasks n 0 , n 1 and n 2 are scheduled on P 0 , P 1 and P 2 respectively. The CT of n 3 is computed as
It is least (≈ 28) when n 3 is scheduled on P 1 and P 2 . Thus, the stochastic case considers the heterogeneity in the start time for a divisible task and uses it while computing the CT for that task. This leads to T SL = 28.1 (computed as E[max(t c00 , t c31 , t c32 )]). Execution of this schedule leads to t p = 28.1, which is the same as T SL predicted before.
Parallel execution time of a group of independent tasks is defined to be the total time required to execute all the tasks. Since the parallel execution time (T p ) is random, one may adopt the average parallel execution time t p = E[T p ] to quantify the quality of a schedule. As mentioned in Section 1, this measure is useful especially when a task needs to be repeatedly executed.
Stochastic Approach to Divisible Task Scheduling
In this section, a new approach to scheduling divisible tasks is described. Its implementations for MinMin and Max-Min are referred to as stochastic Min-Min and stochastic Max-Min, respectively. It is assumed that {m ij , σ ij } is known at the time of scheduling, i.e., static scheduling.
Completion Time for a divisible independent task
In the stochastic Min-Min (or Max-Min), the average CT (just CT hereafter) of each node is used in computing the priority of the node for scheduling. One of the differences between the stochastic and static versions of Min-Min and Max-Min is how the CT of a divisible independent task is computed when it is executed concurrently on multiple processors. Referring to Figure 1 
. However, when m c01 is comparable to m c02 (this is mostly the case due to load balancing), and σ c01 or σ c02 = 0, E[max(t c01 , t c02 )] is substantially greater than max(m c01 , m c02 ). In general, the CT for a divisible task i requiring p processors for execution can be expressed as E[max(t ci1 , ..., t cip )]. Referring to Figure 2 , the CT of n 3 is E[max(t c11 , t c22 )] + E[max(t 31 , t 32 )]. However, when m c11 is comparable to m c22 , m 31 is comparable to m 32 and σ c11 , σ c22 , σ 31 or σ 32 = 0, E[max(t c11 , t c22 )] + E[max(t 31 , t 32 )] is substantially greater than max(t c11 , t c22 ) + max(t 31 , t 32 ).
These cases are referred to as competing situations, i.e., multiple tasks compete to determine the completion time of n 0 (or n 3 ). The competing situation implies that the divisible portions of n 0 (or n 3 ) are scheduled on multiple different processors. Note that a node may not be scheduled on the processors involved in executing the divisible portions of a task, until after all of the sub-tasks of a divisible task complete execution or until the independent tasks executing on processors, where the divisible task would be scheduled, have completed execution. 
Derivation of CT
Calculation of the CT of a divisible task n i requires evaluation of E[max{S i }] where S i is the set of random variables which determine the CT of the task. For example, in Figure 1 , S 0 = {t c01 , t c02 } for n 0 if it is scheduled on P 1 and P 2 (t cij indicates the time for each divisible portion of n i executed on P j ). One may derive an analytic formula of E[max{S i }] so that it can be used during scheduling. However, it is not possible to derive the closed-form analytic formula of E[max{S i }] for any distribution of each random variable in S i . In such a case, one may approximate E[max{S i }] in terms of the mean and standard deviation of each random variable in S i . In this study, the closed-form analytic formulas of E[max{S i }] have been derived for the uniform distribution of each random variable in S i .
Complexity
The complexity of the stochastic Max-Min is the same as that of the static Max-Min, which is O(V 2 P ). However, the step of deriving the CT of each node requires more computation in the stochastic Min-Min and Max-Min which use the formulas mentioned in Section 5.2, compared to the static Min-Min and Max-Min. In Figure 3 , the average computation time required for deriving a schedule is compared, as a function of the number of processors, among the different scheduling schemes. It is seen that the stochastic approaches at times took approximately two times longer than the static approaches. However, it is still less than 3 seconds in all the cases considered. Also, note that the scheduling overhead is incurred just once. 
Simulation
The simulation results are divided into two sets. In the first set (refer to Tables 3 and 4) , task execution times exhibit varying temporal heterogeneity, i.e., they have the same mean but different standard deviations for different processors. In the second set (refer to Tables 5 and 6), task execution times exhibit varying spatial and temporal heterogeneity, i.e., they have different means and standard deviations for different processors (means of execution times for a task vary up to a maximum of 10% for different processors). The ranges of the means and standard deviations of execution times are given below.
• For tasks exhibiting temporal heterogeneity: • For Max-Min scheme, 15% of the tasks and for MinMin scheme, 80% of the tasks are divisible whereas the rest are non-divisible.
Simulation Procedure
In order to analyze effectiveness of the new scheduling schemes (stochastic Min-Min and Max-Min), an extensive simulation has been carried out where they are compared with the static Min-Min and Max-Min in terms of the average parallel execution time t p . The simulation procedures are described below. 6. Repeat Steps 4 and 5 multiple times to obtain the average parallel execution time (tp).
Step 6 is repeated 500 times in order to obtain simulation results (t p ).
Performance Measures
In addition to t p , the following measures are used:
• ∆: the difference between the schedule length, T SL , and the average parallel execution time, t p , which quantifies the accuracy of a scheduling scheme, i.e., ∆ = |T SL − t p |.
• δ: the percent difference between T SL and t p , normalized by the average of T SL and t p , i.e., are the average parallel execution times achieved by the static and stochastic Min-Min (or Max-Min), respectively.
• count: the number of times (runs) during each simulation (500 runs) that T p for the stochastic algorithms (Min-Min and Max-Min) is greater than the corresponding T p from their respective static versions,i.e., a lower count is an indication that the stochastic algorithm outperformed its static counterpart more consistently.
Results and Discussion

Effects of Temporal Heterogeneity
In Tables 3, 4 , 5 and 6, the schedule length (make-span), T SL , and the average parallel execution time, t p , achieved by the schedule are compared. It can be seen that T SL and t p for the stochastic Min-Min and Max-Min match very closely, i.e., small δ. This small difference (δ) is due to the accurate estimation of CT in a temporally heterogeneous environment by considering the standard deviation (σ i ) in addition to the mean (m i ) of computation time for each task (n i ) (divisible and otherwise). However, there is a significant difference between T SL and t p in the static Min-Min and Max-Min which use only m i ignoring σ i , i.e., temporal heterogeneity. This is because effect of temporal heterogeneity on the CT of a task in the competing situation (due to presence of divisible tasks) becomes significant, but the static Min-Min and Max-Min ignore it. They tend to "under-estimate" the CT of tasks (n k ) involved in the competing situation since E[max((t cij ), (t cik ))] > max((m cij ), (m cik )). Therefore, it often ends up with a premature scheduling of further tasks on processors which may be executing separate portions of a divisible task, leading to a worse schedule resulting in a longer t p . Also, the under-estimation is a source for the large discrepancy between T SL and t p .
Improvements by Stochastic Min-Min and Max-Min
In Tables 3, 4 , 5 and 6, the stochastic Max-Min and MinMin are compared to the static Max-Min and Min-Min also in terms of percent improvement, η.
When the competing situation is present, a large improvement has been achieved by the stochastic Max-Min and Min-Min (refer to Tables 3, 4, 5 and 6) . This significant improvement is due to the accurately estimated CT for divisible, independent tasks and its proper use in scheduling. Also, it can be observed that there is only a very small difference in variation of T p between the static Max-Min (or Min-Min) and stochastic Max-Min (or Min-Min). It is noticed that in each of the simulations the improvement varies significantly with the number of processors used. The "degree" of competition in a competing situation depends not only on the number of divisible tasks and execution times but also on the number of processors. Suppose that a task is divided into two sub-tasks where their average computation times are the same or similar and at least one of them shows significant temporal heterogeneity. When these subtasks are scheduled concurrently, it will lead to a competing situation and any further tasks will be executed only after execution of the current divisible task is completed. A different number of processors implies a different "degree" of the competing situation. Hence, the improvement depends on the number of processors employed in scheduling. The higher the number of sub-tasks for a divisible task, the greater the "degree" of competing situation is.
One observation is that the stochastic Max-Min tends to achieve larger improvements than the stochastic Min-Min. The Min-Min schedules small tasks first and therefore most tasks (which are small) are not divided in the early stage of scheduling. That is, the competing situation in the early stage of schedule has only a small effect on t p . The effect of a non-optimal schedule in the early stage may grow with execution of tasks and become larger in the later stage. As scheduling progresses, more tasks are partitioned. However, the Min-Min tends to end up with an unbalanced workload distribution among processors in general, hiding the competing situation in the later stage. Consequently, there is a relatively smaller improvement by the stochastic MinMin over the static Min-Min. On the other hand, the MaxMin schedules larger tasks first and usually finds a schedule where the workload distribution among processors is well-balanced. Hence, the improvement by the stochastic Max-Min over the static Min-Min is larger than that by the stochastic Min-Min over the static Min-Min.
It is also observed in the tables that η is larger for the cases with temporal heterogeneity only than for those with both temporal and spatial heterogeneity. When different processors have different effective speeds (availability), it is less likely to get a significant level of competing situation and, therefore, a smaller improvement by the stochastic schemes is achieved. Also, it is partially due to the way a divisible task is partitioned in the simulation, i.e., uniform partitioning.
Dependency on number of tasks
In Table 7 , dependency of η on the number of tasks is analyzed (the number of processors ranges from 2-8). Here, it is seen that as the number of tasks involved in the simulation increases, η increases for both Max-Min and Min-Min scheduling schemes. A greater number of tasks makes effects of the competing situation more pronounced leading to a larger η achieved by considering the effects in scheduling. The last column in the table indicates the one-sided pvalue from the Wilcoxon Signed Rank test (95% confidence level). For all cases, the p-value is < 0.001 indicating that the results are statistically significant, i.e., a reduction in t p is achieved by using the stochastic scheduling approach over the static approach.
Summary
A conventional scheduling scheme which considers only the means of task execution times is not able to find the best possible schedule in a heterogeneous environment. In this paper, a new approach to scheduling a group of independent divisible and non-divisible tasks is proposed and its performance has been analyzed through simulation. The first implementations of the approach based on the MaxMin and Min-Min algorithms, called the stochastic MaxMin and Min-Min, have well demonstrated that the schedules derived by the proposed approach are significantly better in terms of the average parallel execution time than those by the static Max-Min and Min-Min which consider only the average execution times of tasks. Also, the stochastic Max-Min and Min-Min are able to accurately predict the actual performance one can expect on a temporally heterogeneous distributed computing system, i.e., the schedule length obtained by the stochastic Max-Min and Min-Min is very close to the average parallel execution time. While the Max-Min and Min-Min were considered in this study, it should be clear that the proposed approach is applicable to any other scheduling schemes which use time parameters in computing the priority levels of tasks.
