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ABS'r HAC T 
The general theory of Whitham for slowly-varying 
non-linear wavetrains is extended to the case where some 
of the defining partial differential equations cannot be 
put into conservation form . Typical examples are con-
sidered in plasma dynamics and water waves in which t he 
lack of a cons ervation form is due to dissipation; an 
additional non-conservative element, the presence of an 
external force, is treated for the plasma dynamics exam-
ple . Certain numerical solutions of the water waves 
problem (the Korteweg-de Vries equation with dissipation) 
are considered and compared with perturbation expansions 
about the linearized solution; it i s found that the first 
correction term in the perturbation expansion is an 
excellent qualitative indicator of the deviation of the 
dissipative decay rate from linearity . 
A method for deriving necessary and sufficient condi-
tions for the existence of a general uni form wavetrain 
solution is presented and illustrated in the plasma 
dynamics problem. Peaking o f the plasma wave is demon-
strated, and it is shown that the necessary and sufficient 
existence conditions are essentially equivalent to the 
statement that no wave may h ave an amplitude larger than 
the peaked wave. 
A new type of fully non-linear stab i lity criterion 
iv 
is developed for the plasma uniform wavetrain . It is 
shown explicitly that this wavetrain is stable ln the 
ne ar -linear limit. The nature of this new type of 
stability is discussed. 
Steady shock solutions are also considered. By a 
quite general method, it is demonstrated that the plasma 
equations studied here have no steady shock solutions 
whatsoever. A ·special type o.f steady shock is proposed, 
in which a uniform wavetrain joins across a jump discon-
tinuity to a constant state. Such shocks may indeed 
exist for the Korteweg-de Vries equation, but are barred 
from the plasma problem because entropy woul d decrease 
across the shock front. 
Finally, a way of including the Landau damping 
mechanism in the plasma equations is given. It involves 
putting in a dissipation term o.f convolution integral 
form, and parallels a similar approach of Whitham in 
water wave theory. An important application of this 
would be towards resolving long-standing difficulties 
about the "collisionless" shock. 
v 
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Part I 
Introduction 
Non-linear dispersive waves are a well-known phenomenon 
in practically every br anch of physics . The usual, 
and often the only, analytical approach which was made 
to such waves before the last decade was through various 
forms of perturbation theory beginning from the line-
arized so l ution . These small-amplitude ana l yses a re 
certainly useful, and relevant, but the non-linear features 
of the wave phenomena were illuminated only dimly, at b est . 
In the past decade, new and powerful methods for 
dealing directly with non-linear dispersive waves have 
been developecL Among these are th e averaging method, 
th e averaged Lagrangian method, and the modified two-
timing method of Whitham and his students(g,lO,lS,l 6 ,l?,l S)_ 
These methods are reviewed in Part II. As originally 
conceived, they apply to systems of partial differential 
equations in conservation form . One of the primary objec-
tives of this thesis is to extend these me th ods to systems 
in non-conservation form, in particular dissipative 
systems . For this purpose, we consider two examp l es , 
on e dr awn from the theory of water waves (Part III) 
and th e other from the theory of pl~sma waves (Part IV) . 
The plasma waves example h as the added inte r es ting feature 
2 
of being in non-conservative form even before dissipation 
is included, 
The water wave problem considered in Part III is 
basically the Korteweg-de Vries equation, in which a small 
model dissipation term has been added . We shall begin 
our discussion with a brief review of 'linearized theory 
in general and as it applies to the Korteweg-de Vries 
equation in particular, and then move on to the steady 
progressing solutions, both with and without dissipation. 
These al l are previously known results. Then, in §3, we 
shall apply the modifi e d two-timing method to the 
Korteweg-de Vries equation with dissipation, and derive 
the resulting averaged equations in terms of elliptic 
integrals . For a special case of these averaged equa-
tions, numerical solutions are presented, whose quali-
t ative features are predicted directly from a small-amp -
litude analysis as well. 
The plasma equations studied in Part IV are the first 
three moments of the Boltzmann-Vlosov equation with no 
magnetic field . Their derivation ii presented in §4 , 
and possible terms for modeling the dissipation are 
considered. In particular, a new method of consistently 
including Landau damping is offered. Selected results 
from the lineari zed theory follow, including a study of 
the dispersion relation when a derivative dissipation 
3 
term is includecl . S t eady and unsteady s hock solutions 
of the plas ma cc1uations are considered n ext, in §6 and 
§7.C . In p a rt icular , a new t ype of steady shock involving 
the jo ining of a uniform wave train and a cons tant state , 
found in §2 for the hortewe~- de Vrjes equation , is proved 
in § 7 . C to be impossible for the pl a sma wav e cas e . It 
i s further a r gu ed tha t no steady shock what eve r exists . 
The exis t ence of breaking solutions for properly ri gge d 
initial conditions is n everthele ss demon s trated , l eading 
one to suspect unsteady shock solutions. A me thod u sed 
to obtain some of the preceding results considers steady 
shocks to be solutions jo i ning t wo singul a r points of a 
sys tem of diffe rential equations; while probably not new , 
this approach is u seful in classifying the diffe r ent k inds 
of ste a dy shock . 
A comple t e analysi s of the unifo rm wavetr a in s oluti on 
i s presented in §7 . A and §7.B . Both th e approach of 
§ 7.B an d the re s ult s of § 7. A and §7 .B are n ew . In these 
s ec ti ons , we shall obtain simpl e inequ a l i ti es delimitin g 
the r egion of par ameter-space in which a uni f orm wavetrain 
solution may ex ist, which is import ant not only in and of 
itse l f b u t also for the analysis of s t ability ( see §9) . 
The phenomenon of peaking in the un ifo r m wavetrain wi ll 
a l so be uncove r e d, and examined i n some detail. 
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§5, §6, and §7 form rather a unit, in that each con -
siders an important aspect of the plasma equati ons , and 
each helps to illuminate the genera l structure of those 
equations, The rest of Part IV, with the exception of §11 , 
is b ased upon the uniform wave train solution of §7 . Using 
the modified t wo-timing method (see Part II) we are able 
to obtain the averaged equ ation s for a slowly-varying 
wavetrain both wi~hout and with dissipation . In each 
case , we deal with equations in non-conservation fo r m, 
and the extension of the averaging method to such equations 
in n ew. We s h a ll th e n put the ave raged equations i n 
chatacteristic form , wh ich leads directly into some very 
important s tabili ty considerations in §9. Finally, we 
shall demonstrate how the small- amplitude limit can be 
performed di rectly on the averaged equat ion s , and an alyze 
a few of the results so obtained. 
The method of the averaged Lagrangian can be used in 
place of th e Luke two-timing procedure in diss ip a tionless 
problems . In §11, it is indicated how one might approach 
the p l asma equ ations fro m this standpoint . The Lagran g ian 
given there is s omewhat unusual, and is an interesting 
result in its own right. 
Part II 
The Averaging Me thod and Two-Timing 
Many systems of partial differential equations have 
steady propagating wave solutions in which each dependent 
variable is a function of just a single independent var-
iable, e, where . 
8 = K • X - ·w t 
.!5_ is the vector wave number, and w the frequency. Such 
waves are also variously called uniform wave trains, 
steady progressing waves, or just steady waves . The 
various t erminologie s will b e used interchangeably in this 
thesis. 
These solutions a re the non-linear generalizations 
of the familiar eiE~:O£K_ - wtF ("plane wave") solutions of 
linearized theory. As the amplitude of the non-linear 
steady wave t ends to zero, it will reduce to its corre-
sponding linearize d solution. 
Uniform wave train solutions are of inte rest from 
the physical point of view because they can usual ly be 
excited an d observed in the l aboratory with relative case ; 
and a l so from the mathematical point of view, because 
they r epresent an important subclass of so lution s of the 
system of part ial differential equation s under study. In 
6 
fact, it is well-known in linear problems that any solu-
tion of the system whatsoever may be built up, via the 
Fourier integral, from members of this sub-c l ass . This 
fe l icitous s ituation does not unfortunately persist into 
the non-linear regime, p ar tly for l ack of an appropriate 
non-linear genera l ization of linear superposition, and 
partly because of the greater variety of non-line a r phen-
omena (most notibly breaking and the formation of shocks) . 
Nevertheless, steady wave solutions have been an d will 
continue to be an important key to the understanding of 
non-linear phenomena. 
In general, finding the steady wave solution of a 
system of partial differenti a l .e quations reduces to the 
solution of a single ordinary differential equatiod1 ~ 
F(<P, K, w , a . ) 
l 
(II.l) 
wh ere F is a rational function of ~ involving K, w , and 
the parameters (constants of integration) a . . 
l 
Only in the 
simplest cases, for example when F is a cubic or quartic 
polynomial in <P , can (II.l) be solved in terms of known 
functions. Yet a great deal of information about the 
possib l e forms of so lu tion of (II.l) can usually be ex -
tracted from (I I.l), as we shall sec 1n connection \vi th the 
lukewarm plasma wave in §? . A and §7 . B . In general, <P(8 ) 
wi ll be oscillatory, oscillating between two zeros of F . 
7 
We shall now consider the more general case of non-
steady waves, but un(le r the simp lify ing assumption that 
the amp litude (\'Jhich is some unknown function of the ai), 
the velocity U = ~ an d other physically mean ingfu l wave 
K 
parameters all vary slowly in space and time. By 11 vary 
slowly," we mean that the relative change 6C/C of a par-
ameter C over one wave-length ~ = :zrr/ K and over one period 
T = zrr/w is small. We make the assumption of slow vari-
ation in preference to the more usual one of linearization, 
because we would like to retain the distinctly non -linear 
features of the problem. 
The theory of slowly varying wavetrains has been 
developed in a series of papers by Wh i thanf15 ' 16 ' 1 7 ' 1 8) 
and h e has cal l ed his method the averaging method after 
the Krylov-Bogoliubov method of the same namgO ~ for or-
dinary differential equations. Another approach, which 
rigorizes the averaging method in the sense of making it 
the first step in a perturbation procedure, was developed 
by Luki9). Luke 's procedure we shal l call two-tim i ng, in 
analogy with a method of the same n ame in ordinary dif-
fer e ntial equationgS~ 
We s h a ll present a brief resum6 of the averaging 
and tHo-timin g methods below, >vhich 'dll be sufficient to 
our purposes in this the s is . For a deepe r discussion and 
some his torical perspective, the re ader i s referred to the 
B 
. . 1 f (9 ' 10 ' 15 ' 16 ' 1 7 ' 18) or1g1na re ·erences 
Supp ose we have a sys t em of n partial differential 
equations (hereinafter abbreviated to p . d.e . ' s) . There 
are n d ependent variables y. (x,t) dependin g on a sp a tial 
l 
coordinate x and the time t. (We consider one-dimensional 
problems exclusively, although in principle there is no 
difficulty in applying the method in more dimensions(lS)_) 
Suppose further that uniform wave train solutions y. (8) 
l 
exist . These uniform wavetrain solutions will d epend on n 
constants of integration A. in addition to K and w, mak ing 
1 
for a tot a l of n+Z parame ters. One of these parameters, 
say An, is merely an addi tive constant to 8, from the 
integration of a n equation li ke ( I I.l). It will drop out 
in the averaging method when integrals are taken over a 
full cycle of e. In addition , a constraining relation will 
b ~ fo und to hold among the parameters of the problem on 
account o f specifying th e as yet arbitrary period in 8. 
This constraining relation is d e rived as follows. 
Sup p o s e , in ( I I. 1 ) , tha t the r o o t s <P 1 and <P 2 of F ( <P , K , w , 
a i) form the limits of the oscillatory so lu tion . Th en 
assume th a t 8 incre ase s by A in one complete cyc l e. If 
(II.l) is Hritte n 
<I> 
G( <P ) f. 
0 
8 (II.Z) 
9 
then it is c l ear that G(<P) is a monotonic function of ¢ , 
GtcJ>) > 0 . This tells us that as ¢ goes from ¢ 1 to ¢ 2 , half 
a cycle, 8 wi ll increase monotonically by an amount A/2, 
which is equ i valent to 
<1:2 
; ~ 
¢ VF" 1 
A 
= 2 
A 
2 
This is the promised relationship. 
we cannot usually do the integra l . 
(11 . 3) 
(11 . 4) 
It is implicit, since 
(11 . 4) will be ca l led 
the non-linear dispe rsion relation in this thesis, since 
in the small - amplitude limit i t reduces to the relation -
sh i p between w and K common l y called the dispersion rela-
tion. There i s a non-linear dispersion relat i on for all 
non-linear dispersive wave problems. 
Because of (11 . 4) and the disappearance of A , the 
n 
uniform wavetrain solution will invo l ve only n independent 
parameters . We sh a ll obtain a set of n p . d . e . ' s to de-
scribe the slO\v time and space variation of these n par-
ame t ers . 
Begin by extracting n p.d . e . ' s 1n conservation form 
ClP . ClQ. 
l l 
-;:;--t + 
a dX = 0 (i= l, ... ,n) (11.5) 
10 
from the original system. Thi s often involves some in-
genui ty(lS). The Pi and Qi will be rel ated algebra:i.cal l y to 
t1 Now assume that each of the yo is repl a ced by the 1e y i. 1 
uniform solution, yi(8). Average (11.5) ove r one cycle of 
8 ' 
A A 
() 1 f Po d8 + () 1 f Qo d8 0 TIX 1 ax X 1 
0 0 
(11.6) 
which we write as 
() 
<Po> + () <Qo> 0 at ax = 1 1 (11 . 7) 
where the definition of <> is obvious . An approximation 
has b een made here, whjch is that the averag i ng operation 
commutes with Cl/()t and Cl/Clx; this approxima tion is jus t-
0 £ 0 d 0 (15) ~ K 1e 1n . But if we accept this approximation, we 
immediately have our desired sys tem. For <Po > and <Qo> 
1 1 
involve only K, w, ~iD and thus (11.7) is a syst em of 
equations for the variation of thes e parameters . These 
will b e called ~he averaged equat ions . 
The system (11.7 ) is unwi e ldy f or ev en the simplest 
problems. Whitham was able to shew, how eve r, that trernen-
dous simp lifications could b e made by introducing a maste r 
function W into the forma li sm . 
11 
A typical form for the master function would be 
where the integration is over one complete cycle of ¢ . 
It then proved possible, in the numerous physic a l exampl es 
considered, to express all the <P . > and <Q . > in terms 
l l 
of W and its partials with respect to the parame ters of 
the problem. Furthermore, the averaged equ a tions from 
widely disparate physical theories exhibited a remarkabl e 
unity when this was done. 
The existence of this underlying unity suggested 
that the master function derived from some fundamental 
structure common to all physical problems. Such a struc-
ture is furnished by the Lagrangian forma l ism, and Whitham 
was able from these clues to show that W is none o ther than 
h d L . f h . . (16) t e average agrang1an o t e system 1n quest1on . 
The Euler equations of this averaged Lagr angian with 
respect to variations in the"'· (i=l, . . . n-1) and in e then 
l 
could be r educed to (II.?). Or, (II.?) could be obtaine d 
d . tl b 1· t. f N tl ' Tl1eoreJn(3)to 1rec- y y an app 1ca 1on o oe 1er s 
the averaged Lagrangian . Either way, the averaged 
Lagrang ian approach furni s h es an esthetically satisfying 
approach to the d e rivation of (II.?), and at the sam e time 
simplifies the computations significantly . 
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We shall not actually use the averaged Lagrangian 
approach in this thesis. We sh a ll point out the Lagran-
gian for the dissipationless p l asma case in §11, but the 
master function for that case will be introduced in an 
ad hoc manner in §8 . For the water waves case, §3, 
the master function was already known from the work of 
Whitham. 
Inst e ad we shall use the variant of the theory due 
to iukg~I the two-timing method. This is because our 
primary concern in this thesis will be directed towards 
problems with dissipation, and it is well-known that such 
problems do not poss e ss Lagrangians. On the other h a nd, 
as we shall see, the two-timing approach operates per-
fectly well when dissip a tion is present . 
The two - timing method introduces an expansion of the 
form 
y = y
0 
(8, X, T) + £ y 1 (8, X, T) + ... 
for each variable y., where 
l 
X EX T £ t . 
'X and T a re the " st r etche d" or " s low" sp ace and time 
(II.8) 
vari ables. Th e ph a s e 8 can no longer b e writt e n down 
explicitly as KX -wt; instead we ass ume that 
13 
8 t = - w (X, T) 
(II.9) 
ex K (X, T) 
There is a precedent for this treatment of the phase, 
8 , in the WKB method for ordinary differential equations. 
There it would be >vri tten(6) 
t 8=J w( T) dt 
where w(T) would be the slowly-varying frequency of some 
harmonic oscillator . Note that becaus e of the definitions 
(II. 9) the p . d . e. 
~ + Clw = 0 aT ax (II.lO) 
holds automatically . Because it will be redundant with 
the n averaged equations, it must be implied by them . 
This always turns out to be the case. 
The three variabl es 8, x, and Tare r egarded as 
independent in the Luke method, much as the two time 
variables are tegarded as ind epende nt in ordinary two-
timinl6). This is a key assump tion in the app lication of 
the expansion (II . 8 ). ll'e illustrate this po int by ap-
plying the Luke method. to a conservat ion equation 
ClP + lQ 
at ax: · 0 (II . ll) 
\V.L th a; at and a; ax wri tten to r ef l ec t the inclepen de n ce 
of 8, X , and T, th e expanded fo r m of th is c on se r va t ion 
e quation i s 
a a ( - w 88 + s: a cf) [ P 
0 
( 8 , X , T ) + s P l ( 8 , X , T ) + • • • ] + 
d c K ae + a s ax) [Q0 ( 8,X,T) + sQ1 (8, X,T) + .• • ] 0 
Equa ting the coeffici e nt o f each power of E: to ze ro g i ves 
Cl P aq 
0 0 0 - w ae + K ae- = 
aP1 a Ql aP aq 0 
+ 
0 
w ae Kae ~ ax 
The first equation i s the same one we woul d obt ain i f we 
we r e just look i ng for t he uni fo r m s olut i on , only n ow 
lvhen we int e gr a t e i t 
- wP + KQ A ( X,T) 
0 0 
we see tha t the parame t e r s o f th e un iform so l ution, like 
A, wi ll d epen d on X and T. Fr om th e second equation , we 
de duce that ( wP 1 - K Q1 ) wi ll b e bou nde d as 8-roo i f a n d 
only if 
I 
8 
I 
aP 8Q 
0 0 E~ + a:x) d8 
0 
15 
is so bounded. Since P
0 
and Q
0
, being the uniform solution, 
will be periodic of period A in 8, I wi ll be b ounded as 
8 + oo if and only if 
A 
J CaP 0 + aT 
0 
or, becaus e 8, X. , and T are 
A 
a J p d8 + a aT 0 ax 
0 
0 
independent , 
A 
J Qo d8 0 
0 
This is the same result we wou l d have obtained by avera -
ging. 
Thus the averaged equations h ave the alternate inter-
pretat i on as non-linear elimination-of-secularity condi -
tions [ for a discussion of secularity, see (6) or § 1]. 
In other words, the averaged equations arise naturally 
upon enforcing boundedn es s on the o~F term in a per-
turb a tion expansion whose o(l) term is the uniform so l-
ution. Unfortunate l y, the two - timing method g i ves n o 
hint of the simple way in which the a v eraged equations 
can be re-formulated, u sing the master function . Hence 
th e averaged Lagran gian app ro ach and th e two-timing me thod 
complement each o ther , the former showing how the results 
may be simp l y fo rmulated and the latter showing how we may 
16 
consistently proceed to hi gh er orders. 
We have said nothing about the s i tuation in whi ch 
we cannot for on e r eas on or anothe r ob t a in all n p . d.e.'s 
in cons e rv a tion fo r m. This can happ e n because o f dis -
sipation, ex t ernal fo rces, o r othe r causes . We shall dea l 
with such situations in §3, §8 . A, and §8 . B , and we r e serve 
comment on this situation fo r thos e sections. 
It may be not e d that the averaged equ a tions a re 
only the first of a hierarchy of boundedness conditions. 
Suppose , in (II . ll), that P and Q, unexpanded , a r e both 
functions of 8, X, and T. Th e n (II.ll) becomes 
~ U (-wP +KQ) + s E ~~ + ~F 0 
Integr ating this from 0 to A, and assuming th a t P and Q 
are p e riodic in 8, we obtain 
A 
! ClP + ~ CTI axJ de 0 
0 
Now i f we exp a nd P and Q, we get th e infi nit e set of 
b oundedness condi tions 
fl. j E:~ i + :;i )us 0 
( i =O,l, . . . ) . 0 
17 
Part III 
Uniform and Slmvly Va ry.i.ng tav~tgK:-ain Solutions 
For the case of relative ly long water waves, 
Korteweg and de Vries(7 ) derived the equation 
r::::;::- 3 YJ ) l h 2 r:::hh ., ·- 0 ~t + ~gho _(l + 2ho Y} x + 6 o ~g"o ''xxx . 
for the elevatton Y} of ·the \•later surface above the undis-
turbed depth h
0
• By suitable re-definition of the vari-
ables, this equation may be transformed to 
., + 6.,., + rJ = 0 • 
'I t 'I 'IX XXX 
( III.l) 
We shall be interested primarily in a slightly modified 
form of this equation , 
(III .2 ) 
1n which a model dissipation is included, propor'ci.onal 
to a damping coe:Ef icie nt v . The Korte\'.Teg-de Vries equa-
tion is one o f the simples t examples of a non- linear 
dispersive wave equation and, as such, has been considered 
by many a uthors .(ll , l S) Similarly, the modified form ( 3.2) 
which we shall consider contains, i n a simple fashion, the 
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three physical effects whose interplay is important in 
almost all fluid mechanics problems; namely, non-lin-
earity (r]r]x term), dispersion (r]xxxterm), and dissipa-
tion or diffusion (Vr]xx term). Thus, this equation has 
the virtue of being physically meaningful and yE"t not 
mathematically impenetrable. In the present vlOrk. we 
shall try to ilh:tlninate ·the problem of unifo1.1n and , slovlly-
varying wavetrain solutions of (III.2). 
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~1K Linearized Theory 
The linearized theory of (III.2) is a typical and 
easy example of the application of perturbation methods 
to non-linear dispersive wave problems. These methods 
are used extensiveJ.y, and form a backdrop and limiting 
case for the more general non- linear considerations to 
follow. 
Steady solutions are those solutions which depend 
only on a single variable 8 = Kx-wt. The linearized 
steady solutions of equations like (III.l) and ~ffKOF 
fall into two categories : 
( i) exponential solutions, \vhich are only valid for a 
semi-infinite range of e, including either 9 =- oo 
or 8 = + oo but not both; 
(ii) sine and cosine solutions, t.vhich are valid for all 8. 
Solutions of the first type can only be fragments of 
s olutions \vhich are essentially non-linear, e.g. the 
tail s of shocks . We shall be concerned primarily with 
the second type of solution, a nd its non-linear generali-
zation, in this thesis; that is, with uniform Havetrain 
solutions that are periodic in e. We shall take the 
arbitrary period of ·the solutio n in e to be 2 7T unless 
otherwise stated and, as we shall see, this fixes the 
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dispersion relation uniquely. 
Take (III.l) as an example. Steady linearized solu-
tions of it must satisfy 
" }1 - ~ .,., t ., = cons • 
K3 
In order to have sine and cosine solutions of period O~I 
we must require 
which is the dispersion relation of the Kortev1eg-de Vries 
equation. 
The linearized solution can be made the first term 
in a perturbation expansion of the form 
(1.1) 
but, if we actually substi·tute this expansion into (III .1) 
and carry out the calculations, we shall find secular terms 
( 9 sin e ' e cos e. ) appearing in T) 2 or T) 3, \vhich destroy t he 
uniform validity of the expansion in e • The r emedy for 
this situation is well knovmr and consists in assuming w 
to depend ( analytically) on the amplitude € as well as on 
the wavenur11ber K . Hence 
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and, with the extra latitude afforded by w 1 , w 2 , etc., 
we are able to eliminate the secular terms. The sequence 
of equations generated is 
T} tt l+ YJ. = 0 
1 1 
T}"'+T}• 3 3 
Vlithout loss of generality in the computa·tion of w 1 , we 
may tal{e 
7J1 = A + B sin e 
s ·o that the second equation of the sequence becomes 
T] 11 + T} = _L fW (A + B sin 6 ) - 3 K (A + B sin 8 ) 2 ] + C 2 2 1(3 t 1 
The coefficient of sin 9 on the right- hand side must vanish 
to prevent secularity. This requires 
so that the firs t-order s hift in the f reque i1.cy is dir ectly 
proportional to the mean level of l11 • Without extra loss 
of generality in the computation of w2 , we may take 
= D - B2 cos 28 . 
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Put·ting this and 1J 1 int-o the equa·tion for 'YJ 3 , v.1e require 
the coefficient of sin 8 on the right-hand side to be 
zero to eliminate secular te~~sK This leads to 
= 6KD + 3B2 
2K 
The mean height D of ~ O enters just as did A in w1 • The 
second term shmvs hmv the amplitude B of 711 couples into 
the frequency. Continuing in this manner, we will obtain 
a uniformly valid small- amplitude expansion of i') , and a 
conco111itant expansion of w . Later, in ~1M , He shall see 
the method whereby the expansion of w may be extracted 
directly from the results of the averaging method , 
Let us now consider th.e dissipa·tive form (III . 2) of 
t.he Korte\.veg-de Vries eqaution. If vle try an expansion 
of t1le forrn (1.1) in (III.2) , we shall find the problem 
of secular te1.1ns no longer exists, for ·the first order 
solution "2.1 is nmv of the form 
vlhere 
me 
e 
(U = W) 
I< 
The former secular te:rms are nm.v ·terms like eeme, which 
cause no ·trouble. Of course, the expan s ion \·..r ill nmv b e 
valid only in a semi-infini'ce range o f e (e --++ co for -
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sign in m, e - - co for the + sign i n m) and it describes 
only a fragmen t of a solution. Note t.hat a dispersion 
relation is no longer engendered, because there are no 
period i city in 8 requirements, and that W and 1( now only 
app e a r in the combination U = W/K . 
More sophisticated techniques are necessary \"lhen the 
damping coefficient v is the small parameter of the prob-
lem. An expansion of the form 
1J = VTJ (e) + v 2 11 (e) + • • • 1 2 
applie d to (III.2) leads to secular t erms in 11 2 • If we 
expa nd the frequency w as before, 
we find that there is no way in v7hich we can prescribe the 
wi to e liminate the secular t e rms. The additional l at i -
tude necessary to eliminate secularity can be obtain ed by 
introducing an add i tiona l independent variable T = vt into 
the expans i on(2 "6) 
( 1. 2) 
and trea'cing 8 and T formally a s distinct independent vari -
abl es . In keeping with our original physica l ide a tha t 
the frequency w is amplitude-dependent, it would seem 
rectsonable to assume w == w(T) . It is not necessary to 
do this i.n first order (unlil<e the fully non-linear easel), 
hovmver, for reasons \<Thich ,...,e shall presently see. It is 
sufficient to take w = - K3 • 
Putting the expansion (1.2) into (III.2 ), the follow-
ing sequence of equations is generated: 
s., 
+ ~-l· = 0 
oe 
The solution for rJ 1 may be written 
lJ1 = A(T} + B(T) sin (e + ~EqFF 
Putting th:Ls into the second equation, 
d3 11 oTJ2 _;f;_ [~~- + E~ B 2 + ::: -- + K2B) sin (8 ae 3 ·de- K3 dT dT 
B(£2 + ¢) + + 6KA) cos (8 dT 
+ 
dlJl )' 
(lT 
¢) 
3KB 2 sin 2 ( 8 + 
If vle are to elimina·te secular terms from 172 , it is cle ar 
that we must require 
., 
¢> j 
2.5 
dA 
= 0 dT 
dB 
d'I' + K2B = 0 (1.3) 
d¢ 
+ 6KA = 0 d'I' 
These 'lead to 
A = const. = A0 
( l.ld 
¢ = -6Kl\. T + ¢ 
0 0 
-K2T We shall see the e amplitude decay again in the lin -
earized limit of the fully non-linear scheme ('3). We 
shall also find in 93 that A = canst. reflects a fully 
non-linear result, which is that the mean l eve l of TJ will 
not e ver vary on the slm.,. t:ime scale T if there is no 
X-dependence. Finally, the result for ¢ explains why w 
did not need to b e expanded . For , by properly grouping 
terms, 
8 + ¢ 
it b e comes apparen·t that "tve have t acitly assu..'Ued a n ex-
p a nsion of w in t a king (/J = ¢ (T). Unfortun a tely, to proceed 
to higher orders , it is necessary to re-in·troduce the 
expansion of w in powers of u. 
We may solve for ~O 
~ O = A 2 (T) + C('r) sin ( 8 +¢) + D('r) cos ( 8 +¢) 
- B 2 ( T) cos 2 ( 8 + ¢ ) 
21<2 
and use this and the result for ~l in the right-hand side 
of the 11 3 - equation. The three condi tions ·that ~P have 
no secular terms may then be seen to be 
dA2 = 0 
dT 
dC + K2 C = 0 
dT 
To ensure the uniform validity o f the assillned expansion, we 
Te-1<
2T mus t bar coefficients like ( see (6 )) . This mea n s 
\<!hereupon the solutions for c a nd D become 
3B 3 
0 
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For the special case in which the first term 11 1 acts as a 
driver for the higher terms, meaning all arbitrary con-
stants that arise in ~ O I ry3 , etc. are set to zero, our 
expans ion becomes 
2 
11 = V'A + VB e- K T sin 8 
0 0 
3B 3 2 
+ V
2 o -3K T 2 
3 .e cos 8 - v 4K 
where 
B 2 
0 
2 2 t< 
After a sufficient l ength of time, only ·the first tvJO terms 
are significant. We see here the familiar phenomena of 
cor rections to the fundamental wave and highe1.· harmonics 
of the fundamental vlave (third and fourth terms respec-
tively). 
This has all b een, of course, t he line arized limit of 
the Luke expansion procedure (Section II). The X = v x. 
- depe nde n ce could pe introduce d , at the expense of dealing 
with partial differential equations, but this is not nee-
essary to eliminate secularity. 
28 
In the non - linear case, the procedure parallels 
that for the line ar case. Because of the complexity, h ow-
eve r, we shall be content there to stop with the conditions 
analogous to (1 . 3), a nd so study only the first term of the 
expansion in 7'] . 
~OK Uniform Solutions 
The uniform solution of the Korteweg-de Vries equa-
tion (III.l) satisfies 
-Wry' + 6K7JY'f ' + K3 17• '' = 0 
which integrate s tq 
2K(- 7J 3 + ~ 1'}2 + 2K 
=- O~E1T- m1)(17 (2.1) 
where A and B a re constan ts of integration, and where the 
mi are roots of t he cu1:Jic which a re const.raine d by 
( 2 . 2 ) 
•de asst.une without l oss of generality that m3 < m1 < m2 • 
The solut ion of ( 2 .1) is t h en a n elliptic funct i on 
( 2. 3) 
where ¢ is a constant of integration and 
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( 2. 4 ) 
(os:; l< < 1) ( 2.5) 
The notation for the elliptic function corresponds to 
that of Whittaker and Watson!20) The solution ( 2.3) is 
oscillatory, oscillating betVIeen the pair of zeroes m1 , 
m2 of the cubic and is the famous "cnoidal \.vave" solu-
tion~?F It will be the fundamental solution for our inves-
tigations of ~PK 
The function cn 2 (u,k) is periodic of period 2K(k) in 
u, VIhere 
= 1rrj2 dx ·-·=--
o c--1 k2 . 2 yl - Sln X 
K(k) 
(K ( Jc) is the complete elliptic integral of the first kind) • 
Since we are regarding our periodic solutions as h aving 
period 2TI in e, this means from (2 .3 ) that 
27r(3 = 2K(lc.) (2 .6 ) 
We call this the non-linear dispersion relation since it 
is derived just as in the linear regime from r equiring 
the period in 8 to be 2TI. If we too}~ the smal l -amplitude 
limit. (m2 - m1 ) --:1"* 0 \"'e could recover ·the ordinary dis-
persion relati.on w = - K 3 from ( 2. 6 ) . 
h 
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Consider nm.; the dissipative case ( III.2 ) . As per 
the comments of ~1I it is sufficient to consider the solu-
tion to be of the form 7]( X), where X= x- Ut. The equa-
tion then becomes 
By the transformation 
7] u /\ 
- - 7] 3 
X = 
this can be written in terms of a single parameter B, 
where B = v /Ju . A .trivial arbi'crary change in l evel h as 
b een ignored. We re-write this as a system 
A 
d7] 
= y I "d'f ( 2. 7) _9y By - D2 /\ = + 7] d~ 
It t urns out that this sys tem ha s shock solutions, that i s, 
solutions which approach differen·t asymptotic values as 
~ -~> + oo and ~ - !.o.'P - oo. The shocg~ asymptotes are singular 
points of the system; that is, points at. which the r ight-
hand s ides vanish sDnultaneously. Clearly, these are 
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,.. 
pl: y = 0 7] = 0 
A 
P2; y ·- 0 7] = 1 
In the vicinity of P 1 , the solutions are exponentials 
~}y~ , where 
In the language of differential equation theoryIE~F 
P is a saddle point and is an unstable equilibriwu point 1 
of the system. All solutions in the neighborhood of P 1 
diverge away from P1 as ~ -:;r... :!: oo except tHo special 
solutions, which approach P1 as ~ - !:'Joo + co and as ~ -~ - ro 
respectively. We shall single out the one vlhich approaches 
P1 for ~ -~ + oo for study. 
In the vicinity of P 2 , the solutions a re exponentials 
"DiKK~ 
e -- , \vhe:ce 
For B 2 :;:::. 4, P 2 is thus <1 "nodaJ." point ,Cs) stable for ·~ --t."'-• 
- oo, in ~IKIh ich limit all solutions in ·the neighborhood of 
P 2 approach P 2 • For -~ ____ ,,.,.. .+ co, all s olution s in ·the 
neighborhood of P 2 diverge from P 2 , so P 2 may not be a 
shock asymptote for ~ --:::""' + oo . Thus, if we fix our solu-
tion by requiring it to enter the singular point P 2 as 
32 
~ -> - oo and P1 as ~ - - -so- + CD, it is uniquely defined, 
and has the general shape shown in Figure 1. 
Figure 1. Smooth 
shock solution o f 
Eq. (I I I. 2) • 
A more interesting case is that in which B2 c.:: 4. Then the 
singular point P2 is a "spiral" or "focal" point,<s) and the 
same shock solutions looJ-( as shovm in Figure 2. Note that 
as the damping 11 increases, the wiggles behind the shock 
front become less pronounced and the solution tends towaro 
the smooth solution of Figure 1. In the ot11er limit , as 
v ~K:-K 0, the solution tends toward a cnoidal wave ( 2. 3) 
1\ 
oscillating about · ~= 1 connected across a discontinuity 
A 
to the constant state ~ = 0. 
Solutions such as those in Figure 2 have been observed 
experimentally in \va·ter waves .<ll) However, the model dissi-
pat ion ·term of Eq. ( III. 2), which r eprese nts an "eddy v is-
cosity," falls short of being able to give the correct 
dissipation by a factor of 10 or so !1~ Hence, in spite of 
the expe rimenta l evidence, not much physical significance 
can be attached to the mod e l (III. 2). 
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Figure 2. Oscillatory Shock Solutions of Equation (111.2). 
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A final corrunent needs to be made regard i ng our ear-
lier discussion of singular points. One might ask, vlhy 
did we only consider solutions joining the two s i ngular 
points P and P ? The answer is, because these are the 1 2 
only solutions which are uniformly bounded for - oo< ~ ..-..:: m • 
Rather than prove this, however , we merely appeal to 
physj_cal considerations for just.ification. Because the 
system ( 2. 7) contains damping, "Y?e expect that everything 
at ~ = - oo and ~ = + oo will have settled dovm to a· cons-
tant state. In particular, derivativ es will be zero. 
Thus, the left-hand sides of (2 . 7) will be zero at D ~= + en 
and so the shod:: asymptotes mus'c indeed be singular points 
of the system. 
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§3. Slowly-Varying Wavetrain Solutions 
Vve shall now apply the averaging method (in the guise 
of the Luk e two - timing expansion) to slowly-varying wave solu-
tions of tbeKorteweg-de Vries equ ation with dissipation, Eq . 
(III.2). The dissipationless case, Eq. (III.l), has been 
studied by t•lhithan~lsFI and various of his results will be used 
without derivation to simplify the presentation . 
Expand n according to 
where 
8t = - w(X,T) 
X = \!X 
T v t 
The expansion is -for small damping ,v -+ 0. 
The zero=order solu tion n0 will jus t be the uniform 
solution (2 . 3), where now the variou s parame ters which occur 
there (m1 , m2 , m3 , K , <I> ) will b e function s of X and T . To 
d erive the secularity conditions that the first-order solu-
tion ~l be uniforml y bo unded in 8, we turn to modified forms 
of two of the conservation equations d e rived by 
Whith am for the Kortewe g- de Vries equation. They are 
( ) ( 3 2+ ) n t + n nxx x \) nxx (3. 1) 
(3. 2 ) 
and may be derived from (III .2). We write (3 .1) and (3 . 2) 
symbolically as 
()p + ~ 
at ax 
1 2 
v (.., n ) -
L. XX 
Th e expans ions of these equa tions take the form [ ~ la Eq. 
(II.l2)] 
a a a a 2 
+ (K de + V ox) ( Q 0 + vQ 1 + • • • ) = V (K -ae+ Va5{) ( n 0 + V T] 1 + • . . ) 
a a -( - w dO +Vd'f) (p 0 + v'P1+ .. ) 
{ a a )}2 - v (K """""""' + v-) ( n + v n + . · · o8 ax 0 l 
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The bw 0 (v. ) equations out of the previous set are 
a2 aP ao a 
K Q -iJJP ) 2 . no 0 0 30 = K 31' - 8X 1 1 ae2 
a 2 a2 2 ai? aQ" K 0 0 OE~F 2 ( 1< (\-wP1 ) ae 2 ae 2 (no ) K ae - aT ax 
As explained in Section II, these lead to the two boundedness 
conditions 
2 an o 2 
K (3"8) 
0 
Because n and an /a8 a r e periodic 1n 8, the first term in 
0 0 
each condition drops out, l eavin g 
0 ( 3. 3) 
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2TI 
f -Q d8 + 0 0 (3.4) 
0 
We now go buck to (3. 1) and (3.2) to obtain the 
specific values for the P ' s and Q' s : 
p = n 0 
Qo 3n 2 + 2 a 
2
n u T) + B = K 
ae2 
= 
- l.n 2 Po = 2 
2 2 y (3 . 5) Qo 2n 3 + 2 :8 i ~· K2 E~~ = K T) 
u 
-zn 
2 
+ A 
The subscript "0" is dropped here and hereaft e r . I n these 
formul as , (2.1) h as b een us ed to s ubstitu te for the deri -
vatives of n · The equations (3. 3 ) and (3 . 4) th e n become 
2-rr 2n 
~q J n d8 + () ! ax (Un + J3) de 0 ( 3 . 6) 
0 0 
21T 
z-n f 1 2 
0 
() 
d8 + ax 
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2 ·rr 
Cz-n +A) d8 + f u 2 
0 0 
At th is point, foll owing 1Vhitham ( lS), we defin e 
K 
- 2TI £ an J' ae d.n 
= 
It then proves possible to write (3.6) and (3.7) as 
0 
0 
( 3 • 8) 
( 3 • 9) 
These are s imilar to the equations for the dissipationles s 
case, the on~y d ifference being the extra term KW. It 
was fortuitous that the diss i pation term could be r epresented 
in terms of W. In general , this will not be so . 
There a r e four variables A , B ,U, and K to de t ermine. 
In addition to (3 . 8 ) and (3 . 9) we n eed two more relations 
among these variables . The non-linear dispersion relation 
(2.6) furnishes one. The other may be taken as the censer-
vation of waves 
oK a ( ) 0 aT+ 3 X KU :::; 
which follows from the definitions of K and w . 
Because W may b e written as an e lliptic integral , i t 
lS possible to make some analytical headway into the present 
equations. The natural variables to use, however are m1 , m2 , 
and m3 , in terms of which n is wri tten explicitly 
in (2.3), r ather than A, B 1 a nd U. Thus the forms (3.8) 
and (3.9) are of little use for calculation. We return 
instead to (3.6) and (3.7) and put the expr e ssion (2.3) 
for n dire ctly into the integrals. We eliminate a ll 
explicit dependence on A, B, U by u s ing the f irs t forms 
of Q and 6 in (3.5) r ather than the second forms . The 
0 0 
rest is a matter of using the proper e lliptic function 
identities , and the details may be found in Appendix G. 
What we obtain, af t er u s ing (2. 6) to el iminate one of 
the variables, is a set of three quite comp licated 
partial differential equations : 
= 0 (3. 11) 
dl< d(JJ _ 
a¥ + ax - 0 
where 
2 2 2 2 f 2 2 2 2} + 1T K (1-k ) K (k.) )-6m1 +2 K (2-3k ) K (k) 
7f 
M3 = 12 [ ~ K2 K (k) E (k) { 3ml 2 + 
+ ~ JK2 (k) (1-k 2 ) {- 3m1 2 + ~ m1 K2 (2- 3k 2 ) K 2 (k) 
7f 
( 3. 12) 
(3.13) 
2 (k - k +1) E (k) - (1-k ) (2-k ) I<(k) [ 4 2 2 2 J 
W = 2K [3m1 + ~ 1-< 2 ( 2k 2-1) . K2 (k) J 
7f 
Eq. (3.11) comes from (3.6), (3.12) from (3.7), and (3.13) 
from (3.10). The three variables to be determined by these 
three equations are ~ m1 , and k , where k was defined in 
(2.5). The fourth unknown has been eliminated , as noted, 
by using the nonlinear dispersion relation (2 . 6). The 
expression for G.> in terms of K, m1 , and k follows from (2 . 2) 
after some manipulation. 
We do not propose to sol ve the system (3 . 11-13). It has 
been written out in detail to give some indication of the 
difficulty of the averaged equations, even for this simple 
case . ~n general it is not even possible to write the 
averaged equations in terms of known functions, as we have 
done here . This is because the master function is a hyper-
e lliptic integral in almost all cases of physical 
interes J 15\ and so are its derivatives , which are what 
e~ter the averaged equations . Nevertheless , the picture as 
regards numerical solution is quite bright. We shall 
illustrate in the present problem using the special case 
of no X- d e p e ndence in (3.11-13). Physically, this means 
we are more interested in the damping than in th e propa g a -
tion, for the damping will be primarily a temporal e ffect. 
For ~u= 0, it follow s immediate ly that 
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K = const. 
M1 = const. 
so that we need only consider a single differential equation 
0 (3.14) 
Furthermore , from_ Eq. (3.6}, the physical interpretation 
of M1 is as the mean value of n, which we may without 
loss of generality take to be zero . M = 0 may then be l 
solved for m1 : 
(3.15) 
This may be used to replace m1 in the expr ession for M2 , 
whereupon (3.14) becomes a differential equation involving 
only one dependent variable , k. After some manipu l ation , 
. (20) 
and the use of the formulae 
d 
dk E (k) E (k) - K(k) k 
d dk K(k) 
2 E(k) - (l-k ) K (k) 
= 
- k(l-k2 ) 
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this differential equation may be brough t into the form 
dk 
= 
k( l-k 2 ) K4 (k ) [ C2 - k 2 ) (l-k2 ) K(k ) - 2(1- k 2+k 4 ) E(k) ) 
dT 6E (k) lK (k) -E c9[ E (k) - (l-k 2 ) K (k) ] 
(3 . 16) 
Before proceeding to the numerics , let u s examine 
t he small-ampli tude limit of this differential e quation . 
:!..: Since a = m2 - m1 is the amp l itude , and k goes like a
2 by 
( 2 . 5) 1 the appropriate limi t is k ~ 0 . Using t he expans ions{2 2) 
K(k) 
E(k) 
we find fo r k ~ 0 
dk 
dT 
The solution of this d i fferential equation i s 
3 K2 
--- T 
1 k 3e 2 
- 4 0 5 + O(k e 0 
(3.17) 
(3 . 18) 
(3 .19 ) 
whe re ei ther k is smal l or T i s l arge . We see that the 
0 
correction term from the non-linear effects tends to make 
4S 
dk/d'I' less negative , so that k d ecays less rapidly than 
the linearized solution . 
No direct physical interpretati6n may be p l aced on k . 
The quantities which are of more interest physically are 
U ""'W / .K, the velocity; a, the amplitude ; and m1 , the 
level of the wave troughs. Eq. (3.15) gives 
us m1 in terms of k; hence from (3.19) and the expansions 
(3.17) a nd (3.18) we deduce the small-amplitude expansion 
From the relation nS = K(k) and the definitions (2 .4) 
and (2.5) of 6 and k, one may obtain the amplitude a 
as a function of k , 
a = m -m 2 l 2 1: k K (k) ~ 2 (3.21) 
Its small-amplitude expansion is 
a = (3. 22) 
Note that the first-order correction t erm vanishes and 
hence that the deviation from linearity will be f e lt only 
through higher-order terms . Finally, from the r elations 
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fol l owing ( 3 . 13) 1 
(3 . 23) 
4 K2 
= K (k ) 
2 
'IT 
which in t h e small-ampli t ude limit becomes 
(3 . 24) 
2 2 2 
u 2 [1-~ k 4 - 2 K T 1 5 k 6 - 3 K T O(ko8e - 4 K T) J = K e - 1 56 e . + 3 2 0 0 
The negative ve l ocity as T + ro i s only because of the 
n ormali zati on of n u sed here . I f we took t he mean h e i ght 
n to be non- zero , then n would be added to the right 
hand s i d e above a nd U cou ld be ma de positive . 
v~hat about the other limi t i n wh ich K(k) a nd E(k) 
can be simply approximated , that in which k -+ 1? It 
turns out this is not a meaning ful limit for our problem 
without ·the qualification that ~ -+ 0 at the same time . 
K (k ) has a logai ithmic s i ngularity at k = 1 , which means 
thht th e amplitude , by (3 . 21) , blows up there . In r eality, 
we know that the Kor t eweg-de Vries equation has a u n i form 
wavetrain so l ution of maximum amplitude , the solitary 
(11) 
wave , which i s f orme d wh en the roots m1 and m3 coalesce . 
But by the def i n i t i on of k , (2 .5 ), m1 = m3 i mplies k = 1. 
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So why does the amplitude come out infinite instead of 
finite at k ~ 1? The reason is, that the solitary wave 
has infinite wavelength (k -+ 0) and we have tacitly 
assumed K fixe d and finite. It would be p e rfectly fine 
to study the k -r l limit if we required !;(, -+ 0 at the 
same time. But we cannot let k -+ l for fixed K • 
Since this limit is rather complex, we shall not study it 
here. 
Let us now look at a few numerical solutions of 
Eq. ( 3. 16) . In Figure 3 are plotted three solutions of 
(3.16) corre~ponding to initial values k(O) of .5, .7, 
and .9. The effect of the non-linearity is more pronounced 
the l a rger the starting value of k, as we might have expected~ 
We see that the deviations from the linearized approximations 
follow the patternpredicted by Eq. (3.19), that is, the val-
ue~ of k fall below the linearized values. 
In Figure 4 we have the variation of the trough leve l 
m1 with T. This i s computed from the solutions for k 
using (3.15). Again, we s ee that the deviations from 
linearity are bf the sign predicte d by (3.20). 
Fina lly, in Figure 5 , the ampli ·tude a has been plot t ed 
against T for so lutions II a nd III of Figure 3. It is computed 
from Eq. (3. 21). No prediction was made as to the sign of 
the deviation of a from linearity becaus e the first-ord e r 
corre ction term vanished (see (3.22)). However, it 
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is clear that the deviation of a is considerably smaller 
than that of k or m1 . This is in keeping with the deviation 
being a second-order effect. It is interesting to note 
that the true amplitude is larqer than the linearized 
version, a circumstance we find also in the plasma wave 
case ( cf. Appendix C and Figure B-2, Appendix B). 
Even though the solutions plotte d do not exhibit 
a high degree of non-linearity (the largest starting ampli-
tude was .13) the qualititative behaviours observed 
here persist throughout the non-linear regime . Thus 
small-amplitude expansions such as (3.19) are seen to 
be useful tools even in highly non-linear problems. 
The problem of slowly-varying wavetrain solutions of 
the Korteweg-de Vries equation with dissipation i s certainly 
a problem of interest in its own right. However it also 
serves as a model, a paradigm, of how the calculations 
should go for the more complicated pl asma proble m to be 
considere d next. Such analogies are often possible in 
non-linear dispe rsive wave proble ms because of the under-
lying unity of their mathematical formulation, as brought 
out by the averaged Lagrangian method (see Part II) . 
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Part IV 
Uniform and Slowly-Varying Wavetrain Solutions of 
the Luke warm Plasma Equations 
There are many different app roximate sets o f e quat ions 
which are used to study plasmas(4). All o f these have appli-
cability in one limit or another of real p l asmas , e.g. 
a s the temperature goes to zero . In the present part we 
shall examine in some detail one such set of equations, 
which is derived in §4 from the Boltzmann-Vlasov equation . 
We shall be interested in thi s set of equations pe rhaps 
mor e from the mathematical point of vi ew than the physical. 
It affords a reasonab ly difficult test of t he method devel -
op e d in §3 for tre a ting small dissipat ion, and a t the s ame 
time brings out new features of the averaging method, in 
p~rticular the handling of equations in non-conservation 
farm ( § 8) . It also h as a distinctly n on-tr ivi a l uniform 
wavetrain solution, which n ev e rthe l ess can be comp l etely 
analyzed by the methods of §7, which are quit e general. 
This in turn a l lows one to render judgment on the possi-
bility of steady shocks , whose existence is s u gges ted by 
the resu lts of §6 but fi n al ly b ar red by t he argumen t s of 
§7 . C. The treatme n t in §7 .C parallels that in §2 , and , 
aga in, may be expec t ed to app l y to a wid e variety of p r o -
bl e ms . Thus the plasma equ ation s \ve s h all consider a r e 
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somewhat of a backdrop for the mathematical metl1ods to be 
considered here; the ultimate go~tl is to illustrate new 
methods of attack upon systems of partial differential 
equations. 
The later sections of this part, §8.C, §9 , and §10, 
are devoted to the properties of the averaged equations 
derived in §8.A and §8 .B: of particular not e is the dis -
cussion of non-linear stability in §9. We conclude in 
§11 with a derivation of ihe Lagrangian and averaged 
Lagrangian for the plasma equations, which would be an 
alternate starting point for the derivation of the aver-
aged equations. 
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§4 . Derivation of the Lukewarm Plasma Equations; Possibl e 
Choices for a Damping Term 
In sub-section A we sha ll derive the system of pl asma 
equations Nhich we shall study in the ensuing seven sec-
tions. This system shall be an appropriately truncated 
system of moment equations of the Boltzmann-Vlasov equa -
tion. In sub-section B, we shall comment on an ad hoc 
procedure fo r including Landau damping in the equations. 
A. Derivation of the equations 
The Boltzmann-Vlasov equation, or "collisionless" 
Boltzmann equation, is, in one dimension(4) 
af' 
+ v' 
af' e E' af ' 0 at' ax' - av' = m 
. aE ' 4ne (no - J f' dv') ax' 
where f' (x', v ' , t') is the distribution function and E' 
is the ele ctric field. It may be non-dimensionalized by 
the following transformations: 
x' A. X =b X D 4nn e 
0 
t' t V27 t Wp = 0 
I 0 ~I-v == --
m 
v 
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E' ::: J 4nn kT-0 0 E 
f' ::: no ~ f 
leading to 
(lf 
+ 
(lf E Clf 0 (4 . 1) at v Clx - av -· 
ClE ::: 1 - ( 4 . 2) 
In the above formulas, ~a is the Debye length, wp is the 
longitudinal plasma frequency, e and m are the electronic 
charge and mass, T0 is the electronic temperature, and n 0 
is the number density of ions. The ions are assumed 
fixed in place i n this model, providing a uniform back -
ground of positive charge in which the electrons move . 
This is a reasonab l e approximation at frequencies of the 
order of the plasma frequ e ncy, for the ions cannot begin 
to follow such rapid oscillations. 
The type of plasma being consiucred is classical 
(non-qu antum and non-relativistic), does not interact 
with the r ad i ation field, and is described at equilib rium 
by a Maxwellian velocity distribution . The induced 13-
field (from the changing E-field) is n eg l ected . 
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The word "collisionless " attached to the Boltzmann 
equation in (4.1) is somewhat of a misnomer. The collisions 
that arc being ne g lected are the binary ones, the short 
and violent impacts which in a plasma are much less impor-
tant than the continuously-acting and long-range Coulombic 
interactions. Each electron is constantly "in collision" 
with all the othe r electrons inside its Dehye sphere; 
each electron follows a trajectory determined by the ex-
ternal fields plus the smoothed-out fields produced by all 
the other electrons in the plasma. This is of course an 
approximation (called the self-consistent fiel d approx -
imation because the charge density in Poisson's equation 
(4.2) is determined by f ) but it is not a "collisionless" 
approximation. 
We shall work with only one velocity component here, 
that is, the model will be truly one-dimensional. This 
simplifies the mathematics a little. At the end of the 
derivation the minor modifications necessary to incor-
porate the full three dimensions in velocity space will be 
indicated. 
We b eg in by defining the moments of f in the usual 
manne r: 
n == J f dv 
nu J vf dv 
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p == jcv-u) 2 f dv 
q =/cv-u) 3 f dv 
n is the number density of e lectrons, u i s their mean 
velocity, p is the pressure, and q is th e heat flux . The 
last two may be r e -written using the first two: 
p + 
q + 3pu + 
2 
nu 
3 
nu 
f dv 
f dv 
Using (4.3), the first thr ee momen ts of (4.1) may be 
wriiten down immediat e ly: 
nt + (nu)x 0 
2 (nu)t + (nu + p) x + nE 0 
(nu2 + p)t + (nu 3 + 3pu + q)x + 2nuE == 0 
(4.3) 
(4.4) 
( 4 . 5) 
(4 . 6) 
The terms involving E come from integrations by parts . 
These three iquation describe the conservation of mass 
(or charge), momentum, and ene rgy , respective ly. 
Using n = 1 - E 1n the first t e rm of (4 . 4) and 
X 
integrating through, we, obtain 
E = nu 
t ( 4 . 7) 
An arbitrary function of t has been set to zero because that 
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is its value at equilibr ium (E=u=O). Eq. (4. 7) will be 
c a lled the current equ ation. It is basically just one of 
Maxwe ll's equat ion s . 
Replacing nu by Et in the l as t term of (4.6), 
2 2 3 (nu +p+E )t + (nu +3pu+q) x 0 (4 . 8) 
Thi s is the conse rvation f orm of the energy equ a tion. It 
is not possible to put the momentum equation, (4.5), in 
conservat ion form . Thi s is because it requires an external 
force to hold the ions fixe d in place, and through the me -
dium of the ion-electron field E, this external forc e com-
muni ca tes itself to the e lectrons. Momentum cannot be 
conse rved in the presence of an ex te rna l forc e. On the 
othe r harid, it i s s till perfectly reas onable that we have a 
cons e rvation form e nergy equation (4. 8) , for the ions are 
immobi le and hence the extern al f orce does no work on the 
system. 
We a r e now faced with the usual proble m of closing our 
system of moment equations. Th ere are 5 unknowns n,u,p,E, 
and q, and only .four equations (4 . 2) · a nd (4 . 4 - 6) . It is 
standarl4) to assume tha t the heat flow q i s zero . This i s 
jus tif ied if the p l asma i s not too hot, and we make this 
assumption here. The resulting c losed sys t em of p.d.e. 's 
we s h a ll call the lukew a rm p l asma equations, or LPE ' s for 
short . 
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We can use the continuity equation (4.4) to simplify 
the momentu m equation (4.5), and th e momentum and con-
tinuity equa tions together to simplify the energy equation 
( 4. 6) . Th e result is: 
n + (nu) "" 0 t X 
+ uu 
X 
px 
+ + E 
n 
0 (4.9) 
0 (4.10) 
This is almost the simplest fo rm in which th e LPE ' s can be 
written . One further simplificat ion is possibl e . We note 
that if E "" 0 these equations become essentially th e Euler 
equations of fluid mech anics (with y = 3 rathe r than y = 5/3). 
In the Euler equations it is co nven i ent to introduce the 
entropy S as a monotonic function (usually th e loga rithm) 
of p/ p Y For our problem we shall simply take 
s l2_ 3 
n 
(4.11) 
It then proves possible, using the continuity eq ua tion , t o 
reduce (4.10) to 
uS 
X 
= 0 (4 . 1 2) 
By add ing n times (4.11) to S times (4 . 4), we obtain the 
equation for conservat ion of entropy 
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(nS)t + (nuS)x = 0 (4.13) 
Either ( 4 .12) or (4 .1 3) may be t aken in pl ace of (4 .1 0). 
What about using a three~dimensional velocity space? 
The Boltzmann equation (4 .1 ) is unaltered in form, only now 
v means v x and f is a f unction of v y and vz as well as vx . 
Po i sson ' s equa t ion (4.2) is unaltered. The momen ts become 
q = 
ct r(v -u ) ct ct 
3 (va-ua) (v 13 -u(3) f d v 
( v y- uy) 2 + ( v z- u z) 2 ] f d 3 v 
2 2 2 Multip l ying (4.1) through by 1, vx , vy, v , and (v +v +v ) Z X y Z 
a nd integrating ove r ve l ocity space , and assuming in accor-
dance with one-dimensionality that u = u = 0 y z ' 
apxy 
= 0 
ax 
apxz 
0 
ax 
(4.13) 
0 (4 .1 4) 
(4.15) 
(4.16) 
(4 . 1 7) 
+ 2nu E = 0 
X 
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The pressure tensor p a will be diagonal, as suggested 
O'.IJ 
by (4 . 15) and (4 . 16), because of the spatial one-dimension-
a lity . The diagonal elements p , p , a n d Pz' are what 
XX YY z 
we usually think of as pressures, t hat is, normal forces 
across an area perp e ndicular to th e x -, y- , and z-direc -
tions respectively . Unless there is some preferred direc -
tion in the p r oblem, caused say by an impressed magnetic 
fie l d, there is no reason to suppose the pressure wi ll be 
anisotropic. Henc e 
which makes (4.17) read 
When thi s is r educed to a form ana logous to (4.10), it 
becomes (with q = 0 and dropping the xx-subscript) 
0 
Thus the only c h ange 1n going to three dimensions is the 
replacement of 3 by 5/3 in (4.10). (Dropping the x-
subscripts in (4.13) and (4 . 14) makes them identical to 
(4.4) and (4.5).) This wi ll mean , of cours~ I that the 
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entropy 1vil l be p/n 5/ 3 , ancl it is to avoid dealing h'i t h 
such fractional powers th a t we r es trict ourse l ves t o the 
one - dimensional cas e . 
B. Pos sibl e choices for a dampin g t e r m 
If dissipation i s to enter the LP E ' s , it must be 
through the term q we have dro pp ed , fo r othe rwis e t he LPE ' s 
are exac t consequences 6£ the Bcl tzmann-Vlasov equation . 
To make a s ound choice for this t erm, Ke mus t go back to 
the under l y ing micros cop ic description (4 . 1). 
Laridau(B) lineari zed (4.1 -2) by assuming 
"' wh e re f << f 
0 
p resent units, 
f f (v) + f (x,v,t) 
0 
and where f (v) is a ;,lax•·:e lli an . 
0 
f
0
(v) is 
1 2 f (v ) e-~v 
0 1J2rr 
The l inearization l eads to 
a£ a£ dfo 
at + v ax - E dv 0 
~~ == - J f dv 
In the 
Then by essentially studying fundamental solutions of the 
form 
f () i(KX-wt) g v e 
Landau was led to hi s famous damping term in the dispersion 
relation. For K-+ o, this dispersion relation assumes the 
asymptotic form 
2 
w 
2 ia 
=1+3K --K3 exp(- ~F 2 KL. (4.19) 
where 
a =% e-3/2 
The real part of 2 w has been expanded to two terms here 
to repr6duce the dispersion relation of the linearized 
LPE's (see §5). It would actually b e legitima t e to 
expand the real part to any numb e r of t e rms, while keeping 
only the one ter~ for the damping, b ecaus e 
1 
- _2_K_2 
e 0 ( tf) (4 . 20) 
as K -+ 0 f o r any n > 0 . 
The last is an int e r es ting point . Each time we 
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enlarge our our system of moment equD.tions by one, by 
truncating at th e next higher l eve l, we ga in a n ex t ra t e rm 
of ac curacy in the real part of the dispersion relation, 
as K -+0 . But because of (4. 2 0), the procedure wh ich we 
sha ll g i ve below for including the damping will be u seful 
for arbitrarily large momen t s ys tems . 
If the fo r m o f q ~1ich we picked to r eproduc e 
(4.19 ) consisted only o f n, u , p, E and their partial 
derivatives , the b es t we could hope for would be a damping 
n t erm of 0 ( K ) as K -+ 0 . This is because the dispersion 
r elation for any system of p . d.e .' s , on account of the 
r eplacement 
~ . 
af -+-lW 
a . 
-----+lK, 
ax 
will always be simply a polynomial in .w and in K. And 
it can b e sh own that t he roots w of any such po l y n omial 
always beh ave as a power of K as K -+ 0 . 
Thus no system of parti a l di fferent ia l equati ons could 
hav e (4 . 19) for it s di spers ion relation. One must, th e r e-
fore range more widely in c ho os ing a fo rm for q . A 
si1nilar situation prevail s in water wave theo r y , wher e 
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the exact dispersion relation is transcendent a l and cannot 
be correctly given by the various approximate theories 
(shallow water, Bo u ssinesq, Korteweg-de Vries, etc.) 
There Vvhi th am has suggesteJlB) the use of an integra l term 
of convolution form in the approximate t heory, which is 
constructed to give the correct dispersion relation. A 
s i milar approach can be used here. 
Naturally the construction of the convolution is to 
a large extent arbitrary, since it must only reproduce 
the correct lineari zed limit. We give only the simplest 
form which could be chosen : 
where 
00 
~ =! K (x-t;) u Ct;:,t) ds ax 
- oo 
K (x) a 21T 
00 
f 
-oo 
(4.21) 
ii<X 
dK (4.22) 
The LPE's become a set of int eg ro -p . d.e. 's with this 
definition of q , · and of cour se no analytical so 1 u tion is 
possible . We convolute with u r ather than n, p , orE 
primarily because th e dispersion re l ation (4.19) then drops 
directly out of the equations wi th n o f u rthe r approximations . 
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Integrals of the form (4.22) occu r thr ougho ut the 
. (24 25 26) (22) 11 ter a tur e ' ' an d have been tabul a t ed . Th ey alh•ays 
occur in connection with a Maxwe llian v e locity distr i bution 
comes from putting v = w 
K 
[the damping term in (4.19) 
2/2 
- v ] in e and expanding w . The standard form i s obtained 
from making the change of vari a bles K = !: 
u 
K (x) = ~~ jo ~ Jool L exp (- -1-- iKX ) dK 
2TI K4 2 i 
-oo 0 
a l f 00 2 1 2 "LX f 00 2 1 2 i X 1 
2 TI 
0 
U e x p(- zU + U) du + 
0 
'U exp(- zU -U)dul 
From these f orms one may obtain the as ymptotic exp an si ons~~ 
!e-3/z··(l-!x2 +-f!f_2 x3) + O(x4) x->-o hExF~ 2 2 ~O 
COS ( 3 V3' X 2/3 - .:!!_) x-+oo 
4 3 
A r easonab l e approxima tion might be to repl a ce K(x) by 
its asymptot ic formul a for x-+oo since it i s a rule-of -
thumb that x-+oo corresponds to K -+o under Fourier tr ans-
formation, and the d amping term is corre ct for ·~ oK The 
whole question of app roximating kernels for complicated 
integra l e qu ation ~ is in it s in fancy, hO\veve / 1\ and there 
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do cs not seem to be any rigorous justification fnr such 
a procedure at the moment. 
With the integral term in th e LPE's, it is no longe r 
po ss ibl e to do even some of the simple things that we 
can do with p . d . e . ' s . For example, we c an no longe r find 
characteristic velocities, do geometrical optics expansions , 
or obtain steady solutions . A numerical approach is the 
best we can hope for at thi s time, arid even this is 
comp lic a ted b y the non-local nature of integ ro-p.d.e . 's . 
Stil l , we judge that this approach of including an integral 
t erm merits attention because it ho l ds promis e of eluci-
dating the effects of Landau damping on non - linear plasma 
phe nomena, most notably the "coll is ionless " shock wave. 
We close with some brief rema rks on a nothe r possible 
type of damping term. Suppose a mock collision t erm of 
the Krook typJ27) is put into (4 . 1), 
f + v f 
t X Ef v v ( f -f) 0 
where v is th e co lli s ion frequency, f
0 
(v; n, u, T) 
(4 . 2 3) 
is a lo ca l :-.lax\ve ll i an and T is the t empe r ature . Su c h an 
equ a ti on has been considered by We itzneJ14\ Withou t 
goi ng into the details , we merely state that if one app lies 
the Chapman-Enskog procedure to (4.23) and carries it out 
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to the Navier - S t okes level, one may compu te an approxi -
mation for q 
q -B (p/n)x (4.24) 
in wh ich th e electric field drops out entirely. The 
coeffici ent B depends on the temperature, but to a good 
approximation it may be treated as a constant. The 
validity of (4.24) is formally in the limit v+oo, thus 
binary collisions are assumed to be dominant. This is 
not th e limi t we wish to consider, as explained earlier, 
but in spite of that the form (4.24) of the d amp ing is 
useful. It is simple , unlike (4.21), and it is more 
amenable to an a l y tical calculations. In addi tion, it 
may be expected to hold fo r mo der a te v 's. Finally, any 
true d escription of a~ plasma will h ave to contain some o f 
both kinds of damping terms, the collisional (4.24) and 
the Landau (4.21) . 
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~ RK Linearized Theory 
In the next three sections E~ R I ~ d I ~TF we shall 
study different aspects of the LPE's wh i ch throw light 
on the i r general structure. I n the present section we 
shall study the linearized theory of uniform wavetrain 
solutions (sub-section A ) and the dispersion relation 
when the model dissipation ( 4 . 24 ) is included ( s ub-
section B). The first is val uable because any linear 
and near-linear solu tion can be constructed as a super-
position of uniform wavetr ains. The second will show 
the inherent l imitations in any der i vat i ve-like dissipation. 
We will go o n to consider breaking and shock solutions in 
~ S I and again in ~T K CK These d i scussions are important, 
not only because shocks are an important sub-class of 
non-linear solutions , but also bec ause the methods for 
getti ng at them are important. We shall conclude t h at 
there are no steady shock solutions of the LPE's, but 
that u nsteady shocks are possible. And finally, in ~ TKA 
and t7 .B, we shall completely a n alyze the uniform wave-
train solution of t he LPE's. Again, the methods used a rc 
worthy of note {in particular the Sturm sequence method 
of §7 .B}. Each of the three differen t kinds of solution, 
linear i zed, shock , and uniform wavetrain, adds a piece 
to the tot a l picture , and each is a kind of solution which 
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we are accustomed to obse rving experimentally. 
We may linea rize the LPE's by assuming 
,..., 
u = u 
where each of the tilda-ed quantities is small compared 
to unity. The mean level of p is of course a rbitrary. 
The linearized forms o f (4 .4 ), (4 .9), ( 4 .10), and ( 4.2) 
become 
,v 
"'-' 
nt + u == 0 X 
rKK~-
l,. 
/V 
Pt 
-./ ,.._; 
+ Px + E ;:;:: 
""' + 3S u = 0 X 
.-v 
E + n 0 
X 
0 
0 
which c an be r educed to a singl e equation for , say, 
Ptt - 3S p + p = 0 0 XX ( 5 • 1 ) 
This is a Klein-Gordon, or t elegraph, equation, and i t s 
solutions have been well-studied. ( 3 ) Its dispersion 
r e l a tion is 
It is interestin g to note that the entrance o f E into t he 
equat ion s le ads to t .he term p in ( 5 .1) and h ence to d i sper-
sian ( 5.2). Thu s the p l asm a case is qualitatively different 
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from the gas-dynamic cas e E = 0 , in which sound waves 
propagate without dispersion . 
A. Small-amplitude u n i:form wave t rains 
When a ll variables n, u , s , E in the LPE's depend 
only on e = Kx - w t, ~KK:e have from the entropy equat ion 
( 4.12) and from the current ( 4 . 7 ) and Poisson ( 4 . 2 ) 
equations t hat 
dS 
d8 == 0 ( 5 • 3 ) 
u = U( l - 1 / n) ( 5.4 ) 
where U = w / K. These can be u sed to reduce the number of 
variabl es i n the momentum equation ( 4 . 9}: 
( 5 • 5 ) 
This, togeth er with Po i sson's equ ation 
( 5 • 6 } 
forms a set of tHo equations for n and E . 
He expand n a nd E as in ~1I 
2 
n 1 + f"nl ( e ) + € n2 ( e) + 
2 E = f E 1 ( 8 ) + f E 2 ( 8 ) -:-
We also expan d w as in ~1 
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to allow for the elimination of secular terms. Putting all 
these expansions into {5.5) and ( 5.6), we have in 0(£) 
n1 (8 ) =A cos 8 + B sin 8 
E1 (8) = - A/K sin 8 + B/K cos 8 
It is sufficient for our purposes to take A = o. Then, in 
0 (£2 ), the solution of 
sin 
gives n 2 • If n 2 is to have no secular terms, we must take 
:::: 0 
vlhere upon 
With a similar solution for E one then obtains the follow-2' 
ing equation for n 3 : 
2 d n 3 
--2- + n..)..., 
d8 
The choice 
+ sin 28 + ( 
ss ) 
0 
sin 8 
sin 38 
( 5. 7) 
make s the coe fficient of sin 8 vanish, and so eliminates 
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secular t e r ms from n 3 • Later we shall derive th is same 
r esult from a small-amplitude expansion of the non-linear 
dispersion relation E~1MFK 
B. With dissipa tion 
Let u s now consider the lineari zed form of the LPE's 
wi th a small derivative dissipation 
(5. 8 ) 
analogous to ( 4. 24 ). The properties of the line ari zed 
solution are not particularly sensitive to the choice of q 
in terms of derivatives of n, p, and u, so we use the 
simpler form (5. 8 ) rather than (4.24 ) . 
With this dissipation, t he linearized LPE ' s can be 
r educed to a single equation for, say, p: 
-p - 3p"-' + ~p = €( ...... p + ""p ) 
ttt xxt t xx xxtt { 5. 9) 
S has been set to one for simplicity. He begin by investigating 
0 
s tea0y-profile solutions 
p = p( x - Ut} 
For s u ch sol utions , (5.9 ) becomes an ordinary differenti~l 
equation satisfi ed by exponen t i a l s 
'I'he equ ation for m is 
m( x - Ut ) 
e 
( 5.10) 
?4 
2 3 U(U2 - ~F 2 U 0 fU m + ~ m + E m + = 
" . u2 ' .r.ssumlng ::> -' we can write the expansions of the three 
roots for m as f _ _.__ 0, 
u2 
- 3 0( f} ml U€ + 
+ i 3€ 0(€'2} m2,m3 - ----- + + 
l./u2- 3 2U(U
2
-
3)2 
The root m1 gives the proper decay of (5.10) as (x - Ut) 
+ oo, and the roots m2 , m3 give the proper decay as 
( x - Ut) --> - en • As mentioned earlier, ( q 1), these expo-
nentials can only be fragments of non-linear solutions. 
Thus it is possible to envision a steady-profile solption 
described in its forward tail by (5.10) with m = m1 and 
in its rear tail by (5.10) with m = m2 or m = m3 • It 
would look somewhat as in Figure 6 . 
Figure 6. A possible steady 
profile solution. 
It can be shown that m1 is strictly real for e--- 0, so 
the tail in front is strictly a decay. m2 and m3 have 
imaginary parts, however, and so lead to decay with oscil-
l ation at the other end. 
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In the gns- dynamic "lindt" E ~ 0, the equati on 
{5.9} simplifies to 
steady-profile s olutions of this have but a sing le d ecay 
constant 
,.., 
U..:.- 3 
m ---
o Uf" 
Since this matches m1 for f: ---j!>ooo 0, it i s reasonable to say 
that the forward tail of the LPE solution i s " qas-dynamics 
dominated ," that is, t h at the effect of ·the electric field 
is negligible there. 
We now consider the dispersion relation of (5. 9). 
In the usual manner, it may be found to be 
. 2 2 
+ J. tK W 
qh~ expans ions of the three roots for f --- 0 ctre 
+ ,;3 2 1 . 
= - ) K + - J. f 4 3K 
2 ( 3 i-:- 1) + 
( 5.11 } 
All the imaginary parts here o f the correct signs to produce 
d . l·n ei {Kx -wt>. arr.p:t n g 
The ilvtl~oduction of darnping has t hus produced a n e \V, 
purely diffusive mode w 1 , and added damping t:o the prope1-
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gating mode s w2 and w3 • This is similar to what happens 
when we introduc e the Kavier-Stoke s d a mping terms into the 
I -
. ( 28) Euler equations of fluid mecban1.cs. The root locus 
of {5.11) in the complex w-plane , asK increa ses , is a l so 
similar to the Navier-S tokcs case, and is shown in Figure 7. 
The arrows indicate the directions of increasing K. 
Re w 
w 
2 
Im w 
Figure 7. Root locus of dispersion 
relation ( 5.11 ) as K in-
creases ( arrows indicate 
direction of increasing K). 
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Th e roots w 2 ·and w3 travel in almost exact semi -
circles until they both simultaneously hit the imagina ry 
axis at K = K. .. 0 The n w2 heads back up the imaginary axis, 
approaching the limiting value 
( 5.12 ) 
as K -----r- oo • w3 h eads do\,rn the imaginary axis, h aving the 
asymptotic behaviour 
as K--- oo. ''\ travels strictly down the imaginary axis, 
appr oaching the limiting value 
as K ~ oo, vihic h is above the limiting value ( 5.12 ) for 
As f incre ases from s mall values, the radii of the 
semi-circles in Figure 7 decrease approximately as 1/€ • 
By the time we r eac h E = 3/2, the semi-cir cles have shrunk 
to vanishingly s ma ll r adii. If we increase E any farther , 
the whole qualitative picture of Figure 7 is a ltered . This 
mi ght b e guessed from ( 5.12 ), since the square r oot ter m 
becomes imaginary for E > 3/2 . He shall not go in to the 
78 
case t > 3/2 here, since our object is to consider mod-
erately small damping. 
The behavior of the value K as a function of 
0 
damping E can be deduced in the limit € --""" 0 from the 
discriminant of (5 .11). When this discriminant vanishes, 
w ·- w 
2 - ..... Hence we set the discriminant to zero and find .:J 
K as a function of € for € --> 0.. This leads to 
as E:: -;;... 0, a formula vlhich turns out to be quite accurate 
for 0-< e: ..::: 3/2 ( as substantiated by numerical calculations). 
Propagation can take place (on the branches w 2 , w3 ) 
only for 0 <. K < K • 'rhe damping lm (W) increases \·lith K fo r 
0 
0 -< K ~h • These facts agree qualitatively Vli th experi-
o 
ment ( shorter waves experience a larger damping) but of 
course no sharp cut-off is observed. The sharp cut-off 
at K = K lies in the nature of the mode l . 
0 
Similar cut-
offs are observed for sound wave propagation when more 
detailed kinetic theory models are made (cf. 12, 28 ). 
The general features noted above, in particular, 
the existence of a cut-off wavenumber, can be expected in 
any deri va ti ve dissipation model.. This would be difficult 
to prove rigorously , but etiouyh examples have accrued 
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to make a p r etty strong c ase for it. The meaningfulness 
of a ll such models af t e r cut-off, that is, for K > K , 
0 
is extremely dubious . Thus they will s u ffer from inaccuracy 
in r egions where the s olutions vary too r apidly, e ithe r 
spatially or temporally. In particular, derivative dissi-
pation models canno t be expe cted to b e useful for calcu-
lating detailed shock structure. 
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§6. Breaking and Shocks 
We shall demonstrate two properties of the LPE's in 
this section: 
(1) the re is no possibili~y of a shock solution 
which is just a simple jump in level; 
(2) certain solutions of the LPE's break. 
The second property shows that shock solutions of the 
LPE's may be possible. The first shows that if shock 
solutions do exist, they will not be as simple as in gas 
dynamics. 
For the first, we shall show that . there is only a 
single constant-sta te solution of the LPE's. Putting a/at 
and a;ax to zero everywhere , we obtain from the momentum 
equation (4.9) that E=O . This in turn leads, through 
Poisson's equation (4.2), to n=l, and through the current 
equation, (4.7), to u=O. Thus if there is a const ant 
state both before and behind the propos e d shock front, it 
must be the same const ant st a te in both places . This 
means neither n, .nor u, nor E e xp e ri e nce s a jump a cross 
the shock front. Thus, there is no · shock front, and shocks 
o f the simple jump discontinuity type do not exist. 
For compl e tene ss, it s hould b e mentione d tha t a jump 
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in the pressure is allowed by the equations. It is, however, 
difficult to imagine a jump discontinuity in pressure 
propagating through an · othendse quiescent (n=l, u=E=O) 
medium. 
The reason a step solution does not exist is its 
inherent instability~ If we set it up at time t=O, it 
would decay almost instantly, because the charge imbaLance 
caused by the deviation of n from unity would result in 
a large restoring electric field, which would always 
act to pull n back to one. Hence, oscillations are possible, 
but not extended regions in which n>l or n<l permanently. 
Plasma oscillations and steady progressing steps are in-
compatible phenomena. 
In spite of the non-existence of steady progressing 
step shocks, we still suspect the existence of breaking 
solutions of the LPE's, simply because they are a hyper-
belie system. Hyperbolic systems are well-known to have 
breaking solutions whenever neighboring characteristics 
belonging to the same family ·cross<3>. The characteristic 
form of the LPE's may be found to be 
(6 .1) 
where 
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Et - nu 
or 
: u + 
(6 . 2) 
( 6. 3) 
The families of characteristics are thus the " particle 
paths" 
dx (ff =: u 
and the sound - wave characteristics 
dx 
Of ( 6. 5) 
so-called because ~ Pp/n is the soundspeed for y = 3. The 
characteristic form (6.4) indicates a characteristic velocity 
of either u or zero. \Vhichever we pick, it amounts to 
somewhat of a de gen eracy , since there are only 3 non-zero 
charac t eristi c velocities for 4 equations . 
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Eq. ( 6. 3) is equi valent to 
;::: 0 
which says that S is constant along particle paths, as 
in gas dynamics. 
While we can prove nothing about the general case, 
as regards crossing of characteristics and breaking, it 
is possible to demonstrate breaking for a special class 
of solutions. This class consists of solutions which are 
initially weakly discontinuous; that is, have initial 
discontinuities in slope. We study such solutions in 
the neighborhood of the wavefront 
0(x,t) 0 
by use of the fol lowing geometrical optics exp~nsions: 
eZ 
nl(t) 0 + nz(t) 2T + ••• n{+ .B > 0 
e < o 
+ •.• e > o 
e < o 
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1 + pl (t) 8 + P2 (t) 
82 
+ e > 0 2T ... 
p = 
1 e < 0 
E2 (t) 
82 
+ e > 0 2T ... 
E = 
0 a< 0 
The initial discontinuities in slope are seen 
from these expansions to be 
0=0+ 
n 1 (0) 0 (x, O) [nx ] 8=0- ns X 
8=0+ 
u 1 (0) ·e (x,O) [ux]8=0 - u (6.6) s .X 
0=0+ 
pl (0) e (x' 0) [px ] 0=0- = ps = 
.X 
Note that the initial discontinuity in E has been assumed 
to occur in its second derivatiive, not its first . This 
ar;rees with Eq . (4.2), which says that Exx = -nx, so 
that a discontinuity in nx is matched by a discontinuity 
E behaves like n, and so is continuous . 
X 
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We put the geometr~cal opt~cs expans~nns into the 
LPE's of §4, and group terms according to the power of G 
that they mult~plyK In this procedure, we assume et 
and ex are 0(1). as : e + 0. This assumption is later 
validated by our choice of e. We then set the coefficient 
of each power of e to zero. 
The procedure is illustrated for the continuity equation 
(4.4). For 9 > 0, 
(nu) 
X 
Hence 
• 
• 
• 
(6. 7) 
(6. 8) 
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Eq. (6. 7) is one of the set of three · "el.konal" equations 
for the LPE's (there is no eikonal equation resulting from 
E = 1- n). They may be manipulated to yield 
X 
0 
(6.9) 
(6.10) 
(6.11) 
The + sign corresponds to the possibility of the waves 
traveling either to the right or to the left. We pick 
the plus sign for definiteness, corresponding to right-
ward motion. Then the general solution of (6.11) will be 
8 (x, t) 1jJ (x- v3 t) 
If we assume the wavefront started at x=O at time t=O, 
and if we assume 0 can be written 
ecx, t) = t-W(x) 
the n 8 is uniqu e ly determined as 
0 (x, t) X = t - .:::;'3 (6.12) 
87 
Using (6.12), the three remaining equations of the 
type (6.8) are 
(6.13 ) 
(6. 14) 
E -.J3n =0 2 1 (6.15) 
Multiplying (6.13) by~ and adding it to (6.14), the 
variables u 2 and p 2 drop out, leaving an equation in n 1 , 
u1 , and p 1 only. Then u 1 and p 1 may be written in terms of 
n 1 using (6.9) and (6.10). The resultant equation for n 1 
is 
whos e solution is 
1 
Zt+c 
where c is a constant. c may be evaluated from (6.6) 
and (6.12) as 
c 
1 (6.16) 
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It is clear that if cis negative, n 1 (t) will become infinite 
at time 
c 
= - 2 
while if cis positive n 1 (t) will decay to zero smoothly 
as t +·· oo . Since n 1 (t) is proportional to the jump in 
derivative nx across 8 = 0 at time t, this means that nx 
becomes infinite at t tB when c < 0, which is what we 
call breaking. The solution becomes a shock front at 
this point, and the LPE's must be supplemented by shock 
conditions if we wish to continue the solution b eyond 
t = tB. We shall have more to say about shock solutions 
in §7.C. 
In terms of the initial discontinuities, the breaking 
condition c < 0 becomes 
< 0 
p < 0 
s 
f r om (6.6) and (6.9-10) . Thus when 
--
Figure 8. 
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/ 
/ 
-
(a) (b) 
Form of breaking and non-breaking disturbances 
'in the LPE's. 
n,u, and p have initial disturbances of the form of Figure 
8(a), the rightward-propagating disturbance will break at 
time t = tB. When they have initial disturbances of the 
form of F igure & (b) , the break in deri va ti v e wi 11 smooth 
out like 1/t as it propagates rightward. 
It might be remarked that the above results do not 
depend in any essential way on E . Thus the breaking is 
purely a fluid mechanical phe nome non. The form of shocks, 
etc., will of course depend on E. 
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97. Uniform Wavetrain Solutions 
In this section we shall study the steady progressing 
wave or uniform wavetrain solution of the LPE's (see 
Part II for definitions). In sub-section A, we shall 
formulate the LPE's. in a way which facilitates the study 
of uniform wavetrain solutions. Then we shall explore 
the solutions themselves, noting in particular the 
limiting cases of the solitary wave and the peaked wave. 
In sub-section B necessary and sufficient conditions for 
the existence of such waves will be formulated, using 
the method of Sturm sequences. And finally, in sub-sec-
tion c, we shall show the impossibility of joining a 
steady wave solution across a jump discontinuity to a 
constant state, a rather unusual type of shock suggested 
by the analogous solution in the Korteweg-de Vries 
problem (cf. ~OFK 
A. Equations for the uniform \vavetrain 
It is desirable, when finding steady-wave solutions 
of a system of partial differential equations, to express 
as many of the equations in conservation form 
(7.1) 
as possible. For when all variables are functions of 
9 = Kx - wt, this becomes 
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and the integration is immediate: 
KQ - WP - const. (7.2) 
Added motivation for seeking equations in conservation 
form comes from the fact that they are the most natural 
framework within which to study slowly-varying wavetrains, 
as we shall do in the next section. Also, the constants 
occurring in the integrated forms (7.2) turn out to be 
useful parameters for describing the steady-wave solu-
tion. 
We have already obtained three of the LPE's in 
conservation form. These were thP continuity equation 
(4.4), the energy equation (4.8), and the entropy equa-
tion (4.13). Hence these equations integrate immedi-
ately to 
Knu - wn = const. (7.3) 
(7.4) 
KnuS - wns = const. (7.5) 
Using (7.3) in (7.5), it follows that 
S = const. 
We will therefore take S to be one of the parameters of 
the problem. 
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For a steady wave, the current ( 4 .7) and Poisson 
(4.2) equations become 
dE 
-w- = nu d8 
K dE = 1-n de 
Eliminating dE/d8 between these, we obtain 
Knu-Wn=-W 
(7.6) 
(7.7) 
Thus the constant in ( 7. 3) is -w , and so we have finally 
n(u - U) = - U (7.8) 
where U = W/t<. 
Before passing on, \ve note that the physical restric-
tion of a positive number density, n > 0, requires that 
u c:::::U • 
This follows from (7.8) when we, without loss of generality, 
assume U .> 0. Since the pressure p is likewise positive, 
(4.11) gives the restriction S -> 0. 
We remarked in ~4 that the momentum equation could 
not be put in conservation form. It proves possible, 
nevertheless, to obtain a "pseudo-conserva tion " form \vhich , 
for our present purposes, has the same properties as a 
conservation form. Beginning from Eq. (4.5), we replace 
n in the last term by (1 - E ) to obtain 
X 
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Combining Eqs •. (4.9) and (4.11), we obtain 
Subtracting the last two equations, 
3 -
- 1/n <sn r = o 
X 
It \V'OUld be desirable to have the last term in this 
(7.9) 
equation merely involve S , since we know S is constant 
X 
for the steady wave. And indeed, this can be achieved by 
absorbing part of the term under the x-derivative: 
(7.10) 
Now, for the steady wave, this equation is effectively in 
conservation form (this is what we meant by "pseudo-censer-
vation form"). It integrates immediately to 
-w(n-l)u + K(nu2 - 1/2 u 2 + sn3 - 1/2 E2 
- 3/2 Sn2 ) = -KA (7.11) 
where A is a constant. 
By substituting for u in terms of n from Eq. (7.8), 
we may solve for E2 in Eq. (7.11) entirely in terms of n, 
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( 7 .12) 
Reversing the process, we may obtain E2 entirely in terms 
of u, 
2SU3 
3 (u-U) (7.13) 
With E given by either of the above formulas, Poisson's 
equation 
KE' (6) = 1-n = u~r (7.14) 
leads to a single differential equation in either n or u. 
In terms of u, it is 
- (U-u) 3 -J 
2 4 2A 
3SU - (U-u) 
-(U-u)3/2 
2 
- u + 
2SU3 
3 (U-u) 
\f Q (u.)= R(u) = 2 4 3SU - (U-u) 
3SU2 
2 (U-u) 
(7.15) 
where Q(u) ~s a fifth-degree polynomial in u which we shall 
use in the various :fOrms 
(7.16 ) 
{7.17) 
(7.18 ) 
and llhere 
w = U - u->0 
a
2 
= 2A - S ;;;;. 0 
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We identify a as a measure of the amplitude of the oscil-
latory solutions to be expected from Eq. (7.15). This is 
an extrapolation from the linearized theory, where we find 
a to be proportional to the amplitude. 
The linearized theory is obtained by first noting 
that u = 0 is the equilibrium point. We expand the ex-
pression under the radical in the first form of Eq. (7.15) 
to O(u2 ) as u ~oI and approximate the expression in front 
of the radical by its value at u = 0: 
u ' I u2- 3S u2 
= v( 2A - s > -
u2 - 3s u2 
(7.19) 
If 2A-S = a 2 :::::> 0 and u2 :::::> 3S, the solutions of this equation 
are seen to be sines and cosines with amplitudes proportional 
to a. This is what one should obtain, as may be verified 
by a direct linearization of the luke\-.rarm plasma equations. 
No other senses of these inequalities \vill lead to the cor-
rect linearized solution and assuming that the non-linear 
solution develops continuously from the linearized one by 
increasing the quantity a, we deduce that these inequalities 
will hold in general . 
Since ~ is the sound-speed for this problem , 
u2 :::::> 3S is the familiar statement that the \vavespeed is 
larger than the linearized sound-speed. 
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The statement was ma de above that the solutions of 
(7.15) will be oscillatory. This is because the slope, 
which equals R(u),vanishes at certain well-defined values 
of~; namely, the real roots of Q(u)(u=U is not a possi-
bility on the physical grounds that n is infinite thereF~ 
Approximating the differential equation in the neigh-
borhood of a simple , root u~· of Q (u), ue oc -y u
0 
-u, \ve see 
that the local behavior of the solution is parabolic tangency 
to u , as indicated in Figure 9. 
0 
u 
----~---
/ 
I 
I ' ' ' 
Figure 9. Behavior of the steady \vave 
solution near a simple root 
u
0 
of Q (u). 
Hence the solution is 11 turned around 11 \'lhenever it hits a 
root of Q(u), and so mus t travel back and forth between 
two adjace nt roots of Q(u) endle ssly. The only restric-
tions a re tha t u < U everywhere and that Q(u} be positi v e 
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between the two adjacent roots of interest (this since we 
are taking its square root in the differential equation). 
These last two restrictions are sufficient to eliminate 
all but one of the possible solutions of (7.15). To show 
this, consider the following deductions from Descartes' 
Rule of Signs applied to the forms (7.16) and (7.18) 
of Q: 
1. Q has 3 or 1 real roots less than u. 
2. Q has one real root less than zero. 
In case Q(u) has only one root less than u, the solution 
\vould approach u = U as 9 ~MM1 which we disallow. 
Jn case Q has 3 roots less than u, 2 of them will be 
positive because of statement (2). We designate the 
3 roots as u 1 , u 2 , u 3 , and assume the following ordering: 
(the case u 2 = u 3 represents a peaked wave, which is 
treated in Appendix B). Then since 
we have 
Q(u) ===- 0 for u c::::: u c::::: u 1 2 
The only possible solution is thus that oscillating between 
u 1 and u 2 , for Q(u) c:: 0 in u c::::: u 1 and in u 2 c::::: u c::::: u 3 , so 
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that these regions are disbarred. Any solution in u;::.. u 3 
must eventually approach u = U, which we again disallmv. 
The above analysis has tacitly assumed that the rel-
evant root of the denominator of R(u) in Eq. (7.15), 
1/4 
= U- (3SU2 ) uoo 
does not lie in the range of oscillation [u1 ,u2 ). Since 
u ":> 0 
. 00 
because u2 ::> 3S u 
, 00 cannot coincide with u 1 ; let us assume 
that it also does not coincide with u 2 , but lies in (O,u2 ). 
Obviously, u 6 = oo for u = u~ Let us inquire how u 9 
approaches infinity as u ~uMM • Near u00 Eq. ( 7.15) 
becomes 
which integrates to 1 ; 2 
{ 
. Ql/2(u ) l 
u-u ~ 00 ' 1./ e - e 
co 2K(3 SU2)3 / 8 1 o 
We note that this soln may not continue past 6 = e (8 
0 0 
an arbitrary constant of integration). Since it may not 
just "stop dead" in its trac k s, its only recourse is to 
become multivalued as in Figure 10, which is allowed be-
cause ~UM- 8 may have either sign. But multi-valued- ness 
must be rejected on physical grounds. Hence u
00 
must not 
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penetrate the r egion (0, u 2 >. 
u 
...... 
' 
' -~-} 
/ I 
, I 
" I 
I 
I 
-----
e 
Figure 10. Behavior of a steady wave 
solution \vhich crosses 
u = uoo. 
Up to this point we have left open the question of 
whether Q(u) does indeed have three real roots u ~ u. In 
sub-section B, a necessary and sufficient condition for 
this assumption to be true is given. It is 
2 
JL- • 2A - s c:: .!. < 1- tn 3 < 3 + 13 > < 7 • 2 o > 
u2 u2 3 
\vhere 13= (3s;u2 >114 This condition, as a byproduct, 
helps us to locate the position of u
00 
relative to u 2 and 
u 3 • For, from Eqs. (7.17) and (7.20), we find 
Q(u } = Q(U -/3U) 
co 
= (/3U) 3 {a 2 - u 2 (1- {3) 2} + su3 (1-{3) 2 ( 2+ /3) 
= ( s9 u } 3 [a 2- u32 ( 1- 13} 3 ( 3 + s9) J -: o 
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Since u
00 
==- 0, the only v1ay Q(u
00
) can be negative is if 
so that, when an oscillatory solution exists, the problems 
connected with u
00
E(O, u 2 ) never arise. 
Numerous additional inequalities concerning the 
roots of Q(u) can be found, requiring varying levels of 
ingenuity. We mention only two simple ones which will be 
of use in sub-section B: 
aoe:: I ul I ) ac::: u2 (7.21) 
They are obtained by noting, from the form (7.17) of Q, 
that Q > 0 for - a < u ~ a. It follows that the roots 
u1 , u 2 must lie outside of(- a,a]. 
We have said nothing of the special cases u 2 = u 3 
These are the cases of the solitary wave 
(wave of infinite wavelength, with only one crest or one 
trough) and the cusped peaked wave, respectively, as may 
be verified by an analysis similar to that leading to 
Figures 9 and 10. These cases are treated in Appendices 
A and B. The conclusion reached there is that neither 
case may occur, indepe ndently, so that the coalescence 
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of any two of u 2 , u 3 , u 00 entails the coalescence of all 
three. The type of wave produced when this happens is 
as illustrated in Figure 11, that is, a peaked wave with 
u 
Figure 11. The steady wave solution 
of maximum amplitude. 
a finite peak angle. This peaked wave is also the solu-
tion of maximum amplitude. For, from Appendix B, the 
parameters of the peaked wave solution are constrained by 
and taking note of inequality (7.20), it follows immedi-
ately that for fixed ~and u, the peaked wave is the solu-
tion of maximum~K that is, of maximum amplitude. 
A picture of the development of the non-linear solution 
from the linearized o ne may now be formed. We consider the 
entropy S and speed U of the wave to be fixed, and observe 
the movement of u 1 , u 2 , and u 3 as a increases from small 
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values (where u O~- u1~ a ). The results are indicated 
schematically in Figure 12. They are borne out by t he 
numerical experiments of Appendix c. 
u=u-------------
Figure 12. Movement of the roots u1 ,u2 ,u3 
of Q(u) as the amplitude a 
increases from small values. 
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We close this sub-section with a brief derivation of 
the average values of n, nu, and E for a steady wave. To 
begin, we note from Eq. (7.14) that when u is oscillatory, 
so also is the electric field E. Hence, when we integrate 
Poisson's equation over one wavelength A of the steady wave 
the left-hand side vanishes by periodicity, and we are 
left with 
A 
1/A j n{9)d9 = 1 
0 
(7.22) 
This says that the average value of n over one cycle is 
unity. A similar procedure applied to the current equation, 
(7.5), yields 
A j nu d9 = 0 
0 
{7.23) 
which says that there is no mean mass flow in the wave. 
To obtain the average of E, we go back to the momentum 
equation in the form (4.9), 
For steady waves, this becomes 
< K p - w u ) 8 + nE = o 
Integrating this over one cycle gives 
nE dB = 0 (7.24) 
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Replacing n via Poisson's equation, this reduces to 
;\. 1 E d9 
0 
0 
which says that the average value of E over one cycle 
is zero. 
B. Necessary and sufficient conditions for the 
existence of a steady wave 
(7.25) 
In sub-section A, we assumed that Q(u) had exactly 
two roots, u 2 and u 3 , on (0, U). Upon this assumption 
hinged the existence of a steady wave. Now we shall 
develop a necessary and sufficient condition for this to 
be true. 
We shall employ for this purpose the method of Sturm 
sequences, which is a device for finding the number of 
zeroes of a polynomial on the interval (a, b) of the real 
. . 1 th d 1 . 1 p ( ) h ax1s. For a typ1ca n egree po ynom1a x , t e 
Sturm (21) sequence assumes the form 
{P(x}, P'(x), P 3 (x), ••• , 
where Pn+l is a constant. Then if V(x ) denotes the 0 
number of sign variations in the Sturm sequence t·;hen it 
is evaluated at·x = x
0
, we have the result( 2l) 
No. of roots of P(x) on (a,b) V( a )- V(b). 
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This method is often referred to in numerical analysis 
literature as a way to obtain starting iterates for 
rapidly-converging polynomial root-finders. It can also 
be a powerful analytical tool,however, whenever one is 
concerned with finding conditions for a parameter-dependent 
algebraic equation f(x,a1 , ••• ,ak) = 0 to have a specified 
number of roots on a specified 
interval of the real x-axis. (The extension of the method 
to algebraic equations is possible because of the possi-
bili ty of obtaining excellent lmv-order polynomial approx i-
mations to most transcendental functions.) It makes pos-
sible analytical, as opposed to trial-and-error numerical, 
parameter studies. 
The construction of the sequence proceeds some\.;hat 
along the lines of the Euclidean algorithm(lJ) for finding 
the greatest common div isor of two integers. Taking the 
first tHo members of the s equence to be P1 (x) = P(x), 
p
2
( x ) =P •(x), the rest are given by(Zl) 
Pk(x) 
Pk+l( x ) . 1,2, ••• ,n-l) (7.26) 
\·.'here qk ( x) is the quotient and P k+Z is the remainder. I n 
other \-lords, p k+Z ( x ) is the negative of the r e ma inder o b -
t a ine d upon dividing Pk( x ) b y ~k+lExFI and is a polynomi a l 
of lower deg r e e than Pk+l(x). Sturm s e quence s are of course 
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not unique (e.g. any member may be multiplied by a posi-
tive constant) but the sequence generated by Eq. (7.26) 
proves convenient,and has the virtue of relative simpli-
city. 
In case the iteration process (7.26) terminates, in 
the sense that Pm-l (x) =/:-- 0 and pm(x)- 0 for m ~ n+l, then 
one or more multiple roots of P(x) are indicated. In 
fact, if the last j members of a Sturm sequence vanish 
identically, then we can say that P(x) will have N multiple 
roots of multiplicities m. (i=l, ••• ,N) such that 
l. 
N 
.E (m . -1) = j 
i=l l. 
Thus, for a given j, there are as many different possi-
bilities for the set {mi} as there are combinations of 
non-zero integers which sum to j. For example, for j=2, 
the possibilities are one triple root (N=l, m1=3) or two 
double roots (N=2, m1= m2= 2) of P{x). For j=l, there is 
no ambivalence, hov;ever, and the s ta temen t there is: P ( x) 
has one double root and no other multiple roots if and 
only if 
p 1 = 0 n+ and P ( x ) =/= 0 n 
The above result might seem to have some merit in the 
study of the solitary wave, where Q(u) has a double root 
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on (O,U). The situation is actually the reverse in prac-
tice, however; a direct investigation of the double-root 
case (Appendix A) without benefit of Sturm sequences 
leads to a condition much simpler than P 1 = o. This n+ 
simple condition can then be used to go back and factor 
P 1 in a non-obvious way. This brings us to an unfor-n+ 
tunate fact of life for the method of Sturm sequences, 
at least in the present case, but probably in general: 
it produces overly complicated expressions, which require 
considerable skill and ingenuity to simplify. The advan-
tage of the method is that it unfailingly yields necessary 
and sufficient conditions in various questions of root 
existence, complicated as those conditions may be. 
For the present case, the method was useful because 
it provided, after some lengthy manipulations, a single 
relatively simple necessary and sufficient condition for 
Q(u) to have two zeroes between u = 0 and u = u. That 
condition is derived in Appendix D, and is 
where 
2A 
a= Z 
u 
3S 1/4 
~= {-) 
u2 
(7.27) 
It ma y be transforme d into an inequality on the amplitude 
a 
2 
a 
u2 = 
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a-
1 4 2 8 1 3 
<-3 f3+2f3-3!3+1==3(1-!3) (3+!3) 
which is Eq. {TKO~of sub-section A. The assumptions 
used in deriving (7.27) were that u < U and that 
S>O 
a-
which were all deduced in sub-section A. The last is 
merely a restatement of a 2 > 0 in terms of a and f3. 
{7.28 ) 
{7.29) 
(7.30) 
The inequalities {7.27) through {7.30), taken to-
gether, delimit a region in the a f3-plane, which is shO\•m 
hatched in Figure 13. Because of {7.28 ) and {7.29 ) it is 
only necessary to consider 0-=:::13-<1, and {7.27) and {7.30) 
then give the upper and lower bounding curves of the region , 
respectively. It is only for a and 13 within the region so 
delineated that a steady wave may exist. 
It is interesting to note f rom Figure 13 that, as 
1P~1I both the range of possible amplitudes and the pos-
sible amplitudes themselves become exceedingly small. 
Since 13 -1 corresponds to U - V3s, this has the physical 
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1 K ~~----------------------------------------------------; 
a. 
a. 2 (3 2 - ~EP + 1 3 
. 8 
Figure 13. The region defined by inequali ties (7.27) through 
(7.30). A steady wave solution is only possible 
for a and (3 within this region. 
1.0 
.. 
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interpretation that waves travelling near the soundspeed 
must have very small amplitudes, as we would expect in the 
sound Have limit. Even for U = 2 \[35, the maximum amplitude 
(actually amplitude-velocity ratio, a/U) is only about 0.17. 
At the other extreme, as (3-- 0 and hence U --oo, the maxi-
mum possible amplitude 
( a/U) ---- 1 max as f3 --o, 
and we have 
a = 0 (U) 
max 
as U ~ooK Of course, in reality, excessively high ampli-
tudes and velocities would not occur because the assump-
tions used in deriving the LPE' s \vould break dmvn. In 
particular, dissipative mechanisms, represented by the 
neglected term q, would become active because of large 
temperature gradients; and furthermore, because of the 
large associated electric fields, it would no longer be 
reasonable to assume the ions to be immobile. Thus the 
region shown in Figure 13 should be even further delimited 
by model breakdown, but we have not attempted to estimate 
this effect. 
c. A Shock-like -solution compounded of a steady wave 
and a constant state 
Earlier, in 9 6 , certain solutions of the LPE' s were 
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shown to break, n amely, those with an initial discontinuity 
in slope of the proper sign. At the sa~timeI the impos-
sibility of a steady shock joining t wo constant states was 
demonstrated. It is of c o urse possible that breaking solu-
tions of the LPE's produce only unste a dy shocks; but before 
reaching this conclusion we shall examine the one other 
possible type of steady shock, that in which a steady wave 
solution is joined onto a constant state. 
We receive some motivation in this direction from a 
possible steady solution of the Korteweg-de Vries equation 
with damping (Eq. (III.2)). This solution is shown in 
Figure OE~OFI and is a true bore joining two different 
water levels. The solution only exists for a limited 
range of the damping coefficient v(for fixed velocity U 
and water depth h ). What is of interest for us is tha t 
0 
as v ~o the solution becomes a steady wave at the upper 
level joined across a jump discontinuity to a constant 
state at the lowe r level. It is for s uch solutions tha t 
we shall search in the LPE case. 
The type of s olution we a r e seeking is shown sche -
matically in Fig ure 14. It is the only remaining poss i-
bility f o r a steady s h ock , since the only steady solutions 
of the LPE's are the consta nt state 
n = 1 
0 
u = 0 0 S=S 0 E =0 0 
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and the steady wave of sub-section A. The change of level 
will not be as pronounced as in the Korteweg-de Vries case 7 
as we have tried to indicate in Figure 14. This is because, 
taking u as a typical .example, the steady wave solution 
oscillates between levels u 2 and u 1 above and below the 
constant state value of u=O. The oscillation is not sym-
metric about u=O, but its mean level does not differ much 
from u=O either. 
--+--~u 
Figure 14. Steady wave joined to 
a constant state 
For solutions such as shown in Figure 14 to exist, it 
is necessary that mass, momentum, and energy be conserved 
across t he shock front. It would also be reassuring i f 
entropy increased across the shock front. We shall there-
fore formulate these conditions for the proposed solution , 
beginning from the LPE' s in the form 
nt + (nu)x = 0 
2 3 ( nu)t+ (nu + Sn ) x + nE = 0 
2 3 2 3 3 (nu + Sn + E )t + ( nu + 3Sn u) x = 0 
E = 1-n 
X 
(7. 31) 
(7.32) 
(7.33) 
(7. 34 ) 
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and then see if all these conditions can be satisfied 
simultaneously. 
There is a standard body of theory concerning the 
derivation of shock conditions from equations in conser-
vation form (see, for example, Ref. 3). For an equation 
dP + dQ _ O dt dX -
there is a corresponding shock condition 
connecting the discontinuities(P] and[QJ across the shock 
with the shock velocity, U. For Eqs. (7.31) and (7.33) 
these formulas become 
[nu] = u[n] 
[nu2+ 3Sn3u] = u[nu2+ sn3 ] 
or, using the subscript ' .s' to refer to quantities on the 
steady-wave side of the shock front, 
n u - n u = U(n - n ) 
s s 0 0 s 0 
n u = U(n - 1) 
s s s 
(7.35) 
and 
n u 
3
+ 3S n 3u 
s s s s s 
= U(n u 2+ S n 3+ E 2- s ) 
s s s s s 0 
(7.3 6 ) 
These account for the conservation of mas s and energy, 
respectively. 
114 
The condition (7.35) is really no restriction at a ll 
on the location of the shock front, for it is identical 
to Eq. ( 7. 8 ) and thus holds every\vhere i n the steady wave . 
From relation (7.11) for the steady wave, we obtain 
U(n -l)u - n u 2+ l u 2- s n 3+ 1 
s s s s 2 s s s 2 E 
2+ l S n 2 = A 
s 2 s s 
The first two terms cancel by (7.35), leaving 
u 
2
- 2S n 3+ 3S n 2+ E 2 = 2A 
s s s s s s 
From Eq. (7.36), again using Eq. (7.3 5 ), 
2 3 3u 2 
u + S n (1- -2.) + E = S 
s s s u s 0 
Substracting the last two equations, 
2A-S 
0 
- 2 3 
= S n ~On + 3-n + U n u ) 
s s s s s s 
Using Eq. (7.35) once more, thi s reduces to 
But 
2A - S = 0 
0 
a
2 
= 2A - S ::::- 0 . 
s 
from sub-section A, so that 
s :;::.. s 
0 s 
(7.37) 
This says that the entropy must decrease across the shock 
front, a result which is contrary to thermodynamics . Hence 
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we reject shock solutions of the proposed form. 
To add to the weight of the argument against steady 
shocks , we shall show that it is not possible to obtain 
a smooth shock solution by adding the dissipation (4.24) 
to the LPE's. The proof will be patterned after the dis-
cussion of ~O; we sha ll obtain a system of ordinary dif-
ferential equations and then show that it has but one 
singular point. 
With the dissipation term (4.24) for q in the LPE's, 
we look for solutions which are functions of ~ = x - Ut. 
The integrated form of the continuity equation, (7.8), 
is unaltered: 
n(u-U) = - U 
as are Poisson's equation 
E' = 1-n 
and the momentum equation ( 4 .5) 
2 ' (- Unu + nu + p)' + nE = 0 
The integrated form of the energy equation (4.8) contains 
the contribution from q: 
where B is a constant. 
By defining 
3 
nu + 
Q = p /n 
3pu - f3 (p /n )' = - B 
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it is possible to reduce the preceding four equations to 
a system of three ordinary differential equations: 
where 
PQ' = F(Q,u,E) 
E' = u 
u-U 
u' = u-U 2 [E + ~ F(Q,u,E)] Q-(u-U) 
F(Q,u,E) 
(7.38) 
The singular points of (7.38) are where the three 
right-hand sides vanish simultaneously. One may quickly 
find that 
u = o, E = O, Q = B/U 
is the only singular point. Since a shock s olution must 
have two singular points, one to start frommd one to 
arrive at, the system (7. 38 ) has no shock solutions. 
The non-ex istence of steady shocks indicates that any 
shock solutions of the LPE's must be unsteady. We found 
evidence of breaking in ~ S I so unsteady shocks are a distinct 
possibility. There might even be an unsteady shock o f the 
type shown in Figure 14, only with the wavetrain behind the 
shock moving relative to the shock front, carrying away 
momentum and energy to preserve the shock conditions. We 
shall not pursue such questions here, however . 
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~UK Slowly-Varying Wavetrain Solutions; The 
Averaged Equations 
The last section was devoted to the uniform wavetrain 
solution. The present section will consider the slowly-
varying wavetrain, using the two-timing method of Part II. 
We shall derive the averaged equations in sub-section A. 
Then we shall show how an arbitrary but small dissipation 
can be taken into account· in the averaged equations, in 
sub-section B. Finally, in sub-section C, we shall put the 
averaged equations into characteristic form and study their 
type (elliptic, hyperbolic, parabolic). This will lead 
naturally into a discussion of non-linear stability in 99. 
There are numerous reasons for considering slowly-
varying wavetrain solutions. Foremost of these is the 
likelihood that, for a suitably restricted class of initial 
distrubances, the solutions of the LPE's develop asymp-
totically (as x, t -- oo ) into slowly varying wave trains. 
This is a reasonable extrapolation from the result in 
linearized LPE theory (and indeed in any linear dispersive 
wave theory) that all localized initial disturbances dis-
perse into slmvly varying wavetrains as x, t -- oo, x/t 
fixed (proved by the method of stationary phase). The 
entrance of non-linear distortion brings with it the possi-
bility of breaking into a shock, however. Thus our re-
stricted set of initi a l disturbances would be those for 
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t.vhich the dispersion would dominate the non-linear dis-
tortion. \'le have already seen an example of the trade-off 
of these two effects in our study, E~SFI of solutions of 
the LPE's with an initial discontinuity in slope. For one 
sign of this discontinuity, non-linear distortion dominated 
and the solution steepened and broke; for the other sign, 
the solution smoothed out with time. The latter solutions 
are of the type that develop into slowly-varying wavetrains. 
Another important application of the slowly-varying 
wavetrain theory is in deducing stability criteria for the 
uniform wavetrain. We shall have more to say on this matter 
in ~9K 
A. Deduction of the averaged equations 
Proceeding via the Luke expansion or two-timing method 
of Part II, let us expand each and every variable in the 
lukewarm plasma equations according to the following pat-
tern: 
( 8 .1 ) 
The zero-order quantities in each expansion will be the 
uniform wavetrain solutions of q7, only now the various 
parameters A, u, etc. will depend on X = EX and T = Et. 
We shall apply the Luke expansions (8.1) to the LPE's 
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in the form: 
c [ J a [ 2 1 2 Sn3- 3 Sn2- 1 E2] ___ 1 2 dS 
at (1-n)u + ax nu - 2 u + 2 2 2 n ax (8.2) 
a ( 2 Sn3+ E2) + d ( 3 3 ) (jt nu + ax r.u + 3Sn u = 0 (8.3) 
d d (jt(nS) + (jx(nuS) = 0 
E = 1-n X 
(8.4) 
(8.5) 
Equation (8.2) is the modified form of the momentum equation 
derived in the previous chapter. It is useful because its 
right-hand side is Q(€), so that in 0(1) it is a conserva-
tion equation. Equation (8.3) expresses the conservation 
of energy; it may be derived directly from the Boltzmann 
equation (§4). The last tHo equations are the entropy and 
Poisson equations, respectively, just as they were used in 
the previous chapter. 
The absence of the continuity equation from this set 
may be noted. This is because its averaged form 
a 121r o r27r ~t n de +a- g~ nu d8 = 0 
0 0 X 0 
becomes 
0 a (jt(27r) + dX(O) = 0 
or simply a tautology, using the results (7.22) and (7.23) 
of the last chapter. 
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Any choice for the lukewa rm equations would lead, wifu 
patience, to the results we shall obtain here. In these 
types of problems, however, a wise initial choice of equa-
tions can often save ~ne a good deal of calculation. This 
is partly a matter of experience , but there are certain 
guidelines that one may follow, most important of \vhich is 
that equations in conservation form are desirable. That 
is why as many of the LPE's as possible have been written 
in this form (including the unnatural pseudo-conservation 
form (8.2) of the momentum equation). 
For equations in conservation form 
we showed in Part II that the condition tha t the solution 
be bounded in first order was 
(8.6) 
where P and Q are the zero-order terms in the expansions 
0 0 
( 8 .1) of P and Q . Equivalently, (8 . 6) may be obtained by 
the averaging method (Part II). In any case , from the con-
servation equatiQns ( 8 .3) and (8 . 4), we have the averaged 
equations 
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_Q_ 121r 2 3 E 2 )dB + a !21r 3 3 )d8 = 0 (n u + S n + ax ( n u + 3S n u oT 0 0 0 0 0 0 0 0 0 0 0 0 (8.7) 
0 27r a j21r 
()T 1 n S d8 + ax n u S d8 = 0 ( 8 . 8 ) 0 0 0 0 0 0 0 
To simplify Eq. ( 8 .8), we must note that S , being the zero-
o 
order solution for the entropy s, is i ndependent of e accor-
ing to the preced ing section , so that it depends only on X 
and T. Then (8.8) becomes 
12 7rn u d8 = 0 0 0 0 
From the results (7.22) and (7.23) for c:::: n
0 
::::>and c::::: n u :::::. 
0 0 
this reduces to 
as 
0 ()T = 0 ( 8 .9) 
Thus S = S (X), that is, S retains its initial distribu-
o 0 0 
tion for all time. 
For dealing with the momentum equation, an expression 
for osl;oe in terms of zero-order quantities will be needed. 
We therefore expand the particle-path form (4.12) of the 
entropy equation 
a 0 es1 . . . ) (-W- + ~ aT >< so+ + ae 
+ (uo+ EUl + 0 ••• ><Kae + 0 ... ) E ax ) (So+ E s 1 + = 0 
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and take the O(f) equation, using (8.9) to simplify: 
(Ku 
0 
Multiplying this through by n and using (7.8) of the last 
0 
section, we arrive at 
dSl as 
w 0 (8.10) ae = n u ax 0 0 
The modified momentum equation (8.2) can be ·written 
which is expanded to become 
Setting the O(l) term to 
dP 
0 
-wa-a 
zero gives 
dQ 
0 
+ K de = 0 
which we integrate as in the last section to obtain 
Q - UP A(X,T) 
0 0 
(8.11) 
Notice that the dangling S term does not contribute in 
X 
0(1), but .only in O(t), as we mentioned earlier. The O(f) 
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equation is 
aP1 ao1 aP ao as os 0 0 + l 2 1 0 
- w o e +K o e + o T + oX 2 no ( K as + oX) = O 
Replacing os1;ae using (8.10), 
a oPo 
ae ( KQl- W p 1) + 0 T 
ao n u OS 
0 1 2( 0 0 1) 0 0 
+ oX+ 2 no --U-- + ax= 
With u = U- (U/n ), this reduces to 
0 0 
OP 
0 
oQ 
0 
= - 0 T ax 
(8.11.1) 
By the same argument as before, the condition that 
(KQ1- WPl) be bounded as 9 --$>()() is 
0 121r 0 f21r OS 12-rr 3 
aT PodS + - Q de + a~ 112 n dO = 0 {8.12) ax 0 0 
0 0 0 
where, from {8.2), 
p = (n - l)u 0 0 0 
Q = n u 2 1 2 S n 3 3 S n 2 1 E 2 2 u + 2 - 2 0 0 0 0 0 0 0 0 0 
It is interesting to note that this is similar to \..rhat we 
would obtain from averaging {8.11) directly, the crucial 
difference being the extra factor of n we obtain in the 
third term. This in turn comes from _the ~p1/dU term, which 
\•7ould be missed in a naive appli<eation of averaging to 
(8.11). 
Supplementing the three boundedness conditions ( 8 .7), 
(8.9), and (8.12) will be the non-linear dispersion rel a tion 
derived in Part II. The equation analogous to (II.l) for 
the present problem is (7.15). However, it is preferable 
to work with n in the present calculation, so we re-phrase 
0 
(7.15) in terms of n • 0 Transcribing Eqs. (7.12) and (7.14) , 
E
0
2 ~ 2A + S
0
(2n
0
3
- 3n
0
2l- uO En~:l )\oF(n
0
) 
oE 
{8 .12.1) 
K ~ M = 1-n (8.12.2) (,jle ,\ o 
it is clear that the equation for n is 
0 
on 
0 
K ~= 
2(1-n )\)FCn ) 
0 0 
F 1 ( n ) 
. Q (8.13) 
Now , dropping zero subscripts from here on, the non-linear 
dispersion relation for (8.13) is 
Kfn2 F 1 {n) 
n1 2(1-n) \}F(n) 
dn = 1r ( 8 .14 ) 
which is (II.4) with . A-= 2 7r; the limits n 1 and n 2 are roots 
of F(n), since n=l can be shown to be an unsatisfactory 
limit of oscillation [e.g., using (7.22)], and n1 and n 2 
must be roots of the right-hand side of ( 8 .13). 
Equation ( 8 .14 ) together with the three aforementioned 
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averaged equations (8.7), {8.9), (8.12), furnish a suffi-
cient number of equations, in principle, to determine A, 
s, U, and K as functions of X and T. 
Before proceeding, let us take a moment to discuss 
the reformulation of integrals like {8.14) as complex loop 
integrals. The subject is well treated in s6me of the 
older analysis texts (e.g. (29)) under the title of hyper-
elliptic integrals. vie begin by taking n to be a complex 
variable. Then, to make \fF(n) single-valued in the n-plane, 
we put cuts from n 1 to n 2 and from the other r6ots of F(n) 
to ro (Fig. 15). For definiteness, take \[FTi1f positive on 
the top side of the branch cut. Then (8.14) may be written 
K 1 F' ( n ) dn = 7r 
rl 2(1-n) VF(n) 
(8.15) 
where ~ goes from n1 to n 2 along the top side of the branch 
cut (Fig. 15(a)). But ~takes exactly the same values 
just below the branch cut as it does just above, only with 
the sign reversed. Hence we also have 
f F' (n) K dn = 7T 
r2 2 Cl-n ) I) F ( n ) (8.16) 
where r 2 runs from n 2 to n1 just below the cut (Fig. 15 {a)). 
Adding (8.15) and (8.16), 
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K f F' (n) 
· r 2 ( 1-n) "\j,_F_(_n_) dn = 2 7r ( 8 .17) 
where fis a closed contour hugging the branch cut (Fig. lS(b)). 
We have omitted the simple proof that the contributions from 
the vanishingly small circles around n1 and n 2 vanish. 
----~---/ -/ ~ r 1 r. 
--~-=---- -- I ,----
(a) (b) 
Figure 15. The complex n-plane ; branch 
cuts and contours used in 
converting certain hyper-
elliptic integrals along the 
rea l axis to complex loop 
integra ls. 
But once th~ integrals are in the form (8.17) there 
is no longer any need to tie the loop contour d own to the 
branch cut. It may be any closed contour surrounding the 
c ut, b y Cauchy's Theorem, such as the contour r• of Fig. E 1R E b ~ 
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Thus from now on we shall write loop integrals without 
reference to any particular contour. 
There are several advantages to using these complex 
loop integrals, among . >vhich are: 
(1) numerous techniques of complex analysis (e.g. 
Laurent•s qheorem;soo~ll} become available to us; 
(2) certain integrations by parts, illegal along the 
real axis, may be performed; 
( 3) derivatives vli th respect to a parameter, say A, 
commute with the loop integral, but do not with 
the real integral because n 1 and n 2 depend on A. 
As an illustration of (2), and to set the equation 
up for further work, let us integrate (8.17) by parts: 
- K f -J F ( n ~ dn = 21r 
(1-n) 
(8.18) 
The apparent singularity in (8.17) at n=l was removable; 
now it is genuine, and (8.18) would be nonconvergent along 
the real axis, because n=l (the equilibrium value) will 
always lie between n1 and n 2 • 
We will now derive the ma ster function W for this 
problem from ( 8.18). Our procedure will be ess.entially 
ad hoc, but could be justified . by an appeal to the averaged 
Lagrangian (§11) which is equivalent to W. The derivation 
consists basica lly in noting that the canonica l form found 
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· tl 1 · d · · relat1' on 1' s ( 15 ) by Wh1tham for ~e non- 1near 1spers1on 
(8.19) 
where A is the integration constant from the conservative 
form of the problem•s ·momentum equation. In our problem 
A was only the integration constant from the pseudo-conser-
vative form. of the momentum equation (7.11), but it turns 
out the trick \vorks anyvray. Identifying from (8.18) 
1 
211" f (8.20) 
and noting from (8.12.1) the A-dependence of F(n), we deduce 
w = - t7r j (8.21) 
With this form of w, it is possible to write the averaged 
equations (8.7) and (8.12) in terms of Wand its partials 
ivA, WU, w5 • First, ho-vrever, let us manipulate the definition 
of an averaged quantity into a form which is convenient for 
us. We begin with a general quantity P (n,u,E) such as occurs 
in (8.7) or ( 8 .12), and subs titute for u a nd E according to 
u = U- U/n {8.22) 
E = ~ ( 8 .23) 
/\ 
to produce a quantity entirely in terms of n , s ay P( n ). 
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Then 
= K f P(n) dE 
211" 1-n 
K f d ~ = - 211" E(n)dn(l-n) dn 
f 1\ "' ~ \j F ( n) P ( n) + ( 1-n) P • ( n) dn (l-n) 2 = (8.24) 
To get from the first line to the second, we converted to a 
loop integral in the complex plane and used Poisson•s equa-
tion. Then we did an integration by parts, and finally 
used (8.23). 
The computations of the averages c::::: P(n,u,E);::::.. for the 
specific P 1 s of (8.7) and (8.12) are relegated to Appendix E. 
It is also shown there how these averages may be written in 
terms of w, lvu, etc. The results are 
(8.25) 
(8.26) 
Equation (8.25) comes from (8.12), and (8.26) comes from (8.7). 
Coupled with 
as 
()T = 0 
KW - 1 A -
these form a completely determinate system for A, s, K, and u. 
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Since the identity (II.lO) 
(8.27) 
holds from the definitions of w and K, it must follow from 
the four preceding equations • . This can be demonstrated by 
expanding (8.26) and using the other three equations to 
simplify the result. One must note in so doing that 
with a similar expression for {)ltlj(jX. 
The conservation law (8.27) is called the conservation 
of waves. It says that the number of wave crests K/27r t:. X 
in a length t:.X of the wave may only change due to the net 
flux l/27r[(KU)X+t:.X- (\<U)xJ of wave crests across the boun-
daries of this interval. This explains \vhy the slo..,.1ly-
varying theory will generally hold for late times, t -co , 
if it holds at all. For (8.27) assumes, that no waves are 
being created or destroyed; if they were, ( 8 .27) would need 
a source term on the right-hand side. Thus ( 8 . 27) cannot 
be valid near t=O for an initial value problem , for the 
initial disturbance usually requires a period of time to 
resolve itself into its component \vave trains . Similarly, 
the slowly-varying theory would only be valid sufficiently 
far from a boundary at which waves Here being created 
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or absorbed. 
Using (8.27), (8.25) may be simplified to 
dW'u dHu 
K dT + KU ()X - d.?. H ()S = O ()X - K S ()X (8.28) 
We take this together with 
dl< () ( KU) 
()T + ()X = 0 
dS 
dT = O (8.29) 
( 8.30) 
as our simplest set of averaged equ'ations. If desired, 
K may be eliminated from this system entirely by using 
(8.30) . The result is 
01'/ oH 
oA OS u u 0 oT + u ox - WA oX - Hs ox = 
dW OHA dU A u vl 0 aT + ax - ax = A (8 .31) 
dS 
oT = 0 
Eve n with S=constant, this system is inaccessible to our 
present-day analytical tools. We shall deduce some facts 
about its characteristic velocities in §8.c , about its 
stability in §9 , and about its small-amplitude limit in 
§10, but we shall not attempt to solve it in this thesis. 
132 
One remarkable result about the averaged equations 
is that it is possible to put the first of ( 8 . 31 ), which 
comes from a non-conservative momentum equation, into 
conservation form: 
ov-1u o( rn.;u > 
- lv OA - w OS - VI dU ~ + ox A ax s ax u ax 
,hl d u lv) 0 = ~q + a-<uw - = X U 
Ne close with some remarks about the physical inter-
pretation of the parti als of w. Starting from the formula 
( 8.24 ) for a general average , we deduce : 
c=::n::>= _-KJ 2 71'" -vF(;;} dn = K H {l - n)2 A 
3 
c:p =-= < Sn => dn 
= - 2KSWS 
c::-E =>= <~}>= _ _K f F { n) + ~ { 1-nFcD {n} 
2Tr ( l-n ) 2 dn 
= 0 
The last result follows from Cauchy's Theorem since the 
integrand is anaiytic . Thus the three partials of ~v have 
physical interpretations as the average values of n , u , and 
p . {We had already deduced the average of E was zero , Eq . 
(7 . 25 ) , but the present derivation is more straightforward .) 
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B. The inclusion of dissipation 
When there is dissipation in a system, it is not 
possible to write do~m a Lagrangian for that system , and 
the method of the averaged Lagrangian is no longer strictly 
applicable. Provided that we consider the dissipation to 
be small, of 0{£), hoHever, the Luke expansion method can 
still be applied. The results can no longer be written 
strictly in terms of a single quantity vl and its partials, 
as in the first section; but the equations are substantially 
the same, >-.ri th only the addition of an extra term to the 
entropy and momentum equations. This term takes the form 
of a weighted average of the dissipation term. 
The application of the Luke metho d to the Korteweg-
de Vries equation with a small dissipation term has been 
considered as an example iri ? 3. 
The reason we must consider the dissipation to be small 
is that, if it were significant, it would destroy the possi-
bility of a steady-profile wave over an extended region of 
space and time. Any such wave would decay too rapidly fo r 
us to use it as a basic solution and consider slowly-varying 
perturbations of.it. The whole idea of slowly- varying 
perturbations becomes meaningless in such a s ituation. i•lhen 
the d issipa tion is O{E), however, a steady wave may persist 
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for many cycles, ard its amplitude Hill only decay slowly, 
so that this decay fits into the category of a slowly-
varying perturbation. 
From the mathematical standpoint, the presence of dis-
sipation generally alters the form of the conservation 
equations to -
(8.32) 
The "dangling" term R describes the dissipation, and causes 
the quantity P not to be conserved. If R is 0(1},. the 
averaged form of Eq. ( 8 .32} is 
This is clearly inconsistent, since all terms are not of 
the same order, unless we require 
which mean s that th~ dissipation has no net effect on the 
wave; such a dissipation would be unphysical. Thus, to use 
the averaging method, we need to have 
<R==-- = O(E) 
For the present , He shall achieve-= R ==-- O( E } by taking 
R to be explicitly proportional to E. This need not neces-
sarily be the case, however. In the dissipationless case, 
Eq. ( 8 .2) was of the form of Eq. ( 8 .32) with 
135 
2 dS 
R = 1/2 n a.x 
Because of the special circumstance that S was independen t 
0 
of e, the averaged form of this term was O(E). Thus we may 
make the general observation that for systems of p.d.e.'s 
in non-conservation form like Eq. (8 . 32 ), the averaging 
method is still applicable, provided only that the averages 
of the dangling terms are O(E). This holds whether or not 
the dangling terms represent diss~ationI and ~1ether or not 
they are explicitly proportional to E • 
In our derivation of the LPE's from the "collisionless" 
Boltzmann equation, we noted that the energy equation was 
2 2 3 (nu + p + E )t + (nu + 3pu + q)x = 0 ( 8 .33) 
\vhere 
q = J {v-u) 3 f dv 
and f = f{x,v,t) was the distribution function. For the 
dissipationless LPE's, we took q=O. Now we assume 
q = f r ( 8 . 34) 
where r depends on n,u,p,E and is to model the dissipation 
in the system. TvlO physically reasonable forms of q were 
discussed in § 4, 'but the success of the method to follow 
is independent of the nature of q. 
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The only two equations among the LPE' s \vhich are 
altered by taking a non-zero q are the energy equation 
(8.33) and the entropy equation, which becomes 
Er 
X 
st + usx + ---3 = o 
n 
(8.3 5 ) 
~ve now reconsider the Luke expansion of each of the LPE' s 
which are affected by dissipation. 
Writing the modified energy equation as 
we may apply the Luke expansion just as before 
0 0 1\ " (- W oS + E c3T) ( p 0 + E p 1 + • • • ) 
d d "\ A 
+ (Koe + E. ox)(Qo+ €Ql + Ero + ••• ) = 0 
The 0(1) result is clearly una ltered by dissipation. The 
O(E) result is 
"' ;-... To prevent (wP1 - K 0 1 ) from being unbounded as e --co , He 
nust require 
A [2rr (Jp 0 
..{) ( OT 
The term involving r c learly integrates to zero , and we 
0 
are left with the same result (Eq. ( 8 . 7)) ·as ' in the dissi-
pationless c ase . Thi s may a t first glance seem surprising, 
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but it is perfectly reasonable , for the energy that is 
lost from the wave motion due to dissipation is gained 
by the random therma~ motion, >·lhi~h is measured by p . 
No energy disappears from the system , with or without 
dissipation . 
Omitting the details, \ve note that in 0 ( 1 ) the 
entropy equation , E UKPR ~ reproduces the diss i pationless 
res ult OS 
0 ~ = 0 
and in O (E) yiel ds 
as 
--D..+ oT 
Multipl ying through by ~M and using Eq. ( 7.8 ) 
n ( u 
0 0 
- U) = - u 
leads to 
os
1 
OS as K Or 0 0 0 woe = n TT + n u ox + --2 as 0 0 0 
n 
0 
The condition that s1 be bounded as e -ro is 
t "( Jso os K Oro ) 0 c19 0 no oT + n u ox + --2 oe = 0 0 
0 n 
0 
{8 .36.1) 
( 7.8 ) 
( 8.36 . 2) 
then 
By virtue of Eq . (8 • .;6.1) and r esults ( 7 . 22 ) and (7.23 ) for 
oe:::: n > and c::: n u > this reduces to 0 0 0 , 
dS 
0 
C1T = D ( 8 . 37) 
v1here 
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K f 21r 1 Oro 
n == - 21r --2 a e 
o n 
== 
-K. . 
211'" 
0 
de 
( 8 .38 ) 
The second form of D follows from an integration by parts. 
Putting (8.37) back into ('8.36.2) and using (7.8), 've obtain 
(8.39) 
Since the momentum equation is unchanged in form, the 
0(1) and O{E) results (Eqs. (7.11) and (8.ll.l)) from the 
previous sections still apply. N G\V, ho·Hever, \ve must replace 
os1;oe in Eq. (8.11.1) according to Eq. ( 8 .39), leadi ng to 
n 
0 
os 
0 
ox+ 
The boundedness condition associated with this equation is 
1 3 D 08o 
2 11o <u + ax> + K 2U Te d8 = 0 Or } 
The term involving r integrates to zero. Putting in the 
0 
expressions for <= P => , ...:: Q =>, 
. 0 0 
1 3 
and <= 2 n
0 
==- from Appendix E 
just as in the dissipationless calculation, we arr ive fin ally 
at 
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The complete set of averaged equations for the LPE's 
with dissipation are thus 
dS dT = D 
KH = 1 A 
( 8 .40) 
(8.41) 
( 8.42) 
( 8-43) 
Equation (8.40),unchanged £rom §8.A, comes from the energy 
equation. Equations (8.41) and (8.42) were deri~ed above. 
Equation ( 8 .43) carries over unchanged from the dissipation-
less case. If we e xpand Eq. (8.40) and simplify it using 
Eqs. (8.41), (8.42), and (8.43), we recover the conservation 
of waves equation 
e xactly as in the non-dissipative case. This may be used 
to simplify Eq. (8.42} to 
O\VU OWU 1 aA dS D 
dT + U --c5X - K dx - lv S (OX + U} = O 
Equations ( 8 . 41 ); (8 . 43 ), (8 . 44 ), and ( 8 . 45 ) then f orm a 
simpler set to investigate than the original four equations. 
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For the s pecial case of no X-dependence , the s ystem 
simplif ies to 
\<( ffivu - W) + A = const. ( 8 . 46 ) 
ds dT = D (8.47) 
( 8 . 48 ) 
(8. 49 } 
K = const. 
pince ~ is constant (by Eq. (8.44)), there are only three 
variables, A, s, and u, to solve for. Thus, as i n the 
Korteweg-de Vries problem, (§3), we would only need to 
solve a single differential equation (probabl y Eq . ( 8 . 47 }, 
since it is simplest ). The remaining variables would then 
be determined by a l gebraic relations, Eqs . ( 8 . 46 ) and ( 8 . 49 ). 
Whi l e analytic solution eludes us even in this special case, 
it is no problem in principle to solve ( 8 . 46 49 ) numerically 
as we did in the Korteweg-de Vries case,§3. 
It should be noted that the dissipation term could 
be an integral, as s uggested i n §4, Eq. ( 4 .21}. Some extr a 
work in computing D \·muld resul t , but it seems tractable 
enough numerically . It woul d be of g reat interest to see 
how this integra l term controlled the damping . 
c. Characteristic form and group velocities 
We shall obtain the characteristic form for the dissi-
pationless averaged equations (8.31), which He transcribe 
here for convenience: · 
OS 0 oT = 
awA C:h-1 dU A 0 aT + UOX - ~·lA oX = X 
ch'lu 
u 
awu dA l·v os 0 dT + dX- H'(SX - dx = A X s 
The first equation is already in characteristic form . It 
has a characteristic velocity of zero . He expand the 
derivati,ve terms in the second and third equations according 
to the example 
and add X times the second equation to the third one to 
(8.50) 
0 I L ' 
To make this the c h aracteristic form , we must choose A such 
that 
{8.51) 
which becomes a quadratic in ~ 
\vi th roots 
Using these values of ~I \'le find two characteristic veloci-
ties from (8.51): 
(8.52) 
c = u -
The corresponding characteristic forms are, from (8.50) 1 
. d.l\ ~ dU dS 0 dT + w-- dT + f+ dX = 
AA 
(8.53) 
dX c \vhere d a c d and on dT = dT = aT + +ax I +I 
dA ~dr f dS 0 dT - w-- dT + dX = 
-AA 
(8.54 ) 
dX c Hhere d 0 c ~ and where on dT = I dT = OT" + ax I 
UWUS- Ws+ A+ UWAS 
HAU+ A+ WAA 
The various quantities involved in this calculation 
can be found directly from W to be 
WAA = - l/2-rrf dn 
(n-1) 2 ./F 
WAU U/2-n- f dn = 
n2 .JF 
w uu = 
"7"U2/211f (n-1)2 
n4 .fF dn 
WA = - l/2ir f ..fF 2 dn (n-1) 
= l/21T f ( 3S 
HAS = - l/4Tf f 2n3- 3n2 (n-1) 2../F dn 
Hus = U/41l f wn-~dn 
.JF 
v~ = - 1/ 4'11 2n - 3n f 3 2 
s (n-1)2 JF dn 
By inspection, a ll but lvAA and WAS can be re-expressed as 
integrals aloni the real axis simply by shrinking the con-
tour of integration b ack down around the branch cut (Fig. 15). 
For \"JA and \'is , a preliminary integration by parts is nec-
essary , for n=l \vil l most assuredly lie on the branch cut . 
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These partial integ r ations eliminate the double poles at 
n=l at the expense of introducing ./F into the denominator 
of the integrand, which means square root singularities at 
the ends of the branch cut. This is all right, because 
such singularities are integrable. But for l·lAA and WAS, 
the same integration by parts leads to an F 31 2 in the 
denominator, and the singularities at the ends of the 
branch cut are no longer integrable. 
It is especially important to be able to calculate 
~vAAI as we shall see in§ 9. Therefore Appendix H gives a 
method for so doing, which would be especially suited for 
numerical computations. We shall proceed here to investi-
gate the signs of the other derivatives of W needed in the 
calculation of C 
+ 
The sign of WA is the same as t he sign of K, from (8 . 30 ). 
Since we may without loss of generality take h~oI it follows 
that 
w >o A 
The quanti ties WAU and 1'luu may be re-expressed as integral s 
over 9 by the following ploy: 
f 2TT n = u;zn ~O~9~~ 0 n V F ( n } de 
Then if \ve take On/d6 from ( 8.13 ), Hi th the actual expres-
sion for F' ( n } inserted, these reduce to 
= _l_J 2Tr 
HAU 21TW 
0 
n de 
1 - (,Bn} 4 
w = -uu 
1 f 2rr (n-1 }2 
21T K o n[l-(ftn)4] 
de 
\·lhereft = ( 3S/U2 ) 114 as in g 7. 'l'he denominators in the 
integrands would vanish if n = lij3, Hhich by {7.8) translates 
to 
u = u - j3u = u 
00 
But in § 7 we showed that u <: u<X> for the steady v1ave, which 
by ( 7. 8) becomes ,.8 n <. 1. Thus the denominators of the 
integrands are positive. So are the numerators , so that 
\·lith K> 0 and cu = KU> 0 we have immediately that 
or 
H >0 AU . 
vl < o uu I {8.55) 
It follows from ( 8 .55) that t he characteristic velocities , 
. 1 . . { 15 } c . 11 1 b 1 . f non-ll.near group ve ocl. tl.es , +, \vl. on y e rea l. ·-
ldAA< 0 (8 . 56 ) 
If th i s is true, then we can say something about the rela-
tionship of the group velocities to the phase velocity u. 
If H < ( H H } l/2 the group velocities f l ank the phase 
AU AA UU 
velocity 
C < U<C 
+ 
while if 1~ > { 11 Vl ) l/2 they are both less than the AU AA UU 
phase velocity 
c < c < u 
- + 
The latter situation parallels the linearized case 1 in 
\vhich 
de...> 
0 
dK 
UJ 
0 
= K 
and hence that would be the situation we would expect to 
hold in the small-amplitude limit. 
The type of the averaged equations becomes parabolic 
1/2 
exactly at HAU == ( HAAl'i'UU) • Then c is infinite and the 
averaged quantities wolltl diffuse and tend to smear out as 
they propagated at the single velocity c+. We "t-muld thus 
not expect shocks to form in the averaged quantities 
(see (15)) at or even near this parabolic limit. 
It is also of note that the parabolic case does not 
mark a transition between 
2 For both i'l_Au > HAA Wuu and 
the elliptic 
2 
HAU < WAAl'!UU 
and hyperbolic cases. 
the averaged equations 
are hyperbolic. On the other hand, the actual transitional 
case between elliptic and hyperbolic regimes, HAA = 0, is not 
parabolic. It is a degenerate hyperbolic case in which C+ 
= c_, that is, both propagation speeds are equal. 
§9. Stability of the Plasma Wave 
An extremely important application of the preceding 
work (§8) is to give truly non-linear stability criteri a 
for plasma waves. The familiar stability considerations 
of linearized theory center around determining the sign 
. i(Kx-wt) 
of Im(w) 1n e - type solutions. These consider-
ations are useful as far as they go, but it was not until 
. (1 5 16 1 7 18) the work of th1tha~ ' ' ' that anyone fovmulated 
stability conditions, or even defined stability rigorously, 
for fully non-linear wavetrains, Now we have such a defin-
ition, and it is simply: 
Unfform wavetrains are unstable if the type 
of the averaged equations is elliptic. 
Thus, from (8.56), the condition that the uniform wave-
train in the present problem be stable is 
(9. 1) 
To understand the above definition of stability, 
consider for a moment the hyperbolic case. fn~a hyper-
bolic system, s~all-amplitude disturbances, sound waves, 
are well known to travel out along the characteristics. 
They may be represented by 
iJl(x-ct) 
e 
(9. 2) 
where c is one of the (real) characteristic velocities. 
Now consider what happens when the system becomes 
elliptic. The characteristic velocities c become 
complex conjugate pairs, and small disturbances like 
(9.2) will grow with time. This is the sense in which 
the uniform wavetrain is unstable when the averaged 
equations are elliptic. If we have a uniform wavetrain 
propagating along, and all of a sudden it is subjected 
to some minute slowly-varying perturbation, such as 
entering a medium whose properties vary slowly, the 
wavetrain will be unstable to this perturbation. It 
will most likely break up and dissipate its organized 
motion into turbulence. 
The above instability was demonstrated by Whi thamO. ?) 
for Stokes waves in deep water, a hitherto unexpected 
result. It agreed with an inability to manufacture these 
waves in the laboratory which had long frustrated exper-
. (19) 1menters . It appears likely that similar dividends 
may be reaped by such stability analyses of uniform 
wavetrains in other areas of physics. Plasma physics, 
which is partiaularly fraught with instabilities of all 
kinds, seems an especially fertile hunting ground. 
We cannot, unfortunately, push the stability condition 
(9.1) very far analytically . The difficulties in even 
writing WAA as an integral along the real axis were 
explained in §8.C, and there we referred to Appendix H 
for a technique for so doing. The result obtained in 
Appendix H is, however, quite formidable, and seemingly 
only suited for numerical evaluation. It is possible, 
nevertheless, to make a determination of stability in 
the small-amplitude limit. In §10 we shall see 
explicitly that the characteristic velocities are real 
when we take the small-amplitude limit of the averaged 
equations. In the meantime, we may note that result will 
be only a special case of a general theorem noted by 
Whithant18), which is that: 
Small-amplitude stability 
w0 " E~eF wz E~eF > 0, where w 0 
sian of the frequency as 
holds if and only if 
and w2 come from the expan-
w = wo (" ) + a 2 wl (" ) + ••• 
as a power series in the amplitude a in the near-linear 
limit a -+ 0. 
The details of the computation of w
0
, w2 , etc. are given 
in §1 and §S.A. In particular, in §S.A, we found 
wz c") 
from which it may be easily verified that the stability 
criterion w
0
" w 2 > 0 is satisfied. 
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Thus, at least in the limit of small-amrliEudc slowly -
varying perturbations, the uniform wavetrain solution of 
the LPE's is stable. 
In general, when we formulate stability criteria f o r 
non-linear wavetrains with parameters a i, one of two 
situations will hold: (1) it will be immedi a tely obvious 
that the stability criterion is or is not satisfied from 
an examination of the integrands, for example as in §8.C 
when we proved that Wuu < 0; (2) it will not be obvious, 
and the stability criterion may or may not be satisfied 
depending on the a .. 
l 
In the latter situation, which 
pertains to the plasma case, an analysis of the sort of 
§7.B is essential. Such an analysis dete rmine s the r e gion 
R in parameter-space (ai-space) for which a uniform 
wave train e xists. Armed with this inf ormation, one may 
then test the stability criterion just over R, analytically 
if the inequalities d e fining R are simple enough, othe r-
wise numerically. This will delimit the sub-region of R 1n 
which waves may b e expected to the stable. 
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~1MK Small Amplitude Expansions 
In order to do small amplitude expansions of the non-
linear dispersion relation (sub-section A), the averaged 
equations (sub-section B), and the averaged equations \·lith 
a model dissipation (sub-section C), it is necessary to 
expand the hyper-elliptic integrals represented by W, WA, 
etc. for small amplitudes. The method which we have fo u nd 
useful for these expansions is given in Appendix F. It will 
be used without further reference below. 
A. The non-linear dispersion relation 
The non-linear dispe rsion relation for the plasma 
waves, written out in detail, is Eq. (8.18) 
1 = - * f 1 2 ~ /2A + S n 2 ( 2n- 3 ) ( n-1) V 
We begin by changing to a variable centered on t he b ranch 
cut between n1 and n 2 (Fig . 15). Since <=n:::>= 1 from 
(7.22), it is certain tha t n=l lies on the branch cut, so 
we take 
n = 1 + 5 
which leads to 
2 
a = 2A - s 
b 2 - u 2 - 3S 
That 2A-S>0 was discussed in connection with the linearized 
solution (§7.A). It \vas also noted there that u2-3s '>' 0 
and that a is a measure of amplitude. We will want to 
expand, then, for small a. 
We regard the contour of integration, for the moment, 
to be \.;rapped fairly closely around the branch cut; this 
ensures th~t Sis small, that isI~= O(a) as a ~oK One 
can readily convince oneself that b = 0( 1) as a - 0 
(otherwise there is no linearized solution). This means 
that the first two terms under the root in (10.1) are 
O(a2 ), while the third is O(a3 ). Thus we are led to 
expand the root in terms of the third term divided by the 
sum of the first two terms. To implement this idea, we 
transform 
~ = 
1 = 
Now expand the contour of integration away from the branch 
cut so that 'Y) = :!: 1 do not lie on or near the contour. 
Then we may take a factor (1 - ~O > out of the root and 
expand for a _...·a: 
1 =- K12fl ~ 
2TI ~O ~ Etl/bF~EO s + u2 2+ ~T1 ) 
1 -7] ( 1 .§. 7] )2 
+ •• ·l dry + b 
..J 
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Each individual term of the expanded radical must also be 
expanded for a --a, Hhich yields 
1 ~= - Kb f .l Q [l+a _£_ __L a2 3U2 ____rf_ 
2TI 7]2 b3 l-}J2 - 2b4 1-rT 
(10.2) 
t.Jhere 
c = s + u2 
Since an asymptotic expansion may be integrated 
term-by-term, we may integrate term-by-term in (10.2). 
The individual 77-integrals are then done by the Laurent 
method outlined 
1 = Kh {1 -
in Appendix F, 
2 
k_ (S 2+ Ssu2 ) 
4b6 
yielding 
+ O(a4 l} 
If, in this equation, He substitute the expansion 
{10.3) 
of the frequency W(K,a), which now depends on a because 
this is a non-linear problem, we may solve for thew .• In 
J. 
particular, 
= -v 1 + 3S t< 2 
= 0 
= 3K
4 
4W 
0 
Upon comparing (10.4) Hith the corresponding result (5.7) 
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obtained by a direct .Unearization and elimination of secular 
terms, we see that it is necessary to identify eB=K a to 
make the two expansions of w agree . This means that the 
assumed form of expansion of n t here, 
n = 1 + EB sin 8 + ••• 
becomes here 
n = 1 + K a sin 8 + • • • 
in terms of the amplitude a. 
B. The averaged equations 
In order to obt ain the small-amplitude expansion of 
the averaged equations , we shal l find it convenient to 
replace the variable A by ~ I where a was defined earlier 
as 1/2A-S • The set of equations we shall work with then 
becomes ( see (8.27-29 )) 
oH hwu 1 Ja2 1 dS u <~vs+ 0 oT + u ~ - 2K. ox - 2K) ox = ( 10 . 5 ) 
dK 
+ 
d (KU ) 0 aT dx = (10 . 6 ) 
Js - o oT - ( 10 . 7) 
There are three ·equations for three unknmvns , K. , a, and S. 
We are going to regard U as completely determined in terms 
of the other variables, via its expansion in powers of a 2 
from sub- section A. 
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The conservation form of the momentum equa tion 
(10.8) 
which follows (8.31), turns out to be more convenient for 
calculation than (10.5). This advantage is seemingly 
offset by the necessity of expanding W, however, for W 
does not appear in (10.5}. There is a trick, however, by 
which such extra effort can be avoided. If we look at W 
as a function of A, u, and·s, we find that (see Eq. (8.21) 
for definition of W) 
If we differentiate this result with respect to~I and set 
A=l we arrive at , 
or 
(10.9) 
This is merely a mod ification of the device used b y Eul e r 
to study homogeneous functions. With (10.9), we are able 
to get the a --o expansion of I·7 from tho s e for WA, i·lu, H8 , 
with comparative ly little effort. 
Using e ither (10.5) or (10.8), we sh all n eed a p~ir 
of the folloHing small-amplitude expansions : 
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1 3 2 4 
h' S = - 2 K - 4 Ka + 0( a ) 
These were obtained by the method of sub-section A, or 
Appendix F. To carry these expansions to more terms 
would require expanding the d ispersion relation out to 
O(a4 ); that is, WL! would be required. The a1spersion 
2 • 
relation to ~a ) has been used to replace U everywhere 
in these expansions, so that only k, s, and a 2 are in-
volved. 
Keeping only O(a2 > quantities, and assuming that 
"a2 .., 2 
o o~u = O( a2 ) 2l T I 0 
the averaged equations become 
~; + tx{w0 00 + a2w2 ( K>J = 0 
dS _ O 
aT -
0 
( 10.1 0) 
2 to O( a ). The third equation is already in characteristic 
form ; the other two equations may be put i n characteristic 
form: 
K ~ VTs da2 dWO dT + ~ S' ( X) = 0 (10.11) 
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on 
dX c 
dw0 + J3SW2 0( a 2 ) = = oK. - a + dT + w 3 
- 0 
\vhere 
d _Q_ 
+ c 
a 
dT = oT ax + 
Only quantities consistent Hith the order of the approxi-
mation have been retained . In particular , c+ is onl y 
correct to two terms, and.has been so expanded from the 
form in which it may be obtained from Eqs. {10.10}. 
Likewise Eq . (10 . 11} is not the exact c haracteristic form 
obtainable from Eqs . {10 . 10 ), but rather an expansion of 
that exact form consistent \vi th the order of the approxi-
mation. Note that because w 0 > 0 and W 2 >- 0, it is explicitly 
verified here that the characteristic velocities C are 
+ 
real as a - 0 {see § 9 } • 
In the special case S{X } = const., we can find 
Uiemann invariants for our problem. Replacing w
0 
and w2 
by their expressions in terms of K and S , Eq. { 10.11 } 
becomes 
which may be integrated 
+ a - F{K) = const . 
da 
dT 0 
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where 
F(K) is an elliptic integral of the third kind. By use of 
the transformation which reduces elliptic integrals to · 
standard form, which in this case is 
we arrive at 
F(IO = -
2 5 2 SK -- ctn e 
- 16 
-1K~ 
tan V -1-~--;:;z 
4 '{! J ,- 16SK 2 tan e de 
A quite good approximation to F(K) is possible if one 
expands the square root and integrates term-by-term: 
The terms omitted are of the form 
(10.12) 
where n = 2, 4, 6,... and an is negligibly small, the lar-
gest being a 2 Hhich is approximately 1/700. Sin ce in 
general 
J s in2e cosne o.e 
j 
n. m . 
.A sin Je cos J e 
J 
and since 
K ~ 
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cos e = E-R-=1~S_p~h~O--Fl/O 
+ 16S f~ 
we see that the integra ls in ( 10.12) are 0( 1) for all y~I 
so that the omitted terms (10.12) are indeed uniformly 
small for all K. 
Knowing e xplicit expressions for the Riemann invari-
ants, it is possible to study simple wave solutions, ~cKI 
just as in gas dynamics. Because a is small, both sets 
of characteristics will be forward-leaning. This leads 
to some interesting situa tions, including the prediction 
of shocks for many sets of initial conditions. This is 
in sharp contrast to our usual experience with small-ampl i -
tude theories, for we are accustomed to regarding shocks 
as a finite-amplitude phenomenon. It is important to 
remember here, ho\Vever, that we are considering no t t he 
LPE's themselves but a derived set of equations which 
assume slm.v variations in the relevant wave parameters of 
a non-linear wave. In the case of shock formation, it is 
necessary to ask whether the assumption of slow vari a tion 
is still justified . The answer is no, because then a, u, 
etc. would experience large changes and/or l arge graCi.ients 
over small distances. Yet, i n t he Euler equations of fluid 
mechanics, a similar situ a tion was dealt with quite success-
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fully by putting in jump discontinuities and shock condi-
tions. From their derivation from the Boltzmann equation, 
it is clear that the Euler equations are only valid for 
slow variations of P, u, T with respect to a mean free 
path and mean free time, and gasdynamic shocks violate 
these restrictions. Because of the success of this 
method in gas dynamics, Whitham proposed it for the 
. { 15) 
averaged equat1ons as well. The experimental evidence 
is not yet in, however, and it might well be that the 
tendency to shock formation in a, u, etc. would be un stable, 
in the sense that it would tend to destroy the underlying 
uniform wavetrain. 
We have only considered the averaged equations to 
2 O(a ). To proceed to higher orders would involve a 
marked increase in the algebra with no corresponding in-
crease in understanding. F6r fini~e amplitudes, it is 
probably better to do a numerical solution any\vay, which 
would then naturally cover the small-amplitude case. 
c. The averaged equations with dissipation 
We consider the averaged equations with dissipation 
only in the c ase of no X-dependence 
dWU 
U dT - WSD = 0 
dS 
dT = D 
(10.13) 
(10.14 ) 
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A + K(UWU - ~vF = const. (10.15) 
K is constant in this case, and 
D = 
"l.1T 2r n 0 
_K L 0 8 d9 2'rr 3 n 
0 
_k_ f 2r 0 dn 21'1' --3 0 n = 
0 
For definiteness, we pick a model dissipation term 
of the form 
so that 
Putting this into D, and dropping the zero subscript from 
now on, we have 
CTK2 f ne D = --;y:y- - dn 3 n 
= 
O"'K f Fl/ 2 ( n) 
1Y U2- 3Sn4 
dn 
The small-amplitude expansion of D is, by the method of 
sub-section A, 
4 2 4 6 D = o'K a + D 2 a + 0 ( a ) 
Hhere 
The s mall-amplitu de expansio n of the energy equation , 
(10.1 5 ), is 
2 2 35 t(l 2 2 4 4 6 
s + (1+ 3SK )a + -s--<20+lllSK + 144S K ) a = L + 0( a ) 
where L is a constant. It i s clear from (10.1 6 ) that s 
2 is given correctly to Q( a ) by 
(1 0.1.6 ) 
(10. 17 ) 
If \ve use this expansion for S in the second and t h ird 
terms on the left-hand side of (10.1 6 ), we obtainS cor-
4 
rectly to O(a ) 
s 
- L 
\vhere 
2 
4 
a (10.18 ) 
Insertin g only the two-term expansion (10.17) o f the 
entropy into the entropy equation (10.1 4 ), 
- L 2 ~; 2 = O"'K4 </ + 0 ( a 4 ) 
whose solution is 
2 2 -YT 
a - a e 
0 
(10 .19 ) 
'rhis result is consistent vlith the ussumptions used in i·ts 
derivation if a c::::c:::: 1 or Tis large. In p articul ar, then 
0 
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.1 da · 4 
= Q( a ) dT 
In this order of approximation , the entropy is 
s = L -· ( 1+ 3 L 1<.2 ) ao 2 e- YT 
Hhich increases monotor: ically to its limiting value E 
as T ----c-oo • 
By taking the three-term expansio~ (10. 18 ) for s 
and the two-term expansion for D and putting them i nto 
the entropy equation, we have 
\' da2 'i\ 2 da2 .4 2 4 0( 6 ) 
t.....,2 dT - 2t.....,4 a d T = - <TK a - D2a + a 
The solution of this , to the order of approximation that 
we are considering , is 
where 
2 
a = a 0 
2 - YT 4 
e +aa 
0 
- 2YT 
e 
a = 
3 1(2 [ 18 + Sl i: K2 + 65 E~kO F 2 + 240 (l:K2 >3 ] 
sL: 2. 
(10.20) 
The fact that the correction is strictly positi ve indicates 
that the non- linear solution decays less rapidl y than the 
linearized one . To this same order of approximettion, the 
entropy is 
2 -YT ""' '\' 4 - 2"YT a e - (L... a - L ) a e 
0 2 4 0 
Since 2 L 2 a- L4 = 3; [10+47L KZ+ 176 (I_K2 >2+ 384 (LK2 ) 3 J 
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which is strictly positive, we see that the entropy a lso 
decays more slowly to its asymptotic value as a result of 
the non-linearity. 
Qualitative arguments concerning the effect of the 
non-linearity, such as those presented above , were shown 
to be quite useful in §3, where explicit numerical solu-
tions \vere available for comparison. They may be expected 
to be equally useful for the plasma cas e. Of especial 
interest would be the effect of the Landa u damping t e rm 
(4.1) on the non-linear decay rates. 
The behavior of the damping coefficient 
' 4 
aK 
with K is of some interest , for it turns out th a t this 
behavior is the same fo r a ll reasonable fo r ms of the 
damping term , e . g . ( 4 . 24 ). For s hort waveleng ths , K __;;::. oo , 
the dampi ng becomes i nf i nite like K2 , while for l ong wave-
lengths, K ----a- 0, it goes to zero like K4 • Thus i n the l ong-
\vaveleng th limit the d amping is quite small compared to 
the f requency , a l though the d i spari ty is nowhere near as 
large as th a t found by Landau (Eq . ( 4 .19)). 
It is also found that the general effect of the non-
linearity is independent of the par ticular form of deri-
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vative d i ssipati on c hosen . That is why \ve used r = -o-n., 
.A. 
rather than ( 4 .24 ). In a ll cases it is found that the 
non-linearity decreases the decay rate from its lineari zed 
value. 
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9 11. Variational Formulation of the Lukewarm 
Plasma Equations 
The whole subject of variational principles in con-
tinuum mechanics has received a thorough treatment by 
Seliger and Whitham in Ref. 10. Of particular note is 
their general conclusion that, for any system of partial 
differential equations, about half should be identically 
satisfied by defining appropriate potentials, while the 
other half should follow from the variational principle. 
In the present problem a rather unusual situation 
prevails, in that the electric field itself acts as a 
"potential." Looking at the problem of introducing a 
potential to satisfy the continuity equation 
we see that this may be done by defining 
n - - nu = l.{t t 
But, from the current equation Et = nu, it is clear that 
~ will equal E to within a function of x. By the trivial 
redefinition 
n=l-V' X 
it is clear that the continuity equation, Poisson equation 
Ex = 1 - n, and current equation Et = nu are satisfied 
by the choice !/; = E. Thus we shall formulate our varia-
tional principle as in Ref. 10 with n and u assumed to be 
replaced everywhere according to 
n = 1 - E (11.1) X 
u = 
Et (11.2) 1 
- E X 
We shall have to obtain two additional equations 
out of the variational principle, the equation of motion 
n(ut + uu ) + (sn3 ) + nE = 0 X X (11.3) 
and the equation of entropy conservation 
(nS)t + (nus)x = o • (11.4) 
The latter we shall take as a side condition on the varia-
tional principle, by adding it to the Lagrangian with a 
Lagrange multiplier 11 • The basic Lagrangian itself we 
take to be the difference of the kinetic energy and the 
sum of the potential energy in the electric field and the 
random thermal energy measured by p 
(11.5) 
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where n and u are assumed replaced according to (11.1) 
and (11.2). The variational principle is then 
. b j J L dx d t = o 
R 
where R is some region of x - t space. 
(11.6) 
Variations p~ with respect to ~ lead to the entropy 
conservation equation (11.4), as expected. Variations 
Ss in s lead to the Euler equation 
0 , 
which becomes an equation for ~ 
For variations oE in E, the Euler equation is 
Before dealing with this equation, let us write the 
Lagrangian in the partially integrated form 
L = 1 nu2 2 
(11.7) 
(11.8) 
(lt.9) 
which is suggested by integration of (11.5) by parts in 
(11.6). We note in passing that this eliminates double 
derivatives of E and that the new Lagrangian still gives 
(11.4) and (11.7) upon varying~ and s, respectively. 
In terms of E, this new Lagrangian is 
Then (11.8) becomes 
:t E-1-~~t-bx-
Translating back to n and u and cancelling a pair of terrns, 
Replacing ~t according to its Euler equation (11.7) and 
using the entropy equation, 
u + uu + l(sn 2 ) - 1n2s + E = o t X 2 X 2 X 
The latter is the equation of motion, (11.3), in an expanded 
form. 
Note that if we formally insert the Euler equation 
(11.7) for~ back into the Lagrangian (11.9), it reduces 
to 
(11. 10) 
which is the traditional form of the Lagrangian as the 
difference of the kinetic and potential energies. This 
is a purely forma.l manipulation, hmvever, for (11.10) 
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gives neither the entropy equation nor the equation of 
motion of the system. 
We will now see .how the master functi on W arises 
from the averaged iag~angian 
<L> = 1 iO~ d6 
27r 0 
when all the variables in L are assumed to take their 
uniform wavetrain forms n(e), u(e), etc. We repeat here 
for convenience certain relations among the uniform wave-
train solutions which we shall need: 
= u(n - 1) u 
n 
' 1)2 E2 F(n) - 2Sn3 3sn 2 - u2cn -= =· .. 2A + -
n 
Using the form (11.9) of L, it then follows that 
- 2Snry6 (l(u - w) > 
1 2 1 2 3 
= -<U n(n - ) - sn - F(n) + 2 ws1)6 > 2 n 
The last term vanishes, since 
27r 
<11e> = i7r J Tle de 
0 
= 2;.["Y}(27T) -?'[.(0)] 
(11.11) 
(11.12) 
and this vanishes by the periodicity of 71. Then <L > 
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reduces to 
<L> 1 2( )(n-1)2 2( ) = - A + - <U n + 1 - 3Sn n - 1 >. 2 n {11.13) 
vle now invoke the definition of an average developed 
in (8.24),which reads 
<P(n) > = _ ~f \(F P(n) + (1 - n)P' (n) dn 
O~ (1 - n)2 
Using this on (11.13), we find 
<L> =-A- J:f\[F (3Sn- ~F dn 
O~ n 
(11.14) 
It may be verified that 
• 1 F (n) 
2 n-1 
The last result, put into (11.14), and followed by an 
integration by parts, leads to 
<L > = -A - S~ f F3/2 (n) dn 
(l-n) 2 
{11.15) 
From the definition of W, (8.21), we see that what we 
have obtained is essentially W: 
< L> = - A + K. .W 
From this the various averaged equations may b e derived 
as Euler equations. The details of the me thod are sup-
plied by Whitham.(l6) 
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Part V 
Conclusion 
Our attention in the preceding pages has been primarily 
focussed on specific physical problems, first in the theory 
of water waves and next in plasma waves. The volume of 
detail in these investigations has perh aps tended to obscure 
the fundamental methods and ideas which were to be illustra-
ted. It is, therefo r e, the function of the presen t section 
to establish a certain perspective on the results which we 
have obtained . 
Unquestionab ly the most important result of this thesis 
is that the averaging method of Whitham can, in the guise 
of the Luke two-timing procedure, be extended to systems 
of partial differential equations which are not expressible 
in conservation form . This extension must, however, be 
qualified by the proviso that the "dang ling terms" (see 
§8 . B) are, or can be made to be, O(s), so that in 0(1) 
all equations appear to be in conservation form . It is 
incidental whether or not thes e dangling terms represent 
dissipation, as far as the method is concerned , but of 
course as far as physical applications are concerned dis-
sipation is of exceeding interest. We discussed the effect 
of certain model dissipation terms on both the water waves 
and the plasma waves . For the fo rmer, numerical solutions 
for the case of no X-dependence were found a nd compared with 
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results from the small-amplitude limit, which took the form 
- yT · -2 yT ( )e + ( )e + •.. (V. 1) 
We discovered that the second term of the small-amplitude 
expansion provided a very reliable qualitative description 
of the deviation from line a rity, even in highly non-linear 
situations. It would be reasonable to expect this to be 
the case for most wave problems with dissipation. 
Non-linear corrections to the linearized damping, ~ la 
Eq. (V.l), were also derived for the plasma waves , and in 
both the p l asma waves and the water waves the effect of 
the se non-linear corrections was to decrease the decay rate 
from the linearized value. That is, all the quantities 
of interest decayed more slowly than the linearized so lution 
(the one exception was the amplitude of the water wave, 
which, however, had the small-amplitude behaviour 
( ) e - yT + ( ) e - 3 yT + • . . 
so that the increase in its decay rate was the r esult of 
higher-order t e rms). Again, we may take these r esults as 
indicators that the general effect of non-linearity wil l b e 
to decrease decay rates. 
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In connection with dissipation, a method was proposed 
for consistently including Landau damping in the plasma 
equations. lfuat it amounted to was setting the heat flux q 
to be an integral 
~= 
Clx 
00 
f K(x - s)u (s,t) dl; (V. 2) 
-00 
where u(x,t) was the velocity and K(x) was a kernel which 
could be expressed in terms of certain tabulated functions. 
The equations become unmanageable analytically with this 
form of q, so that a numerical solution is called for; one 
was not attempted here, however. 
A second important area considered in connection with 
the plasma problem was that of the stability of the uniform 
wavetrain. The method of deducing fully non-linear stability 
criteria was illustrated, and it was shown that for the 
plasma case a single inequality 
(V. 3) 
guaranteed stab i lity, where W was the mas ter function 
introduced in §8. While (V.3) proved intractable analy-
tically (se e Appendix H), it was possible to deduce that 
at least in the small - amplitude limit the pl a sma wav e s are 
stable. 
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Tied in closely with the stability question is the 
problem of deciding what inequalities must be satisfied 
by the parameters a. of the uniform wavetrain solution, 
l 
in order that that solution may exist. It would be sense-
less to test the s t ability criteria in regions where these 
inequalities are not satisfied. In fact, one could be 
led to erroneous conclusions of instability if one tested 
the criteria with no knowledge of the permitted region of 
a. -space. 
l 
Thus the delimitation of ai-space is vital . 
was possible to obtain a completely satisfactory answer 
to this problem in the plasma case, using the method of 
Sturm sequences. The answer was that: (1) the wave 
velocity U must be greater than the sound-wave velocity 
It 
V3s· 
' 
(2) the "linearized" wave amplitude~ must be positive; 
(3) the actual wave amplitude must be less than or equal 
to the amplitude of the peaked wave. The method used in 
obtaining these results is recommended highly for all sim-
ilar inve stigations. The results themselves are also of 
great importance because they are so simple and so seemingly 
general . Perhaps the set (1) (3) would be sufficient to 
delimit a.-space·for a wide variety of physical problems. 
l 
The extension of the ave raging method to non-cens e r-
vative systems, the studies of dissipation in the non-
linear regime, the stability conside rati on s , and the ai -
space results form the e ss e ntial eleme nts of the present 
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thesis. Certain less major elements are nevertheless 
also of interest. Foremost of these is the discussion of 
steady shock solutions where a uniform wavetrain is joined 
to a constant state (s ee §2 and §7.C), a situation which 
can occur in the water waves case but is disallowe d for 
plasmas because the entropy would decrease .across such a 
shock. The analysis o f the peaked plasma wave (see Appen-
dix B) has some special twists to it which make it rather 
unique, among which is the possibility of all peak angles, 
including 8 k + pea 0 in the limit of l arge velocity U. 
The small-amplitude expansion of the hyper-elliptic inte-
grals in the averaged equations (see Appe ndix F and §10) 
is also a technique worthy of note, for it ofte n furnishes 
the only analy ti cal hold we can get on the averaged equations. 
And th e discussion of the plasma dispersion r e lation in the 
pres e nce of dissipation ( §S.B), and of the Lagrang ian for 
the plasma (§11), are both interesting s ide li ghts. 
It would be of grea t interest to obt a in many of the 
same re s ults we h ave f6 und for a derivativ e dissipation 
us ing the integra l dissipation of (V.2) . In particular, 
to s h e d some light on the long- standin g problem of colli-
sionless shocks, we would like to be ab l e to d emonstrate 
or disallow breaking in the presence of (V.Z). We would 
also like to know how expans ions such as (V.l) are affected 
and whether the steady wavetrain is still s t ab l e o r n o t. 
177 
The answers to que stions such as these await new techniques 
in the theory of int egra-diffe rential equ a tions. 
178 
Bibliography 
(1) Carrier, G.F., Analytic approximation techniques in 
applied mathematics, J. SIAM l_l,68(1965) 
(2) Cole, J.D., Perturbation Methods in Applied Mathema-
tics, Blaisdell (1968) 
( 3) Courant & Hilbert, Method s of mathematical physics, 
Vols. I and I I, Inters ceince, New York, (19 6 2) 
(4) Gartenhaus, Elements of plasma physics , Holt, Rinehart, 
& Winston, New York (1964) 
(5) Hurewicz, Lectures on Ordinary differential equations, 
M.I.T. Press, Cambridge (1958) 
(6) Kevorkian,J., The two-variable expansion procedure 
for the approximate solution of certain non-linear 
differential equations, Lectures in Applied Mathe-
matics, Vol. 7, SPACE lvlATHEMATICS, Part III, Amer. 
Math. Soc, (196 6) · 
(7) Korteweg, D.J. & de Vries, G., Phil, Mag . (5), ~D 
422 (1895) 
(8) Landau, L., On the vibrations of the e l ectronic plasma, 
J. Phys. USSR .!Q, 25 (1946) 
(9) Luke, J.C., A perturbation method for non-linear dis-
persive wave problems, J. Fluid Mech. '!:.]__, 403 (1967) 
(10) Seliger , R.L. & Whitham, G.B., Variational principles 
in continuum mechanics, Proc. Roy . Soc. A, 305, l-25 
(1968) -
(11) Stoker, Water wave s , Interscience, New York (1957) 
(12) Uhlenbeck, G.E. & Ford, G.W ., Lecture s in Statistical 
Mechanics, Amer . Math. Soc ., Providence (1963) 
(13) Van der Waerden, Modern Algebra, Vol. I, Ungar, New 
York (1953) 
(14) Weitzner, Green's function for the Krook equation 
with e lectric forces, Phys. cluids~D 484 (1963) 
179 
(15) Whitham, G.B., Non-linear dispersive waves, Proc. 
Roy. Soc. A, 283, 238 (1965) 
(16) Whitham, G.B., A general approach to linear and non-
linear dispersive waves using a Lagrangian, J. Fluid 
Mech. 22, 273 (1965) 
(17) Whitham, G.B., Non-linear dispersion of water waves, 
J. Fluid Mech. !:.]_, 399 (1967) 
(18) Whitham, G.B., Variational methods and applications to 
waves, Proc. Roy. Soc. A, 299, 6-25 (1967) 
(19) Whitham, G.B., private communication 
(20)·Whittaker & Watson, Modern Analysis, Cambridge Univ. 
Press, Cambridge (1965) 
(21) Wilf, Mathematics for the physical sciences, Wiley, 
New York (1962) 
(2 2) Abramowitz, M. , and Stegun, I. , editors, Handbook 
of Mathematical Functions, Dover, New York (1965) 
(23) Bogoliubov, N.N. & Mitropolsky, Y.A., Asymptotic 
methods in the theory of non-linear oscillations, 
Hindustan Publishing Co., Delhi (1961) 
(24) Zahn,C.T., Absorption coefficients for thermal 
neutrons, Phys. Rev . 52, 67 (1937) 
(25) Torrey, H. C., Notes on intensities of radio-frequency 
spectra, Phys. Rev. 59, 293 (1941). 
co 
(26) Kruse & Rams ey, The integral f Y 3 exp(-y2 + ix/y) dy, 
0 
Jour. of f.1ath. and Phys . 30, 40 (1951) 
(27) Bhatnager, Gross , & Krook, Phys. Rev . ~D 511 (1954) 
(28) Sirovich, Dispersion Re lations in rarefied gas 
dynamics, Phys. cluids~D 10 (1963) 
(29) Goursat, Functions of a Compl e x Variabl e , Dover, 
New York (1959) 
180 
APPENDIX A: The Solitary Wave Solution of the LPE's 
The mathematical characterization of the solitary wave 
solution of an equation like (7.15) is that the quantity 
under the radical, here Q(u), must have a double root, call 
it u 0 . Then it may be shown that in the neighborhood of 
u = u 0 t he sol ution approaches u = u 0 exponentially, so that 
it never turns back , as it wou l d if u = u
0 
were a simple root . 
Thus the wave consists of a singl e crest or trough with expo-
nential tai l s . This presumes, of course, the existence of 
a second root of Q(u), u = u 1 , wh i ch forms the other bound 
of the "oscillation." 
The condition that u 0 be a double root of Q(u) may be 
expressed by the two statements 
lvhich in terms of w 
5 
+ 2Uw 4 + w 
0 0 · 
sw4 
0 
8Uw 
Q(u0 ) = 0 
Q' (u
0
) = 0 
0 
u - u 
0 
(see Eq. (7.18)) 
( 2A-u2 )\v3 
0 
- 3SU 2w + 
0 
2SU 3 
3 3(2A-U 2 )w 2 3SU 2 0 - + 
0 0 
2 The second of these may be solved for ( 2A-U ), 
become 
0 
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3w 
0 
and the result put into the first equation to yield 
This may be factored 
The candidates for w
0 
are thus 
or, in terms of u
0
, 
u 0 O, U(1±S) 
We reject the root U(l+B) because it is larger than U 
(the reason for only considering roots smaller than u is 
given ln § 7 . A) . The root U(l -6 ) i s none other than u 
oo ' 
and 
the case when u is a double root is treated in Appendix B 
00 
(the solution then is not a 
- -
solitary wave). So \ve are left 
with u 0 = 0 as the only possibility . When we se t Q(O) = 0, 
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we find 
a
2 
= 2A - S 0 
so that the quantity we thought of as a measure of amplitude 
is here zero. 2 Accepting this, we put a = 0 back into Q(u) 
to obtain 
where 
-w
3 
+ Sw + 2SU 
The other "limit of oscillation" u u 1 must be a root of 
P(w) = 0. 
Q(u) must be positive in the interval between u 0 
and u = u 1 for a solution to exist . This means 
P(w) lu=O = - u3 + 3SU > 0 
or u2 < 35(8>1). Thus the condit i ons a 2 > 0 and u2 > 3S are 
both violated , and if a solitary wave solution exists, it 
cannot be developed continuous l y from a linearized solution 
(see Eq . (7.19)). 
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From two applications of Descartes' Rule of Signs /2 1) 
once to P(w) as given a nd once to P(w) as a function of u, 
us ing B > 1 we are able to show that P(w) has only one root 
in u < 0 and no roots in 0 < u < U. Thus the root in u < 0 
must be u 1 . 
This presents a problem for, because B > 1, we also 
have U
00 
= U(l- B) < 0, and as we explained in §7.A, U
00 
may 
not lie within the range of oscillation of the solution. 
Thui a solution will exist only if U
00 
pu1 ~oK It is a simple I 
matter to check the location of U
00 
relati~e to u 1 , f or we 
know that 
(A .1) P(w) f > 0 
< 0 
from the last paragraph. Thus the sign of P(w) evaluated at 
u = u will determine the location of u . We find 
00 00 
P(w ) 
00 
- csu) 3 + seu + zsu 
or, writing S 1n terms of U and B from the definition of B, 
Because S > 1, 
P(w ) > 0 
00 
l~ 
which places U
00 
between u = u 1 a nd u = 0 according to (A .l). 
Thus no solitary wave solution is possible. 
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APPENDIX B: The Peaked Wave Solution of the LPE's 
The peaked wave solution comes about when the upper 
limit of oscillation, u 2 , coincides with U00 • I f this were 
the whole story, then it could be demonstrated from Eq. (7.15) 
that the solution would behave near u = u 2 = U00 as indicated 
in Figure B-1; that is, it 
u 
Figure B-1. Cusp Peak 
If we demand that u 
and the equation 
can be reduced to 
(B .1) Ci 
where 
e 
00 
would have a cusped peak 
formed from two parabolic 
arcs (a "square-root cusp"). 
It turns out, however, that 
u 2 = U00 necessarily implies 
u 2 = u 3 , so that the solu-
tions are peaked waves with 
finite peak angles. 
u 2 , then U00 is a root of Q(u), 
0 
2A 
uz 
If we now factor Q(u), 
Q(u) 
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then we shall discover that P4 (u) contains an additional 
factor of (u-u
00
), giving finally 
where, with w U-u, 
(B.2) P 3 (w) - - w
3 
+ 2(1-S)Uw 2 
+ S(! - S)U 2w + ~ s2u3 3 3 
and where of course A has been replaced according to (B . l) . 
Thus if U
00 
is a single root, it must be a double root, and 
since u 3 is the only other availab le positive root of Q(u), 
it must be that 
u 
00 
2 Because U > 3S, we h av e 0 < S < 1, a nd f or this range 
of S it may b e shown that the discriminant of P3 (w) is posi-
tive. This means tha t ,P 3 (w) has only one real root, w 1 , and 
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so of necessity w1 = U - uvwhere u 1 is the root referred to 
in §7 . A. We may write down an expression for w1 from the 
cubic formula 
(B. 3) 
where 
F = s3 + 12S 2 - 12S + 8 
G 2S 198 3 + 1SS 2 - 28S + 24 
-
The discriminant is proportional to the quantity under the 
square root in G. 
A quantity of some interest for this special case, 
primarily because we have explicit formulas for its calcula-
tion, is the amplitude u 2 - u 1 = U00 - u 1 of the wave. In 
the limits S + 0 and S + 1, it is found to be 
= 2U as s + 0 
as B + 1 
where U
00 
U(l- 8 ). The limit S + 0 corresponds to U + 00 
' 
and is the large-amplitude limit . In that limit, u 1 and U 00 
are about equally spaced on either side of u = 0. The small-
amplitude limit corresponds . to S + 1 (U + 135), and in that 
limit U
00 
is approximately twice as far from u = 0 as u 1 is, 
1. 
a mp l i -
t ude 
. 8 
• 4 
. 2 . 4 
B 
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a 
0 
u 
• 6 • 8 1. 0 
Figure B-2. The true amplitude (u 2 - u 1 ) and the lin -earized amplitude a of th e peaked solu-
tion plotted agains~ B = EPp/rO F 1 /~ K 
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making for a somewhat top-heavy wave. The exact amplitude 
for all f3, scaled by U, may be computed using Eq. (B . 3) and 
U
00 
= rEl-~F; the results are plotted in Figure B-2 . The 
approximate linearity of the curve should be noted . 
On the same graph, we have plotted the amplitude which 
would be deduced from linearized theory. From the linearized 
form (7.19) of the steady wave equation, this amplitude can 
be seen to be 
a 
0 
2U g 
1 f3 
When a is replaced according to Eq. (B.l) and the resultant 
polynomial in f3 factored, this reduces to 
a 
0 
2U(l-f3) I 3 +f3 v 3 (l+f3) (l+f3 2 ) 
Again, the scaled amplitude a 0 /U is plotted in Figure B- 2. 
The two curves are in reasonably good agreement, showing that 
the amplitude from linear theory is a good approximation to 
the fully nonlinear wave amplitude (this holds generally, 
although we have only demonstrated it for the peaked case). 
The form of the peak may be deduced from the governing 
differential equation (7 . 15). Approximating to this equation 
in the neighborhood of u = u , 
. 00 
(B. 4) 
+ 3/2 
_w ro 
190 
4w 3 (u-u ) ro ro 
(u-u ) IP 3 (w ) ro ro 
The ± sign comes about becaus e ~Eu-uroF O may be of either 
sign . And at u = u , a solution may in fact switch branches ro 
continuously, from the branch with the + sign to the branch 
with the - sign or vice versa. This is indeed how t he peak 
is formed. 
From Eq . (B.4), the peak is clearly made up of two 
straight line segments of slopes, 
(B. 5) 
u (the second expression b e ing 
u2,uro ,u3 - _le\ ___ obtained by using the 
explicit form of p 3) . These I p \ 
I \ 
e . segments meet and fo rm a 
finite peak a ngl e e , as p Figure B-3 . Loc a l behavior of 
the peaked solution indicated in Figure B-3. The 
formula for ep is easily found from (B . S) to be 
tan~ = 2· ~ 
2 vr:s 
Figure B-4. 
191 
The peak angle 8 as a function of 
13 = (3S/U2)1/4. p 
1UM°~--------------------------------------
14-0° 
8 (deg) p 
MMD~------~------~--------r-------~----~ 
. 2 . 4 . 6 . 8 1.0 
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which is plotted in Figure B-4. Notice that the peaks are 
very flat (8 7 TI) in the small amplitude limit S 7 1, and p 
very accentuated cep 7 0) in the large amplitude limit s 7 0. 
Since small amplitudes are certainly allowed in the 
present case, the question might well be asked , why are 
peaked solutions not found in the linearized theory? The 
a nswer is, the linearized theory as derived from (7.19) or 
directly from the linearized LPE's ignores the existence of 
U
00
• That is, it regards S as fixed, and U
00 
as fixed, and 
then l ets the amplitude go to zero , so that we have u 2 < U 00 
and in fact u 2 << U00 • The failure of the linearized theory 
to come up with peaked solutions thus li es in the nature of 
the limitin g processes implicit in linearization. 
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APPENDIX C: Numerical Calculations of Root Structure of ~uF 
By defining 
Q(u) becomes 
u 
u = u 
2 !< 
where S = (3S/U ) 4 • Hence U functions primarily as a scale 
factor for u and for the amp litude a, and so for our present 
purposes we may without loss of generality take U = 1. Then 
for three values of 8 , 8 = !' }, }, we watch the development 
of the roots u 1 , u 2 , u 3 o f Q(u) as a incre as es from small 
values. The results ar e presented in Table C-1. 
In all cases the roots u 1 and u 2 , and hence the actual 
wave height u 2-u1 , increase in approximate proportionality 
to a. This bears out the assumpt ion of §7 .A that a is a 
good measure of amp litude. Actua lly , u 2 increases somewhat 
more rapidly than the first power of a as it nears U
00
, 
because the wave is b ec oming more pe aked and yet must stil l 
satis fy the area conservation equa tions (7.22) and (7.23), 
1 rZ n 
~- j n (e) de = 1 
27T 0 
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.2n 
J
0
n(e)u(e)de o 
independently of ~· While these do not directly imply any-
thing about the area under u(e), the data seem to indicate 
that that area varies little with~D so that the peaks, 
which enclose less area, must rise more rapidly than the 
troughs in order to keep the balance. 
Table C-1 also provides quantitative substantiation 
for various facts about the roots deduced in §7. For 
example, it is clear that u 2 < U 00 < u 3 , that u 2 ~ U 00 from 
below and that u 3 + U00 from above as ~increasesI and that 
when ~ increases beyond the point where u 2 = u 3 = U00 
there is no longer a solution, so that u 2 = u 3 = U00 repre-
sents the solution of maximum amplitude . 
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APPENDIX D: The Sturm Sequence Calculation for Q(u) 
We shall not only obtain the direct results of the 
Sturm sequence calculation here, but also demonstrate how 
these results may be tremendously simplified using various 
results of §7.A and Appendix A . 
where 
We shall work with a scaled version of Q(u) 
P(V) 
2A 
uz 
and which is related to Q(u) by 
P(V) 1 = uS Q(U-UV) 
This is essentially the form (7 . 18) of Q with W replaced by 
u.y to eliminate U as an inde pendent third parameter. 
The inequa lity a 2 = 2A-S > 0 becomes in the pres e nt 
notation 
(D. l) a - .!.s4 > o 3 
which proves to b e ext r eme l y u seful 1n what fo llows . 
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By proceeding according to the algorithm of §7.B, we 
derive the members of the Sturm sequence as: 
p 2 (V) = pI (V) 
P 4 (V) = 3 { ( 10 a+ 6) 13 
4 
- 3 a (a -1) 2 } V 2 
+ 13 4 (3a 2+52a+9) 
P5 CV + D 
where 
813 4 (11a+3)V 
C = - 36013 8 + 2(99a2+496a-3)S 4 - 9a(a-1) 2 (3a-ll) 
D 8 2 4 3 26 4 13 - 2(llla +328a+9)13 + 27a(a-1) 
In these computations, use h as been made of the fact that a 
positive factor ~ay be dropped from any member of the 
sequence without loss of generali ty. In particular, two 
positive factors have been dropped from P6 . One of them is 
1 4 (a - 3 13 ) , w hi c h is p o s i t i v e by E q . ( D . 1 ) . The other is 
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(D. 2) { 4 2} 2 (10a+6)S - 3a(a-l) 
which we may note is the square of the leading coefficient of 
It is quite natural that the leading coefficient of 
P4 should be a factor of P6 , for if it vanishes, then P4 
will be linear in V, P5 will be a constant, and P6 wil l 
vanish. However, this type of re a soning cannot be pushed 
back another step, for there are no factors of (S a +3), the 
leading coefficient of P3 , in P6 . There is, however, a 
double factor of (S a +3) 1n P 5 (in both C and D) which has 
been dropped. Thus the general rule seems to be, that the 
leading coefficient of p 
n 
is a factor 1n p 
n+2 · 
It is also natura l that 1 4 is factor in P6, (a - 3"(3 ) a 1n 
light of the interpretation placed on p6 1n § 7. B. The re it 
was stated that the vanishing of P6 signaled a double root 
of Q(u). Going back to the form (7.17) of Q(u), we see that 
when a 0, u 
vanish when a 
0 is a double root o f Q(u). Thus P6 has to }s4 (a= O). 
The reasoning 1n the l as t paragraph can be extended to 
obt a in two more fac tor s of P6 . In Appendix A we found that, 
1n addition to u = 0, Q(u) mi ght h ave the double roots 
u 1 U(l- S) and uii = U(l+ S). Each of these s ituations l eads 
to a constraining r e lation between a an d S , whi ch i s conven -
iently expressed by 
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5 3 5 2 8 U P ( - 6 ) = - 6 U (a - 2 6 - 3 6 - 1 ) 0 
Thus it is logical to seek factors Ea-OS O+~S-1F and 
Ea-OS O -~S-1F in P6 . Such factors are indeed found, and the 
resultant factored form of P6 is 
2 8 2 8 { 2 2 2} P 6 = 9 (a - 2 6 + 3 6 - 1 ) (a - 2 6 - 3 6 - 1 ) 9 ( 1 - a - 2 6 ) + 6 4 i3 
Since the last factor is strictly positive, we drop it, leav-
ing P6 in the final form 
(D. 3) 
We may now proceed to the eva lua tiori of the variation-
of-sign functions v(O) a nd v (l), from which we will obtain 
the numb er of roots of P(V) b e tween V = 0 and V = 1 (which 
means the number of zeroes of Q(u) between u = 0 a n d u = U). 
Eva lua ting the Sturm sequence at V = 0 gives 
p (0) 2 4 = 36 > 0 P 4 (o) 6
4 (3a 2+52a+9) > 0 
p 2 (0) 4 - 13 < 0 P 5 (0) D 
f!3 (0) - !! 64 75 < 0 P6 (0) p6 
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while for V 1: 
p (1) 1 4 0 = a-313 > 
p 2 (l) 1 4 0 = 3 (a - 3 13 ) > 
p 3 (1) ~ Ca -ll34) 25 3 < 0 
2 1 4 9 (a - 1 ) (a - 3 13 ) < 0 
P 5 (1) is the only one o f the quantities given (other tha n P 6 
and D) which required factoring, and in view of the four 
results immediately above it, it was not too surprising to 
find it h a d the factor ( a -}13 4 ). 
The vari a tion - of - sign functions obta ined f r om the a bove 
dat a are 
{! if D > 0 a nd p6 > 0 if p6 < 0 
4 i f D < 0 and p6 > 0 
v(O) 
v(l) { 2 
if p6 > 0 
3 if p6 < 0 
The numb er of roots b e tw een V 0 a n d V 1, which 1 s g1ven 
by 
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No. root s = v(O) - v(l) 
will equal two if and only if the inequalities 
D < 0 
are fulfilled. 
We may simplify the inequality P6 > 0, a nd then show 
that the inequality D < 0 i s redundant. Beginning with 
P6 > 0 and P6 in the form (D.3), it is clear that either 
both factors in P6 must be positive or both nega tive . 
Becaus e S > 0, one of the factors is always greater tha n the 
other 
a - zs 2 + ~p - 1 > a - zs 2 - ~p - 1 3 3 
and so the c ase where they are both positive reduces to 
(D. 4) 
while the case where they a re both negative reduces to 
(D . 5) a < 213 2 - ~s + 1 3 
The i nequality (D.4) may b e r ewritte n 
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Now since u2 > 3S, a < 1, and over the int e rval 0 ~ a ~ 1 
the function F(a) takes an absolute minimum of unity (at 
8 = 0). Hence 
(D.6) 2 a > 1 
u2 
But in § 7 .A it was remarked tha t u 2 > a, so that we are 
forced by (D.6) to conclude that 
u2 > u 
which is not allowe d. Thus the case (D.4) is physically un-
rea lizable , and P6 > 0 reduces to (D.S). 
The inequality D < 0 ma y be put in the form 
G( a , a ) = 27 a (l-a) 3 + 2(llla2+328a+ 9 ) a 4 - 26 4S 8 > 0 
U · 1 a 4 · . h f" f G 1 d s1ng a > P~ 1n t e 1 r st t e rm o ea s to 
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Using -s 4 > -3a in the last term, 
G(a,S) > s4 [9(1-a) 3 + 2(llla2+328a+9) - 792a] 
= s4 (-9a3+249a 2 -163a+27) 
4 2 
= S (3a-l) (27-a) 
Hence G > 0 automatically provided that a < 27. But in fact 
a < 1, as can be verified from (D.S), for over the range 
0 ~ S S 1 the function EOU O -~U+1F takes an absolute maximum 
of unity. Hence the inequality D < 0 is implied by (D.S), 
and may be dispensed with entirely. 
Therefore the single necessary and sufficient condi-
tion for Q(u) to have two zeroes on (O,U) is 
2 8 
a < 2S - 3 S+l 
Nothing has been assumed in this derivation beyond the posi-
tivity of (U 2 -3S.), Ea-~U 4 FI S, and U-u. 
APPENDIX E: Computation of the Averaged Quantities for 
the Lukewarm Plasma Equations 
The values of the following averaged quantities are 
needed in terms of W- and its derivatives: 
Al <nu 
2 
+ Sn3 + E2 > 
A2 <nu 
3 
+ 
3 3Sn u > 
A3 <(n-l)u> 
A4 
2 1 2 Sn 3 3 Sn 2 1:_ E2 > = <nu - 2 u + - 2 - 2 
As - <1:.. n3 > 2 
A1 and A2 are needed in the averaged energy equation 
(8.7); A3 , A4 , and A5 are needed in the averaged mome ntum 
equation (8.12). 
The last three averages are simpler, and so 1-ve shall 
do them first . Eq . (7.11) of §7.A , which is 
allows us to simplify A4 : 
A4 U < (n-1)' ..1> - A 
= UA - A 3 . 
Then with Eq . ( 7 . 8), which may be solve d for u, 
(E . 1) 
I 
we have 
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n-1 
u = U(-) 
n 
2 
A = U <(n- 1) > 
3 n 
The form (8.24) of the averaging operation 
K j j P + (1 - n) P ' dn 
- TTI F(n) 2 
(1-n) 
produces .the following results for A3 and A5 : 
A3 
K U § ,;F00 dn =-27T 2 
n 
As 
K f 2n 3-3n2 JF(n) dn = 47T 2 (n-1) 
(E. 2) 
(E.3) 
The U- and S-derivatives of W may be computed from (8.21) 
as 
= !I_ £ JF(n) d 
WU Zn J 2 n 
n 
3 2 
WS - !n § 2n -3n /F(n) dn 
(1-n) 2 
whereupon we may identify immediately that 
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From (E.l) we then have 
A = K:UW -A 4 . u 
The energy equation averages A1 and A2 are harder. 
We begin by reducing them to "n-form" using (E.2) and 
Eq. (8.12.1) to replace u and E in favor of n: 
3 
<(n-l) >+ 3SU 
2 
n 
These are patently related, 
A2 = U(A1 -2A) 
3 2 <n -n > 
(E.4) 
Using (E.3), the last expression for A1 assumes the loop 
integral form 
= 2A + ff (3Sn + u2 n-~F ~dn 
n 
From the formula for WU above, this simplifies slightly: 
We may now identify the last term of A1 as a modified 
form of w. A straightforward integration by parts applied 
to the original form (8. 21) of W yields 
20 7 
w L j F ' (n) v'F" dn 4n 1-n 
= · ~n J E~ - 3Sn)YF dn 
n 
This resu l t may be substituted into (E . S) to yield 
Then from (E.4) we have finally 
Collecting al l of our results, 
Al 2(A + t<Ulv - tdv) u 
Az = Z!<U (mv'u - W) 
A3 KW u 
A4 KUWU - A 
As - t<lV 
. s 
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Appendix F: Manipulation of Loop Integrals in the Complex 
Plane 
We consider here integrals of the general form 
b 
f P(x) dx t/R (x) 
a 
(F.l) 
where P(x) and R(x) are polynomials of arbitrary degree 
and a, ~are simple real roots of R(x). 
To illustrate the techniques involved, it will be 
sufficient to consider the special cases in which P(x) = 1 
and R(x) is a quadratic or a cubic . The methods employed 
for these two special cases will then be readily extensib l e 
to the more complicated integrals of the type (F.l). 
The first example we shall consider is 
b 
I 1 = J -;:::d=x==~~~ 
vex-a) (b-x) 
a 
By the transformation 
this b e come s 
a+b 
X = 
- 2-
b-a 
+ -- z 
2 
If we cut the compl e x z- plane f rom -1 to +1, a nd d ef ine 
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~ to be positive on the top side of the cut, then r 1 
may be viewed as an integral alo~g the top side of the cut. 
Since A7 is then negative on the bottom side of the cut, 
r 1 is a l so the negative of the integral along the bottom 
side of the cut. This suggests writing r 1 as 
l J: dz 
zT ~ 
r 1 VI-z"' 
where r 1 is the closed contour shown 
-
.......... ~ 
" \ 
z-plane z-plane \ 
\ -1 
\ I 
+I +I 
\ I 
\ / 
~D- /IL 
- ---Figure F-1. 
Figure F-2. 
in Figure F-1 . A rigorous argument, using the usual van-
ishing ly small loops aro und the bra nch points, s hows this 
to be correct. 
But now, since there are no other sin gularities of the 
integrand in the finit e part of the plane, we may writ e r 1 
as 
1 11 = 2 
2 10 
where r 2 is any closed contour enclosing both 
branch points ; this follows ·from Cauchy's Theorem . 
By taking r 2 to be a contour outside l zl = 1, as shown in 
Figure F-2, we may take advantage of Laurent ' s Theorem, 
which holds in the annulus 1 < I z I < oo where 1/ ~ 
is analytic . La urent 1 s Theorem guarantees that l/S7 
has an expansion of the form 
1 
;--::; 
Vl- ZL. 
in 1 < lz l <oo , and that furthermore this expansion is 
(F . 2) 
uni fo rmly convergent (in any closed sub-annulus) . This 
latte r property allows us to integrate the expansion term-
by-term 
00 
f dz I £2 r2 n =-oo 
zn dz = 2nia_ 1 
r2 
The expan sion of 1/fi-z z is readily found for 
I z I > 1 : 
1 1 
~ -.-lZ 
1 _1:_ 1 
Cl --2) 2 = i z 
z 
+ 1 
-2.3 lZ 
+ • . . 
Since the Laur ent expansion is unique , this must be identi -
cal to (F . 2). We i dent ify a_ 1 
1 
= l' 
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whereupon 
r l = Tria = T[ 
- 1 
Now con sider the integral 
b 
I z f dx v'Cx-a) (b - x) (e - x) 
a 
( F. 3) 
whe r e c>b>a. By t h e same t r ansformation as before, 
where 
B = b - a 2c-(a+b) 
To move into the complex plane this time, we need an addi-
tional branch · cut from z ! (we can easily show that 
1. > 1) t o B z = oo . Thus the annulus in which we apply 
1 Laurent's Theorem is now f i nite, 1 < lzl < ~· Otherwise, 
every t hing goes through the same as before, and we may 
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I 
+l I 1/B 
Figure F-3. 
I 
/ 
}? 
z-plane 
-
_, / 
calculate as follows : 
00 
A 
= 2i I 
n=o 
co 
= 
A 
2i I 
n=o 
00 
= A I 
n=o 
1 
-. -
lZ 
00 
I 
m=o 
00· .. 
2 
rn=o 
00 • 00 L fKK!n+~F 1 L I Em+~z_ (Bz)m 
ir(l) 2zn , r( ') n=o n.. 2 m=o m. "2 
r (n +~F r Em+~F 
nn ! m! 
r (n +~F r (m+"'2) 
nn! m! 
Brn f. 2 m-2n-l dz j' 
rz 
Bm 2n i o 2 rn, n 
r En+~F r EOn+~F B2n 
n! (2n)! (F. 4) 
wh e r e the contours r 1 and r 2 are illustrate d in Figure F-3. 
The coefficients in the series (F.4) are 0(1/n) for n~oo , so 
it will b e slow l y converging unle ss B is fairly small, i. e . 
not n ear on e . But the case B << 1 is e quiv alent to th e case 
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b-a << 1, which is the small-amplitude case discussed in 
the main t ext. So ~hat we have really obtained in Eq. (F.4) 
is an expansion of 12 in powe rs of the amplitude (b-a). 
It is not neces s a r y to know the roots of t he denomi -
nator of the integ rand in order to obtain an expansion like 
(F.4); this is fortunate, for in all but the simplest 
cases we do not know these roots exp licitly. Let us re-
consider 12 , written in the form 
and show how we can obtain an expansion like (F.4) as s uming 
no knowledge of the roots. 
We first center the variable of integration somewhere 
between a and b (the equilibrium value x
0 
of the variable 
x always li es b etween a and ~D so we use that ): 
b-x 
X = X + ~ 
0 
Iz =~ o ~==d~~====~~ 
~ExM -aF~D+pD~+qDs O +s P 
The small-amplitude limit now amoun ts to the assump tion that 
the limits of integration in this integral are O(s ) as 
e + 0 (whe re E is a n order-of-smallness parame t er). Then 
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T' ::; 0(1) 
because R' is the product of the roots of the cubic, two of 
which are (b-x) and - (x -a), and T' is the sum of the 
0 0 
roots, one of which is 0(1) by assumption. S', which is 
the sum of the pairwise products of the roots, can be 
2 
shown to be 0(€ ) as long as 
which we certainly expect to be true, since x
0 
is the equi-
librium and this is the linearized limi t. 
Using these results, we have immedi a tely that 
since the variable of integration s i s clearly O( f ). 
l-Ienee the prope r small - amp 1 i tude expans ion of the integrand 
would clearly s eem to consis t in ex tr a cting (R'+T' s 2) 
from the cubic and expanding the integrand in terms of the 
O( f ) ratio 
f( S) 
as follows: 
(b -x ) 
= f 0 
- (x -a) 
0 
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1 1 EoD+qD~ O FO El+fE~FFO 
1 ( 1/2 1 EoD+qD~ O F 
1 s·~- +r·~ P ) 2 2 + • • • d~ 
R' +T' ~ 
If we attempt to integrate this expansion term-by-term, 
however, we will find in general that all terms after the 
first will involve non-convergent integrals. This is due 
to the fact that the roots of the factor EoD+qD~ O F will 
generally lie on the path of integration [ a-x b-x ] 
0' 0 ' 
which means physically that the linearized amplitude will 
be less than the true amplitude (this is demonstr a ted 
explicitly for the LPE's by Table C-1 of Appendix C, where 
a is the linearized amplitude and u 2 the true amplitude). 
It may also be noted that the fact that EoD+qD~ O F 
has real roots comes f rom a consideration of the linea rized 
limit, in which it is established that R' > 0 and T' < o. 
The difficulty which we h ave encountered above may 
b e eliminated by,. as before, allowing r 2 to b ec ome a loop 
integral in the complex plane. We first transform 
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and then make r 2 into a loop integral. The result is 
__ 1_ 1. . dn 
J I/· 2 R I 3 
2 V-'"T' V 1 - n +ex C n-S"ffn ) 
where 
a = 
S' 
= 0 (s) 
(-R'T')l/2 
Since n is now an 0(1) variable, and (R'/S'T') = 0(1), the 
term multiplying a is 0(1), and so we may expand in powers 
of a: 
1 
2 Y-"1' 
§ 1 
\1'1-nZ l n- (R'/S'T')n3 l 1 _ a 2 +, •• dn 2 1-n (F.S) 
Now we move the loop contour out beyond lnl = 1, so tha t 
n = + 1 do not lie on the contour. qhen~ if a is small 
enough, the series in curly bracke ts in (F.S) conve rges 
unif ormly on the contour , and we may int egrat e t erm-by ~ term 
1 1. d a f n-(R'/S 'T')n3 
2Y-f' J' Jf;z· - 4M' .) (1 - nz) 3/ 2 dn + .•.. (F.6) 
to ob t ain the small -amplitude expansion of r 2 . 
The ind i vidual loop in teg ral s in (F . 6) are done by 
Laur ent' s Theorem , jus t as before . For examp l e , th e second 
integra l i s done as fo llows : 
§ n-(R'/S'T')n 3 dn 
(l-n2)3/2 
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= p.i ( 4 - ~ : T ' ) (1 + 3 ~ 2 + ... ) dn 
n n 
~ R' 3R' 1 
= i y (-SIT' + ( 1- 2 S , T, ) 2 + ..• ) dn 
n 
0 
The procedures given above extend in a straightforward 
way to integrals of the more general form (F.l). 
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Appendix G: The Details of the Slowly-Varying Wavetrain 
Calculation for the Korteweg-de Vries Equation 
With Dissipation 
We shall be concerned here with the expression of 
five integrals from §3 in terms of the fundamental 
inte grals 
and 
Tr/2 
K(k) =f 
0 
dx 
Tr/2 
E(k) =~ ~l-k Osin Ox dx 
0 
(which are the complete elliptic integrals of the first 
and second kind, respectively). The five integrals are 
those occurring in Eqs. (3.16) and (3.17): 
2Tf 
=! 
0 
p 
0 
2Tf 
de = f 
0 
2Tf 
de = f 
0 
n de 
= 
l 2 2 n de 
2Tf J 3n 2de 
0 
2TI 
I 4 ~ f K2 E~~F 2 d9 
0 
2n 
= J 2n 3de-l I 2 4 
0 
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Integration by parts and the periodicity of n were employe d 
to simplify I 5 . 
We re-write Eq . (3.9 ) here for convenient reference: 
( H . 1) 
where 
b 
(H. 2) 
k=~ 
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It is possible to write r 1 through I 5 as linear combinations 
of integrals of the form 
This follows immediately for all exc e pt I 4 upon substituting 
the form (H.2) of n: 
I 
2 
For I 4 , we need to r efer back to Eq . (3.7), which is 
OE~FO = 
K :ae . 
Using this, I 4 becomes 
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2n 
r 4 = 2 J [a cn2 (S9+ ¢ )}[ a - a cn 2 (S9+¢) j [m1 -m3+a cn2 (S9+<ll)J de 
0 
It merely remains to find K1 , K2 , K3 in terms of 
K(k) and E(k). 
follows: 
D~e first reduce K to standard form, as 
n 
Kn = ~~cnOn (B9 +O,k) d9 
0 
2Tif5+¢ 
~ !~ 2n du = en (u, k) 
2K(k ) 
~! 2n du = en (u ,k) 
0 
The non- linear dispersion relation (3.12) has been used 
to replace nS by K(k) in the upper limit, a nd the fact 
that 2K(k) is a period of cn2n(u,k) has bee n used in 
setting ¢=0 in the limits. 
The fundamental formulae we shall need in our attack 
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2K (k) 
E{k) = i J dn2 (u,k) du 
0 
(H. 4) 
dn2 (u,k) = l ~ k 2 + k 2cn2 (u,k) (H. 5) 
l d 2 2 2 2 2 2 4 
-2 -- en (u,k) = l - k + 2 (2k -1) en (u,k) - 3k en (u,k) du2 
(H. 6) 
.! d
2 
cn
4 (u,k) = 3(l-k2 ) cn2 (u,k) + 4(2k 2-l) cn4 (u, k ) 
4 du2 
(H. 7) 
2 6 
- 5k en (u,k) 
(H.4) is a modification of Whittaker and Watson's definition 
~ection 22.73] of the elliptic integral E(k). (H. 5) 
is the definition of the elliptic function dn(u,k). 
(H.6) a nd (H.7) wer e suggested by Example 4, Section 22.72, 
of Whittaker and Watson, but may be verified directly b y 
differentiation if desired. We make use of (H.6) and 
(H.7) by integrating each from 0 to 2K(k). The l eft hand 
sides integra te immedi ate ly and drop out b y the periodicity 
properties of elliptic functions. We are l eft with 
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From these it is clear that we may express K2 and K3 in 
t erms of K1 : 
2 
= 
3k2 
BK3 
1 
= 
15k4 
Hence we only need to know K1 in terms of elliptic integrals . 
But from (H.4) and (H.S ), this is easy . The steps are 
E (k) du 
Collecting the preceding results , we may write the 
sought- after integrals, r 1 through r 5 , as 
2 J 2 2 b 2 4 2 } + K -fib (1-k ) l- 3m1 +m1b ( 2 - 3k ) - 15 (lSk -19k +8) 
Some simplifications have been wrought by~use of the 
ide nti ties (H.2). The natural set of variables whi ch arise 
in this ca l culation are m11 b 1 k 1 K rather than m11 m2 I 
m3 I K • 
One wou l d probably want to avail oneself of the 
information in the nonlinear dispers i on relati on 
TI(3 = K(k } 
which can be solve d for b 
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b = 2 ~hO (k) ~-
to eliminate b from r 1 through r 5 . This is presumed to 
have been done when these formuae are introduced in §3 . 
The integrals Ii are used in (3.16) and (3.17) as 
follows: 
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APPENDIX H: Reducing WAA and Similar Integr a ls to Real 
Form. 
WAA was computed in §8.C to be 
1 
z:rr 
,{, dn J'--
(n-1) 2 YF 
It was noted that in neither this form nor in the int e-
grated-by-parts version 
1 w =-AA 2n 
2 dn § EPpn-~ P F p372 
could the loop contour be shrunk back down around the 
branch cut, between n 1 and n 2 say, on the real axis. For 
the first form, this was precluded by th e double pole at 
n = 1, and for the second form, by the non-integr ab le 
singularities of the integrand at n 1 and n 2 (which are 
roots of F(n)) . 
Let us, therefore, go back to WA and see wha t went 
wrong. WA is given by 
w A 
which can be shtunk back to an integral along th e branch 
cut, 
2 
( 3Sn - U 3 ) 
n 
dn 
fi (H. 1 ) 
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where n 2 and n 1 will naturally depend on A. If we now 
try and take the A- derivative of this integ r a l by the 
usual rule, .that is 
n 
.£___ f 2 aA Q(n) dn -
nl 
N dn a A 
we see th~t the first two terms are infinite and the third 
is a non-convergent integral. We must, therefore, seek to 
transform the integral in some way before we take its 
A-derivative . 
One way to do this. is to fix the limits by trans-
forming 
n (H. 2) 
To keep the calculations simple, we illustrate how this 
works on the integral 
n2 
I f dn 
nl ~a + bn + 2 + n 3 en 
n 2 
J dn = 
n 1 ~ (n - n 1 ) (n 2 - n) (n 3 -n) 
+1 
= f . d ~ 
1 ./ 2 nl+n2 
- lEl -~ F (n3- 2 
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pince~ is one of the coefficients of F(n), it will be 
analogous in the present problem to consider ar;aa: 
+1 
a 
n +n 
a 
n -n 
ar 1 (n 3- 12 2) c 22 l) s 
aa 2 J aa aa dl; (H. 3) 
-1-/1-€;2 nl+n2 n2-nl 
3/2 
[n3- 2 - 2 n 
The roots n 1 , n 2 , n 3 can always be found very accurately 
on a computer; numerical differentiation tends to be 
quite inaccurate, however, and so we show how th e an./aa 
l 
can be expressed in terms of the n . themselves . 
l 
The coefficients of the cubic in I in terms of its 
roots are 
a 
b 
c 
Taking the partial of each equation with respect to a1 
1 
(II. 4) 
0 
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0 
This system can be solved for the an ./ aa: 
1 
anl 1 
a-a- (n3-nl) (nl-n2) 
with the other solutions given by cyclic permutation of 
the indices. Putting these back into (H.3), we have a 
convergent integral for ar;aa involving only the n .. 
1 
We can proceed in the same way for aWA/aA. In the 
form (H.l) of WA, we write 
1 F = z P(n) 
n 
where 
By expanding the factored form of P(n), we f ind 
3 5 
2 = L ni 
i=l 
0 = :Ln . n. 
1 J 
(II.S) 
230 
where the sums after the first are over all poss ible 
combinations of 11, 2, 3, 4, s\ with no two indices the 
same. For example, 
Taking the partial derivative of each equation in the set 
(H.S) with respect to A, we obtain a system of linear 
equations similar to thos e in (H.4) for the ani/a~K 
After considerable manipulation, we find that 
(H. 6 ) 
where the other solutions ma y be obtained by f our succes-
sive cycli c permutations of the indices . The computations 
are considerably s i mpli f ied in this c a s e b y p e rf o rmi ng col -
umn op e r a tions on th e d ete rmina nts inv olved to ob t a in th e s e 
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determinants in factored form . We may illu s trate this 
point using the determinant of the coefficients in (H.4): 
D == 
1 1 1 
Subtract the first column from each of the other two, 
D 
1 0 0 
The manipulations follow th e same pattern for th e l arge r 
s y s t em (H.S). 
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Replacing F(n) in l'VA by the equivalent expression 
F(n) 
where Q(n) is a cubic with roots n 3 , n 4 , n 5 
we obtain 
1 
-
1T 
Transforming this according to (H.2), 
n =a + Sf,; 
1 
; f [PpE~+ p~ F O 
-1 
s = 
u2 d~ 
(a+ f3 f:) 2] 'V ( 1- t,; 2) Q ( o:+ S 0 
It is now an easy matt e r to take the A- derivative, follow-
ing which we transform back to the original variable n. 
The result is 
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WAA = - 1-_ f n 2 I ( I ( n) - J ( n) Q ' ( n) ) 
n . Q(n) E~ + as + n- a ) aA aA s 
n l 
an /aA on 4 / ~A an 5/aA dn J ( n) ( 3 . + + ) / K-----------_I--------I---=-~KI_K 
where 
n-n 3 n-n 4 n-n 5 ~En-n 1 F (n 2-n) Q(n) 
I (n) 2u
2 
= 6Sn + --3 
n 
1 2 u2 J(n) = ~ (3Sn - --) 2 2 
n 
By substituting the va l ues of a, S in terms of n 1 , n 2 , 
this reduces t o 
1 n2 [ I (n) Q ' (n)] 1 WAA = f - J (n) TI Cn2 -n1 ) Q(n) y Q(n) 
nl 
~ anl ~ an 2 X [ - aA + ___ 1 arJ dn n 1 . 2 
1 nz J (N) 
an 3/aA an4 /aA an5/aA dn f ( n-n + + n-n ) 7r n-n 4 y (n-n 1 ) (n 2-n)Q(n) 3 5 
nl 
where the a ni /a~ are assumed to be replaced according to 
(H. 6) . 
The nume ri,cal evaluation o f the integrals in WAA 
presents no great difficulty, once we decide which of the 
roots ni to take for n 1 a nd n 2 ; and that question i s 
answered in our study of the steady-profi l e solution. 
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There are excellent Gaussian quadrature formulas for 
integrals with square-root singularities at the end-
points{Z Z) which may be used. 
It might be noted that the sign of WAA is of great 
interest because it determines the stability (WAA < 0) 
or instability (WAA > 0) of the fundamental '"avetrain to 
slowly varying perturbations. 
