Abstract. Let µ be a self-similar probability measure on 
Introduction
For j = 1, 2, ..., m, let F j (x) = ρx + a j , where 0 < ρ < 1, a j ∈ R be a family of equicontractive similitudes and let p 1, p 2, . . . , p m be associated probability weights. Then there is a unique self-similar probability measure µ on R with compact support satisfying
for all measurable sets A.
The measure µ can also be generated as follows. Let X 0, X 1, . . . be a sequence of i.i.d. random variables each taking real values a 1, a 2, . . . , a m with probability p 1, p 2, . . . , p m respectively. For 0 < ρ < 1 let
and let µ ρ be the probability measure induced by S, i.e., µ ρ (A) = Pr ob{ω : S(ω) ∈ A}. Then it can be verified that this measure also satisfies the above self-similar equation. By uniqueness we obtain µ = µ ρ .
It is known that µ is either purely singular or absolutely continuous [JW] . If 0 < ρ < 1/m, then the support of µ is a set of Cantor type; hence µ is purely singular. If 1/m ≤ ρ < 1, then the distribution type of µ depends on the choice of the parameters a 1, a 2, . . . , a m and p 1, p 2, . . . , p m , the determination of which type in general is very difficult.
The most fascinating case is when m = 2 and each X j takes two values ±1 with equal probability 1/2. Then µ is the so-called infinitely convolved Bernoulli measures. If ρ = 1/2, then µ is a measure proportional to the Lebesgue measure on [−2, 2]. It was conjectured that µ ought to be absolutely continuous for ρ > 1/2. However, in 1939 Erdös [E] showed that if ρ −1 is a PV-number and ρ = 1/2 (recall that an algebraic integer β > 1 is called a PV-number if all its conjugate roots have modulus strictly less than one), then the Fourier transformμ(t) = ∞ −∞ e itx dµ(x) does not tend to zero at infinity and thus µ is purely singular. Salem [S1] showed that for 0 < ρ < 1 with ρ = 1/2,μ(t) → 0 as t → ∞ only if ρ −1 is a PV-number. Since µ is purely singular for 0 < ρ < 1/2, the Erdös-Salem theorem gives a large family of singular measures whose Fourier transforms tend to zero at infinity.
In the other direction, Erdös showed that there exists a sequence ρ k → 1 such that µ has k derivatives for almost all ρ ∈ (ρ k , 1). The result has been generalized recently by Solomyak [So] . He proved thatμ(t) is in L 2 for almost all 1/2 < ρ < 1 and hence µ is absolutely continuous with an L 2 density function. However, the only explicit values of ρ for which µ is known to be absolutely continuous are ρ = 2 −1/n , for n = 1, 2, . . . , and a family of algebraic numbers found by Garsia [G] . On the other hand, all PV-numbers are the only numbers for which µ is known to be purely singular.
The Fourier transform of the probability measure induced by
Thus the Fourier transform of µ induced by S iŝ
The average asymptotic rate ofμ(t) with some restriction on the parameters was studied extensively by Strichartz [St1] -St3, Lau [L1]-L2, Lau and Wang [LW] and Fan and Lau [FL] . In this paper we will give a necessary and sufficient condition forμ(t) to approach zero at infinity. The criterion can be applied to various cases for which a specific set of parameters is given. The detailed proof is given in section 2. In section 3, as an application, we generalize the above Erdös-Salem theorem to m ≥ 2.
The general theorems
Let µ be the probability measure induced by S as defined by (1.1) and letμ(t) be its Fourier transform. Replacing t by ρ −n t in (1.2) we obtain for n = 1, 2, ...,
for the distance from this convex combination to the circumference of the unit circle. Note that d j (t) depends also on ρ, a 1, a 2, . . . , a m and p 1, p 2, . . . , p m . This notation will be used for the rest of the paper. Furthermore it is easy to check that 
Proof. It suffices to show that if
Using (2.2) and noting that ta k ρ j → 0 as j → ∞ we obtain
Lemma 2.2. Letμ(t) be defined by (1.2) and let t ∈ R with t = 0 be any point. If either
Proof. If 
Proof. In view of Lemma 2.2 it suffices to show that if lim n→∞μ (ρ −n t) = 0 for every t ∈ [ρπ, π], then lim x→∞μ (x) = 0. We will show this by contradiction. Suppose that there is a sequence t n → ∞ and an integer n 0 such that
Let k n , n = 1, 2, ..., be a sequence of positive integers such that ρ kn t n ∈ [ρπ, π]. Without loss of generality, assume that lim n→∞ ρ kn t n = t ∈ [ρπ, π] . By assumption, lim n→∞μ (ρ −n t) = 0. Hence for any ε > 0 there exists an integer, which may also be taken to be n 0 , such that for all n ≥ n 0 
This contradicts (2.3) if ε is chosen to be less than δ/3. Q.E.D.
Next, we give a condition so that lim sup x→∞ |μ(x)| > 0 if ρ −1 is a PV-number. For any real number a, we denote by ||a|| the distance between a and the nearest integer. Thus ||a|| = min |a − n|, n = 0, ±1, .... If k is the integer nearest to a, we write a = k + a so that ||a|| = | a | ≤ 1/2.
It is known that β > 1 is a PV-number if and only if there exists a real number t = 0 such that
It is also known that for any given PV-number β the set
is countable [S2, BDGPS] . If β > 1 is a PV-number, then ||β j || tends to zero geometrically, and so does ||kβ j || for any fixed integer k; hence k ∈ E(β) for every integer k. Furthermore, if t = kβ j0 for some integer k and for some j 0 = 0, ±1, ..., then ||tβ j || = ||kβ j+j0 || tends to zero geometrically. It follows that kβ j0 ∈ E(β) for arbitrary integers k, j 0 . In Lemma 3.1 we will show that if β ≥ 2 is an integer, then E(β) consists precisely these numbers.
Theorem 2.4. Let ρ −1 be a PV-number and letμ(t) be defined by (1.2). If a k ∈
E(ρ −1 ) for k = 1, .
.., m and if there exists a positive integer N such that
Proof. Using Lemma 2.2 with t = 2N π we need only to show that
Q.E.D.
A theorem of Erdös and Salem
In this section we will generalize a theorem of Erdös and Salem on the asymptotic behavior of Fourier transforms of infinitely convolved Bernoulli measures. Proof. Write tn j = k j + tn j , where k j is the integer nearest to tn j . Then
It follows that the union of the two intervals (−
) is a repelling region for tn j . Therefore lim sup j→∞ ||tn j || > 0 unless tn j = 0 for all j ≥ j 0 and for some j 0 , which is equivalent to tn j0 = k for some integer k and for some j 0 = 0, 1, .... Q.E.D. for x = 2kπ we have
.
Consider the Taylor expansion
sin mx
where c m >
3! π 2 is some constant depending only on m such that 1 − c m tρ
Hence lim t→∞μ (t) = 0 by Theorem 2.3. we have
which is similar to (3.1). Applying the same argument we obtain lim t→∞μ (t) = 0. Finally, we will show that if ρ −1 is a positive integer which is a factor of m, then lim t→∞μ (t) = 0. We let X j take m values in 2π{0, 1, 2, ..., (m − 1)} with equal probability 1/m. By Theorem 2.3 it suffices to show that for every t ∈ R with t = 0 either 
