Let Ò Ò ¼ ½ ¾ be an irreducible, positive recurrent Markov chain with invariant probability measure . We show that if satisfies a one-step minorization condition, then can be represented as an infinite mixture. The distributions in the mixture are associated with the hitting times on an accessible atom introduced via the splitting construction of Athreya and Ney (1978) and Nummelin (1978) . When the small set in the minorization condition is the entire state space, our mixture representation of reduces to a simple formula (first derived by Breyer and Roberts, 2001) from which samples can be easily drawn. Despite the fact that the derivation of this formula involves no coupling or backward simulation arguments, the formula can be used to reconstruct perfect sampling algorithms based on coupling from the past (CFTP) such as Murdoch and Green's (1998) Multigamma Coupler and Wilson's (2000) Read-Once CFTP algorithm. In the general case where the state space is not necessarily 1-small, under the assumption that satisfies a geometric drift condition, our mixture representation can be used to construct an arbitrarily accurate approximation to from which it is straightforward to sample. One potential application of this approximation is as a starting distribution for a Markov chain Monte Carlo algorithm based on .
Representing as a Mixture
Let È´Ü Ýµ be a Markov transition kernel on a general state space´ ´ µµ and write the associated discrete time Markov chain as
È Ø´Ü Ýµ denote the Ø-step Markov transition kernel corresponding to È . Then for Ò ¾ AE, Ü ¾ and a measurable set , È Ø´Ü µ ÈÖ´ Ø·Ò ¾ Ò Üµ. Throughout the paper, we assume that is -irreducible and positive Harris recurrent where is the invariant probability measure; for definitions see Meyn and Tweedie (1993, Part I) . For an arbitrary measure and function , we use the usual notation È Ø´ µ Ê È Ø´Ü µ ´ Üµ and ´ µ Ê ´Üµ ´ Üµ.
The assumptions we have made guarantee the existence of an Ñ ¾ AE, a probability measure on ´ µ, a small set with ´ µ ¼ and an ¼ such that for any Ü ¾
For ease of exposition, we consider only the strongly aperiodic case in which Ñ ½; that is, we assume satisfies a one-step minorization condition È´Ü ¡µ ´¡µ Ü ¾
(1)
A minorization condition allows for the celebrated splitting construction of Athreya and Ney (1978) and Nummelin (1978 Nummelin ( , 1984 . To be specific, if Ü ¾ , we can use (1) 1993, p. 100) and the (random) times at which ¼ enters « are regeneration times. Define « to be the first return time to «; that is, 
Now, for any Ø ¾ AE and any measurable set , define
i.e., É Ø is the conditional distribution of Ø given that´ ¼ AE ¼ µ ¾ « and that there are no regenerations in the split chain before time Ø. We now state the first of our two main results. and then making an independent random draw from the chosen É Ø . This idea is closely related to perfect sampling (Fill; 1998; Propp and Wilson; 1996) , which is a simulation method wherein a Markov chain with stationary distribution is used to produce independent and identically distributed (iid) samples from . In fact, it is shown in Section 2 that when , there are direct connections between (5) and perfect sampling. We show in Section 3 that if also satisfies a drift condition, our mixture representation can be used to construct an arbitrarily accurate approximation of from which it is easy to sample. Finally, in Section 4 we explain how this approximation to provides a new method of dealing with the burn-in problem in Markov chain Monte Carlo (MCMC).
The Case Where : Perfect Sampling
Consider the special case in which , which of course implies that is 1-uniformly ergodic.
In this case, Ò ¾ for all Ò and hence « Ó´ µ; that is, ÈÖ «´ « Øµ ´½ µ Ø ½ for Ø ¾ AE. Plugging into (3) yields Ô Ø ´½ µ Ø ½ so the Ô Ø s are also geometric probabilities. The distribution É Ø is also quite simple when . Indeed, if there were no regenerations in the split chain before time Ø, this means that, after having drawn ½ , the residual measure, Ê, was applied Ø ½ consecutive times to get Ø . We state this as a corollary.
Corollary 1. Under the assumptions of Theorem 1, if then
It is possible to derive (6) directly without using (5). Indeed, consider a Markov transition kernel, Å, on the general space´ ´ µµ that takes the form Å´Þ ¡µ ´¡µ ·´½ µÃ´Þ ¡µ where Ã´Þ ¡µ is a -irreducible Markov transition kernel on the same space, ´¡µ is a probability measure on ´ µ and ¾´¼ ½µ. Theorem 2 of Breyer and Roberts (2001) shows that È ½ ½ ´½ µ ½ Ã ½´ ¡µ is an invariant probability measure for Å. Now note that when (1) holds with , then È´Ü ¡µ ´¡µ ·´½ µÊ´Ü ¡µ for all Ü ¾ and it follows that can be written in the form (6). (It is interesting to note that Å is positive recurrent even if Ã is badly behaved, e.g.,
transient.)
Corollary 1 immediately yields the following algorithm for sampling from :
Algorithm I:
1. Simulate Ü ½ ´¡µ and, independently, Ø Ó´ µ.
2. If Ø ½ take Ü ½ , else simulate the transition Ü Ò·½ Ê´Ü Ò ¡µ for Ò ½ ¡ ¡ ¡ Ø ½ and take Ü Ø .
Algorithm I is exactly the Multigamma Coupler of Murdoch and Green (1998, p. 486) , which is a perfect sampling algorithm based on coupling from the past (CFTP) (Propp and Wilson; 1996) . Note that we have used our mixture representation of to derive this algorithm with no appeal to coupling or backward simulation. Breyer and Roberts (2001) show, in the context of their catalytic perfect simulation algorithm, that Corollary 1 can also be used to derive Wilson's (2000) Read-Once CFTP algorithm. We now give a slightly different and more detailed description of this connection which culminates in a statement of the algorithm that Wilson described on page 93 of his paper. We begin with a Markov transition kernel, Ë, on the general state space´ ´ µµ such that the associated Markov chain, 
Remark 1. Wilson's setup is actually a bit more abstract than ours. Firstly, he does not assume as much as we do about the structure of the "random function" . Secondly, Wilson assumes that the user possesses an efficient, but imperfect method for checking whether Ò´Ü Ù ½ Ù Ò µ is coalescent. This method will never incorrectly conclude coalescence, but may miss the fact that a particu-
As an example, consider the Markov chain on ½ ¾ ¿ whose evolution is described by the probability transition diagram given in Figure 1 . For this chain, we could take as follows: 
where we have defined ´¡µ and Ê´Ü ¡µ in an obvious way. Drawing from ´¡µ is quite simplejust simulate iid copies of´Í ½ Í µ until the observed value of ´Ü Í ½ Í µ is coalescent. Drawing from Ê´Ü ¡µ can be done similarly by waiting for the first non-coalescent value of ´Ü Í ½ Í µ. Therefore, if is known, Algorithm I can be applied to make draws from .
The beauty of (8), however, is that it can be used to simulate from even when is unknown! Indeed, assume that (7) holds, but that the exact value of is unknown. Note that application of 3. Take
Algorithm II is exactly Wilson's (2000) Read-Once CFTP algorithm. It lends itself to iteration. Indeed, ´Ü Ù Ø ½ Ù Ø µ is coalescent and is not used at Step 3. Thus, it can be used at Step 1 of the next iteration of the algorithm. We end this section with an interesting interpretation of Corollary 1. Because , we can assume that all transitions of are made using (2). Now, each time a regeneration occurs; that is, each time a draw is made from ´¡µ, we have to wait a Ó´ µ number of iterations before the next draw from . And, of course, the residual measure, Ê, is used in between. Thus, what Algorithm I is actually doing is returning the states immediately prior to the draws from . Hence, an intuitive way to state Corollary 1 is as follows: The states of the Markov chain immediately prior to regenerations have distribution . Wilson (2000) attempts to connect this to the PASTA (Poisson Arrivals See Time Averages) phenomenon from the continuous time literature.
The Case Where : Approximating
While things are more difficult when , it is still possible to make draws from the distribution É Ø using a simple accept-reject algorithm. All that is required is the ability to simulate the split chain. Note that É ½´¡ µ ´¡µ so in the algorithm, it is assumed that Ø ¾.
Algorithm III: . On the other hand, making iid draws from the distribution of « is straightforward -just take ½ ´¡µ, run the split chain, and count the number of iterations until the first regeneration. Unfortunately, despite the simple relationship between their mass functions, it is not clear how to use iid draws from the distribution of « to get iid draws from the distribution of Ì . Hence, we focus on using (5) to construct an approximation to .
Let Ô Ø ½ Ø ½ denote another nonnegative sequence that sums to one and let Ì denote the corresponding discrete random variable; i.e., ÈÖ´ Ì Øµ Ô Ø . Consider an approximation of given
Thus, the total variation distance between the distributions and is bounded above by twice the total variation distance between the distributions of Ì and Ì . We now show that, under an additional assumption on , for any given ¼, it is possible to construct a sequence Ô Ø ½ Ø ½ such that È ½ Ø ½ Ô Ø Ô Ø and such that making iid draws from the distribution of Ì is straightforward. The assumption is that the Markov chain satisfies a geometric drift condition; that is, for some function Î ½ ½µ, some ½ and some ½ we have È Î´Üµ
where È Î´Üµ Ê Î´Ýµ È´Ü Ýµ. It is well known that (10) combined with the smallness of the set implies that the Markov chain is geometrically ergodic 1993, Chapter 15) . We will need the following result, which is a combination of Theorems 2.3 and 4.1 in Roberts and Tweedie (1999) .
Theorem 2. (Roberts and Tweedie, 1999) We are now in a position to state the second of our two main results. Of course, Theorem 3 is useful from a practical standpoint only if it is possible to sample from the distribution of Ì . To this end, consider the random vector´Î Ï µ where Î and Ï are independent, Î is uniform on ½ Å , and Ï is equal in distribution to « when´ ¼ AE ¼ µ ¾ «. Note that, for any Ø ¾ ½ Å , we have
Hence, the following algorithm can be used to sample from the distribution of Ì .
Algorithm IV:
1. Draw Ú ÍÒ ½ Å and, independently, draw Û from the distribution of « with´Ü ¼ AE ¼ µ ¾ «.
2. If Û Ú, take Ú; otherwise, repeat.
We conclude that, given any ¼, Algorithms III and IV can be used to make iid draws from satisfying ´¡µ ´¡µ . In the last section, we briefly describe how our approximation may provide an alternative solution to the burn-in problem in MCMC.
An Application to Burn-in
Suppose that the Markov kernel, È , is the basis of an MCMC algorithm whose purpose is to explore . Our assumptions about È imply that for every initial probability measure ´¡µ we have È Ò´ ¡µ ´¡µ ¼ as Ò ½ Typically, the MCMC user has no particular starting distribution in mind. Indeed, ´¡µ is usually taken to be a point mass at some point from which it is convenient to start the simulation. An important problem in the implementation of MCMC algorithms is burn-in (time), which is formally described as follows. Given ´¡µ and ¼, we want to find a value Ò £ such that
If (12) (Douc, Moulines and Rosenthal; 1994; Roberts and Tweedie; 1999; Rosenthal; 1995) . These upper bounds can be used to find an Ò £ that satisfies (12). Unfortunately, when this strategy is used for non-toy MCMC algorithms, it is not unusual for the resulting Ò £ s to be too large to be of any practical value (see e.g. 2004) .
Alternatively, a seemingly unnatural way to phrase the burn-in question is as follows. Can we find a starting distribution, ´¡µ, that is within of in total variation? If so, we could start sampling the chain immediately. This seems unnatural because the stationary distribution of an MCMC algorithm is typically intractable, and hence not easily approximated. Nevertheless, the results in the previous section show that we can actually construct such a starting distribution. An alternative method of dealing with the burn-in problem is to start the chain by drawing ¼ , and using all the samples right from the start.
Of course, would normally be constructed using the same drift and minorization conditions that are used to construct the upper bounds mentioned above. One might suspect that in situations where the Ò £ s calculated using the upper bounds are too large, simulating from might be extremely inefficient, perhaps to the point where it is not practical. On the other hand, was derived without using several inequalities that are required in deriving the upper bounds. For example, we did not use the coupling inequality nor did we have to worry about constructing a bivariate drift condition using the drift on the original chain (see, e.g. Roberts and Tweedie; 1999, Theorem 5.2) .
