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THESIS ABSTRACT
NAME: Saed Ali Mara'Beh
TITLE OF STUDY: Neumann-Boundary Stabilization of the Wave equation
with Internal Damping Control and Applications
MAJOR FIELD: Mathematics
DATE OF DEGREE: April 28, 2014
This thesis is devoted to the Neumann boundary stabilization of a non-
homogeneous n-dimensional wave equation subject to static or dynamic boundary
conditions. Using a linear feedback law involving only an internal term, we prove
the well-posedness of the considered systems and provide a simple method to ob-
tain an asymptotic convergence result for the solutions. The method consists of
proposing a new energy norm, and applying the semigroup theory and LaSalle's
principle. Finally, the method presented in this work is also applied to several
distributed parameter systems such as the Petrovsky system, coupled wave-wave
equations and elastic system.
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 ملخص الرسالة
 
 
 مراعبه عايش  سائد علي :الاسم الكامل
 
 وتطبيقاتتخامدي تحكم مع  الامواجنيومان لمعادلة  الاستقرار بحد :عنوان الرسالة
 
 الرياضيات :التخصص
 
 4102/40/82 :تاريخ الدرجة العلمية
 
والتي تخضع للشروط الحدية السكونية   n البعد فيمتجانسة الغير  الامواجلمعادلة  ديالاستقرار الحيهذه الاطروحة تكرس 
 .والديناميكية باستخدام قانون التغذية الراجعة الخطي الذي ينطوي فقط على الحد التخامدي
 .نظمة التي يتم دراستها من خلال تقديم معيار طاقة جديدتقارب للحلول في الأنقدم طريقة بسيطة لنحصل على 
نظمة أ، و ةموج-ةنظمة مثل نظام بيتروفسكي، معادلات موجأا العمل تطبق على عدة الطريقة المعروضة في هذ ،وأخيرا  
 .المرونة
 
 
CHAPTER 1
INTRODUCTION
Let 
 be a bounded open connected set in R having a smooth boundary   = @

of class C2. Given a partition ( 0; 1) of  , consider the following equation:
ytt(x; t)  Ay(x; t) = 0; in 
 (0;1) (1.1)
with either static Neumann boundary conditions and initial conditions
8>>>>>><>>>>>>:
@Ay(x; t) = 0; on  0  (0;1)
@Ay(x; t) = U(t); on  1  (0;1)
y(x; 0) = y0(x) 2 H1(
); yt(x; 0) = z0(x) 2 L2(
);
(1.2)
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or dynamic Neumann boundary conditions and initial conditions
8>>>>>>>>>><>>>>>>>>>>:
m(x)ytt(x; t) + @Ay(x; t) = 0; on  0  (0;1)
M(x)ytt(x; t) + @Ay(x; t) = U(t); on  1  (0;1)
y(x; 0) = y0(x) 2 H1(
); yt(x; 0) = z0(x) 2 L2(
);
ytj 0(x; 0) = w00(x) 2 L2( 0); ytj 1(x; 0) = w01(x) 2 L2( 1)
(1.3)
where A =
nP
i;j=1
@i(aij@j) , @A =
nP
i;j=1
aiji@j ; @k =
@
@xk
;  = (1; 2; :::; n) is the
unit normal of   pointing towards the exterior of 
 and aij 2 C1(
), with
aij = aji; 8i; j = 1; ::::; n;, and satisfying, for 0 > 0,
nP
i;j=1
aij"i"j  0
nP
i=1
"2i ,
8 ("1; :::; "n) 2 Rn. Moreover, there exist two positive constants m0 and M1 for
which m(x) 2 L1( 0); m(x)  m0; 8x 2  0, and M(x) 2 L1( 1) ;
M(x) M1; 8x 2  1:
Furthermore, U is a feedback law depending only on a damping term, that is,
U(t) =  a(x)yt(x; t); (x; t) 2  1  (0;1); (1.4)
where the function a satises
a 2 L1( 1); a(x)  a0 > 0; 8x 2  1: (1.5)
Note that  1 is supposed to be nonempty (vol( 1) 6= 0) whereas  0 may be
empty.
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In the paper for B. Chentouf and A. Guesmia, Neumann-Boundary Stabiliza-
tion of the Wave equation and Applications, Communications in Applied Analysis
14 (2010), no 4, 541-566.(see [13]), it is proved that the solutions of each of the
above systems (1.1)-(1.2) and (1.4) as well as (1.1)-(1.3) and (1.4) asymptotically
tend towards a constant depending on the corresponding initial data; that is
(i) For any initial data (y0; z0) 2 H1(
)L2(
), the solution of the systems (1.1)-
(1.2) and (1.4) satisfy: (y(t); yt(t))! (; 0) in H1(
) L2(
) as t!1, where
 =
0@Z
 1
a d
1A 10@Z


z0 dx+
Z
 1
ay0 d
1A : (1.6)
(ii) The solution of the system (1.1)-(1.3) and (1.4) stemmed from any initial
conditions (y0; z0; w
0
0; w
0
1) 2 H1(
) L2(
) L2( 0) L2( 1) satisfy:
 
y(t); yt(t); ytj 0(t); ytj 1(t)
! (; 0; 0; 0)
where  is dened by (1.6).
Also the nonlinear case of the boundary control is also treated.
There is a rich literature concerning the stabilization problem of the wave equation
with static boundary conditions (1.1)-(1.2) and (1.4) (see [2], [5]- [8], [28], [30]-
[33], [35], [37]- [40] and the references therein). In all references cited above, at
least one of the following conditions is assumed to be satised:
 the equation (1.1) involves also the displacement term y.
 the stabilization feedback law U(t) contains not only a boundary dissipa-
tion yt but also a boundary displacement y.
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 the rst boundary condition (1.2) involves the displacement term y (the
boundary condition (1.2) is replaced, for instance, by y = 0 or @Ay+ y = 0
on  0  (0;1)).
In this thesis all the results stated in [13] remain valid if the damping control ayt
is distributed, i.e., the equation (1.1) is replaced by
ytt(x; t)   Ay(x; t) + a(x) yt(x; t) = 0; in 
 (0;1):
In fact, in this case, the Neumann boundary conditions (static or dynamical)
are homogeneous and one just needs to change, in the energy norm, the integral
term
R
 1
a(x)y(x; t) d to
R


a(x)y(x; t) dx and do the appropriate modications.
4
CHAPTER 2
DEFINITIONS AND
ELEMENTARY PROPERTIES
2.1 Lp spaces
Denition 2.1 [4] Let 
  Rn and p 2 R with n 2 N = f1; 2; 3; :::g and
1  p <1; we set
Lp(
) =

f : 
! R; f is measurable and R


jf(x)jpd <1

,
endowed with the norm
kfkLp = kfkp =
R


jf(x)jpd
1/p
:
Denition 2.2 [4] We set
L1(
) =
8>><>>:f : 
! R

f is measurable and there is a constant C
such that jf(x)j  C; a:e:; on 

9>>=>>;,
endowed with the norm
5
kfkL1 = kfk1 = inf fC; jf(x)j  C a:e:; on
g.
Remark: If f 2 L1(
), then we have jf(x)j  kfk1 a:e:; on
:
Notation: Let 1  p  1, we denote by p0 the conjugate exponent dened by
1
p
+ 1
p0 = 1.
Theorem 2.1 [4] (Holder0s inequality): Assume that f 2 Lp(
) and g 2 Lp0(
)
with 1  p  1. Then fg 2 L1(
) and
kfgk1  kfkpkgkp0 :
2.2 Hilbert spaces
Denition 2.3 [25] A vector space (or linear space) consists of the following:
1. A eld F of scalars.
2. A set V of vectors.
3. An operation called vector addition, which associates with each of vectors u, v
in V a vector u+ v called the sum of u and v, in such a way that
(a) Addition is commutative:u+ v = v + u.
(b) Addition is associative: u+ (v + w) = (u+ v) + w.
(c) There is a unique vector 0 inV , called the zero vector, such that u+0 = u for
all u in V .
(d) For each vector u in V , there is a unique vector  u in V such that u+( u) =
0.
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4. An operation called scalar multiplication, which associates with each
scalar c inF and a vector u inV a vector c u inV , called the product of c and u,
in such a way that
(a) 1u = u for every u in V .
(b) (c1c2)u = c1(c2u).
(c) c(u+ v) = cu+ cv.
(d) (c1 + c2)u = c1u+ c2u.
Denition 2.4 [25]A bilinear form on a vector space V (over the eld F ) is a
function f : V V ! F such that f(cu+v; w) = cf(u;w)+f(v; w) and f(u; cv+
w) = cf(u; v) + f(u;w) for all u; v; w in V and c in F . The set of all bilinear
forms on V is a vector space over F denoted by L(V; V; F ) or B(V ).
Denition 2.5 [4] Let H be a vector space. A scalar product (u; v) is a bilinear
form on H  H with values in < (i.e., a map from H  H to < that is linear in
both variables) such that
(u; v) = (v; u) 8u; v 2 H (symmetry)
(u; u)  0 8u 2 H (positive)
(u; u) 6= 0 8u 6= 0 (denite)
Let us recall that a scalar product satises the Cauchy-Schwarz inequality
j(u; v)j  (u; u)1/2(v; v)1/2 8u; v 2 H:
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It follows from Cauchy-Schwarz inequality that the quantity
kuk = (u; u)1/2
is a norm we shall often denote it by k k or j j.
Indeed, we have
ku+ vk2 = (u+v; u+v) = kuk2+(u; v)+(v; u)+kvk2  kuk2+2 kuk kvk+kvk2;
and thus ku+ vk  kuk+ kvk :
Let us recall the classical parallelogram law:
a+b
2
2 + a b
2
2 = 1
2
(kak2 + kbk2) 8a; b 2 H:
Denition 2.6 [4] A Hilbert space is a vector space H equipped with a scalar
product such that H is complete for the norm k k.
(Through this chapter, H denotes a Hilbert space).
Basic example: L2(
) equipped with the scalar product
(u; v) =
R


u(x)v(x) d
is a Hilbert space.
Denition 2.7 [4] A bilinear form a : H H! < is said to be
(i) Continuous if there is a constant C such that
ja(u; v)j  C kuk kvk 8u; v 2 H.
(ii) Coercive if there is a constant  > 0 such that
a(v; v)  kvk2 8v 2 H.
8
Theorem 2.2 [4] (Lax-Milgram). Assume that a is a continuous coercive
bilinear form on HH. Then, given any ' 2 H, there is a unique element u 2 H
such that a(u; v) = h'; vi ; 8v 2 H, where H is the dual space of H.
2.3 The Hille-Yosida theorem
Denition 2.8 [4] A (bounded or unbounded) linear operator A : D(A)  H !
H is said to be monotone if it satises
(Av; v)  0 8v 2 D(A):
It is calledmaximal monotone if it is monotone and R(I+A) = H, i.e., 8f 2 H
9u 2 D(A) such that u+ Au = f:
Theorem 2.3 [4] (Hille-Yosida). Let A be a maximal monotone operator.
Then,
1) Given any u0 2 D(A), there exists a unique function u 2 C1([0;1) ; H) \
C([0;1) ; D(A)) satisfying
8>><>>:
du
dt
+ Au = 0 on [0;1) ;
u(0) = u0 :
(2.1)
in the classical sense. Moreover,
ju(t)j  ju0j and
du
dt
(t)
 = jAu(t)j  jAu0j 8t  0:
2) Given any u0 2 D(A), there exists a unique function u 2 C ([0;1) ; H)
satisfying (2.1) in the weak sense and ju(t)j  ju0j ; 8t  0.
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CHAPTER 3
THE WAVE EQUATION WITH
STATIC BOUNDARY
CONDITIONS
3.1 Introduction
Let 
 be a bounded open connected set in Rn having a smooth boundary   = @

of class C2 . Consider the following wave equation with static boundary conditions:
8>>>>>><>>>>>>:
ytt(x; t)   Ay(x; t) + a(x) yt(x; t) = 0; in 
 (0;1)
@Ay(x; t) = 0; on   [0;1)
y(x; 0) = y0(x); yt(x; 0) = z0(x) in 
 ;
(3.1)
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where (y0; z0) is given initial data in H
1(
)  L2(
), A =
nP
i;j=1
@i(aij@j) ,
@A =
nP
i;j=1
aiji@j ; @k =
@
@xk
;  = (1; 2; :::; n) is the unit normal of   pointing
towards the exterior of 
 and aij 2 C1(
), with aij = aji; 8i; j = 1; ::::; n;, and
satisfying, for 0 > 0,
nP
i;j=1
aij"i"j  0
nP
i=1
"2i ; 8 ("1; :::; "n) 2 Rn.
Moreover, a(x) 2 L1(
) such that there exists a0 > 0 for which a(x)  a0, a.e.
x 2 
:
3.2 Preliminaries and well-posedness of the
problem
In this subsection, we study the existence and uniqueness of the solutions of the
system (3.1). Let us consider the state space
 = H1(
) L2(
),
equipped with the inner product
h(y; z); (~y; ~z)i =
Z


 
nX
i;j=1
aij@iy @j~y + z~z
!
dx+ "
0@Z


(z + ay) dx
1A 0@Z


(~z + a~y) dx
1A ;
(3.2)
where " >0 is a constant to be determined. This inner product is inspired from
the approach of [13] introduced for the boundary feedback case. The rst result
is stated in the following proposition.
Proposition 3.1 The state space  = H1(
)  L2(
); endowed with the inner
product (3.2) is a Hilbert space provided that " is small enough.
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Proof. It is sucient to show that the norm k:k induced by the inner product
(3.2) is equivalent to the usual one k : kH1(
)L2(
) ; that is, we prove the existence
of two positive constants K and ~K such that
K k(y; z)k2H1(
)L2(
)  k(y; z)k2  ~K k(y; z)k2H1(
)L2(
) : (3.3)
On one hand,
k(y; z)k2 =
R


 
nP
i;j=1
aij@iy@jy
!
dx +
R


z2dx + "
R


(z + ay)dx
2
.
Applying Holder0s inequality and Young's inequalities, we get
k(y; z)k2H1(
)L2(
)  12
R


nP
i;j=1
sup
x2

jaij(x)j
 
(@iy)
2 + (@jy)
2 dx+ R


z2dx
+ " vol(
)
R


(jzj+ jaj jyj)2dx:
Let a1 = max
i;j
sup
x2

jaij(x)j and using the fact that 2jaj jyj jzj  kak1(y2 + z2),
we get
k(y; z)k2  12a1

n
R


jryj2 dx+ n R


jryj2 dx

+
R


z2dx
+" vol(
)
R


(z2 + kak21 y2 + kak1y2 + kak1z2) dx
= na1
R


jryj2dx + " vol(
)kak1(kak1 + 1)
R


y2dx
+ (1 + " vol(
)(kak1 + 1))
R


z2 dx:
Let 0 = " vol(
)kak1(kak1 + 1), 0 = 1 + " vol(
)(kak1 + 1) and
~K = max fna1; 0; 0g. Then
12
k(y; z)k2  ~K k(y; z)k2H1(
)L2(
) : (3.4)
On the the Other hand, using the coercivity of (aij)
k(y; z)k2  0
nP
i=1
R


(@iy)
2 dx+
R


z2dx+"
"R


z dx
2
+
R


ay dx
2
+ 2
R


z dx
R


ay dx
#
:
But 2"
R


z dx
R


ay dx

  "
"

R


ay dx
2
+ 1

R


z dx
2#
; 8 > 0:
Then
k(y; z)k2  0
R


jryj2dx + R


z2dx+ "(1  )
R


ay dx
2
+ "(1  1

)
R


z dx
2
:
Using generalized Poincare's inequality [3], we can prove that there exists a
positive constant c0 such that
Z


y2 dx  c0
24Z


jryj2 dx+
0@Z


ay dx
1A235 ; 8y 2 H1(
) (3.5)
which implies that
0@Z


ay dx
1A2  1
c0
Z


y2dx 
Z


jryj2 dx: (3.6)
Now, for 0 <  < 1 (so 1  1

< 0 and 1   > 0)
k(y; z)k2  (0   "(1  ))
R


jryj2dx + "(1 )
c0
R


y2 dx
+
 
1 + "
 
1  1


vol(
)
 R


z2dx:
We choose " > 0 and 0 <  < 1 such that the coecients of
R


jryj2dx; R


y2dx
13
and
R


z2dx are positive; that is,
0   "(1  ) > 0, which implies that " < 01  .
1 + "(1  1

)vol(
) > 0, then " < 1
( 1 1)vol(
)
.
Because 0 <  < 1 and 0 > 0, it is sucient to choose " > 0 such that
0 < " < min

0
1  ;
1
( 1 1)vol(
)

.
On the other hand, c0 > 0, so
"(1 )
c0
> 0.
Finally,
k(y; z)k2  K k(y; z)k2H1(
)L2(
) ; (3.7)
where K = min
n
0   "(1  ); "(1 )c0 ; 1 + "
 
1  1


vol(
)
o
.
From (3.4) and (3.7) we get
K k(y; z)k2H1(
)L2(
)  k(y; z)k2  ~K k(y; z)k2H1(
)L2(
) :
Therefore, the state space  = H1(
)  L2(
) endowed with the inner product
(3.2) is a Hilbert space.
We turn now to the formulation of the system (3.1) in an abstract form in .
Let z(t) = yt(t) and (t) = (y(t); z(t)):
Then, the system (3.1) can be written as
8>><>>:
t(t) + T(t) = 0;
(0) = 0 = (y(0); z(0)) = (y0; z0);
(3.8)
where T is an unbounded linear operator dened by:
T(y; z) = ( z; Ay + az); 8(y; z) 2 D(T) (3.9)
14
and
D(T) = f(y; z) 2 H1(
) L2(
) : T(y; z) 2 H1(
) L2(
) and @Ay = 0 on  g
=
8>><>>:
(y; z) 2 H1(
) L2(
) : ( z; Ay + az) 2 H1(
) L2(
)
and @Ay = 0 on  
9>>=>>;
=
8>><>>:
(y; z) 2 H1(
) L2(
) :  z 2 H1(
);  Ay + az 2 L2(
)
and @Ay = 0 on  
9>>=>>;
= f(y; z) 2 H2(
)H1(
); @Ay = 0 on  g :
(3.10)
We prove that T is maximal monotone operator.
We have, for any (y; z) 2 D(T),
hT(y; z); (y; z)i = h( z; Ay + az); (y; z)i
=
R


 
nP
i;j=1
aij@i( z)@jy
!
dx+
R


( Ay + az)z dx
+"
R


( Ay + az   az)dx
R


(z + ay)dx

:
By applying the Green's formula and the fact that @Ay = 0 on  , we ndR


( Ay + az   az) dx =   R


Ay dx =   R
 
@Ay d = 0, and
R


 Ayz dx =   R
 
@Ay z d +
R


 
nP
i;j=1
aij@jy @iz
!
dx =
R


 
nP
i;j=1
aij@jy@iz
!
dx:
Then we get hT(y; z); (y; z)i =
R


a z2 dx  0; so we conclude that T is
monotone.
Now, we prove that Id+ T is surjective.
Let (f1; f2) 2 . We want to nd (y; z) 2 D(T ) such that (Id+T)(y; z) = (f1; f2).
We have (Id+ T)(y; z) = (f1; f2); that is (y; z) + T(y; z) = (f1; f2).
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This means that
(y; z) + ( z; Ay + az) = (f1; f2) (3.11)
The rst equation of (3.11) implies that y   z = f1, so z = y   f1.
The second equation of (3.11) becomes
 Ay + (a+ 1)z = f2 ,  Ay + (a+ 1)(y   f1) = f2,
which is equivalent to
 Ay + (a+ 1)y = f where f = f2 + (a+ 1)f1 2 L2(
): (3.12)
Then it is sucient to prove that (3.12) has a solution y 2 H2(
), satisfying
@Ay = 0 on  , therefore z = y   f1 2 H1(
) and (3.11) holds.
By the variational formulation [4], let y be a solution of (3.12), then 8' 2 H1(
),
we ndR


(a+ 1)y' dx  R


Ay 'dx =
R


f' dx.
Using the Green's formula and the fact that @Ay = 0on , we getR


(a+ 1) y' dx+
R


 
nP
i;j=1
aij@iy@j'
!
dx =
R


f' dx :
Now, let us consider the application
F : H1(
)H1(
)! R
(y; ') ! F (y; ') = R


 
(a+ 1)y'+
nP
i;j=1
aij@iy@j'
!
dx:
It is clear that F is bilinear. We want to prove that F is continuous and coercive.
We have
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jF (y; ')j =
R

 
(a+ 1)y'+
nP
i;j=1
aij@iy@j'
!
dx

 R


 
(a+ 1) jyj j'j+
 nPi;j=1 aij@iy@j'

!
dx:
Applying Holder0s inequality, and putting a1 = max
i;j
sup
x2

jaij(x)j, we nd
jF (y; ')j  (kak1 + 1)
R


jyj2dx
 1
2
R


j'j2dx
 1
2
+ na1

nP
i=1
R


j@iyj2dx
 1
2
 
nP
j=1
R


j@j'j2dx
! 1
2

"
(kak1 + 1)
R


jyj2dx
 1
2
+
R


jryj2dx
 1
2
#

"R


j'j2dx
 1
2
+ na1
R


jr'j2dx
 1
2
#

"
p
2(kak1 + 1)
R


 jyj2 + jryj2 dx 12# "p2na1R


 j'j2 + jr'j2 dx 12#
= 2n(kak1 + 1)a1kykH1(
)k'kH1(
):
That is
jF (y; ')j  c1kykH1(
)k'kH1(
); where c1 = 2n(kak1 + 1)a1.
This means that F is continuous.
On the other hand, we have
F (y; y) =
R


 
(a+ 1)jyj2 +
nP
i;j=1
aij@iy@jy
!
dx  R



(a0 + 1)jyj2 + 0
nP
i=1
(@iy)
2

dx
 minfa0 + 1; 0g
R


 jyj2 + jryj2 dx
= c2 kyk2H1(
) ; where c2 = minfa0 + 1; 0g:
This means F is coercive.
Now, let us consider the application
L : H1(
) ! R
' ! L(') = R


f' dx:
It is clear that L is linear. On the other hand, using Holder0s inequality,
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we have
jL(')j =
R


f' dx
  R


jf j j'j dx 
R


jf j2dx
 1
2
R


j'j2dx
 1
2
 kfkL2(
)
R


(j'j2 + jr'j2)dx
 1
2
= kfkL2(
) k'kH1(
);
which implies that
jL(')j  c3k'kH1(
), where c3 = kfkL2(
). This means that L is continuous.
Applying Lax-Milgram theorem [4], we deduce that there exists a unique
y 2 H1(
) such that F (y; ') = L('); 8' 2 H1(
). That isR


(a+ 1) y' dx+
R


 
nP
i;j=1
aij@iy@j'
!
dx =
R


f' dx; 8' 2 H1(
);
therefore,
Z


(a+ 1) y' dx+
Z


 
nX
i;j=1
aij@iy@j'
!
dx 
Z


f' dx = 0 ; 8' 2 H1(
):
(3.13)
By using Green's formula and taking ' 2 H10 (
), we ndR


(a+ 1)y' dx  R


Ay 'dx   R


f' dx = 0; 8' 2 H10 (
).
Thus
R


((a+ 1)y   Ay   f)'dx = 0; 8' 2 H10 (
);
that is,
h(a+ 1)y   Ay   f; 'iL2(
) = 0; 8' 2 H10 (
).
Since H10 (
) is dense in L
2(
), we get (a + 1)y   Ay   f = 0 in L2(
),
which is equivalent to (a+ 1)y   Ay = f in L2(
), so (3.12) holds.
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Because y 2 H1(
) and f 2 L2(
), then from the elliptic regularity, we
have y 2 H2(
). By going back to (3.13) and using Green's formula, we getR


((a+ 1)y   Ay   f)'dx+ R
 
@Ay ' d = 0; 8' 2 H1(
):
Then (3.12) implies that
R
 
@Ay ' d = 0; 8' 2 H1(
): Then @Ay = 0 on  .
We conclude that (3.11) has a unique solution (y; z) 2 D(T), that is Id+T is
surjective. Finally, we conclude that T is maximal monotone operator.
By Hille-Yosida theorem (see [34] and [36]), we get the following:
1) For all 0 2  = H1(
)\L2(
), there exists a unique  2 C(R+;) solution
of (3.8). This implies that there exists a unique solution y of (3.1) satisfying
y 2 C(R+; H1(
)) ; yt 2 C(R+; L2(
)) , y 2 C1(R+; L2(
)) \ C(R+; H1(
)).
2) If 0 2 D(T), then  2 C1(R+;) \ C(R+; D(T)); that is, for
(y0; z0) 2 D(T), (y; z) 2 C1(R+; H1(
)L2(
))\C(R+; H2(
)H1(
)) solution
of (3.1) satisfying
y 2 C1(R+; H1(
)) \ C(R+; H2(
)) ; yt 2 C1(R+; L2(
)) \ C(R+; H1(
))
, y 2 C2(R+; L2(
)) \ C1(R+; H1(
)) \ C(R+; H2(
)) .
3.3 Stabilization of the problem
In this subsection, we prove a stability result which is similar to the one obtained
in [13] for the boundary feedback case.
Denition 3.1 The !-limit set is
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!(y0; z0) =
8>><>>:
(!1; !2) 2  : 9 ftng an increasing sequence of positive numbers ;
lim
n!1
k(y(tn); z(tn))  (!1; !2)k = 0
9>>=>>; :
Theorem 3.1 For any initial data 0 = (y0; z0) 2 ; the solution (t) =
(y(t); z(t)) ! (; 0) in  as t! +1 where
 =
R


a dx
 1R


(ay0 + z0) dx;
that is,
lim
t!1
k(y(t); z(t))  (; 0)k2 = 0.
Proof. Applying LaSalle's principle [24], we have:
i) !(y0; z0) 6= ; 8(y0; z0) 2  and it is a compact set.
ii) !(y0; z0) is invariant under the semi-group S(t).
iii) Let (y(t); z(t)) = S(t)(y0; z0) be a solution of (3.8), then lim
t!1
(y(t); z(t)) 2
!(y0; z0).
iv) !(y0; z0)  D(T).
v) t ! kS(t)!k2 is a constant function, for any (!1; !2) 2 !(y0; z0):
We want to prove that (y(t); z(t))! (; 0), as t goes to 1.
From (iii), it is sucient to prove that !(y0; z0) contains only elements of the
form (; 0).
Let !0 2 !(y0; z0); we prove that !0 = (; 0). We have
d
dt
 kS(t)!0k2 = 0 ) 
 ddt (S(t)!0) ; S(t)!0 = 0 ) 
 ddt!(t); !(t) = 0, where
!(t) = (y(t); z(t)) is the solution of (3.8) corresponding to !0.
hT!(t); !(t)i =
R


az2dx = 0. But a(x)  a0 > 0, thus z = 0 on 
.
Because yt = z = 0 , then y is a constant with respect to t. Then ytt = 0
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and Ay = 0 (from system (3.1)).
Therefore, using Green's formula
  R


Ay y dx =   R
 
@Ay y d +
R


nP
i;j=1
aij@jy@iy dx =
R


nP
i;j=1
aij@jy@iy dx = 0. But,R


nP
i;j=1
aij@jy@iy dx  0
R


nP
i=1
(@iy)
2dx, where 0 > 0, therefore y is a constant
with respect to x.
Finally, y =  where  is a constant.
Hence the !-limit set contains only elements of the form (; 0), where  is a con-
stant, and we nd lim
t!1
(y(t); z(t)) = (; 0).
Now, we have to nd the expression of . Because
ytt(x; t)   Ay(x; t) + a(x) yt(x; t) = 0 in 
 (0;1) and @Ay = 0on  ,
then
R


(yt(x; t) + a(x)y(x; t))dx
0
=
R


Ay dx =
R
 
@Ay d = 0, thereforeR


(yt(x; t) + a(x)y(x; t))dx is a constant function.
Thus,R


(yt(x; t) + a(x)y(x; t))dx =
R


(yt(x; 0) + a(x)y(x; 0))dx =
R


(z0 + ay0) dx;
8 t 2 (0;1):
By passing to the limit where t goes to 1, and using the fact that
lim
t!1
(y(t); z(t)) = (; 0), we get
R


(0 + a(x)) dx =
R


(z0 + ay0)dx, this implies
that

R


a dx =
R


(z0 + ay0)dx,
so
 =
R


a dx
 1 R


(z0 + ay0)dx.
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CHAPTER 4
THE WAVE EQUATION WITH
DYNAMIC BOUNDARY
CONDITIONS
4.1 Introduction
Let 
 be a bounded open connected set in Rn having a smooth boundary
  = @
 of class C2. Consider the following wave equation with dynamic
boundary conditions:
8>>>>>>>>>><>>>>>>>>>>:
ytt(x; t)   Ay(x; t) + a(x) yt(x; t) = 0; in 
 (0;1)
m(x)ytt(x; t) + @Ay(x; t) = 0; on   [0;1)
y(x; 0) = y0(x) ; yt(x; 0) = z0(x) in 

ytj (x; 0) = w0(x) on  ;
(4.1)
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where (y0; z0; w0) 2 H1(
)L2(
)L2( ) is given initial data, A =
nP
i;j=1
@i(aij@j),
@A =
nP
i;j=1
aiji@j ; @k =
@
@xk
;  = (1; 2; :::; n) is the unit normal of   pointing
towards the exterior of 
 and aij 2 C1(
) with aij = aji; 8i; j = 1; ::::; n, and
satisfying, for 0 > 0,
nP
i;j=1
aij"i"j  0
nP
i=1
"2i ; 8 ("1; :::; "n) 2 Rn.
Moreover, there exist two positive constants a0 and m0 for which
a(x) 2 L1(
); a(x)  a0; a:e:x 2 
:
m(x) 2 L1( ) ; m(x)  m0; a:e:x 2  :
4.2 Preliminaries and well-posedness of the
problem
In this subsection, we study the existence and uniqueness of the solutions of the
system (4.1). Let us consider the state space
d = H
1(
) L2(
) L2( );
equipped with the inner product
h(y; z; w); (~y; ~z; ~w)id =
R


 
nP
i;j=1
aij@iy @j~y + z~z
!
dx +
R
 
mw ~w d
+
R


(z + ay) dx +
R
 
mw d
 R


(~z + a~y) dx +
R
 
m ~w d

;
(4.2)
where  >0 is a constant to be determined. This inner product is inspired from
the approach of [13] introduced for the boundary feedback case. The rst result
is stated in the following proposition.
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Proposition 4.1 The state space d = H
1(
)  L2(
)  L2( ); endowed with
the inner product (4.2) is a Hilbert space provided that  is small enough.
Proof. It is sucient to show that the norm k : kd induced by the inner product
(4.2) is equivalent to the usual one k : kH1(
)L2(
)L2( ) ; that is, we prove the
existence of two positive constants K and ~K such that
K k(y; z; w)k2H1(
)L2(
)L2( )  k(y; z; w)k2d  ~K k(y; z; w)k
2
H1(
)L2(
)L2( ) :
(4.3)
On one hand,
k(y; z; w)k2d =
R


 
nP
i;j=1
aij@iy@jy
!
dx +
R


z2dx
+
R
 
mw2 d + 
R


(z + ay)dx+
R
 
mwd
2
:
Applying Holder0s inequality and Young's inequality, we get
k(y; z; w)kd  12
R


nP
i;j=1
sup
x2

jaij(x)j
 
(@iy)
2 + (@jy)
2 dx + R


z2dx + kmk1
R
 
w2d
+4
R


z dx
2
+ 4
R


ay dx
2
+ 4
R
 
mwd
2
Let a1 = max
i;j
sup
x2

jaij(x)j, we have
k(y; z; w)k2d  na1
R


jryj2dx+ R


z2dx + kmk1
R
 
w2 d
+4 vol(
)
R


z2dx + 4 kak21 vol(
)
R


y2dx+ 4 kmk21 vol( )
R
 
w2d:
Therefore,
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k(y; z; w)k2d  na1
R


jryj2dx+ 4 kak21 vol(
)
R


y2dx+ (1 + 4 vol(
))
R


z2dx
+(kmk1 + 4 kmk21 vol( ))
R
 
w2d:
Let 0 = 4 vol(
) kak21, 0 = 1 + 4 vol(
),
 0 = kmk1 + 4 kmk21 vol( ) and ~K = max fna1; 0; 0;  0g.
Consequently,
k(y; z; w)k2d  ~K k(y; z; w)k
2
H1(
)L2(
)L2( ) : (4.4)
On the other hand, we have
k(y; z; w)k2d  0
nP
i=1
R


(@iy)
2 dx+
R


z2dx +m0
R
 
w2 d + 
R


(z + ay)dx+
R
 
mwd
2
 0
R


jryj2dx+ R


z2dx+ m0
R
 
w2d + 
R


ay dx
2
+
R


z dx +
R
 
mwd
2
+ 2
R


ay dx
R


z dx +
R
 
mwd

:
(4.5)
Because
2
0@Z


ay dx
1A0@Z


z dx+
Z
 
mwd
1A   
24
0@Z


ay dx
1A2 + 1

0@Z


z dx+
Z
 
mwd
1A235 ;
(4.6)
for any  > 0. Then, (4.5) and (4.6) imply that
k(y; z; w)k2d  0
R


jryj2dx+ R


z2dx+ m0
R
 
w2d + (1  )
R


ay dx
2
+
 
1  1

R


z dx+
R
 
mwd
2
:
(4.7)
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Therefore, for any 0 <  < 1 (so 1   > 0 and 1  1

< 0)

 
1  1

R


z dx +
R
 
mwd
2
 2  1  1

R


z dx
2
+ 2
 
1  1

R
 
mwd
2
 2  1  1


vol(
)
R


z2 dx
+2
 
1  1

 kmk21 vol( ) R
 
w2d;
hence, using (4.7) and (3.6) (given in Subsection 2.2) we get
k(y; z; w)k2d  (0    (1  ))
R


jryj2dx +  1 + 2  1  1


vol(
)
 R


z2dx
+
 
m0 + 2
 
1  1

 kmk21vol( ) R
 
w2 d + (1 )
c0
R


y2dx :
(4.8)
We choose  > 0 and 0 <  < 1 such that the coecients of
R


jryj2dx,R


y2dx,
R


z2dx and
R
 
w2 d are positive; that is,
0   (1  ) > 0, which implies that  < 01  .
1 + 2
 
1  1


vol(
) > 0 , then  < 1
2( 1 1)vol(
)
.
m0 + 2
 
1  1

 kmk21 vol( ) > 0, then  < m02( 1 1)kmk21vol( ) .
Because 0 <  < 1, 0 > 0 and m0 > 0, it is sucient to choose  > 0 such that
0 <  < min

0
1  ;
1
2( 1 1)vol(
)
; m0
2( 1 1)kmk21vol( )

.
On the other hand, c0 > 0, so
(1 )
c0
> 0.
Finally,
k(y; z; w)k2d  K k(y; z; w)k
2
H1(
)L2(
)L2( ) ; (4.9)
where K = min
n
0    (1  ) ; (1 )c0 ; 1 + 2
 
1  1


vol(
); m0 + 2
 
1  1

 kmk21 vol( )o :
From (4.4) and (4.9), we get that
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K k(y; z; w)k2H1(
)L2(
)L2( )  k(y; z; w)k2d  ~K k(y; z; w)k
2
H1(
)L2(
)L2( ) :
So, the state space d = H
1(
)L2(
)L2( ); endowed with the inner product
(4.2) is a Hilbert space.
We turn now to the formulation of the system (4.1) in an abstract form in d.
Let z(t) = yt(t), w(t) = yt(t)j  and (t) = (y(t); z(t); w(t)). Then, the system
(4.1) can be written as
8>><>>:
t(t) + Td(t) = 0;
(0) = 0 = (y(0); z(0); w(0)) = (y0; z0; w0);
(4.10)
where Td is an unbounded linear operator dened by:
Td(y; z; w) = ( z; Ay + az; 1
m(x)
@Ay); 8(y; z; w) 2 D(Td); (4.11)
and
D(Td) = f(y; z; w) 2 d : Td(y; z; w) 2 d and w = z on  g
=
n
(y; z; w) 2 d : ( z; Ay + az; 1m(x)@Ay) 2 d and w = z on  
o
=
8>><>>:
(y; z; w) 2 d : z 2 H1(
);  Ay + az 2 L2(
); 1m(x)@Ay 2 L2( )
and w = z on  
9>>=>>;
= f(y; z; w) 2 H2(
)H1(
) L2( ); w = z on  g :
(4.12)
We prove that Td is maximal monotone operator.
We have, for any (y; z; w) 2 D(Td),
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hTd(y; z; w); (y; z; w)id =


( z;  Ay + az; 1
m
@Ay); (y; z; w)

d
=
R


 
nP
i;j=1
aij@i( z)@jy
!
dx +
R


( Ay + az)z dx+ R
 
@Ay w d
+
R


( Ay + az   az) dx+ R
 
@Ay d
R


(z + ay) dx+
R
 
mw d

:
By applying the Green's formula and using the fact that z = w on  , we
get
R
 
@Ay w d  
R
 
@Ay z d =
R
 
@Ay (w   z) d = 0. ThenR


 Ay z dx+ R
 
@Ay w d =  
R
 
@Ay z d +
R


nP
i;j=1
aij@iz@jy dx+
R
 
@Ay w d
=
R


nP
i;j=1
aij@iz@jy dx+
R
 
@Ay (w   z) d =
R


nP
i;j=1
aij@iz@jy dx;
andR


( Ay + az   az) dx + R
 
@Ay d =  
R


Ay dx +
R
 
@Ay d =  
R
 
@Ay d +R
 
@Ay d = 0.
So we conclude that hTd(y; z; w); (y; z; w)id =
R


a z2dx  0; which means that
Td is monotone.
Now, we prove that Id+ Td is surjective.
Let (f1; f2; f3) 2 d. We want to nd (y; z; w) 2 D(Td) such that
(Id+ Td)(y; z; w) = (f1; f2; f3); that is, (y; z; w) + Td(y; z; w) = (f1; f2; f3).
This means that
(y; z; w) + ( z; Ay + az; 1
m
@Ay) = (f1; f2; f3): (4.13)
The rst equation of (4.13) implies that y   z = f1, so z = y   f1.
The second equation of (4.13) becomes
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 Ay + (a+ 1)z = f2 ,  Ay + (a+ 1)(y   f1) = f2,
which is equivalent to
 Ay + (a+ 1)y = f; where f = f2 + (a+ 1)f1 2 L2(
): (4.14)
The third equation of (4.13) is reduced to w + 1
m
@Ay = f3, thus w = f3   1m@Ay.
It is sucient to prove that  Ay + (a + 1)y = f has a solution y 2 H2(
),
and satisfying @Ay = 0 on  , therefore z = y   f1 2 H1(
), w = f3   1m@Ay 2
L2( ) and (4.13) holds.
By the variational formulation [4], let y be a solution of (4.14), then, for all
' 2 H1(
), R


(a+ 1) y' dx  R


Ay 'dx =
R


f' dx, thereforeR


(a+ 1)y' dx  R
 
@Ay 'd +
R


nP
i;j=1
aij@iy@j'dx =
R


f'dx:
On the other hand, w = z on  , this implies that y   f1 = f3   1m@Ay on  , then
1
m
@Ay + y = f1 + f3 , @Ay +my = m(f1 + f3) on  .
Thus,R


(a+ 1)y' dx+
R
 
my 'd +
R


nP
i;j=1
aij@iy@j'dx =
R


f'dx+
R
 
m(f1 + f3)'d
Now, let us consider the application
F : H1(
)H1(
)! R
(y; ') ! F (y; ') = R


 
(a+ 1)y'+
nP
i;j=1
aij@iy@j'
!
dx+
R
 
my'd
It is clear that F is bilinear. We want to prove that F is continuous and
coercive. We have
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jF (y; ')j =
R

 
(a+ 1)y'+
nP
i;j=1
aij@iy@j'
!
dx++
R
 
my'd

 R


 
(a+ 1) jyj j'j+
 nPi;j=1 aij@iy@j'

!
dx+
R
 
m jyj j'j d;
Applying Holder0s inequality and putting a1 = max
i;j
sup
x2

jaij(x)j, we nd
jF (y; z)j  (kak1 + 1)
R


jyj2dx
 1
2
R


j'j2dx
 1
2
+ na1

nP
i=1
R


j@iyj2dx
 1
2
 
nP
j=1
R


j@j'j2dx
! 1
2
+kmk1
R
 
jyj2d
 1
2
R
 
j'j2d
 1
2

"
(kak1 + 1)
R


jyj2dx
 1
2
+
R


jryj2dx
 1
2
#

"R


j'j2dx
 1
2
+ na1
R


jr'j2dx
 1
2
#
+kmk1
"R


 jyj2 + jryj2 dx 12#"R


 j'j2 + jr'j2 dx 12#

"
p
2(kak1 + 1)
R


 jyj2 + jryj2 dx 12# "p2na1R


 j'j2 + jr'j2 dx 12#
+kmk1
R


 jyj2 + jryj2 dx 12R


 j'j2 + jr'j2 dx 12
= [2(kak1 + 1)na1 + kmk1] kykH1(
)k'kH1(
):
Therefore,
jF (y; ')j  c1kykH1(
)k'kH1(
), where c1 = 2(kak1 + 1)na1 + kmk1.
This implies that F is continuous.
On the other hand, we have
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F (y; y) =
R


 
(a+ 1)jyj2 +
nP
i;j=1
aij@iy@jy
!
dx +
R
 
mjyj2d
 R



(a0 + 1)jyj2 + 0
nP
i=1
(@iy)
2

 min f(a0 + 1); 0g
R


 jyj2 + jryj2 dx
= c2 kyk2H1(
) ; where c2 = minf(a0 + 1); 0g:
This means F is coercive.
Let us consider the application
L : H1(
) ! R
' ! L(') = R


f' dx+
R
 
m(f1 + f2)'d:
It is clear that L is linear. On the other hand, L is continuous, indeed,
jL(')j =
R


f' dx+
R
 
m (f1 + f2)'d
  R


jf j j'j dx+ kmk1
R
 
jf1 + f2j j'j d

R


jf j2
 1
2
R


j'j2
 1
2
+ kmk1
R
 
jf1 + f2j2d
 1
2
R
 
j'j2d
 1
2
 kfkL2(
)
R


(j'j2 + jr'j2)dx
 1
2
+ kmk1kf1 + f2kH1(
) k'kH1(
)
=
h
kfkL1(
) + kmk1kf1 + f2kH1(
)
i
kykH1(
) :
Therefore,
jL(')j  c3k'kH1(
), where c3 = kfkL2(
) + kmk1kf1 + f2kH1(
).
Applying Lax-Milgram theorem [4], we deduce that there exists a unique
y 2 H1(
) such that F (y; ') = L('); 8' 2 H1(
).
ThenR


(a+ 1)y' dx+
R


nP
i;j=1
aij@iy@j'dx +
R
 
my'd =
R


f' dx +
R
 
m (f1 + f3)'d,
8' 2 H1(
),
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therefore,
R


(a+ 1)y'dx+
R


nP
i;j=1
aij@iy@j'dx+
R
 
my'd   R


f'dx  R
 
m (f1 + f3)'d = 0;
8' 2 H1(
):
(4.15)
Applying Green's formula and taking ' 2 H10 (
), we ndR


(a+ 1)y' dx  R


Ay 'dx   R


f' dx = 0 ; 8' 2 H10 (
);
that is,R


((a+ 1)y   Ay   f)'dx = 0 ; 8' 2 H10 (
);
hence
h(a+ 1)y   Ay   f; 'iL2(
) = 0 ; 8' 2 H10 (
):
Since H10 (
) is dense in L
2(
), we get (a + 1)y   Ay   f = 0 in L2(
),
which is equivalent to (a+ 1)y   Ay = f in L2(
), so (4.14) holds.
Because y 2 H1(
) and f 2 L2(
), then from the elliptic regularity, we
have y 2 H2(
).
Therefore, z = y   f1 exists in H1(
) and w = f3   1m@Ay exists in L2( ).
Now, we want to prove that z = w on  , by going back to (4.15) and using
Green's formula we get
Z


[(a+ 1)y   Ay   f ]'dx+
Z
 
[@Ay +my  m (f1 + f3)]'d = 0; 8' 2 H1(
):
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Therefore,R
 
[@Ay +my  m (f1 + f3)]'d = 0 8' 2 H1(
).
Then @Ay +my  m (f1 + f3) on  ; that is, 1m@Ay + y   (f1 + f3) = 0 on  .
Hence, y   f1 = f3   1m@Ay on  ; that is, z = w on  .
Therefore, we conclude that (4.13) has a unique solution (y; z; w) 2 D(Td); that
is, Id+ Td is surjective. Finally, we deduce that Td is maximal monotone.
By Hille-Yosida theorem (see [4], [34] and [36]), we get the following:
1) For all 0 2 d = H1(
)\L2(
)\L2( ), there exists a unique  2 C(R+;d)
solution of (4.10). This implies that for any (y0; z0; w0) 2 0 there exists a unique
solution y of (4.1) satisfying
y 2 C(R+; H2(
)) ; yt 2 C(R+; L2(
)); ytj  2 C(R+; L2( ))
, y 2 C1(R+; L2(
)) \ C(R+; H1(
)) and yj  2 C1(R+; L2( )).
2) If 0 2 D(Td), then  2 C1(R+;d) \ C(R+; D(Td)); that is, for
(y0; z0; w0) 2 D(Td), (y; z; w) 2 C1(R+; H1(
)L2(
)L2( ))\C(R+; H2(
)
H1(
) L2( )) solution of (4.1) satisfying
y 2 C1(R+; H1(
)) \ C(R+; H2(
), z 2 C1(R+; L2(
)) \ C(R+; H1(
)) and
w 2 C1(R+; L2( )). Thus, y 2 C2(R+; L2(
)) \ C1(<+; H1(
)) \ C(R+; H2(
))
and yj  2 C2(R+; L2( )), since z = yt and w = ytj .
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4.3 Stabilization of the problem
In this subsection, we prove a stability result which is similar to the one obtained
in [13] for the boundary feedback case.
Denition 4.1 The !-limit set is
!(y0; z0; w0) =
8>><>>:
(!1; !2; !3) 2 d : 9 ftng an increasing sequence of positive numbers ;
lim
n!1
k(y(tn); z(tn); w(tn))  (!1; !2; !3)kd = 0
9>>=>>; :
Theorem 4.1 For any initial data 0 = (y0; z0; w0) 2 d; the solution
(t) = (y(t); z(t); w(t)) ! (; 0; 0) in d as t! +1, where
 =
R


a dx
 1R


(ay0 + z0) dx;
that is,
lim
t!1
k(y(t); z(t); w(t))  (; 0; 0)k2d = 0.
Proof. Applying LaSalle's principle [24], we have:
i) !(y0; z0; w0) 6= , 8(y0; z0; w0) 2 d and it is a compact set.
ii) !(y0; z0; w0) is invariant under the semi  group S(t) (S(t)!(y0; z0; w0) = !(y0; z0; w0)).
iii) Let (y(t); z(t); w(t)) = S(t)(y0; z0; w0) be a solution of (4.10), then
lim
t!1
(y(t); z(t); w(t)) 2 !(y0; z0; w0).
iv) !(y0; z0; w0)  D(Td).
v) t ! kS(t)!k2d is a constant function, for any (!1; !2; !3) 2 !(y0; z0; w0):
We will prove that (y(t); z(t); w(t)) converges to (; 0; 0) as t goes to 1.
From (iii), it is sucient to prove that !(y0; z0; w0) contains only elements of the
form (; 0; 0).
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Let !0 2 !(y0; z0; w0), we prove that !0 = (; 0; 0). We have
d
dt
 kS(t)!0k2d = 0 ) 
 ddt (S(t)!0) ; S(t)!0d = 0 ) 
 ddt!(t); !(t)d = 0,
where !(t) = (y(t); z(t); w(t)) is the solution of (4.10) corresponding to !0.
hTd!(t); !(t)id =
R


az2dx = 0. But, a(x)  a0 > 0, so z = 0 on 
.
Because yt = z = 0, then y is a constant with respect to t. Therefore, w = zj  = 0,
so yttj  = 0
Then Ay = ytt = 0 and @Ayj  = 0 (from system (4.1)).
Therefore, using Green's formula,
  R


Ay y dx =   R
 
@Ay y d +
R


nP
i;j=1
aij@jy@iy dx =
R


nP
i;j=1
aij@jy@iy dx = 0. But,R


nP
i;j=1
aij@jy@iy dx  0
R


nP
i=1
(@iy)
2dx, where 0 > 0, therefore y is a constant
with respect to x.
Finally y = , where  is a constant.
Hence, the !-limit set contains only elements of the form (; 0; 0), where  is a
constant, and we nd lim
t!1
(y(t); z(t); w(t)) = (; 0; 0).
Now, we have to nd the expression of . Because
ytt(x; t)   Ay(x; t) + a(x) yt(x; t) = 0 in 
 (0;1) and @Ay = 0on   (0;1),
then
R


(yt(x; t) + a(x)y(x; t))dx
0
=
R


Ay dx =
R
 
@Ay d = 0, thereforeR


(yt(x; t) + a(x)y(x; t))dx is a constant function.
Thus,
Z


(yt(x; t) + a(x)y(x; t))dx =
Z


(yt(x; 0) + a(x)y(x; 0))dx =
Z


(z0 + ay0) dx 8t 2 (0;1):
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By passing to the limit where t goes to 1, and using the fact that
lim
t!1
(y(t); z(t)) = (; 0), we get
R


(0 + a(x)) dx =
R


(z0 + ay0)dx, this implies
that

R


a dx =
R


(z0 + ay0)dx,
so
 =
R


a dx
 1 R


(z0 + ay0)dx.
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CHAPTER 5
APPLICATIONS TO OTHER
SYSTEMS
The method presented in the previous two chapters can be applied for a large class
of distributed systems (where the classical energy denes only a semi-norm in the
state space) to prove that the solution exists and converges to an equilibrium
point (when the time goes to innity). This equilibrium point can be determined
explicitly in term of the parameters of the considered systems. We give here some
particular applications to Petrovsky system, coupled wave-wave equations and
elastic system. For more details concerning these systems, see [15]- [23] and the
references therein. The proof of the obtained stability results of this chapter is
inspired from the approach introduced in [13] for the case of boundary feedback.
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5.1 Petrovsky system
Let 
 be a bounded open connected set in Rn having a smooth boundary   = @

of class C4.
5.1.1 Static boundary conditions
We consider the following Petrovsky system with static boundary conditions:
8>>>>>>>>>><>>>>>>>>>>:
ytt(x; t) + 
2y(x; t) + a(x)yt(x; t) = 0 in 
 (0;1)
@y(x; t) = 0 on  (0;1)
@y(x; t) = 0 on  (0;1)
y(x; 0) = y0(x) ; yt(x; 0) = z0(x) in 
 ;
(5.1)
where (y0; z0) is given initial datium in V  L2(
), where
V = f' 2 H2(
); @' = 0 on  g, a(x) 2 L1(
), such that there exists a0 > 0
satisfying a(x)  a0 8x 2 
, and  = (1; 2; :::; n) is the unit normal of   point-
ing towards the exterior of 
.
In this subsection, we study the existence and uniqueness of the solutions of
the system (5.1). Let us consider the state space
p = V  L2(
),
equipped with the inner product
h(y; z); (~y; ~z)ip =
Z


(y~y + z~z)dx + "
0@Z


(z + ay)dx
1A0@Z


(~z + a~y)dx
1A ;
(5.2)
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where " > 0 is a constant to be determined. The rst result is stated in the
following proposition.
Proposition 5.1 The state space p = V  L2(
) space endowed with the inner
product (5.2) is a Hilbert space provided that " is small enough.
Proof. It is sucient to show that the norm k : kp induced by the inner
product(5.2) is equivalent to the usual one k : kH2(
)L2(
); that is, we prove the
existence of two positive constants K and ~K such that
K k(y; z)k2H2(
)L2(
)  k(y; z)k2p  ~K k(y; z)k2H2(
)L2(
) :
On one hand,
k(y; z)k2p =
Z


jyj2dx +
Z


z2dx + "
0@Z


(z + ay)dx
1A2: (5.3)
Applying Holder inequality, we get
k(y; z)k2p 
R


jyj2dx + R


z2dx + " vol(
)
R


(jzj+ jaj jyj)2dx.
Using the fact that 2jaj jyj jzj  kak1(y2 + z2), we get
k(y; z)k2p 
R


jyj2dx+ R


z2dx+ "vol(
)
R


z2dx+ " kak21 vol(
)
R


y2dx
+"kak1vol(
)
R


z2dx+ "kak1vol(
)
R


y2dx
=
R


jyj2dx + "kak1vol(
)(kak1 + 1)
R


y2dx
+(1 + " vol(
)(kak1 + 1))
R


z2dx:
Let 0 = "kak1vol(
)(kak1 + 1), 0 = 1 + " vol(
)(kak1 + 1) and
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~K = max f1; 0; 0g. Then
k(y; z)k2p  ~K k(y; z)k2H2(
)L2(
) : (5.4)
On the other hand,
k(y; z)k2p =
R


jyj2dx+ R


z2dx+"
"R


z dx
2
+
R


ay dx
2
+ 2
R


z dx
R


ay dx
#
:
But 2"
R


z dx
R


ay dx

  "
"

R


ay dx
2
+ 1

R


z dx
2#
; 8 > 0:
Then
k(y; z)k2p 
R


jyj2dx+ R


z2dx+ "(1  )
R


ay dx
2
+ "
 
1  1

R


z dx
2
.
Using generalized Poincare's inequality [3], we prove that there exists a
positive constant c0 such that
Z


y2 dx  c0
24Z


jyj2dx+
0@Z


ay dx
1A235 ; 8y 2 V (5.5)
which implies that
0@Z


ay dx
1A2  1
c0
Z


y2 dx 
Z


jyj2dx: (5.6)
Therefore, for 0 <  < 1
 
so 1  1

< 0 and 1   > 0
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k(y; z)k2p 
R


jyj2dx+ R


z2dx+ "(1 )
c0
R


y2dx  "(1  ) R


jyj2dx
+"
 
1  1


vol(
)
R


z2dx:
Consequently,
k(y; z)k2p  (1  "(1  ))
R


jyj2dx+ "(1 )
c0
R


y2dx
+
 
1 + "
 
1  1


vol(
)
 R


z2dx:
We choose " > 0 and 0 <  < 1 such that the coecients of
R


jyj2dx, R


y2dx
and
R


z2dx are positive; that is
1  "(1  ) > 0 , which implies that " < 1
1  .
Also, 1 + "
 
1  1


vol(
) > 0, so " < 1
( 1 1)vol(
)
Because, 0 <  < 1, it is sucient to choose " > 0 such that
0 < " < min

1
1  ;
1
( 1 1)vol(
)

.
On the other hand, c0 > 0, so
"(1 )
c0
> 0.
Finally,
k(y; z)k2p  K k(y; z)k2H2(
)L2(
) ; (5.7)
where K = min
n
1  "(1  ); "(1 )
c0
; 1 + "
 
1  1


vol(
)
o
.
From (5.4) and (5.7) we get that:
K k(y; z)k2H2(
)L2(
)  k(y; z)k2p  ~K k(y; z)k2H2(
)L2(
).
Therefore, the state space p = V L2(
) endowed with the inner product (5.2)
is a Hilbert space.
We turn now to the formulation of the system (5.1) in an abstract form in
p [4]. Let z(t) = yt(t) and (t) = (y(t); z(t)). Then, the system (5.1) can be
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written as 8>><>>:
t(t) + Tp(t) = 0;
(0) = 0 = (y(0); z(0)) = (y0; z0);
(5.8)
where Tp is an unbounded linear operator dened by:
Tp(y; z) = ( z;2y + az); 8(y; z) 2 D(Tp) (5.9)
and
D(Tp) = f(y; z) 2 p : Tp(y; z) 2 p and @y = 0 on   g
=
8>><>>:
(y; z) 2 V  L2(
) : ( z;2y + az) 2 V  L2(
)
and @y = 0 on  
9>>=>>;
=
8>><>>:
(y; z) 2 V  L2(
) : z 2 V; 2y + az 2 L2(
)
and @y = 0 on  
9>>=>>;
=
8>><>>:
(y; z) : y 2 V; 2y 2 L2(
) ; z 2 V
and @y = 0 on  
9>>=>>; :
= f(y; z) 2 (H4(
) \ V ) V : @y = 0 on   g :
(5.10)
We prove that Tp is maximal monotone operator.
We have for any (y; z) 2 D(Tp)
hTp(y; z); (y; z)ip = h( z;2y + az); (y; z)ip
=
R


( z)y dx+ R


(2y + az)z dx
+"
R


(2y + az   az)dx
R


(z + ay)dx

:
By applying the Green's formula and the fact that @y= @y = 0 on  ,
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we ndR


(2y + az   az) dx = R


2y dx =
R
 
@y d = 0, andR


2y z dx =
R
 
@y z d  
R


r(y)rz dx = R


zy dx  R
 
y @z d
=
R


zy dx:
Then we get hTp(y; z); (y; z)ip =
R


a z2dx  0, so we conclude that Tp is
monotone.
Now, we prove that Id+ Tp is surjective.
Let (f1; f2) 2 p . We want to nd (y; z) 2 D(Tp) such that
(Id+ Tp)(y; z) = (f1; f2); that is, (y; z) + Tp(y; z) = (f1; f2).
This means that
(y; z) + ( z;2y + az) = (f1; f2): (5.11)
The rst equation of (5.11) implies that y   z = f1, so z = y   f1.
The second equation of (5.11) becomes
2y + (a+ 1)z = f2 , 2y + (a+ 1)(y   f1) = f2,
which is equivalent to
2y + (a+ 1)y = f; where f = (a+ 1)f1 + f2 2 L2(
): (5.12)
By variational formulation [4], let y be a solution of(5.12) then 8' 2 V ,
R


2y 'dx+
R


(a+ 1)y'dx =
R


f'dx.
Applying Green's formula twice and using the fact that @y = 0 on  ,we getR
 
@y 'd  
R


r(y)r'dx+ R


(a+ 1)y'dx =
R


f'dx; 8' 2 V ; that is,
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R


y'dx  R
 
@'y d +
R


(a+ 1)y'dx =
R


f'dx; 8' 2 V ,
henceR


y'dx+
R


(a+ 1)y'dx =
R


f'dx; 8' 2 V
Now, let us consider the application F : V  V ! R, dened by
F (y; ') =
R


y'dx+
R


(a+ 1)y'dx,
which is bilinear and by using Holder0s inequality we nd that F is continuous
and coercive.
Also, Let us consider the application L : V ! R, dened by L(') = R


f'dx,
which is linear, and by using Holder0s inequality we nd that L is continuous.
As we did previously in the case of the wave equation with static boundary
conditions (Subsection 2.2) and dynamic boundary conditions (Subsection 3.2),
by using variational formulation and Lax-Millgram theorem [4], we conclude that
(5.12) has a unique solution y 2 H4(
) \ V satisfying @y = 0 on  , therefore
z = y   f1 2 V , and (5.12) holds.
We conclude that (5.11) has a unique solution (y; z) 2 D(Tp); that is, Id+Tp is
surjective. Finally, we conclude that Tp is maximal monotone operator.
By Hille-Yosida theorem (see [34] and [36]), we get the following:
1) For all 0 2 p = V \ L2(
), there exists a unique  2 C(R+;p) solution
of (5.8). This implies that there exists a unique y is a solution of (5.1) satisfying
y 2 C(R+; H2(
)) ; yt 2 C(R+; L2(
)) , y 2 C1(R+; L2(
)) \ C(R+; H2(
)).
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2) If 0 2 D(Tp), then  2 C1(R+;p) \ C(R+; D(Tp)); that is, for
(y0; z0) 2 D(Tp); (y; z) 2 C1(R+; H2(
) L2(
)) \ C(R+; H4(
)H2(
))
solution of (5.1), so
y 2 C1(R+; H2(
)) \ C(R+; H4(
)) ; z 2 C1(R+; L2(
)) \ C(R+; H2(
))
, y 2 C2(R+; L2(
)) \ C1(R+; H2(
)) \ C(R+; H4(
)), since z = yt.
Denition 5.1 The !-limit set is
!(y0; z0) =
8>><>>:
(!1; !2) 2 p : 9 ftng an increasing sequence of positive numbers ;
lim
n!1
k(y(tn); z(tn))  (!1; !2)kp = 0
9>>=>>; :
Now, we prove the following stability result.
Theorem 5.1 For any initial data 0 = (y0; z0) 2 p, the solution
(t) = (y(t); z(t)) ! (; 0) in p as t! +1 where
 =
R


a dx
 1R


(ay0 + z0) dx;
that is,
lim
t!1
k(y(t); z(t))  (; 0)k2p = 0.
Proof. Applying LaSalle's principle [24], we have:
i) !(y0; z0) 6= ; 8(y0; z0) 2 p and it is a compact set.
ii) !(y0; z0) is invariant under the semi - group S(t).
iii) Let (y(t); z(t)) = S(t)(y0; z0) be a solution of (5.8), then
lim
t!1
(y(t); z(t)) 2 !(y0; z0) .
iv) !(y0; z0)  D(Tp).
v) t ! kS(t)!k2p is a constant function, for any (!1; !2) 2 !(y0; z0):
We want to prove that (y(t); z(t))! (; 0), as t goes to 1.
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From (iii), it is sucient to prove that !(y0; z0) contains only elements of the
form (; 0).
Let !0 2 !(y0; z0), we prove that !0 = (; 0). We have
d
dt

kS(t)!0k2p

= 0 ) 
 d
dt
(S(t)!0) ; S(t)!0

p
= 0 ) 
 d
dt
!(t); !(t)

p
= 0,
where !(t) = (y(t); z(t)) is the solution of (5.8) corresponding to !0.
hTp!(t); !(t)ip =
R


az2dx = 0. But a(x)  a0 > 0, thus, z = 0 on 
.
Because z = yt = 0 then y is a constant with respect to t.
Then ytt = 0 and 
2y = 0 (from system (5.1)).
Therefore, using Green's formula two times, and using the fact that @y= @y =
0 on  R


2y  y dx = R


jyj2dx = 0, which implies that y is a polynomial with
degree  1 with respect to x; that is, there exist a constant  and a constant
vector  = (1; :::; n) satisfying
y = :x+  . Then @yj  =  = 0, therefore y is a constant with respect to x.
Finally, y = , where  is a constant.
Hence the !-limit set contains only elements of the form (; 0), where  is a
constant, and we nd lim
t!1
(y(t); z(t)) = (; 0).
Now, we have to nd the expression of . Because,
ytt(x; t)+
2y(x; t)+a(x)yt(x; t) = 0 in 
(0;1) with @y(x; t) = @y(x; t) = 0
on  , thenR


((yt(x; t) + a(x)y(x; t))dx
0
=   R


2y dx = 0, therefore
R


((yt(x; t) + a(x)y(x; t))dx is
a constant function. Thus,
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R


(yt(x; t) + a(x)y(x; t))dx =
R


(yt(x; 0) + a(x)y(x; 0))dx =
R


(z0 + ay0) dx,
8t 2 (0;1).
By passing to the limit where t goes to 1, we getR


(0 + a(x)) dx =
R


(z0 + ay0)dx, this implies that

R


a dx =
R


(z0 + ay0)dx,
so
 =
R


a(x) dx
 1R


(z0 + ay0) dx.
5.1.2 Dynamic boundary conditions
We consider the following Petrovsky system with dynamic boundary conditions:
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
ytt(x; t) + 
2y(x; t) + a(x)yt(x; t) = 0 in 
 (0;1)
@y(x; t) = 0 on  (0;1)
 m(x)ytt(x; t) + @y(x; t) = 0 on  (0;1)
y(x; 0) = y0(x); yt(x; 0) = z0(x) in

ytj (x; 0) = w0(x) on  ;
(5.13)
where (y0; z0; w0) is given initial datium in V  L2(
) L2( ), where
V = f' 2 H2(
); @' = 0 on  g and  = (1; 2; :::; n) is the unit normal of  
pointing towards the exterior of 
.
Moreover, there exist two positive constants a0 and m0 for which
a(x) 2 L1(
); a(x)  a0 a:e: x 2 
 and m(x) 2 L1(
); m(x)  m0 a:e: x 2  .
First, we study the existence and uniqueness of the solutions of the system (5.13).
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Let us consider the state space
d = V  L2(
) L2( ),
equipped with the inner product
h(y; z; w); (~y; ~z; ~w)id =
R


y~ydx+
R


z ~z dx+
R
 
mw ~w d
+
R


(z + ay)dx +
R
 
mw d
R


(~z + a~y)dx +
R
 
m ~w d

;
(5.14)
where  >0 is a constant to be determined. The rst result is stated in the
following proposition:
Proposition 5.2 The state space d = V  L2(
)  L2( ) endowed with the
inner product (5.14) is a Hilbert space provided that  is small enough.
Proof. It is sucient to show that the norm k : kd induced by the inner
product (5.14) is equivalent to the usual one k : kH2(
)L2(
)L2( ), that is, we
prove the existence of two positive constants K and ~K such that
K k(y; z; w)k2H2(
)L2(
)L2( )  k(y; z; w)k2d  ~K k(y; z; w)k
2
H2(
)L2(
)L2( ) :
(5.15)
On one hand,
k(y; z; w)k2d =
R


jyj2dx+ R


z2dx+
R
 
mw2d + 
R


(z + ay)dx+
R
 
mw d
2
Applying Holder0s and Young's inequalities, we get
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k(y; z; w)k2d 
R


jyj2dx+ R


z2dx+ kmk1
R
 
w2d
+4
R


z dx
2
+ 4
R


ay dx
2
+ 4
R
 
mwd
2
:
Then,
k(y; z; w)k2d 
R


jyj2dx+ R


z2dx+ kmk1
R
 
w2d + 4 vol(
)
R


z2dx
+4 kak21 vol(
)
R


y2dx + 4 kmk21 vol( )
R
 
w2d:
Therefore,
k(y; z; w)k2d 
R


jyj2dx + 4 kak21 vol(
)
R


y2dx + (1 + 4 vol(
))
R


z2dx
+kmk1 (1 + 4kmk1vol( ))
R
 
w2d:
Let 0 = 4 kak21 vol(
); 0 = 1 + 4 vol(
), 0 = kmk1 (1 + 4kmk1vol( ))
and ~K = max f1; 0; 0; 0g, then
k(y; z; w)k2d  ~K k(y; z; w)k
2
H2(
)L2(
)L2( ) : (5.16)
On the other hand, we have
k(y; z; w)k2d 
R


jyj2dx+ R


z2dx+m0
R
 
w2d + 
R


aydx
2
+
+
R


z dx+
R
 
mwd
2
+ 2
R


aydx
R


z dx+
R
 
mwd

:
(5.17)
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But
2
0@Z


aydx
1A0@Z


z dx+
Z
 
mwd
1A   
24
0@Z


aydx
1A2 + 1

0@Z


z dx+
Z
 
mwd
1A235 ;
(5.18)
for any  > 0. Then, (5.17) and (5.18) imply that
k(y; z; w)k2d 
R


jyj2dx+ R


z2dx+m0
R
 
w2d
+(1  )
R


aydx
2
+ 
 
1  1

R


z dx+
R
 
mwd
2
:
(5.19)
For 0 <  < 1 (so 1   > 0 1  1

< 0)

 
1  1

R


z dx+
R
 
mwd
2
 2  1  1

R


z dx
2
+ 2
 
1  1

R
 
mwd
2
 2  1  1


vol(
)
R


z2 dx+ 2
 
1  1

 kmk21 vol( ) R
 
w2 d;
(5.20)
hence, using (5.20) and (5.6) (given in Subsection 4.1.1) we get
k(y; z; w)k2d 
R


jyj2dx+ R


z2dx+m0
R
 
w2d + (1 )
c0
R


y2dx
 (1  ) R


jyj2dx+ 2  1  1


vol(
)
R


z2dx
+2
 
1  1

 kmk21 vol( ) R
 
w2d:
(5.21)
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That is,
k(y; z; w)k2d  (1  (1  ))
R


jyj2dx+ (1 )
c0
R


y2dx
+
 
1 + 2
 
1  1


vol(
)
 R


z2dx+
 
m0 + 2
 
1  1

 kmk21 vol( ) R
 
w2d:
(5.22)
We choose  > 0 and 0 <  < 1 such that the coecients of
R


jyj2dx, R


y2dx,R


z2dx and
R
 
w2d are positive; that is,
1  (1  ) > 0 , which implies that  < 1
1  .
1 + 2
 
1  1


vol(
) > 0, then  < 1
2( 1 1)vol(
)
.
m0 + 2
 
1  1

 kmk21 vol( ) > 0 , so  < m02( 1 1)kmk21vol( ) .
Because 0 <  < 1 and m0 > 0, it is sucient to choose  > 0 such that
0 <  < min

1
1  ;
1
2( 1 1)vol(
)
; m0
2( 1 1)kmk21vol( )

.
On the other hand, c0 > 0, so
(1 )
c0
> 0.
Finally,
k(y; z; w)k2d  K k(y; z; w)k
2
H2(
)L2(
)L2( ) ; (5.23)
where K = min
n
1  (1  ); (1 )
c0
; 1 + 2
 
1  1


vol(
); m0 + 2
 
1  1

 kmk21 vol( )o.
From (5.16) and (5.23), we get that
K k(y; z; w)k2H2(
)L2(
)L2( )  k(y; z; w)k2d  ~K k(y; z; w)k
2
H2(
)L2(
)L2( ) :
Therefore, the state space d = V L2(
)L2( ) endowed with the inner product
(5.14) is a Hilbert space.
We turn now to the formulation of the system (5.13) in an abstract form in
d [4]. Let z(t) = yt(t), w(t) = yt(t)j  and (t) = (y(t); z(t); w(t)). Then, the
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system (5.13) can be written as
8>><>>:
t(t) + Td(t) = 0;
(0) = 0 = (y(0); z(0); w(0)) = (y0; z0; w0);
(5.24)
where Td is an unbounded linear operator dened by:
Td(y; z; w) = ( z;2y + az;   1
m
@y) (5.25)
and
D(Td) =

(y; z; w) 2 V  L2(
) L2( ) : Td(y; z; w) 2 V  L2(
) L2( ) and zj  = w

=
8>><>>:
(y; z; w) 2 V  L2(
) L2( ) :
( z; 2y + az;   1
m
@y) 2 V  L2(
) L2( ) and zj  = w
9>>=>>;
=
8>><>>:
(y; z; w) 2 V  L2(
) L2( ) :  z 2 V;2y + az 2 L2(
);
  1
m
@y 2 L2( ) and zj  = w
9>>=>>;
= f(y; z; w) 2 (H4(
) \ V ) V  L2( ) and zj  = wg :
(5.26)
We prove that Td is maximal monotone operator.
We have for any (y; z; w) 2 D(Td)
hTd(y; z; w); (y; z; w)id =


( z;2y + az;  1
m
@y); (y; z; w)

d
=
R


( z)ydx+ R


(2y + az)z dx+
R
 
 @y w d
+
R


(2y + az   az)dx+ R
 
 @y d
R


(z + ay)dx+
R
 
mw d

:
By applying Green formula and the fact that @y = 0 on  , and zj  = w, we
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ndR
 
@y z d  
R
 
@y w d =
R
 
@y (z   w) d = 0,R


2yz dx  R
 
@y w d =
R
 
@y z d =
R


r(y)rz dx  R
 
@y w d
=
R


zy dx  R
 
y @z d +
R
 
@y(z   w)d =
R


zy dx;
R


(2y + az   az)dx  R
 
@y d =
R


2y dx  R
 
@y d
=
R
 
@y d  
R
 
@y d = 0:
Then we get hTd(y; z; w); (y; z; w)id =
R


a z2dx  0, so we conclude that Td is
monotone.
Now, we prove that Id+ Td is surjective.
Let (f1; f2; f3) 2 d. We want to nd (y; z; w) 2 D(Td) such that
(Id+ Td)(y; z; w) = (f1; f2; f3); that is, (y; z; w) + Td(y; z; w) = (f1; f2; f3).
This means that
(y; z; w) + ( z;2y + az;  1
m
@y) = (f1; f2; f3): (5.27)
The rst equation of (5.27) implies that y   z = f1, so z = y   f1.
The second equation of (5.27) becomes
2y + (a+ 1)z = f2 , 2y + (a+ 1)y = (a+ 1)f1 + f2,
which is equivalent to
2y + (a+ 1)y = f; where f = (a+ 1)f1 + f2 2 L2(
) (5.28)
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The third equation is reduced to w   1
m
@y = f3, thus w =
1
m
@y + f3.
By variational formulation, let y be a solution of (5.28), then 8' 2 V ,
R


2y 'dx+
R


(a+ 1)y'dx =
R


f'dx
Applying Green's formula twice, we getR
 
@y 'd  
R


r(y)r'dx+ R


(a+ 1)y'dx =
R


f'dx; 8' 2 V , henceR


y'dx  R
 
@'y d +
R
 
@y 'd +
R


(a+ 1)y'dx =
R


f'dx; 8' 2 V ,
thereforeR


y'dx+
R
 
@y 'd +
R


(a+ 1)y'dx =
R


f'dx; 8' 2 V .
On the other hand, z = w on  , this implies that y   f1 = 1m@y + f3 on  ,
then @y = my  m(f1 + f3) on  . ThusR


y'dx+
R
 
my'd +
R


(a+ 1)y'dx =
R


f'dx+
R
 
m(f1 + f3)d; 8' 2 V
Now, let us consider the application F : V  V ! R, dened
by F (y; ') =
R


(a+ 1)y'dx +
R


y'dx +
R
 
my'd, which is bilinear, and
by Holder0s inequality we nd that F is continuous and coercive.
Also, let us consider the application L : V ! R, dened by
L(') =
R


f'dx+
R
 
m(f1 + f3)d,
which is linear, and by Holder0s inequality we nd that F is continuous.
As we did previously in the case of the wave equation with static boundary
conditions (Subsection 2.2) and dynamic boundary conditions (Subsection 3.2),
by using the variational formulation and Lax-Millgram theorem [4] we conclude
that (5.28) has a unique solution y 2 H4(
) \ V , therefore z = y   f1 exists
in V and w = 1
m
@y + f3 exists in L
2( ).
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We conclude that (5.27) has a unique solution (y; z; w) 2 D(Td); that
is, Id+ Td is surjective.
By Hille-Yosida theorem (see [4], [34] and [36]), we get the following:
1) For all 0 2 d, there exists a unique  2 C(R+;d) solution of (5.24), this
implies that there exists a unique y solution of (5.13) satisfying
y 2 C(R+; H2(
)) ; yt 2 C(R+; L2(
)) and ytj  2 C(R+; L2( )). Thus
y 2 C1(R+; L2(
)) \ C(R+; H2(
)) and yj  2 C1(R+; L2( )).
2) If 0 2 D(Td) then  2 C1(R+;d) \ C(R+; D(Td)); that is, for
(y0; z0; w0) 2 D(Td), (y; z; w) 2 C1(R+; H2(
)L2(
)L2( ))\C(R+; H4(
)
H2(
) L2( )), solution of (5.13) satisfying
y 2 C1(R+; H2(
)) \ C(R+; H4(
)) ; z 2 C1(R+; L2(
)) \ C(R+; H2(
)) ; w 2
C1(R+; L2( )). Thus, y 2 C2(R+; L2(
)) \ C1(R+; H2(
)) \ C(R+; H4(
)),
and yj  2 C2(R+; L2( ), since z = yt and w = ytj .
Denition 5.2 The !-limit set is
!(y0; z0; w0) =
8>><>>:
(!1; !2; !3) 2 d : 9 ftng an increasing sequence of positive numbers ;
lim
n!1
k(y(tn); z(tn); w(tn))  (!1; !2; !3)kd = 0
9>>=>>; :
Now, we prove the following stability result.
Theorem 5.2 For any initial data 0 = (y0; z0; w0) 2 d; the solution
(t) = (y(t); z(t); w(t)) ! (; 0; 0) in d as t! +1, where
 =
R


a dx
 1R


(ay0 + z0) dx;
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that is,
lim
t!1
k(y(t); z(t); w(t))  (; 0; 0)k2d = 0.
Proof. Applying LaSalle's principle [24], we have:
i) !(y0; z0; w0) 6= ; 8(y0; z0; w0) 2 d and it is a compact set.
ii) !(y0; z0; w0) is invariant under the semi - group S(t).
iii) Let (y(t); z(t); w(t)) = S(t)(y0; z0; w0) be a solution of (5.24), then
lim
t!1
(y(t); z(t); w(t)) 2 !(y0; z0; w0).
iv) !(y0; z0; w0)  D(Td).
v) t ! kS(t)!k2d is a constant function, for any (!1; !2; !3) 2 !(y0; z0; wo):
We want to prove that (y(t); z(t); w(t))! (; 0; 0).
From (iii), it is sucient to prove that !(y0; z0; w0) contains only elements of the
form (; 0; 0).
Let !0 2 !(y0; z0; w0), we prove that !0 = (; 0; 0). We have
d
dt
 kS(t)!0k2d = 0 ) 
 ddt (S(t)!0) ; S(t)!0d = 0 ) 
 ddt!(t); !(t)d = 0,
where !(t) = (y(t); z(t); w(t)) is the solution corresponding to !0
) hT!(t); !(t)id = 0 )
R


az2dx = 0. But a(x)  a0 > 0, thus z = 0 on 
.
Because w = zj , then w = 0.
On the other hand, z = yt = 0, implies that y is a constant with respect to t.
Then ytt = 0 and 
2y = 0 (from system (5.13)).
Therefore, using Green's formula two times,R


(2y) y dx =
R
 
y (@y) d  
R


r (y)ry dx = R
 
(@y) y d  
R
 
y @y d +
R


jyj2dx
=
R
 
mytty d  
R
 
y @y d +
R


jyj2dx = R


jyj2dx = 0;
which implies that y is a polynomial with degree  1 with respect to x; that is,
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there exist a constant  and a constant vector  = (1; :::; n) satisfying
y = :x+  . Then @yj  =  = 0, therefore y is a constant with respect to x.
Finally, y = , where  is a constant.
Hence the !-limit set contains only elements of the form (; 0), where  is a
constant, and we nd lim
t!1
(y(t); z(t)) = (; 0).
Now, we have to nd the expression of . Because,
ytt(x; t) + 
2y(x; t) + a(x)yt(x; t) = 0 in 
 (0;1), thenR


((yt(x; t) + a(x)y(x; t))dx
0
=   R


2y dx = 0, therefore
R


((yt(x; t) + a(x)y(x; t))dx is
a constant function. ThusR


(yt(x; t) + a(x)y(x; t))dx =
R


(yt(x; 0) + a(x)y(x; 0))dx =
R


(z0 + ay0) dx
8t 2 (0;1).
By passing to the limit where t goes to 1, we getR


(0 + a(x)) dx =
R


(z0 + ay0)dx, this implies that

R


a dx =
R


(z0 + ay0)dx,
so  =
R


a(x) dx
 1R


(z0 + ay0) dx.
5.2 Coupled wave-wave equations
Let 
 be a bounded open connected set in Rn having a smooth boundary   = @

of class C2. We consider the following coupled wave-wave system with static
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boundary conditions:
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
ytt(x; t)  Ay(x; t) + a1yt(x; t) + butt = 0 in 
 (0;1)
utt(x; t) Bu(x; t) + a2ut(x; t) + bytt = 0 in 
 (0;1)
@Ay(x; t) = @Bu(x; t) = 0 on   (0;1)
y(x; 0) = y0(x); yt(x; 0) = z0(x) in 

u(x; 0) = u0(x); ut(x; 0) = v0(x) in 
;
(5.29)
where (y0; u0; z0; v0) is given initial data in (H
1(
))2  (L2(
))2,
A =
nP
i;j=1
@i(aij@j); B =
nP
i;j=1
@i(bij@j) and aij; bij 2 C1(
) such that aij =
aji; bij = bji 8i; j = 1; 2; :::; n, and there exist a0; b0 > 0 satisfying
nP
i;j=1
aij"i"j  a0
nP
i=1
"2i ;
nP
i=1
bij"i"j  b0
nP
i=1
"2i 8("1; "2; :::; "n) 2 <n.
Moreover, there exist two positive constants a1;0 and a2;0 for which
a1 2 L1(
); a1(x)  a1;0; a:e: x 2 
 , a2 2 L1(
); a2(x)  a2;0; a:e: x 2 

and b 2 L1(
) satises kbk1 < 1. For more details concerning these systems,
see [20], [23] and the references therein.
5.2.1 Preliminaries and well-posedness of the problem
In this subsection, we study the existence and uniqueness of the solutions of the
system (5.29). Let us consider the state space
w = (H
1(
))2  (L2(
))2,
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equipped with the inner product
h(y; u; yt; ut); (~y; ~u; ~yt; ~ut)iw =
R


 
nP
i;j=1
aij@iy@j~y +
nP
i;j=1
bij@iu@j~u
!
dx
+
R


(yt~yt + ut~ut + b(yt~ut + ~ytut)) dx
+"
R


(yt + but)dx+
R


a1ydx
R


(~yt + b~ut)dx+
R


a1~ydx

+"
R


(byt + ut)dx+
R


a2udx
R


(b~yt + ~ut)dx+
R


a2~u dx

;
(5.30)
where " > 0 is a constant to be determined. The rst result is stated in the
following proposition:
Proposition 5.3 The state space w = (H
1(
))2  (L2(
))2, endowed with the
inner product (5.30) is a Hilbert space provided that " is small enough.
Proof. It is sucient to show that the norm k : kw induced by the inner
product (5.30) is equivalent to the usual one k : k(H1(
))2(L2(
))2 ; that is, we
prove the existence of two positive constants K and ~K such that
K k(y; u; yt; ut)k2(H1(
))2(L2(
))2  k(y; u; yt; ut)k2w  ~K k(y; u; yt; ut)k2(H1(
))2(L2(
))2
(5.31)
On one hand,
k(y; u; yt; ut)k2w =
R


 
nP
i;j=1
aij@iy@jy +
nP
i;j=1
bij@iu@ju
!
dx+
R


(y2t + u
2
t + 2b ytut) dx
+"
R


(yt + but) dx+
R


a1y dx
2
+ "
R


(byt + ut) dx+
R


a2u dx
2
:
Applying Holder0s and Young's inequalities, we get
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k(y; u; yt; ut)k2w  12
R


nP
i;j=1
sup
x2

jaij(x)j
 
(@iy)
2 + (@jy)
2 dx
+1
2
R


nP
i;j=1
sup
x2

jbij(x)j
 
(@iu)
2 + (@ju)
2 dx + R


 
y2t + u
2
y + 2kbk1 jytj jutj

dx
+"
"R


(yt + but) dx
2
+
R


a1y dx
2
+ 2
R


(yt + but) dx
R


a1y dx
#
+"
"R


(byt + ut) dx
2
+
R


a2u dx
2
+ 2
R


(byt + ut) dx
R


a2u dx
#
:
Let ~a = max
i;j
sup
x2

jaij(x)j, ~b = max
i;j
sup
x2

jbij(x)j and using the facts that
2
R


(yt + but) dx
R


a1y dx


R


(yt + but) dx
2
+
R


a1y dx
2
,
2
R


(byt + ut) dx
R


a2u dx


R


(byt + ut) dx
2
+
R


a2u dx
2
and
2 kbk1 jytj jutj  kbk1(y2t + u2t ), we get
k(y; u; yt; ut)k2w  n~a2
R


 jryj2 + jryj2dx+ n~b
2
R


 jruj2 + jruj2dx
+
R


(y2t + u
2
t + kbk1 (y2t + u2t )) dx
+"
"
2
R


(yt + but) dx
2
+ 2
R


a1y dx
2#
+"
"
2
R


(byt + ut) dx
2
+ 2
R


a2u dx
2#
;
thus
k(y; u; yt; ut)k2w  n~a
R


jryj2dx+ n~b R


jruj2dx+ R


jytj2dx+ (1 + kbk1)
R


(y2t + u
2
t ) dx
+"

2vol(
)
R


(yt + but)
2dx+ 2vol(
) ka1k21
R


y2 dx

+"

2vol(
)
R


(byt + ut)
2dx+ 2vol(
) ka2k21
R


u2 dx

;
then
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k(y; u; yt; ut)k2w  n~a
R


jryj2dx+ n~b R


jruj2dx+ R


jytj2dx+ (1 + kbk1)
R


(y2t + u
2
t ) dx
+2"vol(
)
R


 
y2t + kbk21 u2t + kbk1 (y2t + u2t )

dx+ ka1k21
R


y2 dx

+2"vol(
)
R


 kbk21 y2t + u2t + kbk1 (y2t + u2t ) dx+ ka2k21 R


u2 dx

:
Therefore,
k(y; u; yt; ut)k2w  n~a
R


jryj2dx+ n~b R


jruj2dx
+2" vol(
) ka1k21
R


y2dx + 2" vol(
) ka2k21
R


u2dx
+

1 + kbk1 + 2" vol(
)
 
1 + kbk21 + 2kbk1
 R


y2t dx
+

1 + kbk1 + 2" vol(
)
 
1 + kbk21 + 2kbk1
 R


u2t dx :
Let 0 = 2"vol(
) ka1k21, 0 = 2"vol(
) ka2k21,
0 = 1+ kbk1 + 2" vol(
)
 
1 + kbk21 + 2kbk1

and ~K = max
n
n~a; n~b; 0; 0; 0
o
.
Then
k(y; u; yt; ut)k2w  ~K k(y; u; yt; ut)k2(H1(
))2(L2(
))2 : (5.32)
On the other hand,
k(y; u; yt; ut)k2w  a0
R


nP
i=1
(@iy)
2dx + b0
R


nP
i=1
(@iu)
2dx+
R


y2t dx
+
R


u2tdx  kbk1
R


(y2t + u
2
t ) dx
+"
"R


(yt + but) dx
2
+
R


a1y dx
2
+ 2
R


(yt + but) dx
R


a1y dx
#
+"
"R


(byt + ut) dx
2
+
R


a2y dx
2
+ 2
R


(byt + ut) dx
R


a2y dx
#
:
But
2"
R


(yt + but) dx
R


a1y dx

  "
"

R


a1y dx
2
+ 1

R


(yt + but) dx
2#
and
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2"
R


(byt + ut) dx
R


a2u dx

  "
"

R


a2u dx
2
+ 1

R


(byt + ut) dx
2#
;
for all  > 0.
Then
k(y; u; yt; ut)k2w  a0
R


jryj2dx+ b0
R


jruj2dx+ (1  kbk1)
R


(y2t + u
2
t ) dx
+"(1  )
R


a1y dx
2
+ "
 
1  1

R


(yt + but) dx
2
+"(1  )
R


a2u dx
2
+ "
 
1  1

R


(byt + ut) dx
2
:
Using generalized Poincare's inequality [3], we can prove that there exists two pos-
itive constants c1 and c2 such that
R


y2dx  c1
"R


jryj2dx+
R


a1y dx
2#
and
R


u2dx  c2
"R


jruj2dx+
R


a2u dx
2#
, for any (y; u) 2 (H1(
))2 (see (3.6)).
This implies thatR


a1y dx
2
 1
c1
R


y2dx  R


jryj2dx and
R


a2u dx
2
 1
c2
R


u2dx  R


jruj2dx.
Therefore, for any 0 <  < 1 (so 1  1

< 0 and 1   > 0)
k(y; u; yt; ut)k2w  a0
R


jryj2dx+ b0
R


jruj2dx+ (1  kbk1)
R


(y2t + u
2
t ) dx
+ "(1 )
c1
R


y2dx  "(1  ) R


jryj2dx
+"
 
1  1


vol(
)
R


 
y2t + kbk21 u2t + kbk1 (y2t + u2t )

dx

+ "(1 )
c2
R


u2dx  "(1  ) R


jruj2dx
+"
 
1  1


vol(
)
R


 kbk21 y2t + u2t + kbk1 (y2t + u2t ) dx :
Therefore,
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k(y; u; yt; ut)k2w  (a0   "(1  ))
R


jryj2dx+ (b0   "(1  ))
R


jruj2dx
+ "(1 )
c1
R


y2dx + "(1 )
c2
R


u2dx
+
 
1  kbk1 + "
 
1  1


vol(
)

1 + kbk21 + 2kbk1
 R


y2t dx
+
 
1  kbk1 + "
 
1  1


vol(
)

1 + kbk21 + 2kbk1
 R


u2tdx :
We choose " > 0 and 0 <  < 1 such that the coecients of
R


jryj2dx, R


jruj2dx,R


y2dx,
R


u2dx,
R


y2t dx and
R


u2tdx are positive; that is
a0   "(1  ) > 0, which implies that " < 1 a0 .
b0   "(1  ) > 0, which implies that " < 1 b0 .
1  kbk1 + "
 
1  1


vol(
)

1 + kbk21 + 2kbk1

> 0, then
0 < " <
1 kbk1
( 1 1)vol(
)[1+kbk21+2kbk1]
.
Because 0 <  < 1, a0 > 0, b0 > 0 and kbk1 < 1, it is sucient to choose " > 0
such that 0 < " < min

1 
a0
; 1 
b0
;
1 kbk1
( 1 1)vol(
)[1+kbk21+2kbk1]

.
On the other hand c1 > 0 and c2 > 0, so
"(1 )
c1
> 0 and "(1 )
c2
> 0.
Finally
k(y; u; yt; ut)k2w  K k(y; u; yt; ut)k2(H1(
))2(L2(
))2 ; (5.33)
where K = min
8>><>>:
a0   "(1  ); b0   "(1  ); "(1 )c1 ;
"(1 )
c2
;
1  kbk1 + "
 
1  1


vol(
)

1 + kbk21 + 2kbk1

9>>=>>;.
From (5.32) and (5.33), we get that
K k(y; u; yt; ut)k2(H1(
))2(L2(
))2  k(y; u; yt; ut)k2w  ~K k(y; u; yt; ut)k2(H1(
))2(L2(
))2 :
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Therefore, The state space w = (H
1(
))2  (L2(
))2 endowed with the inner
product (5.30) is a Hilbert space.
We turn now to the formulation of the system (5.29) in an abstract form in
w. Let z(t) = yt(t), v(t) = ut(t) and (t) = (y(t); u(t); z(t); v(t)).
Then, the system (5.29) can be written as
8>><>>:
t(t) + Tw(t) = 0;
(0) = 0 = (y(0); u(0); z(0); v(0)) = (y0; u0; z0; v0);
(5.34)
where Tw is an unbounded linear operator dened by:
Tw(y; u; z; v) =
  z; v; 1
1 b2 [ Ay + bBu+ a1z   ba2v] ; 11 b2 [bAy  Bu  ba1z + a2v]

;
8(y; u; z; v) 2 D(Tw)
(5.35)
and
D(Tw) =
8>><>>:
(y; u; z; v) 2 (H1(
))2  (L2(
))2 : Tw(y; u; z; v) 2 (H1(
))2  (L2(
))2
and @Ay = @Bu = 0 on  
9>>=>>;
=
8>>>>>><>>>>>>:
(y; u; z; v) 2 (H1(
))2  (L2(
))2 :
 z 2 H1(
); v 2 H1(
); 1
1 b2 [ Ay + bBu+ a1z   ba2v] 2 L2(
);
1
1 b2 [bAy  Bu  ba1z + a2v] 2 L2(
) and @Ay = @Bu = 0 on  
9>>>>>>=>>>>>>;
Now, bBu  Ay 2 L2(
) and bAy  Bu 2 L2(
). Because b 2 L2(
), then
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bBu  Ay 2 L2(
) and b2Ay   bBu 2 L2(
), which implies that
(b2   1)Ay 2 L2(
): (5.36)
Also, b2Bu  bAy 2 L2(
) and bAy  Bu 2 L2(
), which implies that
(b2   1)Bu 2 L2(
): (5.37)
From (5.36) and (5.37) we get that Ay 2 L2(
) and Bu 2 L2(
), since
kbk21 < 1. Therefore,
y 2 L2(
); u 2 L2(
) and (y; u) 2 (H1(
))2; that is, (y; u) 2 (H2(
))2.
Finally,
D(Tw) =
n
(y; u; z; v) 2 (H2(
))2  (H1(
))2 : @Ay = @Bu = 0 on  
o
: (5.38)
We prove that Tw is maximal monotone operator.
We have, for any (y; u; z; v) 2 D(Tw),
hTw(y; u; z; v); (y; u; z; v)iw =
  z;  v; 1
1 b2 [ Ay + bBu+ a1z   ba2v] ; 11 b2 [bAy  Bu+ ba1z + a2v]

; (y; u; z; v)

w
;
therefore,
65
hTw(y; u; z; v); (y; u; z; v)iw =
R


 
nP
i;j=1
aij@i( z)@jy +
nP
i;j=1
bij@i( v)@ju
!
dx
+
R


1
1 b2 [ Ay + bBu+ a1z   ba2v] z dx
+
R


1
1 b2 [bAy  Bu  ba1z + a2v] v dx
+
R


b
1 b2 [ Ay + bBu+ a1z   ba2v] v dx
+
R


b
1 b2 [bAy  Bu  ba1z + a2v] z dx
+"
0BBBBBBB@
R


1
1 b2 [ Ay + bBu+ a1z   ba2v] dx
+
R


b
1 b2 [bAy  Bu  ba1z + a2v] dx
+
R


a1( z) dx
1CCCCCCCA
R


(z + bv) dx+
R


a1y dx

+"
0BBBBBBB@
R


b
1 b2 [ Ay + bBu+ a1z   ba2v] dx
+
R


1
(1 b2) [bAy  Bu  ba1z + a2v] dx
+
R


a2( v) dx
1CCCCCCCA
R


(bz + v) dx+
R


a2u dx

:
By applying the Green formula and using the fact that @Ay = @Bu = 0 on  ,
we nd
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R


1
1 b2 [ Ay + bBu+ a1z   ba2v] z dx+
R


1
1 b2 [bAy  Bu  ba1z + a2v] v dx+R


b
1 b2 [ Ay + bBu+ a1z   ba2v] v dx+
R


b
1 b2 [bAy  Bu  ba1z + a2v] z dx
=
R



 Ayz
1 b2 +
bBuz
1 b2 +
a1z2
1 b2   ba2vz1 b2

dx+
R



bAyv
1 b2   Buv1 b2   ba1zv1 b2 + a2v
2
1 b2

dx+
R



 bAyv
1 b2 +
b2Buv
1 b2 +
ba1zv
1 b2   b
2a2v2
1 b2

dx+
R



b2Ayz
1 b2   bBuz1 b2   b
2a1z2
1 b2 +
ba2vz
1 b2

dx
=
R



(b2 1)Ayz
1 b2 +
(b2 1)Buv
1 b2 +
(1 b2)a1z2
1 b2 +
(1 b2)a2v2
1 b2

dx
=
R


( Ayz  Buv + a1z2 + a2v2)dx
=   R
 
@Ayz d +
R


nP
i;j=1
aij(x)@iz@jy dx 
R
 
@Buv d +
R


nP
i;j=1
bij(x)@iv@ju dx
+
R


(a1z
2 + a2v
2) dx
= +
R


nP
i;j=1
aij(x)@iz@jy dx+
R


nP
i;j=1
bij(x)@iv@ju dx+
R


(a1z
2 + a2v
2) dx:
Also,R


1
1 b2 [ Ay + bBu+ a1z   ba2v] dx+
R


b
1 b2 [bAy  Bu  ba1z + a2v] dx+
R


a1( z) dx
=
R


 Ay
1 b2 +
bBu
1 b2 +
a1z
1 b2   ba2v1 b2

dx+
R



bAy
1 b2   Bu1 b2   ba1z1 b2 + a2v1 b2

dx+
R


a1( z) dx
=
R


(b2 1)Ay
1 b2 dx+
R


(a1 b2a1)z
1 b2 dx 
R


a1z dx =
R


( Ay + a1z   a1z) dx
=   R


Ay dx =   R
 
@Ayd = 0:
AndR


b
1 b2 [ Ay + bBu+ a1z   ba2v] dx+
R


1
(1 b2) [bAy  Bu  ba1z + a2v] dx+
R


a2( v) dx
=
R


h
 bAy
1 b2 +
b2Bu
1 b2 +
ba1z
1 b2   b
2a2v
1 b2
i
dx+
R



bAy
1 b2   Bu1 b2   ba1z1 b2 + a2v1 b2

dx+
R


a2( v) dx
=
R


(b2 1)Bu
1 b2 dx+
R


(a2 b2a2)v
1 b2 dx 
R


a2v dx =
R


( Bu+ a2v   a2v) dx
=   R


Budx =   R
 
@Bud = 0:
Then we get
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hTw(y; u; z; v); (y; u; z; v)iw =
R


(a1z
2 + a2v
2) dx  0, so we conclude that Tw is
monotone.
Now, we prove that Id+ Tw is surjective.
Let (f1; f2; f3; f4) 2 w. We want to nd (y; u; z; v) 2 D(Tw) such that
(Id+ Tw)(y; u; z; v) = (f1; f2; f3; f4); that is,
(y; u; z; v) + Tw(y; u; z; v) = (f1; f2; f3; f4).
This means that
(y; u; z; v)+  z; v; 1
1 b2 [ Ay + bBu+ a1z   ba2v] ; 11 b2 [bAy  Bu  ba1z + a2v]

= (f1; f2; f3; f4)
(5.39)
The rst equation of (5.39) implies that y   z = f1, so z = y   f1.
The second equation of (5.39) implies that u  v = f2, so v = u  f2.
The third equation of (5.39) becomes z + 1
1 b2 [ Ay + bBu+ a1z   ba2v] = f3,
which is equivalent to
 Ay + bBu+ (1  b2 + a1)y   ba2u = f5; (5.40)
where f5 = (1  b2 + a1)f1   ba2f2 + (1  b2)f3 2 L2(
).
The fourth equation of (5.39) becomes v + 1
1 b2 [bAy  Bu  ba1z + a2v] = f4,
which is equivalent to
bAy  Bu  ba1y + (1  b2 + a2)u = f6; (5.41)
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where f6 =  ba1f1 + (1  b2 + a2)f2 + (1  b2)f4 2 L2(
).
Multiplying (5.41) by b and adding to (5.40) we get
(b2   1)Ay + (1  b2 + a1   b2a1)y + (b  b3 + ba2   ba2)u = f5 + bf6,
which is equivalent to
 Ay + (1 + a1)y + bu = f7; (5.42)
where f7 =
f5+bf6
1 b2 2 L2(
).
Similarly, multiplying (5.40) by b and adding to (5.41) we get
(b2   1)Bu+ (b  b3 + a1b  a1b)y + (1  b2 + a2   b2a2)u = bf5 + f6,
which is equivalent to
 Bu+ by + (1 + a2)u = f8; (5.43)
where f8 =
bf5+f6
1 b2 2 L2(
).
So we have to prove that the system
8>><>>:
 Ay + (1 + a1)y + bu = f7
 Bu+ by + (1 + a2)u = f8
(5.44)
has a unique solution (y; u) 2 (H2(
))2 satisfying @Ay = @Bu = 0 on  .
Let (y; u) be a solution of (5.44); then, for any (';  ) 2 (H1(
))2, we have
Z


( Ay + (1 + a1)y + bu)'dx+
Z


( Bu+ by + (1 + a2)u) dx =
Z


(f7'+ f8 ) dx:
Using the Green's formula and the fact that @Ay = @Bu = 0 on  , we get
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R


 
nP
i;j=1
aij@iy@j'+ (1 + a1)y'+ bu'
!
dx+
R


 
nP
i;j=1
bij@iu@j + by + (1 + a2)u 
!
dx
=
R


(f7'+ f8 ) dx:
Now, let us consider the application F : (H1(
))
2  (H1(
))2 ! R, dened by
F ((y; u); (';  )) =
R


 
nP
i;j=1
aij@iy@j'+ (1 + a1)y'+ bu'
!
dx
+
R


 
nP
i;j=1
bij@iu@j + by + (1 + a2)u 
!
dx;
which is bilinear, and by using Holder0s inequality we nd that F is con-
tinuous and coercive.
Also, let us consider the application L : (H1(
))
2 ! R, dened by
L (';  ) =
R


(f7'+ f8 ) dx, which is linear and, by using Holder
0s inequality, we
nd that L is continuous.
As we did previously in the case of the wave equation with static boundary
conditions (Subsection 2.2) and dynamic boundary conditions (Subsection
3.2), by using variational formulation and Lax-Millgram theorem [4], we
conclude that (5.44) has a unique solution (y; u) 2 (H2(
))2 and satisfy-
ing @Ay = @Bu = 0 on  , therefore z = y   f1 2 H1(
), v = u  f2 2 H1(
) and
(5.44) holds.
We conclude that (5.39) has a unique solution (y; u; z; v) 2 D(Tw); that is
Id + Tw is surjective. Finally, we conclude that Tw is maximal monotone
operator.
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By Hille-Yosida theorem (see [4], [27], [34] and [36]), we get the following:
1) For all 0 2 w = (H1(
))2  (L2(
))2, there exists a unique  2 C(R+;w)
solution of (5.34). This implies that there exists a unique solution (y; u) of (5.29)
satisfying y 2 C(R+; H1(
)), yt 2 C(R+; L2(
)), u 2 C(R+; H1(
)),
ut 2 C(R+; L2(
)) , (y; u) 2 C1

R+; (L2(
))2

\ C

R+; (H1(
))2

.
2) If 0 2 D(Tw), then  2 C1(R+;w) \ C(R+; D(Tw)); that is,
for (y0; u0; z0; v0) 2 D(Tw),
(y; u; z; v) 2 C1(R+; (H1(
))2  (L2(
))2) \ C(R+; (H2(
))2  (H1(
))2) is a
unique solution of (5.29) satisfying
y 2 C1(R+; H1(
)) \ C(R+; H2(
)), z 2 C1(R+; L2(
)) \ C(R+; H1(
)),
u 2 C1(R+; H1(
)) \ C(R+; H2(
)) and v 2 C1(R+; L2(
)) \ C(R+; H1(
)).
Thus, (y; u) 2 C2  R+; (L2(
))2 \ C1 R+; (H1(
))2 \ C R+; (H2(
))2,
since z = yt and v = ut.
5.2.2 Stabilization of the problem
In this subsection, we prove the following stability result.
Denition 5.3 The !-limit set is
!(y0; u0; z0; v0) =
8>><>>:
(!1; !2; !3; !4) 2 w : 9 ftng an increasing sequence of positive
numbers ; lim
n!1
k(y(tn); u(tn); z(tn); v(tn)) + (!1; !2; !3; !4)kw = 0
9>>=>>; :
Theorem 5.3 For any initial data 0 = (y0; u0; z0; v0) 2 w; the solution
(t) = (y(t); u(t); z(t); v(t)) ! (1; 2; 0; 0) in w as t! 1 where
1
R


a1 dx

+ 2
R


a2 dx

=
R


(1 + b)(z0 + v0)dx+
R


(a1y0 + a2u0)dx

;
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that is,
lim
t!1
k(y(t); u(t); z(t); v(t))  (1; 2; 0; 0)k2w = 0
Proof. Applying LaSalle's principle [24], we have:
i) !(y0; u0; z0; v0) 6= ; 8(y0; u0; z0; v0) 2 w and it is compact set.
ii) !(y0; u0; z0; v0) is invariant under the semi-group S(t).
iii) Let (y(t); u(t); z(t); v(t)) = S(t)(y0; u0; z0; v0) be a solution of (5.34), then
lim
t!1
(y(t); u(t); z(t); v(t)) 2 !(y0; u0; z0; v0).
iv) !(y0; u0; z0; v0)  D(Tw).
v) t ! kS(t)!k2w is a constant function, for any
(!1; !2; !3; !4) 2 !(y0; u0; z0; v0):
We want to prove that (y(t); u(t); z(t); v(t))! (1; 2; 0; 0), as t goes to 1.
From (iii), it is sucient to prove that !(y0; u0; z0; v0) contains only elements of
the form (1; 2; 0; 0).
Let !0 2 !(y0; u0; z0; v0), we prove that ! = (1; 2; 0; 0). We have
d
dt
 kS(t)!0k2w = 0 ) 
 ddt (S(t)!0) ; S(t)!0w = 0 ) 
 ddt!(t); !(t)w = 0
where !(t) = (y(t); u(t); z(t); v(t)) is the solution corresponding to !0.
hT!(t); !(t)iw =
R


(a1z
2 + a2v
2)dx = 0. But a1(x)  a1;0 > 0 and
a2(x)  a2;0 > 0, thus z = 0 and v = 0 in 
.
Because yt = z = 0 and ut = v = 0, then y and u are constants with respect to t.
Then ytt = utt = 0 and Ay = Bu = 0 (from system (5.29)).
Therefore, using Green formula
  R


Ay y dx =
R


nP
i;j=1
aij@iy@jy dx = 0 and  
R


Buu dx =
R


nP
i;j=1
bij@iu@ju dx = 0.
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But,R


nP
i;j=1
aij@iy@jy dx  a0
R


nP
i=1
(@iy)
2dx and
R


nP
i;j=1
bij@iu@ju dx  b0
R


nP
i=1
(@iu)
2dx,
where a0 > 0 and b0 > 0, therefore y and u are constants with respect to x.
Finally, y = 1 and u = 2, where 1 and 2 are constants.
Hence the !-limit set contains only elements of the form (1; 2; 0; 0) and we
nd lim
t!1
(y(t); u(t); z(t); v(t)) = (1; 2; 0; 0).
Now, we have to nd the expression of 1 and 2. We have
ytt  Ay + a1yt + butt = 0 in 
 (0;1), utt  Bu+ a2ut + bytt = 0 in 
 (0;1)
and @Ay = @Bu = 0 on   (0;1).
This implies that ytt   Ay + a1yt + butt + utt  Bu+ a2ut + bytt = 0,
which is equivalent to (1 + b)ytt + (1 + b)utt + a1yt + a2ut = Ay +Bu.
ThenR


((1 + b)(yt + ut) + a1y + a2u)dx
0
=
R


Ay dx+
R


Budx = 0.
Therefore,
R


((1 + b)(yt + ut) + a1y(x; t) + a2u(x; t)) dx is a constant function.
Thus,R


((1 + b)yt(x; 0) + (1 + b)ut(x; 0) + a1y(x; 0) + a2u(x; 0)) dx =R


(1 + b)(z0 + v0) + (a1y0 + a0u0) dx.
By passing to the limit where t goes to 1 and using the fact that
lim
t!1
(y(t); u(t); z(t); v(t)) = (1; 2; 0; 0), we getR


(0 + 0 + a11 + a22) dx =
R


(1 + b)(z0 + v0) dx+
R


(a1y0 + a0u0) dx,
this implies that
1
R


a1 dx

+ 2
R


a2 dx

=
R


(1 + b)(z0 + v0) dx+
R


(a1y0 + a0u0) dx

.
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If A = B, a1 = a2 and (y0; z0) = (u0; v0), then it follows from the symme-
try of (5.30) that
1 = 2 =
R


a1 dx
 1R


(1 + b)z0 dx+
R


a1y0 dx

.
Remark
(i) One can consider dynamical boundary conditions for both equations
8>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>:
ytt(x; t)  Ay(x; t) + a1yt(x; t) + butt = 0 in 
 (0;1)
utt(x; t) Bu(x; t) + a2ut(x; t) + bytt = 0 in 
 (0;1)
m(x)ytt(x; t) + @Ay = 0 on   (0;1)
M(x)utt(x; t) + @Bu = 0 on   (0;1)
y(x; 0) = y0(x); yt(x; 0) = z0(x) in 

u(x; 0) = u0(x); ut(x; 0) = v0(x) in 

ytj (x; 0) = w00(x); utj (x; 0) = w01(x) on  
or static boundary condition for one equation and dynamical boundary
condition for the other equation and we obtain in both cases the same results as
for (5.30) with the constants 1 and 2 dened above.
(ii) We can also consider static or dynamical boundary conditions only for
y, and the homogeneous Dirichlet ones for u (or the reverse). In this case, we
get
(y(t); u(t); yt(t); ut(t)) ! (; 0; 0; 0);
74
where
 =
R


a1 dx
 1R


(1 + b)z0dx +
R


a1y0 dx

.
(iii) Similar results can obtained for a coupled Petrovsky-Petrovsky or wave-
Petrovsky systems with static or dynamical boundary conditions.
5.3 Elastic system
Let 
 be a bounded open connected set in Rn having a smooth boundary   = @

of class C2. We consider the following elasticity system:
8>>>>>>><>>>>>>>:
yitt(x; t) 
nP
j=1
ij;j(y)(x; t) + ai(x)yit(x; t) = 0 in 
 (0;1); 8i = 1; 2; :::; n
nP
j=1
ij(y)j = 0 on   (0;1); 8i = 1; 2; :::; n
yi(x; 0) = y
0
i (x); yit(x; 0) = z
0
i (x) in 
; 8i = 1; 2; :::; n
(5.45)
where (y0; z0) = ((y01; :::; y
0
n); (z
0
1 ; :::; z
0
n)) is given initial data in e = (H
1(
))
n 
(L2(
))
n
. Here y = (y1; :::; yn) : 
! Rn is the solution of (5.45), ai(x) 2 L1(
)
such that there exists ai;0 > 0 for which ai(x)  ai;0 > 0 a:e: x 2 
; 8i = 1; :::; n.
Moreover, ij;j(y) =
@ij(y)
@xj
; ij(y) =
nP
k;l=1
aijkl"kl(y); "ij(y) =
1
2
(yi;j + yj;i),
yi;j =
@yi
@xj
, yj;i =
@yj
@xi
and aijkl 2 C1(
) with aijkl = aklij = ajikl;
8i; j; k; l = 1; 2; :::; n and satisfying, for a0 > 0,
nP
i;j;k;l=1
aijkl"ij"kl  a0
nP
i;j=1
"ij"ij,
for all symmetric tensor "ij. For more details concerning these systems, see [15]-
[18] and the references therein.
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5.3.1 Preliminaries and well-posedness of the problem
In this subsection, we study the existence and uniqueness of the solutions of the
system (5.45). Let us consider the state space
e = (H
1(
))
n  (L2(
))n,
equipped with the inner product, for any y = (y1; :::; yn), z = (z1; :::; zn),
~y = (~y1; :::; ~yn) and ~z = (~z1; :::; ~zn),
h(y; z); (~y; ~z)ie =
R


 
nP
i;j=1
ij(y)"ij(~y)
!
dx+
R


(
nP
i=1
zi~zi)dx
+"
nP
i=1
R


(zi + aiyi) dx
R


(~zi + ai~yi) dx

;
(5.46)
where " > 0 is a constant to be determined. The rst result is stated in the
following proposition.
Proposition 5.4 The state space e = (H
1(
))
n  (L2(
))n, endowed with the
inner product (5.46) is a Hilbert space provided that " is small enough.
Proof. It is sucient to show that the norm k : ke induced by the inner
product (5.46) is equivalent to the usual one k : k(H1(
))n(L2(
))n ; that is, we
prove the existence of two positive constants K and ~K such that, for any
y = (y1; :::; yn) 2 e and z = (z1; :::; zn) 2 e,
K k(y; z)k2(H1(
))n(L2(
))n  k(y; z)k2e  ~K k(y; z)k2(H1(
))n(L2(
))n : (5.47)
On one hand,
76
k(y; z)k2e =
R


 
nP
i;j=1
ij(y)"ij(y)
!
dx +
R



nP
i=1
z2i

dx + "
nP
i=1
R


(zi + aiyi) dx
2
=
R


 
nP
i;j=1
nP
k;l=1
aijkl"kl(y)"ij(y)
!
dx +
R



nP
i=1
z2i

dx + "
nP
i=1
R


(zi + aiyi) dx
2
:
Applying Holder0s and Young's inequalities, we get
k(y; z)k2e  12
R


"
nP
i;j;k;l=1
sup
x2

jaijkl(x)j
 
"2ij(y) + "
2
kl(y)
#
dx+
R



nP
i=1
z2i

dx
+" vol(
)
nP
i=1
R


(zi + aiyi)
2dx:
Let ~a = max
i;j;k;l
sup
x2

jaijkl(x)j and using the fact that
2 jaij jyij jzij  kaik1 (y2i + z2i ), we get
k(y; z)k2e  ~a2
R


"
nP
i;j;k;l=1
 
"2ij(y) + "
2
kl(y)
 #
dx +
R



nP
i=1
z2i

dx
+" vol(
)
nP
i=1
R


 
z2i + kaik21 y2i + kaik1y2i + kaik1z2i

dx
= ~a
2
R


"
n2
nP
i;j=1
"2ij(y) + n
2
nP
k;l=1
"2kl(y)
#
dx+
R



nP
i=1
z2i

dx
+" vol(
)
nP
i=1
R


((1 + kaik1) z2i + kaik1 (kaik1 + 1) y2i )dx:
Then,
k(y; z)k2e  ~a2
R


"
n2
4
nP
i;j=1
(yi;j + yj;i)
2 + n
2
4
nP
k;l=1
(yk;l + yl;k)
2
#
dx
+
nP
i=1
[1 + " vol(
) (kaik1 + 1)]
R


z2i dx +
nP
i=1
[" vol(
)kaik1 (kaik1 + 1)]
R


y2i dx
= ~an
2
8
R


"
nP
i;j=1

@yi
@xj
+
@yj
@xi
2
+
nP
k;l=1

@yk
@xl
+ @yl
@xk
2#
dx
+
nP
i=1
[1 + " vol(
) (kaik1 + 1)]
R


z2i dx+
nP
i=1
[" vol(
)kaik1 (kaik1 + 1)]
R


y2i dx:
Therefore,
77
k(y; z)k2e  ~an
2
8
R


nP
i;j=1

2

@yi
@xj
2
+ 2

@yj
@xi
2
dx+ ~an
2
8
R


nP
k;l=1

2

@yk
@xl
2
+ 2

@yl
@xk
2
dx
+
nP
i=1
[1 + " vol(
) (kaik1 + 1)]
R


z2i dx+
nP
i=1
[" vol(
)kaik1 (kaik1 + 1)]
R


y2i dx:
k(y; z)k2e  ~an
2
4
R


"
nP
i=1
jryij2 +
nP
j=1
jryjj2
#
dx+ ~an
2
4
R



nP
k=1
jrykj2 +
nP
l=1
jrylj2

dx
+
nP
i=1
[1 + " vol(
) (kaik1 + 1)]
R


z2i dx+
nP
i=1
[" vol(
)kaik1 (kaik1 + 1)]
R


y2i dx:
Then,
k(y; z)k2e  ~an2
R


nP
i=1
jryij2dx+
nP
i=1
[1 + " vol(
) (kaik1 + 1)]
R


z2i dx
+
nP
i=1
[" vol(
)kaik1 (kaik1 + 1)]
R


y2i dx:
Let i;0 = 1 + " vol(
) (1 + kaik1), i;0 = " vol(
) kaik1 (kaik1 + 1) and
~K = max f~an2; i;0; i;0g. Consequently,
k(y; z)k2e  ~K k(y; z)k2(H1(
))n(L2(
))n : (5.48)
On the other hand,
k(y; z)k2e  a0
R


 
nP
i;j=1
"ij(y)"ij(y)
!
dx+
R



nP
i=1
z2i

dx
+ "
nP
i=1
"R


zidx
2
+
R


aiyi dx
2
+ 2
R


zidx
R


aiyi dx
#
:
But, 2"
R


zidx
R


aiyi dx

  "
"

R


aiyi dx
2
+ 1

R


zidx
2#
; 8 > 0:
Then,
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k(y; z)k2e  a0
R


 
nP
i;j=1
"ij(y)"ij(y)
!
dx+
R



nP
i=1
z2i

dx
+
nP
i=1
"
" (1  )
R


aiyi dx
2
+ "
 
1  1

R


zidx
2#
:
Using generalized Poincare's inequality [3], we can prove that there exists
a positive constant c0 such that
Z


 
nX
i=1
y2i
!
dx  c0
24Z


 
nX
i;j=1
ij(y)"ij(y)
!
dx+
nX
i=1
0@Z


aiyidx
1A235 ; 8y 2 (H1(
))n;
(5.49)
which implies that
nP
i=1
R


aiyidx
2
 1
c0
R



nP
i=1
y2i

dx   R


 
nP
i;j=1
ij(y)"ij(y)
!
dx.
The proof of (5.49) is based on the Korn's inequality: there exists ~c0 > 0 such that
R



nP
i=1
j@iyjj2 +
nP
i=1
y2i

dx  ~c0
"R


 
nP
i;j=1
"ij(y)"ij(y)
!
dx+
R



nP
i=1
aiy
2
i

dx
#
;
8y 2 (H1(
))n:
(5.50)
Hence, for 0 <  < 1 (so 1  1

> 0 and 1   > 0)
k(y; z)k2e  a0
nP
i;j=1
R


"2ij(y) dx+
R



nP
i=1
z2i

dx+ "(1 )
c0
R



nP
i=1
y2i

dx
 "(1  ) R


 
nP
i;j=1
ij(y)"ij(y)
!
dx+
 
1  "1


vol(
)
R



nP
i=1
z2i

dx:
Let ~a = max
i;j;k;l
sup
x2

jaijkl(x)j and applying Young's inequality, we get
k(y; z)k2e  a0
nP
i;j=1
R


"2ij(y) dx+
 
1 + "
 
1  1


vol(
)
 R



nP
i=1
z2i

dx
+ "(1 )
c0
R



nP
i=1
y2i

dx  ~a"(1  ) R


 
nP
i;j;k;l=1
 
"2ij(y) + "
2
kl(y)
!
dx:
Thus,
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k(y; z)k2e  a0
nP
i;j=1
R


"2ij(y) dx+
 
1 + "
 
1  1


vol(
)
 R



nP
i=1
z2i

dx
+ "(1 )
c0
R



nP
i=1
y2i

dx  2~a"(1  )n2 R


 
nP
i;j=1
"2ij(y)
!
dx:
Then,
k(y; z)k2e  (a0   2~a"(1  )n2)
nP
i;j=1
R


"2ij(y) dx+
 
1 + "
 
1  1


vol(
)
 R



nP
i=1
z2i

dx
+ "(1 )
c0
R



nP
i=1
y2i

dx:
Let 1 = a0   2~a"(1  )n2 and 2 = 1 
 
1


vol(
), then we get
k(y; z)k2e  min
n
1; 2;
"(1 )
c0
oR


 
nP
i;j=1
"2ij(y) +
nP
i=1
y2i +
nP
i=1
z2i
!
dx:
Therefore,
k(y; z)k2e  3
h
1
~c0
kyk2(H1(
))n + kzk2(L2(
))n
i
, where 3 = min
n
1; 2;
"(1 )
c0
o
.
Finally,
k(y; z)k2e  K k(y; z)k2(H1(
))n(L2(
))n ; (5.51)
where K = 3min
n
1
~c0
; 1
o
.
From (5.48) and (5.51), we get that
K k(y; z)k2(H1(
))n(L2(
))n  k(y; z)k2e  ~K k(y; z)k2(H1(
))n(L2(
))n .
Therefore, the state space k(y; z)ke endowed with the inner product (5.46) is a
Hilbert space.
We turn now to the formulation of the system (5.45) in an abstract form in e.
Let z(t) = yt(t) and (t) = (y(t); z(t)).
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Then, the system (5.45) can be written as
8>><>>:
t(t) + Te(t) = 0;
(0) = 0 = (y
0; z0);
(5.52)
where Te is an unbounded linear operator dened by:
Te (y; z) =
0@ z;   nX
j=1
ij;j(y)(x; t) + ai(x)zi
!
i
1A ; 8(y; z) 2 D(Te) (5.53)
and
D(Te) =
(
(y; z) 2 e : Te(y; z) 2 e and
nP
j=1
ij(y)j = 0 on  ; i = 1; :::; n
)
=
8>>>>>>>><>>>>>>>>:
(y; z) 2 (H1(
))n  (L2(
))n : 
 z;
 
 
nP
j=1
ij;j(y)(x; t) + ai(x)zi
!
i
!
2 (H1(
))n  (L2(
))n;
and
nP
j=1
ij(y)j = 0 on  ; i = 1; :::; n
9>>>>>>>>=>>>>>>>>;
=
8>>>>>>>><>>>>>>>>:
(y; z) 2 (H1(
))n  (L2(
))n :  z 2 (H1(
))n; 
 
nP
j=1
ij;j(y)(x; t) + ai(x)zi
!
i
2 (L2(
))n;
and
nP
j=1
ij(y)j = 0 on  ; i = 1; :::; n
9>>>>>>>>=>>>>>>>>;
=
(
(y; z) 2 (H2(
))n  (H1(
))n; and
nP
j=1
ij(y)j = 0 on  ; i = 1; :::; n
)
:
(5.54)
We prove that Te is maximal monotone operator.
We have, for any (y; z) 2 D(Te)
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hTe(y; z); (y; z)ie =
* 
 z; 
nP
j=1
ij;j(y)(x; t) + a(x)z
!
i
; (y; z)
+
e
=   R


 
nP
i;j=1
ij(z)"ij(y)
!
dx +
nP
i=1
R


 
 
nP
j=1
ij;j(y)(x; t) + ai(x)zi
!
zi dx
+"
nP
i=1
" R


( 
nP
j=1
ij;j(y)(x; t) + ai(x)zi   ai(x)zi) dx
! R


(zi + ai(x)yi) dx
#
:
By applying the Green's formula and the fact that
nP
j=1
ijj = 0 on  ,
8i = 1; 2; :::; n, we nd
nP
i=1
R


 
 
nP
j=1
ij;j(y)(x; t) + ai(x)zi   ai(x)zi
!
dx =  
nP
i=1
R


 
nP
j=1
ij;j(y)(x; t)
!
dx
=  
nP
i=1
R
 
 
nP
j=1
ij(y)j
!
d = 0;
  R


 
nP
i;j=1
ij(z)"ij(y)
!
dx =   R


 
nP
i;j=1
nP
k;l=1
aijkl"kl(z)"ij(y)
!
dx
=  1
4
nP
i;j;k;l=1
R


aijkl(@lzk + @kzl)(@jyi + @iyj)dx
=  1
4
nP
i;j;k;l=1
R


aijkl @lzk(@jyi + @iyj)dx  14
nP
i;j;k;l=1
R


aijkl @kzl(@jyi + @iyj)dx
=  1
4
nP
i;j;k;l=1
R


aklij @jzi(@kyl + @lyk)dx  14
nP
i;j;k;l=1
R


aklij @jzi(@kyl + @lyk)dx
=  1
2
nP
i;j;k;l=1
R


aklij @jzi(@kyl + @lyk)dx =  12
nP
i;j;k;l=1
R


aijkl @jzi(@kyl + @lyk)dx;
and
  R


 
nP
j=1
ij;j(y)(x; t)zi
!
dx =   R
 
 
nP
j=1
ij(y)izi
!
d +
R


 
nP
i;j=1
ij(y)@jzi
!
dx
= 1
2
R


nP
i;j;k;l=1
aijkl @jzi(@kyl + @lyk)dx:
Then, we get hTe(y; z); (y; z)ie =
nP
i=1
R


ai(x)z
2
i dx  0, so we conclude that Te is
monotone.
Now, we want to prove that Id+ Te is surjective.
Let (f1; f2) = ((f11; :::; f1n); (f21; :::; f2n)) 2 e. We want to nd (y; z) 2 D(Te)
such that (Id+ Te)(y; z) = (f1; f2).
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We have (y; z) + Te(y; z) = (f1; f2). This means that
(y; z) +
0@ zi;   nX
j=1
ij;j(y)(x; t) + ai(x)zi
!
i
1A = (fi1; fi2): (5.55)
The rst equation of (5.55) implies that y   z = f1; that is yi   zi = f1i, so
zi = yi   f1i, i = 1; :::; n.
The second equation of (5.55) becomes  
nP
j=1
ij;j(y)(x; t)+ai(x)zi+zi = f2i; that
is,  
nP
j=1
ij;j(y)(x; t) + (ai(x) + 1)(yi   f1i) = f2i, which is equivalent to
 
nX
j=1
ij;j(y)(x; t)+(ai+1)yi = fi; where fi = (ai+1)f1i+f2i 2 L2(
): (5.56)
As we did previously in the case of the wave equation with static boundary condi-
tions (Subsection 2.2) and dynamic boundary conditions (Subsection 3.2), using
variation formulation and Lax-Milgram theorem [4], we deduce that (5.56) has a
unique solution y 2 (H2(
))n and satisfying
nP
j=1
ij(y)j = 0 on  , 8i = 1; 2; :::; n,
therefore z = y   f1 exists in (H1(
))n and (5.56) holds.
We conclude that (5.55) has a unique solution (y; z) 2 D(Te); that is Id+Te is
surjective. Finally, we conclude that Te is maximal monotone operator.
By Hille-Yosida theorem (see [4], [27], [34] and [36]), we get the follow-
ing:
1) For all 0 2 e, there exists a unique  2 C(R+;e) solution of (5.52). This
implies that there exists a unique y is a solution of (5.45) satisfying
83
y 2 C

R+; (H1(
))
n

; yt 2 C

R+; (L2(
))
n

, y 2 C1

R+; (L2(
))
n

\
C

R+; (H1(
))
n

.
2) If 0 2 D(Te), then  2 C1(R+;e) \ C(R+; D(Te)); that is, for all
(y0; z0) 2 D(Te), (y; z) 2 C1
 
R+; (H1(
))n  (L2(
))n \C  R+; (H2(
))n  (H1(
))n,
solution of (5.45), thus
y 2 C1  R+; (H1(
))n \ C  R+; (H2(
))n, z 2 C1  R+; (L2(
))n \
C
 
R+; (H1(
))n

, y 2 C2  R+; (L2(
))n\C1  R+; (H1(
))n\C  R+; (H2(
))n, since z = yt.
5.3.2 Stabilization of the problem
In this subsection, we prove the following stability result.
Denition 5.4 The !-limit set is
!(y0; z0) =
8>><>>:
(!1; !2) 2 e : 9 ftng an increasing sequence of positive numbers ;
lim
n!1
k(y(tn); z(tn))  (!1; !2)ke = 0
9>>=>>; :
Theorem 5.4 For any initial data 0 = (y
0; z0) 2 e, the solution (t) =
(y(t); z(t)) ! (; 0) in e as t!1 where
 = (1; 2; :::; n) and
nP
i=1
i
R


ai(x) dx

=
nP
i=1
R


(z0i + ai;0y
0
i )dx;
that is
lim
t!1
k(y(t); z(t))  (; 0)k2e = 0.
Proof. Applying LaSalle's principle [24], we have:
i) !(y0; z0) 6= ; 8(y0i ; z0i ) 2 e and it is a compact set.
ii) !(y0; z0) is invariant under the semi-group S(t).
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iii) Let (y(t); z(t)) = S(t)(y0; z0) be a solution of (5.52), then
lim
t!1
(yi(t); zi(t)) 2 !(y0i ; z0i ).
iv) !(y0; z0)  D(Te).
v) t ! kS(t)!k2e is a constant function for any (!1; !2) 2 !(y0; z0).
We want to prove that (y(t); z(t))! (; 0), as t!1, where  = (1; :::; n).
From (iii), it is sucient to prove that !(y0; z0) contains only elements of the
form (; 0).
Let !0 2 !(y0; z0), we prove that !0 = (; 0). We have
d
dt
 kS(t)!0k2e = 0 ) 
 ddt (S(t)!0) ; S(t)!0e = 0 ) 
 ddt!(t); !(t)e = 0,
where !(t) = (y(t); z(t)) is the solution of (5.52) corresponding to !0
hT!(t); !(t)ie =
R


nP
i=1
aiz
2
i dx = 0. But ai(x)  ai;0 > 0, thus zi = 0 on 
,
8i = 1; :::; n.
Because zi = yit = 0, then yi is a constant with respect to t, 8 i = 1; 2; :::n; that
is, y is a constant with respect to t.
In addition, yitt = 0 and
nP
j=1
ij;j(y)(x; t) = 0 (from system (5.45)).
Therefore, using Green's formula
  R


nP
j=1
ij;j (y)(x; t)"ij(y) dx =  
R
 
nP
j=1
ij(y)j"ij(y) d +
R


nP
i;j=1
ij(y)"ij(y)dx
=
R


nP
i;j;k;l=1
aijkl"k;l(y)"ij(y) dx = 0;
by Korn's inequality (5.50) we get that yi is a constant with respect to x,
8 i = 1; 2; :::; n; that is, y = (y1; :::; yn) is a constant with respect to x.
Finally, y = , where  = (1; :::; n) is a constant.
Hence the !-limit set contains only elements of the form (; 0), where  is a
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constant, and we nd that lim
t!1
(y(t); z(t)) = (; 0).
Now, we have to nd the expression of . Because
yitt(x; t) 
nP
j=1
ij;j(y)(x; t)+ai(x)yit(x; t) = 0 in 
(0;1) and
nP
j=1
ij(y)j = 0 on
 (0;1), then
R


nP
i=1
(yit + aiyi)dx
0
=
R


nP
j=1
ij;j(y)(x; t) dx =
R
 
nP
j=1
ij(y)jd = 0 ,
therefore
R


nP
i=1
(yit + aiyi)dx is a constant function. Thus,R


nP
i=1
(yit(x; t) + ai(x)yi(x; t)) dx =
R


nP
i=1
(yit(x; 0) + ai(x)yi(x; 0)) dx
=
R


nP
i=1
(z0i + aiy
0
i ) dx:
By passing to the limit where t goes to 1, and using the fact that
lim
t!1
(y(t); z(t)) = (; 0), we getR


nP
i=1
(0 + ai i) dx =
R


nP
i=1
(z0i + ai y
0
i ) dx, this implies that
nP
i=1
i
R


ai dx

=
R


nP
i=1
(z0i + ai y
0
i ) dx.
If ai = aj; y
0
i = y
0
j and z
0
i = z
0
j ; 8i; j = 1; 2; :::; n, then by symmetry of (5.45) we
have
i =
R


ai dx
 1 R


(z0i + ai(x) y
0
i ) dx.
Remark
We can consider static conditions for yi, i = 1; 2; :::; r, dynamical boundary
conditions for yi, i = r + 1; :::; p, and the homogeneous Dirichlet ones for yi,
i = p+ 1; :::; n, where 0  r  p  n; that is
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8>>>>>>><>>>>>>>:
nP
j=1
ij(y)j = 0; on  (0;1); 8i = 1; :::; r;
nP
j=1
ij(y)j +miyitt = 0; on  (0;1); 8i = r + 1; :::; p;
yi = 0 on  (0;1); 8i = p+ 1; :::; n:
In this case, (y(t); yt(t)) ! (; 0) as t!1, where
 = (1; 2; :::; n).
i = 0 for i = p+ 1; :::; n ; and
pP
i=1
i
R


ai(x) dx

=
R


pP
i=1
(z0i + ai(x)y
0
i ) dx:
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CHAPTER 6
OPEN PROBLEMS
1. We have proved that (y; yt) ! (; 0) in  as t ! 1. However, we do not
know how is the convergence (exponential ? Polynomial ?...) ?
2. In [13] the nonlinear damping control was considered only in the case of
dynamical Neumann boundary conditions. What about the case of static
Neumann boundary conditions ?
3. What about the case of unbounded domain (for example Rn or exterior
domains) ?
4. In the case of coupled systems. What about if we consider dierent partitions
( 0; 1) of   for both equations ?
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