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Introduc¸a˜o
A Topologia Alge´brica consiste no estudo de funtores definidos em categorias de
naturezas topolo´gicas e que tomam valores em objetos de categorias de natureza
alge´brica. Mais precisamente, associamos, a cada espac¸o topolo´gico, uma estrutura
alge´brica, e a partir das propriedades alge´bricas dessa extra´ımos propriedades to-
polo´gicas daquele. Essa associac¸a˜o deve ser feita de modo que espac¸os topolo´gicos
homeomorfos correspondam a objetos alge´bricos isomorfos. Os exemplos mais im-
portantes de tais funtores sa˜o os grupos de homotopia e os grupos de homologia.
Na verdade, o que diferencia a Topologia Alge´brica dos outros ramos da Topolo-
gia (Topologia Geral, Topologia Combinato´ria e Topologia Diferencial) e´ o me´todo
de trabalho, conforme ja´ dito em [17]. Num certo sentido, a Topologia Alge´brica
na˜o e´ um ramo da Topologia, mas sim uma transic¸a˜o dela para a A´lgebra. Curiosa-
mente, ela pode ser mais geral do que a pro´pria Topologia Geral, no sentido de que
permite demonstrar teoremas na˜o triviais que se apliquem a todo espac¸o topolo´gico.
Ora, o problema central da topologia e´, dados dois espac¸os topolo´gicos, deci-
dir se eles sa˜o homeomorfos ou na˜o. Esse trabalho pode ser muito mais dif´ıcil do
que, por exemplo, verificar se dois grupos abelianos sa˜o isomorfos ou na˜o (princi-
palmente quando sa˜o finitamente gerados). Isso acontece, na verdade, porque as
estruturas alge´bricas sa˜o, em geral, mais simples do que as estruturas topolo´gicas.
Admitindo-se esse fato, torna-se de extrema convenieˆncia qualquer processo que
permita substituir, sistematicamente, todo espac¸o topolo´gico por um grupo, toda
func¸a˜o cont´ınua por um homomorfismo, e todo homeomorfismo por um isomorfismo.
Evidentemente, na˜o espera-se que o processo inverso ocorra, isto e´, que se dois
grupos sa˜o isomorfos enta˜o objetos topolo´gicos que sa˜o associados funtorialmente
a tais grupos sejam homeomorfos. Se fosse assim, os objetos alge´bricos seriam ta˜o
complicados quanto os topolo´gicos.
Tambe´m, o estudo do qual se ocupa a topologia alge´brica torna poss´ıvel de-
monstrar teoremas na˜o triviais da pro´pria A´lgebra. Entre os mais importantes,
destacam-se o Teorema Fundamental da A´lgebra e o fato de que todo subgrupo de
um grupo livre e´ livre. Como ja´ era de se esperar, sa˜o muitas as aplicac¸o˜es das te-
orias aqui apresentadas a disciplinas como Ana´lise, Varia´vel Complexa, Geometria
Diferencial, A´lgebras de Lie, etc, embora o enfoque desse texto na˜o nos permitira´
trazeˆ-las todas. O livro de [2] e´ uma boa leitura para compreender melhor tais
aplicac¸o˜es.
O trabalho divide-se em quatro cap´ıtulos e dois Apeˆndices. Pressupo˜e-se que o
leitor possua conhecimentos razoa´veis de Ana´lise, Topologia Geral e A´lgebra Ba´sica,
de modo que os Apeˆndices cobrem apenas uma pequena parcela de cada uma dessas
a´reas, e na˜o dispensa uma boa leitura das obras de refereˆncia.
Na sec¸a˜o 1, definimos e exemplificamos, sob o ponto de vista mais geral poss´ıvel, a
noc¸a˜o de homotopia. Alia´s, tudo em topologia alge´brica gira em torno desse conceito.
O Grupo Fundamental, que e´ provavelmente o exemplo mais ba´sico de invariante
alge´brico associado a ideia de homotopia, e´ apresentado na sec¸a˜o seguinte.
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O Cap´ıtulo 3 destina-se aos Teoremas de Van-Kampen e suas inu´meras aplicac¸o˜es
ao ca´lculo de grupos fundamentais.
Por fim, reservamos o estudo dos espac¸os de recobrimento ao cap´ıtulo 4. Embora
essa noc¸a˜o seja bem geral e na˜o dependa dos conhecimentos de homotopia, focamos
nossa atenc¸a˜o aos resultados que exprimem como se compreender melhor o grupo
fundamental de um espac¸o por meio dos seus recobrimentos.
Quanto ao texto, procuramos impor-lhe um cara´ter introduto´rio, pore´m sem in-
tenc¸a˜o de fugir de temas mais delicados, quando necessa´rio. As demonstrac¸o˜es foram
escritas com bastante detalhes, embora tentamos na˜o torna´-las muito longas, pois
ja´ dizia o brilhante matema´tico alema˜o Johannes Kepler que existem dois motivos
pelos quais nossa visa˜o pode na˜o funcionar: a escurida˜o ou o excesso de luz.
Matematicamente, isso se traduz no fato de que, numa boa demonstrac¸a˜o, na˜o
se deve escrever muito pouco, porque nesse caso pode-se na˜o entendeˆ-la pela falta de
informac¸o˜es. Mas, tambe´m na˜o se deve escrever demais, porque isso pode fazer com
que na˜o se entendam as ideias centrais da prova, pois ficaram embaralhadas a outras
informac¸o˜es menos importantes. Ale´m disso, foram evitadas as famosas e espertas




Estabeleceremos, nessas curtas e sucintas linhas abaixo, algumas notac¸o˜es e ob-
servac¸o˜es importantes que sera˜o utilizadas sem maiores comenta´rios no decorrer do
texto.
O conjunto dos nu´meros naturais N = {1, 2, 3, . . .} sera´ denotado pela letra N.
Ale´m disso, os conjuntos dos nu´meros inteiros, racionais, reais e complexos sera˜o
indicados por Z,Q, R e C, respectivamente.
A diferenc¸a entre dois conjuntos A e B sera´ indicada por A \ B. O s´ımbolo |A|
representa a cardinalidade do conjunto A.
A letra I denota o intervalo compacto [0, 1]. Letras maiu´sculas X, Y, Z, . . . repre-
sentam sempre espac¸os topolo´gicos, a menos que se diga o contra´rio. Tambe´m ficara´
impl´ıcito que, ao escrevermos f : X → Y , estamos dizendo que f e´ uma func¸a˜o
entre X e Y (o caso em que f e´ um morfismo numa categoria em que X e Y sa˜o
objetos sera´ entendido pelo contexto).
A imagem inversa de um ponto y ∈ Y por uma func¸a˜o f : X → Y e´, as vezes,
representada por f−1(y) em vez de f−1({y}). Na˜o se deve confundir isso com a
imagem de y pela func¸a˜o inversa de f . Na realidade, sera˜o raros os casos em que
trabalharemos com a inversa de uma func¸a˜o.
Nas definic¸o˜es, a palavra “quando”devera´ ser entendida como um “se e somente
se”ou como “e´ necessa´rio e suficiente”. Por exemplo, ao escrever que uma func¸a˜o
f : X → Y diz-se sobrejetiva quando f(X) = Y , estamos dizendo que f e´ sobrejetiva
se, e somente se, f(X) = Y .
Se E e´ um espac¸o (vetorial) normado, a norma de v ∈ E sera´ denotada por |v|
em vez de ||v||, por simplicidade. No caso em que E = R ou E = C, |v| coincide
exatamente com o mo´dulo de v. Por um espac¸o convexo, entendemos um espac¸o
vetorial E tal que o segmento [u, v] = {(1− t)u+ tv; t ∈ [0, 1]} esta´ contido em E,
para quaisquer u, v ∈ E.
Uma famı´lia de objetos de um conjunto X, indexada por um conjunto de ı´ndices
L, sera´ denotada por C = (aλ)λ∈L. Segundo essa notac¸a˜o, para cada λ ∈ L, aλ ∈ X e´
um objeto de C. Noutras palavras, a famı´lia C consiste em uma func¸a˜o que associa,
a cada λ ∈ L, um objeto aλ ∈ X. No caso em que aλ for um conjunto, para todo







chamados a reunia˜o dos aλ e a intersec¸a˜o dos aλ, respectivamente. O primeiro
consiste no conjunto dos x tais que existe λ ∈ L para o qual x ∈ aλ. O segundo tem





A teoria homoto´pica vem ganhando cada vez mais espac¸o no mundo matema´tico.
Essa condic¸a˜o se deve, principalmente, a`s inu´meras aplicac¸o˜es imediatas que decor-
rem dessa ideia em diversas outras a´reas da matema´tica, tais como Ana´lise, Varia´vel
Complexa e Geometria Diferencial. Alia´s, uma das grandes motivac¸o˜es que levaram
Poincare´, Gauss, Riemann e outros a estudarem me´todos na˜o-triviais de Topologia,
entre os quais o me´todo homoto´pico se faz presente, era a de resolver problemas de
Ana´lise. Muitas destas te´cnicas vieram a originar, mais tarde, a Topologia Diferen-
cial.
Na realidade, homotopia e´ o conceito mais importante de Topologia Alge´brica.
Tambe´m, o Grupo Fundamental, que sera´ visto posteriormente, e´ o exemplo mais
ba´sico de invariante alge´brico associado a essa noc¸a˜o. Neste cap´ıtulo, objetivamos
definir essa ideia sobre o ponto de vista mais geral poss´ıvel, procurando ilustra´-lo com
muitos exemplos e aplicac¸o˜es. Pretendemos, ale´m disso, explicitar a relac¸a˜o entre
homotopia e a questa˜o de estender ao espac¸o todo, de modo cont´ınuo, uma func¸a˜o
cont´ınua definida num subconjunto fechado de tal espac¸o. Mais tarde, esses conceitos
se fara˜o de grande importaˆncia para a definic¸a˜o de Espac¸os de Recobrimento e dos
Grupos de Homotopia de ordens superiores. O leitor encontrara´ uma boa leitura
complementar dessas ideias em [1], [2], [4] e [12].
1.1 Aplicac¸o˜es Homoto´picas
Definic¸a˜o 1.1. Sejam X e Y espac¸os topolo´gicos e f, g : X → Y aplicac¸o˜es
cont´ınuas. Dizemos que f e g sa˜o homoto´picas se, e somente se, existir uma
func¸a˜o H : X × I → Y cont´ınua, tal que H(x, 0) = f(x) e H(x, 1) = g(x), para
todo x ∈ X. Nesse caso, a aplicac¸a˜o H chama-se uma homotopia entre f e g, e
escreve-se H : f ' g ou, simplesmente, f ' g.
Intuitivamente, podemos enxergar uma homotopia entre duas func¸o˜es cont´ınuas
f e g, de um espac¸o topolo´gico X num espac¸o topolo´gico Y , como um processo
de deformac¸a˜o cont´ınua da aplicac¸a˜o f de forma a se obter g. Explico: dada uma
homotopia H : f ' g, definimos, para cada t ∈ I, a aplicac¸a˜o cont´ınua Ht : X → Y ,
pondo Ht(x) = H(x, t). Dessa forma, obtemos uma famı´lia (Ht)t∈I de aplicac¸o˜es
cont´ınuas de X em Y indexada por I. Como H0 = f e H1 = g, percebemos que a
famı´lia (Ht)t∈I comec¸a em f e termina em g. Se imaginarmos o paraˆmetro t como
sendo o tempo, enta˜o podemos nos referir a H como sendo uma deformac¸a˜o cont´ınua
de f . O cilindro X × I chama-se a base da homotopia.
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Exemplo 1.2. [Homotopia Linear] Seja E um espac¸o vetorial normado e Y ⊆ E.
Sejam f, g : X → Y func¸o˜es cont´ınuas. Suponha que, para todo x ∈ X, o segmento
de reta [f(x), g(x)] = {(1 − t)f(x) + tg(x) : t ∈ I} esteja contido em Y. Nessas
condic¸o˜es, temos f ' g.
De fato, defina a aplicac¸a˜o H : X × I → Y , H(x, t) = (1− t)f(x) + tg(x), a qual e´,
claramente, cont´ınua, pois e´ a soma das func¸o˜es cont´ınuas (1 − t)f e tg. Tambe´m,
H(x, 0) = f(x) e H(x, 1) = g(x), donde tiramos que H e´ uma homotopia entre f e
g. Tal homotopia leva o nome de Homotopia Linear.
O exemplo acima pode ser resumido, de uma maneira mais simplificada, no
seguinte:
Lema 1.3. Sejam X um espac¸o topolo´gico e E um espac¸o vetorial normado. Se
f, g : X → E sa˜o func¸o˜es cont´ınuas, enta˜o f ' g. Em particular, ambas sa˜o
homoto´picas a` aplicac¸a˜o constante identicamente nula.
Se X e Y sa˜o espac¸os topolo´gicos, lembramos que HomTop(X, Y ) e´ o conjunto de
todas as func¸o˜es cont´ınuas de X em Y . Tal conjunto tambe´m pode ser representado
por C(X, Y ).
Proposic¸a˜o 1.4. Sejam X e Y espac¸os topolo´gicos. A relac¸a˜o de homotopia e´ uma
relac¸a˜o de equivaleˆncia sobre o conjunto C(X, Y ).
Demonstrac¸a˜o: Sejam f, g, h : X → Y aplicac¸o˜es cont´ınuas. Primeiramente, a
aplicac¸a˜o H : X × I → Y , dada por H(x, y) = f(x), e´ uma homotopia entre f e
f . Com efeito, se A ⊆ Y e´ aberto em Y , enta˜o f−1(A) ⊆ X e´ aberto em X, pois f
e´ cont´ınua. Logo, H−1(A) = f−1(A) × I e´ aberto em X × I, donde segue que H e´
cont´ınua e H : f ' f . Portanto, a relac¸a˜o ' e´ reflexiva.
Agora, suponha que F : f ' g. Defina a aplicac¸a˜o G : X × I → Y pondo
G(x, t) = F (x, 1 − t). Temos G(x, 0) = F (x, 1) = g(x) e G(x, 1) = F (x, 0) = f(x),
para todo x ∈ X. Ale´m disso, sendo cont´ınua a func¸a˜o R : I2 → I2, R(x, t) =
(x, 1 − t), obtemos a continuidade de G = F ◦ R. Isso significa que G e´ uma
homotopia entre g e f , e assim, a relac¸a˜o ' e´ sime´trica.
Finalmente, suponha F : f ' g e K : g ' h. Vamos mostrar que a aplicac¸a˜o
L : X× I → Y , dada por L(x, t) =
{
F (x, 2t), t ∈ [1/2]
K(x, 2t− 1), t ∈ [1/2, 1], e´ uma homotopia
entre f e h, obtendo, assim, a transitividade de '. De fato, para qualquer x ∈ X
que tomemos, vale que L(x, 0) = F (x, 0) = f(x) e L(x, 1) = K(x, 1) = h(x). As
restric¸o˜es de L aos compactos [0, 1/2] e [1/2, 1] sa˜o claramente cont´ınuas: basta ver
que L|[0, 1/2] e´ a composic¸a˜o de F com a aplicac¸a˜o cont´ınua (x, t) 7→ (x, 2t) e que
L|[1/2, 1] e´ a composic¸a˜o de K com a aplicac¸a˜o cont´ınua (x, t) 7→ (x, 2t− 1). Invo-
cando o Lema da Colagem (Teorema 13 na pa´gina 86 do Apeˆndice), obtemos que L
e´ cont´ınua, e portanto L : f ' h. (c.q.d)
Em qualquer homotopia entre f, g : X → Y , o papel do contradomı´nio Y e´ muito
importante, uma vez que e´ nele onde a deformac¸a˜o de f ocorre. Mais precisamente,
se aumentarmos Y para um conjunto Y ′ ⊇ Y , temos a oportunidade de obter novas
homotopias. Ale´m disso, e´ poss´ıvel que f e g na˜o sejam homoto´picas, mas quando
consideradas como func¸o˜es de X em Y ′, o sejam, conforme nos diz o:
Exemplo 1.5. Sejam f, g : R → R \ {0} dadas por f(x) = 1, g(x) = −1, ∀x ∈ R.
Como 1 e −1 pertencem a componentes conexas distintas de R \ {0}, segue que f e
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g na˜o sa˜o homoto´picas. Com efeito, se H : f ' g, enta˜o a : I → R \ {0}, dado por
a(t) = H(0, t), e´ um caminho ligando −1 e 1. Entretanto, se considerarmos f e g
como sendo aplicac¸o˜es de R em R, enta˜o vale que f ' g.
Definic¸a˜o 1.6. As classes de equivaleˆncia de ' chamam-se classes de homotopia.
A classe de uma func¸a˜o cont´ınua f : X → Y sera´ indicada por [f ]. Ale´m disso,
o quociente de C(X, Y ) pela relac¸a˜o de homotopia sera´ indicado por [X, Y ]. Em
outras palavras, o conjunto [X, Y ] tem, como elementos, as classes de homotopia no
conjunto C(X, Y ).
Nosso pro´ximo passo consiste em tornar mais alge´brico o conjunto das classes
de homotopia, definido-se uma operac¸a˜o de composic¸a˜o entre classes. Primeiro,
considere a:
Proposic¸a˜o 1.7. Sejam X, Y e Z espac¸os topolo´gicos. Se f, f ′ : X → Y e g, g′ :
Y → Z sa˜o func¸o˜es cont´ınuas tais que f ' f ′ e g ' g′, enta˜o g ◦ f ' g′ ◦ f ′.
Demonstrac¸a˜o: Sejam F : f ' f ′ e G : g ' g′ homotopias. Defina H : X × I →
Z, pondo H(x, t) = G(F (x, t), t). Afirmo que H e´ cont´ınua. De fato, a func¸a˜o
R : X × I → Y × I, R(x, t) = (F (x, t), t) e´ cont´ınua, tendo em vista a continui-
dade de suas func¸o˜es coordenadas. Segue que H = G ◦ R e´ a composic¸a˜o de duas
func¸o˜es cont´ınuas, e portanto, cont´ınua. Agora, note que H(x, 0) = G(F (x, 0), 0) =
G(f(x), 0) = g(f(x)) = (g ◦ f)(x) e H(x, 1) = G(F (x, 1), 1) = G(f ′(x), 1) =
g′(f ′(x)) = (g′ ◦ f ′)(x). Portanto H : g ◦ f ' g′ ◦ f ′. (c.q.d)
Definic¸a˜o 1.8. Sejam X, Y e Z espac¸os topolo´gicos. Sejam [f ] ∈ [X, Y ] e [g] ∈
[Y, Z] classes de homotopia. Definimos a composic¸a˜o de [f ] e [g] pondo [f ] ◦ [g] =
[f ◦ g].
Como consequeˆncia da Proposic¸a˜o 1.7, vemos que a operac¸a˜o de composic¸a˜o
entre classes de homotopia de [X, Y ] e [Y, Z] esta´, de fato, bem definida. Isto e´: na˜o
depende dos representantes tomados em [f ] e [g].
Esse fato tambe´m nos permite definir uma nova categoria HTop, cujos objetos sa˜o
espac¸os topolo´gicos e os morfismos sa˜o classes de homotopia de func¸o˜es cont´ınuas,
isto e´: HomHtop(X, Y ) = {[f ] : f ∈ HomTop(X, Y )}. Tambe´m, se associarmos cada
func¸a˜o cont´ınua f : X → Y a` sua respectiva classe de homotopia [f ], obtemos um
funtor covariante Π : Top→ HTop definindo-se Π(X) = X e Π(f) = [f ].
1.2 Homotopia Relativa e de Pares
A relac¸a˜o de homotopia de func¸o˜es e´, na verdade, uma noc¸a˜o particular do
conceito de Homopia Relativa. A seguir, estabelecemos alguns resultados e exem-
plos mais importantes dessa teoria, buscando dar atenc¸a˜o priviligiada a`s ideias Ca-
tego´ricas e funtoriais associadas a esse aspecto.
Definic¸a˜o 1.9. Um par topolo´gico (X,A) consiste de um espac¸o topolo´gico X e um
subespac¸o topolo´gico A ⊆ X.
Ressaltamos que se A = ∅, enta˜o na˜o ha´ distinc¸a˜o entre o par (X,A) e o espac¸o X.
Definic¸a˜o 1.10. Seja (X,A) par topolo´gico. Um subpar topolo´gico de (X,A) e´
um par topolo´gico (X ′, A′) tal que X ′ ⊆ X e A′ ⊆ A. Nesse caso, escrevemos
(X ′, A′) ⊆ (X,A).
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Definic¸a˜o 1.11. Uma func¸a˜o cont´ınua f : (X,A) → (Y,B) entre os pares to-
polo´gicos (X,A) e (Y,B) e´ uma func¸a˜o f : X → Y cont´ınua e tal que f(A) ⊆ B.
Exemplo 1.12. A colec¸a˜o dos pares de espac¸os Topolo´gicos, juntamente da colec¸a˜o
das func¸o˜es cont´ınuas entre eles, conforme definic¸o˜es acima, constitui-se em uma
Categoria, a qual vamos denotar por Top(2). Com efeito, se f : (X,A) → (Y,B)
e g : (Y,B) → (Z,C) sa˜o func¸o˜es cont´ınuas, enta˜o definimos a composic¸a˜o g ◦ f :
(X,A) → (Z,C) de forma natural: (g ◦ f)(x) = g(f(x)). Notemos que g(f(A)) ⊆
g(B) ⊆ C, o que mostra que g ◦ f e´, de fato, um morfismo em Top(2).
Ao enxergar um espac¸o topolo´gico X como sendo o par (X,∅), obtemos que Top e´
uma subcategoria (plena) de Top(2).
Definic¸a˜o 1.13. Dadas f, g : (X,A) → (Y,B) func¸o˜es cont´ınuas entre os pares
topolo´gicos (X,A) e (Y,B), definimos uma homotopia entre f e g como sendo uma
func¸a˜o cont´ınua H : (X×I, A×I)→ (Y,B) tal que H(x, 0) = f(x) e H(x, 1) = g(x).
Pela definic¸a˜o de func¸a˜o cont´ınua entre pares topolo´gicos, observamos que se H
e´ uma homotopia entre f, g : (X,A)→ (Y,B), enta˜o H(x, t) ∈ B, para todo x ∈ A
e para todo t ∈ I, ou seja, Ht(A) ⊆ B, ∀t ∈ I.
Definic¸a˜o 1.14. Sejam f, g : (X,A) → (Y,B) func¸o˜es cont´ınuas entre os pares
topolo´gicos (X,A) e (Y,B) e seja X ′ ⊆ X. Dizemos que f e g sa˜o homoto´picas
relativamente a X ′, e escrevemos f ' g (rel. X ′), se existir uma homotopia H,
entre f e g, tal que H(x, t) = f(x) = g(x), sempre que x ∈ X ′ e t ∈ I.
A homotopia H, da definic¸a˜o anterior, e´ geralmente denominada homotopia re-
lativa. Quando conveniente, tambe´m escreveremos H : f ' g (rel. X ′) para indicar
que H e´ uma homotopia relativa entre f e g. No caso em que A = B = ∅, a homo-
topia H e´ simplesmente uma homotopia entre as func¸o˜es f e g, com a propriedade
de que f |X ′ = H|({t} ×X ′) = g|X ′, para todo t ∈ I.
Exemplo 1.15. Sejam f, g : Rn → Rn dadas por f(x) = x e g(x) = 0, para cada
x ∈ Rn. A func¸a˜o F : Rn × I → Rn definida por F (x, t) = (1 − t)x e´ tal que
H : f ' g(rel 0), onde 0 denota a origem de Rn.
Com demonstrac¸o˜es completamente ana´logas a`s proposic¸o˜es 1.4 na pa´gina 10 e
1.7 na pa´gina 11, respectivamente, obtemos os dois teoremas que se seguem.
Teorema 1.16. A relac¸a˜o ' (rel. X ′), com X ′ ⊆ X, e´ uma relac¸a˜o de equivaleˆncia
no conjunto HomTop(2)((X,A), (Y,B)) das func¸o˜es cont´ınuas entre os pares (X,A)
e (Y,B).
Teorema 1.17. Se f, f ′ : (X,A) → (Y,B) e g, g′ : (Y,B) → (Z,C) sa˜o func¸o˜es
cont´ınuas entre pares topolo´gicos tais que f ' f ′ (rel. X ′), com X ′ ⊆ X, e g ' g′
(rel. Y ′), com Y ′ ⊆ Y e f(X ′) ⊆ Y ′, enta˜o g ◦ f ' g′ ◦ f ′ (rel. X ′).
Exemplo 1.18. Seja X espac¸o topolo´gico. O conjunto das classes de equivaleˆncia
de '(rel. X ′) chama-se o conjunto das classes de homotopia relativa a X ′ ⊆ X. A
classe de homotopia relativa a X ′ de uma func¸a˜o cont´ınua f : (X,A)→ (Y,B) sera´
denotada por [f ]X′ , e o conjunto quociente de HomTop(2)((X,A), (Y,B)) por '(rel.
X ′) sera´ denotado por [(X,A), (Y,B)].
O teorema anterior nos da´ uma nova categoria topolo´gica, que vamos indicar por
HTop(2), cujos objetos sa˜o pares topolo´gicos (X,A) e cujos morfismos sa˜o classes de
homotopia, relativas ao conjunto vazio, de func¸o˜es cont´ınuas entre pares. Note que
HTop(2) e´ uma subcategoria de Top(2).
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1.3 Equivaleˆncia Homoto´pica
Entre os funtores dos quais a Topologia Alge´brica se ocupa, nos sa˜o bastante
interessantes aqueles que atuam como invariantes homoto´picos, isto e´: duas func¸o˜es
homoto´picas na Categoria dos Espac¸os Topolo´gicos sa˜o levadas no mesmo morfismo
pertencente a` Categoria Alge´brica (ane´is, grupos, mo´dulos,...) na qual tal funtor
atua. A seguir, apresentamos um conceito de invariaˆncia homoto´pica de Espac¸os
Topolo´gicos, no sentido de que dois espac¸os topolo´gicos equivalentes homotopica-
mente sera˜o levados em objetos isomorfos por meio de funtores espec´ıficos, tais como,
o funtor pi1, o qual sera´ devidamente definido e estudado futuramente. Primeiro,
definamos a importante ideia de tipo de homotopia.
Definic¸a˜o 1.19. Dizemos que uma func¸a˜o cont´ınua f : X → Y , entre espac¸os to-
polo´gicos X e Y , e´ uma equivaleˆncia homoto´pica quando existe uma func¸a˜o cont´ınua
g : Y → X tal que g ◦ f ' idX e f ◦ g ' idY . Nesse caso, dizemos que g e´ um
inverso homoto´pico de f , e que os espac¸os topolo´gicos X e Y teˆm o mesmo tipo de
homotopia. Para indicar esse fato, escrevemos X ≡ Y ou f : X ≡ Y .
Espac¸os com o mesmo tipo de homotopia sa˜o equivalentes do ponto de vista ho-
moto´pico. Noutras palavras, sa˜o isomorfos na categoria HTop. Mais precisamente,
temos a:
Proposic¸a˜o 1.20. Se X ≡ X ′ e Y ≡ Y ′, enta˜o a cardinalidade de [X, Y ] e´ igual a`
cardinalidade de [X ′, Y ′].
Demonstrac¸a˜o: Sejam Φ : X ′ ≡ X e τ : Y ≡ Y ′ equivaleˆncias homoto´picas.
Defina a func¸a˜o η : [X, Y ] → [X ′, Y ′], pondo-se η([f ]) = [τ ◦ f ◦ Φ]. Tal func¸a˜o
esta´ bem definida, pois ja´ mostramos, anteriormente, que a composic¸a˜o de classes
de homotopia na˜o depende dos representantes que se tome nas classes. Como τ e Φ
sa˜o equivaleˆncias homoto´picas, podemos tomar τ ∗ : Y ′ → Y e Φ∗ : X → X ′ inversas
homoto´picas de τ e Φ, respectivamente. A func¸a˜o Υ : [X ′, Y ′]→ [X, Y ] definida por
Υ([f ]) = [τ ∗ ◦ f ◦ Φ∗] e´, pois, a inversa de η, como verifica-se facilmente. Segue que
η e´ bijetora. (c.q.d)
Proposic¸a˜o 1.21. A relac¸a˜o tipo de homotopia e´ uma relac¸a˜o de equivaleˆncia na
Categoria dos Espac¸os Topolo´gicos.
Demonstrac¸a˜o: Se X e´ espac¸o topolo´gico, a func¸a˜o identidade em X e´ uma equi-
valeˆncia homoto´pica entre X e X. Se φ : X ≡ Y , um inverso homoto´pico para φ
nos fornece a simetria Y ≡ X. Finalmente, se φ : X ≡ Y e ψ : Y ≡ Z, enta˜o a
composic¸a˜o ψ ◦ φ : X → Z e´ uma equivaleˆncia homoto´pica entre X e Z, como se
verifica facilmente. (c.q.d)
Exemplo 1.22. Afirmo que Sn ≡ Rn+1 \ {0}. Com efeito, seja ı : Sn → Rn+1 \ {0}
a inclusa˜o e seja p : Rn+1 \ {0} → S1, dada por p(x) = x/|x|, a projec¸a˜o radial.
Para todo x ∈ Sn, tem-se (p ◦ ı)(x) = x/|x| = x, ou seja, p ◦ ı = idSn .
Ale´m disso, se x ∈ Rn+1 \{0}, enta˜o x pode ser ligado ao ponto p(x) = x/|x| por
um segmento de reta contido em Rn+1 \ {0}, uma vez que 0 /∈ [x, p(x)]. Segue que
ı ◦ p e´ homoto´pico a` func¸a˜o identidade em Rn+1 \ {0}, por meio de uma homotopia
linear, como quer´ıamos demonstrar.
Um racioc´ınio exatamente ana´logo ao anterior permite-nos demonstrar que a
bola fechada unita´ria Bn+1 ⊆ Rn+1 e´ tal que Bn+1 \ {0} tem o mesmo tipo de
homotopia que Sn.
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Definic¸a˜o 1.23. Um espac¸o topolo´gico X chama-se contra´til se, e somente se,
X possui o mesmo tipo de homotopia que um ponto, isto e´, um espac¸o topolo´gico
formado por um u´nico elemento.
O Exemplo 1.15 na pa´gina 12 nos mostra que Rn e´ contra´til, para todo n ∈ N.
Em particular, o Lema 1.3 na pa´gina 10 implica todo espac¸o Vetorial Normado ser
contra´til. Mais do que isso: todo espac¸o convexo E e´ contra´til, pois dadas duas
func¸o˜es quaisquer que tomam valores em E, podemos tomar uma homotopia linear
entre elas, vide Exemplo 1.2 na pa´gina 9.
Proposic¸a˜o 1.24. Um Espac¸o Topolo´gico X e´ contra´til ⇔ a func¸a˜o identidade em
X e´ homoto´pica a uma func¸a˜o constante em X.
Demonstrac¸a˜o: (⇒) Suponha que f : X ≡ {p}. Seja g um inverso homoto´pico de
f . Temos g ◦ f ' idX . Ale´m disso, deve ser g(f(x)) = g(p), para todo x ∈ X. Logo,
g ◦ f e´ constante.
(⇐) Seja f : X → X, f(x) = x0, func¸a˜o constante tal que f ' idX . Considere as
func¸o˜es f : X → {x0} e ı : {x0} → X dadas por f(x) = x0 e ı(x0) = x0. Note que
ı ◦ f = f ' idX e f ◦ ı = id{x0}, o que nos mostra que X tem o mesmo tipo de
homotopia que o ponto {x0}, ou seja, X e´ contra´til. (c.q.d)
Proposic¸a˜o 1.25. Quaisquer duas func¸o˜es cont´ınuas de um espac¸o topolo´gico ar-
bitra´rio em um espac¸o contra´til sa˜o homoto´picas.
Demonstrac¸a˜o: Seja X espac¸o arbitra´rio e Y um espac¸o contra´til. A Proposic¸a˜o
1.24 nos garante a existeˆncia de uma func¸a˜o constante h : Y → Y , tal que h '
idY . Sejam f, g : X → Y func¸o˜es cont´ınuas arbitra´rias. Pela Proposic¸a˜o 1.7 na
pa´gina 11, temos f = idY ◦f ' h ◦ f . Analogamente, mostra-se que g ' h ◦ g. Por
outro lado, e´ claro que h◦f = h◦g, pois h e´ constante, o que nos da´ f ' g. (c.q.d)
Corola´rio 1.26. Todo espac¸o contra´til e´ conexo por caminhos.
Demonstrac¸a˜o: Seja X espac¸o contra´til. Tome p, q ∈ X. A proposic¸a˜o acima nos
diz que as func¸o˜es constantes f, g : X → X, definidas por f(x) = p e g(x) = q, sa˜o
homoto´picas. A partir de qualquer homotopia H entre f e g, obtemos um caminho
λ : I → X, ligando p a q, definindo-se λ(t) = H(p, t). (c.q.d)
Observe que a definic¸a˜o do caminho λ, da demonstrac¸a˜o acima, poderia ter sido
feita da seguinte maneira: fixado qualquer ponto x0 ∈ X, a aplicac¸a˜o t 7→ H(x0, t),
t ∈ I, define um caminho que liga os pontos p e q.
Proposic¸a˜o 1.27. Sejam X um espac¸o topolo´gico contra´til e Y um espac¸o conexo
por caminhos. Para quaisquer func¸o˜es cont´ınuas f, g : X → Y , teˆm-se f ' g.
Demonstrac¸a˜o: Tome uma homotopia H : X × I → X entre idX e uma func¸a˜o
constante. Tambe´m, note que f ◦H : X × I → Y e´ uma homotopia entre f e uma
constante. Da mesma forma, g e´ homoto´pica a alguma constante. Como Y e´ conexo
por caminhos, obtemos que ambas essas constantes sa˜o homoto´picas, donde segue
que f ' g. (c.q.d)
O teorema que se segue exibe uma simples, pore´m u´til, relac¸a˜o entre homoto-
pia e extensa˜o de func¸o˜es cont´ınuas. Esse tipo de relac¸a˜o sera´ melhor discutida e
aprofundada nos to´picos adiantes, nos quais introduziremos o importante conceito
de retrac¸a˜o de espac¸os.
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Teorema 1.28. Seja X um espac¸o topolo´gico e f : Sn → X func¸a˜o cont´ınua. Sa˜o
equivalentes:
(1) Existe uma func¸a˜o f : Dn+1 → X tal que f |Sn = f , em que Dn+1 e´ a bola
fechada unita´ria n+ 1-dimensional.









Demonstrac¸a˜o: (1)⇒ (2): Tome x0 ∈ Sn ponto qualquer. Defina F : Sn×I → X
pondo F (x, t) = f((1 − t)x + tx0). Temos F (x, 0) = f(x) = f(x) e F (x, 1) =
f(x0) = f(x0), para todo x ∈ Sn. Sendo F cont´ınua como a composic¸a˜o de func¸o˜es
cont´ınuas, tiramos que F e´ uma homotopia entre f e a func¸a˜o constante x 7→ f(x0),
x ∈ Sn, como quer´ıamos.
(2) ⇒ (1): Seja H : f ' c uma homotopia entre f e uma func¸a˜o constante c,
que leva todo ponto de Sn num ponto y0 ∈ X. Vamos mostrar que a func¸a˜o
f : Dn+1 → X, dada por f(x) =
{
y0, se 0 ≤ |x| ≤ 1/2
H(x/|x|, 2− 2|x|), se 1/2 ≤ |x| ≤ 1
esta´ bem definida, e´ cont´ınua e tal que f |Sn = f , o que completara´ a demonstrac¸a˜o.
Com efeito, f(x) = H(2x, 1) = c(2x) = y0, sempre que |x| = 1/2, o que nos mostra
que f esta´ bem definida. A continuidade de f segue em virtude do lema da cola-
gem, uma vez que sa˜o cont´ınuas as restric¸o˜es de tal func¸a˜o aos conjuntos fechados
{x ∈ Dn+1 | 0 ≤ |x| ≤ 1/2} e {x ∈ Dn+1 | 1/2 ≤ |x| ≤ 1} (a primeira porque
toda func¸a˜o constante e´ cont´ınua e a segunda porque e´ a composic¸a˜o de F com a
aplicac¸a˜o cont´ınua x 7→ (x/|x|, 2 − 2|x|). Finalmente, para todo x ∈ Sn, teˆm-se
f(x) = F (x, 0) = f(x), donde segue que f |Sn = f . (c.q.d)
A func¸a˜o f , do teorema anterior, chama-se uma extensa˜o cont´ınua de f ao con-
junto Dn+1. Noutras palavras, o teorema acima nos diz que uma func¸a˜o cont´ınua,
definida em Sn, e´ homoto´pica a uma func¸a˜o constante se, e somente se, pode-se
estender continuamente tal func¸a˜o ao conjunto Dn+1. Da´ı, e da Proposic¸a˜o 1.25 na
pa´gina 14, obtemos o:
Corola´rio 1.29. Qualquer func¸a˜o cont´ınua, de Sn num espac¸o contra´til, pode ser
estendida para o disco fechado unita´rio Dn+1.
Observac¸a˜o 01. Tomando n = 1, utilizaremos, quando conveniente, o teorema
acima substituindo o disco D2 por um retaˆngulo I × J e substituindo o c´ırculo S1
pela fronteira ∂(I × J), tendo em vista que o teorema se aplica a quaisquer espac¸os
homeomorfos a Sn e Dn+1, respectivamente.
Observac¸a˜o 02. A implicac¸a˜o (2) ⇒ (1), do teorema, possui uma segunda de-
monstrac¸a˜o, cuja ideia nos sera´ u´til para demonstrar algumas proposic¸o˜es futuras.
Sendo assim, a faremos novamente nas linhas que se seguem.
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Segunda Demonstrac¸a˜o para (2)⇒ (1): Seja H uma homotopia entre f e uma
constante. Suponha que, para certos x, x′ ∈ Sn e t, t′ ∈ I, tenhamos (1 − t)x =
(1 − t′)x′. Tomando normas, veˆ-se imediatamente que t = t′. Se t 6= 1, enta˜o
1− t = 1− t′ 6= 0, e sendo (1− t)x = (1− t′)x′, conclu´ımos que x = x′. Logo, para
que se tenha (1 − t)x = (1 − t′)x′, e´ necessa´rio e suficiente que (t, x) = (t′, x′) ou
t = 1 = t′. Portanto, (1− t)x = (1− t′)x′ nos da´ que H(x, t) = H(x′, t′).
Considere a aplicac¸a˜o cont´ınua φ : Sn × I → Dn+1 dada por φ(x, t) = (1 − t)x.
Note que φ e´ sobrejetora, pois, dado y ∈ Dn+1, tem-se x = y/|y| ∈ Sn, e sendo
|y| ≤ 1, temos y = φ(x, 1 − |y|) ∈ φ(Sn × I). Da´ı, e do para´grafo anterior, tiramos
que a aplicac¸a˜o f : Dn+1 → X, definida por f(x(1− t)) = H(x, t) esta´ bem definida
e e´ tal que f ◦ φ = H. O Teorema 20 na pa´gina 88 do Apeˆndice nos garante, final-
mente, a continuidade de f , uma vez que H e φ sa˜o cont´ınuas. (c.q.d)
Conforme ja´ dito, o argumento anterior de passagem ao quociente sera´ frequen-
temente utilizado nas demonstrac¸o˜es futuras.
1.4 Retrac¸a˜o e Extenso˜es de Aplicac¸o˜es Cont´ınuas
Sejam X e Y espac¸os topolo´gicos. Seja f : F → Y uma func¸a˜o cont´ınua, definida
num subconjunto fechado F ⊆ X de X e tomando imagens em Y . Nessas condic¸o˜es,
surge-nos a seguinte pergunta: E´ poss´ıvel estender continuamente a func¸a˜o f a todo
espac¸o X, ou seja, existe uma func¸a˜o cont´ınua f : X → Y , de forma que f |F = f?
Ora, o Corola´rio 1.29 na pa´gina 15 nos garante uma resposta afirmativa a essa
pergunta no caso de X = Dn+1, F = Sn e Y ser contra´til. Tambe´m, o Teorema
da Extensa˜o de Tietze e Urysohn nos diz que tal problema tem soluc¸a˜o sempre que
X for normal e Y for um intervalo da reta. Vejamos agora uma outra maneira de
abordar essa ideia.
Definic¸a˜o 1.30. Seja X um espac¸o topolo´gico e Y ⊆ X um subespac¸o. Dizemos
que uma aplicac¸a˜o cont´ınua r : X → Y e´ uma retrac¸a˜o se, e somente se, r for uma
extensa˜o cont´ınua, ao espac¸o X, da aplicac¸a˜o idY . Nesse caso, o espac¸o Y chama-se
um retrato de X.
Note que, para r : X → Y ser uma retrac¸a˜o, e´ necessa´rio e suficiente que
r(y) = y, para todo y ∈ Y , isto e´: r|Y = idY . E´ claro, tambe´m, que toda retrac¸a˜o
e´ uma func¸a˜o sobrejetiva.
Do ponto de vista de extensa˜o, uma retrac¸a˜o pode ser interpretada da seguinte
maneira: um subespac¸o Y ⊆ X e´ um retrato de X sempre que idY : Y → Y puder
ser estendida continuamente a uma func¸a˜o r : X → Y . A figura a seguir ilustra essa








Note que Y e´ um retrato de X se, e somente se, a inclusa˜o ı : Y → X possui
inversa a` esquerda na categoria Top dos espac¸os topolo´gicos e func¸o˜es cont´ınuas.
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Exemplo 1.31. Todo ponto x0 ∈ X e´ um retrato de X. Com efeito, a func¸a˜o
constante r : X → {x0}, definida de forma o´bvia, e´ cont´ınua e sua restric¸a˜o ao
espac¸o-ponto {x0} coincide, evidentemente, com a identidade nesse espac¸o. Pelo
mesmo motivo, tem-se {x0}×Y retrato de X ×Y , seja qual for o espac¸o topolo´gico
Y que se tome.
Exemplo 1.32. Se X e´ conexo e Y e´ desconexo, enta˜o Y na˜o e´ retrato de X,
porque a imagem de toda func¸a˜o cont´ınua definida em X e´ um espac¸o conexo. Em
particular, Q na˜o e´ retrato de R.
Exemplo 1.33. Se X = X1 ∪X2, em que X1 e X2 sa˜o conjuntos fechados com um
u´nico ponto em comum, isto e´, X1 ∩X2 = {x0}, enta˜o X1 e X2 sa˜o retratos de X.
De fato, a func¸a˜o r : X → X1 definida por f(x) = x, se x ∈ X1, e f(x) = x0 caso
x ∈ X2, e´ uma retrac¸a˜o. De maneira ana´loga, mostra-se que X2 e´ retrato de X.
Exemplo 1.34. Todo retrato de um espac¸o de Hausdorff e´ fechado. Ora, se Y e´
um retrato de X por meio da retrac¸a˜o r : X → Y , enta˜o Y = {x ∈ X | r(x) = x},
ou seja, Y coincide com o conjunto dos pontos fixos de r, o qual e´ fechado em X
sempre que X e´ um espac¸o de Hausdorff, porque e´ a imagem inversa da diagonal
∆ = {(x, y) ∈ X × X;x = y} por meio da aplicac¸a˜o cont´ınua f : X → X × X,
f(x) = (x, r(x)), que por sua vez e´ fechada em X, pelo Teorema 1 na pa´gina 83 do
Apeˆndice.
A proposic¸a˜o que se segue exibe, de forma mais evidente, a relac¸a˜o entre extensa˜o
de func¸o˜es cont´ınuas e espac¸os retra´teis.
Proposic¸a˜o 1.35. Seja X um espac¸o topolo´gico. A fim de que um subespac¸o Y ⊆ X
seja um retrato de X, e´ necessa´rio e suficiente que toda aplicac¸a˜o cont´ınua f :
Y → Z, sendo o espac¸o topolo´gico Z tomado aleatoriamente, possua uma extensa˜o
cont´ınua f : X → Z.
Demonstrac¸a˜o: Suponha que r : X → Y e´ uma retrac¸a˜o. Enta˜o, dado qualquer
espac¸o topolo´gico Z e qualquer func¸a˜o cont´ınua f : Y → Z, a composic¸a˜o f = f ◦ r
e´ uma extensa˜o cont´ınua de f , donde segue que a condic¸a˜o e´ necessa´ria. Recipro-
camente, suponha que toda func¸a˜o f : Y → Z, com Z espac¸o qualquer, possa ser
estendida continuamente a uma func¸a˜o f : X → Z. Em particular, a inclusa˜o
ı : Y → Y pode ser estendida continuamente a uma func¸a˜o ı : X → Y , ou seja, Y e´
um retrato de X. Portanto, a condic¸a˜o e´ suficiente. (c.q.d)
Uma das relac¸o˜es mais importantes entre retrac¸o˜es e contrac¸o˜es de Sn e´ exposta
no Teorema abaixo.
Teorema 1.36. Seja n um nu´mero inteiro na˜o negativo. As seguintes afirmac¸o˜es
sa˜o equivalentes:
1. Sn na˜o e´ contra´til.
2. Sn na˜o e´ um retrato de Dn+1.
3. (Brouwer) Toda func¸a˜o cont´ınua f : Dn+1 → Dn+1 possui um ponto fixo.
Demonstrac¸a˜o: A equivaleˆncia (1) ⇔ (2) e´ uma consequeˆncia imediata do Teo-
rema 1.28 na pa´gina 15 aplicado a` identidade em Sn. Mostremos que (3) ⇒ (2).
Com efeito, suponha que r : Dn+1 → Sn seja uma retrac¸a˜o. Nesse caso, a func¸a˜o
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f : Dn+1 → Dn+1 dada por f(x) = −r(x) seria cont´ınua e livre de pontos fixos, o
que contradiz a afirmac¸a˜o (3). Resta provar que (1) ⇒ (3). De fato, suponha que
Sn sa˜o e´ contra´til. Primeiramente, vamos mostrar que se g : Sn → Sn e´ uma func¸a˜o
homoto´pica a uma aplicac¸a˜o constante, enta˜o g possui pontos fixos.
Ora, se na˜o fosse assim, enta˜o g seria homoto´pica a` aplicac¸a˜o ant´ıpoda α : Sn →
Sn, α(x) = −x, por meio da homotopia H : Sn × I → Sn dada por
H(x, t) =
(1− t)g(x)− tx
|(1− t)g(x)− tx| .
Logo, por transitividade, α seria homoto´pica a uma aplicac¸a˜o constante. Portanto,
α ◦α = idSn seria homoto´pica a uma constante, contradizendo a hipo´tese de que Sn
na˜o e´ contra´til.
Agora, seja f : Dn+1 → Dn+1 uma func¸a˜o cont´ınua. Suponha, por absurdo, que f
na˜o possui pontos fixos. Defina h : Dn+1 → Sn+1 pondo h(x) = f(x)− x|f(x)− x| . A func¸a˜o
h assim definida e´ cont´ınua e na˜o possui pontos fixos. Com efeito, caso x ∈ Sn seja
um ponto fixo de h, ter´ıamos x·|f(x)−x| = f(x)−x, ou seja, x·(|f(x)−x|+1) = f(x),
ou ainda, |f(x)| = |f(x)− x|+ 1 > 1 (a desigualdade e´ estrita porque, por hipo´tese,
f(x) − x 6= 0), o que contradiz o fato de que f(x) ∈ Dn+1. Segue que a restric¸a˜o
g = h|Sn possui extensa˜o cont´ınua. Novamente, pelo Teorema 1.28 na pa´gina 15,
tiramos que g : Sn → Sn e´ homoto´pico a uma constante. Pela observac¸a˜o acima,
isso implica g possuir pontos fixos, um absurdo. (c.q.d)
Corola´rio 1.37 (Da demonstrac¸a˜o). Se Sn na˜o e´ contra´til, enta˜o toda func¸a˜o
cont´ınua f : Sn → Sn, homoto´pica a uma constante, possui pontos fixos.
O item (3) do teorema acima e´ o enunciado cla´ssico do famoso Teorema do ponto
fixo de Brouwer, cuja demonstrac¸a˜o sera´ exposta mais adiante. Em particular, o
resultado acima nos revela outras duas verso˜es equivalentes para esse Teorema.
Definic¸a˜o 1.38. Um subespac¸o Y ⊆ X chama-se um retrato fraco do espac¸o to-
polo´gico X quando existe uma func¸a˜o cont´ınua r : X → Y tal que a restric¸a˜o r|Y
de r ao subespac¸o Y e´ homoto´pica a func¸a˜o identidade em Y . Nesse caso, a func¸a˜o
r chama-se uma retrac¸a˜o fraca de X a Y .
A fim de que uma aplicac¸a˜o cont´ınua r : X → Y seja uma retrac¸a˜o fraca de X
a Y ⊆ X, e´ necessa´rio e suficiente que a inclusa˜o ı : Y → Y possua um inverso
homoto´pico a` esquerda na Categoria HTop. Em particular, todo retrato de X e´ um
retrato fraco de X.
Definic¸a˜o 1.39. Diz-se que um par topolo´gico (X,A) possui a propriedade de ex-
tensa˜o de homotopias (PEH) em relac¸a˜o a Y quando, dadas aplicac¸o˜es cont´ınuas
g : X → Y e G : A × I → Y tais que g(x) = G(x, 0), para todo x ∈ A, existir
uma func¸a˜o cont´ınua F : X × I → Y tal que F (x, 0) = g(x), para todo x ∈ X e
F |(A× I) = G.
Noutras palavras, o par (X,A) possui a propriedade de extensa˜o de homotopias
em relac¸a˜o a Y se toda homotopia entre a restric¸a˜o g|A de uma func¸a˜o cont´ınua
g : X → Y e uma func¸a˜o cont´ınua arbitra´ria pode ser estendida a uma homotopia
entre g e uma func¸a˜o cont´ınua arbitra´ria.
Outra maneira de enunciar a PEH de (X,A) relativamente a Y e´ dizer que toda
func¸a˜o cont´ınua H : X × {0} ∪ A × I → Y se estende a uma func¸a˜o cont´ınua
H ′ : X × I → Y .
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Do ponto de vista de diagramas, um par (X,A) possuir a PEH em relac¸a˜o a Y
significa a existeˆncia de uma func¸a˜o H : X × I → Y que fac¸a comutar o diagrama
abaixo, para quaisquer func¸o˜es g : X → Y e G : A × I → Y . As flechas sem nome











// X × I
H
cc
Quando o par (X,A) possui a propriedade de extensa˜o de homotopias em relac¸a˜o
a qualquer espac¸o topolo´gico, diz-se simplesmente que (X,A) possui a propriedade
de extensa˜o de homotopias.
Exemplo 1.40. Se (X,A) tem a propriedade de extensa˜o de homotopias, enta˜o
a func¸a˜o identidade em X × {0} ∪ A × I estende-se a uma func¸a˜o H : X × I →
X × {0} ∪ A× I. Segue, nesse caso, que X × {0} ∪ A× I e´ um retrato de X × I.
Vale a rec´ıproca: Se X×{0}∪A× I e´ um retrato de X× I, enta˜o (X,A) possui
a propriedade de extensa˜o de homotopias. Com efeito, basta notar que, dada uma
func¸a˜o g : X × {0} ∪A× I → Y , a composic¸a˜o r ◦ g : X × I → Y , em que r e´ uma
retrac¸a˜o de X × I a X × {0} ∪ A× I, estende g ao espac¸o X × I.
A ideia mais importante da propriedade de extensa˜o de homotopias e´ que ela e´
invariante por homotopias, no seguinte sentido: Se (X,A) tem a PEH com respeito
a Y e f, g : A → Y sa˜o homoto´picas, enta˜o f se estende a X se, e somente se,
g tambe´m o faz. Com efeito, se h : X → Y e´ extensa˜o de f e H : A × I → Y
e´ uma homotopia entre f e g, a propriedade de extensa˜o de homotopias garante
a existeˆncia de uma func¸a˜o F : X × I → Y que estende H. Isso signifca que
F1 : X → Y , F1(x) = F (x, 1) e´ uma extensa˜o de g ao espac¸o X. Portanto, o
problema de extensa˜o de func¸o˜es cont´ınuas, descrito no in´ıcio desse cap´ıtulo, pode
ser tomado como um problema na Categoria HTop.
Exemplo 1.41. Pelo exemplo anterior, obtemos que um par (X,A) possui a proprie-
dade de extensa˜o de homotopias em relac¸a˜o a Y se, e somente se, o par (X×Z,A×Z)
tambe´m a possui, seja qual for o espac¸o topolo´gico Z que se tome. De fato,
X×{0}∪A×I e´ um retrato de (X,A) se, e somente se, (X×Z)×{0}∪ (A×Z)×I
e´ um retrato de (X × Z)× I.
Exemplo 1.42. Segue diretamente dos Exemplos 1.34 na pa´gina 17 e 1.41 que,
quando X e´ um espac¸o de Hausdorff e o par (X,A) possui a PEH, A deve ser
fechado em X, necessariamente.
Definic¸a˜o 1.43. Sejam X e X ′ Espac¸os Topolo´gicos. Uma func¸a˜o cont´ınua f :
X ′ → X chama-se uma cofibrac¸a˜o quando, dadas aplicac¸o˜es cont´ınuas g : X → Y
e G : X ′ × I → Y , com Y tomado arbitrariamente, tais que g(f(x′)) = G(x′, 0),
para quaisquer x′ ∈ X ′ e t ∈ I, existir uma func¸a˜o cont´ınua F : X × I → Y
tal que F (x, 0) = g(x), para todo x ∈ X e F (f(x′), t) = G(x′, t), para todo par















// X × I
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Como se veˆ facilmente, a inclusa˜o ı : A→ X e´ uma cofibrac¸a˜o se, e somente se, o
par (X,A) possui a propriedade de extensa˜o de homotopias com relac¸a˜o a qualquer
espac¸o. Nesse caso, diremos apenas que o par (X,A) possui a PEH. Vejamos, abaixo,
de que maneira um par (X,A) que possui a propriedade de extensa˜o de homotopias
em relac¸a˜o a A relaciona-se com o conceito de retratibilidade fraca introduzido
acima.
Proposic¸a˜o 1.44. Seja (X,A) um par que possui a propriedade de extensa˜o de
homotopias relativamente a A. Nessas condic¸o˜es, A e´ um retrato fraco de X se, e
somente se, A e´ um retrato de X.
Demonstrac¸a˜o: Basta mostrar a implicac¸a˜o (⇒). Para isso, seja r : X → A uma
retrac¸a˜o fraca. Tome uma homotopia H : A × I → A entre r|A e idA. Teˆm-se
H(x, 0) = r(x), para todo x ∈ A. Como (X,A) possui a PEH, existe G : X×I → A
tal que G(x, 0) = r(x), para todo x ∈ X, e G|(A × I) = H. Seja r′ : X → A a
aplicac¸a˜o dada por r′(x) = H(x, 1). Enta˜o r ' r′ e, ale´m disso, r′(a) = H(a, 1) =
idA(a) = a, para todo a ∈ A, logo r′ e´ uma retrac¸a˜o de X ao espac¸o A. (c.q.d)
As vezes, um retrato A do espac¸o X pode ser identificado por meio de um tipo
particular de homotopia, a qual exerce extrema importaˆncia a` topologia quociente
em X/A. Trata-se das deformac¸o˜es retra´teis. Vejamos o que isso significa.
Definic¸a˜o 1.45. Seja (X,A) um par topolo´gico. Uma homotopia H : X × I → X
chama-se uma deformac¸a˜o retra´til forte de X ao subespac¸o A quando H0 = idX ,
H1(X) = A e Ht|A = idA, ∀t ∈ I.
Noutras palavras, uma homotopia H entre a identidade em X e uma func¸a˜o de X
em A diz-se uma deformac¸a˜o retra´til quando a imagem dos pontos A permanece fixa
durante o processo homoto´pico de deformac¸a˜o. Evidentemente, a condic¸a˜o Ht(a) =
a, para todo t ∈ I e todo a ∈ A equivale a dizer que H e´ uma homotopia relativa
a A. Logo H : idX ' H1(rel.A). A relac¸a˜o mais importante entre deformac¸o˜es
retra´teis e retratos e´ dada pela proposic¸a˜o abaixo.
Proposic¸a˜o 1.46. Se existe uma deformac¸a˜o retra´til forte H de um espac¸o X a
um subespac¸o A ⊆ X, enta˜o A e´ um retrato de X.
Demonstrac¸a˜o: Defina r : X → A pondo r(x) = H(x, 1) = H1(x), para todo
x ∈ X. Tal r esta´ bem definida, porque H1(X) = A. Por hipo´tese, tem-se r(a) =
H1(a) = idA(a) = a, para qualquer a ∈ A. Sendo H uma func¸a˜o cont´ınua, segue
que r tambe´m o e´. Por conseguinte, r e´ uma retrac¸a˜o. (c.q.d)
Proposic¸a˜o 1.47. Se um espac¸o X admite uma deformac¸a˜o retra´til forte a um
ponto, enta˜o X e´ contra´til.
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Demonstrac¸a˜o: Seja H : X×I → X deformac¸a˜o retra´til de X a um ponto x0 ∈ X.
Isso significa que a func¸a˜o identidade em X e´ homoto´pica a` func¸a˜o constante x 7→ x0.
O resultado segue da Proposic¸a˜o 1.24 na pa´gina 14. (c.q.d)
Nem todo retrato de X prove´m de uma deformac¸a˜o retra´til. De fato, todo ponto
de X e´ um retrato, em virtude do Exemplo 1.31 na pa´gina 17. Por outro lado, a
proposic¸a˜o anterior garante que se existir uma deformac¸a˜o retra´til de X a um de
seus pontos, enta˜o X deve ser contra´til, logo conexo por caminhos, tendo em vista
o Corola´rio 1.26 na pa´gina 14.
O resultado a seguir exibe uma relac¸a˜o entre cofibrac¸o˜es e contrac¸o˜es, o qual
tera´ sua importaˆncia revelada no Cap´ıtulo 4, durante o estudo dos recobrimentos
de uma a´rvore.
Teorema 1.48. Se o par (X,A) possui a PEH e A e´ contra´til, enta˜o a projec¸a˜o
canoˆnica q : X → X/A e´ uma equivaleˆncia homoto´pica.
Demonstrac¸a˜o: Seja G : A × I → A uma homotopia entre a identididade em A
e uma func¸a˜o constante c : A → A, c(x) = x0. Tal G pode, sem problemas, ser
considerada como uma aplicac¸a˜o G : A×I → X tomando valores em X, pois A ⊆ X
e a continuidade e´ preservada. Como (X,A) possui a PEH, podemos estender tal
homotopia G a uma homotopia H : X × I → X tal que H0 = idX , conforme

















Tem-se Ht(A) ⊆ A, para todo t ∈ A. Dessa forma, a imagem de A pela com-
posic¸a˜o q ◦ Ht : X → X/A e´ um ponto, para todo t. Portanto, passando-se ao
quociente, obtemos, para todo t ∈ I, uma aplicac¸a˜o H t, induzida por Ht, tal
que q ◦ Ht = H t ◦ q. A func¸a˜o H1 aplica A em um ponto (o ponto ao qual A
se contrai). Fica bem definida, enta˜o, uma func¸a˜o g : X/A → X para a qual














Isso significa que q ◦ g(x) = q(g(q(x))) = (q ◦H1)(x) = H1(q(x)) = H1(x), o que




O objetivo desse cap´ıtulo e´ definir um importante funtor entre as categorias
HTop e Grp. Noutras palavras, a cada par formado por um espac¸o topolo´gico
X e um ponto x0 ∈ X fixo, faremos corresponder um grupo, chamado o Grupo
Fundamental de X com base em x0, ou, equivalentemente, o Primeiro Grupo de
Homotopia de X e x0. Essa correspondeˆncia sera´ feita de tal forma que dois espac¸os
topolo´gicos homeomorfos devem ser associados a Grupos Fundamentais isomorfos.
O Grupo Fundamental e´, provavelmente, o invariante alge´brico mais simples que
pode ser associado a` noc¸a˜o de homotopia. A sua importaˆncia e´ revelada em cara´ter
imediato, ora por meio das inu´meras aplicac¸o˜es que descreve em Ana´lise e A´lgebra
Abstrata, as quais sera˜o devidamente descritas nos cap´ıtulos posteriores, ora por
servir de motivac¸a˜o para o estudo de novas situac¸o˜es em Topologia Alge´brica, como
o da noc¸a˜o de Recobrimento, que complementa de forma extremamente eficiente e
simples as ideias apresentadas nesse cap´ıtulo. As refereˆncias principais aqui utiliza-
das sa˜o [6], [4], [12] e [1].
2.1 Homotopia de Caminhos
A relevaˆncia maior para o estudo do Grupo Fundamental na˜o e´ dada prioritaria-
mente pela noc¸a˜o de aplicac¸o˜es homoto´picas, mas sim por um caso particular dessa
ideia, a saber, a homotopia de caminhos. Atenc¸a˜o especial sera´ dada a homotopias
de caminhos fechados, isto e´, caminhos cujo ponto inicial coincide com o ponto final.
Lembramos que um caminho no espac¸o topolo´gico X e´ uma func¸a˜o λ : I → X
cont´ınua. Como I = [0, 1] e´ um espac¸o convexo, segue que I e´ contra´til, logo todo
caminho em I e´ homoto´pico a um caminho constante. Assim sendo, considerar
homotopias de caminhos como sendo simplesmente homotopia de func¸o˜es na˜o traz
benef´ıcios muito substanciais. Em virtude desse fato, considere a definic¸a˜o a seguir.
Definic¸a˜o 2.1. Sejam a, b : I → X caminhos num espac¸o topolo´gico X. Diz-se que
uma aplicac¸a˜o cont´ınua H : I × I → X e´ uma homotopia de caminhos entre a e
b quando H : a ' b e, ale´m disso, H(0, t) = a(0) = b(0) e H(1, t) = a(1) = b(1),
para todo t ∈ I. Nesse caso, os caminhos a e b chamam-se caminhos homoto´picos,
e escreve-se a ∼= b ou H : a ∼= b para indicar esse fato.
Uma homotopia de caminhos entre os caminhos a e b nada mais e´ do que uma
homotopia entre a e b relativa ao bordo ∂I = {0, 1} do intervalo I. Ou seja, a, b :
I → X sa˜o caminhos homoto´picos se, e somente se, a ' b(rel. ∂I). Em particular,
para que a e b sejam caminhos homoto´picos, ambos devem iniciar no mesmo ponto
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a(0) = b(0) e ter o mesmo ponto final a(1) = b(1). Por esse motivo, costumamos
dizer que uma homotopia de caminhos e´ uma homotopia de extremos fixos.
Para que uma func¸a˜o cont´ınua H : I2 → X seja uma homotopia de caminhos
entre os caminhos a e b, e´ necessa´rio e suficiente que, para quaisquer s, t ∈ I, sejam
va´lidas as seguintes igualdades:
1. H(s, 0) = a(s); H(s, 1) = b(s)
2. H(0, t) = a(0) = b(0); H(1, t) = a(1) = b(1)
As igualdades em (1) significam que H : a ' b. A segunda afirmac¸a˜o significa
que a homotopia acima e´ relativa a ∂I e que as extremidades dos caminhos a e b
coincidem.
Exemplo 2.2. Seja E um espac¸o vetorial normado e X ⊆ E um subespac¸o convexo.
Dois caminhos a, b : I → X sa˜o caminhos homoto´picos se, e somente se, a(0) = b(0)
e a(1) = b(1). De fato, por ser X convexo, sempre existe uma homotopia linear
entre quaisquer caminhos em X. Para que essa homotopia seja uma homotopia de
caminhos, basta, por definic¸a˜o, que a e b tenham as mesmas extremidades.
O exemplo acima sera´ de extrema importaˆncia para demonstrarmos a existeˆncia
do Grupo Fundamental de um espac¸o topolo´gico X. Ale´m disso, esse exemplo e´
suficiente para que o leitor se convenc¸a da enormidade de situac¸o˜es nas quais o
conceito de homotopia de caminhos se faz presente. Em particular, ele garante que
sa˜o homoto´picos os caminhos a, b : I → R2 dados por a(t) = (cos(pit), sen(pit)) e
b(t) = (1−2t, 0), os quais parametrizam o semi-c´ırculo unita´rio superior e o segmento
de reta de extremidades (−1, 0) e (1, 0).
Evidentemente, poder´ıamos ter definido, de forma ana´loga, a noc¸a˜o de homotopia
de caminhos para caminhos definidos em qualquer intervalo compacto [s0, s1] da reta.
Entretanto, dada qualquer func¸a˜o cont´ınua f : [s0, s1] → X, podemos tomar um
homeomorfismo φ : I → [s0, s1] e considerar o caminho a = f ◦ φ : I → X definido
em I. Veremos, adiante, que para efeito do estudo de homotopias, os caminhos a
e f na˜o possuem diferenc¸a alguma. Usaremos, quando conveniente, homotopias de
caminhos na˜o necessariamente definidos em I, sem maiores comenta´rios.
As vezes, principalmente quando os caminhos forem fechados, nos sera´ interes-
sante considerar homotopias livre entre tais caminhos. Vejamos a definic¸a˜o desse
conceito.
Definic¸a˜o 2.3. Sejam a, b : I → X caminhos fechados. Uma func¸a˜o cont´ınua H :
I2 → X chama-se uma homotopia livre entre os caminhos a e b quando H : a ' b
e, ale´m disso, H(1, t) = H(0, t), para todo t ∈ I. Nesse caso, os caminhos a e b
chamam-se livremente homoto´picos.
Conforme definic¸a˜o acima, uma homotopia livre de caminhos H : I2 → X entre
os caminhos a e b, em X, significa que, a cada instante t ∈ I, o caminho Ht : I → X,
definido por Ht(s) = H(s, t), e´ fechado.
O exemplo mais simples e conhecido de homotopia livre e´ considerado a seguir.
Exemplo 2.4. Seja X = S1 × S1 o toro. Para cada t ∈ I, o caminho Ht : I → X
definido porHt(s) = (t,
√
1− t2, cos(2pis), sen(2pis)) e´ fechado, isto e´, Ht(0) = Ht(1),
para todo t ∈ I. Evidentemente, teˆm-se H : H0 ' H1. Logo, H : I2 → X,
Ht(s) = H(s, t) e´ uma homotopia livre entre H0 e H1. Geometricamente, a cada
instante t, o gra´fico da func¸a˜o cont´ınua Ht descreve um meridiano do Toro.
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Toda homotopia de caminhos entre caminhos fechados e´ uma homotopia livre.
De fato, se a, b : I → X sa˜o fechados e H : a ∼= b, enta˜o H(0, t) = a(0) = a(1) =
b(1) = b(0) = H(1, t), para todo t ∈ I.
Como a homotopia de caminhos e´ um caso particular de homotopia relativa,
segue que a relac¸a˜o de homotopia de caminhos e´ uma relac¸a˜o de equivaleˆncia no
espac¸o topolo´gico C(I,X), vide Teorema 1.2. O mesmo se da´ para a homotopia
livre de caminhos. A classe de equivaleˆncia de um caminho a : I → X, segundo a
relac¸a˜o de homotopia de caminhos, sera´ denotada por [a] e denomina-se classe de
homotopias de caminhos de a.
A partir de agora, passaremos a olhar uma homotopia de caminhos num espac¸o X
na˜o so´ pelo ponto de vista topolo´gico, mas tambe´m sobre o ponto de vista alge´brico.
Para isso, introduziremos uma operac¸a˜o no espac¸o C(I,X) dos caminhos em X.
Essa operac¸a˜o determinara´, sobre certas condic¸o˜es, uma estrutura alge´brica nesse
espac¸o. Isso nos deixara´ quase prontos para, enfim, definirmos a noc¸a˜o de grupo
fundamental.
Definic¸a˜o 2.5. Sejam a, b : I → X caminhos no espac¸o topolo´gico X tais que b
comec¸a no ponto em que a termina, isto e´, a(1) = b(0). Definimos ab : I → X,
chamado a concatenac¸a˜o de a e b, pondo-se
ab(t) =
{
a(2t), se t ∈ [0, 1/2]
b(2t− 1), se t ∈ [1/2, 1].
Evidentemente, as restric¸o˜es ab|[0, 1/2] e ab|[1/2, 1] sa˜o cont´ınuas, donde segue
que ab e´ uma func¸a˜o cont´ınua, ou seja, ab e´ um caminho em X que comec¸a em a(0)
e termina em b(1). Intuitivamente, tal caminho ab percorre a imagem de a com o
dobro da velocidade que a leva para fazeˆ-lo. Idem para b. A`s vezes, ab e´ chamado
de caminho justaposto de a e b.
Conve´m observar que o produto ab esta´ bem definido somente quando o ponto
final de a e´ igual ao ponto inicial de b. Portanto, sempre que escrevermos que ab
pode ser efetuado, ou ab esta´ definido, estaremos dizendo que a(1) = b(0)
Embora a operac¸a˜o acima seja a mais u´til do ponto de vista da homotopia de
caminhos, conve´m lembrar que, em virtude de toda homotopia de caminhos ser,
em particular, uma homotopia, e´ poss´ıvel utilizarmos a operac¸a˜o de composic¸a˜o de
caminhos, a qual esta´ bem definida nas classes de homotopia de caminhos, conforme
explicitado na sec¸a˜o anterior.
Definic¸a˜o 2.6. Seja a : I → X um caminho no espac¸o topolo´gico X. Definimos o
caminho inverso de a como sendo o caminho a−1 : I → X dado por a−1(t) = a(1−t).
Denotando por j : I → I o caminho j(t) = 1 − t, veˆ-se que o caminho inverso
a−1 = a ◦ j e´ uma composic¸a˜o de func¸o˜es cont´ınuas, logo e´ de fato uma func¸a˜o
cont´ınua de I em X, ou seja, um caminho.
Observac¸a˜o: Na˜o se deve confundir o caminho inverso a−1 com a func¸a˜o inversa
de a, que existe quando a e´ bijetor. Ambos possuem a mesma notac¸a˜o, mas sem-
pre ficara´ claro no contexto da situac¸a˜o qual dos dois acima situados estara´ sendo
mencionado. Tambe´m na˜o se deve confundir a imagem inversa de um conjunto por
a com a imagem de um conjunto pelo caminho inverso.
Notemos que o caminho inverso de a comec¸a onde a termina e termina onde
a comec¸a. A proposic¸a˜o a seguir garante que o produto de caminhos e o inverso
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de um caminho podem ser definidos, sem ambiguidade, no conjunto das classes de
homotopia de caminhos em X.
Proposic¸a˜o 2.7. Sejam a, b, a′, b′ : I → X caminhos tais que F : a ∼= a′ e G : b ∼= b′.
Enta˜o ab ∼= a′b′ e a−1 ∼= (a′)−1.
Demonstrac¸a˜o: Defina H : I × I → X por H(s, t) = F (2s, t), se s ∈ [0, 1/2] e
H(s, t) = G(2s−1, t) se s ∈ [1/2, 1]. E´ claro que H e´ cont´ınua, pois sa˜o cont´ınuas as
restric¸o˜es de H aos subconjuntos fechados [0, 1/2]×I e [1/2, 1]×I, respectivamente.
Dado s ∈ [0, 1/2], tem-se H(s, 0) = F (2s, 0) = a(2s) = ab(s) e H(s, 1) = F (2s, 1) =
a′(2s) = a′b′(s). Tambe´m, para s ∈ [1/2, 1], obtemos H(s, 0) = G(2s − 1, 0) =
b(2s−1) = ab(s) e H(s, 1) = G(2s−1, 1) = b′(2s−1) = a′b′(s). Segue que H : a ' b.
Ale´m disso, H(0, t) = F (0, t) = ab(0) = a′b′(0) e H(1, t) = G(1, t) = a′b′(1) = ab(1).
Da´ı, conclu´ımos que H e´ uma homotopia de caminhos entre ab e a′b′.
Para mostrar a segunda afirmac¸a˜o, definimos L : I × I → X pondo L(s, t) =
F (1 − s, t). Sendo L a composic¸a˜o das func¸o˜es cont´ınuas F e (s, t) 7→ (1 − s, t),
segue que L e´ cont´ınua. Ale´m disso, L(0, t) = F (1, t) = a(1) = a−1(0) = (a′)−1(0) e
L(1, t) = F (0, t) = a(0) = a−1(1) = (a′)−1(1).
Finalmente, L(s, 0) = F (1− s, 0) = a(1− s) = a−1(s) e L(s, 1) = F (1− s, 1) =
a′(1− s) = (a′)−1(s). Portanto L : a−1 ∼= (a′)−1. (c.q.d)
A partir de agora, salvo quando dissermos o contra´rio, X e Y sera˜o sempre
espac¸os topolo´gicos.
Definic¸a˜o 2.8. Sejam a, b : I → X caminhos tais que ab esta´ bem definido. Defi-
nimos o produto das classes de homotopia de caminhos de a e b por [a][b] = [ab] e a
classe inversa por [a]−1 = [a−1].
A Proposic¸a˜o 2.7 garante que a definic¸a˜o acima na˜o depende dos representan-
tes da classe de homotopia de caminhos que se tome no quociente C(I,X)/ ∼= do
conjunto dos caminhos em X pela relac¸a˜o de homotopia de caminhos em X.
Seja X um espac¸o topolo´gico e x ∈ X. Denotamos por ex : I → X o caminho
constante ex(t) = x, para todo t ∈ I e por x a classe de homotopia de caminhos de
ex, ou seja, x = [ex].
Definic¸a˜o 2.9. Sejam a : I → X um caminho e λ : I → I uma func¸a˜o cont´ınua
tal que λ(∂I) ⊆ ∂I. A composic¸a˜o ϕ = a ◦ λ chama-se uma reparametrizac¸a˜o do
caminho a. Diz-se que ϕ e´
1. positiva, quando λ(0) = 0 e λ(1) = 1;
2. negativa, quando λ(0) = 1 e λ(1) = 0;
3. trivial, quando λ(0) = λ(1).
Lema 2.10. Sejam a : I → X um caminho que comec¸a em x = a(0) e termina em
y = a(1), e ϕ = a ◦ λ uma reparametrizac¸a˜o de a.
1. Se ϕ e´ positiva, enta˜o ϕ ∼= a.
2. Se ϕ e´ negativa, enta˜o ϕ ∼= a−1.
3. Se ϕ e´ trivial, enta˜o ϕ ∼= ex ou ϕ ∼= ey.
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Demonstrac¸a˜o Suponha ϕ positiva. Pelo Exemplo 2.2 na pa´gina 23, segue que
λ ∼= idI . Portanto ϕ = a ◦ λ ∼= a ◦ idI = a. Se ϕ e´ negativa, enta˜o λ e ψ : I → I,
ψ(t) = 1− t, sa˜o caminhos com as mesmas extremidades no espac¸o normado I, logo
homoto´picos, invocando-se novamente o Exemplo 2.2. Da´ı ϕ = a ◦ λ ∼= a ◦ ψ = a−1.
Finalmente, suponhamos que seja ϕ uma reparametrizac¸a˜o trivial, digamos λ(0) =
0 = λ(1), para fixar ideias. Os mesmos argumentos usados acima garantem que λ e´,
nesse caso, homoto´pico ao caminho constante b : I → I que associa, a todo t ∈ I, o
ponto 0. Dessa forma, ϕ = a◦λ ∼= a◦b = ex. Analogamente, se for λ(0) = 1 = λ(1),
tem-se ϕ ∼= ey . (c.q.d)
Exemplo 2.11. Sejam a : I → X um caminho e a1 = a|[0; 1/2], a2 = a|[1/2, 1]
restric¸o˜es de a. Tomemos ϕ1 : I → [0, 1/2], ϕ2 : I → [1/2, 1] homeomorfismos
lineares crescentes. Pondo b1 = a1 ◦ ϕ1 e b2 = a2 ◦ ϕ2, tem-se a ∼= b1b2. Com
efeito, definindo-se ϕ : I → I por ϕ([0; 1/2]) = ϕ1 e ϕ([1/2; 1]) = ϕ2, obtemos que
b = a ◦ ϕ, logo b e´ uma reparametrizac¸a˜o positiva de a, donde segue a afirmac¸a˜o.
Um racioc´ınio ana´logo mostra que, dados 0 = t0 < t1 < . . . < tk < tk+1 = 1, e
escrevendo, para cada i ∈ {0, 1, . . . , k}, ai = a|[ti; ti+1] ◦ ϕi, onde ϕi : I → [ti, ti+1] e´
o homeomorfismo linear crescente, tem-se a ∼= a1a2 · · · ak.
2.2 Grupoide Fundamental
O conjunto das classes de homotopia de caminhos com extremos fixos, num
espac¸o topolo´gico X, munido da operac¸a˜o de produto de caminhos, chama-se o
grupoide fundamental de X e sera´ de notado por Π(X). Por enquanto, isso sera´
apenas uma definic¸a˜o, mas a noc¸a˜o de grupoide e´ bastante geral e sera´ devidamente
abordada no Cap´ıtulo 3. O teorema que se segue mostra que, de fato, Π(X) e´ um
grupoide no sentido mais abrangente. E´ conveniente observar que tal grupoide esta´
muito longe de ser um grupo, pois sequer o produto esta´ definido para quaisquer
caminhos que se tome.
Teorema 2.12. Sejam a, b, c : I → X caminhos tais que os produtos ab e bc podem
ser efetuados. Sejam x = a(0) a origem de a e y = a(1) o ponto final de a. Sejam,
tambe´m, α = [a], β = [b] e γ = [c]. Nessas condic¸o˜es, sa˜o va´lidas as seguintes
condic¸o˜es:
1. α(α)−1 = x;
2. (α)−1α = y;
3. xα = α = αy;
4. (αβ)γ = α(βγ).
Demonstrac¸a˜o: A ideia da prova e´ encontrar reparametrizac¸o˜es convenientes dos
caminhos acima, de forma a utilizar o Lema anterior. Tais reparametrizac¸o˜es sera˜o
calculadas simplesmente observando-se a definic¸a˜o dos produtos dos caminhos en-
volvidos. Para provar (1), note que
aa−1 =
{
a(2t), t ∈ [0, 1/2]
a−1(2t− 1) = a(1− 2t+ 1) = a(2− 2t), t ∈ [1/2, 1].
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Isso significa que aa−1 = a◦λ, em que λ : I → I e´ tal que λ(t) =
{
2t, t ∈ [0, 1/2]
2− 2t, t ∈ [1/2, 1].
Como λ(0) = 0 = λ(1), obtemos que aa−1 e´ uma reparametrizac¸a˜o trivial de a. Pelo
Lema 5, segue que aa−1 = a ◦ λ ∼= ex. Da´ı, vem αα−1 = [ex] = x.
(2) Baseando-se na ideia acima, veˆ-se rapidamente que a−1a = a ◦ λ1, em que
λ1 : I → I e´ definida por λ1(t) = 1 − 2t se t ∈ [0, 1/2] e λ1(t) = 2t − 1 quando
t ∈ [1/2, 1]. Logo, a−1a e´ uma reparametrizac¸a˜o trivial de a, com λ1(0) = 1 = λ1(1),
ou seja, a−1a ∼= ey, ou ainda, α−1α = y.
(3) Mostremos primeiro que xα = α. Com efeito,
(exa)(t) =
{
ex(2t) = x, t ∈ [0; 1/2]
a(2t− 1), t ∈ [1/2; 1].
Isso mostra que, definindo-se λ2 : I → I por λ2(t) = 0, se t ∈ [0; 1/2] e λ2(t) = 2t−1
se t ∈ [1/2; 1], enta˜o exa = a◦λ2, ou seja, exa e´ uma reparametrizac¸a˜o positiva de a,
donde segue que exa ∼= a, como quer´ıamos. Da mesma forma, a func¸a˜o λ3 : I → I
dada por λ3(t) = 2t se t ∈ [0; 1/2] e λ3(t) = 1 quando t ∈ [1/2; 1], e´ tal que
aey = a◦λ3. Logo, aey e´ uma reparametrizac¸a˜o positiva de a, o que nos da´ aey ∼= a.
(4) Por definic¸a˜o, tem-se
(ab)c(t) =
{
ab(2t), t ∈ [0; 1/2]
c(2t− 1), t ∈ [1/2; 1] =

a(4t), t ∈ [0, 1/4]
b(4t− 2), t ∈ [1/4; 1/2]
c(2t− 1), t ∈ [1/2; 1],
a(bc)(t) =
{
a(2t), t ∈ [0; 1/2]
bc(2t− 1), t ∈ [1/2; 1] =

a(2t), t ∈ [0; 1/2]
b(4t− 2), t ∈ [1/2; 3/4]
c(4t− 3), t ∈ [3/4; 1].
Percebendo-se que as func¸o˜es φ1 : [0; 1/4]→ [0, 1/2], φ2 : [1/4; 1/2]→ [1/2; 3/4]
e φ3 : [1/2; 1] → [3/4; 1] dadas por φ1(t) = 2t, φ2(t) = t + 1/4 e φ3(t) = 1/2(t + 1)
sa˜o homeomorfismos, obtemos que a aplicac¸a˜o λ4 : I → I dada por
λ4(t) =

φ1(t), t ∈ [0; 1/4]
φ2(t), t ∈ [1/4; 1/2]
φ3(t), t ∈ [1/2; 1]
e´ tal que (ab)c ◦ λ4 = a(bc), donde segue que a(bc) e´ uma reparametrizac¸a˜o positiva
de (ab)c, ou seja, (ab)c ∼= a(bc). Isso encerra a demonstrac¸a˜o. (c.q.d)
2.3 Grupo Fundamental
A partir de agora, consideraremos pares do tipo (X, x0), em que X e´ um espac¸o
topolo´gico e x0 ∈ X e´ um ponto fixado chamado o ponto base de X. Um caminho
a : I → X tal que a(0) = x0 = a(1) chama-se um caminho fechado com base
em x0, ou equivalentemente, um lac¸o com base em x0. Tomando-se a notac¸a˜o de
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par topolo´gico e considerando-se x0 como um espac¸o topolo´gico formado por um
u´nico ponto, podemos escrever que um lac¸o com base em x0 e´ uma func¸a˜o cont´ınua
a : (I, ∂I)→ (X, x0) entre pares.
Evidentemente, o produto de dois lac¸os com base em x0 sempre pode ser efetuado.
Ale´m disso, pelo Teorema anterior, escrevendo-se  = x0 , temos α = α = α e
αα−1 =  = α−1α, para toda classe α = [a] de um lac¸o a com base em x0. Isso
significa que a colec¸a˜o das classes de homotopia de lac¸os com ponto base em x0 e´
um grupo com a operac¸a˜o de produto de caminhos.
Definic¸a˜o 2.13. Seja X um espac¸o topolo´gico e x0 ∈ X ponto base. O subconjunto
do grupoide fundamental Π(X) formado por todas as classes de homotopia de lac¸os
com base em x0 chama-se o Grupo Fundamental ou, equivalentemente, o Primeiro
Grupo de Homotopia do par (X, x0) e e´ denotado por pi1(X, x0).
E´ natural nos perguntarmos ate´ que ponto a escolha do ponto base influencia na
estrutura do Grupo Fundamental. Na verdade, na˜o e´ poss´ıvel garantir que pi1(X, x0)
e pi1(X, x1) sejam isomorfos para quaisquer x0, x1 ∈ X pontos base que se tome. En-
tretanto, para ser va´lido esse resultado, e´ suficiente que X seja conexo por caminhos.
E´ o que diz a:
Proposic¸a˜o 2.14. Se x0, x1 ∈ X pertencem a` mesma componente conexa por ca-
minhos do espac¸o topolo´gico X, enta˜o pi1(X, x0) ∼= pi1(X, x1).
Demonstrac¸a˜o: Tomemos um caminho c : I → X com origem em x1 e fim em
x0. Seja γ = [c]. Agora, consideremos a aplicac¸a˜o γ : pi1(X, x0) → pi1(X, x1)
definida por γ(α) = γαγ−1, para cada α ∈ pi1(X, x0). Dados α, β ∈ pi1(X, x0), tem-
se γ(αβ) = γ(αβ)γ−1 = (γαγ−1)(γβγ−1) = γ(α)γ(β), logo γ e´ um homomorfismo
de grupos. Evidentemente, a associac¸a˜o α ∈ pi1(X, x1) 7→ γ−1αγ ∈ pi1(X, x0) e´ um
homomorfismo inverso de γ. Segue que γ e´ um isomorfismo. (c.q.d)
Corola´rio 2.15. Se X e´ conexo por caminhos, enta˜o pi1(X, x0) ∼= pi1(X, x1), para
quaisquer x0, x1 ∈ X.
Conve´m observar que, se pi1(X, x0) for abeliano, enta˜o o isomorfismo entre pi1(X, x0)
e pi1(X, x1), definido na demonstrac¸a˜o acima, na˜o depende da classe do caminho que
liga x1 a x0 que tomemos. Noutra palavras, tem-se γ = λ, para quaisquer γ, λ clas-
ses de caminhos ligando x1 a x0. A verificac¸a˜o desse fato e´ imediata. E´ claro que,
no caso geral de na˜o ser abeliano o grupo fundamental pi1(X, x0), o isomorfismo γ
varia com a classe γ escolhida.
Em virtude da proposic¸a˜o acima, costuma-se escrever simplesmente pi1(X), omitindo-
se o ponto base, para denotar o grupo fundamental de um espac¸o X conexo por ca-
minhos. Uma noc¸a˜o mais precisa para essa notac¸a˜o sera´ dada futuramente, quando
considerarmos, sobre certas condic¸o˜es, os elementos do grupo fundamental de X
simplesmente como classes de homotopias livres de caminhos fechados em X.
O teorema que se segue exibe a relac¸a˜o mais importante entre homotopia livre e
homotopia de caminhos.
Teorema 2.16. Sejam a, b : I → X caminhos fechados, com base nos pontos x0
e y0, respectivamente. Enta˜o a e b sa˜o livremente homoto´picos se, e somente se,
existe um caminho c : I → X, ligando x0 a y0, tal que a ∼= cbc−1.
Demonstrac¸a˜o: Suponhamos a e b livremente homoto´picos. Se H e´ uma homoto-
pia livre entre a e b, definimos c : I → X pondo c(t) = H(0, t) = H(1, t), o qual e´
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um caminho ligando x0 a y0. Seja ϕ : ∂(I × I) → I × I dada por ϕ(0, t) = (0, 0),
ϕ(1, t) = (1, 0), ϕ(s, 0) = (s, 0) e
ϕ(s, 1) =

(0, 4s), 0 ≤ s ≤ 1/4
(4s− 1, 1), 1/4 ≤ s ≤ 1/2
(1, 2− 2s), 1/2 ≤ s ≤ 1,
para quaisquer t, s ∈ I. Evidentemente, ϕ e´ cont´ınua e transforma o bordo ∂(I × I)
do quadrado I × I nele mesmo. Como I × I e´ contra´til, existe ϕ : I × I → I × I
extensa˜o cont´ınua de ϕ, pelo Corola´rio 1.29 na pa´gina 15. Pondo K = H ◦ ϕ,
verifica-se rapidamente que K : a ∼= (cb)c−1.
Reciprocamente, suponha a e (cb)c−1 caminhos homoto´picos. Para cada t ∈ I,
seja dt : I → X o caminho dt(s) = c(st), ou seja, a reparametrizac¸a˜o de c|[0, t] ao
intervalo I. Defina F : I × I → X pondo
F (s, t) = (d−1t a)dt(s) =

c(t− 4st), s ∈ [0, 1/4]
a(4s− 1), s ∈ [1/4, 1/2]
c(2ts− t), s ∈ [1/2, 1].
F e´ cont´ınua, porque sa˜o cont´ınuas suas restric¸o˜es aos intervalos fechados [0, 1/4],
[1/4, 1/2] e [1/2, 1]. Tem-se F (s, 0) = (ex0a)ex0 , F (s, 1) = (c
−1a)c. Ale´m disso,
F (0, t) = c(t) = F (1, t), para todo t ∈ I. Portanto F e´ uma homotopia livre
entre (ex0a)ex0 e (c
−1a)c. Mas (ex0a)ex0 ∼= a e, por hipo´tese, (c−1a)c ∼= b (pois
a ∼= (cb)c−1 ⇒ (c−1a)c ∼= b). Em particular, a e´ livremente homo´pico a (ex0a)ex0 e
b e´ livremente homoto´pico a cbc−1 (pois a e b sa˜o fechados). Por transitividade e
simetria, segue que a e b sa˜o livremente homoto´picos. (c.q.d)
Corola´rio 2.17. Se a : I → X e´ um caminho fechado, com base em x0, e livremente
homoto´pico a uma constante, enta˜o a ∼= ex0.
Demonstrac¸a˜o: Seja ey : I → X caminho constante livremente homoto´pico a
a : I → X. Pelo Teorema acima, existe um caminho c : I → X ligando x0 a y, tal
que a ∼= ceyc−1 ∼= cc−1 ∼= ex0 . (c.q.d)
Corola´rio 2.18. Sejam a, b : I → X fechados com base em x0. Enta˜o a e b
sa˜o livremente homoto´picos se, e somente se, [a] e [b] sa˜o conjugados no grupo
fundamental pi1(X, x0).
Demonstrac¸a˜o: De fato, [a] e [b] sa˜o conjugados em pi1(X, x0) ⇔ existe c : I → X
caminho fechado com base em x0 tal que [a] = [c][b][c]
−1 = [cbc−1] ⇔ a e b sa˜o
livremente homoto´picos com base em x0. (c.q.d)
Com um pouco mais de trabalho, e´ poss´ıvel associar, a cada par topolo´gico
(X, x0) e a cada n ∈ N, um grupo pin(X, x0), chamado o n-e´simo grupo de homotopia
de (X, x0). Isso justifica o fato do grupo fundamental chamar-se tambe´m primeiro
grupo de homotopia. Isso tambe´m mostra, a grosso modo, que pi1 e´ o invariante
alge´brico mais simples associado a` ideia de homotopia.
2.4 Espac¸os Simplesmente Conexos
Grande parte dos resultados envolvidos no contexto da Ana´lise Vetorial e Com-
plexa dependem, evidentemente, das propriedades topolo´gicas dos ambientes nos
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quais as aplicac¸o˜es vetoriais consideradas estiverem definidas. Por exemplo, a existeˆncia
de primitiva de uma func¸a˜o vetorial pode ser garantida dependendo-se da topologia
do domı´nio de tal aplicac¸a˜o. Um dos tipos de ambientes mais importantes nesse
contexto sa˜o, pois, os conjuntos simplesmente conexos. Vejamos o que isso significa.
Definic¸a˜o 2.19. Um espac¸o X, conexo por caminhos, chama-se simplesmente co-
nexo quando pi1(X, x) = {0}, para todo x ∈ X.
Noutras palavras, X diz-se simplesmente conexo quando e´ conexo por caminhos
e todo caminho fechado a com base num ponto x e´ tal que a ∼= ex.
Exemplo 2.20. Em virtude do Exemplo 1.3 na pa´gina 10, vemos que todo espac¸o
convexo e´ simplesmente conexo. Em particular, todo espac¸o vetorial normado
tambe´m o e´. Da´ı, segue que Rn e´ simplesmente conexo, para todo n ∈ N. Tambe´m,
bolas fechadas e abertas em Rn sa˜o simplesmente conexas.
Proposic¸a˜o 2.21. A fim de que um espac¸o X seja simplesmente conexo, e´ ne-
cessa´rio e suficiente que dois caminhos quaisquer em X, que possuem as mesmas
extremidades, sejam homoto´picos.
Demonstrac¸a˜o: Seja x ∈ X. Se quaisquer caminhos em X de mesmas extremi-
dades sa˜o homoto´picos, enta˜o, em particular, todo caminho fechado com base em
x e´ homoto´pico ao caminho constante ex, o que mostra que a condic¸a˜o e´ suficiente.
Reciprocamente, suponha X simplesmente conexo e sejam a, b : I → X caminhos
ligando x0 a x1. Enta˜o ba
−1 e´ fechado com base em x0. Logo, obtemos ba−1 ∼= ex0 .
Segue que b ∼= bex1 ∼= b(a−1a) ∼= (ba−1)a ∼= ex0a ∼= a. Assim, a condic¸a˜o e´ necessa´ria.
(c.q.d)
A fim de atribuir outras caracterizac¸o˜es aos espac¸os simplesmente conexos, pas-
semos a estudar as aplicac¸o˜es de S1 num espac¸o qualquer X. Nesse caso, as homo-
topias tera˜o como domı´nio o cilindro S1 × I e na˜o mais o quadrado I × I.
Comec¸amos tomando a aplicac¸a˜o cont´ınua e sobrejetiva ψ0 : I → S1, definida
por ψ0(t) = e
2piit. Sendo I compacto e S1 Hausdorff, ψ0 e´ uma aplicac¸a˜o quociente
(vide apeˆndice).
Proposic¸a˜o 2.22. Os caminhos fechados em X esta˜o em correspondeˆncia biun´ıvoca
com as aplicac¸o˜es cont´ınuas de S1 em X.
Demonstrac¸a˜o: Como ψ0 e´ uma aplicac¸a˜o quociente, a = a ◦ψ0 e´ um caminho se,
e somente se, a : S1 → X e´ cont´ınua. Agora, um caminho a : I → X se escreve na
forma a = a◦ψ0, em que a e´ uma aplicac¸a˜o cont´ınua de S1 em X, se, e somente se, a
e´ fechado. Com efeito, e´ claro que todo caminho dessa forma e´ fechado, porque ψ0 e´
um caminho fechado. Reciprocamente, se a(0) = x0 = a(1), pomos a(ψ0(0)) = x0 e
a|S1 \ {ψ0(0)} = a ◦ (ψ0|(0, 1])−1. Obtemos portanto a = a ◦ ψ0. Mostramos, assim,
que a correspondeˆncia a 7→ a = a ◦ ψ0 e´ bijetora. (c.q.d)
Proposic¸a˜o 2.23. Existe uma bijec¸a˜o entre homotopias de func¸o˜es cont´ınuas f :
S1 → X e homotopias livres de caminhos fechados em X.
Demonstrac¸a˜o: Defina τ : I × I → S1 × I pondo τ(s, t) = (ψ0(s), t). Veˆ-se que τ
e´ uma sobrejec¸a˜o cont´ınua entre o quadrado I × I e o cilindro S1 × I. Ale´m disso,
H : S1 × I e´ uma homotopia se, e somente se, H = H ◦ τ : I × I → X e´ uma ho-
motopia livre de caminhos. Portanto H 7→ H = H◦τ e´ a bijec¸a˜o procurada. (c.q.d)
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Corola´rio 2.24. Dois caminhos fechados a, b : I → X, com a = a ◦ ψ0 e b = b ◦ ψ0
sa˜o livremente homoto´picos se, e somente se, a, b : S1 → X sa˜o homoto´picas.
Observac¸a˜o: Vamos tomar e1 = (1, 0) como ponto base de S
1. Dado x0 ∈ X,
as proposic¸o˜es acima garantem que se dois caminhos a, b : I → X fechados com
base em x0 sa˜o caminhos homoto´picos, isto e´, cumprem a ∼= b, se, e somente
se, existe uma homotopia de pares topolo´gicos entre as aplicac¸o˜es corresponden-
tes a, b : (S1, e1)→ (X, x0).
Com isso, obtemos o seguinte:
Teorema 2.25. Seja X um espac¸o topolo´gico conexo por caminhos. Sa˜o equivalen-
tes:
1) X e´ simplesmente conexo;
2) Todo caminho fechado em X e´ livremente homoto´pico a um caminho constante;
3) Quaisquer duas aplicac¸o˜es cont´ınuas f, g : S1 → X sa˜o homoto´picas;
4) Toda aplicac¸a˜o cont´ınua f : S1 → X se estende continuamente ao disco D2.
Demonstrac¸a˜o: (1) ⇔ (2) segue do Corola´rio 2.17 na pa´gina 29. A Proposic¸a˜o
2.23 garante que (2) ⇔ (3). Finalmente, a observac¸a˜o feita logo apo´s o Corola´rio
2.24 nos da´ (3)⇔ (4). (c.q.d)
Exemplo 2.26. Seja f : S1 → C uma func¸a˜o complexa. Como C e´ simplesmente
conexo, o Teorema acima nos diz que existe uma extensa˜o f : D2 → C de f ao
disco. Em particular, existe uma func¸a˜o complexa cont´ınua g : D2 → C tal que
(g|S1)(z) = 1/z.
2.5 O Homomorfismo Induzido
Nosso objetivo, por agora, e´ mostrar que a associac¸a˜o (X, x0) 7→ pi1(X, x0) de-
termina um funtor covariante, chamado o funtor Grupo Fundamental. Para isso,
a cada func¸a˜o cont´ınua f : (X, x0) → (Y, y0), devemos definir um homomorfismo
pi1(f) = f∗, o qual chamaremos o homomorfismo induzido de f por pi1, fato que
justifica o t´ıtulo acima. Fac¸amos isso agora.
Em primeiro lugar, notemos que a colec¸a˜o dos pares topolo´gicos com ponto
base (X, x0) e´ uma subcategoria de Top
(2), definida no Exemplo 1.12 na pa´gina 12.
Tal subcategoria sera´ denotada por PTop. Dessa forma, uma func¸a˜o cont´ınua
f : (X, x0) → (Y, y0) entre objetos de PTop consiste em uma func¸a˜o continua
f : X → Y tal que f(x0) = y0.
Dada f : (X, x0) → (Y, y0) func¸a˜o cont´ınua, defina f∗ : pi1(X, x0) → pi1(Y, y0)
pondo, para cada α = [a] classe de um caminho fechado a : I → X com base
em x0, f∗(α) = [f ◦ a]. Se b for caminho fechado com base em x0 tal que a ∼= b,
enta˜o f ◦ a ∼= f ◦ b, ou seja, f∗ esta´ bem definida. Ale´m disso, dados [a], [b] ∈
pi1(X, x0), tem-se f ◦ (ab) = (f ◦ a)(f ◦ b). Com efeito, se t ∈ [0; 1/2], enta˜o
(f ◦ (ab))(t) = f(ab(t)) = f(a(2t)) = ((f ◦a)(f ◦b))(t). Se, pore´m, t ∈ [1/2; 1], enta˜o
(f ◦ (ab))(t) = f(ab(t)) = f(b(2t− 1)) = ((f ◦ a)(f ◦ b))(t), donde segue a afirmac¸a˜o
feita.
Isso significa que f∗([ab]) = f∗([a])f∗([b]), ou seja, f∗ e´, de fato, homomorfismo
de grupos. Agora, dada g : (Y, y0) → (Z, z0) uma func¸a˜o cont´ınua entre os pares
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(Y, y0) e (Z, z0), a composic¸a˜o g ◦ f : (X, x0) → (Z, z0) e´ tal que (g ◦ f)∗([a]) =
[(g ◦ f) ◦ a] = [g ◦ (f ◦ a)] = g∗([f ◦ a]) = g∗(f∗([a])) = (g∗ ◦ f∗)([a]), para todo
[a] ∈ pi1(X, x0). Portanto (g ◦ f)∗ = g∗ ◦ f∗. E´ claro, tambe´m, que se id : X → X e´ a
identidade em X, enta˜o id∗ : pi1(X, x0) → pi1(X, x0) e´ o homomorfismo identidade.
Com isso, provamos a
Proposic¸a˜o 2.27. Existe um funtor covariante pi1 : PTop→ grp, chamado o funtor
grupo fundamental, que associa a cada par (X, x0) o seu grupo fundamental pi1(X, x0)
e a cada func¸a˜o cont´ınua f : (X, x0)→ (Y, y0) o homomorfismo induzido pi1(f) = f∗.
Quando f : X → Y , f(x0) = y0 e´ um homeomorfismo, tem-se, em virtude
da proposic¸a˜o acima, que f∗ : pi1(X, x0) → pi1(Y, y0) e´ um isomorfismo de grupos.
Portanto, podemos afirmar que os grupos fundamentais de espac¸os homeomorfos sa˜o
isomorfos.
Evidentemente, duas aplicac¸o˜es f, g : (X, x0) → (Y, y0) que sa˜o homoto´picas
relativamente a x0 induzem o mesmo homomorfismo nos seus grupos fundamentais.
Diz-se, enta˜o, que pi1 e´ invariante por homotopias.
Proposic¸a˜o 2.28. Se A ⊆ X e´ um retrato de X e ı : (A, x0)→ (X, x0) e´ a inclusa˜o,
enta˜o ı∗ e´ um monomorfismo.
Demonstrac¸a˜o: Seja r : X → A uma retrac¸a˜o. Tem-se r ◦ ı = idA. Segue que
r∗ ◦ ı∗ = (r ◦ ı)∗ = pi1(idA) = idpi1(A,x0), ou seja, r∗ e´ uma inversa a` esquerda de ı∗,
ou ainda, ı∗ e´ injetivo. (c.q.d)
Proposic¸a˜o 2.29. Sejam X e Y conexos por caminhos. Se f : (X, x0)→ (Y, f(x0))
e g : (X, x0) → (Y, g(x0)) sa˜o func¸o˜es cont´ınuas homoto´picas e γ : pi1(Y, f(x0)) →
pi1(Y, g(x0)) e´ um isomorfismo definido como na Proposic¸a˜o 2.14 , enta˜o e´ comu-









Demonstrac¸a˜o: Seja H : I×X → Y uma homotopia entre f e g. Tome a : I → X
um caminho fechado com base em x0. Defina a aplicac¸a˜o G : I × I → Y pondo
G(s, t) = (H(a(s), t). Note que G(s, 0) = H(a(s), 0) = f(a(s)) = (f ◦ a)(s),
G(s, 1) = H(a(s), 1) = g(a(s)) = (g ◦ a)(s) e G(0, t) = H(a(0), t) = H(a(1), t) =
G(1, t), para quaisquer s, t ∈ I. Portanto, G e´ uma homotopia livre entre f ◦ a
e f ◦ b. Pela Proposic¸a˜o 2.16 na pa´gina 28, existe um caminho c : I → Y , li-
gando f(x0) a g(x0), tal que f ◦ a ∼= c(f ◦ b)c−1. Pondo γ = [c], obteˆm-se
γ(f∗([a])) = γ[f ◦ a]γ−1 = [g ◦ a] = g∗([a]) (c.q.d)
A ideia de que o grupo fundamental consiste em um invariante homoto´pico fica
melhor entendida pela proposic¸a˜o a seguir.
Teorema 2.30. Sejam X e Y espac¸os conexos por caminhos. Se f : X → Y e´ uma
equivaleˆncia homoto´pica entre X e Y , enta˜o f∗ : pi1(X)→ pi1(Y ) e´ um isomorfismo.
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Demonstrac¸a˜o: Seja g um inverso homoto´pico de f . Considere x0 ∈ X ponto
base de X. Sejam x1 = g(f(x0)) e f
1
∗ : pi1(X, x1) → pi1(Y, f(x1)) o homomorfismo
induzido por f em (X, x1). Se c e´ um caminho ligando x1 a x0, d e´ um caminho













De fato, como g ◦ f ' idX , a proposic¸a˜o anterior nos da´ (g ◦ f)∗ ' γ ◦ (idX)∗, isto
e´, g∗ ◦ f∗ = γ. Sendo f ◦ g ' idY , segue, pelo mesmo motivo, que f 1∗ ◦ g∗ = δ. Isso
mostra a comutatividade do diagrama.
Agora, de g∗ ◦f∗ = γ e de γ ser um isomorfismo, conclu´ımos que g∗ e´ sobrejetiva.
Da mesma forma, a igualdade f 1∗ ◦ g∗ = δ implica g∗ ser injetiva. Portanto g∗ e´ um
isomorfismo. Por conseguinte, f∗ e f 1∗ tambe´m o sa˜o. (c.q.d)
Corola´rio 2.31. Se X e Y sa˜o conexos por caminhos e teˆm o mesmo tipo de ho-
motopia, enta˜o pi1(X) ∼= pi1(Y ).
Corola´rio 2.32. Todo espac¸o contra´til e´ simplesmente conexo.
Corola´rio 2.33. pi1(S
1) ∼= pi1(R2 \ 0).
Demonstrac¸a˜o: Segue do teorema acima e do Exemplo 1.22 na pa´gina 13. (c.q.d)
O Teorema 1.28 na pa´gina 15, juntamente com o grupo fundamental, possui
uma consequeˆncia interessante ao estudo de homotopias, no sentido que permite
determinar quando duas func¸o˜es dadas de um espac¸o em outro sa˜o homoto´picas.
Essa noc¸a˜o fica melhor estabelecida por meio do teorema abaixo.
Teorema 2.34. Se h : S1 → Y e´ cont´ınua e homoto´pica a uma constante, enta˜o h∗
e´ o homomorfismo nulo.
Demonstrac¸a˜o: Pelo Teorema 1.28 na pa´gina 15, existe h : D2 → Y extensa˜o de
h ao disco fechado D2. Seja ı : S1 → B2 a inclusa˜o. Sejam x0 ∈ S1 ponto base












Sendo D2 simplesmente conexo, deve ser ı∗ o homomorfismo nulo. Portanto h∗ =
h∗ ◦ ı∗ tambe´m o e´. (c.q.d)
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2.6 Grupo Fundamental do C´ırculo
A partir de agora, nosso intuito e´ de calcular o grupo fundamental do c´ırculo S1.
Desse resultado, decorrera˜o va´rios teoremas importantes e na˜o triviais. Esse fato
ilustra a importaˆncia das ideias estabelecidas ate´ aqui.
O ca´lculo sera´ feito da maneira mais elementar poss´ıvel. O estudo da noc¸a˜o
de espac¸os de recobrimento, do qual trataremos no Cap´ıtulo 4, tornaria a demons-
trac¸a˜o muito mais ra´pida, pore´m faria-nos perder o cara´ter elementar que buscamos
nessa sec¸a˜o. Na realidade, todos os conceitos que envolvem espac¸o de recobrimento
tentam, de certa forma, generalizar as ideias que estabeleceremos aqui.
Considere a aplicac¸a˜o exponencial ψ : R → S1, dada por ψ(t) = eit. Estamos,
evidentemente, pensando em S1 como sendo o grupo multiplicativo dos nu´meros
complexos de mo´dulo um. Dados t, t′ ∈ R, tem-se ψ(t + t′) = ei(t+t′) = eit+it′ =
eiteit
′
= ψ(t)ψ(t′). Isso significa que ψ e´ um homomorfismo sobrejetivo entre o
grupo aditivo dos nu´meros reais e o grupo multiplicativo S1.
O nu´cleo de ψ e´ o grupo 2piZ. Ale´m disso, a imagem inversa de um ponto w ∈ S1
por ψ e´ ψ−1({w}) = {t + 2kpi; k ∈ Z}, em que t ∈ R e´ qualquer nu´mero tal que
ψ(t) = w. Do ponto de vista geome´trico, t e´ uma determinac¸a˜o, em radianos, do
aˆngulo entre w e o eixo real, ou seja, t e´ um argumento de w. Quando t ∈ (−pi, pi],
diz-se que t e´ o argumento principal de w.
Proposic¸a˜o 2.35. Para todo t ∈ R, a restric¸a˜o ψt = ψ|(t, t+ 2pi) e´ um homeomor-
fismo de (t, t+ 2pi) sobre S1 \ {ψ(t)}.
Demonstrac¸a˜o: E´ claro que ψt e´ uma bijec¸a˜o cont´ınua. Seja p = ψ(t). Va-
mos mostrar que ψ−1t : S
1 \ {p} → (t, t + 2pi) e´ cont´ınua. Para isso, tome uma
sequeˆncia de pontos yn ∈ S1 \ {p} tal que yn −→ q ∈ S1 \ {p}. Para cada n ∈ N,
escolha sn ∈ (t, t + 2pi) tal que ψt(sn) = yn. Tem-se ψt(sn) −→ q. O ponto
t na˜o pode ser limite de nenhuma subsequeˆncia de (sn)n∈N, pois, caso contra´rio,
seria ψt(sn) −→ ψt(t) = p, o que na˜o ocorre. Logo, qualquer limite de uma sub-
sequeˆncia de (sn)n∈N deve ser um nu´mero b ∈ (t, t + 2pi) tal que, em virtude da
continuidade de ψ, satisfaz ψt(b) = q. Como ψt e´ injetiva, veˆ-se que b e´ o u´nico
valor de adereˆncia de (sn)n∈N, ou seja, sn −→ b. Em resumo, mostramos que
sn = ψ
−1
t (yn) −→ b = ψ−1t (q), donde segue que ψ−1t e´ cont´ınua, e assim ψt e´ homeo-
morfismo. (c.q.d)
Vejamos, agora, uma relac¸a˜o entre a aplicac¸a˜o ψ e caminhos a : I → S1 em S1.
Mais precisamente, mostraremos que todo caminho desse tipo pode ser estendido,
sobre certas condic¸o˜es, a um caminho a˜ : I → R, chamado o seu levantamento, ou,
geometricamente, a func¸a˜o aˆngulo de a. Fac¸amos isso para caminhos definidos em
qualquer compacto J = [c, d].
Proposic¸a˜o 2.36. Sejam J = [c, d] um intervalo compacto, a : J → S1 um caminho
e t1 ∈ R tal que a(c) = ψ(t1). Existe um u´nico caminho a˜ : J → R, com ponto inicial









Demonstrac¸a˜o: Suponha, primeiramente, que a e´ na˜o sobrejetivo. Digamos y ∈
S1\a(J). Sendo a(c) 6= y, deve existir um u´nico x ∈ ψ−1({y}) tal que t1 ∈ (x, x+2pi).
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Pela proposic¸a˜o 2.8, ψx = ψ|(x, x+2pi) e´ um homeomorfismo sobre S1\{y}. Portanto
a˜ = ψ−1x ◦ a e´ uma func¸a˜o desejada, nesse caso.
Consideremos, agora, o caso em que a e´ sobrejetivo. Nesse caso, a continuidade
uniforme de a nos fornece uma decomposic¸a˜o de J em intervalos compactos justa-
postos J = J1 ∪ · · · ∪ Jk, cada um dos quais com um extremo em comum, de modo
que a(Ji) 6= S1, para todo i ∈ {1, . . . , k}. Pelo caso anterior, segue que a proposic¸a˜o
e´ va´lida para as restric¸o˜es ai = a|Ji. Escolhemos, enta˜o, um caminho a˜1 : J1 → R
de modo que a˜1(c) = t1 e a1 = ψ ◦ a˜1. Agora, para cada i ∈ {2, . . . , k}, escrevemos
{ti} = Ji ∩ Ji−1 e escolhemos caminhos a˜i : Ji → R tais que a˜i(ti) = a˜i−1(ti) e
ai = ψ ◦ a˜i. Finalmente, definimos a˜ : J → R pondo a˜|Ji = a˜i, a qual cumpre,
evidentemente, a condic¸a˜o exigida.
Resta mostrar a unicidade de a. Com efeito, suponha que a˜, b : J → R sa˜o tais
que ψ ◦ a˜ = ψ ◦ b e a˜(c) = b(c). Isso significa que a˜(s) e b(s) sa˜o ambos argumentos
de eia˜(s) = eib(s), para todo s ∈ J , ou seja, a˜(s)− b(s) e´ sempre um mu´ltiplo de 2pi.
Portanto, a func¸a˜o f : J → Z dada por f(s) = a˜(s)− b(s)
2pi
esta´ bem definida e e´
cont´ınua. Pelo Teorema do valor intermedia´rio, e sendo f(s) ∈ Z, para todo s ∈ J ,
segue que f(J) e´ um ponto, isto e´, f e´ constante. Da´ı, e da hipo´tese de a˜(c) = b(c),
vem que f e´ identicamente nula e enta˜o a˜ = b. (c.q.d)
Conforme dito anteriormente, chamaremos a˜ uma func¸a˜o aˆngulo de a. Tal nome
justifica-se pelo fato geome´trico ja´ observado de a˜(s) ser uma determinac¸a˜o do aˆngulo
com que a(s) faz com o eixo real. A func¸a˜o aˆngulo se altera conforme alteramos a
escolha do ponto t1. Entretanto, essa alternaˆncia e´ perio´dica, pois se uma func¸a˜o-
aˆngulo tem in´ıcio num ponto t1, enta˜o as demais devem iniciar em pontos da forma
t1 + 2kpi, com k ∈ Z. Consequentemente, toda func¸a˜o aˆngulo de a tem a forma
â = a˜+ 2kpi.
Feitas essas considerac¸o˜es, estamos prontos para mostrar que pi1(S
1) e´ c´ıclico
infinito. A ideia e´ simples: a cada caminho fechado a : I → S1, vamos associar
um nu´mero inteiro η(a), chamado o seu grau, que corresponde ao nu´mero l´ıquido de
voltas que o caminho a da´ em torno de S1. Por nu´mero l´ıquido, entendemos como a
diferenc¸a entre nu´mero de voltas dadas por a no sentido anti-hora´rio pelo nu´mero de
voltas dadas no sentido hora´rio, isto e´, o nu´mero de voltas orientadas positivamente
menos o nu´mero de voltas orientadas negativamente. Mostraremos que a corres-
pondeˆncia a 7→ η(a) esta´ bem definida no conjunto das classes de homotopias de
caminhos fechados, e que define um isomorfismo de pi1(S
1) sobre Z. Continuaremos
indicando por ψ : R→ S1 a aplicac¸a˜o exponencial ψ(t) = eit.
Teorema 2.37. O grupo fundamental do c´ırculo e´ c´ıclico infinito.
Demonstrac¸a˜o: Dado um caminho fechado a : I → S1, defina η(a) = a˜(1)− a˜(0)
2pi
,
em que a˜ e´ uma func¸a˜o aˆngulo de a. Diz-se que η(a) e´ o grau do caminho a. Note
que, sendo a fechado, η(a) e´ um nu´mero inteiro. Ale´m disso, η(a) na˜o depende
da func¸a˜o aˆngulo escolhida para a, ja´ que duas func¸o˜es-aˆngulo quaisquer diferem
sempre de um mu´ltiplo de 2pi.
Mostremos que η pode ser definida, sem ambiguidade, em pi1(S
1). Para isso,
suponha a ∼= b. Escolha a˜, b˜ : I → R impondo que a˜(0) = b˜(0). Isso pode ser feito
em virtude de que a(0) = b(0) (por serem a e b homoto´picos), e da Proposic¸a˜o 2.9.
No caso particular em que a(s) e b(s) nunca sa˜o pontos ant´ıpodas, isto e´, |a(s)−
b(s)| < 2 para todo s ∈ I, veˆ-se que |a˜(1)− b˜(1)| < pi, pois, caso contra´rio, existiria,
pelo teorema do valor intermedia´rio aplicado a |a˜− b˜| e do fato de a˜(0)− b˜(0) = 0,
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um ponto s ∈ I tal que |a˜(s)− b˜(s)| = pi, ou seja, a(s) e b(s) seriam ant´ıpodas, uma
contradic¸a˜o. Por outro lado, a(1) = b(1) implica |a˜(1) − b˜(1)| ser mu´ltiplo de 2pi.
Logo, deve ser |a˜(1)− b˜(1)| = 0, isto e´, a˜(1) = b˜(1), ou seja, η(a) = η(b).
O caso geral reduz-se a esse. De fato, seja H uma homotopia entre a e b. A
continuidade uniforme de H nos fornece um δ > 0 para o qual t, t′ ∈ I, |t− t′| < δ ⇒
|H(s, t)−H(s, t′)| < 2, para todo s ∈ I. Tomando pontos 0 = t0 < t1 < · · · < tk = 1,
tais que tj − tj−1 < δ, para todo j ∈ {1, . . . , k}, e pondo a0 = a, aj(s) = H(s, tj)
e ak = b, obtemos caminhos fechados aj : I → Sn tais que |aj−1(s) − aj(s)| < 2
para todo s ∈ I. Enta˜o, pelo caso acima mencionado, tem-se η(a) = η(a1) = · · · =
η(ak−1) = η(b).
Obtemos, assim, que a func¸a˜o η : pi1(S
1) → Z dada por η([a]) = η(a) esta´ bem
definida, pois na˜o depende do representante a : I → S1 que se tome.
Sejam, agora, a, b : I → S1 caminhos fechados com o mesmo ponto base. Afir-
mamos que η(ab) = η(a) + η(b). Com efeito, escolha a˜, b˜ : I → R func¸o˜es-aˆngulo
para a e b, respectivamente, de forma que a˜(1) = b˜(0). Enta˜o a˜b˜ : I → R esta´ bem
definido e e´ uma func¸a˜o aˆngulo de ab. De fato,
(ψ ◦ a˜b˜)(t) =
{
ψ(a˜(2t)) = a(2t), t ∈ [0; 1/2]









(b˜(1)− b˜(0)) + (a˜(1)− a˜(0))
2pi
= η(a) + η(b).
Isso significa que η e´ um homomorfismo de grupos.
Suponha que η(a) = 0, para algum caminho fechado a : I → S1. Isso implica
a˜(0) = a˜(1), seja qual for a func¸a˜o aˆngulo a˜ que se tome. A aplicac¸a˜o H : I×I → R
dada por H(s, t) = (1 − t)a˜(s) + ta˜(0) e´, como se veˆ facilmente, uma homotopia
entre a˜ e ea˜(0). Finalmente, a func¸a˜o K : I × I → S1 dada por K = ψ ◦H nos da´
uma homotopia entre a e o caminho constante ea(0). Segue que [a] e´ a classe nula,
ou seja, o nu´cleo de η e´ trivial, ou ainda, η e´ injetivo.
Finalmente, tome q ∈ S1 e n ∈ Z. Seja y ∈ R tal que ψ(y) = q e considere o
caminho fechado a : I → Sn dado por a(s) = ei(y+2npis). Note que a tem base em q




isto e´, η e´ sobrejetivo. (c.q.d)
Todos os resultados que se seguem sa˜o consequeˆncias diretas do isomorfismo
pi1(S
1) ∼= Z acima. O Corola´rio abaixo fara´ uso do fato de que a esfera Sn e´
simplesmente conexa, sempre que n ≥ 2. Isso sera´ devidamente demonstrado no
Cap´ıtulo 3 (veja Exemplo 3.16 na pa´gina 51).
Corola´rio 2.38. Para todo n 6= 2, Rn e R2 na˜o sa˜o homeomorfos.
Demonstrac¸a˜o: Se R e R2 fossem homeomorfos, enta˜o R \ {0} e R2 \ {0} tambe´m
o seriam. Mas isso e´ imposs´ıvel, porque R2 \{0} e´ conexo por caminhos, mas R\{0}
na˜o. Tome, agora, n > 2. Suponha que exista um homeomorfismo f : R2 → Rn.
Deve ser, enta˜o, X = R2 \ {0} homeomorfo a Y = Rn \ {f(0)}. Evidentemente, esse
u´ltimo tambe´m e´ homeomorfo a Z = Rn \ {0}. Pelo Exemplo 1.22 na pa´gina 13,
sabemos que Rn \ {0} e Sn−1 teˆm o mesmo tipo de homotopia. Portanto pi1(Rk \
{0}) ∼= pi1(Sk−1), para todo k ∈ N. Isso mostra que pi1(X) ∼= pi1(S1) ∼= Z. Por outro
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lado, se n > 2, enta˜o pi1(Z) ∼= pi1(Sn−1) ∼= {0} 6= Z ∼= pi1(X). Absurdo, porque X
e Z serem homeomorfos implica pi1(X) ∼= pi1(Z). Segue que X e Z na˜o podem ser
homeomorfos, logo f na˜o pode existir. (c.q.d)
Corola´rio 2.39. S1 na˜o e´ contra´til.
Demonstrac¸a˜o: Se S1 fosse contra´til, enta˜o seria pi1(S
1) ∼= {0}, pelo Corola´rio
2.32. O Teorema 2.37 garante que isso na˜o ocorre. (c.q.d)
Teorema 2.40 (Brouwer). Toda func¸a˜o cont´ınua f : D2 → D2 possui um ponto
fixo.
Demonstrac¸a˜o 01: Invocando-se o Teorema 1.36 na pa´gina 17, basta mostrarmos
que S1 na˜o e´ um retrato de D2. Com efeito, se fosse assim, enta˜o, pela Proposic¸a˜o
2.28 na pa´gina 32, o homomorfismo ı∗, induzido pela inclusa˜o ı : S1 → D2, seria
injetivo. Mas pi1(S
1) = Z e D2 e´ simplesmente conexa, logo ı∗ e´ um homomorfismo
de Z sobre o grupo trivial {0}, o qual na˜o pode ser injetivo.
Demonstrac¸a˜o 02: Segue diretamente do Corola´rio 2.39 e da equivaleˆncia (1) ⇔
(3) do Teorema 1.36 na pa´gina 17. (c.q.d)
Teorema 2.41. Se f : S1 → S1 e´ cont´ınua e homoto´pica a uma constante, enta˜o
existe z ∈ S1 tal que f(−z) = f(z).
Demonstrac¸a˜o: Seja ψ : R → S1 a aplicac¸a˜o exponencial dada por ψ(x) =
(cos 2pix, sen 2pix) e seja a : I → S1 a restric¸a˜o ψ|I. Enta˜o b = f ◦ a e´ um ca-
minho em S1 homoto´pico a uma constante, logo [b] = x0 , para algum x0 ∈ S1.
Seja b˜ : I → R uma func¸a˜o-aˆngulo para b. Tem-se 0 = η(b) = (b˜(0) − b˜(1))/2pi,
ou seja, b˜(0) = b˜(1). Sendo b˜ um caminho fechado, a Proposic¸a˜o 2.22 na pa´gina 30
garante a existeˆncia de f˜ : S1 → R cont´ınua, tal que f˜ ◦ a = b˜. Da´ı, segue que













Se f˜ assume o mesmo valor em um par de ant´ıpodas z0 e −z0, o teorema esta´
provado. Caso isso na˜o ocorra, enta˜o a func¸a˜o h : S1 → R, definida por h(x) =
f˜(x)− f˜(−x) seria cont´ınua e tal que h(z0) = −h(−z0). Em virtude da conexidade
de S1, deve existir z ∈ S1 tal que h(z) = 0, isto e´, f˜(z) = f˜(−z), ou ainda,
f(z) = f(−z). (c.q.d)
Corola´rio 2.42 (Da Demonstrac¸a˜o). A fim de que uma aplicac¸a˜o cont´ınua f : S1 →
S1 seja homoto´pica a uma constante, e´ necessa´rio e suficiente que exista f˜ : S1 → R
cont´ınua, tal que f = ψ ◦ f˜ .
Demonstrac¸a˜o: O primeiro para´grafo da demonstrac¸a˜o do teorema acima garante
que a condic¸a˜o e´ necessa´ria. Reciprocamente, suponha f˜ : S1 → R cont´ınua tal que
f = ψ ◦ f˜ . Como R e´ contra´til, tem-se f˜ homoto´pica a uma constante. Portanto f
tambe´m o e´. (c.q.d)
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Teorema 2.43 (Borsuk-Ulam). Seja f : S2 → R2 uma func¸a˜o cont´ınua. Existe
x ∈ S2 tal que f(x) = f(−x).
Demonstrac¸a˜o: Suponha que f : S2 → R2 e´ cont´ınua e f(x) 6= f(−x), para todo
x ∈ S2. Defina g : S2 → S1 pondo g(x) = f(x)− f(−x)|f(x)− f(−x)| . Como se veˆ facilmente,
g e´ uma func¸a˜o cont´ınua e ı´mpar, ou seja, g(−x) = −g(x), para todo x ∈ S2.
Restringindo-se g ao equador E = {(x, y, z) ∈ S2; z = 0}, obtemos uma func¸a˜o
h = g|E : E → S1 cont´ınua e ı´mpar.
Identificando-se o equador E com o c´ırculo S1, podemos considerar h : S1 → S1.
Como h estende-se a toda esfera S2, em particular estende-se ao hemisfe´rio H =
{(x, y, z) ∈ S2; z ≥ 0}, o qual e´ um conjunto contra´til, pois e´ homeomorfo ao disco
D2 = {x ∈ R2; |x| = 1}. Segue, do Teorema 1.28 na pa´gina 15, que h e´ homoto´pica
a uma constante. Pelo Teorema 2.41, existe x ∈ S1 tal que h(x) = h(−x). Mas isso
na˜o ocorre, pois h e´ ı´mpar. (c.q.d)
Corola´rio 2.44. S2 na˜o e´ homeomorfo a nenhum subconjunto de R2.
Tanto o Teorema do ponto fixo de Brouwer quanto o teorema de Borsuk-Ulam sa˜o
va´lidos para dimenso˜es maiores, e podem ser demonstrados com maior generalidade
por meio do estudo da homologia simplicial (veja [?], pa´ginas 114 e 176).
Existe uma interpretac¸a˜o curiosa do Teorema de Borsuk-Ulam, que afirma que
a cada instante existem, sobre a superf´ıcie da terra, dois pontos diametralmente
opostos nos quais a temperatura e a pressa˜o atmosfe´rica coincidem.
Teorema 2.45 (Fundamental da A´lgebra). Todo polinoˆmio na˜o constante com co-
eficientes em C possui uma raiz complexa.
Demonstrac¸a˜o: Seja p(z) = a0+a1z+· · ·+anzn um polinoˆmio de grau n > 0. Sem
perda de generalidade, suponha an = 1. Suponha que p(z) na˜o possui raiz complexa.
Enta˜o, para cada r ≥ 0, o caminho ar(s) = p(re
2piis)/p(r)
|p(re2piis)/p(r)| e´ fechado em S
1 ⊆ C,
com base no ponto 1. Para cada r ≥ 0, a aplicac¸a˜o Hr : I2 → S1, H(s, t) = atr(s) e´
uma homotopia de caminhos entre os caminhos fechados ar e a0 = e1, com base no
ponto 1. Portanto [ar] = 0 para todo r ≥ 0. Tome r > 1 + |a0|+ |a1|+ · · ·+ |an−1|.
Como r > 1, obtemos que rk−1 < rk, para todo k ∈ N. Ale´m disso, quando |z| = r,
tem-se
|z|n = rn = r · rn−1 > (|a0|+ |a1|+ · · ·+ |an−1|)|zn| ≥ |a0 + a1z + · · ·+ an−1zn−1|.
Por conseguinte, o polinoˆmio pt(z) = z
n + t(a0 + a1z + · · · + an−1zn−1) na˜o possui
ra´ızes no c´ırculo |z| = r, sempre que t ∈ I. Dessa forma, pondo




veˆ-se que F e´ uma homotopia de caminhos entre ar e b(s) = e
2piins. Se η e´ a func¸a˜o
grau que define o isomorfismo pi1(S
1) ∼= Z, enta˜o 0 = η(a0) = η(ar) = η(b) = n, pois
a0 ∼= ar ∼= b e η consiste em determinar o nu´mero l´ıquido de voltas de um caminho
fechado em torno do ponto base. Portanto, n = 0, donde segue que p e´ constante.
Contradic¸a˜o. (c.q.d)
Corola´rio 2.46. Toda func¸a˜o polinomial de grau n > 0 em C e´ sobrejetiva.
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Proposic¸a˜o 2.47. Se X e Y sa˜o espac¸os conexos por caminhos, enta˜o pi1(X×Y ) ∼=
pi1(X)× pi1(Y ).
Demonstrac¸a˜o: Sejam x0 ∈ X e y0 ∈ Y . Escreva Z = X × Y e z0 = (x0, y0) ∈ Z.
Consideremos p : (Z, z0) → (X, x0) e q : (Z, z0) → (Y, y0) as projec¸o˜es naturais.
Um caminho fechado a : I → Z, com base em z0, e´ da forma a(s) = (a1(s), a2(s)),
em que a1 = p ◦ a : I → X e´ fechado com base em x0 e a2 = q ◦ a : I → Y e´
fechado com base em y0. Definimos ϕ : pi1(Z, z0) → pi1(X, x0) × pi1(y, y0) pondo
ϕ(α) = (p∗(α), q∗(α)). Se H : a ∼= a′, em que a′(s) = (a′1(s), a′2(s)), enta˜o as
homotopias K1 = p ◦ H : a1 ∼= a′1 e K2 = q ◦ H : a2 ∼= a′2 nos da˜o uma homotopia
K : I2 → X × Y entre ϕ([a]) e ϕ([a′]), a saber, K(x, t) = (K1(x, t), K2(x, t)). Segue
que ϕ esta´ bem definida e, evidentemente, e´ um isomorfismo de grupos. (c.q.d)
Corola´rio 2.48. O grupo fundamental do toro S1 × S1 e´ o produto de dois grupos
c´ıclicos infinitos.
Demonstrac¸a˜o: Com efeito, pi1(S
1 × S1) ∼= pi1(S1)× pi1(S1) ∼= Z× Z. (c.q.d)
2.7 Grupos Fundamentais Abelianos
Ja´ sabemos que se pi1(X, x0) for abeliano, para algum x0 ∈ X, com X espac¸o
conexo por caminhos, enta˜o pi1(X, x) e´ abeliano para todo x ∈ X. Mostraremos,
agora, com aux´ılio do Teorema 2.16 na pa´gina 28 e seus corola´rios, que se o grupo
pi1(X) for abeliano, enta˜o ele pode ser considerado como o grupo das classes de
homotopias livres de caminhos fechados em X.
Teorema 2.49. Seja X conexo por caminhos. Se pi1(X, x0) e´ abeliano, enta˜o
pi1(X, x0) esta´ em bijec¸a˜o com as classes de homotopias livres de caminhos fechados
em X.
Demonstrac¸a˜o: Dado α ∈ pi1(X, x0), seja Ω(α) a classe de homotopia livre que
conte´m α. Tal Ω esta´ bem definida, porque dois caminhos fechados e homoto´picos
com extremos fixos sa˜o sempre livremente homoto´picos. Ale´m disso, se [b] = β e´
uma classe de homotopia livre de caminhos fechados com base num ponto x1 ∈ X,
enta˜o tomando-se a : I → X caminho ligando x0 a x1, tem-se c = (ab)a−1 livremente
homoto´pico a b, sendo c fechado com ponto base em x0. Finalmente, se Ω(α) = Ω(β)
para certos α, β ∈ pi1(X, x0), enta˜o, pelo Corola´rio 2.18 na pa´gina 29, α e β sa˜o con-
jugados no grupo abeliano pi1(X, x0), donde segue que α = β. Portanto, Ω e´ bijec¸a˜o.
(c.q.d)
O grupo fundamental do c´ırculo foi calculado da maneira mais elementar poss´ıvel.
Vejamos, a seguir, uma demonstrac¸a˜o direta de que tal grupo e´ abeliano. Se
tive´ssemos feito isso desde o in´ıcio, poder´ıamos ter calculado pi1(S
1) simplesmente
olhando-se para as classes de homotopias livres de caminhos em S1, conforme Te-
orema acima. Isso tornaria todo o ca´lculo feito mais simples, uma vez que toda
homotopia de caminhos fechados e´ uma homotopia livre.
Definic¸a˜o 2.50. Uma multiplicac¸a˜o num espac¸o topolo´gico X e´ uma func¸a˜o m :
X × X → X. Denota-se m(x, y) = x · y, para cada x, y ∈ X. Um ponto e ∈ X
chama-se um elemento neutro de m se, e somente se, e · x = x = x · e, para todo
x ∈ X.
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Definic¸a˜o 2.51. Seja X um espac¸o topolo´gico dotado de multiplicac¸a˜o cont´ınua
com elemento neutro. Sejam a, b : I → X caminhos. Definimos o caminho-produto
a · b : I → X pondo (a · b)(s) = a(s) · b(s).
Observe que a · b consiste na restric¸a˜o da multiplicac¸a˜o m : X × X → X ao
subconjunto compacto a(I) × b(I), logo e´ de fato um caminho em X. Se a e b sa˜o
fechados com base no elemento neutro e, enta˜o a · b tambe´m o e´.
Proposic¸a˜o 2.52. Seja X um espac¸o munido de multiplicac¸a˜o cont´ınua com ele-
mento neutro e. Se a, b, a′, b′ : I → X sa˜o fechados, com base no elemento neutro e,
e tais que H : a ∼= a′ e G : b ∼= b′, enta˜o a · b ∼= a′ · b′.
Demonstrac¸a˜o: Defina F : I × I → X por F (s, t) = H(s, t) ·G(s, t). F e´ eviden-
temente cont´ınua, como a restric¸a˜o da multiplicac¸a˜o de X ao compacto H(I × I)×
G(I × I). Ale´m disso, F (s, 0) = H(s, 0) · G(s, 0) = a(s) · b(s) = (a · b)(s). Analo-
gamente, F (s, 1) = (a′ · b′)(s). Tambe´m, F (0, t) = H(0, t) · G(0, t) = e · e = e =
(a · b)(0) = (a′ · b′)(0) = (a′ · b′)(1) = (a · b)(1) = e = e · e = H(1, t) ·G(1, t) = F (1, t).
Por conseguinte, F e´ uma homotopia de caminhos entre a · b e a′ · b′. (c.q.d)
Da proposic¸a˜o acima, obtemos uma nova operac¸a˜o no conjunto das classes de
homotopias de caminhos fechados com base no elemento neutro pi1(X, e): basta
definir α · β = [a · b], sempre que α = [a] e β = [b]. Mostraremos, a seguir, um fato
curioso: a existeˆncia de uma multiplicac¸a˜o cont´ınua com elemento neutro e em X
obriga que o grupo fundamental pi1(X, e) seja abeliano. Isso nos conduzira´ tambe´m
a uma relac¸a˜o entre o produto de caminhos do grupo fundamental e o produto
induzido pela multiplicac¸a˜o.
Proposic¸a˜o 2.53. Seja X espac¸o topolo´gico munido de multiplicac¸a˜o cont´ınua com
elemento neutro e e sejam a, b : I → X caminhos fechados com base em e. Enta˜o
aee · eeb = ab e eea · bee = ba.
Demonstrac¸a˜o: Sejam s ∈ [0, 1/2] e s′ ∈ [1/2, 1]. Tem-se (aee · eeb)(s) = aee(s) ·
eeb(s) = a(2s) · ee(2s) = a(2s) · e = a(2s) = ab(s). Ale´m disso, (aee · eeb)(s′) =
aee(s
′) · eeb(s′) = ee(2s′ − 1) · b(2s′ − 1) = e · b(2s′ − 1) = b(2s′ − 1) = ab(s′). Isso
mostra que aee · eeb = ab. A outra igualdade e´ provada de modo ana´logo. (c.q.d)
Teorema 2.54. Seja X espac¸o dotado de multiplicac¸a˜o com elemento neutro e.
Enta˜o pi1(X, e) e´ abeliano e αβ = α · β, para quaisquer α, β ∈ pi1(X, e).
Demonstrac¸a˜o: Dados a, b : I → X fechados com ponto base em e, tem-se
ab = aee · eeb ∼= a · b ∼= eea · bee = ba,
donde segue o resultado. (c.q.d)
Corola´rio 2.55. O grupo fundamental de um grupo topolo´gico e´ abeliano.
Como S1 e´ um grupo topolo´gico, com a operac¸a˜o multiplicac¸a˜o de nu´meros
complexos, segue-se do corola´rio acima que pi1(S
1) e´ abeliano, como ja´ sab´ıamos.
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2.8 Consequeˆncias de pi1(S
1) ∼= Z a` Integrac¸a˜o com-
plexa
Todos os conceitos abordados ate´ aqui mostram-se de extrema importaˆncia a`
outras a´reas da Matema´tica. Uma aplicac¸a˜o bem interessante do estudo de homo-
topias de caminhos e´ a teoria de integrac¸a˜o complexa. Em particular, obteˆm-se
com elegaˆncia e simplicidade os Teoremas de integrac¸a˜o de Cauchy. Ale´m disso,
essa ideia nos permite caracterizar de uma forma bastante calcula´vel os conjuntos
simplesmente conexos do plano R2. Ideias muito parecidas ocorrem, tambe´m, no
estudo das integrais curvil´ıneas, em Ana´lise Vetorial.
Os teoremas que discutiremos a seguir tem aˆmbito no plano R2. Para transpor-
tar tal problema a um ambiente mais conhecido, fac¸amos assim: dado um caminho
fechado a : I → R2 e um ponto z0 ∈ R2 \ a(I), defina o caminho a1 : I → S1 pondo
a1(t) = (a(t) − z0)/|a(t) − z0|, o qual e´ evidentemente fechado, em virtude de a o
ser. Como vimos no Teorema 2.37 na pa´gina 35, o grau do caminho a1 e´ o nu´mero
η(a1) = (a˜1(1) − a˜1(0))/2pi, em que a˜1 e´ uma func¸a˜o-aˆngulo de a1. Sabemos que
η(a1) e´ sempre um nu´mero inteiro e que na˜o depende da func¸a˜o-aˆngulo a˜1 escolhida.
Para tornar a notac¸a˜o mais conveniente, passaremos a escrever η(a, z0) em vez de
η(a1), e chamaremos tal nu´mero o ı´ndice de a com respeito a z0.
Em virtude do Teorema 2.37 na pa´gina 35, segue imediatamente que:
1. Se a−1 e´ o caminho inverso de a, enta˜o η(a, z0) = −η(a−1, z0);
2. Se a e´ livremente homoto´pico a b, enta˜o η(a, z0) = η(b, z0).
3. Se z ∈ R2 \ a(I) pertence a` mesma componente conexa por caminhos de z0,
enta˜o η(a, z0) = η(a, z).
Com efeito, a u´nica afirmac¸a˜o na˜o trivial e´ a (3). Para verifica´-la, conve´m per-
ceber a igualdade o´bvia η(a, z0) = η(a− z0, (0, 0)) (∗). Se c : I → R2 e´ um caminho
ligando z0 a z, defina F : I × I → R2 pondo F (s, t) = a(s) − c(t). Como se veˆ
imediatamente, F e´ uma homotopia livre (em R2 \{(0, 0)}) entre os caminhos a−z0
e a− z. O resultado segue-se, portanto, de (2) e de (∗).
Um caminho fechado a : I → X chama-se simples quando a|(0, 1) e´ injetivo, isto
e´, quando a(t) = a(s) implicar t = s, exceto para t, s ∈ {0, 1} (pois a e´ fechado).
Evidentemente, como o ı´ndice de um caminho fechado consiste em contar o
nu´mero l´ıquido de voltas percorridas no seu trac¸o quando t varia em I, enta˜o se z0
pertence a` componente conexa por caminhos limitada de X = R2 \ a(I) (Teorema
da Curva de Jordan), tem-se |η(a, z0)| = 1. Por outro lado, mostra-se que se z0
pertencer a` componente conexa por caminhos ilimitada de X, enta˜o η(a, z0) = 0.
Vejamos como calcular o ı´ndice de um caminho fechado sob o ponto de vista do
Ca´lculo Integral. Lembramos, da Ana´lise Complexa, que se a : I → C e´ um caminho
de classe C1, isto e´, se a for deriva´vel e sua derivada a′ for cont´ınua em todos os
pontos de I, enta˜o define-se, para uma func¸a˜o complexa f , definida e cont´ınua em
















Demonstrac¸a˜o: Seja a1 : I → C o caminho a1(t) = (a(t) − w)/r(t), em que
r(t) = |a(t) − w|, e seja a˜1 uma de suas func¸o˜es-aˆngulo. Escreva b = a˜1. Tem-se
a(t)− w = r(t)eib(t), logo∫
b
dz
z − w =
∫ 1
0
[(r′eib + irb′eib)/reib]dt =
= [log(r(t)) + ib(t)]|10 = i(b(1)− b(0)) =
= 2pii[b(1)− b(0)]/(2pi) = 2piiη(b, w). (c.q.d)
Decorre, da proposic¸a˜o acima, o:
Teorema 2.57 (Fo´rmula Integral de Cauchy). Seja f uma func¸a˜o complexa anal´ıtica
num conjunto aberto conexo A ⊆ C. Seja a um caminho fechado de classe C1 em
A. Se w ∈ A \ a(I), enta˜o








O Teorema de Van-Kampen
Do ponto de vista pra´tico, o ca´lculo do grupo fundamental de um espac¸o pode
ser bastante complicado. Uma forma de remediar esse problema e´ buscando-se resul-
tados que permitem simplificar ou algoritmizar as contas envolvidas nesse processo.
O Teorema de Seifert Van-Kampen, que trataremos neste cap´ıtulo, e´ uma das fer-
ramentas mais poderosas e u´teis existentes para tal finalidade, porque garante a
possibilidade de calcular o grupo fundamental de um espac¸o topolo´gico X a partir
dos grupos fundamentais de subespac¸os conexos por caminhos de X.
Tendo em vista a extrema importaˆncia desse resultado, iremos enuncia´-lo da
forma mais geral poss´ıvel. Algumas restric¸o˜es a tal enunciado nos permitira˜o tratar
dos casos mais conhecidos, pore´m menos abrangentes, de tal teorema. O tratamento
pelo qual sera˜o feitas as exposic¸o˜es sera´ inteiramente catego´rico e funtorial, fato que
garantira´ a generalidade desejada. Antes de mais nada, fac¸amos uma revisa˜o das
ideias alge´bricas centrais que utilizaremos. Os livros de [10] e [9] conte´m boas leituras
sobre as discusso˜es aqui envolvidas.
3.1 Grupoides e Esqueleto de uma Categoria
Definic¸a˜o 3.1. Uma Categoria C chama-se um grupoide se, e somente se, todo
morfismo entre objetos de C e´ um isomorfismo.
Noutras palavras, uma categoria C e´ dita ser um grupoide quando, dados quais-
quer objetos x, y de C e qualquer morfismo f : x→ y, existir um morfismo g : y → x
tal que f ◦ g = idy e g ◦ f = idx.
Exemplo 3.2. Evidentemente, para qualquer espac¸o topolo´gico X, o grupoide fun-
damental Π(X) (definido no Cap´ıtulo 2), quando visto como uma categoria, e´ um
grupoide (conforme exposto na sec¸a˜o anterior). A colec¸a˜o de todos os grupoides
e´ ainda uma categoria: basta tomar os funtores entre grupoides como sendo os
morfismos. Denotaremos essa categoria dos grupoides por Gpd. A correspondeˆncia
X 7→ Π(X) define um funtor Π entre a categoria dos espac¸os topolo´gicos e a catego-
ria dos grupoides, chamado o funtor grupoide fundamental. A cada func¸a˜o cont´ınua
f : X → Y entre espac¸os topolo´gicos, Π(f) e´ o morfismo induzido por f entre Π(X)
e Π(Y ).
Definic¸a˜o 3.3. Seja C uma categoria. Um esqueleto de C e´ uma subcategoria que
possui um objeto para cada classe de isomorfismo de objetos de C.
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Evidentemente, todo esqueleto de uma categoria C e´ uma subcategoria plena de
C. A noc¸a˜o de esqueleto pode parecer um pouco estranha aos leitores iniciantes,
mas ela e´ extremamente simples e comum em matema´tica. Por exemplo, quando fa-
lamos de um grupo G c´ıclico infinito, pensamos imediatamente no grupo aditivo dos
nu´meros inteiros. Isso acontece porque para se entender as propriedades alge´bricas
de G, basta compreender as propriedades alge´bricas de Z, em virtude do isomorfismo
G ∼= Z. Portanto, na˜o e´ necessa´rio preocupar-se em estudar rigorosamente toda a
categoria dos grupos, mas sim um esqueleto dela. Essa ideia fica ainda mais clara a
partir da proposic¸a˜o que se segue.
Proposic¸a˜o 3.4. Toda Categoria e´ equivalente a um de seus esqueletos.
Demonstrac¸a˜o: Seja C uma categoria e S um esqueleto de C. Considere J : S → C
como o funtor inclusa˜o, isto e´, J(x) = x e J(f) = f sempre que x for objeto de S e
f um morfismo. Vamos mostrar que J e´ uma equivaleˆncia homoto´pica.
Para cada objeto x em C, definimos F (x) como sendo o u´nico objeto em S que
e´ isomorfo a x. Denotaremos por αx : x → F (x) como sendo qualquer isomorfismo
entre x e F (x). Quando x e´ tambe´m um objeto de S, tomemos αx como sendo a
identidade. Se f : x → y e´ um morfismo em C, declare F (f) : F (x) → F (y) como
F (f) = αy ◦ f ◦ (αy)−1. As aplicac¸o˜es x 7→ F (x) e f 7→ F (f) definem um funtor
F : C → S. Com efeito, e´ claro que F (idx) = idF (x). Dados f : x → y e g : y → z
morfismos em C, tem-se
F (g ◦ f) = αz ◦ (g ◦ f) ◦ (αx)−1 = αz ◦ g ◦ ((αy)−1 ◦ αy) ◦ f ◦ (αx)−1 =
= (αz ◦ g ◦ (αy)−1) ◦ (αy ◦ f ◦ (αx)−1) = F (g) ◦ F (f).
Finalmente, mostremos que F e´ um funtor “inverso”de J . Para isso, basta
perceber que comutam, para quaisquer x, y ∈ obj(S), f : x → y morfismo, z, w ∈
obj(C) e g : z → w morfismo em C, os seguintes diagramas:
x = (F ◦ J)(x)
(F◦J)(f)=f

ıx // idS(x) = x
f=id(f)









y = (F ◦ J)(y) ıy // idS(y) = y (J ◦ F )(w) (αw)
−1
// idC(w) = w
.
De fato, o diagrama da esquerda significa que F ◦ J = idS, e o da direita nos da´
J ◦ F ∼= idC . A verificac¸a˜o da comutatividade de ambos e´ imediata. (c.q.d)
Se X e´ um espac¸o topolo´gico e x ∈ X e´ seu ponto base, enta˜o podemos considerar
pi1(X, x) como sendo um grupoide que possui um u´nico elemento. Os morfismos sa˜o
os elementos do grupo e a composic¸a˜o de morfismos e´ a multiplicac¸a˜o do grupo.
Esse fato sera´ usado no resultado que se segue.
Corola´rio 3.5. Seja X um espac¸o conexo por caminhos. Para todo x ∈ X, a
inclusa˜o pi1(X, x)→ Π(X) e´ uma equivaleˆncia catego´rica.
Demonstrac¸a˜o: Com efeito, o grupo fundamental pi1(X, x) e´ um esqueleto de
Π(X). Isso justifica-se pela igualdade o´bvia pi1(X, x) = HomΠ(X)(x, x). (c.q.d)
Dados S e K esqueletos de uma categoria C, a Proposic¸a˜o 3.4 garante que S
e´ equivalente a C e, tambe´m, K e´ equivalente a C. Portanto, S e´ equivalente a
K. Isso mostra que o esqueleto de uma categoria e´ u´nico, a menos de isomorfismos.
Tendo em ma˜os essa unicidade, passemos a denotar um esqueleto qualquer de C por
Sk(C).
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3.2 O Teorema para Grupoides
Qualquer famı´lia U = (Uλ)λ∈L de conjuntos pode ser considerada como uma
categoria cujos objetos sa˜o os conjuntos de U e cujos morfismos sa˜o as incluso˜es de
conjuntos.
A correspondeˆncia Uλ 7→ Π(Uλ), com λ ∈ L, define um funtor Π|U entre U
e a categoria dos grupoides, o qual chamaremos a restric¸a˜o de Π a U . Ou seja,
Π|U e´ um U -diagrama de grupoides. Esses fatos sera˜o usados a seguir sem maiores
comenta´rios.
Definic¸a˜o 3.6. Uma famı´lia de conjuntos U = (Uλ)λ∈L chama-se fechada para
intersec¸o˜es finitas se, para quaisquer λ1, . . . , λn ∈ L, com n ∈ N, tem-se Uλ1 ∩ · · · ∩
Uλn = Uλ, para algum λ ∈ L.
Noutras palavras, U e´ fechada para intersec¸o˜es finitas se a intersec¸a˜o de quaisquer
finitos elementos de U e´ ainda um elemento de U .
Feitas essas considerac¸o˜es, podemos passar, diretamente, ao teorema principal
desse cap´ıtulo.
Teorema 3.7 (Van-Kampen). Sejam X um espac¸o topolo´gico e U = (Uλ)λ∈L uma
cobertura de X por subconjuntos abertos conexos por caminhos. Suponha que U e´
fechada para intersec¸o˜es finitas. Enta˜o Π(X) e´ o limite injetivo do diagrama Π|U .
Simbolicamente, Π(X) ∼= colimUλ∈U Π(Uλ).
Demonstrac¸a˜o: Sejam C um grupoide qualquer e η : Π|U → C um morfismo entre
U -diagramas de grupoides. Devemos mostrar que existe um morfismo η˜ : Π(X)→ C














Lembramos que η˜ deve ser um morfismo de grupoides, ou seja, um funtor entre
Π(X) e C. Pois bem: dado qualquer objeto x ∈ Π(X), existe λ ∈ L tal que x ∈ Uλ.
Definimos, enta˜o, η˜(x) = ηλ(x). Suponha que exista µ ∈ L, com µ 6= λ, para o qual
x ∈ Uµ. Enta˜o x ∈ Uλ ∩ Uµ, que e´ um objeto de U , por definic¸a˜o, e denotando por















Com efeito, e´ evidente a igualdade Π(ıλ) ◦Π(ı) = Π(ıλ,µ), em que ı : Uλ,µ ↪→ Uλ.
Tambe´m, o fato de η˜ ◦ Π(ıλ) = ηλ segue da pro´pria definic¸a˜o de η˜. Da´ı, ηλ ◦ Π(ı) =
(η˜ ◦ Π(ıλ)) ◦ Π(ı) = η˜ ◦ (Π(ıλ) ◦ Π(ı)) = (η˜ ◦ Π(ıλ,µ)) = ηλ,µ. Observe que a u´ltima
igualdade consiste exatamente na definic¸a˜o de η˜ nos pontos de Uλ ∩ Uµ.
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Portanto, tem-se ηλ,µ(x) = (ηλ ◦Π(ı))(x) = ηλ(x). Analogamente, verifica-se que
ηλ,µ(x) = ηµ(x). Isso implica ηλ(x) = ηµ(x). Segue que a definic¸a˜o de η˜ na˜o depende
do Uλ que se tome na cobertura U , logo η˜ esta´ bem definida nos objetos de Π(X).
Passemos a` definic¸a˜o de η˜ nos morfismos em Π(X). Para tanto, tome um caminho
a : I → Π(X) tal que a(0) = x e a(1) = y. Na notac¸a˜o catego´rica de Π(X), isso
equivale a dizer que a classe de homotopia de a e´ um morfismo entre x e y, ou seja,
podemos escrever a : x→ y.
Suponha, primeiro, que a(I) ⊆ Uλ, para algum λ ∈ L. Nesse caso, definimos
η˜[a] = ηλ[a]. Vimos acima que, se µ ∈ L e´ tal que a(I) ⊆ Uµ, enta˜o deve ser
ηλ[a] = ηµ[a], logo na˜o ha´ ambiguidade na atuac¸a˜o de η˜ neste primeiro caso.




I = a−1(Π(X)) =
⋃
λ∈L
a−1(Π(Uλ)), ou seja, as imagens inversas por a dos Π(Uλ),
λ ∈ L, formam uma cobertura aberta de I.
A compacidade desse u´ltimo nos da´ uma decomposic¸a˜o I = [0, t1] ∪ [t1, t2] · · · ∪
[tn, 1] tal que, pondo 0 = t0 e 1 = tn+1, existem λ0, . . . , λn ∈ L tais que a([tj, tj+1]) ⊆
Uλj , para todo j ∈ {0, 1, . . . , n}. Portanto, para cada j, o caminho aj = a|[tj, tj+1]
atua em somente um aberto da cobertura U e, ale´m disso, e´ claro que [a] = [a0] ◦
[a1] ◦ . . . ◦ [an]. Escreva P = {t0, t1, . . . , tn, tn+1}. Tal conjunto P e´ uma partic¸a˜o
de I com a propriedade de que a imagem, por a, de todo sub-intervalo fechado de I
cujos extremos sa˜o pontos de P com ı´ndices consecutivos esta´ inteiramente contida
em algum aberto da cobertura U . Qualquer partic¸a˜o com a propriedade acima sera´
chamada uma partic¸a˜o boa do intervalo I referente ao caminho a. Definimos, assim,
η˜[a] = ζ(a, P ) = ηλ0 [a0] ◦ . . . ◦ ηλn [an] = η˜[a0] ◦ . . . ◦ η˜[an].
Vamos mostrar que a definic¸a˜o de η˜ na˜o depende da partic¸a˜o que se tome em
I. De fato, sejam P = {0 = t0 < t1 < t2 < · · · < tk < tk+1 = 1} e P ′ =
{t′0 = 0 < t′1 < t′2 < · · · < t′l < tl+1 = 1} partic¸o˜es de I tais que, para cada





j]) ⊆ Uµj . Dado um caminho a : I → X, devemos mostrar que
ζ(a, P ) = ζ(a, P ′).
Para tanto, seja Q = P ∪ P ′. Sendo Q um refinamento de P e P ′, podemos
escrever Q = {0 = r0 < r1 < · · · < rm < rm+1 = 1}. Se, para um dado i ∈
{0, 1, . . . ,m}, o intervalo Qi = [ri, ri+1] for igual a algum subintervalo Pj = [tj, tj+1]
referente a partic¸a˜o P , enta˜o e´ evidente que Qi ⊆ Uλj . O mesmo ocorre se Qi = P ′j ,
para algum j ∈ {0, 1, . . . , l}. Suponha, agora, que ri = tj e ri+1 = t′s+1. Ora, tem-se,
evidentemente, Qi = [ri, ri+1] ⊆ Uλi ∩Uµs = Uλ, para algum λ ∈ L, pois U e´ fechada
para intersec¸o˜es finitas. Isso mostra que cada subintervalo [ri, ri+1] de I referente
a` partic¸a˜o Q esta´ contido em algum aberto da cobertura U . Como η˜ na˜o depende
do termo de U que se tome, tem-se ζ(a, P ) = η˜[a|P0] ◦ η˜[a|P1] ◦ · · · ◦ η˜[a|Pk] =
η˜[a|Q0] ◦ η˜[a|Q1] ◦ · · · ◦ η˜[a|Qm] = ζ(a,Q). Analogamente, ζ(a, P ′) = ζ(a,Q), donde
ζ(a, P ) = ζ(a, P ′), provando, assim, a afirmac¸a˜o.
Resta mostrar que η˜ esta´ bem definido nas classes de homotopia de caminhos
em X. Para isso, tomemos H : a ∼= b homotopia de caminhos a, b : x → y. O
lema de Lebesgue, aplicado a` cobertura formada pelas imagens inversas dos abertos
de U pela homotopia H nos fornece uma decomposic¸a˜o do compacto I × I como a
reunia˜o de sub-retaˆngulos Rij = [ti, ti+1] × [sj, sj+1], com 0 ≤ i ≤ k e 0 ≤ j ≤ m,
para certos k,m ∈ N, de forma que Rij ⊆ Uλ, para algum λ ∈ L. Refinando,
se necessa´rio for, as partic¸o˜es P = {t0 = 0 < t1 < · · · < tk < tk+1 = 1} e
Q = {0 = s0 < s1 < · · · < sm < sm+1 = 1} do intervalo I, podemos supor que P e
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Q sa˜o partic¸o˜es boas de I referentes aos caminhos a e b, respectivamente.
Os caminhos que ligam ve´rtices opostos de qualquer retaˆnguloRij sa˜o homoto´picos,
em virtude do Exemplo 2.2 na pa´gina 23. Uma tal homotopia sempre pode ser esten-
dida para uma homotopia do pro´prio retaˆngulo, por ser esse um conjunto contra´til.
Noutras palavras, denotando jx como a classe de homotopia do caminho constante




y. Sendo as imagens de tais
caminhos inteiramente contidas em algum aberto de U , obtemos η(jx[ai]) = η([bi]
j
y),
para quaisquer 0 ≤ i ≤ k e 0 ≤ j ≤ m que se tome. Em func¸a˜o disso, conclu´ımos
imediatamente que η˜(x[a]) = η˜([b]y), tendo em vista que a definic¸a˜o de η˜ depende




x) ◦ · · · ◦ ηµm(mx ) ◦ ηλ0 [a0] ◦ · · · ◦ ηλk [ak] = ηλ0 [a0] ◦ · · · ◦ ηλk [ak] = η˜[a],
e, analogamente, η˜(y[b]) = η˜[b], donde segue que η˜[a] = η˜[b]. (c.q.d)
3.3 O Teorema para Grupos Fundamentais
Conforme ja´ mencionado, a versa˜o mais importante do Teorema de Seifert - Van
Kampen descreve, no aˆmbito da teoria dos grupos, o grupo fundamental de um de
um espac¸o conexo por caminhos coberto por subconjuntos conexos por caminhos,
em termos dos homomorfismos induzidos pelas incluso˜es naturais. Existem, na
realidade, va´rias formas equivalentes de enuncia´-lo, cada uma das quais utilizando-
se de uma linguagem alge´brica pro´pria.
A mais apropriada no contexto da Matema´tica Moderna e´ a linguagem ca-
tego´rica, da qual trataremos a seguir. Apresentamos, logo em seguida, algumas das
formas mais fracas do teorema, juntamente a va´rios exemplos de utilidade pra´tica
nos quais ele se aplica.
Teorema 3.8 (Seifert Van-Kampen). Seja X um espac¸o conexo por caminhos e
x0 ∈ X ponto base. Seja U =
⋃
λ∈L
Uλ cobertura fechada para intersec¸a˜o finita,
formada por conjuntos abertos conexos por caminhos. Suponha que x0 ∈ Uλ, para
todo λ ∈ L. O funtor pi1( , x0), restrito a cada um dos Uλ, fornece um U-diagrama
de grupos. O grupo fundamental pi1(X, x0) e´ o colimite desse diagrama.
Demonstrac¸a˜o: Suponha, primeiramente, que a cobertura U e´ finita. Seja G um
grupo qualquer e η : pi1|U → G um morfismo de U -diagramas de grupos, isto e´,
uma transformac¸a˜o natural entre pi1|U e G. Para cada λ ∈ L, seja ıλ : Uλ → X a
inclusa˜o. Devemos construir um homomorfismo de grupos η˜ : pi1(X, x0)→ G, u´nico
a menos de isomorfismos, de forma que o diagrama seguinte seja comutativo, para















Como sempre, pensamos G como um grupoide que possui um u´nico objeto, cujos
morfismos sa˜o os elementos do grupo e cuja composic¸a˜o de morfismos e´ o produto
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do grupo. Ja´ vimos que a inclusa˜o J : pi1(X, x0) → Π(X) e´ uma equivaleˆncia
catego´rica, cujo inverso e´ o funtor F : Π(X)→ pi1(X, x0), determinado pelas classes
de homotopia dos caminhos em X cujo ponto inicial e´ x0, ou seja, caminhos ay :
x0 → y, em que y ∈ X, com a propriedade de que, quando x = y, escolhemos
F ([a]) = x0 .
Sendo U finita e fechada para intersec¸o˜es finitas, podemos escolher caminhos
ay : x0 → y que moram inteiramente em um dos Uλ, desde que seja y ∈ Uλ. De
fato, se λ1, . . . , λk ∈ L sa˜o tais que y ∈ Uλ1 , . . ., y ∈ Uλk , e sendo cada um desses
conjuntos conexos por caminhos, o caminho ay tem sua imagem inteiramente contida
em V = Uλ1 ∩ · · · ∩ Uλk . Por hipo´tese, V = Uλ, para algum λ ∈ L. A partir de
agora, sempre que escrevermos ay(I) ⊆ Uλ, estamos considerando que este conjunto
Uλ e´ o menor de todos os termos de U que conte´m a imagem de ay, ou seja, e´ a
intersec¸a˜o de todos os termos de U que conte´m ay.
E´ imediato que F ◦ J = idX . Cada um dos caminhos ay, com ay(I) ⊆ Uλ,
determinam equivaleˆncias inversas Fλ : Π(Uλ)→ pi1(Uλ, x0) a`s respectivas incluso˜es
Jλ : pi1(Uλ, x0)→ Π(Uλ). Portanto, os funtores
Π(Uλ)
Fλ // pi1(Uλ, x0)
ηλ // G
nos da˜o um U - diagrama de grupoides Π|U → G. Pelo Teorema de Van Kampen
para grupoides, segue que Π(Uλ) e´ o colimite de tal diagrama. Isso significa a
existeˆncia de uma u´nica transformac¸a˜o natural ψ : Π(X) → G que faz comutar,









Finalmente, definimos o homomorfismo de grupos η˜ = ψ ◦ J . Se ζ : pi1(X, x0)→
G for outra transformac¸a˜o natural que faz comutar o diagrama acima, enta˜o ζ ◦F :
Π(X) → G, restrita a Uλ e´ igual a ηλ ◦ Fλ, para todo λ ∈ L. Logo, pela unicidade
de ψ, obtemos ψ = ζ ◦ F , e assim ζ = ψ ◦ J = η˜, donde segue a unicidade de η˜.
Provemos o caso geral. Seja S a colec¸a˜o dos subconjuntos finitos de U que
sa˜o fechados para intersec¸o˜es finitas. Dado P ∈ S, escreva UP para denotar a




que LP e´ o conjunto dos ı´ndices λ ∈ L tais que Uλ ∈ P . Ora, isso significa
que P e´ uma cobertura finita de UP . O caso provado anteriormente garante que
colimUλ∈P pi1(Uλ, x) ∼= pi1(UP , x).
Passemos a considerar S como uma categoria: basta declarar que existe um mor-
fismo P → Q entre P,Q ∈ S, sempre que UP ⊆ UQ. Afirmo que colimP∈S pi1(UP , x) ∼=
pi1(X, x).
Com efeito, em virtude da compacidade de I e I × I, podemos tomar, para
qualquer lac¸o a : I → X com base em x e para qualquer homotopia H : I × I → X
de lac¸os com base em x, subdiviso˜es de I e I × I, respectivamente, de modo que a
imagem por a e por H de cada subdivisa˜o de I e de I×I esteja inteiramente contida
em UP , para algum P ∈ S. Como sempre, isso implica imediatamente pi1(X, x),
relativamente a` famı´lia de homomorfismos de inclusa˜o αP : pi1(UP , x) → pi1(X, x),
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ter a propriedade universal que caracteriza o limite injetivo, donde segue a afirmac¸a˜o
feita.
O pro´ximo passo e´ notar que a colec¸a˜o D dos pares da forma (Uλ, P ), com
Uλ ∈ P , e´ uma categoria. De fato, basta declarar a existeˆncia de um morfismo
f : (Uλ, P ) → (Uµ, Q) sempre que Uλ ⊆ Uµ e UP ⊆ UQ. Obteˆm-se, da´ı, o funtor
F ′ : U → S dado por F ′(Uλ) = {Uλ}. Com isso, tambe´m F : U → D, F (Uλ) =
(Uλ, {Uλ}), e´ um funtor entre U e D. O funtor pi1 induz, dessa forma, um morfismo
de colimites
colimUλ∈U pi1(Uλ, x)→ colim(Uλ,P )∈D pi1(Uλ, x).
Finalmente, a projec¸a˜o de D na primeira coordenada, dada por (Uλ, P ) 7→ Uλ,
nos fornece uma correspondeˆncia funtorial entre D e U . Por conseguinte, a com-
posic¸a˜o de tal com o funtor pi1(−, x) induz o morfismo de colimites
colim(Uλ,P )∈D pi1(Uλ, x)→ colimUλ∈U pi1(Uλ, x),
Veˆ-se facilmente que os dois morfismos acima sa˜o inversos um do outro. Em
resumo, segue-se que
pi1(X, x) ∼= colimP∈S pi1(UP , x) ∼= colimP∈S(colimUλ∈U pi1(Uλ, x)) ∼=
∼= colim(Uλ,P )∈D pi1(Uλ, x) ∼= colimUλ∈U pi1(Uλ, x). (c.q.d)
Embora o teorema acima nos permita listar imediatamente uma grande quanti-
dade de exemplos e aplicac¸o˜es do ca´lculo de grupos fundamentais, deixaremos para
fazeˆ-lo no pro´ximo to´pico. Antes, vejamos como se da´ a versa˜o mais conhecida desse
resultado. Ela representa a traduc¸a˜o do que fizemos anteriormente a` linguagem im-
placa´vel da teoria dos grupos. E´ aconselha´vel, ao leitor que deseje prosseguir nessa
sec¸a˜o, que possua conhecimento satisfato´rio dos to´picos citados no Apeˆndice B. A
t´ıtulo de notac¸a˜o, lembramos que, dados dois grupos G e H, seu produto livre sera´
denotado por G ∗H.
Teorema 3.9 (Van Kampen - cla´ssico). Seja X um espac¸o conexo por caminhos
e sejam U, V ⊆ X subconjuntos abertos e conexos por caminhos de X tais que
X = U ∪ V e U ∩ V e´ tambe´m conexo por caminhos e na˜o vazio. Seja x0 ∈
U∩V . Denote por j1 e j2 as incluso˜es naturais de pi1(U, x0) e pi1(V, x0) em pi1(X, x0),
respectivamente, e por i1 e i2 as incluso˜es de pi1(U ∩ V ) em pi1(U, x0) e pi1(V, x0),
respectivamente. Se G e´ um grupo e ϕ1 : pi1(U, x0) → G, ϕ2 : pi1(V, x0) → G
sa˜o homomorfismos de grupos tais que ϕ1 ◦ i1 = ϕ2 ◦ i2, enta˜o existe um u´nico




















pi1(X, x0) ∼= pi1(U, x0) ∗ pi1(V, x0)
N
= H,
onde N e´ o menor subgrupo normal de G = pi1(U, x0) ∗ pi1(V, x0) gerado pelos ele-
mentos da forma i−11 (α)i2(α), com α ∈ pi1(U ∩ V, x0).
Demonstrac¸a˜o: Ora, as hipo´teses acima significam que C = {U, V, U ∩ V } e´ uma
cobertura aberta de X formada por conjuntos conexos por caminhos e fechada por
intersec¸o˜es finitas. Pelo Teorema de Seifert Van-Kampen, o funtor pi1(−, X) aplicado
a`s incluso˜es j1 e j2 induz um C-diagrama de grupos, do qual pi1(X, x0) e´ o colimite.
A definic¸a˜o de colimite e´ precisamente o enunciado acima.
Para provar a segunda afirmac¸a˜o, seja j : pi1(U, x0) ∗ pi1(V, x0) → pi1(X, x0) o
homomorfismo do produto livre G que estende os homomorfismos j1 e j2, induzidos
das incluso˜es triviais. Por ser pi1(X, x0) gerado pelas imagens de j1 e j2, segue que
j e´ sobrejetivo. Dado g ∈ pi1(U ∩ v, x0), tem-se (j ◦ i1)(g) = (j1 ◦ i1)(g) = ı(g) =
(j2◦ i2)(g) = (j ◦ i2)(g), o que acarreta i1(g)−1i2(g) ∈ ker(j), e como ker(j) e´ normal,
obteˆm-se N ⊆ ker(j).
Isso significa que j induz um homomorfismo sobrejetor k : G/N → pi1(X, x0).
Afirmo que k e´ isomorfismo. Com efeito, sejam ϕ1 : pi1(U, x0)→ H e ϕ2 : pi1(V, x0)→
H as aplicac¸o˜es canoˆnicas. Tem-se ϕ1 ◦ i1 = ϕ2 ◦ i2. Pelo Teorema de Van-Kampen,
existe um homomorfismo η : pi1(X, x0) → H tal que η ◦ j1 = ϕ1 e η ◦ j2 = ϕ2.
Um ca´lculo bem simples mostra que η = k−1, como quer´ıamos demonstrar. Pelo
Teorema do Isomorfismo, segue imediatamente que N = ker(j). (c.q.d)
Uma consequeˆncia imediata que sera´ utilizada com frequeˆncia nas aplicac¸o˜es que
seguem e´ o seguinte:
Corola´rio 3.10. Seja X = U ∪ V , com U e V abertos conexos por caminhos em
X. Suponha que U ∩ V e´ conexo por caminhos, com x0 ∈ U ∩ V . Se i e j sa˜o
as incluso˜es de U ∩ V em U e V , respectivamente, enta˜o pi1(X, x0) e´ gerado pelas
imagens dos homomorfismos induzidos i∗ e j∗.
Corola´rio 3.11. Seja X = U∪V , em que U e V sa˜o conjuntos abertos simplesmente
conexos. Se U ∩ V e´ na˜o vazio e conexo por caminhos, enta˜o X e´ simplesmente
conexo.
Demonstrac¸a˜o: Ora, o Corola´rio 3.10 significa que todo caminho a : I → X
fechado, com base um ponto x0 ∈ U ∩ V , e´ da forma a = b1b2 · · · bk, em que cada
bi, i ∈ {1, 2, . . . , k}, e´ um lac¸o em X com base em x0 inteiramente contido em U
ou V . Sendo U e V simplesmente conexos, vem que [bi] = x0 , para todo i. Por
conseguinte, [a] = [b1][b2] · · · [bk] = x0 , donde segue que pi1(X) e´ trivial. (c.q.d)
Exemplo 3.12. A hipo´tese de U ∩ V ser na˜o vazio e´ indispensa´vel para o co-
rola´rio acima. Com efeito, os subconjuntos do plano A = {(x, y); x > 0} e
B = {(x, y); x < 0} sa˜o ambos abertos simplesmente conexos. Pore´m a reunia˜o
A∪B na˜o e´ simplesmente conexa, pois sequer e´ conexa por caminhos. Isso acontece
porque A ∩ B = ∅. Esse fato tambe´m mostra que U ∩ V 6= ∅ e´ necessa´ria para o
Teorema de Van-Kampen, uma vez que o Corola´rio 3.11 e´ devido a ele.
Exemplo 3.13. Na˜o e´ verdade que a reunia˜o de dois espac¸os simplesmente cone-
xos quaisquer com um ponto em comum seja simplesmente conexa. Para contra-
exemplo, veja [12], pa´gina 48.
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Corola´rio 3.14. Assuma as hipo´teses do Teorema 3.8. Se U ∩ V e´ simplesmente
conexo, enta˜o pi1(X, x0) ∼= pi1(U, x0) ∗ pi1(V, x0).
Corola´rio 3.15. Nas mesmas hipo´teses do Teorema 3.8, se V for simplesmente
conexo, enta˜o pi1(X, x0) ∼= pi1(U, x0)/N , em que N e´ o menor subgrupo normal de
pi1(U, x0) que conte´m a imagem de i1.
3.4 Aplicac¸o˜es
Como ja´ mencionado, sa˜o imensas as aplicac¸o˜es e consequeˆncias do teorema
que da´ nome a este cap´ıtulo. Listaremos abaixo aquelas que julgamos ser as mais
importantes.
Exemplo 3.16. Sn e´ simplesmente conexa, para todo n > 1.
Demonstrac¸a˜o: Sejam p = (0, 0, . . . , 1) e q = (0, 0, . . . ,−1) os polos norte e sul
de Sn, respectivamente. Escreva U = Sn \ {p} e V = Sn \ {q}. Ambos U e V sa˜o
abertos em Sn e homeomorfos a Rn, pois sabe-se que as projec¸o˜es esteriogra´ficas sa˜o
homeomorfismos. Por conseguinte, U e V sa˜o simplesmente conexos. Ale´m disso,
U ∩ V = Sn \ {p, q} e´ conexo por caminhos, pois e´ homeomorfo a Rn \ {0}, e n > 1.
Invocando o Corola´rio 3.11, segue o resultado. (c.q.d)
Observac¸a˜o: Note-se que, se n = 1, o conjunto U ∩ V e´ desconexo, o que nos
da´ uma intuic¸a˜o de S1 na˜o ser simplesmente conexo.
Exemplo 3.17. A reunia˜o X = Sn ∪ Sm de duas esferas de dimenso˜es n,m > 1,
com um ponto p em comum, e´ simplesmente conexa.
Demonstrac¸a˜o: Tome x ∈ Sn \ {p} e y ∈ Sm \ {p}. Escreva U = X \ {x} e
V = X \ {y}. Ambos U e V sa˜o abertos em X, porque {x} e {y} sa˜o fechados.
Ale´m disso, U e V sa˜o simplesmente conexos, tendo em vista o fato das incluso˜es
de Sm em U e de Sn em V serem equivaleˆncias homoto´picas. Por conseguinte, o
Corola´rio 3.11 garante que X = U ∪ V e´ simplesmente conexo. (c.q.d)
Definic¸a˜o 3.18. Seja (Sλ)λ∈L uma famı´lia de espac¸os tais que Sλ e´ homeomorfo a
S1, para todo λ ∈ L. Suponha que xλ ∈ Sλ e´ ponto base de Xλ, para cada λ ∈ L.
O buqueˆ X dos c´ırculos Sλ e´ definido como sendo o quociente da reunia˜o disjunta
qλ∈LSλ pela relac¸a˜o de equivaleˆncia que identifica os pontos base de cada Sλ, isso
e´, xλ e´ equivalente a xµ, para quaisquer λ, µ ∈ L.
Em virtude da definic¸a˜o acima, veˆ-se que a topologia de X coincide com a topo-
logia fraca no conjunto (Sλ)λ∈L dos c´ırculos considerados. Noutras palavras, tem-se
A ⊆ X aberto em X se, e somente se, A ∩ Sλ e´ aberto em Sλ, para todo λ ∈ L.
Como cada c´ırculo Sλ e´ um espac¸o de Hausdorff e a aplicac¸a˜o ϕ : X → {x}, em que
x e´ a classe de equivaleˆncia dos pontos bases dos c´ırculos Sλ, e´ fechada, segue que
X tambe´m e´ um espac¸o de Hausdorff, vide Apeˆndice.
Teorema 3.19. Seja X o buqueˆ dos c´ırculos (Sλ)λ∈L, sendo p o ponto comum entre
todos eles. Enta˜o pi1(X, p) e´ um grupo livre com um gerador para cada c´ırculo, a
saber, pi1(X, p) e´ isomorfo ao produto livre de |L| co´pias de Z.
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Demonstrac¸a˜o: Cada um dos c´ırculos Sλ possui uma vizinhanc¸a aberta contra´til
Vλ do seu ponto base xλ (por exemplo, um semic´ırculo contendo tal ponto). Dado
λ ∈ L, seja Uλ a reunia˜o de Sλ com todos os Vµ, para µ 6= λ. Coloquemos C
como sendo a colec¸a˜o de todos os Uλ e de intersec¸o˜es finitas entre eles, os quais sa˜o
evidentemente todos conjuntos abertos e conexos por caminhos. Pelo Teorema de
Van-Kampen, segue que pi1(X) e´ o colimite do diagrama pi1|C. Acontece que a in-
tersec¸a˜o de dois ou mais dos Uλ e´ um conjunto contra´til, pois consistem em arcos de
c´ırculos, os quais sa˜o homeomorfos a intervalos abertos da reta, que sa˜o contra´teis.
Dessa forma, tais intersec¸o˜es na˜o exercem contribuic¸a˜o alguma ao grupo fundamen-
tal de X. No fim das contas, isso significa que pi1(X) e´ gerado pelas imagens dos
pi1(Sλ), cada um dos quais e´ isomorfo a Z. (c.q.d)
Exemplo 3.20 (O Grupo Fundamental de uma Superf´ıcie Compacta). Uma 2-
Variedade (ou Variedade Topolo´gica de dimensa˜o 2) consiste em um espac¸o to-
polo´gico de Hausdorff, com base enumera´vel e localmente homeomorfo ao plano R2.
Chamaremos uma 2-Variedade simplesmente de uma superf´ıcie. Calcularemos agora
o grupo fundamental de uma superf´ıcie compacta.
Para isso, conve´m lembrar que toda superf´ıcie compacta pode ser vista como
o quociente de um pol´ıgono por uma relac¸a˜o de equivaleˆncia que identifica, dois a
dois, os lados desse pol´ıgono. Isso na˜o sera´ demonstrado aqui, mas o leitor podera´
encontrar uma boa discussa˜o acerca do assunto em [4] ou [5].
O geˆnero g de uma superf´ıcie compacta M consiste, grasso modo, no nu´mero de
’buracos’ ou ’alc¸as’ contidas em M . Quqando M e´ orienta´vel, tal nu´mero fica bem
definido pela relac¸a˜o g = (2−χ(M))/2, em que χ(M) e´ a caracter´ıstica de Euler de
M , isto e´, dada qualquer triangularizac¸a˜o de M com V ve´rtices, A arestas e F faces,
tem-se χ(M) = V −A+F . Ambos, geˆnero e caracter´ıstica de Euler, sa˜o invariantes
topolo´gicos.
A maneira de se identificar os lados de um pol´ıgono a fim de se obter uma
superf´ıcie compacta e´ chamada um esquema de identificac¸a˜o. Existem 3 maneiras
de fazer tal identificac¸a˜o, ou seja, existem (exatamente) 3 tipos de esquemas de
identificac¸a˜o poss´ıveis. O primeiro refere-se a` superf´ıcie orienta´vel de geˆnero zero
(portanto homeomorfa a` esfera S2). Esse e´ o caso mais simples, em que o pol´ıgono
possui 2 lados, os quais colam-se um no outro (veja a figura abaixo).
Outro tipo de esquema diz respeito a uma superf´ıcie compacta orienta´vel de
geˆnero g ≥ 1. Faz-se o seguinte: tomamos um pol´ıgono de 4g lados, digamos
a1, b1, a2, b2, . . . , ag, bg. Pensemos nesses lados orientados (basta tomar caminhos que
os parametrizam) por setas, de modo que ao percorrer os lados desse pol´ıgono no sen-









Tal w correspondera´ a um caminho fechado na superf´ıcie (o quociente).
Finalmente, o esquema de tipo 3 nos fornece, passando-se ao quociente, uma
superf´ıcie na˜o orienta´vel de geˆnero g = h−1. O pol´ıgono deve ter 2h lados, os quais
indicaremos por c1, c1, c2, c2, . . . , ch, ch. A orientac¸a˜o desses lados deve percorrer todo
o pol´ıgono no sentido hora´rio. Noutras palavras, ao orientar cada lado por uma seta,
o sentido das setas ao se percorrer o contorno do pol´ıgono no sentido hora´rio deve
coincidir com o sentido do percurso. Por conseguinte, a palavra γ = c21c
2
2 · · · c2h e´ um
caminho fechado na superf´ıcie.
Como w e γ, definidos acima, sa˜o homoto´picas a constantes nos pol´ıgonos a elas
considerados, devem ser tambe´m homoto´picos no quociente, ou seja, na superf´ıcie.
Seja p : P → S a aplicac¸a˜o quociente de um pol´ıgono P em uma superf´ıcie S. O
bordo de P e´ transformado por p num buqueˆ de c´ırculos (cujo grupo fundamental
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pode ser calculado, vide Teorema 3.5) em S. Para uma superf´ıcie orienta´vel de
geˆnero g ≥ 1, o nu´mero de c´ırculos desse buqueˆ e´, evidentemente, igual a 2g. Se,
pore´m, S for na˜o orienta´vel, o buqueˆ sera´ formado por h = g + 1 c´ırculos. Ale´m
disso, p transforma homeomorficamente o interior de P sobre o complementar desse
buqueˆ na superf´ıcie.
Tendo em vista essas considerac¸o˜es, estamos prontos para determinar o grupo
fundamental de uma superf´ıcie compacta arbitra´ria. Isso sera´ feito no que se segue.
Teorema 3.21. O grupo fundamental de uma superf´ıcie compacta orienta´vel de





1 · · ·αgβgα−1g β−1g = 1. O grupo fundamental de uma superf´ıcie compacta
na˜o orienta´vel de geˆnero g possui h = g + 1 geradores γ1, γ2, . . . , γh e uma u´nica
relac¸a˜o γ21γ
2
2 · · · γ2h = 1.
Demonstrac¸a˜o: Segue imediatamente do teorema anterior e das considerac¸o˜es
acima. (c.q.d)
Exemplo 3.22 (Grupo Fundamental da Garrafa de Klein). Lembremos que a Gar-
rafa de Klein K e´ o espac¸o quociente do quadrado I2 pela relac¸a˜o de equivaleˆncia
que identifica os lados de I2 segundo o esquema dado na figura acima.
Sendo K na˜o orienta´vel, segue-se, do teorema acima, que o grupo fundamental




4.1 Definic¸a˜o e Exemplos
A ideia central para o ca´lculo do grupo fundamental do c´ırculo e´ olhar para
homotopias em S1 como homotopias em R, e a partir dessas obter informac¸o˜es sobre
aquelas. Sobre certas condic¸o˜es, esse truque pode ser generalizado. Isto e´: para se
calcular o grupo fundamental de um espac¸o X, vamos considerar as homotopias em
X como sendo homotopias em um espac¸o maior X˜ ⊇ X, chamado um espac¸o de
recobrimento de X.
Na realidade, a teoria de espac¸os de recobrimento mostra-se relevante na˜o so´
em topologia, mas tambe´m em geometria diferencial, ana´lise complexa e a` teoria
dos grupos de Lie. A raza˜o principal pela qual ha´ interesse em estudarmos esse
to´pico e´ que o grupo fundamental, aliado a`s ideias de recobrimento, permite que se
deˆ uma resposta alge´brica ao problema topolo´gico de saber se uma func¸a˜o cont´ınua
f : X → Y admite um levantamento f˜ : X → Y˜ .
Nem todo espac¸o X admite um recobrimento conexo por caminhos, noc¸a˜o que
definiremos a seguir. Entretanto, e´ poss´ıvel estabelecer condic¸o˜es suficientes (e ne-
cessa´rias) para garantir a existeˆncia de recobrimentos. Isso sera´ feito no final do
cap´ıtulo. Indicamos, ao leitor que queira complementar tais resultados, as obras de
[12], [2] e [1].
Definic¸a˜o 4.1. Uma func¸a˜o cont´ınua p : X˜ → X chama-se uma aplicac¸a˜o de
recobrimento quando todo ponto x ∈ X pertence a uma vizinhanc¸a Vx ⊆ X cuja
imagem inversa por p e´ a reunia˜o disjunta p−1(Vx) =
⋃
α∈L
Uα de uma famı´lia de
abertos com a propriedade de que p|Uα : Uα → Vx e´ um homeomorfismo, para todo
α ∈ L. Cada uma dessas vizinhanc¸as Vx chama-se uma vizinhanc¸a distinguida de
x. O conjunto X e´ dito a base do recobrimento p e o conjunto X˜ diz-se um espac¸o
de recobrimento de X.
Observac¸a˜o: Tanto X˜ quanto p sera˜o chamados de recobrimento, sem maiores
comenta´rios. Uma afirmac¸a˜o mais precisa seria dizer que um recobrimento de X e´
um par (p; X˜), em que p : X˜ → X e´ uma aplicac¸a˜o de recobrimento. Toda aplicac¸a˜o
de recobrimento e´ sobrejetiva, por definic¸a˜o.
Exemplo 4.2. Todo recobrimento e´ um homeomorfismo local. Com efeito, a ima-
gem por p de cada ponto x˜ ∈ X˜ pertence a uma vizinhanc¸a distinguida V , cuja
imagem inversa por p e´ a reunia˜o disjunta de abertos disjuntos Uα, α ∈ L, os quais
se aplicam homeomorficamente por p sobre V . Um desses abertos, digamos U0, deve
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conter o ponto x˜. Enta˜o U0 e´ uma vizinhanc¸a de x˜ tal que p|U0 e´ um homeomorfismo
sobre V .
Na˜o vale a rec´ıproca, isto e´, nem todo homeomorfismo local e´ um recobrimento.
Basta tomar um homeomorfismo local que na˜o seja sobrejetivo (ver Exemplo 27
na pa´gina 89 do Apeˆndice). Mais diretamente, seja p : (0, 2) → S1 a func¸a˜o
p(t) = (cos 2pit; sen 2pit). Como p e´ uma restric¸a˜o de um homeomorfismo local
a um conjunto aberto, enta˜o p e´ homeomorfismo local (sobrejetor). Entretanto,
p(1) ∈ S1 na˜o possui vizinhanc¸as distinguidas, como se veˆ facilmente. Portanto, p
na˜o e´ recobrimento.
Exemplo 4.3. A aplicac¸a˜o exponencial ψ : R → S1, ψ(t) = eit = (cos(t); sen(t))
e´ um recobrimento. De fato, dado qualquer y ∈ S1, vamos mostrar que existe




(t−(2n+1)pi; t+(2n+1)pi), em que t ∈ R e´ qualquer ponto para o qual
ψ(t) = y. Evidentemente, para cada n ≥ 0, a restric¸a˜o f |((t−(2n+1)pi; t+(2n+1)pi)
e´ um homeomorfismo sobre V .
Exemplo 4.4. Para qualquer espac¸o X, a func¸a˜o identidade idX : X → X e´,
evidentemente, uma aplicac¸a˜o de recobrimento. Segue que todo espac¸o e´ um reco-
brimento de si mesmo. Da´ı, o produto de um espac¸o X por um espac¸o discreto D
e´ um recobrimento de X cuja cardinalidade de cada vizinhanc¸a distinguida e´ igual
a cardinalidade de D.
Se p : X˜ → X e q : Y˜ → Y sa˜o recobrimentos, enta˜o a func¸a˜o p× q : X˜ × Y˜ →
X × Y dada por (p× q)(x˜; y˜) = (p(x˜); q(y˜) e´ uma aplicac¸a˜o de recobrimento. Com
efeito, dado (x; y) ∈ X × Y , podemos tomar vizinhanc¸as distinguidas de U ⊆ X e
V ⊆ Y de x e y, respectivamente. Tem-se










Evidentemente, essa unia˜o e´ disjunta e, para todo (α; β) ∈ L× J , (p× q)|(Uα × Vβ)
e´ um homeomorfismo sobre U × V . Segue que U × V e´ uma vizinhanc¸a distinguida
de (x; y).
Em particular, o toro S1×S1 e´ recoberto pelo plano R×R e pelo cilindro S1×R.
Todo homeomorfismo e´ um recobrimento.
Exemplo 4.5. Seja n ∈ N. A aplicac¸a˜o p : S1 → S1 dada por p(z) = zn (novamente,
pensamos em S1 como o grupo dos nu´meros complexos de mo´dulo 1) e´ uma aplicac¸a˜o
de recobrimento. Com efeito, p e´ evidentemente cont´ınua e sobrejetiva. Ale´m disso,
dado x = eiθ ∈ S1, sabemos que as ra´ızes n-e´simas de x constituem o conjunto
{e(2piik+θ)/n; k ∈ {0, 1, . . . , n− 1}}. Dado k ∈ {0, 1, . . . , n− 1}, seja zk = e(2piik+θ)/n.
Escolha δ > 0 ta˜o pequeno que B(zk, δ) ∩ B(zl, δ) = ∅, sempre que k 6= l, e tal
que p|(B(zk, δ)) e´ um homeomorfismo, para todo k. Pondo Bk = B(zk, δ), defina
V = f(B0) ∩ f(B1) ∩ · · · ∩ f(Bn−1), a qual e´ uma vizinhanc¸a distinguida de x.
Exemplo 4.6. Seja G um grupo topolo´gico e H um subgrupo discreto normal de
G. A projec¸a˜o pi : G → G/H um recobrimento. De fato, a topologia quociente em
G/H garante que U ⊆ G/H e´ aberto se, e somente se, pi−1(U) e´ aberto em G. Em




ou seja, pi−1(pi(V )) e´ uma reunia˜o de abertos em G (veja Teorema 29 na pa´gina 90
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do Apeˆndice), ou ainda, pi−1(pi(V )) e´ aberto em G, o que nos garante que pi(V ) e´
aberto em G/H. Isso significa que pi e´ uma aplicac¸a˜o aberta.
Sendo H discreto, existe uma vizinhanc¸a aberta W da unidade e ∈ G tal que
W ∩H = {e}. O item (2) do Teorema 29 na pa´gina 90 do Apeˆndice garante, enta˜o,
a existeˆncia de uma vizinhanc¸a V da unidade tal que V · V ⊆ W (a qual pode ser
tomada sime´trica, isto e´, com V = V −1). Assim, para qualquer g ∈ G, o conjunto





Mostremos que tal reunia˜o e´ disjunta. De fato, se v, v′ ∈ V e h, h′ ∈ H sa˜o tais
que vgh = v′gh′, enta˜o v−1(v′) = gh(h′)−1g−1 ∈ V −1V ∩ H = {e}, donde v = v′ e
h = h′, como quer´ıamos.
E´ claro tambe´m que pi|(V · gh) e´ um homeomorfismo sobre pi(g · V ), para todo
h ∈ H. Segue-se que pi(g ·V ) e´ uma vizinhanc¸a distinguida de pi(g). Por conseguinte,
pi e´ uma aplicac¸a˜o de recobrimento.
Exemplo 4.7. Todo recobrimento e´ uma func¸a˜o quociente. Com efeito, todo re-
cobrimento e´ um homeomorfismo local sobrejetivo. Assim, pelo Teorema 24 na
pa´gina 89 do Apeˆndice, segue o resultado.
Definic¸a˜o 4.8. Seja p : X˜ → X recobrimento. Para cada x ∈ X, a imagem inversa
p−1({x}) chama-se a fibra sobre x. A cardinalidade de p−1(x) diz-se o nu´mero de
folhas da fibra sobre x.
Exemplo 4.9. Cada fibra p−1(w) do recobrimento p : S1 → S1 (veja Exemplo 4.5),
dado por p(z) = zn, possui n folhas, a saber, as ra´ızes n-e´simas de w.
Quanto ao recobrimento q : G → G/H, dado no Exemplo 4.6, veˆ-se que a fibra
de cada ponto gH ∈ G/H coincide precisamente com a ordem de H.
Proposic¸a˜o 4.10. Se X e´ conexo e p : X˜ → X e´ um recobrimento, enta˜o todas as
fibras p−1(x) possuem o mesmo nu´mero de folhas.
Demonstrac¸a˜o: Para todos os pontos x, y de uma vizinhanc¸a distinguida V , o
nu´mero de folhas da fibra sobre x e´ igual ao nu´mero de folhas da fibra sobre y. Isso
significa que o conjunto dos pontos x de X cuja fibra sobre x possui um nu´mero
cardinal dado e´ aberto em X. Ale´m disso, X e´ a unia˜o disjunta desses abertos
disjuntos nos quais o nu´mero de folhas de cada fibra sobre cada um de seus pontos
e´ constante. Mas X e´ conexo, logo so´ pode existir um desses abertos. (c.q.d)
Motivados pela proposic¸a˜o anterior, diremos que um recobrimento p : X˜ → X,
com X conexo, e´ um recobrimento de n folhas quando n = |p−1(x)|, para algum
x ∈ X.
Lembramos que uma aplicac¸a˜o cont´ınua f : X → Y chama-se localmente injetiva
se, para todo x ∈ X, existe uma vizinhanc¸a Ux de x, restrita a` qual f e´ injetiva.
Um conjunto X chama-se localmente conexo se, e somente se, dados x ∈ X e
U ⊆ X vizinhanc¸a de x, existir uma vizinhanc¸a conexa C de x tal que C ⊆ U . Intui-
tivamente, isso equivale a dizer que X possui vizinhanc¸as conexas arbitrariamente
pequenas.
Exemplo 4.11. Conexidade local na˜o implica conexidade e vice-versa. De fato,
todo conjunto discreto com mais de um ponto e´ localmente conexo, mas na˜o e´
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conexo. Reciprocamente, seja X ⊆ R2 o conjunto formado pelos eixos coordenados
e as retas verticais da forma (1/n, y), com n ∈ N e y ≥ 0. Tal espac¸o e´ evidentemente
conexo (por caminhos), mas qualquer vizinhanc¸a suficiente pequena do ponto (0, 1)
e´ desconexa, logo X na˜o e´ localmente conexo.
A fim de que X seja localmente conexo, e´ necessa´rio e suficiente que, para cada
aberto A ⊆ X, as componentes conexas de A sejam subconjuntos abertos de X.
Com efeito, suponha X localmente conexo e A ⊆ X aberto em X. Seja C uma
componente conexa de A e tome x ∈ C. Como x ∈ X, existe uma vizinhanc¸a
conexa V de X tal que V ⊆ A. Enta˜o V ∪C e´ uma vizinhanc¸a conexa de x contida
em A e contendo C. Pela maximalidade de C, segue que C = V ∪C e enta˜o V ⊆ C,
donde x e´ ponto interior, ou seja, C e´ aberto.
Reciprocamente, suponha que para todo aberto A ⊆ X, as componentes conexas
de A sejam abertas em X. Enta˜o, dados x ∈ X e A ⊆ X um aberto contendo x, a
componente conexa Cx de x em A e´ uma vizinhanc¸a aberta (por hipo´tese) e conexa
de x contida em A, donde X e´ localmente conexo.
Por conseguinte, num espac¸o localmente conexo, todo ponto x ∈ X possui vizi-
nhanc¸as simultaneamente abertas e conexas, todas arbitrariamente pequenas. Esse
fato sera´ usado na proposic¸a˜o que se segue sem maiores comenta´rios.
Observac¸a˜o: E´ claro que se A ⊆ X e´ um aberto em X e x ∈ A, a componente
conexa Cx de x em A e´ um conjunto conexo contido em A e contendo x. No entanto,
isso na˜o implica X ser localmente conexo (caso contra´rio todo espac¸o seria local-
mente conexo!), porque Cx na˜o e´ necessariamente uma vizinhanc¸a de x, ou seja, Cx
na˜o necessariamente conte´m um aberto que conte´m x. Portanto, a hipo´tese acima
de Cx ser aberto e´ fundamental.
Evidentemente, todo subconjunto aberto de uma vizinhanc¸a distinguida de um
recobrimento p : X˜ → Y e´ ainda uma vizinhanc¸a distinguida. Portanto, quando X
e´ localmente conexo, podemos tomar as vizinhanc¸as distinguidas todas conexas. O
mesmo vale se X for localmente compacto ou possuir qualquer caracter´ıstica local
em termos de suas vizinhanc¸as.
Proposic¸a˜o 4.12. Seja X um conjunto localmente conexo. Uma aplicac¸a˜o cont´ınua
p : X˜ → X e´ um recobrimento⇔ p|p−1(C) e´ um recobrimento, para toda componente
conexa C de X.
Demonstrac¸a˜o: (⇒): Seja C uma componente conexa de X e x ∈ C. Seja V uma
vizinhanc¸a aberta distinguida de x. Como X e´ localmente conexo, enta˜o C e´ aberto,
logo U = C ∩ V e´ um aberto em X que conte´m x e contido em V . Portanto, U e´
uma vizinhanc¸a distinguida de x em p, e em particular, em p|p−1(C).
(⇐): Dado x ∈ X, tem-se x ∈ Cx, logo existe uma vizinhanc¸a distinguida aberta
U de x em Cx, pois p|p−1(Cx) e´ recobrimento. Como Cx e´ aberto em X, enta˜o U
tambe´m o e´. Da´ı, U e´ uma vizinhanc¸a distinguida de x em X. (c.q.d)
4.2 Levantamento de Caminhos e Homotopias
Seja f : X → Y uma func¸a˜o cont´ınua e seja Z ⊇ Y um espac¸o que conte´m
Y , isto e´, um espac¸o para o qual existe uma func¸a˜o sobrejetiva p : Z → Y . Um
levantamento de f ao espac¸o Z (relativamente a p) e´ uma func¸a˜o f˜ : X → Z tal










As questo˜es de levantamentos que mais nos interessam sa˜o os problemas de le-
vantamento de caminhos e homotopias. Vejamos, com maior precisa˜o, o que isso
significa.
Definic¸a˜o 4.13. Seja p : Z → X uma func¸a˜o sobrejetiva. Diz-se que p goza da
propriedade de levantamento de caminhos (plc) se, dado um caminho a : I → X
e um ponto z ∈ Z tal que p(z) = a(0), existe um levantamento a˜ : I → Z de a
comec¸ando em z, isto e´, um caminho em Z tal que a˜(0) = z e p ◦ a˜ = a. Caso
cada caminho a possua um u´nico levantamento a˜, enta˜o dizemos que p goza da









Exemplo 4.14. A Proposic¸a˜o 2.36 na pa´gina 34 mostra que a aplicac¸a˜o exponencial
ψ : R→ S1, ψ(t) = eit, goza da pluc. Ressaltamos que na˜o e´ coincideˆncia o fato de
ψ ser uma aplicac¸a˜o de recobrimento, conforme veremos adiante.
Definic¸a˜o 4.15. Sejam f : X → Z uma func¸a˜o cont´ınua e H : X × I → Y uma
homotopia. Seja p : Z → Y uma func¸a˜o sobrejetiva tal que H(x, 0) = (p ◦ f)(x),
para cada x ∈ X. Diz-se que uma homotopia H˜ : X × I → Z e´ um levantamento da
homotopia H relativamente a p se, e somente se, H˜(x, 0) = f(x), para todo x ∈ X
e p ◦ H˜ = H.
Mais importante do que pro´pria ideia de levantamento de uma homotopia e´ o fato
de uma func¸a˜o cont´ınua possuir a propriedade do levantamento de homotopias (ou
a propriedade do levantamento u´nico de homotopias). A definic¸a˜o abaixo esclarece
essa noc¸a˜o.
Definic¸a˜o 4.16. Uma func¸a˜o cont´ınua p : Z → Y possui a propriedade do levan-
tamento de homotopias (plh) com respeito ao espac¸o X quando, dadas f : X → Z
func¸a˜o cont´ınua e H : X× I → Y homotopia tais que H(x; 0) = (p◦ f)(x), ∀x ∈ X,
existe uma homotopia H˜ : X × I → Z que levanta H relativamente a p, ou seja,
existe uma homotopia H˜ tal que H˜(x, 0) = f(x), para todo x ∈ X e p ◦ H˜ = H. Se,
para cada H e f escolhidas, o levantamento H˜ for u´nico, enta˜o diz-se que p goza da
propriedade do levantamento u´nico de homotopias (pluh) em relac¸a˜o a X.
A situac¸a˜o anterior e´ melhor expressa pelo diagrama abaixo. A func¸a˜o ı : X →















Proposic¸a˜o 4.17. Se p : Y → Z tem a propriedade do levantamento de homotopias
em relac¸a˜o a X e f, g : X → Y sa˜o homoto´picas, enta˜o f pode ser levantada a Z
se, e somente se, g possui levantamento a Z.
Demonstrac¸a˜o: Seja H : f ' g homotopia entre f e g. Suponha que f pode ser
levantada a Z por p, ou seja, suponha que exista f˜ : X → Z tal que p ◦ f˜ = f .
Como p possui a plh, existe uma homotopia H˜ : X × I → Z tal que H˜(x, 0) = f˜(x)
e p ◦ H˜ = H. Definimos g˜ : X → Z pondo g˜(x) = H˜(x, 1). Tem-se (p ◦ g)(x) =
(p ◦ H˜)(x, 1) = H(x, 1) = g(x), para todo x ∈ X. Segue que g˜ e´ um levantamento
de g. Analogamente, se admitirmos que g possui levantamento, conclui-se que f
tambe´m possui. (c.q.d)
A proposic¸a˜o acima significa que, num espac¸o X que possui a plh, o problema
topolo´gico de se procurar levantamentos de func¸o˜es f : X → Y pode ser abordado
em categorias homoto´picas. Evidentemente, isso nos conduz a pensar no grupo
fundamental como uma boa ferramenta para abordar essa questa˜o.
Definic¸a˜o 4.18. Uma func¸a˜o cont´ınua p : Y → Z chama-se uma fibrac¸a˜o quando p
possui a propriedade do levantamento de homotopias em relac¸a˜o a qualquer espac¸o.
Proposic¸a˜o 4.19. Toda fibrac¸a˜o sobrejetiva possui a propriedade do levantamento
de caminhos.
Demonstrac¸a˜o: Seja p : Y → Z uma fibrac¸a˜o e seja a : I → Y um caminho.
Seja z ∈ Z um ponto tal que p(z) = a(0). O caminho a pode ser naturalmente
considerado como uma homotopia H : {q}× I → Y , em que {q} e´ um espac¸o-ponto
e H(q; t) = a(t). Ale´m disso, considere a func¸a˜o f : {q} → Z definida por f(q) = z.
Em virtude de p ser uma fibrac¸a˜o, podemos levantar H para uma homotopia H˜ :
{q} × I → Z para a qual H˜(q; 0) = f(q) = z e p ◦ H˜ = H. Defina, finalmente,
a˜ : I → Z pondo a˜(t) = H˜(q; t). Tem-se (p ◦ a˜)(t) = (p ◦ H˜)(q; t) = H(q; t) = a(t) e
a˜(0) = H˜(q; 0) = z. Portanto a˜ e´ um levantamento de a comec¸ando em z. (c.q.d)
Exemplo 4.20. A projec¸a˜o natural p : X × Y → X e´ uma fibrac¸a˜o. Ale´m disso,
para cada x ∈ X, o conjunto p−1({x}) = {x} × Y e´ homeomorfo a Y . Com efeito,
a segunda afirmac¸a˜o e´ evidente. O diagrama abaixo ilustra, por sua vez, a primeira
frase. Nele, leia-se B como um conjunto qualquer, ı : B → B × I a projec¸a˜o














O Teorema a seguir mostra-se extremamente u´til para demonstrar-se proprieda-
des de unicidade de levantamentos.
Teorema 4.21. Sejam Y um conjunto conexo e p : X˜ → X um recobrimento. Se
duas func¸o˜es cont´ınuas f, g : Y → X˜ tais que p ◦ f = p ◦ g coincidem em um ponto
y0 ∈ Y , enta˜o f = g.
Demonstrac¸a˜o: Seja A = {y ∈ Y ; f(y) = g(y)}. Vamos mostrar que A = Y .
Sendo Y conexo e A na˜o vazio (pois y0 ∈ A), basta mostrar que A e´ aberto e
fechado em Y . Com efeito, seja y ∈ A. Seja U uma vizinhanc¸a distinguida de
x = p(f(y)) = p(g(y)). Tome U˜ a u´nica vizinhanc¸a de f(y) = g(y) ∈ X˜ restrita a`
qual p e´ um homeomorfismo. Enta˜o f−1(U˜) ∩ g−1(U˜) e´ um aberto de Y contendo
y. Segue que y e´ ponto interior de Y , logo Y e´ aberto.
Agora, tome y ∈ A. Novamente, denotemos por x o ponto p(f(y)) = p(g(y)).
Escolha uma vizinhanc¸a distinguida U de x. Se y /∈ A, enta˜o devem existir vizi-
nhanc¸as disjuntas V1 3 f(y) e V2 3 g(y), pertencentes a unia˜o p−1(U), tais que p|V1 e
p|V2 sa˜o homeomorfismos sobre U . De fato, se fosse V1 = V2 enta˜o p(f(y)) = p(g(y))
implicaria f(y) = g(y), pois seriam f(y) e g(y) pontos de V1 = V2 e p|V1 = p|V2 e´, em
particular, injetiva. Isso contradiria a suposic¸a˜o de que y /∈ A. Logo V1 6= V2, o que
implica V1 e V2 serem disjuntas, pois, por definic¸a˜o, p
−1(U) e´ uma unia˜o disjunta.
Em virtude da continuidade de f e g, obtemos uma vizinhanc¸a W ⊆ Y de y para
a qual f(W ) ⊆ V1 e g(W ) ⊆ V2. Mas toda vizinhanc¸a de y ∈ A possui pontos de A,
portanto existe w ∈ W ∩ A, isto e´, f(w) = g(w) ∈ V1 ∩ V2 = ∅, um absurdo. Isso
significa que y ∈ A, e da´ı A = A, donde segue que A e´ fechado. (c.q.d)
O teorema que se segue exprime a relac¸a˜o mais importante entre espac¸os de
recobrimento e levantamento de func¸o˜es cont´ınuas.
Teorema 4.22. Todo recobrimento p : X˜ → X e´ uma fibrac¸a˜o.
Demonstrac¸a˜o: Sejam p : X˜ → X um recobrimento, f : Y → X˜ uma func¸a˜o
cont´ınua e H : Y × I → X homotopia tal que H(y; 0) = (p◦f)(y), para todo y ∈ Y .
Da compacidade de I e do fato de p ser um recobrimento, segue que, para todo
ponto y ∈ Y , existe uma vizinhanc¸a Vy 3 y e pontos 0 = t0 < t1 < · · · < tm = 1
em I, tais que, para cada i ∈ {1, . . . ,m}, H(Vy× [ti−1; ti]) esta´ inteiramente contido
numa vizinhanc¸a distinguida de X.
Vamos construir uma homotopia H˜y : Vy × I → X˜ que levanta H|(Vy × I). Para
isso, vamos definir, indutivamente, func¸o˜es cont´ınuas Gi : Vy × [ti−1; ti] → X˜, para
cada i ∈ {1, . . . ,m}, que levantam a restric¸a˜o de H a Vy× [ti−1, ti]. Com efeito, seja




em que, para cada λ ∈ L, p|U˜λ e´ um homeomorfismo sobre U . Dado λ ∈ L,
defina Uλ = f
−1(U˜λ). A famı´lia (Uλ)λ∈L e´, assim, uma colec¸a˜o de abertos disjuntos
que cobrem Vy em Y . Basta definir G1 como a u´nica func¸a˜o tal que, para cada
λ ∈ L, G1|Uλ = (p|U˜λ)−1 ◦ (H|(Uλ × [t0, t1])). Tem-se p ◦ G1 = H|(Vy × [t0, t1]) e
G1(y






















Assuma que Gi−1 esta´ definida, para 1 < i ≤ m. Seja U ′ uma vizinhanc¸a
distinguida contendo H(Vy × [ti−1, ti]). Se (U˜ ′µ)µ∈J e´ a colec¸a˜o de abertos disjuntos
de p−1(U ′) que se aplicam homeomorficamente sobre U ′, para cada µ ∈ J , enta˜o
colocamos U ′µ = f(U˜ ′µ), para cada µ ∈ J . Novamente, (U ′µ)µ∈J e´ uma cobertura de
Vy. A func¸a˜o Gi e´ definida, portanto, de forma que Gi|U ′µ = (p|U ′µ)−1 ◦ (H|(U ′µ ×
[ti−1, ti])). Enta˜o, para cada i, vale que p ◦Gi = H|(Vy × [ti−1, ti]) e que Gi(y′, 0) =
f(y′), para todo y′ ∈ Vy.
Finalmente, definimos H˜y : Vy×I → X˜ pondo H˜|(Vy× [ti−1, ti]) = Gi, para cada
i ∈ {1, . . . ,m}. Tal H˜y e´ um levantamento de H|(Vy× I), em virtude da construc¸a˜o
de cada uma das func¸o˜es Gi.
Dado qualquer outro ponto z ∈ Y , afirmamos que H˜z e H˜y coincidem em (Vy ×
I)∩ (Vz× I). Com efeito, se y′ ∈ Vy ∩Vz, enta˜o as restric¸o˜es H˜y|(y′× I) e H˜z|(y′× I)
tem como domı´nio o espac¸o conexo y′ × I, tomam valores em X˜ e, ale´m disso, para
todo t ∈ I, tem-se p ◦ (H˜y|(y′ × I))(y′, t) = H(y′, t) = p ◦ (H˜z|(y′ × I))(y′, t). Como
H˜y|(y′ × I)(y′, 0) = f(y′) = H˜z|(y′ × I)(y′, 0), a afirmac¸a˜o segue-se diretamente da´ı
e do Teorema 4.1.
O para´grafo acima nos garante, por fim, que a aplicac¸a˜o H˜ : Y × I → X˜, dada
por H˜|(Vy×I) = H˜y, esta´ bem definida. Tal H˜ e´, pois, o levantamento da homotopia
H que buscamos. (c.q.d)
Corola´rio 4.23. Todo recobrimento goza da propriedade de levantamento de homo-
topias (plh).
Corola´rio 4.24. Todo recobrimento goza da propriedade do levantamento u´nico de
caminhos (pluc).
Demonstrac¸a˜o: A existeˆncia segue do teorema anterior e da Proposic¸a˜o 4.19. A
unicidade e´ consequeˆncia do fato de I ser conexo e do Teorema 4.21. (c.q.d)
Com o intuito de se descobrir situac¸o˜es nas quais se tem existeˆncia de recobri-
mento garantida para func¸o˜es em geral, e na˜o somente para caminhos ou homotopias,
fac¸amos a seguir um pequeno estudo a respeito das fibras de um recobrimento.
Proposic¸a˜o 4.25. Seja f : X → Y uma func¸a˜o cont´ınua localmente injetiva. Enta˜o
f−1(y) e´ discreto em X, para todo y ∈ Y .
Demonstrac¸a˜o: Por f ser localmente injetiva, todo ponto x ∈ f−1({y}) possui
uma vizinhanc¸a U para a qual f(u) = y ⇔ u = x. Da´ı, U ∩ f−1({y}) = {x}, ou
seja, x e´ isolado. (c.q.d)
Corola´rio 4.26. Se p : X˜ → X e´ um recobrimento, enta˜o toda fibra sobre x ∈ X e´
um conjunto discreto.
Corola´rio 4.27. Se X e´ compacto, Y e´ Hausdorff e f : X → Y e´ cont´ınua local-
mente injetiva, enta˜o f−1({y}) e´ finito, para todo y ∈ Y .
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Demonstrac¸a˜o: Sendo Y Hausdorff, deve ser {y} fechado em Y , para todo y ∈ Y .
Da continuidade de f , obtemos que f−1({y}) e´ fechado no conjunto compacto X,
portanto compacto. Ale´m disso, pela proposic¸a˜o anterior, segue que f−1({y}) e´ dis-
creto. Portanto f−1({y}) e´ compacto e discreto, ou seja, finito. (c.q.d)
Na˜o vale a volta do corola´rio acima. Por exemplo, considere a func¸a˜o f :
[−1; 1] → R, dada por f(x) = |x|. A func¸a˜o f e´ cont´ınua, definida num con-
junto compacto, tomando valores num espac¸o de Hausdorff, e, ale´m disso, f−1({y})
e´ finito, para cada y ∈ R. Mas f na˜o e´ localmente injetiva, porque na˜o existe
vizinhanc¸a alguma do ponto zero restrita a` qual f seja injetiva.
Proposic¸a˜o 4.28. Seja p : (X˜, x˜0) → (X, x0) recobrimento. Se X˜ e´ conexo por
caminhos, enta˜o quando x˜ percorre a fibra p−1(x0), a imagem p∗(X˜, x˜) descreve
toda a classe de conjugac¸a˜o de H = p∗(pi1(X˜, x˜0)).
Demonstrac¸a˜o: Tome α ∈ pi1(X˜, x˜). Da Proposic¸a˜o 2.14 na pa´gina 28, podemos
escrever α = [c˜b˜c˜−1], em que [b˜] ∈ pi1(X˜, x˜0) e c˜ : I → X˜ e´ um caminho comec¸ando
em x˜0 e terminando em x˜. Assim, pondo γ = [c], obteˆm-se p∗(α) = γp∗([b˜])γ−1,
ou seja, p∗(pi1(X˜, x˜)) = γHγ−1. Reciprocamente, seja G = γHγ−1 um subgrupo
conjugado de H em pi1(X, x0). Suponha γ = [c]. Considere o levantamento c˜−1 do
caminho fechado c−1 comec¸ando em x˜0. Coloquemos x˜ = c˜−1(1). Tem-se p ◦ c˜ = c,
x˜ ∈ p−1(x0), c˜(0) = x˜ e c˜(1) = x˜0. Esse e´ exatamente o caso anterior. Segue que
p∗(pi1(X˜, x˜)) = γHγ−1 = G. (c.q.d)
A proposic¸a˜o a seguir poderia ter sido enunciada como um corola´rio do Teorema
4.22 na pa´gina 60. Optamos por trazeˆ-la somente agora, porque sua demonstrac¸a˜o
torna-se mais limpa com o estudo das fibras de um recobrimento, conforme o leitor
percebera´ no que se segue.
Proposic¸a˜o 4.29. Sejam p : X˜ → X recobrimento e a, b : I → X caminhos. Se
a ∼= b, enta˜o quaisquer levantamentos a˜ e b˜ que possuem o mesmo ponto inicial sa˜o
homoto´picos, isto e´, a˜ ∼= b˜.
Demonstrac¸a˜o: Escreva a(0) = p(x˜0) = b(0), para algum x˜0 ∈ X˜. Sejam
a˜, b˜ : I → X˜ levantamentos de a e b, rescpectivamente, comec¸ando no ponto x˜0.
Seja H : a ∼= b homotopia entre a e b e H˜ : I × I → X˜ levantamento de H tal
que H˜(s, 0) = a˜(x), para todo s ∈ I. Como p(H˜(0, t)) = H(0, t) = a(0) = b(0) e
p(H˜(1, t)) = H(1, t) = a(1) = b(1) na˜o dependem de t ∈ I, enta˜o H˜(0, t) = x˜0 e
H˜(1, t) = x˜1 tambe´m na˜o o fazem, pois, em virtude do Corola´rio 4.26 na pa´gina 61,
as fibras p−1(a(0)) e p−1(a(1)) sa˜o discretas. O caminho s 7→ H˜(s, 1) em X e´, assim,
um levantamento de b comec¸ando em x˜0. Pelo Corola´rio 4.24 na pa´gina 61, p goza
da pluc, logo H˜(s, 1) = b˜(s) para todo s ∈ I. Portanto H˜ : a˜ ∼= b˜. (c.q.d)
As duas proposic¸o˜es que se seguem tera˜o devida importaˆncia para o estudo do
problema de determinar quando e´ que um espac¸o admite um recobrimento, o qual
sera´ abordado em sequeˆncia.
Proposic¸a˜o 4.30. Se p : X˜ → X e´ um recobrimento, com p(x˜0) = x0, enta˜o o ho-
momorfismo induzido p∗ : pi1(X˜, x˜0)→ pi1(X, x0) e´ injetivo e a imagem p∗(pi1(X˜, x˜0)) ⊆
pi1(X, x0) e´ o subgrupo formado pelas classes de homotopias de caminhos fechados
em X, com ponto base em x0, cujos levantamentos a X˜, comec¸ando em x˜0, sa˜o
fechados.
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Demonstrac¸a˜o: Tome α = [a˜] ∈ ker(p∗). Enta˜o p ◦ a˜ = a e´ homoto´pico ao
caminho constante ex0 , isto e´, a
∼= ex0 . Ale´m disso, a˜ e ex˜0 sa˜o levantamentos de a
e ex0 comec¸ando em x˜0, respectivamente. Pela Proposic¸a˜o 4.29, segue que a˜
∼= ex˜0 .
Logo, ker(p∗) e´ o grupo trivial e portanto p∗ e´ injetivo.
Provemos a segunda afirmac¸a˜o. Ora, um caminho fechado com base em x0 que
se levanta a um caminho fechado com base em x˜0 pertence evidentemente a` imagem
de p∗. Reciprocamente, tome α ∈ p∗(pi1(X˜, x˜0)), digamos α = [a]. Seja b um lac¸o
com base em x˜0 tal que p∗([b]) = [a], ou seja, [p ◦ b] = [a], ou ainda, a′ = p ◦ b ∼= a.
O levantamento de a′ e´ o caminho b, o qual e´ fechado com base em x˜0. Se a˜ e´ o
levantamento de a comec¸ando em x˜0, a Proposic¸a˜o 4.29 garante que a˜ ∼= b. Em
particular, isso mostra que a˜ e´ um lac¸o com base em x˜0. (c.q.d)
Proposic¸a˜o 4.31. O nu´mero de folhas de um recobrimento p : X˜ → X, com
p(x˜0) = x0, X e X˜ conexos por caminhos, e´ igual ao ı´ndice da imagem H de p∗ em
pi1(X, x0).
Demonstrac¸a˜o: Seja a : I → X um caminho fechado com base em x0. Tome
a˜ : I → X˜ levantamento de a comec¸ando em x˜0. Toda classe [h] ∈ H e´ representada
por um caminho da forma h = p ◦ h˜, em que h˜ e´ fechado com base em x˜0. Logo,
o caminho h˜a˜ e´ um levantamento de ha com ponto final em a˜(1) ∈ p−1(x0). Ale´m
disso, se a ∼= b, a Proposic¸a˜o 4.29 garante que seus levantamentos a˜ e b˜, comec¸ando
em x˜0, sa˜o tais que a˜(1) = b˜(1). Isso mostra que a correspondeˆncia Φ entre as classes
laterais de H em pi1(X, x0) e a fibra sobre x0, dada por Φ[Ha] = a˜(1), esta´ bem
definida.
Mostremos que essa associac¸a˜o e´ sobrejetora. Com efeito, dado x˜1 ∈ p−1({x0}),
tome a˜ : I → X˜ caminho ligando x˜0 a x˜1. Tal caminho e´ evidentemente um
levantamento, comec¸ando em x˜0, de a = p ◦ a˜, o qual e´ fechado com base em x0.
Portanto x˜1 = Φ[Ha] e Φ e´ sobrejetora.
Finalmente, suponha Φ[Ha] = Φ[Hb], para certos a, b : I → X fechados com
base em x0. Enta˜o ab
−1 e´ fechado com base em x0 e levanta-se a um caminho
fechado com base em x˜0 (a saber, a˜b˜
−1), ou seja, [ab−1] ∈ H, ou ainda, [Ha] = [Hb].
Isso mostra a injetividade de Φ. (c.q.d)
Corola´rio 4.32. Se X˜ e´ simplesmente conexo, enta˜o o nu´mero de folhas de um
recobrimento p : X˜ → X e´ igual a` cardinalidade de pi1(X).
Exemplo 4.33. Como consequeˆncia da proposic¸a˜o anterior, calcularemos o grupo
fundamental do espac¸o projetivo real P n (para definic¸a˜o, veja o Exemplo 18 na
pa´gina 88 do Apeˆndice). Isso sera´ feito em dois casos. Para o caso n = 1, note que
P 1 e S1 sa˜o homeomorfos. Com efeito, seja f : S1 → S1 dada por f(z) = z2 e seja
q : S1 → P 1 a aplicac¸a˜o canoˆnica. Ora, f e´ cont´ınua e tal que f(z) = f(w) se, e
somente se, z = ±x. Portanto, passando-se ao quociente, obtemos uma aplicac¸a˜o
f : P 1 → S1 cont´ınua, bijetora, e tal que f ◦ q = f .
S1






Mas P 1 e´ compacto e S1 e´ Hausdorff. Logo, pelo Corola´rio 2 do Apeˆndice, f e´
um isomorfismo. Por conseguinte, tem-se pi1(P
1) ∼= pi1(S1) ∼= Z.
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Tome, agora, n ≥ 2. Considere a aplicac¸a˜o quociente p : Sn → P n. Em virtude
do Exemplo 4.6, segue que p e´ um recobrimento. Da definic¸a˜o de P n, veˆ-se que p
possui duas folhas. Como n ≥ 2, tem-se Sn simplesmente conexa, logo |pi1(P n)| = 2.
Por conseguinte, pi1(P
n) e´ isomorfo a Z2.
A Proposic¸a˜o que se segue mostrar-se-a´ de grande importaˆncia ao Teorema 4.37
na pa´gina 65, o qual consiste no resultado central dessa sec¸a˜o. A proposic¸a˜o anterior
poderia, tambe´m, ter sido enunciado como um corola´rio dessa que se segue.
Proposic¸a˜o 4.34. Sejam p : X˜ → X um recobrimento e a, b : I → X caminhos
comec¸ando no ponto x e que terminam no ponto y. Se a˜, b˜ : I → X˜ sa˜o levan-
tamentos de a e b, respectivamente, ambos comec¸ando no mesmo ponto x˜, enta˜o
a˜(1) = b˜(1) se, e somente se, [ab−1] ∈ H = p∗(pi1(X˜, x˜)).
Demonstrac¸a˜o: Se a˜(1) = b˜(1), enta˜o o caminho c = ab−1 e´ fechado com base em
x. Ale´m disso, c = p ◦ c˜, em que c˜ e´ o levantamento de c comec¸ando em x˜. Por
conseguinte, [c] ∈ H. Reciprocamente, suponha [ab−1] ∈ H. Seja c˜ levantamento
de c = ab−1 comec¸ando em x˜. Pela Proposic¸a˜o 4.30, c˜ e´ fechado, com base em x˜.
Defina γ, λ : I → X˜ pondo γ(s) = c˜(s/2) e λ(s) = c˜(1 − s/2). Tem-se γ(0) =
c˜(0) = x˜ = c˜(1) = λ(0), (p ◦ γ)(s) = p(c˜(s/2)) = ab−1(s/2) = a(s) e (p ◦ λ)(s) =
p(c˜(1 − s/2)) = ab−1(1 − s/2) = b−1(1 − s) = b(s), para todo s ∈ I. Isso significa
que γ e λ sa˜o levantamentos de a e b, respectivamente, comec¸ando no ponto x˜.
Pela unicidade do levantamento de caminhos, segue que γ = a˜ e λ = b˜. Portanto
a˜(1) = γ(1) = c˜(1/2) = λ(1) = b˜(1). (c.q.d)
Corola´rio 4.35. Sejam f : (Y, y0)→ (X, x0) uma func¸a˜o cont´ınua e p : (X˜, x˜0)→
(X, x0) um recobrimento. Suponha que f∗(pi1(Y, y0)) ⊆ p∗(pi1(X˜, x˜0)). Se a, b : I →
Y sa˜o caminhos ligando y0 a y ∈ Y , e se c˜, d˜ : I → X˜ sa˜o os levantamentos de
f ◦ a = c e f ◦ b = d, respectivamente, ambos comec¸ando em x˜0, enta˜o c˜(1) = d˜(1).
Demonstrac¸a˜o: Ora, tem-se [cd−1] = [f ◦ ab−1] ∈ f∗(pi1(Y, y0)) ⊆ p∗(pi1(X˜, x˜)) . O
resultado segue-se da proposic¸a˜o acima. (c.q.d)
Corola´rio 4.36. Seja p : X˜ → X recobrimento com X˜ simplesmente conexo. Dois
caminhos a, b : I → X de mesmas extremidades x0 e x1 sa˜o caminhos homoto´picos
se, e somente se, seus levantamentos a˜ e b˜ a partir de um ponto x˜0 ∈ p−1(x0)
terminam no mesmo ponto.
Demonstrac¸a˜o: Como pi1(X˜) = {0}, tem-se p∗(pi1(X˜)) = {0}. Da´ı, e da pro-
posic¸a˜o anterior, segue que a ∼= b⇔ [ab−1] = x0 ⇔ [ab−1] ∈ p∗(pi1(X˜)), o que ocorre
se, e somente se, a˜(1) = b˜(1). (c.q.d)
Mais particularmente, o corola´rio acima mostra que se X˜ e´ simplesmente conexo,
enta˜o a fim de que um caminho fechado a : I → X seja homoto´pico a uma constante,
e´ necessa´rio e suficiente que algum de seus levantamentos seja fechado (e portanto
todos os seus levantamentos sejam fechados).
Nem sempre podemos garantir a existeˆncia de levantamento de uma func¸a˜o f :
Y → X relativamente a um recobrimento p : X˜ → X. Esse e´, no entanto, um
assunto de grande interesse a` topologia e sera´ abordado nas linhas que se seguem.
A garantia de tal levantamento so´ e´ alcanc¸ada se estabelecermos duas restric¸o˜es a`
topologia de Y , a saber, a conexidade por caminhos e a conexidade por caminhos
local. Mais precisamente:
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Teorema 4.37. Seja p : X˜ → X recobrimento, com p(x˜0) = x0. Seja Y um espac¸o
conexo por caminhos e localmente conexo por caminhos. A fim de que uma func¸a˜o
cont´ınua f : Y → X, com f(y0) = x0, admita um levantamento f˜ : Y → X˜, com
f˜(y0) = x˜0, e´ necessa´rio e suficiente que f∗(pi1(Y, y0)) ⊆ p∗(pi1(X˜, x˜0)).
Demonstrac¸a˜o: A condic¸a˜o e´ necessa´ria porque p ◦ f˜ = f implica p∗ ◦ f˜∗ = f∗.
Vejamos que e´ suficiente. Para isso, seja y ∈ Y e a um caminho ligando y0 a y
em Y . Enta˜o b = f ◦ a e´ um caminho que comec¸a em x0. Tome b˜ levantamento
de b comec¸ando em x˜0. Defina f˜(y) = b˜(1). O Corola´rio 4.35 garante-nos que tal
aplicac¸a˜o f˜ : Y → X˜ esta´ bem definida. Tem-se (p ◦ f˜)(y) = p(f˜(y)) = p(b˜(1)) =
b(1) = f(a(1)) = f(y), ou seja, p ◦ f˜ = f . Mostremos que f˜ e´ cont´ınua. Da´ı,
seguir-se-a´ que f˜ e´ um levantamento de f , e o teorema sera´ demonstrado.
Com efeito, seja U˜ ⊆ X˜ uma vizinhanc¸a aberta de f˜(y). Seja U uma vizinhanc¸a
aberta de f(y) tal que p|U˜ : U˜ → U e´ um homeomorfismo. Em virtude da continui-
dade de f , existe W vizinhanc¸a conexa por caminhos (Y e´ localmente conexo por
caminhos) e aberta de y tal que f(W ) ⊆ V . Fixemos um caminho a ligando y0 a
y. Sendo W conexo por caminhos, podemos tomar, para cada w ∈ W , um caminho
aw : I → W ligando y a w. Cada caminho (f ◦ a)(f ◦ aw) tem como levantamento o
caminho (f˜ ◦ a)(f˜ ◦ aw), em que f˜ ◦ aw = (p|U˜)−1 ◦ f ◦ aw. Portanto f˜(w) ∈ U˜ , isto
e´, f˜(W ) ⊆ U˜ , donde obteˆm-se a continuidade de f˜ . (c.q.d)
As duas proposic¸o˜es que se seguem sa˜o, em verdade, consequeˆncias do teorema
acima. Ambas sa˜o essencialmente na˜o triviais, mas quando estudadas a partir da
teoria de recobrimento, se tornam extremamente simples.
Proposic¸a˜o 4.38. Toda func¸a˜o cont´ınua f : S2 → T 2 e´ homoto´pica a uma cons-
tante.
Demonstrac¸a˜o: Seja p : R2 → T 2 = S1 × S1 o recobrimento p(x, y) = (eix, eiy). O
teorema acima assegura que f possui um levantamento f˜ : S2 → R2 se, e somente
se, f∗(pi1(S2)) ⊆ p∗(pi1(R2)). Acontece que S2 e´ simplesmente conexa, logo a imagem
do homomorfismo induzido f∗ : {0} = pi1(S2) → pi1(T 2) e´ o grupo trivial, o qual
esta´ evidentemente contido em qualquer grupo. Por conseguinte, f admite um
levantamento f˜ : S2 → R2. Sendo R2 um conjunto contra´til, segue-se que f∗ e´
homoto´pico a uma constante h. Da´ı, conclui-se que f = p ◦ f∗ e´ homoto´pica a p ◦ h,









Mais geralmente (e com a mesma demonstrac¸a˜o), mostra-se que toda func¸a˜o
cont´ınua f : Sn → T n e´ homoto´pica a uma constante.
Proposic¸a˜o 4.39. Toda func¸a˜o cont´ınua f : Sn → S1, com n > 1, e´ homoto´pica a
uma constante.
Demonstrac¸a˜o: Seja ψ : R → S1 a aplicac¸a˜o (de recobrimento) exponencial.
Novamente, a imagem do homomorfismo f∗ : pi1(Sn) → pi1(S1) ∼= Z e´ o grupo
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trivial, em virtude de ser Sn simplesmente conexa. Por conseguinte, f admite um
levantamento f˜ : Sn → R (Teorema 4.37). Por R ser contra´til, segue que f˜ e´
homoto´pica a uma constante. Da mesma forma que na proposic¸a˜o anterior, isso










Aplicaremos novamente o Teorema 4.37 na pa´gina 65 para estabelecer condic¸o˜es
segundo as quais uma func¸a˜o complexa cont´ınua admite um ramo de logaritmo.
Lembramos que uma func¸a˜o complexa f : U → C definida em um aberto U de C,
diz-se holomorfa em U quando e´ diferencia´vel em todos os pontos de U . Se f e´
cont´ınua e existe uma func¸a˜o g : U → C \ {0} cont´ınua tal que f(z) = eg(z), para
todo z ∈ U , enta˜o g chama-se um ramo de log f(z), e diz-se que f admite um ramo
de logaritmo.
Proposic¸a˜o 4.40. Sejam U ⊆ C um aberto conexo e f : U → C cont´ınua. A fim
de que exista um ramo de log f(z) e´ necessa´rio e suficiente que o nu´mero de voltas
que f ◦ a : I → C \ {0} da´ em torno da origem seja igual a zero, para todo caminho
a : I → U fechado.
Demonstrac¸a˜o: Ora, o nu´mero de voltas que f ◦ a da´ em torno da origem e´ igual
a zero se, e somente se, o homomorfismo induzido f∗ : pi1(U, u0) → pi1(C \ {0})
e´ nulo. Considere o recobrimento p : C → C \ {0} dado por p(z) = ez. Como
C e´ simplesmente conexo, o homomorfismo induzido p∗ e´ nulo. Pelo Teorema 4.3,
f admite levantamento relativamente a p se, e somente se, f∗ = 0. Agora, um
levantamento g de f deve ser da forma g(z) = ef(z), para todo z ∈ U , isto e´, g e´ um
ramo de log f(z). O resultado segue-se. (c.q.d)
Corola´rio 4.41. Se U ⊆ C e´ aberto simplesmente conexo, enta˜o toda func¸a˜o
cont´ınua f : U → C \ {0} admite um ramo de log f(z).
4.3 Homomorfismos e Transformac¸o˜es de Reco-
brimento
Um espac¸o X pode admitir va´rios recobrimentos. Como sabemos, o pro´prio X e´
um recobrimento dele pro´prio. Estudar todos os recobrimentos de um espac¸o pode
ser, portanto, uma tarefa a´rdua. Entretanto, muitos desses recobrimentos podem ser
equivalentes, em um sentido que definiremos a seguir. Essa equivaleˆncia e´ tomada de
forma mais geral do que simplesmente topolo´gica, isto e´, dois recobrimentos homeo-
morfos sa˜o equivalentes, mas o contra´rio pode na˜o ocorrer. Para tornar mais simples
o entendimento dessas ideias, trataremos dos grupos propriamente descont´ınuos de
homeomorfismos.
Dado um espac¸o topolo´gico X, o conjunto dos homeomorfismos de X em X
consiste em um grupo, munido da operac¸a˜o de composic¸a˜o. Qualquer subgrupo G
desse grupo chama-se um grupo de homeomorfismos de X. Para tornar a notac¸a˜o
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mais consistente, denotaremos a imagem de um ponto x ∈ X pelo homeomorfismo
g : X → X por gx.
Existe uma ac¸a˜o φ : X×G→ X do grupo G no espac¸o X, definida por φ(x, g) =
gx. A o´rbita de um ponto x ∈ X mediante tal ac¸a˜o e´ o conjunto G ·x = {gx; g ∈ G},
a qual e´ a classe de equivaleˆncia de x segundo a relac¸a˜o de equivaleˆncia ∼, dada
por x ∼ y ⇔ y = gx, para algum g ∈ G. Por conseguinte, dados x, y ∈ X, tem-se
x ·G = y ·G ou x ·G ∩ y ·G = ∅.
Definic¸a˜o 4.42. Um grupo G de homeomorfismos de X chama-se propriamente
descont´ınuo quando todo ponto x ∈ X possui uma vizinhanc¸a V tal que, se g, h ∈ G
e g 6= h, enta˜o g ·V ∩h ·V = ∅. Uma vizinhanc¸a V desse tipo diz-se uma vizinhanc¸a
conveniente de x.
A ac¸a˜o φ definida anteriormente diz-se propriamente descont´ınua quando G
e´ um grupo propriamente descont´ınuo.
Equivalentemente, isso significa que para todo g ∈ G, diferente da identidade,
tem-se g · V ∩ V = ∅. De fato, se essa condic¸a˜o for satisfeita e g, h ∈ G sa˜o
distintos, enta˜o h−1g 6= idX , donde segue que h−1g · V ∩ V = ∅ e, por conseguinte,
g · V ∩ h · V = ∅.
Essa condic¸a˜o mostra que nenhum homeomorfismo de um grupo propriamente
descont´ınuo G possui pontos fixos, exceto a identidade. Isso ocorre se, e somente se,
g 6= h implicar gx 6= hx, para todo x ∈ X. Portanto, a ac¸a˜o ϕ e´ livre, ou seja, G
age livremente em X.
Exemplo 4.43. Seja α : Sn → Sn a aplicac¸a˜o ant´ıpoda. Enta˜o G = {idSn , α} e´ um
grupo de homeomorfismos de Sn, em virtude de que α2 = idSn . Tem-se G propria-
mente descont´ınuo, porque todo ponto x ∈ Sn esta´ contido em uma vizinhanc¸a V
contida em um hemisfe´rio, a qual cumpre α · V ∩ V = ∅.
Denotaremos por X/G o quociente de X pela relac¸a˜o de equivaleˆncia ∼, cujas
classes sa˜o as o´rbitas G · x, para cada x ∈ X. Considere a aplicac¸a˜o canoˆnica




g ·A. Como g ·A e´ aberto em X/G, para todo g ∈ G, segue
que p−1(p(A)) e´ aberto em X, ou seja, p(A) e´ aberto em X/G, ou ainda, p e´ uma
aplicac¸a˜o aberta.
O resultado mais importante acerca dos grupos propriamente descont´ınuos e´
exibido abaixo.
Teorema 4.44. Seja G um grupo de homeomorfismos de X que age livremente num
espac¸o X. Sa˜o equivalentes:
1) G e´ propriamente descont´ınuo.
2) A projec¸a˜o canoˆnica p : X → X/G e´ um recobrimento.
3) p : X → X/G e´ localmente injetiva.
Demonstrac¸a˜o: (2) ⇒ (3) e´ evidente. Se (3) ocorre, toda vizinhanc¸a aberta V
na qual p e´ injetiva sera´ uma vizinhanc¸a conveniente, pois na˜o conte´m pontos de
mesma o´rbita. Logo (3) ⇒ (1). Falta mostrar que (1) ⇒ (2). Para isso, tome
y = p(x) ∈ X/G e U 3 x vizinhanc¸a conveniente. Tem-se V = p(U) aberto, em
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virtude de p ser aberta. Ale´m disso, p−1(V ) e´ a reunia˜o dos abertos g · U , com
g variando em G, os quais sa˜o disjuntos porque U e´ conveniente. A restric¸a˜o de
p a cada um desses abertos g · U e´ injetiva, logo e´ um homeomorfismo entre U e
p(g(U)) = p(U) = V . Portanto, V e´ uma vizinhanc¸a distinguida de y. (c.q.d)
Obtemos, assim, as bases teo´ricas essenciais para se estudar os homomorfismos
de recobrimento de um espac¸o X, os quais nos levara˜o a` definic¸a˜o da equivaleˆncia
(isomorfismo) entre recobrimentos citada no in´ıcio da discussa˜o, noc¸o˜es que sera˜o en-
globadas em uma categoria, cujos objetos sa˜o recobrimentos de X e cujos morfismos
coincidem com tais homomorfismos de recobrimentos que definiremos a seguir.
Definic¸a˜o 4.45. Sejam p1 : X˜1 → X e p2 : X˜2 → X recobrimentos de mesma base.
Uma func¸a˜o cont´ınua f : X˜1 → X˜2 chama-se um homomorfismo entre X˜1 e X˜2








Exemplo 4.46. Sejam p : R2 → T 2 e q : S1×R→ T 2 recobrimentos do toro, dados
por p(s, t) = (e2piis, e2piit) e q(z, t) = (z, e2piit). Enta˜o, a aplicac¸a˜o f : R2 → S1 × R,
definida por f(s, t) = (e2piis, t) e´ um homomorfismo de recobrimentos. Com efeito,
f ◦ q = p.
Como de praxe, um isomorfismo entre recobrimentos p1 e p2 e´ um homomor-
fismo f : X˜1 → X˜2 que e´ um homeomorfismo. Um isomorfismo entre recobrimentos
chama-se um automorfismo quando X˜1 = X˜2. Um homomorfismo entre recobrimen-
tos diz-se um endomorfismo quando X˜1 = X˜2. Evidentemente, todo automorfismo
e´ um endomorfismo.
O conjunto dos recobrimentos de X sera´ indicado por Rec(X). Tal conjunto
constitui uma categoria Rec(X), cujos morfismos sa˜o os homomorfismos de recobri-
mentos de X e a composic¸a˜o de morfismos e´ a composic¸a˜o de homomorfismos.
E´ relevante tambe´m estudarmos as propriedades de um recobrimento p : X˜ → X
fixado. Para isso, consideremos o conjunto G(X˜|X) dos automorfismos do recobri-
mento p, ao qual associaremos uma estrutura de grupo com a composic¸a˜o. Os
elementos de G(X˜|X) sa˜o, portanto, homeomorfismos f : X˜ → X˜. Cada um desses
elementos sera´ chamado uma transformac¸a˜o de recobrimento.
E´ conveniente estudar como cada fibra de um recobrimento se comporta por meio
de transformac¸o˜es de recobrimento e por meio de homomorfismos de recobrimento.
A fim de fazeˆ-lo, considere p1 : X˜1 → X e p2 : X˜2 → X recobrimentos de mesma
base e f : X˜1 → X˜2 um homomorfismo. Enta˜o:
1. f aplica cada fibra p−11 (x) na fibra p
−1
2 (x). Ora, tem-se p1 = p2 ◦ f . Assim, se
p1(y) = x, enta˜o p2(f(y)) = p1(y) = x, ou seja, f(y) ∈ p−12 (x).
2. Um endomorfimo f : X˜ → X˜ aplica cada fibra p−1(x) nela pro´pria.
3. Se f e´ um isomorfismo, enta˜o f e´, para cada x, uma bijec¸a˜o entre as fibras




4. Uma transformac¸a˜o de recobrimento consiste, vide itens anteriores, em uma
permutac¸a˜o entre cada fibra p−1(x).
Proposic¸a˜o 4.47. Sejam p1 : X˜1 → X e p2 : X˜2 → X recobrimentos, com X˜1
conexo. Se dois homomorfismos f, g : X˜1 → X˜2 coincidem em algum ponto x˜1,
enta˜o f = g.
Demonstrac¸a˜o: Com efeito, as igualdades p1 = p2 ◦ f e p1 = p2 ◦ g significam
que f e g sa˜o levantamentos da func¸a˜o cont´ınua p1 relativamente a p2. O resultado
segue-se do Teorema 4.21 na pa´gina 60. (c.q.d)
Vejamos a relac¸a˜o entre grupos de automorfismos de um recobrimento e grupos
propriamente descont´ınuos de homeomorfismos de base conexa.
Proposic¸a˜o 4.48. Seja G um grupo propriamente descont´ınuo de homeomorfismos
do espac¸o conexo X. Enta˜o, G e´ o grupo de automorfismos do recobrimento p :
X → G/X, isto e´, G = G(X|X/G).
Demonstrac¸a˜o: Tome g ∈ G. Enta˜o p(g(x)) = G · gx = G · x = p(x), seja qual for
x ∈ X. Portanto p ◦ g = p, ou seja, g ∈ G(X|X/G). Seja, agora, f : X → X uma
transformac¸a˜o de recobrimento. Fixe x0 ∈ X e defina x1 = f(x0). Como x0 e x1
pertencem a` mesma fibra (pois f e´ transformac¸a˜o de recobrimento), existe g ∈ G
tal que gx0 = x1. Da Proposic¸a˜o 4.47, vem que f = g. Portanto f ∈ G. (c.q.d)
Uma aplicac¸a˜o direta do resultado acima e´ o seguinte.
Exemplo 4.49. Os homomorfismos do recobrimento p : R2 → T 2 do toro, vide
Exemplo 4.46, sa˜o as translac¸o˜es (s, t) 7→ (s+m, t+ n), para m,n ∈ Z.
Teorema 4.50 (Existeˆncia de homomorfismos). Sejam p : (X˜, x˜) → (X, x) e q :
(Y˜ , y˜)→ (X, x) recobrimentos. Suponha X˜, Y˜ espac¸os conexos e localmente conexos
por caminhos. Existe um homomorfismo f : X˜ → Y˜ com f(x˜) = y˜ se, e somente
se, p∗(pi1(X˜, x˜)) ⊆ p∗(pi1(Y˜ , y˜)).
Demonstrac¸a˜o: Ora, um homomorfismo f consiste em um levantamento de p
relativamente ao recobrimento q. Assim, o resultado decorre imediatamente do









Corola´rio 4.51. Seja p : X˜ → X um recobrimento, com X˜ simplesmente conexo e
localmente conexo por caminhos. Se q : Y˜ → X e´ um recobrimento e Y˜ e´ conexo,
enta˜o existe um recobrimento f : X˜ → Y˜ para o qual q ◦ f = p.
Demonstrac¸a˜o: Tome x˜ ∈ X˜ e y˜ ∈ Y˜ tais que p(x˜) = q(y˜). Como X˜ e´ simples-
mente conexo, segue que {0} = p∗(pi1(X˜, x˜)) ⊆ q∗(pi1(Y˜ , y˜)). (c.q.d)
Corola´rio 4.52. Considere as hipo´teses do teorema acima. Para o homomorfismo
f : X˜ → Y˜ ser um isomorfismo, e´ necessa´rio e suficiente que p∗(pi1(X˜, x˜)) =
p∗(pi1(Y˜ , y˜)).
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Demonstrac¸a˜o: Na˜o ha´ du´vidas sobre a necessidade. Vejamos a suficieˆncia. Ora,
assumindo a igualdade, o teorema garante-nos a existeˆncia de um homomorfismo
g : Y˜ → X˜ tal que g(y˜) = x˜. Tem-se g ◦ f = idX˜ (pois x˜ fica fixo por g ◦ f) e
f ◦ g = id Y˜ (mesmo argumento). Portanto, f e´ homeomorfismo (logo isomorfismo
de recobrimentos). (c.q.d)
Corola´rio 4.53. Seja X um espac¸o conexo e localmente conexo por caminhos.
Quaisquer dois recobrimentos simplesmente conexos de X sa˜o isomorfos.
Demonstrac¸a˜o: Basta ver que p∗(pi1(X˜, x˜)) = {0} = p∗(pi1(Y˜ , y˜)) e usar o corola´rio
acima. (c.q.d)
Em virtude dos resultados acima, obte´m-se que, se X˜ e´ simplesmente conexo e
X e´ conexo e localmente conexo por caminhos, enta˜o o recobrimento p : X˜ → X
recobre qualquer outro recobrimento conexo Y˜ do espac¸o X. Motivados por isso,
consideremos a definic¸a˜o abaixo.
Definic¸a˜o 4.54. Um recobrimento p : X˜ → X chama-se universal quando X˜ e´
simplesmente conexo.
Evidentemente, se X e´ conexo e localmente conexo por caminhos, enta˜o so´ existe
um (a menos de isomorfismos) recobrimento universal de X.
Fac¸amos uma pausa para um exemplo (cla´ssico, como de praxe). Conhecemos
va´rios recobrimentos do c´ırculo S1. Mas, no fim das contas, quantos recobrimentos
do c´ırculo existem, a menos de isomorfismo? Ora, o recobrimento nosta´lgico ψ : R→
S1 dado pela aplicac¸a˜o exponencial ψ(t) = eit tem domı´nio simplesmente conexo,
logo e´ o recobrimento universal de S1. Vejamos quantos mais recobrimentos (em
verdade, na˜o universais) existem, utilizando-se dos resultados vistos acima.
Exemplo 4.55 (Os recobrimentos de S1). Como pi1(S
1) = Z, seus subgrupos sa˜o da
forma nZ, com n natural (ou igual a zero). A cada um desses subgrupos, corresponde
biunivocamente o recobrimento pn : S
1 → S1, dado por pn(z) = zn (o qual e´ um
recobrimento de n folhas). Quando n = 0, tem-se p0 = ψ (o recobrimento universal).
Em virtude do Teorema 4.50, qualquer outro recobrimento p : X˜ → S1, com X˜
conexo, deve ser isomorfo a um desses. Logo, os recobrimentos do c´ırculo sa˜o ψ e
pn (n ∈ N) e portanto o grupo das transformac¸o˜es de recobrimentos do c´ırculo e´
(conforme ja´ espera´vamos) isomorfo aos inteiros.
Proposic¸a˜o 4.56. Seja p : X˜ → X recobrimento, com X˜ conexo por caminhos.
Seja x0 ∈ X um ponto. As afirmac¸o˜es abaixo sa˜o equivalentes:
1) Para algum x˜0 ∈ p−1(x0), o subgrupo p∗(pi1(X˜, x˜0)) ⊆ pi1(X, x0) e´ normal.
2) Dados x˜, x˜0 ∈ p−1(x0), os subgrupos p∗(pi1(X˜, x˜))) e p∗(pi1(X˜, x˜0)) sa˜o normais e
iguais.
3) Dado a : I → X caminho fechado com base em x0, ou todos os levantamentos de
a a partir dos pontos da fibra p−1(x0) sa˜o fechados ou nenhum deles e´ fechado.
Demonstrac¸a˜o: Em virtude da Proposic¸a˜o 4.34 na pa´gina 64, a condic¸a˜o 3 significa
que [a] ∈ p∗(pi1(X˜, x˜0)) = H ocorre se, e somente se, [a] ∈ p∗(pi1(X˜, x˜)). Isso equivale
a dizer que todos os subgrupos p∗(pi1(X˜, x˜)) sa˜o iguais conforme x˜ varia na fibra
p−1(x0). Pela Proposic¸a˜o 4.28 na pa´gina 62, isso tambe´m equivale a` normalidade
desses subgrupos (pois variar x˜ na fibra p−1(x0) corresponde a uma conjugac¸a˜o no
subgrupo H), e portanto (3)⇔ (1). A equivaleˆncia (1)⇔ (2) e´ evidente. (c.q.d)
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Definic¸a˜o 4.57. Um recobrimento p : X˜ → X chama-se regular quando X˜ e´ conexo
por caminhos e uma das condic¸o˜es acima (e portanto todas) e´ satisfeita.
Em geral, a regularidade de um recobrimento depende do ponto base x0 ∈ X
escolhido inicialmente. Esse problema, no entanto, e´ resolvido quando X e´ conexo
por caminhos (vide Proposic¸a˜o 2.14 na pa´gina 28).
Exemplo 4.58. Se pi1(X) e´ abeliano, enta˜o todo recobrimento p : X˜ → X, com X˜
conexo por caminhos, e´ regular. Com efeito, todo subgrupo de um grupo abeliano e´
normal. Em particular, o Corola´rio 2.55 na pa´gina 40 nos diz que todo recobrimento
conexo por caminhos de um grupo topolo´gico e´ regular.
Exemplo 4.59. Seja X˜ um conjunto conexo por caminhos. Enta˜o, todo recobri-
mento de duas folhas p : X˜ → X e´ regular. De fato, todo subgrupo de ı´ndice 2 e´
normal. Da´ı, e da Proposic¸a˜o 4.56, segue o resultado.
As vezes, um recobrimento regular e´ chamado de recobrimento normal. Vejamos,
agora, a relac¸a˜o mais importante entre automorfismos de um recobrimento e sua
regularidade. Isso sera´ expresso na Proposic¸a˜o 4.60, a qual utilizar-se-a´ do teorema
abaixo (e seus corola´rios).
Antes de prosseguir, vamos declarar X˜ conexo e localmente conexo por caminhos,
ate´ o final dessa sec¸a˜o.
Seja p : X˜ → X um recobrimento e x˜, y˜ ∈ p−1(x0). Pelo Teorema 4.37 na
pa´gina 65, a existeˆncia de um endomorfismo f : X˜ → X˜ tal que f(x˜) = y˜ equi-
vale a escrever que H = p∗(pi1(X˜, x˜)) ⊆ p∗(pi1(X˜, y˜)) = G. Ale´m disso, f e´ um
automorfismo se, e somente se, tem-se H = G. Tendo em vista esse fato, considere
a:
Proposic¸a˜o 4.60. Um recobrimento p : X˜ → X e´ regular se, e somente se, dados
dois pontos x˜0, x˜1 ∈ p−1(x0), existe um automorfismo f : X˜ → X˜ com f(x˜0) = x˜1.
Demonstrac¸a˜o: Se p e´ regular, enta˜o p∗(pi1(X˜, x˜0)) = p∗(pi1(X˜, x˜1)). Pelo Teorema
4.37, isso significa que existe um endomorfismo f : X˜ → X˜ com f(x˜0) = x˜1. Pelo
Corola´rio 4.52, segue que f e´ um isomorfismo. Reciprocamente, a existeˆncia do
automorfismo f equivale a dizer que p∗(pi1(X˜, x˜0)) = p∗(pi1(X˜, x˜1)), para quaisquer
x˜0, x˜1 ∈ p−1(x0), ou seja, todos os subgrupos p∗(pi1(X˜, x˜)) sa˜o normais e iguais
quando x˜ percorre a fibra p−1(x0), ou seja, p e´ regular. (c.q.d)
Noutras palavras, o recobrimento p : X˜ → X e´ regular se, e somente se, o grupo
G(X˜|X) das transformac¸o˜es de recobrimento de p opera transitivamente nas fibras.
Exemplo 4.61. Sejam X um espac¸o conexo por caminhos e G um grupo propri-
amente descont´ınuo de homeomorfismos de X. Pela Proposic¸a˜o 4.44 na pa´gina 67,
segue que a aplicac¸a˜o quociente p : X → X/G e´ uma aplicac¸a˜o de recobrimento.
Mostremos que p e´ regular. De fato, tome x0, x1 ∈ X tais que p(x0) = p(x1), ou
seja, x1 = g(x0), para algum g ∈ G. Pela Proposic¸a˜o 4.44 na pa´gina 67, G e´ o grupo
de automorfismos de p, ou seja, g e´ um automorfismo. Assim, a Proposic¸a˜o 4.60
assegura que p e´ regular.
Mostraremos, agora, que, sobre certas hipo´teses, vale a rec´ıproca do exemplo
anterior, isto e´, todo recobrimento regular pode ser considerado como a aplicac¸a˜o
quociente sobre o espac¸o das o´rbitas de um certo grupo propriamente descont´ınuo
de homeomorfismos de X˜.
71
Teorema 4.62. Seja p : X˜ → X um recobrimento, com X˜ conexo e X conexo e
localmente conexo por caminhos. Sejam G = G(X˜|X) e pi : X˜ → X˜/G o recobri-
mento quociente. Se p e´ regular, enta˜o existe um homeomorfismo f : X˜/G → X









Demonstrac¸a˜o: Tome x˜, y˜ ∈ X˜. Enta˜o p(x˜) = p(y˜) se, e somente se, existe
g ∈ G tal que g(x˜) = y˜. Isso equivale a dizer que G · x˜ = G · y˜, ou seja, pi(x˜) = pi(y˜).
Passando-se ao quociente, obtemos uma aplicac¸a˜o cont´ınua e bijetora f : X˜/G→ X
tal que f ◦ pi = p. Sendo p uma aplicac¸a˜o aberta, segue que f tambe´m o e´. Por
conseguinte, f e´ um homeomorfismo. (c.q.d)
Vejamos como a regularidade de um recobrimento facilita o ca´lculo de grupos
fundamentais. Para isso, o seguinte resultado e´ bastante expressivo.
Proposic¸a˜o 4.63. Sejam X˜ conexo por caminhos e X conexo e localmente conexo
por caminhos. Seja p : (X˜, x˜0)→ (X, x0) um recobrimento. Se H = p∗(pi1(X˜, x˜0) ⊆
pi1(X, x0), enta˜o G(X˜|X) ∼= N(H)/H, onde N(H) e´ o normalizador de H em
pi1(X, x0).
Demonstrac¸a˜o: Defina ϕ : N(H)→ G(X˜|X) pondo ϕ([a]) = g, em que g : X˜ → X˜
e´ a transformac¸a˜o de recobrimento tal que g(x˜0) = x˜1, onde x˜0 = a˜(0), x˜1 = a˜(1) e
a˜ : I → X˜ e´ o levantamento de a a partir de x˜0. Das proposic¸o˜es 4.29 na pa´gina 62
e 4.47 na pa´gina 69, segue que ϕ esta´ bem definida.
Mostremos que ϕe´ um homomorfismo. Para isso, tome [a], [b] ∈ N(H) e sejam
a˜, b˜ : I → X˜ levantamentos de a e b, respectivamente, comec¸ando em x˜0. Escreva
a˜(1) = x˜1 e h˜(1) = x˜. Se g e´ uma transformac¸a˜o de recobrimento que leva x˜0 a
x˜1 e h e´ uma transformac¸a˜o de recobrimento que leva x˜0 a x˜, enta˜o (g ◦ h)(x˜0) =
g(h(x˜0)) = g(x˜). Ale´m disso, note que a˜(g ◦ b˜) e´ um levantamento de ab comec¸ando
em x˜0. Tem-se, tambe´m, (a˜(g◦ b˜))(1) = (g◦ b˜)(1) = g(b˜(1)) = g(x˜). Por conseguinte,
ϕ([ab]) = g ◦ h = ϕ([a]) ◦ ϕ([b]).
Dado f ∈ G(X˜|X), coloquemos x˜1 = f(x˜0). Seja a˜ : I → X˜ um caminho
ligando x˜0 a x˜1. Enta˜o a = p ◦ a˜ e´ um caminho fechado em X com base em x0.
Ale´m disso, sendo f um automorfismo, deve-se ter H = [a]−1H[a] (vide Proposic¸a˜o
4.28 na pa´gina 62 e Proposic¸a˜o 4.50), ou seja, [a] ∈ N(H). Portanto, ϕ([a]) = f .
Finalmente, note que ϕ([a]) = idX˜ ⇔ a˜(1) = x˜0 ⇔ [a] ∈ H. Isso significa que
H e´ o nu´cleo de ϕ. Pelo Teorema do Isomorfismo para grupos, segue o resultado.
(c.q.d)
Corola´rio 4.64. Considere as hipo´teses do teorema. Se o recobrimento p e´ regular,
enta˜o G(X˜|X) ∼= pi1(X, x0)/H.
De fato, p regular significa que H e´ normal, logo N(H) = pi1(X, x0).
Corola´rio 4.65. Se p : X˜ → X e´ o recobrimento universal de X e X˜ e´ localmente
conexo por caminhos, enta˜o G(X˜|X) ∼= pi1(X, x0)
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4.4 Existeˆncia e Classificac¸a˜o dos Espac¸os de Re-
cobrimento
Passemos ao problema de existeˆncia e classificac¸a˜o dos recobrimentos. Mais
precisamente, dado um espac¸o X conexo por caminhos, existem duas perguntas
importantes a serem respondidas, a saber: X possui recobrimento universal? e
quantos recobrimentos X admite, a menos de isomorfismos?
O me´todo segundo o qual responderemos essas perguntas consistir-se-a´ em as-
sociar a cada recobrimento p de um espac¸o X conexo por caminhos, o subgrupo
de pi1(X) dado pela imagem do homomorfismo induzido p∗. Tal correspondeˆncia
chama-se a Correspondeˆncia de Galois. O nome na˜o e´ uma surpresa, pois em ver-
dade, os conceitos envolvidos lembram bastante o Teorema Fundamental da Teoria
de Galois.
Definic¸a˜o 4.66. Um espac¸o X diz-se semilocalmente simplesmente conexo quando
todo ponto x ∈ X possui uma vizinhanc¸a U ⊆ X tal que a inclusa˜o ı : pi1(U, x) →
pi1(X, x) e´ trivial.
Noutras palavras, a fim de que X seja semilocalmente simplesmente conexo, e´
necessa´rio e suficiente que todo ponto x ∈ X possua uma vizinhanc¸a U tal que todo
caminho fechado em U e´ homoto´pico a uma constante em X.
Exemplo 4.67. Todo conjunto simplesmente conexo e´ semilocalmente simples-
mente conexo. Em particular, todo conjunto contra´til e´ semilocalmente simples-
mente conexo. A rec´ıproca na˜o e´ va´lida. O c´ırculo S1, por exemplo, na˜o e´ contra´til
mas e´ localmente simplesmente conexo, pois todo ponto x pertence a um semic´ırculo,
o qual e´ um conjunto contra´til por ser homeomorfo a um intervalo aberto.
Proposic¸a˜o 4.68. Se p : X˜ → X e´ um recobrimento e X˜ e´ simplesmente conexo,
enta˜o X e´ semilocalmente simplesmente conexo.
Demonstrac¸a˜o: Tome x ∈ X. Se U e´ uma vizinhanc¸a distinguida de x, enta˜o
existe um aberto U˜ ⊆ X˜ tal que a restric¸a˜o de p a U˜ aplica-se homeomorficamente
sobre U . Todo caminho fechado a em U levanta-se, portanto, a um caminho fechado
a˜ em U˜ , o qual deve ser homoto´pico a um caminho constante, em virtude de ser
pi1(X˜) = {0}. Por conseguinte, o pro´prio caminho a = p ◦ a˜ deve ser homoto´pico a
uma constante em X. O resultado segue. (c.q.d)
Na˜o se deve confundir um espac¸o localmente simplesmente conexo com um espac¸o
semilocalmente simplesmente conexo. Todo conjunto localmente simplesmente co-
nexo e´, evidentemente, semilocalmente simplesmente conexo. Em particular, as
variedades topolo´gicas e os poliedros sa˜o localmente simplesmente conexos. Entre-
tanto, a rec´ıproca na˜o se aplica, conforme nos mostra o exemplo pro´ximo.
Exemplo 4.69. Seja X a reunia˜o, para cada n ∈ N, dos c´ırculos Cn de raio 1/n e
centro (1/n, 0). O cone C de origem O = (0, 0) e base X e´ contra´til, logo semilocal-
mente simplesmente conexo, mas na˜o e´ localmente simplesmente conexo, pois na˜o
ha´ vizinhanc¸a alguma da origem que seja simplesmente conexa.
O (corola´rio do) teorema a seguir e´ a resposta ao problema da existeˆncia de
recobrimentos universais com base conexa. Em particular, ele estabelece que a
rec´ıproca da Proposic¸a˜o 4.68 e´ valida para espac¸os localmente conexos por caminhos.
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Teorema 4.70. Seja X um espac¸o conexo, localmente conexo por caminhos e se-
milocalmente simplesmente conexo. Dados x0 ∈ X e um subgrupo H ⊆ pi1(X, x0),
existem um recobrimento p : X˜ → X, com X˜ conexo (por caminhos), e um ponto
x˜0 ∈ X˜ tais que p∗(pi1(X˜, x˜0)) = H.
Demonstrac¸a˜o: Tome a, b : I → X caminhos comec¸ando em x0. Escreva a ∼ b
sempre que a(1) = b(1) e [ab−1] ∈ H. Tal ∼ e´, evidentemente, uma relac¸a˜o de
equivaleˆncia no conjunto Y dos caminhos de X que comec¸am em x0. A classe
de equivaleˆncia de um caminho a pela relac¸a˜o ∼ sera´ denotada por a. Seja X˜ o
quociente de Y por ∼ e defina a aplicac¸a˜o p : X˜ → X pondo p(a) = a(1), a qual
esta´ bem definida em virtude da definic¸a˜o de ∼.
Vamos introduzir uma topologia em X˜ segundo a qual p e´ um recobrimento e X˜
e´ conexo por caminhos. Consideremos a colec¸a˜o B formada pelos abertos U ⊆ X,
conexos por caminhos, e tais que todo caminho em U e´ homoto´pico a uma constante
em X. Essa colec¸a˜o B e´ uma base de X, em virtude de X ser localmente conexo
por caminhos e semilocalmente simplesmente conexo. Agora, dados a ∈ X˜ e U ∈ B
com a(1) ∈ U , coloquemos U˜(a) = {ab; b(I) ⊆ U}.
Os conjuntos U˜(a), quando a varia em Y , formam a base de uma topologia em
X˜. Com efeito, todo ponto a ∈ X˜ pertence a U˜(a), em que U ∈ B conte´m o ponto
a(1). Ale´m disso, a intersec¸a˜o U˜(a) ∩ V˜ (b) conte´m evidentemente W˜ (ab), em que
W = U ∩ V , donde segue a afirmac¸a˜o.
Com essa topologia em X˜, a aplicac¸a˜o p e´ aberta e cont´ınua. De fato, se U e´
aberto em X e a e´ um caminho em U que comec¸a em x0 e termina em a(1) ∈ U ,
enta˜o p−1(U) =
⋃
a∈Y ∩U U˜(a), donde segue a continuidade de p. O fato de p ser
aberta decorre imediatamente de B ser base de X e p levar termos da base de X˜
em elementos de B.
Ale´m disso, p|U˜(a) e´ uma bijec¸a˜o (logo um homeomorfismo) sobre U . Dois
conjuntos da forma U˜(a) e U˜(b), com a, b ∈ Y ∩U , coincidem ou sa˜o disjuntos. Como
p−1(U) e´ uma reunia˜o de abertos desse tipo, segue-se que p e´ um recobrimento.
Dado um caminho a : I → X, de origem x0, defina at : I → X pondo at(s) =
a(st), para cada t ∈ I. Noutras palavras, at e´ uma reparametrizac¸a˜o ao intervalo I
da restric¸a˜o a|[0, t]. O levantamento de a com in´ıcio no ponto x˜0 = ex0 e´ o caminho
a˜ : I → X˜ definido por a˜(t) = at. Uma conta bem simples mostra que qualquer
ponto a ∈ X˜ liga-se a x˜0 por meio do caminho t 7→ at. Isso implica X˜ ser conexo
por caminhos.
Finalmente, uma classe de homotopia [a] pertence a p∗(pi1(X˜, x˜0)) se, e somente
se, a˜ e´ um caminho fechado, o que ocorre se, e somente se, a = ex0 , ou seja, a˜ ∈ H.
Portanto p∗(pi1(X˜, x˜0)) = H e o teorema esta´ demonstrado. (c.q.d)
Corola´rio 4.71. Seja X um espac¸o conexo, localmente conexo por caminhos e se-
milocalmente simplesmente conexo. Enta˜o X admite um recobrimento universal
p : X˜ → X.
Juntando-se o Teorema de Existeˆncia com os resultados a respeito de homomor-
fismos de recobrimento vistos anteriormente, obteˆm-se o Teorema de Classificac¸a˜o
dos Recobrimentos, o qual mostra de que maneira os recobrimentos podem ser clas-
sificados por meio dos subgrupos do grupo fundamental da base.
Teorema 4.72 (Classificac¸a˜o). Seja X conexo, localmente conexo por caminhos
e semilocalmente simplesmente conexo. O conjunto das classes de isomorfismo de
recobrimentos conexos por caminhos que preservam ponto-base esta˜o em bijec¸a˜o com
o conjunto dos subgrupos de pi1(X, x0). Se ignorarmos os pontos base, tem-se uma
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bijec¸a˜o entre classes de isomorfismo de recobrimentos conexos por caminhos e classes
de conjugac¸a˜o dos subgrupos de pi1(X, x0).
Demonstrac¸a˜o: Para cada recobrimento p : X˜ → X, com X˜ conexo por caminhos,
coloquemos φ(p) = p∗(pi1(X˜, x˜0)). O Teorema 4.70 e o Corola´rio 4.71 garantem que
φ e´ a bijec¸a˜o referente a` primeira afirmac¸a˜o. A segunda afirmac¸a˜o segue-se desses
dois resultados acima e da Proposic¸a˜o 4.28 na pa´gina 62. (c.q.d)
Exemplo 4.73 (Recobrimento da Garrafa de Klein). Seja K a garrafa de Klein.
Ja´ vimos que G = pi1(K) possui dois geradores a e b, os quais satisfazem a relac¸a˜o
ab = ba−1 (veja o esquema de identificac¸a˜o da garrafa de Klein). Segue que podemos
escrever G = 〈a, b; abab−1 = 1〉.
Observe que axby = 1 ⇔ ax = b−y ⇔ x = y = 0. Por conseguinte, tem-se
axby = azbw ⇔ x = y e z = w.
Defina H = 〈a4, b〉. O recobrimento que corresponde ao subgrupo H consiste
numa superf´ıcie S. Seja ϕ : G → H pondo ϕ(a) = a4 e ϕ(b) = b, a qual e´
evidentemente sobrejetiva. Enta˜o, ϕ e´ um homomorfismo de grupos (satisfazendo a
condic¸a˜o de compatibilidade ϕ(a4ba4b−1) = a4a−4bb−1 = 1).
Ale´m disso, a observac¸a˜o feita acima mostra que axby ∈ kerϕ se, e somente se,
x = y = 0, ou seja, ϕ e´ injetiva. Por conseguinte, ϕ e´ um isomorfismo de grupos e
S e´ homeomorfa a K.
Por outro lado, H na˜o e´ normal em G. Com efeito, aba−1 = a2b /∈ H. Isso
significa que H corresponde a um recobrimento na˜o normal da garrafa de Klein.
4.5 Grafos e Grupos Livres
Mostraremos, agora, uma importante aplicac¸a˜o do conteu´do exposto ate´ aqui a`
teoria dos grupos. Mais precisamente, provaremos que todo subgrupo de um grupo
livre e´ ainda um grupo livre. Isso sera´ feito estudando-se os recobrimentos de certos
tipos de espac¸os topolo´gicos, chamados grafos. Na verdade, os grafos que nos sera˜o
de interesse maior sa˜o aqueles que chamaremos de a´rvores, mas para se estudar
a´rvores com certa efica´cia conve´m que nos concentremos nas propriedades gerais
dos grafos, em primeira ma˜o. Vejamos as definic¸o˜es e os exemplos mais importantes
acerca desses quesitos.
Definic¸a˜o 4.74. Sejam X um espac¸o topolo´gico Hausdorff e X0 ⊆ X um con-
junto discreto e fechado. Diz-se que o par (X,X0) e´ um grafo se, e somente se, as
condic¸o˜es a seguir sa˜o satisfeitas:
1. X \X0 e´ reunia˜o disjunta de subconjuntos abertos ai ⊆ X, i ∈ J , cada um dos
quais e´ homeomorfo ao intervalo (0, 1). Tais subconjuntos chamam-se arestas
abertas de (X,X0).
2. A fronteira ∂(ai) = ai \ ai ⊆ X de cada aresta ai, com i ∈ J , e´ na˜o vazia e
possui exatamente um ou exatamente dois pontos. Se ∂(ai) possuir um u´nico
ponto, enta˜o ai e´ homeomorfo a S
1. Caso contra´rio, a˜i e´ homeomorfo a I =
[0, 1]. Os fechos ai das arestas abertas ai chamam-se arestas fechadas, ou
simplesmente arestas de (X,X0).
3. A topologia de X coincide com a topologia fraca relativamente ao conjunto das
arestas, isto e´: um conjunto A ⊆ X e´ aberto (respectivamente fechado) se, e
somente se, A ∩ ai e´ aberto (respectivamente fechado), para todo i ∈ J .
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Nesse caso, os pontos do conjunto X0 chamam-se os ve´rtices do grafo (X,X0).
Como de costume, sempre que ficar impl´ıcito qual o conjunto de ve´rtices X0 ⊆ X
que torna (X,X0) um grafo, escreveremos simplesmente o grafo X em vez do grafo
(X,X0).
A fim de que uma func¸a˜o f : X → Y de um grafo X num espac¸o Y seja cont´ınua,
e´ necessa´rio e suficiente que seja cont´ınua a restric¸a˜o de f ao fecho de cada uma das
arestas de X. Isso segue imediatamente do fato de que X possui a topologia fraca
relativamente a`s arestas ai.




Cn a reunia˜o desses c´ırculos e X
0 = {(0, 0)} a origem do plano.
Quando X e´ considerado como um subespac¸o de R2, o par (X,X0) na˜o e´ um grafo.
Com efeito, a condic¸a˜o (3) da definic¸a˜o acima na˜o e´ satisfeita: basta ver que o
conjunto A = {(1/n, 0) ∈ R2; n ∈ N} na˜o e´ fechado em X, porque (0, 0) ∈ A \ A,
mas A ∩ Cn e´ fechado, para todo n ∈ N (pois e´ um ponto).
Exemplo 4.76. Tomando X = R e X0 = Z, veˆ-se imediatamente que (X,X0) e´
um grafo, cujas arestas sa˜o os intervalos da forma [n, n+ 1], com n ∈ Z.
Exemplo 4.77. Para cada n ∈ N, sejam An = {(x, y) ∈ R2; x = n} e Bn =








0) e´ um grafo. A verificac¸a˜o e´ imediata.
Uma das ideias mais importantes inerente ao estudo dos grafos e´ que as propri-
edades topolo´gicas, como compacidade e conexidade, sa˜o facilmente verifica´veis. A
proposic¸a˜o abaixo estabelece uma caracterizac¸a˜o dos grafos compactos, e o corola´rio
da Proposic¸a˜o 4.83 na pa´gina 77 estabelecera´ a caracterizac¸a˜o dos grafos conexos.
Definic¸a˜o 4.78. Um grafo (X,X0) chama-se finito quando possui finitos ve´rtices e
arestas.
Definic¸a˜o 4.79. Um grafo (X,X0) diz-se localmente finito quando cada ve´rtice
pertence a um nu´mero finito de arestas.
Proposic¸a˜o 4.80. Um grafo (X,X0) e´ compacto se, e somente se, e´ finito.
Demonstrac¸a˜o: Suponha (X,X0) compacto, Como X0 e´ fechado no espac¸o com-
pacto X, tem-se X0 compacto. Mas X0 e´ discreto. Assim, X0 e´ compacto e discreto,
portanto finito. Agora, para cada ve´rtice y ∈ X0, podemos tomar uma vizinhanc¸a
aberta Vy tal que nenhuma aresta aberta de (X, x
0) esteja contida numa reunia˜o dos
Vy (qualquer reunia˜o desse tipo e´ finita em virtude de ser X
0 finito).
Enta˜o, da cobertura aberta {Vy; y ∈ X0}∪{ai; i ∈ J}, em que (ai)i∈J e´ a colec¸a˜o
de arestas abertas de X, podemos extrair uma subcobertura finita. Entretanto,
como as arestas abertas sa˜o disjuntas duas a duas e como nenhuma reunia˜o dos Vy
conte´m alguma aresta aberta de X, segue-se que todas as arestas abertas devem
pertencer a tal subcobertura. Portanto a pro´pria cobertura deve ser finita, donde
segue que o conjunto de arestas e´ finito.
Reciprocamente, se (X,X0) e´ finito, enta˜o X = X0 ∪
⋃
i∈J
ai e´ a reunia˜o finita de
conjuntos compactos. Por conseguinte, X e´ compacto. (c.q.d)
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Corola´rio 4.81. Um grafo e´ localmente finito se, e somente se, e´ localmente com-
pacto.
Definic¸a˜o 4.82. Um subgrafo de um grafo (X,X0) e´ um subpar (A,A0) ⊆ (X,X0),
com A0 = X0 ∩A, que ainda e´ um grafo tomando-se em A a topologia induzida por
X.
Equivalentemente, a fim de que A ⊆ X seja um subgrafo de X e´ necessa´rio e
suficiente que A seja reunia˜o de ve´rtices e arestas fechadas de X.
Um ve´rtice x ∈ X0 diz-se isolado quando na˜o pertence ao fecho de aresta alguma.
Proposic¸a˜o 4.83. Todo ponto x ∈ X de um grafo X possui um sistema fundamental
de vizinhanc¸as contra´teis.
Demonstrac¸a˜o: Isso e´ evidente se x for ponto interior a alguma aresta (a qual e´
contra´til por ser homeomorfa a um intervalo da reta, que e´ contra´til) ou um ve´rtice
isolado de X. Consideremos o caso de x ser um ve´rtice na˜o isolado. Seja U uma
vizinhanc¸a aberta de x. Para cada aresta a contendo x, tem-se U ∩ a vizinhanc¸a
aberta de x em a. A condic¸a˜o (2) da definic¸a˜o de grafo garante-nos a existeˆncia de
uma vizinhanc¸a V de x tal que V ∩a e´ uma vizinhanc¸a contra´til e aberta em a, com
V ∩ a ⊆ U ∩ a, e tal que, para toda aresta a′ que na˜o conte´m x, tem-se V ∩ a′ = ∅.
Por definic¸a˜o, V e´ aberto em X. Resta ver que V e´ contra´til em X (sabemos apenas
que V e´ contra´til em a).
Com efeito, para cada aresta a contendo x, o ponto {x} e´ imagem de uma
deformac¸a˜o retra´til de V ∩a, ou seja, existe ϕa : (V ∩a)×I → V ∩a func¸a˜o cont´ınua
tal que ϕa(y, 0) = y, ϕa(y, 1) = x e ϕa(x, t) = x, para todo t ∈ I. Definimos enta˜o,
para cada aresta a contendo x, ϕ : V × I → V pondo ϕ|(V ∩ a) = ϕa, a qual e´
cont´ınua por construc¸a˜o. Segue que {x} e´ imagem uma deformac¸a˜o retra´til de V e
portanto V e´ contra´til. (c.q.d)
Corola´rio 4.84. Todo grafo e´ localmente conexo por caminhos e semilocalmente
simplesmente conexo.
Corola´rio 4.85. Um grafo X e´ conexo se, e somente se, e´ conexo por caminhos.
Demonstrac¸a˜o: De fato, todo conjunto conexo e localmente conexo e´ conexo por
caminhos, vide apeˆndice. (c.q.d)
Em particular, num grafo conexo, quaisquer dois ve´rtices v e w podem ser ligados
por um caminho reduzido de arestas, isto e´, um caminho λ : I → X tal que λ(I) =
a1 ∪ · · · ∪ an, com λ(0) = v ve´rtice de a1, λ(1) = w ve´rtice de an e, para cada
i ∈ {1, . . . , n − 1}, a intersec¸a˜o ai ∩ ai+1 = {vi} e´ um ve´rtice e tem-se vi 6= vj
para i 6= j. Noutras palavras, o conjunto {v1, . . . , vn−1} das intersec¸o˜es de arestas
de ı´ndices consecutivos conte´m n − 1 ve´rtices de X. Tais ve´rtices chamam-se os
ve´rtices intermedia´rios de λ. O caminho λ pode, enta˜o, ser identificado com a
sequeˆncia finita (a1, a2, . . . , an) de arestas de X, fato que justifica o nome dado
acima.
Tem-se ai 6= aj, sempre que i 6= j, pois caso contra´rio um dos ve´rtices seria in-
tersec¸a˜o de dois pares distintos de arestas consecutivas ou a intersec¸a˜o delas conteria
mais do que um ponto, a saber, uma aresta toda. Logo, as arestas que identificam
λ sa˜o todas distintas, ou seja, o conjunto {a1, . . . , an} e´ formado por n elementos.
Toda aresta e´, evidentemente, um caminho de arestas ligando seu(s) ve´rtice(s). Os
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caminhos constantes sera˜o tambe´m considerados caminhos reduzidos de arestas, aos
quais se associa a sequeˆncia vazia de arestas.
A definic¸a˜o acima na˜o e´ universal. Alguns autores definem um caminho reduzido
de arestas de forma bem mais geral (veja [4]), pore´m essa ideia na˜o possui relevaˆncia
ao objetivo que almejamos no momento.
O comprimento de um caminho de arestas λ = (a1, . . . , an) e´ o nu´mero n de co-
ordenadas de λ. Caso λ seja constante, diz-se que o comprimento de λ e´ zero. Dados
dois ve´rtices v, w ∈ X, sempre existe um caminho reduzido λˆ(v, w) = (a1, . . . , an)
de arestas com comprimento mı´nimo no conjunto de todos os caminhos reduzidos
de arestas entre v e w.
Se λ = (a1, . . . , an) e´ um caminho reduzido de arestas comec¸ando em v e termi-
nando em w, enta˜o o caminho inverso λ−1 e´ ainda um caminho reduzido de arestas,
a saber λ−1 = (an, . . . , a1). Dois caminhos reduzidos de arestas sa˜o iguais quando
possuem o mesmo comprimento e as arestas que os formam coincidem coordenada
a coordenada.
O caso mais interessante de um grafo conexo e´ expresso na definic¸a˜o que se segue.
Definic¸a˜o 4.86. Um grafo conexo X de arestas (ai)i∈J chama-se uma a´rvore quando,
dados dois ve´rtices u, v ∈ X0, existe um u´nico caminho reduzido de arestas comec¸ando
em u e terminando em v, isto e´, quando X \ ai e´ desconexo, para todo i ∈ J .
Exemplo 4.87. Todo ponto e´ uma a´rvore. Ale´m disso, grafos formados por uma
u´nica aresta homeomorfa a I e (R,Z) sa˜o exemplos de a´rvores. Por outro lado,
qualquer pol´ıgono convexo em R2 e´ um grafo (basta tomar seus lados como sendo
as arestas e seus ve´rtices como sendo os ve´rtices do grafo), mas na˜o e´ uma a´rvore,
pois ao retirarmos qualquer aresta dele, ainda e´ poss´ıvel ligar quaisquer dois de seus
ve´rtices por um caminho de arestas. Visto de outra forma, o caminho que percorre
todas as arestas do pol´ıgono e´ um caminho fechado na˜o constante, o que na˜o pode
ocorrer numa a´rvore.
Exemplo 4.88. Uma a´rvore T na˜o pode conter arestas homeomorfas a S1, pois uma
aresta desse tipo e´ um caminho reduzido de arestas que leva um ponto nele pro´prio,
fato que ocorre tambe´m para todos os caminhos constantes. Por conseguinte, todo
grafo que conte´m (ao menos) uma aresta e possuindo um u´nico ve´rtice na˜o pode ser
uma a´rvore, pois nesse caso todas as suas arestas devem ser homeomorfas ao c´ırculo.
A respeito da topologia das a´rvores, valem as seguintes propriedades.
1. Um subgrafo conexo de uma a´rvore e´ uma a´rvore.
Com efeito, se o conjunto obtido ao retirarmos uma aresta aberta de um
subgrafo conexo de uma a´rvore T for ainda conexo, enta˜o, em particular, T
menos essa aresta seria tambe´m conexo, o que contradiz o fato de X ser uma
a´rvore.
2. Numa a´rvore, quaisquer dois ve´rtices podem ser ligados por um u´nico reduzido
caminho de arestas de comprimento mı´nimo. (Evidente).
Um circuito em um grafo X e´ uma sequeˆncia finita (a1, a2, . . . , ak) de arestas
distintas tais que, pondo vi, ui como sendo os ve´rtices de ai, com i ∈ {1, . . . , k},
tem-se u1 = vn e ui+1 = vi (i = 1, 2, . . . , n− 1).
78
3. Um grafo conexo e´ uma a´rvore se, e somente se, na˜o conte´m circuitos.
De fato, a reunia˜o das arestas fechadas de todo circuito em um grafo X e´ um
subgrafo conexo. Por conseguinte, se X fosse uma a´rvore, tal reunia˜o tambe´m
o seria. Mas nenhum circuito e´ uma a´rvore, pois um circuito ou conte´m alguma
aresta fechada, ou conte´m um caminho reduzido de arestas na˜o constante.
Um ve´rtice num grafo X chama-se livre quando pertence a uma u´nica aresta.
4. Toda a´rvore finita possui algum ve´rtice livre.
Tome uma aresta a1 de ve´rtices u1, v1. Se v1 na˜o e´ livre, deve pertencer a uma
aresta a2 de ve´rtices u2 = v1 e v2. Se v2 na˜o e´ livre, enta˜o pertence a uma
aresta a3 de ve´rtices u3 = v2 e v3. Prosseguindo assim, e tendo em vista que
a a´rvore e´ finita, obteremos um ve´rtice livre ou uma aresta an contendo um
ve´rtice vn que deve coincidir com um dos uj anteriores. Isso nos leva a um
circuito, fato que e´ imposs´ıvel em uma a´rvore.
A propriedade mais importante das a´rvores expressa-se abaixo.
Proposic¸a˜o 4.89. Toda a´rvore e´ contra´til.
Demonstrac¸a˜o: Suponha, primeiro, uma a´rvore finita. Procederemos por induc¸a˜o
no nu´mero n de arestas. O caso n = 1 e´ evidente. Se a proposic¸a˜o vale para toda
a´rvore contendo k arestas, enta˜o seja T uma a´rvore contendo k + 1 arestas. Pelo
item 4 acima, deve existir uma aresta a de ve´rtices u e v, um dos quais (digamos
u) na˜o pertence a nenhuma outra aresta de T . Contraindo tal aresta a ao ve´rtice
u e mantendo fixos os demais pontos de T , obteˆm-se uma deformac¸a˜o retra´til de T ,
a qual nos da´ uma equivaleˆncia homoto´pica entre T e uma suba´rvore de k arestas,
a qual e´ contra´til, por hipo´tese de induc¸a˜o, donde segue que T e´ contra´til. Isso
demonstra o caso finito.
Suponha agora T a´rvore infinita. Tome x0 ∈ T e considere, para cada v ∈ T ,
um caminho γv : I → T comec¸ando em v e terminando em x0. Denotando por
T 0 o conjunto dos ve´rtices de T , defina H : T 0 × I → T pondo H(v, t) = γ(t).
Estenderemos H a` uma homotopia H : T × I → T entre idT e a aplicac¸a˜o constante
x 7→ x0, o que demonstrara´ o resultado.
Para isso, tome uma aresta a de X. A reunia˜o das imagens dos lados do retaˆngulo
a × I esta´ contida numa suba´rvore finita Y de T . Com efeito, todos os lados de
a× I sa˜o compactos, logo suas imagens por H esta˜o contidas num nu´mero finito de
arestas, ou seja, numa suba´rvore finita de T , e a reunia˜o finita de suba´rvores finitas e´
ainda uma suba´rvore finita. Como Y e´ contra´til, a aplicac¸a˜o H ′ : ∂(a×I)→ Y dada
por H ′(u, t) = γu(t), H ′(v, t) = γv(t), H ′(x, 0) = x e H ′(x, 1) = x0 (em que t ∈ I
e u, v ∈ T 0 e´ homoto´pica a uma constante, logo pode ser estendida a uma func¸a˜o
cont´ınua Ha : a×I → T , em virtude do Teorema 1.28 na pa´gina 15 (Observac¸a˜o 01).
Finalmente, obtemos a homotopia desejada H : T × I → T pondo H|(a× I) = Ha,
para cada aresta a de T . (c.q.d)
Definic¸a˜o 4.90. Seja X um grafo conexo. Uma a´rvore T ⊆ X de X diz-se maximal
se, e somente se, T ⊆ T ′ implicar T = T ′, para qualquer a´rvore T ′ ⊆ X de X.
Para o pro´ximo teorema, o qual declara-se de extrema importaˆncia ao resultado
que almejamos demonstrar, relembremos o famoso Lema de Zorn, o qual e´ va´lido
uma vez aceitado o Axioma da Escolha como verdade.
79
Lema 4.91 (Zorn). Seja (X,≤) um conjunto parcialmente ordenado. Se toda ca-
deia (xi)i∈J de elementos de X possui uma cota superior, enta˜o X admite elemento
maximal.
Teorema 4.92. Qualquer a´rvore T ⊆ X de um grafo X esta´ contida em uma a´rvore
maximal Tˆ .
Demonstrac¸a˜o: O teorema e´ evidente caso X seja finito, pois nesse caso em X
esta´ contido um nu´mero finito de a´rvores. Suponhamos X infinito. Seja (Tλ)λ∈L
uma cadeia de a´rvores de X que conte´m T e ordenada pela inclusa˜o. Mostremos
que T ′ =
⋃
λ∈L
Tλ e´ uma a´rvore de X contendo T . Com efeito, T
′ e´ reunia˜o de ve´rtices
e arestas fechadas de X, portanto e´ um subgrafo de X. Ale´m disso, T ′ e´ conexo e
conte´m T , porque e´ uma reunia˜o de conjuntos conexos, cada um dos quais conte´m
a a´rvore T .
Finalmente, suponha que exista um caminho γ = (a1, . . . , an) fechado de arestas
de em T ′. Para cada i ∈ {1, . . . , n}, tome λi ∈ L tal que ai ⊆ Tλi . Como (Tλ)λ∈L
e´ uma cadeia ordenada por inclusa˜o, deve haver i0 ∈ {1, . . . , n} tal que que ai ⊆
Tλi ⊆ Tλi0 , para todo i ∈ {1, . . . , n}. Por conseguinte, o caminho γ seria um caminho
fechado de arestas em Tλi0 , o que contradiz o fato de Tλi0 ser uma a´rvore. Segue
que tal γ na˜o pode existir e, portanto, T ′ e´ uma a´rvore. Pelo Lema de Zorn, segue
o resultado. (c.q.d)
Proposic¸a˜o 4.93. Seja X um grafo e T ⊆ X uma a´rvore. A fim de que T ⊆ X
seja maximal, e´ necessa´rio e suficiente que T contenha todos os ve´rtices de X.
Demonstrac¸a˜o: Necessa´rio: Procederemos por absurdo. Se a implicac¸a˜o for falsa,
enta˜o existe uma aresta a com um ve´rtice em T e o outro em X \T . Ou seja, a * T .
Por outro lado, a ∪ T e´ ainda uma a´rvore, a qual conte´m T propriamente. Isso
contradiz a maximalidade de T . Por conseguinte, deve ser X0 ⊆ T .
Suficiente: Se toda aresta de T estiver em X enta˜o T = X e na˜o ha´ o que
fazer. Caso contra´rio, existe uma aresta a de X tal que a * T . Entretanto, como
os ve´rtices de a esta˜o em T , tem-se T ′ = T ∪ a subgrafo conexo de X que conte´m
um caminho fechado de arestas. Isso significa que T ′ na˜o pode ser uma a´rvore. Por
conseguinte, nenhum subgrafo de X contendo T propriamente pode ser uma a´rvore,
donde segue que T e´ maximal. (c.q.d)
Teorema 4.94. Sejam X um grafo conexo e T ⊆ X uma a´rvore maximal de X.
Enta˜o pi1(X) e´ um grupo livre no conjunto {ai}i∈J das arestas de X \ T .
Demonstrac¸a˜o: Sabemos que a projec¸a˜o p : X → X/T e´ uma equivaleˆncia ho-
moto´pica, pois T e´ contra´til (Proposic¸a˜o 1.48 na pa´gina 21). Portanto, o quociente
X/T consiste num grafo com um u´nico ve´rtice , ou seja, e´ homeomorfo a um buqueˆ
de c´ırculos, cujo grupo fundamental e´ livre, gerado pelas imagens dos caminhos
dados por arestas em X \ T , vide terceira aplicac¸a˜o do Teorema de Van Kampen.
(c.q.d)
Proposic¸a˜o 4.95. Todo recobrimento de um grafo e´ um grafo.
Demonstrac¸a˜o: Seja p : X˜ → X um recobrimento. Ponha X˜0 = p−1(X0). Ale´m
disso, identificando cada aresta fechada ai ⊆ X, i ∈ J , com um caminho ai : I → X,





Ale´m disso, sendo p um homeomorfismo local, a topologia de X˜ coincide com a
topologia de X˜ vista como um grafo cujo conjunto de ve´rtices e´ X˜0, pois ambos
conte´m os mesmos abertos ba´sicos. Segue-se o resultado. (c.q.d)
Corola´rio 4.96 (Da demonstrac¸a˜o). Os ve´rtices e as arestas do recobrimento de
um grafo X consistem nos levantamentos dos ve´rtices e das arestas de X.
Existe um invariante topolo´gico bastante importante em matema´tica, chamado
a Caracter´ıstica de Euler. Embora possa ser definido em circunstaˆncias bastante
gerais (em superf´ıcies, por exemplo, por meio da integral da curvatura gaussiana ou
nos poliedros, pelo estudo do anel de cohomologia de deRham como sendo a soma
alternada dos nu´meros de Betti, os quais sa˜o dimenso˜es de certos espac¸os vetoriais,
logo invariantes).
Entretanto, definiremos aqui apenas como obter a caracter´ıstica de Euler de um
grafo. Isso nos permitira´ calcular o nu´mero de geradores de um subgrupo H de um
grupo livre (o qual demonstraremos ser tambe´m um grupo livre) sabendo-se apenas
o nu´mero de geradores do grupo inicial e supondo-se o finito o ı´ndice de H. A
definic¸a˜o se assemelha muito a` cla´ssica fo´rmula χ(P ) = V − A + F vista no ensino
me´dio para poliedros P . Isso na˜o ocorre a` toa: de fato, todo poliedro e´ homeomorfo
a um grafo plano! Passemos a`s definic¸o˜es formais.
Definic¸a˜o 4.97. Seja X um grafo finito formado por V ve´rtices e A arestas. O
nu´mero χ(X) = V − A chama-se a Caracter´ıstica de Euler do grafo X.
Teorema 4.98. Se T e´ uma a´rvore finita, enta˜o χ(T ) = 1.
Demonstrac¸a˜o: Isso e´ evidente se T possui um u´nica aresta. Se a proposic¸a˜o
valer para toda a´rvore finita com n arestas, enta˜o seja T uma a´rvore com n + 1
arestas. Um dos ve´rtices de T deve ser livre, logo deve pertencer a uma u´nica aresta
a. Portanto, ao retirar-se de T o interior de a mais o outro ve´rtice de a, obteˆm-se
uma suba´rvore T ′ ⊆ T , a qual cumpre χ(T ′) = 1, por hipo´tese de induc¸a˜o. Por
outro lado, e´ claro que χ(T ′) = χ(T ), pois para se reobter T a partir de T ′ basta
acrescentar-lhe um ve´rtice e o interior de uma aresta. O resultado segue-se.(c.q.d)
Corola´rio 4.99. Seja X um grafo conexo finito. Enta˜o pi1(X) e´ livre com 1−χ(X)
geradores.
Demonstrac¸a˜o: Pelo Teorema 4.94, pi1(X) possui um gerador para cada aresta
de X \ T , em que T e´ uma a´rvore maximal contida em X. Como T possui V − 1
arestas, em que V e´ o nu´mero de ve´rtices de X (e tambe´m de T , pela Proposic¸a˜o
4.93), enta˜o, o nu´mero de arestas de X \ T (e portanto de geradores de pi1(X)) e´
A− (V − 1) = 1− (V −A) = 1−χ(X), sendo A o nu´mero de arestas de X. (c.q.d)
Corola´rio 4.100. A Caracter´ıstica de Euler e´ um invariante homoto´pico no con-
junto dos grafos conexos.
Demonstrac¸a˜o: Se X e Y sa˜o grafos conexos com o mesmo tipo de homotopia,
seus grupos fundamentais sa˜o isomorfos e livres, pelo Teorema 4.94. Por conse-
guinte, possuem o mesmo nu´mero de geradores, donde segue o resultado. (c.q.d)
Obtemos, finalmente, o Teorema mais esperado do cap´ıtulo. O leitor percebera´
que toda a teoria estabelecida ate´ aqui sera´ usada nas poucas linhas da demonstrac¸a˜o
abaixo. Assim, embora a demonstrac¸a˜o seja curta, ela envolve um longo tempo de
trabalho e de desenvolvimento lo´gico presente em todo o texto.
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Teorema 4.101. Todo subgrupo de um grupo livre e´ livre. Ale´m disso, se G e´ livre
com k geradores e F e´ um subgrupo de G com [G : F ] = n ∈ N, enta˜o F (e´ livre e)
possui 1− n+ nk geradores.
Demonstrac¸a˜o: Seja G um grupo livre. Tome X um grafo tal que pi1(X) ∼=
G (por exemplo, seja X um buqueˆ de c´ırculos cuja cardinalidade coincide com a
cardinalidade da base de G). Para cada subgrupo F de G, existe um recobrimento
p : X˜ → X tal que p∗(pi1(X˜)) = F . Logo, o teorema do isomorfismo garante que
pi1(X˜) ∼= F , pois p∗ e´ injetivo, pela Proposic¸a˜o 4.30 na pa´gina 62. Mas X˜ e´ um
grafo. Portanto pi1(X˜) ∼= G e´ livre, vide Teorema 4.94.
Suponha, agora, que G e´ livre com k geradores e F e´ um subgrupo de G de ı´ndice
n ∈ N. Em virtude do Corola´rio 4.99, tem-se χ(X) = 1− k. Seja X˜ o recobrimento
de X que corresponde-se ao subgrupo F . Enta˜o χ(X˜) = n · χ(X) = n − nk. Por
conseguinte, F e´ um grupo livre com 1− χ(X˜) = 1− n+ nk geradores. (c.q.d)
Exemplo 4.102. Seja X o algarismo 8 (reunia˜o de dois c´ırculos com um ponto
em comum). Considere o recobrimento X˜ de X, ilustrado abaixo, vide projec¸a˜o de
recobrimento p : X˜ → X.
Note que p∗(pi1(X˜)) = H ∼= {ak1bl1ak2bl2 · · · aknbln ; l1 + · · ·+ ln = 0} (lembre que
o a imagem de um lac¸o por p∗ levanta-se a um lac¸o). Mas H e´ livre, pelo teorema
anterior. Tem-se,assim, H ∼= F∞. Por outro lado, pi1(X) ∼= F2 e H ⊆ pi1(X).
Obtemos, dessa forma, o exemplo de um subgrupo livre com infinitos geradores de
um grupo livre com finitos geradores.
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Apeˆndice A
Diciona´rio de Topologia Geral
O pre´-requisito mais indispensa´vel para que se possa introduzir os conceitos da
Topologia Alge´brica e´, naturalmente, o conteu´do do qual se ocupa a Topologia Geral.
Essa se destaca por estabelecer restric¸o˜es diretamente a` colec¸a˜o dos conjuntos aber-
tos da topologia a ser abordada. Ora precisa-se garantir a existeˆncia de um nu´mero
suficiente de abertos (Axiomas de Separac¸a˜o), ora precisa-se garantir que na˜o exis-
tem abertos demais (axiomas de enumerabilidade/compacidade). Os espac¸os, aqui,
na˜o possuem, necessariamente, nenhum tipo de estrutura ou natureza alge´brica, e o
me´todo de estudo e´ provindo da Teoria de Conjuntos.
Tendo em vista que a Topologia Geral estabelece uma linguagem para todos
os outros ramos da Topologia, estabeleceremos, neste cap´ıtulo, as definic¸o˜es e os
Teoremas a respeito do tema que sa˜o mais utilizados no tratamento da Topologia
Alge´brica. Alguns deles podem ser apresentados de uma forma um pouco diferente,
dependendo da refereˆncia utilizada. As demonstrac¸o˜es, quando houverem, sera˜o
sucintas. As refereˆncias principais que utilizaremos aqui sa˜o [14] e [9].
Mesmo assim, assumiremos que o leitor ja´ tenha conhecimento das definic¸o˜es
ba´sicas, tais como as noc¸o˜es de Espac¸os Topolo´gicos, func¸o˜es cont´ınuas, bases to-
polo´gicas, sistemas fundamentais de vizinhanc¸as, conexidade, conexidade por cami-
nhos, compacidade, topologia produto, topologia me´trica, dentre outros. Os textos
de [14] e [9] sa˜o boas leituras para acompanhar as ideias abaixo.
Axiomas de Separac¸a˜o
O Axioma de separac¸a˜o mais importante consiste, certamente, no Axioma de
Hausdorff. No que pese essa afirmac¸a˜o, o teorema que se segue sera´ utilizado com
frequeˆncia em aplicac¸o˜es futuras.
Teorema 1. A respeito de um espac¸o topolo´gico X, sa˜o equivalentes as seguintes
afirmac¸o˜es:
1. X e´ um espac¸o de Hausdorff.
2. A diagonal 4 = {(x, y) ∈ X×X;x = y} e´ um subconjunto fechado de X×X.
3. Cada ponto x ∈ X e´ a intersec¸a˜o de todas as vizinhanc¸as fechadas de x.
Demonstrac¸a˜o: Suponha que X e´ de Hausdorff e escreva X ′ = X × X. Dado
(x, y) ∈ X ′ com x 6= y, existem U, V abertos disjuntos tais que x ∈ U e y ∈ V . Em
particular, o fato de U ∩ V = ∅ significa que se (u, v) ∈ U × V , enta˜o u 6= y, logo
(u, v) ∈ X ′ \ 4. Portanto (x, y) ∈ U × V ⊆ X \ 4, o que mostra ser X ′ \ 4 aberto
em X ′ e por conseguinte, obtemos a implicac¸a˜o (1)⇒ (2).
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Para mostrar que (2) ⇒ (3), tome x ∈ X e suponha que y e´ um ponto que
pertence a toda vizinhanc¸a fechada de X. Se fosse y 6= x, enta˜o (x, y) /∈ 4, logo
existiriam abertos U, V disjuntos tais que (x, y) ∈ U×V ⊆ X\4. Assim, X\V seria
uma vizinhanc¸a fechada de x (pois conte´m U), mas y /∈ X \ V , uma contradic¸a˜o.
Finalmente, mostremos que (3) implica (1). Com efeito, sejam x, y ∈ X com
x 6= y. Enta˜o existe uma vizinhanc¸a fechada F de x que na˜o conte´m y, pois,
caso contra´rio y estaria em toda vizinhanc¸a fechada contendo x, ou seja, y seria
um ponto da intersec¸a˜o U de todas as vizinhanc¸as fechadas contendo x. Mas, por
hipo´tese, U = {x}, logo seria x = y, um absurdo. Seja U um aberto de X tal que
x ∈ U ⊆ F e escreva V = X \F . Tem-se y ∈ V , o qual e´ aberto em X e, ale´m disso,
U ∩ V ⊆ F ∩ V = ∅. Portanto X e´ Hausdorff. (c.q.d)
Teorema 2. Se X e´ um espac¸o me´trico, enta˜o X e´ normal e todo ponto de X e´
fechado em X. Consequentemente, X e´ regular e Hausdorff.
Demonstrac¸a˜o: Se x ∈ X, mostremos que X ′ = X \ {x} e´ aberto. Ora, dado
y ∈ X ′ tem-se d(x, y) =  > 0. Portanto y ∈ B(x, ) ⊆ X ′, ou seja, y e´ ponto
interior de X ′, donde X ′ e´ aberto. Isso mostra que {x} e´ fechado e assim todo ponto
de X e´ fechado. Agora, para mostrar que X e´ normal, tome F,G ⊆ X subconjuntos
fechados, na˜o vazios e disjuntos. Defina a func¸a˜o ϕ : X → [0, 1] pondo
ϕ(x) =
d(x, F )
d(x, F ) + d(x,G)
.
Tal ϕ e´ evidentemente cont´ınua. Ale´m disso, ϕ(x) = 0 se x ∈ F , e ϕ(x) = 1 quando
x ∈ G. Sejam U = {x ∈ X; ϕ(x) < 1/2} e V = {x ∈ X; ϕ(x) > 1/2}. Em virtude
da continuidade de ϕ , os conjuntos U e V sa˜o abertos em X . E´ claro, tambe´m,
que F ⊆ U , G ⊆ V e U ∩ V = ∅. Da´ı, segue que X e´ normal. (c.q.d)
A rec´ıproca e´ falsa. Por exemplo, seja X = II o conjunto das func¸o˜es f : I → I.
Uma sequeˆncia (fn)n∈N de func¸o˜es fn : I → I converge para f : I → I na topologia
produto se, e somente se, converge simplesmente para f . Ora, X e´ Hausdorff, pois
e´ um produto de espac¸os de Hausdorff. Ale´m disso, X e´ compacto, em virtude
do Teorema de Tychonov. Entretanto, X na˜o e´ sequencialmente compacto, pois a
sequeˆncia de func¸o˜es gn : I → I dadas por gn(x) = | sen(n)|, para todo x ∈ I e para
todo n ∈ N, na˜o admite subsequeˆncia alguma que seja simplesmente convergente.
Por conseguinte, X na˜o e´ metriza´vel.
A saber, a func¸a˜o ϕ do teorema acima chama-se uma func¸a˜o de Urysohn do
par (F,G), e deve-se ao matema´tico russo Pavel Urysohn. O Lema de Urysohn
afirma que todo par (F,G) de subconjuntos fechados disjuntos de um conjunto
normal X possui uma func¸a˜o de Urysohn. Mais importante do que isso e´ o Teorema
de Metrizac¸a˜o de Urysohn, que afirma que todo espac¸o de Hausdorff normal, com
base enumera´vel, e´ homeomorfo a um subconjunto do cubo de Hilbert, e portanto
metriza´vel. Ambos esses resultados bem poderiam ser inclu´ıdos nessas notas, na˜o
fosse o nosso receio de torna´-las infinitas. O leitor encontrara´ boas demonstrac¸o˜es
desses resultados em [14], [6] e [9].
Separac¸a˜o e Compacidade
Espac¸os compactos que satisfazem algum axioma de separac¸a˜o se comportam
bem como domı´nios de func¸o˜es cont´ınuas. Vejamos isso e algumas propriedades
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importantes de conjuntos compactos que sa˜o geralmente utilizadas sem maiores co-
menta´rios durante o texto.
Teorema 3. A imagem de um compacto por uma func¸a˜o cont´ınua e´ um conjunto
compacto.
Demonstrac¸a˜o: Seja f : X → Y cont´ınua e K ⊆ X compacto. Seja (Uλ)λ∈L
uma cobertura aberta de f(K). Enta˜o (f−1(Uλ))λ∈L e´ uma cobertura de K, da qual
tomamos uma subcobertura finita K ⊆ U = f−1(U1) ∪ · · · ∪ f−1(Un). E´ claro que
f(K) ⊆ f(U) ⊆ U1 ∪ · · · ∪ Un. (c.q.d)
Teorema 4 (Bolzano-Weierstrass). Todo subconjunto infinito de um conjunto com-
pacto X possui ponto de acumulac¸a˜o.
Demonstrac¸a˜o: Seja S ⊆ X infinito e suponha que S na˜o possui ponto de acu-
mulac¸a˜o em X. Enta˜o, para cada x ∈ X, existe um aberto Vx ⊆ X, contendo
x, tal que Vx \ {x} ∩ S = ∅. Da cobertura aberta (Vx)x∈X de X, extra´ımos uma
subcobertura finita, digamos X = Vx1 ∪ · · · ∪ Vxn . Como S intercepta cada um
dos Vx em no ma´ximo um ponto, segue que S = X ∩ S = (Vx1 ∪ · · · ∪ Vxn) ∩ S =
(Vx1 ∩ S) ∪ · · · ∪ (Vxn ∩ S) possui, no ma´ximo, um nu´mero finito de pontos, uma
contradic¸a˜o. (c.q.d)
Corola´rio 5. Todo conjunto compacto e discreto e´ finito.
Teorema 6. Todo subconjunto fechado F de um compacto K e´ compacto.
Demonstrac¸a˜o. Seja C = (Uλ)λ∈L cobertura aberta de F . Sendo K \ F aberto
em K, segue que {C,K \ F} e´ uma cobertura aberta de K. Logo, devem existir
λ1, . . . , λn ∈ L para os quais K = Uλ1 ∪ · · ·Uλn ∪ (K \ F ). Evidentemente, F ⊆
Uλ1 ∪ · · ·Uλn . (c.q.d)
Teorema 7. Seja X um espac¸o de Hausdorff. Todo subconjunto compacto K de X
e´ fechado em X.
Demonstrac¸a˜o: Se x ∈ X \K, enta˜o, para cada y ∈ K, tomemos abertos disjuntos
Uy, Vy ⊆ X tais que Uy conte´m y e Vy conte´m x. A compacidade de K nos garante
que K ⊆ U = Uy1 ∪· · ·∪Uyn . Seja V = Vy1 ∩· · ·∩Vyn . Como Uyi ∩Vyi = ∅, obtemos
que K e V sa˜o disjuntos, o que implica x ∈ V ⊆ X \K. Logo X \K e´ aberto em
X, ou ainda, K e´ fechado. (c.q.d)
Corola´rio 8. Se K e´ compacto, X e´ Hausdorff e f : K → X e´ cont´ınua, enta˜o
f e´ uma aplicac¸a˜o fechada. Consequentemente, se f for bijetora, enta˜o f e´ um
homeomorfismo.
Demonstrac¸a˜o: Seja F ⊆ K fechado em K. Do Teorema 6, segue que F e´
compacto. Portanto, f(F ) ⊆ X e´ compacto, em virtude do Teorema 3. Finalmente,
o teorema acima garante que f(F ) e´ fechado em X. (c.q.d)
Teorema 9. Todo espac¸o de Hausdorff compacto e´ normal.
Demonstrac¸a˜o: Seja K um espac¸o de Hausdorff compacto. Sejam F,G subcon-
juntos fechados e disjuntos de K. O Teorema 6 garante que F e G sa˜o compactos.
Fixe x ∈ F arbitrariamente. Agora, para cada y ∈ G, tome Uxy , V xy abertos disjuntos
tais que x ∈ Uxy e y ∈ V xy , os quais formam uma cobertura aberta de G, da qual
extra´ımos uma subcobertura finita G ⊆ V xy1 ∪ · · ·∪V xyk . Escreva Ux = Uxy1 ∩ · · ·∩Uxyk
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e V x = V xy1 ∪ · · · ∪ V xyk . Tem-se Ux ∩ V x = ∅, x ∈ Ux e G ⊆ V x. Quando x varia
em F , os conjuntos Ux formam uma cobertura aberta de F , da qual extra´ımos uma
subcobertura finita F ⊆ Ux1∪· · ·∪Uxm . Finalmente, colocamos U = Ux1∪· · ·∪Uxm
e V = V x1 ∩ · · · ∩ V xm . E´ claro que U ∩ V = ∅, U conte´m F e V conte´m G.(c.q.d)
Corola´rio 10. Se X e´ Hausdorff compacto, F ⊆ X e´ fechado em X e A e´ um
aberto contendo F , enta˜o existe U ⊆ X, aberto em X, tal que F ⊆ U e U ⊆ A.
Demonstrac¸a˜o: Segue diretamente do teorema acima e do Teorema 2. (c.q.d)
Uma ideia importante utilizada em todo o trabalho e´ o Lema de Lesbegue para
espac¸os me´tricos. Para enuncia´-lo, considere primeiro uma definic¸a˜o.
Definic¸a˜o 4.103. Seja C = (Uλ)λ∈L cobertura de um espac¸o me´trico X. Diz que
δ > 0 e´ um nu´mero de Lebesgue da cobertura C se, e somente se, para todo subespac¸o
U de X que cumpre diam(U) < δ, existir λ ∈ L tal que U ⊆ Uλ.
Evidentemente, se δ e´ um nu´mero de Lebesgue de C, enta˜o todo nu´mero menor
do que δ tambe´m o e´.
Teorema 11 (Lebesgue). Toda cobertura aberta C = (Uλ)λ∈L de um espac¸o me´trico
compacto K possui um nu´mero de Lebesgue.
Demonstrac¸a˜o. Procederemos por contradic¸a˜o. Suponha que nenhum nu´mero
seja um nu´mero de Lebesgue de C. Enta˜o, para cada n ∈ N, podemos obter um
conjunto Sn ⊆ K tal que diam(Sn) < 1/n e Sn * Uλ , para todo λ ∈ L. Dado
n ∈ N, tome xn ∈ Sn. Passando-se a uma subsequeˆncia, caso necessa´rio, podemos
supor xn −→ x ∈ K. Seja λ ∈ L tal que x ∈ Uλ. Como Uλ e´ aberto em K,
deve existir δ > 0 para o qual B(x, δ) ⊆ Uλ. Agora, escolha n ∈ N suficientemente
grande, de forma que 1/n < δ/2 e d(x, xn) < δ/2. Enta˜o, para todo y ∈ Sn, tem-se
d(y, x) ≤ d(y, xn) + d(xn, x) < 1/n + δ/2 < δ. Portanto Sn ⊆ B(x, δ) ⊆ Uλ, o que
nos da´ uma contradic¸a˜o. (c.q.d)
Corola´rio 12. Se K e´ um espac¸o me´trico compacto e f : K →M e´ cont´ınua, enta˜o
f e´ uniformemente cont´ınua.
Demonstrac¸a˜o: Tome  > 0. Seja δ > 0 um nu´mero de Lebesgue da cobertura
aberta C = (f−1(B(x, /2))x∈M de K. Dados x, y ∈ K com d(x, y) < δ, o diaˆmetro
do conjunto {x, y} e´ menor do que δ, logo x, y ∈ f−1(B(z, /2)), para algum z ∈M .
Por conseguinte f(x), f(y) ∈ B(z, /2)), donde segue que d(f(x), f(y)) < . (c.q.d)
O lema abaixo, conhecido como Lema da Colagem, embora elementar, foi utili-
zado com frequeˆncia nas demonstrac¸o˜es, e por isso decidimos inclu´ı-lo neste cap´ıtulo.
Teorema 13 (Colagem). Seja f : X → Y uma func¸a˜o. Sejam F1, . . . , Fn ⊆ Y
subconjuntos fechados de Y tais que Y = F1 ∪ · · · ∪ Fn. A fim de que f seja
cont´ınua, e´ necessa´rio e suficiente que as restric¸o˜es fi = f |Fi sejam cont´ınuas, para
todo i ∈ {1, 2, . . . , n}.
Demonstrac¸a˜o: Que e´ necessa´rio, na˜o ha´ du´vidas. Mostremos a suficieˆncia. Para
isso, tome qualquer subconjunto F ⊆ Y fechado. Deve-se ter f−1(F ) = f−11 (F ) ∪
· · · ∪ f−1n (F ). Como cada fi e´ cont´ınua, enta˜o f−1i (F ) e´ fechado em X, para todo
i ∈ {1, 2 . . . , n}. Portanto f−1(F ) e´ fechado em X. (c.q.d)
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Topologia Quociente e Aplicac¸o˜es Quociente
Sejam X um espac¸o topolo´gico, Y um conjunto qualquer e f : X → Y uma
func¸a˜o. Vamos construir uma topologia em Y , da seguinte maneira: diremos que
A ⊆ Y e´ aberto em Y se, e somente se, f−1(A) ⊆ X e´ um aberto de X. Essa
topologia leva o nome de topologia co-induzida por f e X.
Com efeito, f−1(∅) = ∅ e f−1(Y ) = X, logo Y e ∅ sa˜o abertos em Y . Se










nos mostra que a unia˜o desses abertos tambe´m e´ aberto em Y . Finalmente, a
identidade f−1(U1 ∩ · · · ∩ Un) = f−1(U1) ∩ · · · ∩ f−1(Un) significa que intersec¸o˜es
finitas de abertos de Y sa˜o abertos em Y . Portanto a topologia co-induzida em Y
e´, de fato, uma topologia em Y .
A topologia co-induzida em Y e´, evidentemente, a topologia mais fina em Y que
torna cont´ınua a func¸a˜o f : X → Y .
Teorema 14. Sejam X e Y espac¸os topolo´gicos, em que Y possui a topologia co-
induzida pela aplicac¸a˜o f : X → Y . Para qualquer espac¸o topolo´gico Z e para
qualquer func¸a˜o g : Y → Z, tem-se g cont´ınua se, e somente se, g ◦ f e´ cont´ınua.
Demonstrac¸a˜o: A implicac¸a˜o (⇒) e´ evidente. Reciprocamente, se g◦f e´ cont´ınua,
enta˜o f−1(g−1(U)) = (g ◦ f)−1(U) e´ aberto em X, sempre que U ⊆ Z e´ aberto em
Z. Como Y tem a topologia co-induzida por f , isso implica g−1(U) aberto em Y .
Por conseguinte, g e´ cont´ınua. (c.q.d)
Definic¸a˜o 15. Uma func¸a˜o f : X → Y chama-se uma aplicac¸a˜o quociente quando
f(X) = Y e, ale´m disso, para qualquer g : Y → Z, com Z espac¸o topolo´gico
qualquer, tem-se g cont´ınua se, e somente se, g ◦ f o for.
Exemplo 16. Todo homeomorfismo f : X → Y e´ uma aplicac¸a˜o quociente. Com
efeito, se g : Y → Z e´ uma func¸a˜o, enta˜o g = (g ◦ f) ◦ f−1, e sendo f−1 cont´ınua
(pois f e´ homeomorfismo), tem-se g cont´ınua sempre que g ◦ f o for.
Na˜o vale a rec´ıproca desse fato. De fato, se X e´ um espac¸o topolo´gico qualquer
formado por mais de um ponto e x0 ∈ X, enta˜o a func¸a˜o f : X → {x0} dada por
f(x) = x0, para todo x ∈ X, e´ uma aplicac¸a˜o quociente na˜o injetiva.
O teorema acima mostra que se X e Y sa˜o espac¸os topolo´gicos e a topologia de
Y e´ co-induzida por uma aplicac¸a˜o f : X → Y sobrejetiva, enta˜o f e´ uma aplicac¸a˜o
quociente.
Definic¸a˜o 17. Seja X um espac¸o topolo´gico e ∼ uma relac¸a˜o de equivaleˆncia em
X. Seja X/∼ o quociente de X por ∼. A topologia no espac¸o X/∼, co-induzida pela
aplicac¸a˜o canoˆnica ϕ : X → X/∼, chama-se a topologia quociente em X/∼.
Seja X um espac¸o topolo´gico e A ⊆ X um subconjunto. Salvo quando dissermos
o contra´rio, denotaremos X/A como sendo o espac¸o quociente de X pela relac¸a˜o
de equivaleˆncia segundo a qual dois pontos de x sa˜o equivalentes se, e somente se,
eles sa˜o iguais ou pertencem a A. Isto e´, a relac¸a˜o que identifica pontos de A. Seja
ϕ : X → X/A a projec¸a˜o canoˆnica. A topologia de X/A, segundo a Definic¸a˜o
3, consiste em todos os subconjuntos U de X/A tais que ϕ−1(U) e´ aberto em X.
Sempre que escrevermos X/a dessa forma, estaremos considerando nesse espac¸o tal
topologia quociente.
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Exemplo 18 (Espac¸o Projetivo P n). Seja Sn ⊆ Rn+1 a esfera de dimensa˜o n.
Seja R a relac¸a˜o de equivaleˆncia que em Sn que identifica pontos ant´ıpodas, isto
e´, xRx′ ⇔ x = −x′. O espac¸o quociente Sn/R chama-se o espac¸o projetivo n-
dimensional e e´ indicado por P n. Seja ϕ : Sn → P n a projec¸a˜o canoˆnica. Para
cada x ∈ Sn, tem-se ϕ(x) = {x,−x}. Por definic¸a˜o, os abertos de P n sa˜o os
subconjuntos da forma ϕ−1(A), em que A e´ um aberto de Sn. Pode-se demonstrar
que P n e´ metriza´vel, por meio da me´trica d, que associa a cada par p, q ∈ P n, com
p = {x,−x} e q = {y,−y}, o nu´mero real d(p, q) = min{|x− y|, |x+ y|}.
Exemplo 19 (O Toro). Sabe-se que o toro T 2 consiste do espac¸o S1 × S1 com a
topologia produto. Mais geralmente, diz-se que o espac¸o (S1)n = S1 × · · · × S1 e´ o
toro n dimensional, o qual denotamos por T n. Estabeleceremos, agora, uma maneira
mais alge´brica de se olhar para esse espac¸o, fazendo uso da topologia quociente.
para cada x, y ∈ Rn, escrevamos x ≡ y(modZn) sempre que x− y ∈ Zn. A relac¸a˜o
≡ (mod Zn) e´ uma relac¸a˜o de equivaleˆncia em Rn.
Vamos mostrar que o espac¸o quociente Rn/Zn e´ homeomorfo a T n. Com efeito,
seja ψ : R → S1 a aplicac¸a˜o exponencial ψ(t) = e2piit. Ale´m disso, seja ψn : Rn →
T n a aplicac¸a˜o ψn(t1, t2, . . . , tn) = (ψ(t1), . . . , ψ(tn)). Se t ∈ R, veˆ-se facilmente
que ψ|(t, t + 1) e´ um homeomorfismo. Isso implica imediatamente que, para cada
t = (t1, . . . , tn) ∈ Rn, escrevendo-se A(t) = (t1, t1 + 1)× · · · × (tn, tn + 1), a restric¸a˜o
ψn|A(t) e´ um homeomorfismo. Seja ϕ : Rn → Rn/Zn a projec¸a˜o canoˆnica. Defina








Teorema 20. Seja X um espac¸o topolo´gico. Sejam K,L ⊆ Rn compactos e seja
φ : K → L uma aplicac¸a˜o cont´ınua e sobrejetiva. A fim de que uma aplicac¸a˜o
g : L → X seja cont´ınua, e´ necessa´rio e suficiente que g ◦ φ : K → X tambe´m o
seja.
Demonstrac¸a˜o: Se g for cont´ınua, e´ o´bvio que a composic¸a˜o g ◦ φ tambe´m o e´.
Logo, a condic¸a˜o e´ necessa´ria. Reciprocamente, tome um subconjunto F ⊆ L tal
que φ−1(F ) ⊆ K e´ fechado em K. Sendo K compacto, φ−1(F ) tambe´m o e´. Segue
que φ(φ−1(F )) = F e´ compacto em L, e portanto fechado. Isso mostra que F ⊆ L
e´ fechado se, e somente se, φ−1(F ) e´ fechado, ou seja, φ e´ uma aplicac¸a˜o quociente
e que a topologia de L e´ co-induzida por φ. Assim, se Y ⊆ X for fechado em X e
g ◦ φ for cont´ınua, enta˜o (g ◦ φ)−1(Y ) ⊆ K e´ fechado em K, ou seja, φ−1(g−1(Y ))
e´ fechado em K, donde segue que g−1(Y ) ⊆ L e´ fechado em L, e g e´ cont´ınua.
Portanto, a condic¸a˜o e´ suficiente. (c.q.d)
Homeomorfismos Locais
Definic¸a˜o 21. Uma func¸a˜o cont´ınua f : X → Y chama-se um homeomorfismo local
quando, para cada ponto x ∈ X, existe uma vizinhanc¸a Ux ⊆ X de x tal que f |Ux e´
um homeomorfismo sobre sua imagem em Y .
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Como todo homeomorfismo e´ uma aplicac¸a˜o aberta, segue que a imagem f(Ux)
e´ sempre aberta em Y .
Teorema 22. Todo homeomorfismo e´ um homeomorfismo local. Um homeomor-
fismo local f : X → Y e´ uma aplicac¸a˜o aberta.
Demonstrac¸a˜o: A primeira afirmac¸a˜o e´ evidente. Provemos a segunda. Com
efeito, seja A ⊆ X um aberto de X. Para cada a ∈ A, existe uma vizinhanc¸a Ua de










f(Ua∩A). Como Ua∩A ⊆ Ua e f |Ua e´ homeomorfismo, segue




o e´, e enta˜o f e´ aberta. (c.q.d)
Exemplo 23. Se X e´ compacto e Y e´ Hausdorff e conexo, enta˜o todo homeomor-
fismo local f : X → Y e´ sobrejetivo. De fato, a imagem f(X) ⊆ Y e´ compacto no
espac¸o de Hausdorff Y , logo fechado. Como f e´ aberta, f(X) e´ aberto em Y . A
conexidade de Y nos da´, finalmente, f(X) = Y .
Teorema 24. Todo homeomorfismo local sobrejetivo f : X → Y e´ uma aplicac¸a˜o
quociente.
Demonstrac¸a˜o: Seja g : Y → Z uma aplicac¸a˜o tal que g ◦ f : X → Z e´ cont´ınua.
Dado A ⊆ Z aberto em Z, tem-se (g ◦ f)−1(A) = f−1(g−1(A)) aberto em X. Pelo
Teorema acima, f(f−1(g−1(A)) = g−1(A) e´ aberto em Y , donde segue que g e´
cont´ınua. (c.q.d)
Exemplo 25. Todo homeomorfismo local f : X → Y e´ localmente injetivo. Isto e´:
para cada ponto x ∈ X, existe um aberto Ux contendo x, restrita ao qual f e´ injetiva.
A rec´ıproca e´ falsa. Por exemplo, seja f : [0; 2pi)→ S1 a func¸a˜o f(t) = (cos t; sen t),
a qual e´ claramente injetiva (globalmente). Nenhuma vizinhanc¸a X de zero pode ser
transformada homeomorficamente numa vizinhanc¸a de f(0) em S1, porque a inversa
f |U nunca e´ cont´ınua.
Por outro lado, se f for localmente injetiva e aberta, enta˜o sera´ homeomorfismo
local.
Exemplo 26. A aplicac¸a˜o exponencial ψ : R → S1, dada por ψ(t) = (cos t, sen t),
e´ um homeomorfismo local. Com efeito, dado x ∈ R, seja Ux = (x − pi;x + pi). A
restric¸a˜o ψ|Ux e´ evidentemente um homeomorfismo sobre f(Ux) ⊆ S1. Logo, para
cada x ∈ R, Ux e´ uma vizinhanc¸a restrita a` qual f aplica-se homeomorficamente
sobre sua imagem.
Exemplo 27. Um homeomorfismo local na˜o e´ necessariamente sobrejetivo. Por
exemplo, a aplicac¸a˜o ψ : R → R2 dada por ψ(t) = (cos t, sen t) ainda e´ um homeo-
morfismo local, pelo mesmo argumento do exemplo acima.
Grupos Topolo´gicos
Definic¸a˜o 28. Um grupo topolo´gico consiste de um espac¸o topolo´gico G, munido de
uma estrutura de grupo, tal que as aplicac¸o˜es m : G × G → G e r : G → G, dadas
por m(g, h) = gh e r(x) = x−1 sa˜o cont´ınuas.
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Evidentemente, a topologia de G×G considerada acima e´ a topologia produto.
A func¸a˜o m consiste na operac¸a˜o do grupo G. Salvo quando mencionada explicita-
mente a operac¸a˜o de G, o produto m(g, h) de dois elementos g, h ∈ G sera´ sempre
denotado por gh.
Exemplos de Grupos Topolo´gicos.
1. Todo espac¸o vetorial normado E e´ um grupo topolo´gico abeliano relativamente
a` operac¸a˜o de adic¸a˜o (x, y) 7→ x+ y. Com efeito, E e´ um espac¸o me´trico (logo
topolo´gico), com a me´trica induzida pela norma |.| de E. A desigualdade
triangular |(x + y) − (x′ + y′)| ≤ |x − x′| + |y − y′|, que ocorre para todos os
x, x′, y, y′ ∈ E, mostra que a adic¸a˜o em E e´ uma contrac¸a˜o fraca, portanto
cont´ınua. Tambe´m r : x 7→ −x e´ cont´ınua, porque |x − y| = |y − x|, para
quaisquer x, y ∈ E, ou seja, r e´ uma isometria.
2. O conjunto dos nu´meros reais na˜o nulos e o conjunto dos nu´meros complexos
na˜o nulos, munidos da multiplicac¸a˜o, sa˜o grupos topolo´gicos. Tambe´m e´ um
grupo topolo´gico o grupo GL(n) das matrizes n × n reais invert´ıveis, com a
operac¸a˜o de multiplicac¸a˜o de matrizes. A verificac¸a˜o desses fatos e´ deixada ao
leitor.
3. Todo subgrupo H de um grupo topolo´gico G e´ ainda um grupo topolo´gico,
munido da topologia induzida. Diz-se enta˜o que H e´ um subgrupo topolo´gico
de G. Em decorreˆncia disso e do exemplo 2 acima, obteˆm-se que o conjunto
dos nu´meros reais positivos, o c´ırculo S1 = {z ∈ C; |z| = 1} e o grupo O(n)
das matrizes reais n× n ortogonais sa˜o (sub)grupos topolo´gicos.
4. Se G e H sa˜o grupos topolo´gicos, enta˜o o grupo G × H, considerado com
a multiplicac¸a˜o (g, h)(g′, h′) = (gg′, hh′), e´ um grupo topolo´gico munido da
topologia produto. Com efeito, sa˜o cont´ınuas as func¸o˜es coordenadas da mul-
tiplicac¸a˜o, em virtude do fato de G e H serem grupos topolo´gicos. Portanto
tal multiplicac¸a˜o e´ cont´ınua. O mesmo argumento mostra que a aplicac¸a˜o
(x, y)→ (x−1, y−1) e´ cont´ınua, como quer´ıamos.
5. Em virtude dos dois exemplos anteriores, obteˆm-se que o n-toro T n = S1 ×
· · · × S1, o espac¸o euclidiano Rn e o cilindro S1 × R sa˜o grupos topolo´gicos.
Uma vizinhanc¸a de e diz-se sime´trica quando V = V −1. Na˜o e´ dif´ıcil construir
vizinhanc¸as sime´tricas de e: basta ver que se V e´ vizinhanc¸a de e, enta˜o U = V ∩V −1
sera´ uma vizinhanc¸a sime´trica de e.
Teorema 29. Seja G um grupo topolo´gico. Enta˜o:
(1) As vizinhanc¸as de um ponto x ∈ G sa˜o da forma xV = {xv; v ∈ V }, em que V
e´ uma vizinhanc¸a do elemento neutro e.
(2) Se U e´ uma vizinhanc¸a do elemento neutro e, existe uma vizinhanc¸a V de e tal
que V V ⊆ U .
(3) G e´ Hausdorff se, e somente se, o elemento neutro e e´ fechado em G.
(4) Se H e´ um grupo topolo´gico, um homomorfismo f : G → H e´ cont´ınuo se, e
somente se, e´ cont´ınuo no elemento neutro e.
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Demonstrac¸a˜o: (1): Seja V = x−1U . Sendo V a imagem de U pela translac¸a˜o
a` esquerda por x−1, a qual e´ um homeomorfismo, com e ∈ V , segue que V e´ uma
vizinhanc¸a de e. E´ claro que U = (xx−1)U = x(x−1U) = xV .
(2): Seja m : G × G → G a multiplicac¸a˜o do grupo. Enta˜o m−1(U) ⊆ G × G
e´ um aberto contendo (e, e). Portanto, existe um aberto V contendo e tal que
(e, e) ∈ V × V ⊆ m−1(U), ou seja, m(V × V ) ⊆ U , ou ainda, V V ⊆ U .
(3): E´ evidente que G Hausdorff implica e ser fechado (veja Teorema 2 na
pa´gina 84). Reciprocamente, suponha e fechado em G. Tome g ∈ G, com g 6= e.
Seja V uma vizinhanc¸a sime´trica de e tal que e /∈ gV . Se h ∈ gV ∩V , enta˜o h = gv,
para algum v ∈ V e portanto g = hv−1 ∈ V . Mas V e´ sime´trica, logo g−1 ∈ V ,
donde e ∈ gV , uma contradic¸a˜o. Por conseguinte, tem-se V ∩ gV = ∅.
Agora, se u, v ∈ G e u 6= v, enta˜o e 6= v−1u = w. Pelo caso anterior, existe V
vizinhanc¸a de e tal que V ∩ wV = ∅. Portanto vV ∩ uV = ∅, ou seja, vV e uV sa˜o
vizinhanc¸as de u e v que os separam.
(4): Suponha f cont´ınua em e ∈ G. Tome g ∈ G. Seja rg : G → G a
multiplicac¸a˜o a` direita por g, isto e´, a func¸a˜o tal que rg(h) = hg, para cada
h ∈ G. Note que rg e´ um homeomorfismo. Agora, sendo f homomorfismo, tem-se
(f ◦ rg)(h) = f(hg) = f(h)f(g) = (rf(g) ◦ f)(h), isto e´, f ◦ lg = rf(g) ◦ f . Como f e´
cont´ınua em e, segue que rf(g) ◦ f tambe´m o e´, e como rg e´ homeomorfismo, segue
que f e´ cont´ınua em g = rg(1). (c.q.d)
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Apeˆndice B - A´lgebra
Essas notas de apeˆndice foram inclu´ıdas ao texto com o objetivo de fixar as
notac¸o˜es e estabelecer os resultados centrais relacionados a` A´lgebra Moderna que
foram utilizados no trabalho.
A´lgebra e´ o estudo de conjuntos e operac¸o˜es. Mais precisamente, a fim de ex-
trair propriedades topolo´gicas ou geome´tricas de um certo conjunto, conve´m estu-
dar as propriedades das operac¸o˜es que podem ser definidas nele. Evidentemente,
e´ imposs´ıvel demonstrar teoremas na˜o triviais que valham para qualquer conjunto
munido de qualquer operac¸a˜o arbitra´ria. Sendo assim, o algebrista possui a func¸a˜o
de estabelecer restric¸o˜es a tais operac¸o˜es, de forma a considerar apenas aquelas
que satisfac¸am um nu´mero mı´nimo de axiomas. Um conjunto munido de operac¸o˜es
satisfazendo certos axiomas espec´ıficos chama-se uma estrutura alge´brica.
Portanto, a A´lgebra resume-se ao estudo dessas estruturas alge´bricas e de certos
tipos de func¸o˜es entre elas. De acordo com o nu´mero de operac¸o˜es e os tipos de
axiomas que se estude num conjunto, determina-se uma estrutura alge´brica diferente.
Entre as estruturas mais u´teis destacam-se os grupos, os mo´dulos, os ane´is e as
a´lgebras. A A´lgebra Linear, disciplina bastante famosa em aplicac¸o˜es, e a Ana´lise
Funcional, por transitividade, podem ser vistas como casos particulares da teoria de
mo´dulos, embora o enfoque da segunda seja extremamente diferente.
Todos os conceitos acima podem ser generalizados numa linguagem alge´brica
apropriada, chamada a linguagem catego´rica, provinda da Teoria de Categorias.
Essa linguagem esta´ presente em todo o trabalho, e os to´picos mais essenciais e
u´teis a respeito dela sera˜o expostos aqui. Para informac¸o˜es mais bem detalhadas,
sugerimos a consulta de [22] e [10]
Categorias e Funtores
A Teoria de Categorias e´ uma a´rea bastante geral que destaca-se pela elegaˆncia
e pela limpidez dos conceitos apresentados. E´ uma a´rea de pesquisa que vem cres-
cendo e tende a ganhar cada vez mais espac¸o entre todas as disciplinas. Isso ocorre
devido ao fato dela determinar uma linguagem que mostra-se u´til em generalizac¸o˜es
de qualquer outra teoria. Na˜o temos pretensa˜o de entrar em muitos detalhes so-
bre o assunto, ate´ porque isso exigira muito tempo e muito espac¸o livre sobrando.
Admitindo essa ma´xima, vamos estabelecer, de maneira extremamente objetiva, a
linguagem catego´rica e funtorial, que serve de base a todo este trabalho.
Definic¸a˜o 30. Uma Categoria e´ uma colec¸a˜o C de objetos que satisfazem as se-
guintes condic¸o˜es:
i) dados dois objetos x e y, existe um conjunto HomC(x; y), cujos elementos
chamam-se os morfismos de x em y;
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ii) para cada par (f, g) ∈ HomC(x; y) × HomC(y; z) de morfismos, existe um
morfismo g ◦ f ∈ HomC(x; z) chamado a composic¸a˜o de g e f , sempre que x, y e z
sa˜o objetos de C;
iii) para cada objeto x de C, existe um morfismo idx ∈ HomC(x;x), chamado
o morfismo identidade em x, de forma que f ◦ idx = f e idx ◦g = g, sempre que
f ∈ Hom(x; y), g ∈ Hom(y;x) e y e´ um objeto de X;
iv) associatividade da composic¸a˜o: dados x, y, z e w objetos de C e f ∈ HomC(x; y),
g ∈ HomC(y; z), h ∈ HomC(z;w), vale que h ◦ (g ◦ f) = (h ◦ g) ◦ f .
Observac¸a˜o: Abusando de notac¸a˜o, escrevemos x ∈ C ou x ∈ obj(C) para
indicar que x e´ um objeto da categoria C. Ale´m disso, denotamos por f : x → y
para indicar que f e´ um morfismo entre x e y, ou seja, f ∈ HomC(x, y). As vezes,
os morfismos de C sa˜o chamados as func¸o˜es admiss´ıveis de C.
Exemplos.
1. Declarando-se como objetos os conjuntos e como morfismos as func¸o˜es entre
conjuntos, obteˆm-se a categoria Sets. A composic¸a˜o de morfismos e´ simples-
mente a composic¸a˜o de func¸o˜es.
2. A colec¸a˜o cujos objetos sa˜o os espac¸os topolo´gicos e cujos morfismos sa˜o as
func¸o˜es cont´ınuas entre dois espac¸os topolo´gicos e´ uma categoria, chamada ca-
tegoria Top. A composic¸a˜o de morfismos e´ a composic¸a˜o de func¸o˜es cont´ınuas.
3. Tomando-se os grupos como sendo objetos e os homomorfismos de grupos
como sendo morfismos, tem-se uma categoria, a qual indicamos por Grp.
4. A colec¸a˜o dos grupos abelianos e homomorfismos entre grupos abelianos e´ uma
categoria, que sera´ indicada por Ab.
5. Se pusermos os ane´is como sendo os objetos e os homomorfismos de ane´is por
serem os morfismos, obtemos uma categoria. Denotaremos tal categoria por
Ring.
6. Colocando como objetos os ane´is com unidade e como morfismos os homomor-
fismos entre ane´is com unidade que preservam unidade, obtemos uma categoria
e a denotamos por ring.
7. Seja R um anel com unidade. A categoria dos R- mo´dulos a` esquerda e dos
homomorfismo entre R-mo´dulos mo´dulos a esquerda e´ denotada por R−mod.
Analogamente, tem-se a categoria mod−R dos R-mo´dulos a direita e homo-
morfismos entre R-mo´dulos a direita.
8. O produto de duas categorias C × D e´ uma categoria cujos objetos sa˜o os
pares (x, y), com x ∈ C e y ∈ D e HomC×D((x, y), (x′, y′)) = {(f, f ′); f : x→
x′ e f ′ : y → y′}. A composic¸a˜o de dois morfismos (f, f ′) : (x, x′)→ (y, y′) e
(g, g′) : (y, y′)→ (z, z′) e´ o morfimso (g ◦ f, g′ ◦ f ′).
9. Todo conjunto X e´ uma categoria: basta por, para x, y ∈ X com x 6= y,
HomX(x, y) = ∅}. Noutras palavras, basta considerar como morfismos apenas
os morfismos identidade. Diz-se, nesse caso, que X e´ uma categoria discreta.
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Nos exemplos 3 a 7 acima, a composic¸a˜o de morfismos e´ simplesmente a com-
posic¸a˜o usual de homomorfismos de grupos, ane´is e mo´dulos.
Definic¸a˜o 31. Uma subcategoria de uma categoria C e´ uma colec¸a˜o de objetos de C
e de mosfismos entre objetos de C que ainda e´ uma categoria. Uma subcategoria C ′
de C chama-se plena quando HomC(x, y) = HomC′(x, y), para quaisquer x, y ∈ C ′.
Exemplo 32. Ab e´ uma subcategoria plena de grp. Por outro lado, ring na˜o e´ uma
subcategoria plena de Ring, porque nem todo morfismo entre ane´is com unidade
preserva a unidade.
Definic¸a˜o 33. Seja C uma categoria e sejam x, y ∈ C. Um morfismo f : x → y
chama-se um isomorfismo entre x e y se, e somente se, existe um morfismo g : y → x
tal que f ◦ g = idY e g ◦ f = idx.
Exemplo 34. Como ja´ era de se esperar, isomorfismos de grupos, ane´is, R- mo´dulos,
etc, constituem-se em isomorfismos de objetos nas categorias correspondentes Grp,
ring, R−mod, etc. Uma func¸a˜o entre dois conjuntos na categoria Set e´ um iso-
morfismo se, e somente se, e´ bijetora.
A maneira com que a teoria de categorias relaciona va´rias a´reas da matema´tica se
da´ por meio de associac¸o˜es entre categorias. Isto e´: a cada objeto de uma categoria
C faz-se associar um objeto de uma categoria D. A partir dessa associac¸a˜o, busca-se
descobrir propriedades importantes de C conhecendo-se D. Trata-se do estudo dos
funtores.
Definic¸a˜o 35. Sejam C e D categorias. Um funtor covariante F : C → D entre
C e D e´ uma correspondeˆncia que associa, a cada objeto x ∈ C, um u´nico objeto
F (x) ∈ D, e a cada morfismo f : x → y um u´nico morfismo F (f) : F (x) → F (y),
de forma que as seguintes condic¸o˜es sa˜o satisfeitas:
1. F (idx) = idF (x), para todo x ∈ C;
2. F (f ◦ g) = F (f) ◦ F (g), para quaisquer f, g morfismos em C cuja composic¸a˜o
estiver bem definida.
Exemplos de Funtores.
1. A cada objeto (X, τ) ∈ Top fac¸amos corresponder ao conjunto X ∈ Sets
e a cada func¸a˜o cont´ınua f : X → Y fac¸amos corresponder a pro´pria func¸a˜o
f ∈ HomSets(X, Y ). Isso define um funtor entre essas duas categorias, chamado
funtor esquecimento. Em verdade, a associac¸a˜o acima consiste simplesmente
em esquecer-se da topologia de X que o torna um espac¸o topolo´gico e enxerga´-
lo so´ como um conjunto.
2. Seja R um anel com unidade e M um R-mo´dulo a` esquerda. Para cada R
mo´dulo a` esquerda N , seja F (N) = HomR(M,N), e para cada homomorfismo
de R-mo´dulos f : N → P , defina F (f) : HomR(M,N)→ HomR(M,P ) pondo
F (f)(g) = f ◦ g, para cada g ∈ HomR(M,N). Tal correspondeˆncia define um
funtor covariante F entre a categoria dos R-mo´dulos a` esquerda e a categoria
dos grupos abelianos.
Com efeito, para todo N ∈ R-mod, o conjunto HomR(M,N) e´ um grupo
abeliano com a operac¸a˜o que faz corresponder, a cada par ϕ, ψ : M → N de
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homomorfismos de R-mo´dulos, o homomorfismo ϕ + ψ : M → N dado por
(ϕ + ψ)(a) = ϕ(a) + ψ(a), em que + e´ a operac¸a˜o interna do R-mo´dulo N .
A verificac¸a˜o de que ϕ + ψ e´ um homomorfismo de R-mo´dulos e´ imediata.
Ale´m disso, a justificativa para que HomR(M,N) munido da operac¸a˜o acima
seja um grupo abeliano segue imediatamente do fato de (N,+) ser um grupo
abeliano.
E´ claro que F (idN) = idHomR(M,N). Resta verificar que, para f : N → P e
g : P → Q morfismos de R-mo´dulos, tem-se F (f ◦ g) = F (f) ◦ F (g). Ora, se
ϕ ∈ HomR(M,N), enta˜o F (f ◦g)(ϕ) = (f ◦g)◦ϕ = f ◦(g◦ϕ) = f ◦F (g)(ϕ) =
F (f)(F (g)(ϕ)) = (F (f) ◦ F (g))(ϕ). Isso estabelece o resultado.
Transformac¸o˜es Naturais
Tendo em vista a importaˆncia que os funtores exercem no estudo das categorias,
no sentido de permitirem obter informac¸o˜es de uma categoria a partir de outra, faz-se
de extrema convenieˆncia qualquer processo que permita buscar tambe´m informac¸o˜es
de um funtor a partir de outro. No que pese tal afirmac¸a˜o, estudaremos agora as
transformac¸o˜es naturais entre funtores, as quais consistem num exemplo bastante
razoa´vel de um processo do tipo citado acima. Tambe´m mostra-se u´til em diversas
situac¸o˜es um sistema que permita associar a certas colec¸o˜es de imagens de objetos
de uma categoria por um funtor a um u´nico objeto na categoria em que tal funtor
assume os seus valores. Da´ı nasce a ideia dos limites e colimites. Vamos a`s definic¸o˜es
ba´sicas e exemplos.
Definic¸a˜o 36. Sejam F,G : C → D funtores covariantes entre duas categorias C
e D. Diz-se que uma colec¸a˜o φ = {φX ∈ HomD(F (X), G(X)); X ∈ C} e´ uma
transformac¸a˜o natural entre os funtores F e G, e escreve-se φ : F → G, quando a
correspondeˆncia X 7→ φX e´ uma func¸a˜o e o diagrama abaixo comuta, para quaisquer









φY // G(Y )
.
Quando φX e´ um isomorfismo, para todo X ∈ C, diz-se que φ e´ um isomorfismo
natural. Nesse caso, F e G chamam-se funtores isomorfos e escreve-se F ∼= G.
Definic¸a˜o 37. Duas Categorias C e D dizem-se equivalentes quando existem fun-
tores F : C → D e G : D → C para os quais F ◦ G ∼= idD e G ◦ F ∼= idC, em que
idC : C → C e idD : D → D sa˜o os funtores identidade.
Colimites
As definic¸o˜es que se seguem tentam exprimir, de modo artificial, pore´m essenci-
almente simples, a ideia de convergeˆncia em categorias. Isso e´ determinado apenas
por meio dos objetos e da lei de composic¸a˜o das categorias envolvidas, de modo que
nenhuma estrutura adicional sera´ adotada. Conve´m ressaltar que essas ideias po-
dem ser generalizadas ainda mais, de modo apropriado. No entanto, como as noc¸o˜es
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abaixo sera˜o pouco utilizadas (especificamente, ao Teorema de Van-Kampen), resol-
vemos excluir as noc¸o˜es mais gerais, as quais necessitariam certos conhecimentos de
lo´gica matema´tica e de teoria dos conjuntos mais delicados, e prezar pela objetivi-
dade e dida´tica na apresentac¸a˜o.
Definic¸a˜o 38. Seja D um conjunto que e´, simultaneamente, uma categoria. Seja
C uma categoria qualquer. Um funtor F : D → C chama-se um D-diagrama de
objetos de C.
Exemplo 39. A colec¸a˜o D(C) de todos os D-diagramas de objetos de C e´ uma
categoria cujos morfismos sa˜o transformac¸o˜es naturais entre funtores. Qualquer
objeto x ∈ C determina o D-diagrama constante x, que associa cada y ∈ D a x e
cada morfismo f ∈ HomD(y, z) ao morfismo idx.
Definic¸a˜o 40. Seja F um D-diagrama de objetos de C. Sejam x ∈ C e η : F → x e´
um morfismo de D-diagramas. Suponha que existam um objeto y ∈ C, um morfismo
de D-diagramas ı : F → y e uma u´nica func¸a˜o η˜ : y → x em C que faz comutar,















Nesse caso, o objeto y acima chama-se o colimite do D-diagrama de objetos de C e
escreve-se y = colimF
Grupos e Produtos Livres
Definic¸a˜o 41. Sejam G um grupo e X um subconjunto de G. Dizemos que G e´
um grupo livre em X (ou com geradores em X) quando, para todo grupo H e toda
func¸a˜o func¸a˜o f : X → H, existe um u´nico homomorfismo ϕ : G → H tal que o









em que ı : X → G e´ a inclusa˜o em G.
Definic¸a˜o 42. Seja X um conjunto. Suponha que exista uma bijec¸a˜o x 7→ x−1
entre X e um conunto X−1 tal que X ∩ X−1 = ∅. Enta˜o, definimos F (X) como
sendo o conjunto das sequeˆncias finitas de elementos de X e X−1 tais que (x, x−1)
ou (x−1, x) na˜o sa˜o subsequeˆncias, para todo x ∈ X.
A relac¸a˜o entre o conjunto F (X) e os grupos livres expressa-se no teorema abaixo.
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Teorema 43. O conjunto F (X) e´ um grupo com a operac¸a˜o de concatenar sequeˆncias,
de forma que todas as subsequeˆncias da forma (x, x−1) e (x−1, x) sejam eliminadas,
para todo x ∈ X. Tal F (X) e´ livre em X e, se existir um grupo G livre em X, enta˜o
G ∼= F (X). Ale´m disso, se Y e´ um conjunto, enta˜o F (X) ∼= F (Y ) se, e somente
se, |X| = |Y |.
Por esse motivo, F (X) chama-se o grupo livre com base em X, ou, equivalen-
temente, o grupo livre gerado por X. O teorema baixo pode ser u´til em algumas
situac¸o˜es.
Teorema 44. Todo grupo e´ o quociente de um grupo livre.
Definic¸a˜o 45. Sejam (Gλ)λ∈L uma famı´lia de grupos, G um grupo e (gλ)λ∈L uma
famı´lia de homomorfismos gλ : Gλ → G. Enta˜o G chama-se o produto livre de
(Gλ)λ∈L quando, para todo grupo H e homomorfismos fλ : Gλ → H, existe um
u´nico homomorfismo ϕ : G→ H tal que ϕ ◦ gλ = fλ, qualquer que seja λ ∈ L.
Demonstra-se que o produto livre, definido acima, sempre existe e, ale´m disso,
e´ u´nico a menos de isomorfismos. Ele e´ denotado por G = ∗λGλ. A relac¸a˜o mais
importante entre grupos livres e produtos livres prossegue na linha pro´xima.
Teorema 46. Se X e´ um conjunto, enta˜o F (X) ∼= ∗x∈X〈x〉.
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Bibliografia Principal - Comentada
A seguir, expomos nossa opinia˜o e um breve resumo a respeito das obras mais
importantes em Topologia Alge´brica utilizadas como refereˆncia. Esperamos que
isso possa servir de apoio aos estudantes que estiverem procurando uma obra mais
completa sobre os conceitos aqui apresentados, bem como fac¸a com que esses na˜o
percam o entusiasmo com a disciplina.
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