Abstract-To correct geometric distortion and reduce space and time-varying blur, a new approach is proposed in this paper capable of restoring a single high-quality image from a given image sequence distorted by atmospheric turbulence. This approach reduces the space and time-varying deblurring problem to a shift invariant one. It first registers each frame to suppress geometric deformation through B-spline-based nonrigid registration. Next, a temporal regression process is carried out to produce an image from the registered frames, which can be viewed as being convolved with a space invariant near-diffraction-limited blur. Finally, a blind deconvolution algorithm is implemented to deblur the fused image, generating a final output. Experiments using real data illustrate that this approach can effectively alleviate blur and distortions, recover details of the scene, and significantly improve visual quality.
INTRODUCTION
A long-distance imaging system can be strongly affected by atmospheric turbulence, which randomly changes the refractive index along the optical transmission path, generating geometric distortion (motion), space and timevarying blur, and sometimes even motion blur if the exposure time is not sufficiently short [1] , [2] , [3] , [4] , [5] . Aside from hardware-based adaptive optics approaches [6] , several signal processing approaches have been proposed to solve this problem [7] , [8] , [4] , [5] , [9] , [10] . These approaches attempt to restore a single high-quality image from an observed frame sequence distorted by air turbulence. As with these other works based on videos or image sequences, we work under the assumption that the scene and the image sensor are both static and that observed motions are due to the air turbulence alone. The imaging process can be modeled as [11] , [ 10] G k ½x ¼ ðF h k;x hÞ½x þ N k ½x; ð1Þ
where represents a 2D convolution operator. F , G k , and N k denote the ideal image, the kth observed frame, and sensor noise, respectively. 1 The vector x ¼ ðx; yÞ T denotes a 2D spatial location. h k;x represents the space-varying (air turbulence-caused) point spread function (PSF) for the position x in the kth frame, which includes both blur and motion effects [10] . h is the space-invariant diffractionlimited PSF, typically due to sensor optics and settings.
Because the unknown h k;x is spatially and temporally changing in (1) , restoring the high-quality image F is not trivial. Some multiframe reconstruction approaches [4] , [9] first employ a nonrigid image registration technique to register each observed frame with respect to a fixed reference grid, and use the registration parameters to estimate the corresponding motion field for each frame. Then, a sharp image is formed through a Bayesian reconstruction method. The main problem for such algorithms is that they do not estimate the actual PSF h k;x . Both [4] and [9] employ a fixed Gaussian model to approximate the PSF, which strongly limits their performance.
Recently, a method called Efficient Filter Flow (EFF) was introduced by Hirsch et al. for space-varying blind deconvolution and has been applied for astronomical imaging to alleviate turbulence distortion and also for magnetic resonance imaging (MRI) to reduce blur caused by object motion [10] . This method first divides each frame into overlapping patches. Because the size of these patches is small, they can be viewed as isoplanatic regions-small regions containing space-invariant blur [6] , [5] -and thus can be processed through a multiframe blind deconvolution algorithm [12] . Given an isoplanatic patch sequence of a local region extracted from the input video, the blind deconvolution algorithm estimates the PSF separately for each patch. Final output is then generated by a nonblind image estimation step. Though capable of suppressing turbulence effects, the EFF method cannot remove diffraction-limited blur since the blind deconvolution step does not utilize much prior knowledge of the ideal sharp image except for a nonnegativity constraint and a simple Tikhonov regularizer. Besides, due to the limited accuracy of the local PSF estimation and probably also due to the sensor noise effect, the results can contain strong deblurring artifacts, such as ringing [12] .
Another class of approaches called "lucky imaging" employs image selection and fusion methods to reduce the blurring effects caused by turbulence [13] , [14] , [8] , [5] . The image selection technique attempts to find frames of the best quality (lucky frames) from a short-exposure video stream. The output image is produced by fusing these lucky frames together [13] , [14] . This method is based on the observation that for short-exposure images, turbulence creates "mutations" in image quality and randomly makes some images sufficiently sharp (see examples in Fig. 1 ) [14] , [15] , [16] , [17] . This strategy is favored in many astronomical imaging applications where the image of the object of interest (e.g., a star) is usually taken inside an isoplanatic angle. In [17] , Vorontsov et al. proposed a "lucky region" restoration approach for anisoplanatic scenarios. Small lucky (isoplanatic) regions are detected by a local sharpness metric (which can be viewed as being blurred only by the diffraction-limited PSF) and are fused to produce a large high-quality image. In another similar method developed by Joshi and Cohen [18] , a local block-based image alignment is first carried out to reduce geometric distortion caused by turbulence; then a lucky imaging-based weighting scheme is employed to generate a single image that is sharp everywhere. The weighting scheme is carefully designed to balance between noise reduction and sharpness preservation. A dehazing process is finally used to enhance the visual quality. One difficulty with such a method is that even though turbulence-caused blur is strongly alleviated through the lucky imaging process, the output still suffers from the blur caused by the diffraction-limited PSF [5] , [11] . Besides, the blur in lucky regions would inevitably be increased once temporal averaging is used for noise suppression [18] .
Due to the isoplanatism of turbulence effects (including blurring and geometric deformation) in small local regions, lucky imaging focuses on patch-wise restoration. However, limited patch size also limits the restoration performance. As Levin et al. pointed out in [19] , PSF estimation can be much improved as the size of the observed patch increases. In other words, if PSF can be estimated from a large region (e.g., the whole image), then we may be able to achieve better deconvolution performance. However, to achieve this goal the PSF spatial variation needs to be reduced.
Another important factor that may affect restoration is sensor noise. High shutter speed is favored in long-distance imaging systems in general to avoid motion blur caused by turbulence, and this would inevitably increase the noise level. Noise can strongly affect the performance of deblurring as it distorts image details and produces ringing artifacts [20] . Fortunately, the frames within a sequence are highly correlated with each other, and such a correlation can be used to advantage denoising in the temporal domain.
In this paper, a new framework is proposed for restoring a single image from an image sequence acquired in general anisoplanatic scenarios. The 3D physical scene is assumed to be static, as is the imaging sensor, while the air between the scene and sensor is affected by atmospheric turbulence. Our approach is designed to reduce the spatial variation of PSFs over the whole image space so that the blur can be approximately treated as spatially invariant and the latent image content can be estimated globally instead of by local deconvolution. By doing this, we can improve the estimation accuracy and, more importantly, natural image statistics can be introduced so that diffraction-limited blur can be effectively removed. An image with reduced PSF variation (which we call the near-diffraction-limited (NDL) image) is generated through a fusion process. To avoid noise effects in the subsequent deconvolution, temporal kernel regression is employed in our approach for denoising.
Note that this restoration framework can be viewed as an extended version of the one in our earlier paper in ICCP 2011 [21] . However, the fundamental ideas behind the two are quite different. The framework in [21] is based on a simplified least-square estimation derived from the imaging model with several assumptions on image statistics and approximations. The key point of the present paper is reducing the variance of spatially and temporally changing PSFs through nonparametric kernel regression. Compared with [21] , the idea in this paper is much cleaner and technically sounder. It also requires far fewer a priori assumptions than [21] .
The paper is organized as follows: Section 2 describes the restoration framework in detail. Experimental results are given in Section 3 to show the performance as compared with other methods, and finally we conclude and discuss directions of future research in Section 4.
RESTORATION ALGORITHM
The proposed restoration framework contains three main steps (see the diagram in Fig. 2 ):
1. nonrigid image registration, 2. near-diffraction-limited image reconstruction, 3. single image blind deconvolution. Given an observed sequence fG k g, step 1 of our proposed approach registers each frame onto a fixed reference grid, generating a new sequence fR k g without geometric deformation. This process makes sure that for a given pixel located at a position, say x, the most correlated pixels in each frame across time are aligned at this same position. This step improves the performance of the subsequent temporal filtering.
Step 2 restores a single image Z from the registered fR k g. For each local region, the sharpest patch (convolved by a diffraction-limited PSF) can be detected from the patch sequence. Next, patch-wise temporal kernel regression is carried out to reduce the noise level. An image Z is then generated by fusing all the denoised sharp patches together. This image is still blurred by a diffraction-limited PSF, which can be approximately viewed as spatially invariant.
Finally, a single image blind deconvolution algorithm based on natural image statistics is implemented on Z to further remove the diffraction-limited blur and to enhance image quality. Details of each step are given in the following sections.
Nonrigid Image Registration
In [9] , we introduced a B-spline based registration algorithm to estimate the motion field in each observed frame. This method can be implemented in the proposed framework to remove geometric deformation. In this section, we give a review of this registration algorithm. Assume G represents a given observed distorted image and R denotes a reference image without turbulent deformation (which can be obtained by averaging the frame sequence [4] ). A nonrigid deformation model can be employed to describe the geometric distortion between these two images. In this model, the complex motion is represented by the movement of m control points, whose initial positionsx 0i ¼ ðx 0i ;ŷ 0i Þ T , i ¼ 1; . . . ; m, are equally spaced on the reference image R. The displacement of all the control points on the given image G is denoted as the deformation vector: p ! ¼ ½Áx 1 ; . . . ; Áx m ; Áŷ 1 ; . . . ; Áŷ m T , where Áx and Áŷ (also called deformation parameters) are the horizontal and vertical displacement from the initial position [22] , [4] . The deformed position of any given pixel located at x ¼ ðx; yÞ T from image R can then be described as
where AðxÞ denotes the basis function matrix for x:
and AðxÞ p ! is the motion vector, which is a linear combination of the movements of all control points. The weight (or spline basis) c i is determined by the distance between x andx 0i using B-spline functions:
where x and y are the horizontal and vertical intervals between neighboring control points. This model guarantees local smoothness of the turbulence-caused motion field.
In the classic B-spline-based registration approach, the deformation vector is estimated by minimizing the following cost function [22] :
However, because the above formulation lacks prior constraint, the resulting estimate is unstable and easily gets stuck in local minima. To improve this method, a stabilization constraint is proposed in [4] , which makes the estimated deformation parameters remain small in the regions that have less texture (low image gradient). However, in the present application, we know that the deformation caused by atmospheric turbulence is independent of image content. In other words, such stabilization constraint would bring unnecessary bias into the estimation. Instead, to accurately estimate the deformation (motion) vectors from image grid R to G, we introduce a more natural symmetry constraint [23] , [24] into the B-spline registration algorithm. This constraint is based on the important property that the registration should be symmetric or inverse consistent [23] . Let p ! denote the deformation vector that transforms reference grid R into G (forward deformation) and let p denote the inverse vector that transforms G into R (backward deformation). Then, approximately, 2 we should have: p ! ¼ À p (see Fig. 3 ). Combining the two
to minimize becomes
where scalar controls the effect of the soft symmetry constraint. The Gauss-Newton method is used to minimize CðpÞ, and the update of the parameter set p can be derived as follows:
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2. The forward and backward motion vectors for each point in the physical world should be the exact opposite of each other. However, in the registration model the motion field is indexed by pixel locations instead of physical points. Thus, the motion vectors for the same position in the reference and the target image are not exactly the opposite of each other since they belong to slightly different points. So do the deformation vectors. where
and
In the above algorithm, the computational cost for calculating the matrices E ! and E is tremendous if it is implemented directly. Instead, we designed a fast implementation method to alleviate this problem. Details can be found in [9] . Once the deformation vector p is estimated for each frame, a registered sequence fR k g is generated through bilinear interpolation.
Near-Diffraction-Limited Image Reconstruction
In this section, we estimate a diffraction-limited image Z from fR k g, which can be globally deconvolved. A concise description of the reconstruction procedure is provided in Algorithm 1 (see the diagram in Fig. 4 ). To better understand this procedure, let us consider a patch-wise imaging model under the isoplanatic scenario (see Fig. 4 ):
where g k can denote any local patch of size L Â L extracted from frame G k , and its corresponding latent patch is denoted by f. Differently from (1), turbulence-caused PSF h k is now patch-wise constant and temporally changing. We call z ¼ f h the diffraction-limited patch, which is convolved by the space and time invariant h, and thus can be accurately deconvolved in a larger scene [19] (such as the whole image). n k represents local noise, which is assumed to be zero-mean and IID. The motion field estimated from the nonrigid image registration in Section 2.1 is smooth, and the registration process can be viewed approximately as patch-wise constant translational movement (see an example given in Fig. 5 ). So the relationship between an observed local patch g k and the corresponding registered one r k extracted from R k can be described as
where Áx represents a 2D Kronecker Delta function shifted by the local registration vector Áx. Hence, (9) and (10) can be combined as follows:
The PSFh k ¼ h k Áx is simply a shifted version of h k , which means the registration process preserves the shape (and spectrum) of local PSFs. Similarly, the shifted noise patchñ k also has the same statistical properties as n k . As mentioned before, the registration process increases the correlation among the pixels in the same position from different patches across time. Such a correlation can be utilized for estimating the noise-free sequence fq k g, as we will describe in Section 2.2.2.
Algorithm 1.
Procedure for Restoring A Near-DiffractionLimited Image from Registered Frames 1. Given a registered sequence fR k g, divide each frame into L Â L overlapping patches centered at each pixel, and calculate the intensity variance of each patch as a local sharpness measure. 2. For a patch sequence fr k g centered at location x, detect the sharpest one r k Ã by maximizing local sharpness measure (outliers need to be detected and excluded).
3. Set r k Ã as a reference patch, and restore its center pixel value using temporal kernel regression. Assign this value to the pixel Z½x. 4. Go to the next pixel and return to step 2.
Diffraction-Limited Patch Detection
As mentioned in Section 1, once sufficient observations are collected, relatively sharp image patches that occasionally PSFs after the alignment using the local motion fields given in the squares A, B, and C, respectively, from (a), where it can be observed that since the local movement could be treated as translational, the shapes of the PSFs are preserved.
appear due to the turbulence variation can be found. Suppose a k Ã th patch is a diffraction-limited one: r k Ã % z þñ k Ã , then simply denoising r k Ã provides a good estimation of the patch z.
In practice, diffraction-limited patches can be detected through various local sharpness measures. For example, in astronomical imaging, Strehl ratio is widely used, which is the ratio of the peak intensity in the aberrated PSF to the diffraction-limited PSF [6] . This can be easily measured if there exists a reference star inside the patch. However, in general cases Strehl ratio is difficult to measure, and alternative metrics based on local image intensity are preferred [13] , [25] , [26] . In [26] , it was shown that image intensity variance has a unique relationship with the Strehl ratio and can be used for patch selection. The intensity variance of an L Â L patch r k is defined as
where " r k represents the mean value of patch r k . This metric is employed in this step.
Sharp patch selection by maximizing the above metric can be sensitive to outliers, such as those caused by objects incorrectly registered or moving objects occasionally appearing in the scene (e.g., a bird flying through the field of view). Examples are illustrated in Fig. 6a , where some artifacts can be observed in flat regions (see patch A). These artifacts are caused by registration error and can be strongly magnified (see Fig. 6c ) after the consequential deblurring process (Section 2.3). In Fig. 6e , we can observe extremely high values among the sharpness measures for patch A. Patch B gives another example (see Fig. 6f ) where no outlier exists. 3 . Patch B contains strong structure (high SNR), and thus its sharpness measures have values much higher than patch A (see Figs. 6e and 6f) . This also explains why the registration accuracy is lower in patch A compared with patch B.
Fig. 8. Simulated experiments. (a)-(c) Simulated frames with three turbulence levels (weak, medium, strong). (d)-(f) Near-diffraction-limited images from the three test sequences with noise variance
To alleviate the outlier problem, Hampel's outlier identification method is employed [27] . We use a Gaussian model N ð; Þ to approximate the distribution of outlier-free samples (which are sharpness measurements in our case). A given sample s k is identified as an outlier if
where % x is the x quantile of the N ð0; 1Þ distribution and denotes the confidence level. Hampel suggested using the median and median absolute deviation (MAD) method [28] to robustly estimate the data mean and the standard deviation , respectively [28] . In our experiment, we set % 1À=2 ¼ 6 to strongly suppress the type I error. Any sample s k that is above the threshold ¼ 6 is detected as outlier and would be ignored when maximizing the local sharpness metric to select the diffraction-limited patch. In Fig. 6d we can see that with outlier removal the artifacts caused by incorrect registration are successfully eliminated from the fused image.
Patch-Wise Temporal Kernel Regression
To avoid possible artifacts that may appear in the subsequent deconvolution step, noise in the selected diffraction-limited patches needs to be suppressed. We formulate this denoising problem under a general temporal regression framework, where the imaging model is
The value of a pixel at x in the lth frame (q l ½x) can be estimated through zeroth order kernel regression [29] , [30] :
where the weight Uðx; k; lÞ is a positive function measuring the "similarity" between q l ½x and q k ½x. One simple but effective way of defining UðÁÞ is based on patch-wise photometric distance and a Gaussian kernel function:
Here, L 2 is the total number of pixels in the patch and the scalar is called the smoothing parameter [29] . The noise-free Fig. 9 . Image registration results using 100 frames taken from the video Chimney distorted by real atmospheric turbulence.
2 can be unbiasedly estimated using the following function [31] :
where the noise variance 2 n can be estimated using, for example, the MAD method [28] .
The solution to (15) iŝ
which is nothing but a filter generated by normalizing the kernel UðÁÞ. According to (16) , the kernel value within a patch is independent of the pixel position and space-invariant, which means the spatial constancy of the PSF in the estimated patchq l is preserved after the regression. Of course, in this step we only estimate the center pixel in the selected k Ã th patch, which will be assigned to the output image Z according to the reconstruction procedure given in Algorithm 1. One important issue is that in the proposed regression, all the weights are positive, which means that when restoring the diffraction-limited value, the output is always more blurry than the observed r k Ã ½x. That is why we call the restored image near-diffraction-limited.
Single Image Deconvolution
Finally, a single image deblurring algorithm is required as a postprocess to deconvolve the near-diffraction-limited image Z. The degradation model is
where " represents error caused by the process generating the estimate of Z. Such a blind deconvolution algorithm can be described generally using the following:
where R f and R h are the regularization terms based on prior knowledge about the latent sharp image F and the PSF h. Recent research on natural image statistics has shown that (a) Averaged image (b) Ground truth (c) [10] (d) [9] (e) Near-diffraction-limited (f) Proposed approach image gradients obey heavy-tailed distributions that have most of their mass on small values but give significantly more probability to large values than Gaussian distributions [32] . Based on these studies, several sparse regularization methods have been introduced and have achieved great success in solving the blind deconvolution problem [32] , [33] , [20] . One example is the method proposed by Shan et al. [20] , which is directly implemented in this step to calculate a final output. This method uses basically the same estimation form as (20) with the following sparse regularization term:
where F x and F y denote the derivatives of F in horizontal and vertical directions, respectively, and
Here, l t , 1 , 2 , and 3 are all fixed parameters [20] . Sparsity is also utilized in regularizing h [20] :
The cost function (20) is optimized by alternating the estimation of f and h [33] , [20] .
In what follows, we used the default parameter settings as described in the authors' project page 4 for [20] except the noise level parameter "noiseStr," which is chosen in the range ½0:01; 0:05 according to the actual noise level observed in the given data. We refer interested readers to [20] for details.
EXPERIMENTS
In this section, we will illustrate the performance of the proposed approach using both simulated and real image sequences. Throughout all the experiments, the intervals of the control points in the registration step are set as x ¼ y ¼ 16 pixels and the symmetry constraint parameter: ¼ 5;000. In implementing the restoration step in Section 2.2, we set the patch size L ¼ 9. Results of the lucky-region algorithm from [17] , the multiframe reconstruction approach from [9] , and the EFF approach from [10] are also shown for comparison. 4. http://www.cse.cuhk.edu.hk/~leojia/projects/motion_deblurring/ index.html.
5. In this section, the outputs of method [9] are generated using the original code. The EFF outputs are directly from the authors of [10] . The outputs of method [17] are produced by our own implementation.
Simulated Experiments
To quantitatively evaluate the algorithm performance, a set of image sequences with different degrees of turbulence and noise are generated. The latent sharp image 6 (300 Â 300) is shown in Fig. 7 . The sequences are produced using the imaging model described in (1) and (9), where motion fields, spatially variant PSFs, and spatially invariant diffraction-limited PSF are required. To produce the motion fields, we first randomly generate a set of deformation vectors through a Gaussian distribution, and then calculate a motion field for each frame through the B-spline model (2)-(5). The turbulence strength is determined by the variance of the Gaussian distribution. The spatially variant PSFs are simulated also using a Gaussian function, where the variance of a local PSF is proportional to the magnitude of the corresponding local motion vector. The diffractionlimited PSF is generated using a disc function. Three degrees (weak, medium, and strong) of turbulence are produced (see Figs. 8a, 8b, and 8c) . Also, different levels of white Gaussian noise (with variance 2 n ¼ 1; 9; 25) are added into the sequences. Each sequence contains 100 frames.
Due to the space limits, we only provide results of three sets of sequences with noise variance 2 n ¼ 1 in Fig. 8 . It is clear that the proposed approach significantly improved the visual quality, and recovered many high-frequency details of the image content. Table 1 gives the Peak Signal-to-Noise Ratio (PSNR) values for all the outputs with four different restoration algorithms and the averaged PSNR values of each input sequence. It can be seen that the proposed approach outperforms in all test sequences in terms of PSNR. Results of the near-diffractionlimited images are also provided in this table, from which we can tell that the final blind-deconvolution step generally increases the PSNR by 1-1.5 dB.
Real Video Experiments
Several real videos are tested to illustrate the performance of the proposed restoration framework in practical situations. 7 We first show results on data taken under controlled but real conditions. The two sets of videos (see Chimney and Building in Figs. 9, 10, and 11) of size 237 Â 237 were captured through hot air exhausted by a building's vent, which could be closed to take "ideal" images of the same scene [10] . Each sequence consists of 100 frames degraded by strong turbulence effects (see Figs. 9a, 9b, 9c, and 11b ). In the Chimney experiment, some registration results are also given in Figs. 9d, 9e , and 9f, where we can see geometric deformation with respect to the averaged image Fig. 10a has effectively been removed. From the output images in Figs. 10c, 10d , and 10f we can observe that EFF (c) and the proposed method (f) provide the best restoration results and faithfully recover details of the object. The proposed result (f) looks even sharper, while the EFF output (c) contains some halo artifacts in the edge regions. Similar restoration results can be observed in the Building experiment shown in Fig. 11 . The near-diffraction-limited image generated from the Chimney sequence is also provided in Fig. 10e .
Additional sets of video data taken from long-distance imaging systems are processed next. The first set of images (410 Â 380 Â 80) shows the moon's surface taken from a ground-based telescope (see Fig. 12a ). From Fig. 12b we can see that though the output image of [17] looks slightly sharper than one of the observed frames, it is still quite blurry, probably due to the diffraction-limited blur and the limited number of frames. The method in [9] provides a better result but with some details (like small craters) vanished (Fig. 12c) . The proposed method gives a significant improvement in visual quality (Fig. 12d) . It successfully removed blur and meanwhile recovered many small craters on the surface (Fig. 12h ) that can hardly be seen from either the original frame (Fig. 12e) or the outputs of the other two methods (Figs. 12f and 12g) .
The scene of the next video stream consists of a water tower located above the ground, imaged at a (horizontal) distance of 2.4 kilometers. The (300 Â 220) video is quite noisy and highly blurred (due to long exposure time). Eighty frames were taken from the video to produce the result shown in Fig. 13 . Again, the lucky region method did not provide much improvement in the result and slightly changed the object shape (Fig. 13b) . The reconstruction method in [9] slightly increased the sharpness (Fig. 13c) . The output of the proposed method looks much sharper and clean, with many details well restored (Fig. 13d) .
DISCUSSION AND CONCLUSIONS
In this paper, we proposed a new approach for restoring a single high-quality image from an image sequence distorted by air turbulence. The proposed algorithm first registers the frames to suppress geometric deformation using B-splinebased nonrigid image registration, which incorporates a symmetry constraint to effectively improve the estimation accuracy. Next, a regression-based process is carried out to produce an image convolved with a near-diffraction-limited PSF, which can be viewed as spatially invariant. Finally, a blind deconvolution algorithm is implemented to remove diffraction-limited blur from the fused image to generate the final output. Experiments using controlled and real data illustrate that this approach is capable of alleviating geometric deformation and space-time varying blur caused by turbulence, recovering unprecedented details of the scene and significantly improving visual quality.
Another technique which may be related to the present work is seeing through water [34] , [35] . Compared with air turbulence, in most cases the geometric warping effect induced by water is much stronger, but the blur effect is relatively milder. In the following experiments, we replace the image registration step in Section 2.1 with a robust iterative registration algorithm from a seeing through water approach [34] . The sequence Chimney with severe turbulence motion is tested. Results are given in Fig. 14, where (a) shows the direct output of method [34] , which is highly blurry since it is just the temporal mean of the registered sequence. We then take the registered sequence to generate a near-diffraction-limited image (b) using the temporal regression step described in Section 2.2, this intermediate result is much sharper than (a). The final deblurred output is given in (c), which is visually very close to the proposed result given in Fig. 10f except for a mild shape change at the 6 . The pixel intensity range here is ½0; 255. 7. Videos and experimental results are given on the webpage: http:// users.soe.ucsc.edu/~xzhu/doc/turbulence.html.
(a) One observed frame (b) [17] (c) [9] (d) Proposed approach (e) Zoomed part of (a) (f) Zoomed part of (b) (g) Zoomed part of (c) (h) Zoomed part of (d) (i) Zoomed part of (a) (j) Zoomed part of (b) (k) Zoomed part of (c) (l) Zoomed part of (d) top part of the Chimney. Similar experiments using test video Building are illustrated in Fig. 15 . Probably the robust registration algorithm addressing water distortions is capable of correcting strong geometric deformations quite well, but it seems that the registration step in Section 2.1 is sufficient for handling most air induced motion. One limitation of the proposed framework is that the near-diffraction-limited patch reconstruction step requires the existence of a diffraction-limited isoplanatic patch for all the local regions. This requirement may be hard to achieve if we do not have sufficiently many frames. However, in that case it is still possible to deconvolve the diffractionlimited patch z. We can consider the local imaging model:
as a single-input multioutput (SIMO) system [36] . Such systems have been thoroughly studied in the past few years and one group of algorithms restoring z is multichannel deconvolution filters [36] , [37] . These are defined aŝ
where t k is a frame-wise filter of size N Â N. In [12] , the EFF approach attempts to estimate z and fh k g simultaneously given fg k g, which can be viewed as a special case of multichannel deconvolution filtering. Assuming that fh k g can be exactly estimated in the EFF process, then the EFF reconstruction can be interpreted as calculating each t k as the inverse filter of h k and averaging all the filtered frames to get the final output. In this case, t k needs a large support N in general. Giannakis and Heath showed that if we have sufficient observations, it is also possible (in the absence of noise) to perfectly reconstruct z given ft k g of very small support [36] . In other words, we can "mildly" deblur each frame and get a perfectly restored image through fusion. Furthermore, if the filter size N is reduced to 1, the filtering process would become a pixel-wise fusion, which is very similar to what we presented in Section 2.2. An accurate estimation of z under a more general scenario requires an accurate PSF estimation procedure, which is difficult to achieve, especially in noisy cases. Further study should be carried out in this direction. 14. Experiments using the seeing through water method [34] . Video Chimney distorted by real atmospheric turbulence is tested. (a) Output of method [34] . (b) Near-diffraction-limited image generated using the sequence registered by [34] . (a) (b) (c) (d) (e) (f) Fig. 15 . Experiments using the seeing through water method [34] . Video Building distorted by real atmospheric turbulence is tested. (a) Output of method [34] . (b) Near-diffraction-limited image generated using the sequence registered by Oreifej et al. [34] . 
