The Nelder-Mead simplex algorithm has been used for 
INTRODUCTION
Complex discrete-event simulation models of proposed or existing real systems are often used to estimate the effects on system performance due to changes to the system design. A natural extension of this evaluative use of simulation is optimization: to look for a system design that produces the optimum system performance.
In optimization studies, a numerical output of the simulation is selected as the objective for optimization. For discrete-event simulation models, this objective is usually derived from pseudorandom quantities, and so optimization algorithms designed for deterministic functions are often ineffective.
Mathematically, the optimization problem is to minimize E(F(x)), xc Rn,
where F is the stochastic response function of a simulation model. The stochastic response can be written as F(x) =~(-x) + -%x),
where~(x) is the deterministic function E(F(x)) and e(x) is a stochastic function with E(e(x)) = O for all
x. Then the optimization problem is to minimize~(x), xe Rn. See for example the recent survey articles by Azadivar (1992), Fu (1994) and Span (1994) . Barton and Ivey (1995) observed inappropriate early termination of optimization for the original Nelder-Mead method. We examine modifications that make NelderMead more effective when applied to stochastic responses.
The optimization is posed as a minimization problem.
We will call f the objective jimction and F the response function, Typically f is not known explicitly, and the optimization method must work with F. For stochastic simulation optimization, the response function is computed from the output quantities of one or many replications of the simulation.
THE NELDER-MEAD ALGORITHM
The Nelder-Mead (1965) 
Nelder and Mead used a = 1.
Step 4a. Accept Reflection:
If FIOW < F,.fl S F,Wk, then P.=fl replaces Phi~h in the simplex, and a new iteration begins (Step 2 above).
Step 4b. Attempt Expansion:
If F,.~l < FIOW, then the reflection is expanded, in the hope that more improvement will result by extending the search in the same direction.
The expansion point is calculated by the following equation, where the expansion coefficient is y (y> 1):
Nelder and Mead used y= 2. If F.XP < FIOW, then PeXP @aCf?S phi~h in the S@Jlt?X; otherwise, the expansion is rejected and P,efl replaces Phi~~. The next iteration begins with the new simplex (Step 2 above).
Step 4c. Attempt Step 4c'.
Shrink: If F. On, > Fhigh,then the contraction has failed, and the entire simpl,ex shrinks by a factor of 6 (0 < 8 c 1), retaining only PIOW. This is done by replacing each extreme point Pi (except PIOW) by:
Pi 6 @i + (1 -6)Pl~Ñ elder and Mead used 6 = 0.5. The algorithm then evaluates F at each point (except PIOW) and continues with the next iteration (Step 2 above).
One of the following stopping criteria are usually employed.
Nelder and Mead computed the standard deviation of the (deterministic) objective function values over all n+ 1 extreme points, and they stopped when the standard deviation Sf dropped below 10-8, where
with~-~f(xi)/ (n + 1) For stochastic functions, the standard deviation of function values across all simplex points reflects inherent stochastic variation as well as differences in (expected) 
where the maximization is over all points i in the current simplex, and II c II denotes the Euclidean norm.
Inappropriate Termination
Using the Dennis and Woods criterion with v = 1 x 10", Barton and Ivey (1995) found that the "Nelder-Mead method could terminate at a point that was far from the optimum for some response functions. This problem was further investigated by Tomick (1995) , who found that for n = 1 or 2, Nelder-Mead (without any stopping criterion) converged to a point on a constant test function, with finite expected movement.
Further, for n = 1, Tomick proved thlat there is a nonzero probability of convergence of Nelder-Mead for linear f when c(x) in (2) has a nondegenerate Gaussian distribution.
Empirical tests indicated a nonzero probability of convergence for n >1 as well.
For any given standard deviation
Ce for e, the probability of false convergence decreases as the magnitude of the slope increases. Of course, convergence on a linear function is false convergence.
Barton and Ivey's RS9 Modification
The shrink step (Step 4c') causes rapid decrease in the overall size of the simplex. Barton and Ivey (1995) found that changing the shrinkage coefficient from 6 = 0.5 to 6 = 0.9 generally improved the performance of the method on stochastic functions. In addition, the original algorithm did not require resampling the simulation response at the best point of the simplex after a shrink step. Resampling this point tended to reduce the likelihood of retaining a spuriously good response, and improved performance. The modified method implementing both of these changes was referred to as RS9.
Hypothesis Test Modifications
Based on a Markov chain analysis for the n = 1 case, Tomick (1995) proposed additional modifications to RS9 q replace 6 = 0.5 with 6 = 0.9 in Step 4c.
wcompute the response value at a vertex in the kth iteration as the average of mk replications of the simulation, where m k is defined as described below.
Tomick proposed two methods to choose the number of replications mk; using standardized range distributions, or using one-way analysis of variance (ANOVA).
The ANOVA method for setting mk tests 
EMPIRICAL PERFORMANCE OF THE ANOVA MODIFICATION
To compare results with Barton and Ivey (1995) our tests employed a set of eighteen deterministic functions compiled by Mor6, Garbow, and Hillstrom (1981) . The form, standard starting points, and optimal values for the functions are described completely in that reference, and are available via the MINPACK collection in NETLIB (Dongarra and Grosse 1987 we chose values to provide test functions with input parameter dimensions that ranged from 2 to 9.
The starting points for our tests were not the standard starting points, however.
For the results discussed below, starting points were selected to provide an initial objective function that was 100C larger than the optimal value. These starting values are summarized in Table 1 .
The computational tests included forty optimization runs with starting points perturbed by adding a uniform(-O. 1, 0. 1) deviate to each coordinate. Computational comparisons using other starting points are discussed in Tomick (1995). 
