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The purpose of this paper is to derive necessary conditions for 
the optimal control in the presence of threshold effects when 
the threshold is a curve in n-dimensional space of uncertain 
location. The usefulness of these conditions is shown by 
examining the optimal regulation of two greenhouse gases when 
there is a risk that the combined radiative forcing from these 
two gases may lead to the catastrophic event that the Western 
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Constrained Optimisation is one of the fundamental methods in economics. 
Whenever appropriate, economists formulate these problems as constrained dynamic 
optimisation problems. Formally constraints in a dynamic optimisation problem are 
physical boundaries that are a priori impossible to violate, non-negativity constraints 
being an obvious example. However, in many settings these constraints are 
boundaries in state space that it may be undesirable, but physically possible to cross.  
Boundaries such as these are referred to as thresholds and the events that occur when 
they are crossed are referred to as a threshold effects.
1 There is a small literature on 
deterministic thresholds, i.e. when the location of the threshold is known with 
certainty. See Farzin (1996) and Nævdal (2001). This is only realistic for some types 
of applications. In other cases, the exact location of the threshold must be treated as 
stochastic. To my knowledge, applications appear in two different strands of the 
economic literature; R&D and resource economics. The resource economic literature 
originates with Kemp (1976) and Cropper (1976). The most common type of 
application is the exploitation of non-renewable resources of uncertain stock size, 
which under certain conditions is formally equivalent to a threshold effect when the 
threshold is a point in R . +
2 See Kemp (1976), Cropper (1976), Tsur and Zemel 
(1995) and Weitzman (2003). Other threshold effects have also been discussed in the 
literature under the heading of catastrophic risk. Nævdal (2003) examines a general 
threshold problem and Tsur and Zemel (1996) discuss global warming. In the R&D 
literature, there is, usually, some type of technological breakthrough that occurs after 
the cumulative investment in research has increased above some unknown level. This 
strand of literature started, to my knowledge, with Lucas, (1971) and Kamien and 
Scwartz (1971). A recent paper by Zemel et al (2001), examines a model where an 
agent can choose between one R&D activity with uncertain pay-off and one activity 
with known returns.  
                                     
1The word “threshold” is a bit too good to be reserved for a single use. Some authors refer to Skiba 
points, Skiba (1978) as thresholds. See Carpenter et al (1999) for an example. 
2I am grateful to Jon Conrad for pointing this out to me. 
 
 
2All the references cited above are concerned with one-dimensional threshold effects. 
The purpose of this article is to examine a more general class of problems where there 
are  n state-variables and the threshold is an equation in the n-dimensional state 
space. This will enable solutions to a range of problems hitherto not discussed in the 
literature.  
There are a number of problems where thresholds have a dimensionality higher than 
one. The level of acidity in a lake is determined by deposits of a number of 
pollutants, such as sulphur and nitrogen oxide. If acidity, as measured by the ph-
level, goes below a certain threshold, large-scale fish mortality occurs, Mason (1996). 
Phosphorus and nitrogen are both nutrients that may start an eutrophication process 
if their aggregate nutrient value exceeds certain thresholds, Mason (1996). The 
locations of these thresholds depend on a number of factors, often particular to 
specific ecosystems and are generally not known. In the geosciences literature there is 
a concern that radiative forcing from greenhouse gases may trigger large-scale events. 
The existence of thresholds in radiative forcing has been suggested for a number of 
phenomena: Coral bleaching, Hoegh Guldberg (1999), disruption of the Thermohaline 
Circulation (THC), Stocker and Schmittner (1997) and the disintegration of the 
Western Antarctic Ice Sheet (WAIS), Oppenheimer (1998). Radiative forcing depends 
on the stock of a number of greenhouse gases the most important being carbon 
dioxide, CO2, and methane, CH4. Here we examine the possibility of a breakdown in 
the WAIS. We do not explicitly consider the possibility of coral bleaching and 
disruption of the THC, but focus on the case where there is a single threshold. 
Generalising the present paper’s results to multiple thresholds in n-dimensional space 
is a possible extention. 
The paper is organised as follows. In section 1, a model of the risk of WAIS 
disintegration is described. This section serves to illustrate the problem. In section 2, 
the necessary conditions for the general problem are presented. This is done by 
showing how necessary conditions for a problem where a catastrophic event 
distributed over time can be transformed to necessary conditions for an event 
distributed over state-space. The necessary conditions for a problem with an event 
distributed over time are taken from Seierstad (2001), and the relevant results from 
Seierstad (2001) are given in an appendix. In section 3, we return to the WAIS model 
 
 
3and use the necessary conditions presented in section to derive economically 
interesting results. 
 
2. Radiative Forcing from Greenhouse Gases and Disintegration of 
the Western Antarctic Ice Sheet.  
To set the stage for the formalism derived below, an application is sketched. This 
application will serve as an example to illustrate the mathematical concepts prior to 
deriving the main results. One such event is the disintegration of the WAIS. Over a 
certain period of time horizon, the WAIS may disintegrate resulting in sea levels 
rising 4-6 meters over a period of 200-400 years, Oppenheimer (1998). The costs of 
such an event would surely be large, although they would depend to a certain extent 
over what time horizon it would take place.  
There are several greenhouse gases. The most important is CO2. The second most 
important is CH4, which is a by-product of a number of human activities. The impact 
of CH4 emissions relative to CO2 is hard to quantify. Haughton (1997) reports that 
methane is responsible for roughly 1/5 of the increase in radiative forcing in the 
period 1850 to 1992 with carbon being responsible for 3/5 and other greenhouse gases 
being responsible for an additional 1/5.   
Methane induces a higher level of radiative forcing per molecule than CO2. This is 
obviously important but does not amount to a technical challenge since one always 
translate the instantaneous level of radiative forcing due to one substance into units 
of the other substance. However, the half-life of CO2 is considerable longer than CH4. 
This implies that we cannot aggregate CO2 and CH4 into a single capital “bad,” since 
the stock of CO2 and CH4 “depreciates” at different rates.  
The instantaneous level of radiative forcing is expressed in units of temperature, T. T 
is usually measured as increase in average temperature above the pre-industrial level. 
The contribution of the stocks of CO2, c, and CH4, m, to T is given by the linear 
relationship T = ac + bm. If the T exceeds a threshold, the WAIS will start to 
disintegrate. c and m are both functions of time that are determined by first order 
differential equations. This threshold may be written ac(t) + bm(t) = A +ε . If ac(t) 
 
 
4+ bm(t) < A +ε , then the WAIS is fine. If  ac(t) + bm(t) > A +ε , then the WAIS 
will start to disintegrate, possibly with as a lagged process. This process is usually 
assumed to be irreversible. Here ε  is the realisation of a random variable ε, 
distributed over an interval [εl , εh].
3 The higher the actual value of  ε , the more 
resilient is the WAIS to increases in T.  In order to illustrate what problems we face 




Figure 1, Thresholds and Paths through State Space. 
 
Here three paths are shown. These paths should not be taken to illustrate optimal 
paths, but are shown to illustrate the possibilities. All paths start from points 
                                     
3 See Vaughan & Spouge (1998) for a meta analysis of the likelihood of this event as well as a 
discussion of the complex issues involved in the estimation of the rsik involved. 
 
 
5satisfying  ac(0) + bm(0) = A + εl. Path A, terminating at point α, is such that for 
any given ε* ∈ E, there is a value of t such ac(t) + bm(t) = A + ε*. Thus the 
threshold effect occurs almost surely (a.s). Path B approaches (possibly 
asymptotically) the line  ac(t) + bm(t) = A +  . If the true value of ε,  ε ε , is less 
than or equal to   and the path B takes place in finite time the threshold crossing 
event will occur. If 
ε
  ε > ε then the threshold effect will not occur. If the path B is 
over an infinite time horizon and the point β is a steady state, the threshold effect 
will only happen if    ε < ε. The path C moves northeast in the state-space until ac(t) 
+ bm(t) = A +  , then the path moves southwest. In this case there is a point in 
time where the path ceases to be risky. This point is labelled the risk switching point 
in the diagram. The reason that this path stops being risky is that the path goes 
back into “familiar territory.” If a path like C is optimal, it must be determined by 
dividing time into two segments. In the first segment, the correct optimisation 
procedure is PDOC. In the second segment, the correct procedure is standard 
deterministic optimal control. Appropriate conditions for the exact time when the 
risk switch point is reached must then be used. We shall return to this application as 
the theory is developed. 
ε
 
The focus in this paper is on necessary conditions. Existence is assumed throughout 
the paper. Also, it is assumed that all control functions are continuous except at the 
instance when the threshold is crossed. This in order to avoid the types of problems 
that leads to control functions that are measurable, but not continuous.  
 
3. Necessary Conditions for Optimality in the presence of an 
Uncertain Threshold Location  
In this section the concept of a threshold with an unknown location is formalised and 
necessary conditions for optimality are derived. The problem analysed is one of 
controlling catastrophic risk. The literature on optimal control of catastrophic risk 
can be roughly divided into two categories. The literature on thresholds and 
exhaustible resources of uncertain size mentioned in the introduction is concerned 
 
 
6with a type of catastrophic risk where the threshold is defined in state-space. The 
second type of risk in optimal control theory is concerned with an event that is 
distributed over time, Dasgupta and Heal (1974), Clark & Reed (1994). Since the 
variables in state-space are functions of time, these two types of risk are obviously 
related, and indeed the necessary conditions of the state-space distributed problems 
are often derived from the necessary conditions when the catastrophic event is 
distributed across time.
4 This is the strategy we shall use here. Necessary conditions 
are derived in two steps. First, the risk structure of the problem is transformed. The 
threshold is initially distributed over state-space. By using standard a standard 
property of the integral, a probability distribution is derived where the point in time 
at which the threshold is reached is distributed over time. From this distribution a 
hazard rate is constructed. Second, it is shown that after the risk structure has been 
transformed, one can apply necessary conditions for problems where there is a 
possibility of a catastrophe when the event that the catastrophe occurs is distributed 
over time. 
We take slightly different approach to the modelling of catastrophic risk than is 
customary in the literature. With the exception of Nævdal (2003), the literature on 
optimal control of catastrophic risk is, as far as I know, concerned with discrete 
jumps in instantaneous utility when the threshold is crossed. The approach taken 
here is that the crossing the threshold leads to a jump in (a subset of) state-variables. 
This is done for generality. A jump in instantaneous utility can always be modelled 
as a jump in a state variable. However, a jump in a state-variable cannot always be 
                                     
4 The distinction between events distributed in state-space and events distributed in time is related to 
the distinction between endogenous and exogenous risk as discussed by e.g. Clarc and Reed (1994) 
and Tsur and Zemel (1998). In problems with exogenous risk, the hazard rate depends only current 
polltion levels. In problems with endogenous risk, the hazard rate depends on the cumulative 
accumulation of pollutants. Problems with state space distributed events belong to the category 
endogenous risk. However, so may problems where the event is distributed over time. To illustrate the 
difference, consider a stochastic process with a hazard rate given by λ(x(t)). If x is determined by a 
differential equation, this is a problem with exogenous risk. The distinction between state dependent 
and time distributed risk can be seen by considering the effect on λ(x(t)) as time increases if x’(t) = 0. 
Assuming that x is a scalar,  If the event is distributed in time, then λ(x(t + h)) = λ(x(t)). If the 
event is distributed in state space, then λ(x(t + h)) = 0. 
 
 
7modelled as a discrete jump in instantaneous utility. The approach where the 
threshold effect is a jump in a state variable allows for a richer specification of the 
consequences of crossing a threshold. The approach taken is this paper has two other 
advantages. First, the co-state has an interpretation that is closer to the 
interpretation of the co-state in deterministic control theory, see Nævdal 2003 for a 
discussion. Second, in the present setup the necessary conditions give rise to a set of 
differential equations that are autonomous and therefore easier to work with than the 
conditions found in alternative specifications. 
 
3.1. Defining a Threshold Effect in n-dimensional State Space  and 
Transforming the Threshold Effect to a Controllable Poisson Process 
Consider a set X ⊆ R
n . Let ε be a random variable with a probability distribution 
function h(ε) defined over E =   ⊆ R. The hazard rate associated with h(ε), is 
by definition: h(ε)/(1 –  ). Let the actual value that ε takes be 
,









σ ∫ ε . Let  Φ(x, 
ε) = 0 be an equation defined for all x ∈ X and ε ∈ E. The function Φ(x, ε) is the 
threshold. Whenever the system is such that Φ(x, ε ) = 0, the threshold effect, defined 
below, occurs. It is assumed that Φ≥ and Φ≤ . Define φ:X → E as {ε: Φ(x, ε) 
= 0, x ∈ X) or ε = φ(x) for short. φ(x) may be thought of as the result when the 
equation Φ(x, ε) = 0 is solved with respect to ε.  
0
i x ′ 0 ε ′
 
We require the following definition: 
 
Definition 1. 
Consider a continuous, piecewise differentiable functionx . We say that x(t) 
∀ t is monotonically increasing with respect to the equation Φ(x(t), ε) = 0 and the 
parameter ε if and only if for any t0 and t1 such that t0 < t1 and  Φ(x(t0 ), ε0 ) = 
Φ(x(t1 ), ε1 ) ⇒ ε0 ≤ ε1. If ε0 < ε1, then x(t) is strictly monotonically increasing. 




Given our assumptions, it is straightforward to prove that if x(t) is monotonically 
increasing with respect to the equation Φ(x(t), ε) = 0 and the parameter ε, then 
  ≥ 0. Moreover, it also holds that  () () () , x xt x t ′ Φε ′ () () ()() () () d
dt xt xt x t ′′ φ = φ = 
 ≥ 0. This result is used in the sequel.   () ()
1 i
n
x i i xt x
= ′ φ ∑ () t ′
 
Now assume that x(t) is, in fact, monotonically increasing with respect to the 
equation Φ(x(t), ε) = 0 and the parameter ε.  Then there is an event τ such that  
Φ(x(τ),  ε ) = 0, with τ ∼ h(φ(x(τ))) () ( ) () xx ′′ τ φτ
t
 = η(τ). η(τ) is now a distribution 
over  τ and formally a Poisson process. Strictly speaking, η(τ) is only a proper 
probability distribution if Range(φ(x(t)) = E. If Range(φ(x(t)) ⊂ E, then one must 
assign probability mass to the possibility that τ ∉ [0, ∞). The probability that τ 





hx t x t x t d ′′ φφ ∫  = 





x i i t
t x t x t
= ′′ φφ ∑ ∫ hx d t
() ()
()






φ ∫ d ε
() () () xt x t ′′
ε . Since we assume that x(t) is 
monotonistically increasing with respect to Φ and ε, the term φ  is non-
negative and we need not use the absolute value. Note that regardless of whether 
Range(φ(x(t)) = E or not, the hazard rate is defined by:  
 
 
() () [] ()
() () () () () ()











xt P tt d td t
hx t x t x t hx t
xt x t
hx s x t x t d s hd
φ
φ
λ = τ∈ + ≈
′′ φφ φ
′′ = φ
′′ −φ φ −ε ε ∫ ∫
 (1) 
 
For any given function x(t), the hazard rate in (1) describes a standard Poisson 
process. Note how the hazard rate depends on φ . When x  ∈  R the 
threshold is a point on the real line. In this case, the hazard rate depends on how 
quickly x is approaching the unknown threshold location. If   is large, then for a 
given period of time this increases the probability that the threshold is reached in 
() () () xt x t ′′
( x ′ ) t
 
 
9this time interval is large. If x  is small, then the probability of reaching the 
threshold is small. Indeed, if x  = 0, then the probability of reaching the threshold 
is also zero. This also applies when x ∈ R
n. If each element in x  is zero, then the 
probability of reaching the threshold is zero. However, risk may also be reduced by 






( ) ( ) xt ′ φ
()
, the probability of reaching the threshold is also “close” to 
zero. Now let us assume that φ  changes sign from positive to negative for 
some reason. If this is the case, then we know that the probability of a catastrophe is 
zero, because we are on a path where we go through values of ε that we know are 










































λ  (2) 
 
Note: 
The hazard rate, λ(x), in (2) may seem daunting as a building block for a dynamic optimisation 
problem. It is often easier to start the analysis by assuming that the hazard rate associated with the 
distribution  h(ε), defined by h(ε)/(1 –  d σ ), takes some specific functional form. This is 
possible thanks to the following well-known results. Assuming that λ(ε) is non-negative, continuous 
and has the property thatlim  = ∞, a cumulative probability function over an interval [a, 






() , Fa    0 =
σ
This expression is derived from the standard definition of the hazard rate. Here ε is the independent 
variable, λ(ε) is the hazard rate and F(ε) is cumulative distribution function that is the solution to the 
differential equation. The solution to this differential equation is given by: 




λ σ ∫  
 It can be shown that, given the assumptions, it follows that   and F(ε) is therefore a cdf. 














Thus, the modeller has considerable flexibility in choosing a hazard rate that is convenient. However, 
any choice of hazard rate implies a particular cdf and the validity of the choice of hazard rate depends 
on the validity of the implied cdf.    
 
We have now described the stochastic process that is the consequence of a threshold 
problem. If the problem is to be interesting, we must also specify the consequences of 
crossing the threshold. Here it is assumed that if τ occurs, there is a jump in the 
state variables. The jump is assumed to be governed by the following formula: 
 
   (3)  () () () ( xxq x
+ − τ = τ + τ )
−
 
q:X → X is assumed to be differentiable function. The interpretation of this jump in 
the state-variables does not necessarily indicate that there is a jump in the physical 
variables of the system. E.g. if we examine a model where one exploits a natural 
resource of uncertain stock size, one could define U(resource harvesting)×q. Here U is 
the utility that is derived from harvesting the resource and q is a state variable that 
obeys  = 0 until the resource is exploited and then jumps to zero. There is no 
discontinuity in state-variables. In this case the jump has an interpretation as a jump 
in instantaneous utility. However, the threshold effect may also be a shift in the 
differential equations that occur when the threshold is crossed. This has been done 
for the deterministic case in Nævdal (2001). 
  q
 
3.2. Necessary Conditions 
Having derived a probability distribution over time and a hazard rate from the 
threshold, we can state the necessary conditions for optimisation. Although the 
theory above has been developed for the infinite horizon problem, the solution 
 
 
11algorithm described below works equally well with finite horizon problems. The 
problem in its original form can be stated as follows: 
() () () () ()()
() () {} () () () ()





0, 0 max , . : , , 0





Jx E f x u e d t s t xf x u x x







τ = Φε = ⇒τ= τ + τ




From the discussion above, it is clear that this problem may be stated as: 
 
() () () () () ()
() () () ()





0, 0 max , . : , , 0
,e x p ,
rt
u Jx E f x u e d t s t xf x u x x
xxq x







τ = τ + τ




This problem has the exactly the same structure as the problem discussed by 
Seierstad (2001), presented in the Appendix and defined in Equation (A.1) - (A.3). 
Using the definition of the Risk-Augmented Hamiltonian from Equation (A.5) in the 
appendix and inserting for the correct hazard rate from Equation (2), the 
Hamiltonian may be written as: 
 
   (6)  ( ) () () () () ()() () () () () ,, , , , , | , H x u f xu gxu x xgxu Jtx qx Jtx ′ λ =+ µ + λφ φ + τ−
 
Defining λφ  = β(x) we can rewrite (6) as:  () () () x ′ φ x
  
( ) () () ()() () () () () ,, , , , , | , Hx u fxu gxu xgxu Jtx qx Jtx λ =+ µ + β + τ−  (7) 
Note that   has been substituted for g(x, u).  () xt ′ ( ) ,| y τ Jt  is defined by: 
   (8)  () () () ()   ,| m a x , . : , ,
rs
t
Jt y fxue d ss t x fxu xt y
∞
− τ == ∫ =
The notation (⋅|τ) indicates that the function is evaluated conditional on the event τ 
having occurred. The problem in Equation (8) is a deterministic control problem 
 
 
12starting from an arbitrary point (t, y) ∈ R+ × X. This problem has the interpretation 
of being the optimisation problem if the event occurs at time τ = t and results in a 
state  y. We will need the co-state variable for this problem. This is a function 
µ(s,t|τ). A standard result in deterministic optimal control theory is that 
. Seierstad (2001) has shown that this holds also in the present 
case. In particular, note that Jt . Here I
n is the n 
– dimensional identity matrix. If x ∈  , then q′(x) is the n×n dimensional Jacobian 
and Jt  is an n - dimensional vector. J(t, x) is defined by: 
() ( ,| | y Jt y t ′ τ =µ τ





() () ( ) () ( ,||
n





() () () ()()
() () () ()
() ()() ()() () () () () () () ()() () () ()
 
∼
,m a x , . : , , 0
,
,e x p ,
rs
u t
Jtx E fy ue d s s t x fy u y x
xxq x







τ = τ + τ




The problem in Equation (9) has the same structure as the problem in (5) except 
that it starts from an arbitrary point in (t, x) space. From Equation (A.15) in the 
appendix it is clear that  J(t, x(t)) = z(t) is given by the differential equation:  
 zr  (10)  () () ()() () ( (   ,, , zf x u x x f x u z J t xq x ′ = −− λ φ − + τ) ) |
) ) v µ
 
Applying the Maximum principle to the Hamiltonian in (6) gives us the following 
conditions.  





()() () () ( (










rf g x g x u t t Iq x




′′ ′ =µ −− µ −β µ −µ τ +




The conditions in Equations (10), (11) and (12), coupled with the differential 
equation  , the initial condition x(0) and the appropriate transversality 
conditions fully characterize the solution. If we where analysing a problem with a 
(   , xf x u =
 
 
13finite time horizon, T, these transversality conditions would be µ(T) = z(T) = 0. 
Unfortunately, the establishment of general transversality conditions for infinite 
horizon problems are plagued by the same problems as in deterministic control 
theory. In the appendix the relevant transversality conditions are given by (A.21) 
and (A.22) and repeated here for convenience. For all admissible paths y, the 
following conditions must hold: 










These conditions are hard to use. In most applications, instead of using (13) and (14)
, one would calculate steady states and use these in finding the paths that are 
optimal.  
 
4. Optimal Regulation of Greenhouse Gas Emissions in the presence 
of a possible WAIS disintegration. 
We know return to examine an application of the theory above. Since this paper is 
only concerned with necessary conditions, existence is of optimal trajectories are 
assumed.
5 Also, it is assumed that any optimal path converges monotonically to a 
well defined point is state space. This will in general hold for autonomous problems. 
 
The question at hand is to examine how to optimally regulate the joint emissions of 
CO2 and CH4. We assume that the stock of CH4, m, is determined by the following 
differential equation: 
   (15)    mm mu m = −δ
The stock of CO2, c, is determined by: 
                                     
5 See Seierstad (2001) for sufficiency conditions in a few special cases. 
 
 
14   (16)    cc cu = −δc
Here um and uc are the instantaneous emissions of the CO2 and CH4 respectively and 
are our control variables. In order to capture that CH4 remains longer in the 
atmosphere than CO2, we assume that δc  > δm . Emissions of CO2 and CH4 usually 
originate from different sectors of the economy. We therefore assume that emission 
abatement costs for the two pollutants are additive. The cost of reducing emissions 
are given by: 






Ku u u i c m = − =  (17) 
Here Ki is some sector specific parameter and u  is the unregulated emission level in 
sector i = c, m. The critical temperature threshold is given by: 
0
i
   (18)  ac bm A += + ε
ε is a random variable. For simplicity, assume that ε ∼ θe–θε over the interval [0, ∞). 
Thus the worst-case scenario is that the temperature threshold is crossed at am + bc 
= A. Transforming the distribution of ε to a distribution over time gives us that τ ∼ 
θ×exp(–θ(ac + bm – A))(ac +bm ). Calculating the hazard rate for this particular 
problem gives us that λ(c, m) = θ×max{0,(ac +bm )}. Following Keller et al, we 
assume that if the critical temperature threshold is broken, this implies that society 
incurs a net disutility stream G. Thus if the temperature threshold is broken at time 
τ, the net present value of violating the temperature threshold is given by e–rτG/r. 
We model this by defining a state variable γ(t). If the temperature threshold is not 
crossed, γ(t) = 0. If the threshold is crossed, γ(t) = G. Thus γ(τ+) – γ(τ–) = G. For 
all t ≠ τ,  =0.  
   
   
  γ
 









E uu uue d t
∞
−     −γ − − − −            ∫  (19) 
 
 
15We perform the maximisation subject to the differential equations in (15) and (16) as 
well as the stochastic process γ(τ+) – γ(τ–) = G, Pr(τ ∈ [t, t + ∆t] | τ ≥ t)∆t = 
θ(ac +bm ).      
In order to solve this problem, we must first find the optimal solution after the 
threshold has been crossed and γ has jumped to G. This is quite easy. Since the 
threshold has been crossed and there is no further disutility from increasing m and c, 
the optimal values of uc is u  and the optimal value of um is u . It is straightforward 






















J(τ, m, c |τ) is the expression for J(τ, x |τ), defined in Equation (8), in the current 
model. Having calculated this expression we state the risk-augmented Hamiltonian:  
() () () (





cc mm c c c m m m
cc cc
HG u u u u uc u m
au c bu c Jt c m Jtx
= −− − − − +µ −δ +µ −δ
+θ− δ + −δ τ −
)
 (21) 
Applying the maximum principle to (21) gives the following conditions: 





uu a J t c m z
K
µ
=+ + θτ ) −  (22) 





uu b J t c m z
K
µ
=+ + θτ ) −
                                    
 (23) 
Equations (22) and (23) gives the values of carbon and methane emissions that 
maximise the Hamiltonian.




6 In the theory above, λ was assume to depend only on state-variables and not on control variables. 
However, it is a well known fact that any control variable can be transformed to a state-variable at 
the cost of imposing continuity on the control. The optimality conditions remain the same. 
7 Since γ is a state variable one can in principle calculate a co-state variable for γ. Since this variable 




() () () () ()   | c cc c cc cc c c c
G
ra u c b u c t a
r





() ( ) () () ()   | mm m m c c m m m m m
G
ra u c b u c t b
r
   µ=µ+ δ µ+ θ− δ + −δ µ τ− µ+ θδ − −    
z  (25) 
The differential equation determining z is given by: 






zr z u u u u a c b m z
r
   = −− − − − − θ ++     




The conditions in Equations (22) - (26), the differential equations in Equations (15) 
and (16) and the transversality conditions define the optimal solution. It is hard to 
use these conditions to find the full solution to the problem, but some insights, as 
well as a reality check, may be gained by looking at the steady state solution. Setting 
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 (33) 









 δ    α = θ− α = θ−       + δ + δ 
m  δ      
 (34) 
 
The interpretation of z in Equation (27) is that it is the steady state value to the 
current value objective function. It is the expected utility of following the optimal 
policy in steady state. Note that if G = 0, then z = 0. This has the interpretation 
that if the cost of crossing the threshold is zero, then one should behave like there is 
no risk at all, and let ui =   for i = c, m. This can be seen directly from Equations 
(30) and (31). Evaluating the objective function then gives the result zero. It is also 
easy to verify that –G/r ≤ z ≤ 0. Thus steady state expected utility lies somewhere 
between the steady state expected utility given that the threshold has been crossed 
and the steady state expected utility if there is no cost of the disaster. Also note how 
the steady states are affected by δi. If δi → ∞ then ui →   reflecting that if the 
pollutant remains if the athmosphere only an instant, then it is not dangerous. δi → 
∞ then ui  →  . If δi  → 0, then the pollutant remains in the athmosphere 
indefinitely, and emissions must be lowered accordingly. Note also the 
interdependence of the solution. Optimal emissions of ui in steady state depends an 







The steady state values of c and m must be interpreted with some care. For all 
parameter values, css ≤  /δc and mss ≤  /δm, so css and mss will be smaller than 
their steady state values in the absence of regulation. However, it is easy to see that 
if G is sufficiently large, then css and mss will be less than zero. This is obviously not 
possible. In this case, optimal emissions are zero. However, that presupposes that 
ac(0) + bm(0) = 0. If ac(0) + bm(0) > 0, we know that there is an area in state-
space where the threshold is not located. In fact, there is no reason why c(t) and m(t) 
should ever be such that ac(t) + bm(t) < ac(0) + bm(0). After all, since there is no 







18be decreasing. Optimal paths of c and m from various starting points have been 


















Figure 2, Optimal paths of CO2 and CH4 from varying starting points 
 
The point marked ss is the steady state solution given by Equations (32) and (33). 
The line that cuts through this is the equation ac + bm = A + ε* =  acss  + bmss.  
The state-space in Figure 2 is divided in  4 areas, i, ii, iii, and iv. In each area i-iii 
there is a starting point numbered 1, 2, 3. In area iv there are two starting points, 
numbered 4 and 5. In starting point 1, c(0) > css  and m(0) < mss. Along the optimal 
path, c is reduced and m is increases. In starting point 2, c(0) < css and m (0) < mss. 
Along the optimal path, both c and m are allowed to increase. In starting point 3, 
c(0) < css and m(0) > mss. From such a starting point c is increases and m decreases. 
 
 
19In all these cases, to path towards the steady state is risky, although as the steady 
state is approached the risk decreases since c  and m  are getting closer to zero.      
 
What are optimal paths given that we start in a point like 4 or 5? The answer turns 
out to conceptually straightforward, but requires a proof. In the following discussion, 
note that the unregulated market outcome is to let ui = u  for i = c, m and all t. 
These policies result in paths for c and m given by:  
0
i
  () () () ( (
00 0e x p cc cc c ct u c u T t = δ + −δ δ − ) )  (35) 
and  
  () () () ( (
00 0e x p mm mm m mt u c u T t = δ + −δ δ − ) )  (36) 








mm δ u . Also note that ui =   for i = c, m 
and the resulting paths in (35) and (36) also solves the problem in (19) if the hazard 
rate is equal to zero. This is an obvious consequence of risk being the sole externality 
being generated by c and m. It is helpful to define the set D = {c, m: acss  + bmss < 




c δc u   + b
0
mm δ u }. We can now state the following proposition.  
 
Proposition 1. 
Assume that {c(0), m(0)} ∈ D. Then any path that satisfies necessary conditions also 
satisfies ac(t) + bm(t) = ac(0) + bm(0) for all t.  
 
Proof 
Assume that ac(t) + bm(t) > ac(0) + bm(0) for some value of t. By the continuity of 
the state variables and the definition of the hazard rate, this implies that we are on a 
path where λ(c,  m) is positive. However, if this is the case lim =  css   and 
 = mss, which violates monotonicity. Now assume that ac(t) + bm(t) it 











cc δ u  and   = () mt lim
t→∞
0
mm δ u  which 
 
 
20again violates monotonicity. The only remaining possibility is that ac(t) + bm(t) = 
ac(0) + bm(0).  
 
The implication of Proposition 1 is that any optimal path starting in area iv (which 
in this particular case is equalt to the set D) must lie on the line ac(t) + bm(t) = 



















The maximisation is done subject to Equations (15) and (16) and the additional 
constraint  
   (38)  () () 0 ac bm ac bm += +
The problem in Equation (37), may be solved using standard techniques from 
determinstic optimal control theory, and will not be investigated further, except to 
note that any paths starting in area iv will approach a point on the line defined by 
Equation (38) so that the trade-offs inherent in the different levels of radiative 
forcing, abatement costs and half lifes so that social welfare is maximised.  
 
5. Summary 
Necessary conditions have been given for the optimal control of a type of 
catastrophic risk where there is an event accociated with crossing a threshold in n-
dimensional state-space. The method has been used to find optimal steady state 
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24Appendix - Piecewise Deterministic Optimal Control of Poisson 
Processes. 
This appendix presents necessary conditions for Piecewise Determininistic Optimal 
Control problems. The conditions presented here are due to Seierstad (2001). 
Although alternative, but equivalent, formulations exist in the literature this method 
is to my knowledge the most general. In addition, this formulation has two 
advantages that other formulations do not have. 
 
1.  The Hamiltonian and co-state variables have interpretations that are equivalent 
to the interpretation of these quantities in deterministic control theory. 
2.  The necessary conditions often take the form of autonomous differential equations. 
This facilitates steady state analysis. 
  
The general problem to be studied is: 
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All functions are assumed to be twice differentiable. The interpretation of this 
problem is that of controlling a process that yields instantaneous utility f() over some 
time span. The state variable, x, is controlled by choosing a control u. There is a 
Poisson process going on in the background distributed over time. This process has 
an intensity or a hazard rate given by λ(ut x(t)). If or when, the random event  () ,
 
 
25driven by the Poisson process occurs at a time τ there is a shock to the state variable 
given by x  = qx . Nævdal (2000) has shown that the conditions 
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This Hamiltonian differs from the Hamiltonian from deterministic control theory only 
by the term λ(x)(Jt ).  J(t,  x) is defined by the solution to 
problem: 
) ( x Jtx +
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This problem is exactly the same as the problem posed in Equations (A.1) - (A.4) 
except that the problem starts from an arbitrary point (t, x). J(t, x) is thus the value 
to the objective function when the problem starts from some arbitrary point in (t, x) 
space. Jt  is defined by: 
 
8Seierstad (2001) and Nævdal (2000) both work with present value formulations. The conditions 
presented here have a current value interpretation. Transforming the present value necessary 
condtions to current value conditions is a trivial and well known process.  
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This problem differs from the one posed in Equations (A.1) - (A.4) in two respects. 
The problem is a deterministic problem and the starting point is an arbitrary point 
in (t,  x) space after the shock has happened. In order to solve the problem in 
equation (A.1) one must find a solution to  . The solution to   will be a 
function  , a control us  and a co-state µ . It is clear that J(t, y| 
τ) =   is the value of criterion after a shock has driven 
the system to some arbitrary state y at time t. The interpretation of   
 should now be clear. It is the net loss (or gain) to the 
objective system if the shock occurs at an arbitrary point (t , x) in R+×X. Now apply 
the maximum principle to the Hamiltonian in (A.5). Doing so yields the following 
conditions.  
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Coupled with the appropriate transversality condition, the solution is determined by 
the equation for x , (A.17) and (A.18). It follows from standard results in 
deterministic control theory that: 
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n  is the n-dimensional identity matrix. The final piece of information required 
to solve the problem in (A.1) is an expression for  J(t, x), since this and an expression 
for  () ( , x Jtx ∂
∂ )
) ) ,
 is needed in order to solve (A.13).   
 
To find an expression for J(t, x), define the following differential equation: 
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The solution to (A.15) is a funtion z(t) that is equal to J(t, x(t)) along the optimal 
path. Seierstad (2001) has proven that: 
 







Rewriting (A.17) and (A.18), using (A.14), (A.16) and exchanging J(t,x) with z gives 
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The differential equations in  ,  ,   and the differential equation   = 




28coupled to the appropriate transversality conditions. For the case where T < ∞, the 
transversality conditions are given by:  
 
   (A.19)  () 0 T µ=
   (A.20)  () 0 zT =
 
Equation (A.19) is the transversality condition on the co-state. Paralelling the 
interpretation of the co-state variable in the deterministic problem, the interpretation 
is that at the end of the planning horizon, the marginal value of x is zero in the 
absence of any scrap value. The condition that z(T) = 0, is best seen by noting from 
the definition of z(t) that z(T) = J(T, x(T)). Thus, z(T) is the “remaining” utility to 
be consumed at the end of the planning horizon and equal to zero. If T = ∞,  then 
as long as instantaneous utility is bounded, the following conditions will usually work 
and be consistent with Catching Up Optimality. If x is the optimal path, then for all 
admissible paths y satisfying u ∈ U and y = f(y, u).   
 











These conditions are required to take care of some special cases that turn up in 
infinite horizon models. These conditions may often be replaced by   = 0. In 






9 If the 
limit in equation (A.21) does not exist, which will only be the case in very rare 
problems, the lim operator must be replaced by lim inf.  
                                     
9The issues involved here are paralell to the problems encountered in deterministic control theory. See 
Seierstad and Sydsæter (1987), pp 229-250. 
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