Excitation-inhibition balance is critical for optimal brain function, yet the mechanisms underlying the tuning of inhibition from different populations of inhibitory neurons are unclear. Here, we found evidence for two distinct pathways through which excitatory neurons cell-autonomously modulate inhibitory synapses. Synapses from parvalbumin-expressing interneurons onto hippocampal pyramidal neurons are regulated by neuronal firing, signaling through L-type calcium channels. Synapses from somatostatin-expressing interneurons are regulated by NMDA receptors, signaling through R-type calcium channels. Thus, excitatory neurons can cell-autonomously regulate their inhibition onto different subcellular compartments through their input (glutamatergic signaling) and their output (firing). Separately, while somatostatin and parvalbumin synapses onto excitatory neurons are both dependent on a common set of postsynaptic proteins, including gephyrin, collybistin, and neuroligin-2, decreasing neuroligin-3 expression selectively decreases inhibition from somatostatin interneurons, and overexpression of neuroligin-3 selectively enhances somatostatin inhibition. These results provide evidence that excitatory neurons can selectively regulate two distinct sets of inhibitory synapses.
inhibition | parvalbumin | somatostatin | NMDA receptors | voltage-gated calcium channels I t is well known that excitatory and inhibitory brain activity is correlated in vivo in both spontaneous and sensory-evoked activity, in the hippocampus and the neocortex (1) (2) (3) (4) . Dysregulation of excitatory-inhibitory balance is thought to be associated with neurological disorders such as autism and schizophrenia (5, 6) . While it has long been known that pharmacological inhibition of neuronal firing causes a decrease in inhibition onto excitatory neurons (7) , the molecular basis underlying cellautonomous homeostatic changes of inhibitory inputs remains unclear. Separately, while there has been progress in characterizing the molecular composition of the inhibitory postsynaptic density (8) , the degree to which synapses formed by different types of inhibitory neurons differ in their composition is uncertain.
We have recently found that elimination of excitatory current in a pyramidal neuron (PN) causes a cell-autonomous decrease in inhibitory postsynaptic currents (IPSCs) onto that neuron (9) . Xue et al. (10) showed that although changes in PN firing in the visual cortex lead to positively correlated changes in IPSCs from parvalbumin (PV)-expressing interneurons onto those PNs, PN firing does not change IPSCs from somatostatin (SOM)-expressing interneurons. Additionally, elimination of NMDA receptors (NMDARs), but not AMPA receptors (AMPARs), in PNs causes a decrease in IPSCs onto those cells (11) , suggesting signaling through NMDARs is important for modulation of inhibitory inputs. While these studies indicate that excitatory neurons can alter their inhibitory inputs cell-autonomously, the mechanisms underlying this plasticity, and whether there are ways to specifically alter SOM synapses, are unclear.
By using optogenetic stimulation of either PV-or SOMexpressing interneurons, and measuring IPSCs onto PNs (PVIPSCs or SOM-IPSCs), we show evidence for the distinct molecular composition, as well as distinct homeostatic regulatory pathways, governing the formation of these synapses. Altering neuroligin-3 (NLGN3) expression specifically affected SOMIPSCs but not PV-IPSCs. PV-IPSCs were regulated by firing of the target neuron, a process dependent on L-type calcium channel (LTCC) current. Conversely, SOM-IPSCs were regulated by NMDARs, a process dependent on R-type calcium channel (RTCC) current. Together, this work shows that PNs are capable of cell-autonomously regulating different sources of inhibition in distinct ways.
Results
We crossed either PV-IRES-Cre or SOM-IRES-Cre mice with Ai32 (lox-stop-lox-ChR2) mice, leading to Cre-mediated excision of the floxed stop signal and expression of ChR2 selectively in either PV-or SOM-expressing neurons (PV:ChR2 or SOM: ChR2 mice) (Fig. 1A) . We used biolistic transfection of organotypic hippocampal slices at day 1 in vitro (1DIV) with the goal to selectively modulate PN gene expression, as this technique ensures very low transfection efficiency. IPSC recordings at 0 mV were made from pairs of transfected-untransfected CA1 PNs between 2 and 3 wk in vitro. We used PV:ChR2 mice to record lightevoked PV-IPSCs and SOM:ChR2 mice to record SOM-IPSCs.
Despite the prolific use of PV and SOM-Cre mice, little is known (12) regarding whether these sets of synapses are composed of different postsynaptic proteins. Therefore, we first set out to determine whether the canonical inhibitory postsynaptic proteins showed selective effects for PV-vs. SOM-IPSCs. We Significance Stable brain functioning requires a balancing of excitatory and inhibitory signaling, a phenomenon known as "excitatoryinhibitory balance" or homeostasis. Dysregulation of homeostasis is thought to be linked to diseases such as autism and schizophrenia, although the molecular mechanisms underlying this process remain unclear. Here, we elucidate the ways excitatory neurons can regulate their inhibitory synapses, finding that neurons can regulate different forms of inhibitory input through distinct molecular pathways. We also found evidence that these different forms of inhibitory input depend on different postsynaptic inhibitory proteins. Thus, while it has long been known that different types of inhibitory neurons shape activity in different ways, this study clarifies how these forms of inhibition may be differentially regulated.
used several validated (SI Materials and Methods and Fig. S1 ) RNA-interference tools to test how reducing levels of gephyrin, collybistin, NLGN2, and NLGN3 impacts PV and SOM-IPSCs. Transfecting PNs with either a micro-RNA (miR) targeting gephyrin ( Fig. 1 B, C, and F) or a shRNA against collybistin ( Fig.  1 D-F ) both led to similar reductions in PV-IPSCs and SOMIPSCs. We then tested NLGN2 and NLGN3, the two isoforms of neuroligins found at inhibitory synapses (13, 14) . We transfected PNs with a miR targeting NLGN2 and found that both PV-IPSCs ( Fig. 2 A and I ) and SOM-IPSCs ( Fig. 2 B and I) were dramatically decreased.
Next, we transfected PNs with a miR targeting NLGN3. While transfecting PNs with the NLGN3miR did not significantly affect PV-IPSCs ( Fig. 2 C and I) , SOM-IPSCs were decreased ( Fig. 2 D  and I) . To verify the specificity of NLGN3 for SOM-IPSCs, we overexpressed NLGN3 in combination with NLGN2miR. This should prevent the dimerization of the overexpressed NLGN3 with endogenous NLGN2 (15) and allow us to only look at the effects of NLGN3 homomers. We found that PV-IPSCs were reduced to a similar extent as the NLGN2miR on its own, suggesting that NLGN3 is not capable of enhancing these synapses ( Fig. 2 E and I) . However, overexpressing NLGN3 with NLGN2miR dramatically enhanced SOM-IPSCs ( Fig. 2 F and I) . We then tested whether overexpression of NLGN3 alone can enhance PV-IPSCs. This manipulation still failed to enhance, and in fact led to a decrease in, PV-IPSCs ( Fig. 2 G and I) . As expected, NLGN3 overexpression profoundly enhanced SOMIPSCs ( Fig. 2 H and I) . Together, these results show that while both PV-IPSCs and SOM-IPSCs depend on gephyrin, collybistin, and NLGN2, SOM-IPSCs are selectively and profoundly regulated by NLGN3.
We then wanted to test whether there are also different plasticity pathways selective for PV-or SOM-IPSCs. As there is evidence that PV-IPSCs are regulated by the target neuron firing rate (10, 16) , we aimed to test this directly by using CRISPR/ Cas9 to target PN sodium channels. Hippocampal PNs express Nav1.2 and Nav1.6, and possibly trace amounts of Nav1.1 and Nav1.3 (17, 18) . We therefore designed one guide RNA (gRNA) targeting Nav1.6 and one gRNA targeting a sequence present in Nav1.1, Nav1.2, and Nav1.3. We first tested whether PNs transfected with these gRNAs, along with Cas9 ("ΔNav"), were able to fire action potentials. We found that the majority (20/32) of transfected PNs fired no action potentials (Fig. 3A) . In the 12/ 32 PNs that were still able to fire, we found that the action potentials had significantly slower rise times, decreased height, and decreased slopes ( Fig. S2 A-D) . We then measured the PVIPSCs and found that they were significantly decreased in ΔNav cells ( Fig. 3 B and E) , while SOM-IPSCs showed no change ( Fig.  3 C and E) . These results support a model in which a cellautonomous reduction of firing in PNs causes a decrease in PV-IPSCs but has no significant effects on SOM-IPSCs.
To test whether the mechanism through which neuronal firing regulates PV-IPSCs is dependent on LTCC, as they have been found to mediate forms of action potential-dependent excitatory homeostatic plasticity (19) (20) (21) (22) , we incubated slices transfected with ΔNav in 20 μM nifedipine, a specific inhibitor of LTCC. As this will block LTCC on both the transfected and the control cells, any remaining difference between the cells indicates that the decrease in PV-IPSCs is not dependent on LTCC signaling. However, in the presence of nifedipine no difference in the size of PV-IPSCs was seen between ΔNav cells and control cells (Fig.  3 D and E), suggesting an occlusion of the effect. Therefore, elimination of action potential firing causes a decrease in PVIPSCs through a reduction in current from LTCC.
Finally, we sought to determine whether the nature of the decrease in PV-IPSCs in ΔNav cells was due to a reduction in the number of functional synapses (N), a reduction in presynaptic probability of release (P r ), or a reduction in the number of GABA A receptors (GABA A R) at each synapse (q). We decided to use coefficient of variation (CV) analysis, a technique which uses the inherent IPSC amplitude variability from trace to trace to differentiate between changes in quantal content (N × P r ) and size (q) between two simultaneously recorded neurons (see SI Materials and Methods for further description of this technique). We found that the decrease in PV-IPSCs represents a change in quantal content (N × P r ) rather than quantal size (q) (Fig. 3F ). To determine whether the decrease in PV-IPSCs in ΔNav cells is caused by altered P r , we measured the paired-pulse ratio (PPR) of ΔNav and control cells. At no interval did we find a significant difference between the PPRs in ΔNav and control cells (Fig.  S2E) . Together, this indicates that the decrease in PV-IPSCs in ΔNav cells represents a change in N: an all-or-none loss in functional synaptic connections.
We were next interested in studying the factors controlling SOM-IPSCs. As SOM interneurons largely target dendrites (23) where excitatory synapses containing NMDARs are found, and alterations in NMDAR levels can regulate IPSCs (11), we decided to test whether NMDAR signaling specifically affects SOM-IPSCs. We therefore used CRISPR/Cas9 to target the obligatory NMDAR subunit, GluN1 ("ΔGluN1"). We used one of two different gRNAs, both previously validated (24, 25) . We found robust reductions of NMDAR currents with both gRNAs (Fig. S3 A and B) and, as expected, greater reductions in NMDAR current were observed with more days posttransfection (Fig. S3C) , indicating that any residual current is due to slow NMDAR turnover. We found no significant differences in NMDAR current remaining between the gRNAs (Fig. S3B) , so we combined the datasets. There was no change in PV-IPSCs in ΔGluN1 cells (Fig. 4 A and H) . However, we found a significant reduction in SOM-IPSCs in transfected PNs (Fig. 4 B and H) .
To determine the mechanism through which NMDARs regulate SOM-IPSCs, we incubated slices in 200 μM D-APV, a competitive NMDAR antagonist which prevents glutamate binding to the NMDAR. Because the inhibitor will act on the control cells, we can use this experiment to determine whether the reduction in SOM-IPSCs in the ΔGluN1 cell is due to glutamate binding to the NMDAR. We found that this treatment occluded the decrease in SOM-IPSCs (Fig. 4 C and H) , indicating a requirement for both glutamate binding to the NMDAR and, presumably, the subsequent NMDAR-dependent depolarization. Next, to determine explicitly whether ionotropic current through the NMDAR is necessary for this form of plasticity, we incubated slices in 100 μM MK-801, an NMDAR pore blocker. This, too, also occluded the decrease in SOM-IPSCs in ΔGluN1 cells (Fig. 4 D and H) . Finally, we attempted to rescue SOM-IPSCs by expressing GluN1 N616R, a mutant subunit impermeable to calcium (26) . For these experiments we switched to "GluN1 gRNA #3," which targets an intron-exon junction of the Grin1 gene so it would not target the rescue construct (Fig. S3D) . We then coexpressed ΔGluN1 with GluN1 N616R. We confirmed the presence of GluN1 N616R by measuring NMDAR current at −70 mV, as these channels are insensitive to magnesium (Fig. S3E) . Unexpectedly, this manipulation rescued the SOM-IPSCs (Fig. 4 E and H) , indicating that calcium influx through NMDARs is unnecessary in regulating SOM-IPSCs.
To test whether other sources of calcium are required, we inhibited either LTCC or RTCC, which are both found on spines (27, 28) . While incubation with 20 μM nifedipine did not block the relative decrease in SOM-IPSCs in ΔGluN1 transfected cells (Fig.  4 F and H) , incubation with 500 nM SNX-482, an RTCC blocker, successfully occluded the decrease (Fig. 4 G and H) . This suggests a pathway wherein NMDAR-driven sodium influx regulates SOMIPSCs through RTCC. We then used CV analysis on the SOMIPSCs in ΔGluN1 cells and found that this decrease represents a change in quantal content, rather than quantal size (Fig. 4I) . We also found no change in the PPR between the ΔGluN1 and control cells at any interval tested (Fig. S3F) . Together, this suggests that the decrease in SOM-IPSCs in ΔGluN1 cells represents an all-or-none loss in functional synaptic connections.
It occurred to us that the increase of SOM-IPSCs following overexpression of NLGN3 (Fig. 2F) might be due to an indirect effect of NLGN3 on NMDARs, as NLGN3 is known to localize to excitatory synapses (13) . However, NMDAR-mediated currents were not enhanced in NLGN3 + NLGN2miR cells (Fig. S3G) . Therefore, the effect of NLGN3 on SOM-IPSCs likely represents a direct effect at inhibitory synapses.
Discussion
These results provide evidence that synapses formed by PV-and SOM-positive inhibitory neurons can be regulated in distinct ways (see model summarizing differences in Fig. S4 ). We show that NLGN3 specifically regulates synapses formed by SOM-expressing neurons, suggesting different molecular compositions between synapses formed by PV-and SOM-expressing cells. We found that PV-and SOM-IPSCs share a requirement for gephyrin, collybistin, and NLGN2. The fact that NLGN2 is required for SOMIPSCs was surprising, given the fact that PV-unitary IPSCs (uIPSCs) but not SOM-uIPSCs are decreased in the NLGN2 knockout mouse (12) . In that study, GIN (GFP-expressing inhibitory neurons) mice were used to identify SOM neurons, and SOM-uIPSC recordings were made from layer 2/3 of the somatosensory cortex. It is therefore possible that there is a difference in the SOM-expressing cells being activated, or that cells have a differential dependence on NLGN2 depending on the brain region. We find that reduction of NLGN3 selectively reduces SOMIPSCs and that overexpression of NLGN3 leads to a profound enhancement of SOM-IPSCs and a decrease of PV-IPSCs. It is possible that this decrease in PV-IPSCs is due to the fact that there is a limited amount of GABA A R in the PNs, which are incapable of supporting the enhancement of SOM-IPSCs while maintaining normal levels of PV-IPSCs. Or, NLGN3 could be actively suppressing PV-IPSCs. In NLGN3 knockout mice PVIPSCs onto hippocampal PNs are unchanged, while CCK-IPSCs are increased (29) . Together, this suggests that NLGN3 can have opposite effects on dendritic vs. somatic inhibition and is consistent with the fact that electrically induced IPSCs onto PNs in the hippocampus are unchanged after reduction of NLGN3 (30, 31) . This study shows that a lack of effect on electrically induced IPSCs does not mean there are not profound effects on interneuron subtypespecific synapses.
Despite the fact that PV and SOM-Cre lines label heterogeneous populations (32, 33) , several reports have demonstrated different functions of PV-vs. SOM-expressing interneurons in behavioral paradigms (34) (35) (36) (37) . Given this, and the role PVexpressing cells have been shown to play in action potentialdependent homeostasis (10, 16) , we chose to use PV and SOM-Cre lines to further untangle the interneuron subclass-specific roles in GABAergic homeostasis, which has traditionally been studied by examining miniature IPSCs (mIPSCs) alone. Here, we show that the output of PNs (action potential firing) regulates PV-IPSCs, while the input of PNs (glutamatergic signaling via NMDARs) regulates SOM-IPSCs. This matches the known distribution of these inhibitory synapses: PV-positive interneurons largely target the soma and perisomatic dendrites, as well as the axon initial segment of PNs where action potentials are generated. SOMpositive interneurons generally target the more distal dendrites, which receive excitatory input. These targeting properties are found both in the hippocampus (23) and the neocortex (38) and are conserved in organotypic slices (39) . It has recently been estimated that ∼20% of spines contain inhibitory synapses (40) . An intriguing possibility is that those SOM synapses colocalizing with excitatory synapses on spines are regulated by NMDARs.
We show that PV-IPSCs are regulated by action potential firing in a cell-autonomous manner. This agrees with what is known about the homeostatic regulation of IPSCs by neuronal firing in the neocortex, where it has been shown that pharmacological inactivation of firing with tetrodotoxin selectively reduces connection probability of PV-uIPSCs, while SOMuIPSCs remain unchanged (16) , and, in vivo, cell-autonomous alterations of firing rate in PNs affects PV but not SOM-IPSCs onto those cells (10) . We found that elimination of sodium channels does not reduce SOM-IPSCs (Fig. 3C) , which suggests that local NMDAR-mediated spikes rather than backpropagating action potentials regulate these synapses, the majority of which likely target the distal dendrites in lacunosum moleculare (23) . We have found that chronic removal of NMDARs leads to selective decreases in SOM-IPSC strength. Several reports have previously shown that acute application of NMDA leads to a rapid increase in electrically induced IPSCs (41) (42) (43) , suggesting that there are multiple time scales through which NMDARs can regulate IPSCs. Gu et al. (11) showed that loss of NMDARs leads to a decrease in mIPSC frequency (11) . Expressing a calcium-impermeable NMDAR failed to rescue this effect, contrary to the mechanism reported here. It could be that different signaling pathways maintain inhibitory synapses at different developmental stages, as Gu et al. (11) used dissociated hippocampal cultures at 6DIV from embryonic mice, while the present study uses organotypic slices at 17DIV from postnatal day 6-8 mice. Dissociated hippocampal cultures from embryonic mice do show far lower RTCC transcript levels compared with adult hippocampi (44) . The fact that in our study calcium entry through NMDAR is not sufficient to maintain the relative decrease in SOM-IPSCs following NMDAR removal (Fig. 4G) suggests that RTCCs are uniquely positioned to initiate the downstream mechanisms needed to regulate SOM-IPSCs, potentially through calcium microdomains.
LTCC signaling has been shown to be required for multiple forms of excitatory synapse homeostasis, through CaMKK, CaMKIV, and transcriptional activation (19) (20) (21) . Potentially, PV-IPSCs are regulated by LTCC by similar transcriptional pathways. RTCC and LTCC also play a role in short-term plasticity of IPSCs in the visual cortex (45) , by altering postsynaptic GABA A R expression through regulation of endocytosis and exocytosis. This suggests another possible downstream mechanism for the plasticity described here, though perhaps unlikely as the decreases in IPSCs here represent changes in quantal content.
We have found that both the decrease in PV-IPSCs in ΔNav cells and the decrease in SOM-IPSCs in ΔGluN1 cells represent changes in quantal content, rather than quantal size. This agrees with previous studies finding that eliminating AMPAR and NMDAR from PNs causes mostly a decrease in mIPSC frequency rather than amplitude (9) , and that eliminating NMDAR from PNs causes only a decrease in mIPSC frequency but not amplitude (11) . The decreases in PV-IPSCs and SOM-IPSCs described here may represent a decrease in the number of presynaptic release sites. Many studies have found roles for different mediators of retrograde signaling to inhibitory synapses, including brain-derived neurotrophic factor (46), nitric oxide (47) , and endocannabinoids (48) . Alternatively, the changes here may represent an all-or-none postsynaptic loss of GABA A R, as the removal of postsynaptic proteins at excitatory synapses has been shown to cause all-or-none losses of glutamatergic receptors in an LTCC-dependent process (19) .
Future studies may help determine the downstream mechanisms regulating GABAergic homeostasis, as well as whether there are particular subcategories of PV-and SOM-expressing cells important for these processes. While more work is needed to elucidate the mechanisms through which NLGN3 and other proteins affect excitatory-inhibitory balance, these results are intriguing given the links between both NLGN3 (49) and homeostatic plasticity (5) and autism. Considering the likelihood that different inhibitory neuron subtypes play different roles in circuit computations, it is not surprising that synapses from these neurons are regulated by the target neuron and by different processes. 
Materials and Methods
Animals. To express ChR2 in PV or SOM-positive interneurons, PV-IRES-Cre mice or SOM-IRES-Cre mice were bred with Ai32 mice, a Cre-dependent ChR2 line. Mice that were either heterozygous or homozygous for each gene were used for dissection. Animals were housed according to the Institutional Animal Care and Use Committee guidelines at the University of California, San Francisco. Additional details for animals and other techniques can be found in SI Materials and Methods.
Slice Culture and Biolistic Transfection. Hippocampal organotypic slice cultures were prepared from mice at postnatal day 6-8. All constructs were transfected at 1DIV using biolistic transfection. Construct expression was confirmed by GFP and/or mCherry fluorescence. For the D-APV, MK-801, nifedipine, and SNX-482 experiments, slices were incubated from the time of transfection to the time of recording.
Electrophysiological Recording. Recordings were performed at 14-21DIV. Dual whole-cell recordings in area CA1 were done by simultaneously recording responses from a fluorescent transfected neuron and a neighboring untransfected control neuron. IPSCs were evoked using pulses of blue light [∼5 ms, 0.05-1 mW, 10-s interstimulus interval (ISI)], through a 63× objective, adjusted to produce reliable IPSCs of 100-1,000 pA.
Statistical Analysis. All paired whole-cell data were analyzed using a twotailed Wilcoxon matched-pairs signed rank test. N refers to number of pairs in all experiments except when otherwise noted. For nonpaired comparisons (Figs. S1-S3), a Mann-Whitney U test was used. Outliers in IPSC data were removed using a ROUT test, Q = 5% on the log 10 transfected-control data, on all paired IPSC datasets (3 out of 403 pairs were removed).
