Due to the lack of exact quantitative information or the difficulty associated with obtaining or processing such information, qualitative spatial knowledge representation and reasoning often become an essential means for solving spatial constraint problems as found in science and engineering. This paper presents a computational approach to representing and reasoning about spatial constraints in two-dimensional Euclidean space, where the a priori spatial information is not precisely expressed in quantitative terms. The spatial quantities considered in this work are qualitative distances and qualitative orientation angles. Here, we explicitly define the semantics of these quantities and thereafter formulate a representation of qualitative trigonometry (QTRIC). The resulting QTRIG formalism provides the necessary inference rules for qualitative spatial reasoning. In the paper, we illustrate how the QTRIG relationships can be employed in generating qualitative spatial descriptions in hvo-dimensional Euclidean geometric problems, and furthermore, how the derived qualitative spatial descriptions can be used to guide a simulated-annealing-based exact quantitative value assignment. Finally, we discuss an application of the proposed spatial reasoning method to the kinematic constraint analysis in computer-aided pre-parametric mechanism design.
Introduction
This paper presents an approach to qualitative spatial representation and reasoning. The qualitative representation of spatial relationships provides a general vocabulary for 138 J. Liu/Arrifcial Intelligence 98 (1998) 137-168 describing distinctive spatial configurations as well as a set of inference rules for qualitatively reasoning about two-dimensional Euclidean geometric constraints. The semantics of a qualitative spatial description can be validated by mapping it into a set of subdomains for numerical spatial quantities. The proposed approach to qualitative spatial reasoning enables the generation of qualitative solutions to spatial problems where the geometric knowledge is incomplete. It provides approximate guidance to the application of quantitative methods.
Related work
Mukerjee [37] argued that traditional quantitative geometric models might not be suitable for abstracting the underlying spatial information needed for tasks such as planning. As an alternative representation scheme, he introduced a set of qualitative spatial relations based on interval logic. Along the same line, Gusgen [ 181 adopted Allen's qualitative temporal reasoning approach [ 1 ] to the spatial domain by aggregating multiple dimensions into a Cartesian framework. However, this approach failed to adequately capture the spatial inter-relationships between individual coordinates. In qualitative spatial reasoning about two-dimensional Euclidean geometric constraints, the most fundamental spatial quantities are distance and angle, since their qualitative measurement spaces readily provide the basic constructs for representing and inferring qualitative spatial relationships. Here it should be pointed out that the formulation of these measurement spaces, i.e., the definitions of qualitative values, need not to be unique, but rather enable both efficient and less ambiguous spatial inferences. That is also to say that the measurement spaces can neither be too fine-grained nor too coarse.
In one of the recent studies on qualitative spatial reasoning, Latecki and RShrig [ 271 proposed a technique for inferring qualitative angular relationships in a cognitive map. In their study, as illustrated in Fig. 1 (a) , the major effort was to show how triangles AABD and AACD can be qualitatively described, given the angular orientations (i.e., clockwise or counterclockwise) of AABC and ACBD and the corresponding qualitative angles in terms of acute and obtuse. For example, if two counterclockwise oriented angles, an obtuse LABC and an acute LCBD, are given, it can be inferred that LABD is obtuse, as shown in Fig. 1 (b) . However, using this technique (with only four labels), the orientation of LABD cannot be inferred (note: the orientations of LABD can be either clockwise, as in Fig. 1 (b) , or counterclockwise, as in Fig. 1 (c) ). Furthermore, if LABC is also acute, then LABD becomes completely uncertain. This ambiguity in the spatial descriptions may prevent the technique from its practical application.
Liu [ 281 presented a framework of qualitative kinematics based on qualitative spatial inferencing techniques. The spatial inferences were generated based on a set of naive trigonometric rules. This approach has been applied to qualitative robot task kinematic constraint analysis . At the same time, Blackwell [4] explored the idea of using a trigonometry-based representation to qualitatively describe geometric senses. Our present work takes one step further by extending the earlier formulations of qualitative measurement spaces as well as qualitative trigonometric rules. This effort is aimed to .I. Liu/Artifcial Intelligence 98 (1998) 139 (4 provide a more systematic treatment on the representation and inference formalisms involved.
According to Forbus et al. [ 14,151, the power of qualitative spatial reasoning lies in its ability LO generate approximate (although sometimes ambiguous) solutions that may serve as a useful guidance to effectively select and apply some quantitative methods. To a certain extent, such a view is also reflected in our present work in that the results generated from our proposed qualitative-trigonometry-based envisionment are used to constrain simulated-annealing-based quantitative spatial value assignment.
Organization of the paper
The paper is organized as follows: Section 2 states the problems in a formal manner. Section 3 introduces formalisms for representing qualitative spatial relationships. Section 4 describes the proposed method of spatial reasoning. This method requires a qualitative-envisionment step for deriving possible qualitative spatial configurations and a simulated-annealing step for generating more exact solutions. Furthermore, it shows how the spatial analysis method can be applied to reason about spatial constraints in Euclidean geometry problems. Section 5 presents an application of the qualitative-trigonometrybased geo:metric reasoning in understanding the velocity relationships within a mechanism. Section 6 concludes the paper by highlighting the contributions of the current work and pointing out the directions for future investigation.
Problem 2. How to characterize Euclidean geometric constraints based on a formalism of qualitative trigonometry?
The first problem is concerned with the definition and use of a finite number of discrete points to partition the entire continuous domain R C W of x into a finite set of mutually disjoint, bounded or unbounded, subdomains, 8 = {Qi , Qz, . . . , Qm} where (JE, Qi = R. Each subdomain, such as an interval, is given a qualitative label. The qualitative spatial quantities of particular interest are relative Euclidean distance and orientation.
The second problem may be regarded as the problem of symbolic reasoning with the qualitative spatial relations. In spatial inferencing, the task is to construct basic inference rules for logically deducing spatial relationships. Given an Euclidean geometric problem, the qualitative constraints are to be analyzed by way of qualitative-trigonometry-based inferencing.
Formal representation of qualitative spatial relationships
In this section, we provide a formalism of qualitative measurement representation for describing spatial relationships in two-dimensional Euclidean space. Throughout the presentation, we use [x] to denote a qualitative variable corresponding to a quantitative variable, x.
Definition 1 (Qualitative measurement space).
Suppose that a quantitative variable x is defined over a real domain 72, and R is subdivided into a finite set of mutually disjoint subdomains {QI, Q2, . . . , Qm}, i.e., (JE, Qi = 72. If we consider all numerical values lying within Qi as being equivalent, and symbolically name the subdomain with LabeZ( Qi), then we can define the qualitative variable [xl corresponding to n as follows:
where [X] denotes a set of more than one qualitative value, Lubel(Qi) defines a primitive qualitative value, and the union of all Label(Qi) constitutes the qualitative measurement space of [x] , as denoted by C?-space[,l.
I i L L .
(a) (W 
Models of qualitative measurement representation
Raiman [ 401 proposed a representation scheme of relative order of magnitude that extended the quantity spaces of conventional qualitative physics by taking into account the varying de,grees of influence among certain quantities. Mavrovouniotis and Stephanopou10s [ 341 further formalized order-of-magnitude reasoning with well-defined semantics. Dubois and Rrade [9] modeled the relative order-of-magnitude relations with domaindependent fuzzy relations/semantics.
TravC-Massuyes et al.
[ 451 proposed an axiomatic theory of qualitative equality and a general qualitative algebra which permitted the use of any measurement space.
In the following two sections, we introduce new measurement spaces for qualitative distances and angles. The label definitions for the qualitative distance and angle variables have been inspired by previous empirical findings on human commonsense visual judgements.
As can readily be noted, humans are very good at making qualitative measurements with respect to some symmetric or neutral references. For instance, in qualitative spatial representation, the notion of a distance, say X, is often expressed in a relative sense. A good example of this kind of expression would be: "distance x is much shorter than dconst", where d,,,,, serves as a reference. The relation much shorter may be regarded as the qualitative value of an Euclidean distance relative to the reference constant.
Rock [4 1, p. 241 argued that human perception of size was in general characterized in relative terms (by contextual effects) such as relative lengths. More importantly, studies in psychol'ogy [2, 16, 23] have found that humans are proficient in visually judging the equality (or inequality) in the relative size of two objects or in discriminating an acute angle from an obtuse angle. For instance, as shown in Fig. 2(a) , it is not difficult to visually judge that Ll is acute, and L3 is obtuse. Another example is given in Fig. 2(b) , where it is no need for any computation in order to judge that the black point is off-centered with respect to the rectangular frame.
Generally speaking, the way humans qualitatively discriminate spatial relationships, such as equality, acuteness, and obtuseness is primarily based on the use of 1 and 7r/2 in partitioning the measurement spaces of relative distance ratio and angle, respectively. Hence, we can readily identify two morphologies; each has three elements (i.e., {<l,=l, >I} and {<~/2,=7r/2, >7r/2}). H owever, such a level of precision will be insufficient to describe a variety of spatial relationships. Taking a simple triangle for example, each angle might be acute to a certain extent, and also, one side might be slightly longer than another. In order to cover as many geometric configurations as possible, and at the same time, avoid combinatorial explosion (caused by fine-grained partitions), we further add 3/2 and its inverse 2/3 to divide the domain of the distance ratio, and 7~13 and 21r/3 to divide the angular domain.
Qualitative distance
Formally, the variable qualitative distance is denoted by [x 1 dconst] . Another qualitative quantity which shares the same definition is that of linear displacement.
The qualitative magnitude of a linear displacement from point p to point q is measured by the qualitative Euclidean distance from p to q, as denoted by [m 1 d,,,,,] . The qualitative length of a rigid link can be defined, in the same way as the qualitative distance, with respect to the length of another link.
The Q-space of a qualitative distance [x 1 dConst] is composed of a set of qualitative labels defined over the numerical domain of distance ratio x/d,,,,,.
In our current work, three distinct quantitative values, {2/3,1,3/2}, are used to partition such a numerical domain. Accordingly, five labels can be derived. This qualitative labeling has been inspired in part by the existing empirical results on human spatial cognition (see Section 3.1) and by commonsense observations. However, it should be pointed out that the resulting label dejinitions neither make any psychological and physiological claims nor exclude other possible partitions of the numerical domain. In fact, as will be shown in the later discussion (in Section 4.1), the qualitative spatial inferencing technique proposed in this paper can be adapted to different label definitions.
Definition 2 (Qualitative distance values).
Let Fig. 3 ):
Equal Ef {x 1 x E R, x/dconst = l},
Greater Ef {x I x E R, 3/2 < x/dConst < co}.
The semantics of Equal is straightforward, i.e., the distance x is equal to dConst. Equal, SlightlyGreater, and Greater are also denoted in the paper as "l", "sl", "eq", "sg", and "g", respectively.
Qualitative angle
Suppose that starting from one point, 0, there are two rays coming out. In the following presentation, their smallest angle is referred to as the angle between the two rays, denoted by 8. This angle always lies within the domain of R = [ 0, ~1.
In order to formulate qualitative angle measurement space, we subdivide the numerical domain R into a set of five mutually disjoint subdomains with {~/3,7~/2,2~/3}, as illustrated in Fig. 4 . Specifically, we have the following definition: 
SligMlyObtuse%f
(0 / r/2 < f3 < 2~131, obtuseZf (0 12~13 < e < 77).
(8)
(10) The labels of Acute, SlightlyAcute, RightAngle, SlightlyObtuse, and Obtuse are also denoted in the paper as "a", "sa", "r", '&so", and "o", respectively.
Although the above partition of the angular domain was originally inspired by the existing empirical results on human spatial cognition, it is not intended to make any psychological and physiological claims. The main purpose of the label definitions is to formalize qualitative spatial representations.
Spatial reasoning with qualitative trigonometry and simulated annealing
Qualitative spatial reasoning is concerned with the qualitative spatial analysis of relative distances and orientations in two-dimensional Euclidean space. For instance, given a set of relative qualitative spatial constraints represented using the semantics from Sections 3.2 and 3.3, we would be interested in finding out other unknown relationships. An example of qualitative spatial reasoning problems is given as follows:
Suppose that there are three points A, B, and C in a plane where the Euclidean distance between A and B is Less than the one between A and C, and the angle of the orientation AB (denoting the line segment joining A and B) with respect to AC is SlightlyAcute.
Find the relative orientation of BC and AC, and the distance between B and C.
This section presents our proposed spatial reasoning method. The key to this method lies in a qualitative-envisionment step for deriving possible qualitative spatial configurations. In spatial inferencing, the envisionment is created by propagating qualitative Table 1 QTRIG formalism. The qualitative trigonometric inference rules may he read as follows: In a given planar triangle, AABC, if qualitative distances of E and AC (the left-most column) and the qualitative orientation angle LA beftween AB and AC (the top row) are known, then the possible distance BC and LB measurements, -(EC, LB), can be derived, as shown in the entries of QTRIC. The following legends have heen adopted: "1" = Less, "~1" = SlightlyLess, "eq" = Equal, 'kg" = SlightlyGreater. "g" = Greater, "a" = Acute, "sa" = SlightlyAcute, "r" = RightAngle, "so" = SlightlyObtuse, and "0" = Obtuse (-a g) (SL 9) (1.9) (g.9)
(1, a-0)
(1-9~4
spatial constraints with the inference rules of qualitative trigonometry and qualitative arithmetic. The results of qualitative spatial reasoning will be used to guide a randomized local search (i.e., simulated annealing) in finding exact quantitative configurations.
In what follows, we first give the necessary spatial inference rules that would allow one to logically derive solutions to spatial constraint problems.
Qualitative trigonometry (QTRIG)
In this section, we present a formalism of qualitative trigonometry, called qTRIG.
This formalism plays an important role in our proposed method of reasoning about qualitative spatial constraints in that it provides a set of inference rules for expressing the side-angle relationships in a planar triangle. In the formalism, the descriptions of the sides and angles will be based on the earlier defined qualitative measurement spaces for distances and angles, respectively, as in Sections 3.2 and 3.3. A preliminary version of QTRIG was introduced by Liu [28] as a set of inference rules to reason about twodimensional spatial constraints. It was called naive trigonometry and dealt only with 18 geomelrically-distinct triangles. The current work extends the previous formalism so that it can take into account broader triangular variations. Moreover, the formulation presented here ensures that the derived C)TRIG rules are semantically complete.
The spatial relationships of a triangle can be qualitatively described. For instance, given that the distance -of AC is SlightlyLess than that of BC and LC is Acute, the following can be established: LA will be SlightlyAcute or Obtuse, LB will be Acute, and the distance of AB will be Less or SlightlyLess -than that of BC.
Before we discuss in details the features of QTRIG, let us first take a look at a tabular presentation of the proposed QTRIG formalism, as shown in Table 1. In the table, LA, --LB, and LC denote the angles of a triangle, and BC, AC, and AB denote the opposite sides of those angles, respectively, as illustrated in Fig. 5 . As far as the formalism itself is concerned, we assume that all the qualitative side measurements are represented with respect to a reference constant, Z,r, of interest. Thus, the table may be read as follows: given the qualitative distances of AB and AC in pairs as in the left-most column, and the qualitative orientation angles of LA between AB and AC as in the top row, the remaining qualitative spatial relationships of the planar triangle, i.e., the corresponding possible distance BC and possible angle LB, can readily be determined as in the individual entries of the table. For instance, the last-row-second-column entry of the table asserts the following inference rule:
IF AB and AC are both Greater than l,r, and LA is SlightlyAcute, THEN BC is also Greater than Z,r and LB is Acute.
If each of the qualitative values is interpreted as a relation, then this inference rule can also be regarded as a composition rule for new relations. Using the qualitative quantity notations, the above inference rule can further be stated as follows:
where A denotes logical operator AND, and a denotes a logical implication. The QTRIG rules are derived in the following manner:
Intelligence 98 (1998) The above labeling procedure guarantees that the qualitative label representation of the trigonometric relations is complete. It should be noted that the completeness of the qualitative trigonometric rules, as presented in Table 1 , is only valid with respect to the label semantics developed in Section 3.2 and 3.3. In other words, with a different set of labels and label definitions, some of the rules in the table may have to be rewritten (again using the above procedure), in order to ensure the completeness of the rules.
With the above lJTRIG formalism, we can readily perform trigonometric inferences, if any three out of six possible qualitative spatial relationships within a planar triangle are known. The IJTRIG-based inferences will describe possible spatial (i.e., triangular) relationships by identifying possible primitive values for individual spatial variables. For instance, in the case of Table 1 , a variable in (E, LB) may be assigned with a sequence of adjacent primitive values, which indicates the possible measurement domain of the variable. In such a case, the spatial inferencing with table qTRIG could generate ambiguous or even spurious results.
Axiom 1 ((Derivability).
Using the qualitative trigonometric rules of Table 1 , if among the three sides and three angles in a triangle, any three qualitative values are given, the rest can be inferred.
Qualitative arithmetic (aADD)
Qualitative reasoning about a certain spatial constraint relationship may involve adding or subtracting some qualitative distance(s) or angle(s) as its intermediate steps. Take reasoning about spatial relationships among a set of four planar points for example. The four points may be first triangulated into two adjacent triangles. Thus, if the spatial constraints involved are to be propagated from one triangle to another, then arithmetic operations on the adjacent angles will have to be carried out.
In order to provide a set of inference rules for performing qualitative arithmetic operations, we define a formalism called LJADD. The specific inference rules are presented as ,CI tabular matrix in Table 2 . Each entry of the table is arranged in a pair of (distance, angle). The left-most column gives one set of values for (L, , 01)) whereas the top row indicates another set of values for ( L2, 02) . The remaining entries provide the results of qualitative addition, i.e., 
The qualitative distances and angles involved in Table 2 are determined with respect to the earlier defined qualitative measurement space semantics. If the qualitative values are viewed as relations, the qualitative arithmetic for Euclidean quantities is in fact the propagation between the quantities. based on the qualitative angle definition, is not possible. "I." = Less, "sl"= SlightlyLess, "es" = Equal, "sg"= SlightlyGreater.
"g" = Greater, "a" = Acute, "sa"= SlightlyAcute, "r" = RightAngle, "so"= SlightlyObtuse, and "0" = Obtuse 
Qualitative grid representation for totally ordered Q-space
As can be noted, the measurement spaces for qualitative distances and angles, as described earlier, are totally ordered, since for every u, u E C&space, either u < u or u < u is true. To represent totally ordered &-space, a rectangular-cell-based grid structure, called qualitative grid, may be used.
Definition 4 (Qualitative grid).
An n-dimensional qualitative grid is a graphical representation of a group of IZ qualitative variables, where each dimension corresponds to a qualitative variable. The size of the dimension gives the @space of the respective qualitative variable. A single cell within the qualitative grid denotes a group of primitive qualitative values, corresponding, respectively, to the group of qualitative variables. In the qualitative grid, two cells are said to be adjacent if and only if they are the immediate neighbors of each other.
Under the above-defined convention of an n-dimensional qualitative grid, we can graphically represent the inferencing rules of QTFtIG and QADD by tabulating their associated qualitative values, as shown in Figs. 6 and 7, respectively. In the figures, the values of an one-dimensional qualitative distance variable are graphically represented along the vertical dimension, and those of an one-dimensional qualitative angle variable along the horizontal dimension.
Freksa [ 171 used a slightly different qualitative-grid representation, called an iconic composition table, to express the rules for inferring nine location and orientation relations. Freksa's composition table can be considered as a simplified form of qualitative orientation theory, which can be logically deduced from the rules of Fig. 6 , but not vice versa.
From the qualitative-grid representations of Figs. 6 and 7, the following properties can readily be observed: ( 1) The larger the dark area is, the greater the ambiguity will be. 3~ > 0, s.t. n = XI -E, and x = X2 + E undefined,
where X1 and X2 are the defining values of [xk], i.e., [xk] Ef {x 1 X1 < x < X2). This contradicts the given condition that x is continuous. Hence, the theorem is proven. 0
Qual'itative spatial envisionment
In our present work, we define qualitative spatial envisionment as the process of qualitatively deriving and propagating spatial constraints using the inference rules of QTRIG and qADD formalisms. This definition is similar to the one as used in [ 81. More specifically, we carry out the envisionment process by means of chaining forward all the inference rules whenever their conditions are matched with an assertion. This process will generate all possible qualitative spatial relationships that are derivable with inferencing. Here it should be pointed out that in Table 1 , 53 entries of the total 75 entries contain a union of more than two primitive qualitative values. This implies that the qualitative spatial envisionment may involve logical disjunctions of several inference rules (e.g., the conclusion obtained through the inferences of one triangle is used for the inferences of its adjacent triangles).
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Envisionment can serve as a qualitative simulation of configuration change. For example, consider the inference rules given in the first row entries of Table 1 . The question may be that given AB and AC, and LA changes from SlightlyAcute to Obtuse, how would (z, LB) change, accordingly? Since each entry is a union of some primitive qualitative values, the complete solution requires a process of envisioning as defined in the above paragraph. Each envisionment gives a set of spatial values defined in terms of primitive qualitative values. From Theorem 1, it follows that these qualitative values must be connected.
Qualitative spatial constraint analysis
In what follows, we give an example of how to apply the qualitative-trigonometrybased spatial analysis method, as introduced in the preceding sections, to solving geometric constraints in two-dimensional Euclidean space.
Example 1 (Deriving spatial constraint relationships).
Suppose that we are given a set of four fixed locations in a plane, as shown in Fig. 9 . The qualitative spatial relationships of these locations are described in terms of their qualitative distances and their qualitative orientation angles.
Among all the possible geometric constraints, the partial ordering of the distance between each adjacent location pair as well as the qualitative value of an orientation angle, LA, between i%? and AB are given as follows:
[LA] = Obtuse, 
The qualitative orientation angle, [LB] , is desired. In order to solve the qualitative spatial constraint problem as stated above, we first perform qualitative spatial inferencing with trigonometric rules (i.e., QTRIG rules), as presented in Section 4.1, and derive the qualitative spatial locations. Thereafter, we can apply a randomized local search technique given the qualitative descriptions, and generate the quantitative descriptions of the four locations.
Specifically, the qualitative spatial constraint analysis proceeds as follows: (i) First of all, consider the distance of m as formed by connecting the two nonadjacent end points of %% and a, as illustrated in Fig. 9 , and then apply one of the QTRIG rules from Table 1 , namely, QTRIG[4,5] (i.e., the entry in the 4th row and the 5th column). This will yield two spatial relationships as follows: --(ii) Next, consider the triangle with sides BD, CD, and BC, whose qualitative measurements are Greater, Greater, and SlightlyGreater, respectively. By applying the qualitative trigonometric rules of 
[ LDBC] = SlightlyAcute N Obtuse. ofTable2. This will result in the following qualitative angle value:
which may further be mapped back to the continuous domain of LB, as follows:
With a qualitative-grid-based representation, the example of qualitative spatial constraint analysis can readily be illustrated. Fig. 10 graphically summarizes the entire process of the qualitative spatial analysis for the four-location problem shown in Fig. 9 .
Quantitative conjiguration assignment
Further to Example 1, once qualitative spatial relationships are derived, the next step of spatial constraint analysis is to locally search for the quantitative values of distances and orientation angles within the ranges as specified in the qualitative analysis. This step will be carried out using a simulated annealing algorithm. Simulated annealing is the simulation of heat transfer (cooling) in a physical system in order to bring the system to a state where its energy is at a global minimum. Metropolis et al. [35] 
Example 2 (Generating quantitative spatial relationships). With respect to Example 1,
the quantitative configuration assignment problem can specifically formulated as follows: From the qualitative distances of i% and BC and their qualitative orientation angles with respect to a,
( 1) find the corresponding numerical ranges for the distances and orientation angles based on the semantics given in Definitions 2 and 3, and (2) assign exact quantitative values to the distances and orientation angles within those ranges. While doing so, the distances of the adjacent location pairs in the obtained configuration should preserve the same qualitative values as those in the given qualitative description.
Specifically, the quantitative spatial value assignment can be carried out as follows: (i) Define a spatial configuration variable, S;, for the simulated-annealing-based local search, that is, --
where LA and LB denote the orientation angles formed by AB and m and by AB and BC, respectively. Here, it may be noted that a and orientation angles LC and LD are readily determined if Si is known, and thus, they are not included in the configuration variable representation. During each iteration of the simulated annealing, a quantitative configuration, Si, is selected within the numerical bounds mapped from the qualitative spatial descriptions. In other words, the qualitative orientation angles as derived earlier from the spatial inferencing will be used to place the limits over the search space for the actual numerical angles in Si. For instance, if [ 8],t = SlightlyAcute, then the actual B will be bounded by [ 7r/3,7r/2), based on the definition of the SlightlyAcute label.
QTRIG[11,3] QTRIG[11,4] QTRIG[ll,S]
I LDBC ,/ QADWA QADWJI QADW41 QADDWI (ii) Define the objective function to be minimized, i.e., LY function in the annealing algorithm, as the sum of the differences between two qualitative distances, one in the current (generated) configuration and the other in the initial configuration: The a function is an optimality function that one has to define so that the randomized search will converge toward a goal configuration.
Note that this function may not be unique. In this particular case, we want to see ( 1) the exact spatial configuration is randomly generated via the changes of not only two distances but also their orientation angles, and (2) most of the time the resulting configuration will preserve the qualitative distance constraints. This is the goal in the search for (or the assignment of) a quantitative configuration.
(iii) Apply a simulated annealing algorithm:
(a) Create some random change to configuration Si, resulting in Sci+i) and compute a(i+i) for the new configuration S(i+i). (b) If c~(i+i) Q Lyi, then accept Sci+i) and assign (i+l) to i, go back to step (a). (c) If CY(;+~) > (pi, then calculate the following probability: (27) where LYE is an objective function, k is a Boltzmann constant, and T is a function of i. Next, randomly generate a real value r E [ 0, 1 ] . -If r < p, then accept the new configuration, assign (i + 1) to i, and go back to step (a).
-If r > p, then reject the new configuration and go back to step (a).
A quantitative configuration (i.e., a quantitative spatial value assignment) will be accepted from the annealing process if the objective function a of the current configuration has reached a certain threshold. That is also to say, the current configuration, Si, will be regarded as a quantitative representation of the desired spatial configuration, if the qualitative distances in this obtained configuration are close enough to those in the initial configuration (see the definition of cy as in Eq. (26)).
Example 3 (Spatial constraint-solving revisited).
Given the qualitative distance constraints as in Example 1, suppose that with respect to a set of possible orientation angles of LA (where the angle labels are defined in Definition 3), we want to qualitatively envision the constrained spatial configurations.
Based on the previous examples of spatial constraint analysis, we can readily handle this problem as follows: First, for each qualitative orientation angle of LA, we apply the qualitative-trigonometry-based spatial inferencing technique in order to derive a qualitative description of the spatial relationships.
Next, we conduct the simulatedannealing-based quantitative value search in order to generate and assign an exact configuration.
These two steps will be repeated until all the given LA angles are resolved. Fig. 11 presents several orientations in a counter-clockwise direction, as used in this example. Fig. 12 gives eleven ( 11) approximate quantitative configurations, including the initial configuration, as ordered according to the qualitative orientation angles of LA in Fig. 11 .
Example 4 (Spatial trajectory generation).
Using the preceding qualitative envisionment and quantitative value assignment techniques, we can further consider the problem of finding a trajectory of a certain point satisfying a set of qualitative spatial constraints.
Suppose that further to Example 3, we are interested in the constrained trajectory of the mid-point on CD, as the orientation angle, LA, changes in the specttied order. With the results of Fig. 12 , we can readiIy connect all the derived positions of that point in the given sequential order. Fig. 13 shows the resulting trajectory for the mid-point of CD interpolated using cubic spline fits. This trajectory is generated from a set of qualitative spatial descriptions, and may be compared to the one computed from an algebraic procedure if the precise distances of the four locations are provided.
If we let the exact distances among the given locations, as shown in Fig. 11 , resemble their actual distances, it is possible to compute the trajectory of the mid-point with Hunt's algelbraic method that relates orientation angles with the coordinates of a position [ 201. 
Discussions
Generally speaking, given a finite number of locations in two-dimensional Euclidean space, their spatial constraints can be reasoned about in the same way as in the early mentioned four-location cases. In doing so, we first triangulate the planar locations into a set of disjoint triangles, and thereafter, propagate spatial constraints from one triangle to another when the two are adjacent. Here, in order to avoid the problem of a combinatorial explosion in the number of possible spatial inferences, we could apply the simulated-annealing-based quantitative value assignment before the propagation of spatial constraints across triangles. Prior to a quantitative configuration assignment, we conduct QlRIG-based qualitative spatial constraint analysis in order to derive a possible qualitative spatial description. This will in turn limit the search space for quantitative configuration parameters, such as orientation angles, and reduce the time complexity in the quantitative search. Corresponding to the given qualitative orientations as in Fig. 11 , a sequence of spatial configurations can be generated when all the distances and orientation angles arc expressed in qualitative terms. Each spatial configuration is generated in two steps: ( 1) qualitative spatial inferencing and (2) simulated-annealing local search within the ranges of the inferred qualitative spatial variables (e.g., orientation angles).
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Interpolatian of I I positions using cubic spline fits Our proposed method of qualitative spatial reasoning may be viewed as a method of coupling qualitative spatial constraint envisionment with quantitative search. One major feature of this method consists in that it does not explicitly rely on any algebraic solutions to specific spatial problems, but rather utilize a general-purpose procedure. As we have illustrated in the preceding examples, the qualitative spatial inferencing employs a forward chaining algorithm to search the QTFtIG as well as qADD rules, and at the same time, the quantitative value assignment performs a simulated-annealingbased local search in which no algebraic formulation except the objective function is used.
Comparison to Newton constraint-solving approach
Our qualitative spatial reasoning approach may seem to be, in spirit, similar to the interval-based Newton constraint-solving approach as developed by Van Hentenryck et al. [ 461, since both start with rough bounds of the possible values and proceed to find the exact ones. However, it should be noted that there are two major differences between the two approaches; namely,
( 1) ours employs qualitative spatial inferencing coupled with simulated-annealingbased quantitative assignments within the qualitatively bounded domains, whereas their approach relys on box-consistency-based interval-splitting and pruning, and (2) our approach works directly with a set of qualitative geometric constraints, whereas their approach works with explicit equations.
An.neating schedules
It should be pointed out that in our quantitative value assignment, the annealing schedule may affect the speed of reaching an acceptable quantitative configuration. For examples of the frequently applied annealing schedules, see [ 3, 5, 19, 33, 36] .
In the experiments of our current work, the following schedules have been tested: The Exponential annealing schedule has been found to be quite efficient in approaching an equilibrium.
Application of qualitative spatial reasoning in mechanism velocity analysis
In computer-aided design, analytical techniques such as standard-form and loopclosure equation have been exclusively used due to their accuracy and completeness [43] . However, their success in synthesizing mechanisms is based on the assumption that the conceptual design of the mechanism provides an appropriate mechanism type for a desired performance.
.I. Liu/ArtiQicial Intelligence 98 (1998) 137-168
Kota et al. [25] argued that in order to achieve a complete computer-aided design system, a methodology that incorporated an iterative generate-and-test process should be developed. Such a process may be referred to as post-conceptual design analysis-an intermediate step between conceptual design and dimensional synthesis. One of the primary concerns of this process would be to evaluate the qualitative layout generated from the conceptual design, and to save the detailed analytical synthesis from unnecessary trials and errors.
In order to support the iterative generate-and-test of mechanisms at the post-conceptual design stage, it is clearly desirable to have a means of analyzing mechanism kinematics that does not solely rely on the exact geometric information about mechanisms. Recent studies on qualitative kinematics have attempted to address the problem of integrating qualitative knowledge into the quantitative computations. Kramer [ 261 reported a mechanism analysis system that can find the configurations of a set of rigid bodies satisfying geometric constraints, by means of symbolic reasoning about degrees of freedom.
The most significant work on qualitative mechanism analysis is that of Faltings [lo-121. In his work, Faltings developed a first-principle algorithm for analyzing planar mechanisms, and introduced a theory of place vocabulary. In addition, Faltings [ 131 also showed how possible kinematic topologies (e.g., connectedness of configuration space) might be derived directly from a symbolic description of the objects and qualitative information about their relative dimensions. Other studies on reasoning about mechanism behaviors have focused mainly on predicting mobility of mechanism parts and envisioning discrete dynamic and/or kinematic states [ 6, 14, 21, 38, 39, 42, 44] .
In what fohows, we shall demonstrate one of the applications of qualitative-trigonometry-based spatial reasoning in computer-aided mechanism design. In particular, we introduce a method for deriving instantaneous velocity relationships among constrained bodies of a mechanism. Here, the mechanisms considered are mechanical assemblages and composed of a set of rigid bodies connected by kinematic joints, such as revolute joints (i.e., hinges) and prismatic joints (i.e., sliding joints). These mechanisms cover a significantly large class of applied mechanisms [22] .
Instantaneous center
Before describing the qualitative approach to velocity analysis, it would be useful to recall the following properties of instantaneous centers in a constrained mechanism (e.g., a linkage) [20] , that is,
( 1) The instantaneous linear velocities of points on a given body are perpendicular to the lines joining these points with an instantaneous center.
(2) The instantaneous linear velocity of a point on a given body is proportional to its radius of instantaneous rotation. Based on the first property, the instantaneous center of an individual body within a mechanism can readily be located. With the spatial constraint analysis method as described in the preceding sections, the distances from a center to other points of interest can be first qualitatively inferred and then quantitatively located. Further based on the second property, it is known that the identified instantaneous center can be used to determine the velocity distribution on a mechanism body. 0 (4 Fig. 15 . Given the qualitative instantaneous configurations of a linkage, spatial descriptions of the corresponding instantaneous center for a floating link can be derived.
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The following example provides details on how to locate an instantaneous center for the floating link of a four-bar linkage mechanism, as illustrated in Fig. 15 .
Example 5 (Locating instantaneous centers).
Suppose that we are given the qualitative descriptions of link lengths and a driver joint angle in a four-bar linkage mechanism. We would like to determine the quantitative location of an instantaneous rotation center 0 of the floating link with respect to the fixed link of the mechanism, 151, as illustrate in Fig. 15 .
The problem of qualitatively locating the instantaneous center can be reduced to that of qualitative spatial constraint analysis, as follows:
(i) Determine the joint angles from an intermediate link L, (connecting L, and L2) to LZ and L3, as denoted by &, and Oso, respectively.
(ii) If MAX(82a,83a) < e23, then (a) If SUM(e12, e14) < v OR sUM(e23, e34) > r then OQ1 = SUM(OP1,L2) and OQ2 = SUM(OP2,L4) (see Fig. 15(a) ), where OPI and OP2 with respect to L3 are computed from DIFF(r, t323) and DIFF( r, 034). (b) Else OQi = DIFF(OP1, L2) and OQ2 = DIFF(OP4, La) (see Fig. 15(b) ), where
OPl and OP2 with respect to L3 are computed from 023 and 034. The notion of instantaneous centers provides a geometric means for determining the relationship between two linear velocities of the same mechanism. Our next example illustrates how velocity relationships can be analyzed by way of the qualitative spatial reasoning about instantaneous centers.
Example 6 (Velocity relationships in linkages). Consider the mechanism as shown in Fig. 16 , the motion transferred from an input crank (L2) to a slider (Lb) is to be analyzed. By applying graph searching, two four-bar linkages, A and B, can be found.
The velocity analysis starts with the linkage containing the driver link, i.e., linkage A. In doing so, the procedure as mentioned in Example 5 is applied to obtain 01 Qit and OiQi2, with respect to LI, from 812 and 8 41, and O~PI~ and Or Pi2. with respect to L3, from 823 and 834. From the results of 01 PII and 01P12, the velocity relationship between VP,,, and VP,,, can be derived. Having computed the velocity at the joint of L3 and L4 with respect to the axis of L4, it is possible to further analyze the velocity at the shared joint Pzi, VP,, .
Next, the second linkage, B, with the shared link as its driver link is considered, and the previous steps are repeated. Note that the instantaneous center of the slider is located at infinity. Thus, 02P22 and 02P21 can be derived as in the preceding example, Fig. 16 . An illustration of the velocity analysis. There are two independent linkages identified in this mechanism. Links L1 and L7 are both fixed with respect to a frame of reference. All the kinematic joints are revolute joints except the joint between links & and L7 (a sliding joint).
and consequently, the relationship between VP,, and VP,, . If all the velocity relationships obtained are combined, an approximate quantitative description of the motion transfer from L2 to Lg will be obtained, i.e., a relationship between VP,,, and VP,,.
Conclusion
In this paper, we have described a method of qualitative spatial constraint analysis. This method involves both qualitative spatial envisionment and quantitative value as-signment, and is applicable to spatial constraint problems in two-dimensional Euclidean space. In doing so, we first presented a qualitative abstraction of spatial quantities, such as the Euclidean distances and angles, and then showed how this can lead to a set of qualitative spatial inference rules, called qualitative trigonometry (QTRIG) and qualitative arithmetic (QADD) .
In addition, we also illustrated the proposed method of qualitative spatial constraint analysis with several examples, in which the ranges of spatial variables were generated to limit the quantitative value assignment (i.e., reduce the search space in simulated annealing).
Future work
This study presents several opportunities for future investigation. First of all, as may be recalled, Theorem 1 states the connectivity of a qualitative variable that is defined over a measurement space of at least two qualitative values. With respect to such a measurement space, we have, in this paper, provided two examples of formulation in the cases of qualitative distances and angles. As one step further, it would be useful to investigate other ways of systematically deriving measurement spaces. Secondly, the performance of the quantitative value assignment may vary with respect to the controlling parameters. The most predominant parameter is the temperature. It would be interesting to study the effects of different control algorithms and provide more insights into general adaptive mechanisms for temperature variation.
