Introduction
The celebrated Gronwall Since the inequality 1.2 provides an explicit bound to the unknown function u and hence furnishes a handy tool in the study of solutions of differential equations. Because of its 2 Journal of Inequalities and Applications fundamental importance, several generalizations and analogous results of the inequality 1.2 have been established over years. Such generalizations are, in general, referred to as Gronwall type inequalities 2-6 . These inequalities provide necessary tools in the study of the theory of differential equations, integral equations, and inequalities of various types. Many authors 2-21 have established several other very useful Gronwall-like integral inequalities. Among these inequalities, the following one Theorem A due to Ou-Yang 15 needs specific mention. It is useful in the study of boundedness of certain second-order differential equations.
Theorem A Ou-Yang 15 . If u and f are nonnegative continuous functions on 0, ∞ such that
for all t ∈ 0, ∞ , where u 0 ≥ 0 is a constant, then
The Ou-Yang inequality prompted researchers to devote considerable time for its generalization and consequent applications 3, 4, 9, 11, 14 . For instance, Lipovan established the following generalization Theorem B of Ou-Yang's inequality in the process of establishing a connection between stability and the second law of thermodynamics 14 .
Theorem B Lipovan 14 . Let u, f, and g be continuous nonnegative functions on R and c be a nonnegative constant. Also, let w ∈ C R , R be a nondecreasing function with w u > 0 on 0, ∞ and α ∈ C 1 R , R be nondecreasing with α t ≤ t on R . If 
More recently, Pachpatte established further generalization Theorem C of Theorem B as follows 20 , which is handy in the study of the global existence of solutions to certain integral equations and functional differential equations. 
The present paper establishes some nonlinear retarded inequalities which extend the foregoing theorems. In addition, it illustrates the use/application of these inequalities. 
Main results

Let
Journal of Inequalities and Applications G −1 and Ψ −1 denote the inverse functions of G and Ψ, respectively, for t ∈ I. t 1 ∈ I is so chosen that
Proof. Assume that c > 0. Define a function z t by the right-hand side of 2.1 . Clearly, z t is nondecreasing, u t ≤ ϕ −1 z t for t ∈ I and z t 0 c. Differentiating z t we get
2.5
Using the monotonicity of ϕ −1 and z, we deduce
That is
Setting t s in the inequality 2.7 , integrating it from t 0 to t, using the function G in the left-hand side, and changing variable in the right-hand side, we obtain
From the inequality 2.8 , we find
where
From the inequality 2.9 , we observe that
for t ≤ t 1 . Now, define a function k t by the right-hand side of 2.11 . Clearly, k t is nondecreasing, z t ≤ G −1 k t for t ∈ I and k t 0 p t 1 . Differentiating k t , we get
Using the monotonicity of ψ, ϕ −1 , G −1 , and k, we deduce
Setting t s in the inequality 2.13 , integrating it from t 0 to t, using the function Ψ in the left-hand side, and changing variable in the right-hand side, we obtain
2.14 From the inequalities 2.11 and 2.14 , we conclude that
for t 0 ≤ t ≤ t 1 . Now a combination of u t ≤ ϕ −1 z t and the last inequality in 2.15 for t 1 t produces the required inequality.
If c 0 we carry out the above procedure with ε > 0 instead of c and subsequently let ε→0. This completes the proof. 
ii as the case ψ 1 u < ψ 2 log u ,
for t ∈ t 0 , t 2 , where
, denote the inverse functions of G, Ψ j , j 1, 2, respectively, the function G t is as defined in Theorem 2.1 for t ∈ I, and t j ∈ I, j 1, 2 are so chosen that
2.24
Proof. Let c > 0. Define a function z t by the right-hand side of 2.20 . Clearly, z t is nondecreasing, u t ≤ ϕ −1 z t for t ∈ I and z t 0 c. 
2.25
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Setting t s in the inequality 2.27 , integrating it from t 0 to t, using the function G in the left-hand side, and changing variable in the right-hand side, we obtain
When ψ 1 u ≥ ψ 2 log u , from the inequality 2.28 , we find
Now, define a function k t by the right-hand side of 2.29 . Clearly, k t is nondecreasing,
2.30
Using the monotonicity of ψ 1 , ϕ −1 , G −1 , and k, we deduce
2.31
Setting t s in the inequality 2.31 , integrating it from t 0 to t, using the function Ψ 1 in the left-hand side, and changing variable in the right-hand side, we obtain
From the inequality 2.32 , we conclude that
for t ∈ I. Now a combination of u t ≤ ϕ −1 z t and the last inequality produces the required inequality in 2.21 . for t ∈ I. Now a combination of u t ≤ ϕ −1 z t and the last inequality produces the required inequality in 2.22 .
If c 0, we carry out the above procedure with ε > 0 instead of c and subsequently let ε→0. This completes the proof. 
ii as the case ψ 1 u < ψ 2 log u , 
