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 Abstract i 
ABSTRACT 
 
The scope of this study was the creation of a methodology that would adequately 
quantify and incorporate the interrelationship between the various seismic parameters 
and recorded structural damage. Based upon the need to establish whether 
traditionally selected seismic parameters were truly representative of the expected 
structural damage and overall structural vulnerability an extensive set of seismic data 
and subsequent computer assisted analyses were synthesized and used throughout this 
project. Having established the fact that MMI and PGA seismic parameters are 
currently the seismic intensity indicating parameters of choice in most contemporary 
vulnerability studies it was only logical to test such hypothesis based on this study‟s 
results. In several of the above cases discrepancies between those parameters and the 
overall structural damage recorded has been observed. This led to the need of 
identification of other potentially more suitable seismic parameters that would better 
and more accurately convey structural damage information.  
This study provided a methodology that circumvents the shortcomings of such an 
a-priori selection by facilitating the selection of the most descriptive, in terms of 
seismic damage, earthquake parameter; hence, enhancing vulnerability methodology‟s 
usefulness as a mitigation tool in pre-earthquake damage assessment. This has been 
accomplished by studying the interrelationship between various seismic intensity 
parameters and the overall seismic structural damaging potential recorded during the 
analyses undertaken in an attempt to streamline the selection of a specific seismic 
parameter. The thesis essentially investigated a methodology that enables such a 
selection that better describes a strong motion event‟s damaging potential, for any 
individual type of structure, in accordance with regional or selected seismic 
characteristics. 
Due to the very nature of the methodology proposed can be utilized for different 
types of structures other than the mid-rise reinforced concrete frame type that has 
been used in this project, with the necessary modifications and due care. With the 
identification of the aforementioned parameter, the current trend of an a-priori 
selection of either PGA or MMI, as structural seismic demand descriptors, can be 
avoided: leading to the creation of more realistic vulnerability curves. In effect, 
allowing for a better approximation of structural vulnerability; hence more closely 
approximate the observed structural damage.  
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 Chapter 1. Introduction 1 
1. INTRODUCTION 
 
1.1 Motivation 
Post-earthquake damage estimation has become important in the last decades. 
There has been a worldwide interest and considerable financial expenditure made in 
the quest for accurate damage estimation in new or existing buildings after an 
earthquake. This signifies the need for an in-depth study of the interrelation between 
the seismic intensity characteristics and the degree of damage a building suffers after 
a seismic event, leading to the creation of an accurate mathematical model. This 
project investigates the influence of the strong motion duration on the post-seismic 
damage level of a building. 
Recent experience suggests that the bulk of modern studies of seismic hazard have 
sought to express ground motion in terms of intensity parameters such as peak ground 
acceleration, central period, etc. The correlation of seismic intensity parameters with 
actual levels of damage has proved a complicated multi-parameter subject of study 
[Musson, 2000]. No single ground motion parameter (such as peak ground 
acceleration (PGA), peak ground velocity (PGV), Arias intensity, spectral 
acceleration, etc.) provides an ideal analogue of damage. Nevertheless such 
parameters are used by engineers because of the simplicity they offer in terms of 
expressing a complex seismic event using a single number that can be easily derived 
from direct measurements or simple mathematical models. 
Furthermore the lack of adequate seismic records in countries with limited or 
inexistent antiseismic funding allocation poses a great problem in the development of 
simulation tools that could enable scientists and civil authorities to create suitable 
damage mitigation programs using a realistic model that will describe the 
consequences of a major seismic excitation on a region‟s building stock. This comes 
in contrast with some other countries with advanced seismic content and major 
antiseismic funding allocation that has managed to create several advanced models for 
post-earthquake damage estimation. The behaviour of RC structures under the effect 
of strong ground motions has long been a subject of research in engineering world, 
especially in areas that show high seismic activity. On the other hand the damage to 
buildings that several recent earthquakes caused emphasized the necessity for the 
creation of a methodology that would essentially assess the risk from a strong motion 
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event in order to enable civil authorities to estimate the potential damage from future 
earthquakes to the existing building stock. 
This project‟s major research hypothesis was based in the area of reinforced 
concrete (RC) building vulnerability. In order to fully explore the notion of building 
vulnerability one should look into the different important parameters that govern a 
building‟s response and the subsequent damage it suffers after a major earthquake 
event. 
   Vulnerability curves have been widely adopted in earthquake engineering as 
descriptors of the relationship between ground shaking intensity and the probability of 
reaching or exceeding a specified performance limit state. Research experience 
suggests that the bulk of modern studies of seismic hazard have sought to express 
ground motion in terms of peak parameters, spectral ordinates or microseismic scale 
intensity measures. Despite recent research findings and the identification of  better 
correlating “seismic parameters - structural damage” pairs, no systematic research has 
been carried out so far towards investigating the impact such a finding might have in 
terms of a more accurate estimation of seismic induced structural damage. 
The main aim was the identification of the differences between a series of 
important earthquake parameters, in terms of their suitability to be utilized as potential 
seismic damage indicators. The objectives of this research are the investigation of the 
validity of the “a-priori” selection of certain seismic parameters, in terms of seismic 
damage potential indicators; the assessment of whether different seismic parameters 
are more suitable, as seismic events‟ damage potential characteristics conveyors; and 
establishing whether a strong connection between a seismic parameter‟s correlation 
with a recorded structural damage index and overall behaviour as a seismic damage 
potential indicator exists. With the implementation of a comparative study between 
analytically derived vulnerability curves based on different seismic parameter – 
structural damage index pairs and the creation of a suitable methodology that will 
describe the relationship between a strong motion event and the damage a building 
registers in order to establish the importance of seismic parameter selection as a 
descriptor of a seismic event‟s damage potential and be used as a mitigation tool in 
pre-earthquake damage assessment.  
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1.2 Organization of the dissertation 
The rest of this dissertation is organized as follows: In Chapter Two we present 
background information regarding the earthquake properties, as those relate to 
individual earthquake measuring parameters. Chapter Three discusses and evaluates 
the different vulnerability derivation methods outlining the way of implementation 
and the required input values. In Chapter Four the scope of this study is analysed. The 
aims, the objectives as well as the research strategy that is going to be followed is 
stated and any limitations and uncertainties are studied. Chapter Five identifies the 
tools that will be implemented in order to achieve the objective of this work, either 
these refer to the building modelling, seismic modelling as well as the interaction of 
the above. Chapter Six summarizes all data extracted from the aforementioned 
procedures, outlining the objectives of this work as well as presenting an analysis of 
the end results. Chapter Seven describes the results of this research towards the 
creation of the respective vulnerability curves and makes an analysis of the 
differences between the results of the existing and proposed methodologies by 
implementing the proposed validation procedure. Chapter Eight presents the 
conclusions as well as the application of this research and future work. 
In conclusion of the introduction, it should be stated that uncertainty abounds in 
most engineering and scientific pursuits. Detailed exploration of uncertainty in 
general is, therefore, beyond the scope of this dissertation. Nevertheless, the 
researcher strongly believes that the techniques, tools, and results described here will 
help identify additional research opportunities as well as provide a solid foundation 
for future work in building uncertainty modelling. 
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2. LITERATURE REVIEW 
 
In the context of seismic evaluation of structural damage a lot of effort and 
significant thought has been spent in an attempt to better evaluate post-earthquake 
structural damage. Most of those attempts relied on the a-priori selection of peak 
parameters [Onose, 1984; Carvalo et al., 2002], Spectral ordinances [Shinghal and 
Kiremidjian, 1996b; Rossetto and Elnashai, 2005; Calvi et al., 2006; Ordaz, 2000; 
Wen and Huzian, 2000; Cornell et al., 2002] or both of the above [Ellingwood and 
Wen, 2005; Kwon and Elnashai, 2005; Rossetto and Elnashai, 2003; Yamaguchi and 
Yamazaki, 2000; Mosalam et al., 1997]. Furthermore the role of seismic descriptor 
has been granted on a variety of macroseismic parameters [Shinghal and Kiremidjian, 
1996a; Masi, 2003; Dumova, 2004; Kappos et al., 1995; Kappos et al., 1998; Barbat 
et al., 1996; Okada and Takai, 2000; ATC-13, 1985; Braga, 1982; Di Pasquale et al., 
2005] that were utilized to act as measures of seismic damage potential. On the other 
hand, several researchers investigated the interrelationship between a variety of 
seismic parameters and the recorded seismic structural damage [Elenas, 2000; Elenas 
and Meskouris, 2001; Nanos and Elenas, 2006; Arvanitopoulos et al., 2010] 
concluding in the existence of the distinct difference between each seismic 
parameter‟s capability to be utilized as a potential damage descriptor and accurate 
conveyor of a seismic event‟s damage potential. From the above, the need for a 
critical review of the usual practice of the a-priori selection of certain parameters 
becomes evident as the differences between seismic parameters as structural damage 
information conveyors become apparent. 
In this chapter a literature review of the most important elements relevant to this 
research project will be presented. With the aforementioned review, the necessary 
tools will be provided and an outline of the current state of art regarding the 
earthquake parameter definitions will be given. Furthermore, any necessary 
clarifications regarding aspects of seismic risk and hazard as well as types of analysis 
and earthquake – structure interaction will also be presented. Most units covered in 
this chapter will either be in the form of introductory overviews, where detailed 
definitions will follow in later parts of the thesis, or will comprise of short 
autonomous descriptions of the covered subjects. This will not only allow the gain of 
a comprehensive insight of all necessary elements utilized throughout the project but 
also enable the better appreciation, from the researcher, of the limitations that govern 
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the existing scientific status quo in each of the aforementioned scientific areas 
respectively. 
 
2.1 Earthquake parameters used in seismic intensity characterization 
During the years researchers have strived to provide the best descriptive 
parameters for the classification of strong motion excitations and their damaging 
potential based on their characteristics. The most important of those parameters are 
given in the following paragraphs. 
 
2.1.1 Peak seismic values 
This group of values, that essentially represents the maximum values of an 
accelerogram, is the one most easily calculated and utilized. For a number of years 
researchers relied on these physical parameters to study the effects of seismic 
excitation due to the simple method and relative accuracy of recording as well as their 
low computational requirements. In turn, these characteristics became the focal point 
of scientific use due to their inherent simplicity and direct relevance to the 
experienced seismic forces. The main parameters included in this group are: 
a) Peak Ground Acceleration (PGA) 
b) Peak Ground Velocity (PGV) 
c) Peak Ground Displacement (PGD) 
This research will focus on the first parameter since this is by far the most 
frequently used and widely accepted as a descriptor of seismic intensity. 
 
Peak Ground Acceleration (PGA) 
The peak ground acceleration (PGA) is the maximum amplitude of the ground 
acceleration time-history. In terms of structural response, it corresponds to the peak 
value of the absolute acceleration of a single degree of freedom (SDOF) system with 
infinite stiffness, that is, with a natural period of vibration equal to zero.  
Peak ground acceleration is one of the most widely used seismic parameter for 
describing the intensity and damage potential of a seismic event at any given area. 
This can be attributed both to its simplicity in terms of recording and realization as 
well as to the fact that inertia forces acting on the building are directly dependent with 
acceleration. In Figure 2.1a a sample ground acceleration time history and its peak 
parameter are given. 
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Figure 2.1a Imperial Valley earthquake, El Centro Acceleration N-S direction. 
 
Peak ground acceleration is under scrutiny regarding its suitability as an accurate 
indicator of seismic damage potential due to the fact that it only represents a peak 
value and hence fails to incorporate other important characteristics of the seismic 
excitation. Furthermore PGA is deemed to be highly susceptible to the effects of 
different soil arrangements that can lead to result inaccuracies. 
 
Peak Ground Velocity (PGV) 
After many years of trying every possible manipulation of accelerometer-time 
histories, it turns out that the extremely simple peak ground velocity (PGV) is deemed 
by some researchers as providing a good correlation with damage [Wu et al., 2004]. 
The simplicity of calculation, PGV merely expresses the peak of the first integration 
of the acceleration record, means that this is yet another swiftly calculated parameter 
that can be used in cases where a quick estimation is required. In Figure 2.1b a sample 
ground velocity time history and its peak parameter are given. 
 
Figure 2.1b Imperial Valley earthquake, El Centro Velocity N-S direction. 
 
It is important to note that in this parameter as well the effect of soil can disturb 
readings and provide false indications (i.e. soft soils will amplify PGV significantly). 
Thus, care should be taken when using this parameter in order to avoid result 
“contamination” 
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Peak Ground Displacement (PGD) 
Peak Ground Displacement is the natural evolution of the two previous parameters 
and represents the maximum recorded displacement by second order integration of the 
acceleration time history. In Figure 2.1b a sample ground velocity time history and its 
peak parameter are given. 
 
 
Figure 2.1c Imperial Valley earthquake, El Centro Displacement N-S direction. 
 
2.1.2 Seismic duration parameters 
Seismic duration is important because the amount of cumulative damage incurred 
by structures increases with number of cycles of loading. Nevertheless, many attempts 
for a definition that accurately represents a seismic event based on the usual definition 
of strong motion duration in relation to ground accelerations has been made and an 
equal number of proposed definitions have been published up to today. 
In a review of 30 different definitions of duration [Bommer & Martinez-Pereira, 
1999] it has been found that the differences between them where far too great to give 
confidence for use in seismic intensity characterization. In the next paragraphs some 
of the most descriptive and widely used duration parameters will be presented: 
a) Strong Motion Duration after Trifunac Brady (SMDTB) 
b) Bracketed Duration (T) 
Since this group contains several different parameter definitions that would be not 
practical to be considered in full. In the next few paragraphs two of the most widely 
known parameters will be presented, while this study will only put the first of those 
under scrutiny. 
 
Strong Motion Duration after Trifunac Brady (SMDTB) 
The strong motion duration after Trifunac/Brady is defined as time elapsed 
between 5% and 95% of the HUSID diagram [Husid, 1969; Trifunac & Brady, 1975]. 
Trifunac and Brady‟s strong motion duration, although considered to be one of the 
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most well-known and widely used duration parameter, has been criticized many times 
in the past for the discrepancy in the results it presents and its general inability to 
accurately represent a seismic event‟s damaging potential. Nevertheless, since this is 
admittedly one of the most frequently used and referred at, parameter of the seismic 
duration family and by definition conveys energy characteristics; it can, and will be 
used in the process of this research as a control parameter. 
 
Bracketed Duration (T) 
The “bracketed duration” is the total time elapsed between the first and last 
excursions of a given level of seismic acceleration. For example the 0.05g threshold 
that was suggested by Page et al. [1972] is widely used due to its simplicity of 
calculation. Since the bracketed duration is an intensity-dependent measure of energy 
the researcher must be very wary with its use taking this characteristic in account.  
  
2.1.3 Seismic energy parameters 
Energy parameters are parameters that are based on the calculation of some kind of 
input energy as this can be evaluated from a given excitation. Thus, those parameters 
inherently take into account not only a seismic motion‟s amplitude characteristics but 
duration as well. Due the above they can be deemed as a rather important family of 
parameters that can provide an insight to the overall seismic phenomenon. This rather 
extensive family of parameters will be represented in this particular study by: 
a) Arias intensity (IA) 
b) Root mean square of accelerations (RMSa) 
c) Energy input (Einp) 
Since a recent study from the researcher [Nanos et al., 2008] showed that a good 
correlation between energy parameters and seismic damage exists it has been decided 
to focus in all three of the aforementioned parameters to ascertain whether energy 
parameters as a whole or particular members exhibit such behaviour.  
 
Arias Intensity (IA) 
Arias Intensity (IA) is a measure of the strength of a ground motion which 
determines the seismic intensity of shaking by measuring the acceleration of transient 
seismic waves [Arias, 1970]. Arias intensity (IA) essentially represents the sum of 
total energies per unit mass stored in a population of undamped oscillators distributed 
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as to their frequencies at the end of the ground motion. It is one widely accepted 
parameter for the evaluation of the destructive potential of a seismic event through the 
energy representation that can yield 
 
Root Mean Square of Accelerations (RMSa) 
RMS is as expected nothing more the root mean square of accelerations in a 
specific strong motion duration (usually between 5 and 95%). Being the integral of 
the square of acceleration it essentially represent power, which divided by the period, 
gives the average power. Further details regarding this parameter will be given in 
chapter 5 where the research methodology followed will be analysed. 
 
Energy Input (Einp) 
The input seismic energy, as calculated for a SDOF system and presented in 
previous work [Bertero & Uang, 1990] 
 
2.1.4 Spectral parameters 
Based on the manipulation of the spectral characteristics of a seismic recording 
spectral parameters convey a variety of information that is not limited only to peak 
parameters but incorporates frequency information as well. 
a) Spectral acceleration (Sa) 
b) Spectral intensity after Housner (SIHousner) 
c) Spectral intensity after Kappos (SIKappos) 
Although spectral parameters have been widely utilised as seismic intensity 
indicators in the past it has been decided not to be included in this study but are not 
inherently excluded from being utilized in future work based on the proposed 
methodology. 
 
Spectral Acceleration (Sa) 
Spectral acceleration (Sa) essentially describes the way a structure experiences a 
specific strong motion event in terms of maximum acceleration attained. This is the 
maximum acceleration value that is recorded from a given excitation applied on a 
SDOF model that shares the same natural period and damping coefficient 
characteristics with the structure in question. 
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Spectral Intensity after Housner (SIHousner) 
Spectral intensity after Housner [1952] is a special subcategory of spectral 
intensity calculation that takes into account the Pseudo-velocity curve (PSV) for a 
given damping coefficient and natural period. It essentially is the integral of the 
aforementioned PSV from 0.1s to 2.5s and was initially calculated with a damping 
coefficient of 20% since at that time was deemed as the best describing parameters for 
building behaviour. Finally it is interesting to note that SI after Housner was intended 
to be a measure of damageability. 
 
Spectral Intensity after Kappos (SIKappos) 
The Spectral intensity after Kappos [1991] is in its turn a modified version of 
SIHousner with condensed limits of integration equal to 0.8T and 1.2T were T is the 
building‟s fundamental period calculated using the average of the SI values from the 5 
and 10% velocity spectra. Sharing the same principles of calculation as those of its 
originator, SIKappos can be practically utilized in the same way as the aforementioned 
SI after Housner  and can therefore act as a measure of damageability as well. 
 
2.2 Risk and hazard in seismic engineering 
The differences between seismic risk and hazard are well known and established in 
the engineering sector. But although both terms originated from two fundamentally 
different concepts their definition still creates some confusion among some engineers. 
To better clarify what is usually deemed as the blurred region that separates “Risk” 
and “Hazard”, their respective definitions shall be given. Therefore, while seismic 
hazard refers to the expectation of a natural occurring seismic phenomenon, seismic 
risk defines the chances (or likelihood) of occurrence of a specific level of seismic 
hazard within a defined time. 
 
2.2.1 Important aspects of Risk and Hazard 
Before moving forward some further explanation might cast some more light in the 
use of risk and hazard in structural mechanics and more importantly earthquake 
engineering. Seismic hazard, as described above, could be defined as the probability a 
certain strong motion event will occur at some place within a set time interval. 
Seismic risk is the probability that a certain damage level will be reached due to a 
strong motion event and can be written in the form of: 
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                        (2.1) 
 
Where, vulnerability is the probability that during a certain ground motion, 
structural damage will exceed a given level to the building under consideration. 
Therefore, for the construction of a seismic risk map not only geophysics and geology 
knowledge is required, as it would if we constructed a seismic hazard map, but an 
essential knowledge of the building stock distribution and the monetary value of each 
building type as well. 
To summarise all of the above we can say that due to the uncertain nature of strong 
motion phenomena we are led towards the development of probabilistic damage 
estimation procedures. This makes vulnerability curves an attractive method for the 
estimation of earthquake induced structural damage of potential seismic events. 
 
2.2.2 Use of earthquake intensity as a seismic risk assessment tool 
Someone could argue that there is no need to research into new approaches to 
seismic risk assessment since the tool for the solution of the problem is here and it has 
been around for many years now. This is no other than the intensity scales that has 
been used for the classification of earthquakes. Use of intensity scales would be 
preferable than that of physical earthquake parameters such as the Peak Ground 
Acceleration (PGA), velocity (PGV), displacement (PGD) or the Strong Motion 
Duration (SMD). This is because by using them it would not require the construction 
of elaborate vulnerability functions in order to correlate the seismic excitation with 
structural damage. 
The reason this is not common practice lies in the fact that there is a general 
distrust of the scientific community towards intensity since it is lacking in precision 
and being subjective since it relies on post-earthquake observations, which can be a 
real trouble since there are several cases where it cannot be deemed sufficient. 
There are cases for example where similar buildings have shown a massively 
different degree of damage after a seismic event (Photo 2.2) rendering the 
conventional seismic intensity parameter used, namely the Modified Mercalli Scale 
(MMI), unable to accurately convey information of the earthquake‟s damaging 
potential by disregarding important parameters such as material and workmanship 
uncertainties that can play an important role in structures‟ seismic response. 
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Figure 2.2: Two similar buildings representing a vastly different MMI category 
(Kalamata Earthquake, 1986) Source: [ITSAK, 1986]. 
 
The aforementioned unreliability of seismic intensity as a meaningful parameter is 
further aggravated by the fact that in most parts of the world seismic intensity 
mapping is still carried out with the use of one of the Modified Mercalli (MM) 
versions, either the one proposed by Wood & Neuman in 1931 or the one presented 
by Richter in 1951. Both definitions come with some inherent drawbacks in terms of 
accuracy in the context of seismic damage potential estimation. The key objections of 
working with either of the aforementioned definitions, as described in the work of 
past researchers [Musson, 2000], are: 
a) They make no allowance for the probabilistic nature of intensity, where 
damage is represented as a set of distributions 
b) They cannot deal with modern engineered structures due to the antiquated 
methodology they were based upon 
c) They include miscellaneous diagnostics that have repeatedly shown their 
inadequacy to indicate intensity 
Other intensity scales that are presented as being more reliable in their intensity 
assignment such as the European Macroseismic Scale (EMS-98) [Grunthal, 1998] 
could be used towards this goal but their inherent uncertainty will always make 
engineers search for other means and a more “scientific” methodology for defining 
the relationship between the earthquake phenomena and structural damage. 
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2.3 Response spectra 
Response spectra are often used by engineers to quantify the effect of an 
earthquake.   They are used to provide engineers with a means of comparing different 
earthquakes and the effect of various buildings‟ natural periods of vibration for those 
earthquakes. Structures in earthquakes tend to behave as simple oscillators (also 
known as “single degree of freedom systems” SDOF). Therefore, the peak response of 
a structure can be extracted by a building‟s response spectrum for its individual 
natural frequency. Most building codes that target seismic regions utilize the above as 
a basis for the subsequent structural forces a structure is designed to resist. It is 
therefore evident that the response spectra are an integral part of any work involving 
the study of earthquake building interaction. A brief description will be given below 
as to how response spectra are calculated, their characteristics and what they 
represent. 
A design earthquake is often defined by a set of response spectra for various 
damping ratios. The response spectra produced by recorded earthquake events are 
characterized by a jagged shape made up of peaks and valleys of varying magnitude; 
however, design response spectra are smoothed so that they are not frequency 
sensitive. 
The linear elastic response spectrum represents the maximum acceleration, velocity 
or relative displacement of a single degree of freedom (SDOF) system subjected to a 
particular ground motion. The maximum energy transmitted during such an event to a 
linear elastic SDOF system is calculated as: 
 
2 21 1( , )
2 2
d pvE k T mS S  
 (2.2)
 
Where:  E = maximum input energy 
  m = mass of SDOF system 
  k = stiffness of SDOF system 
  ξ = damping of SDOF system 
  Sd = spectral displacement at SDOF natural period 
  Spv = pseudo-spectral velocity of SDOF system at its natural period 
 0t t sm c fx x    (2.3) 
Where:  m = mass of SDOF system 
  c = viscous damping coefficient of SDOF system 
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  fs = restoring force of SDOF system 
  xt= x + xg = absolute mass displacement 
  x = relative displacement of mass 
  xg = earthquake ground displacement 
 
The restoring force fs can, in the case of an elastic building, be substituted with kx, 
where k is the SDOF‟s system stiffness. By substituting 
t gx x x   in the original 
equation we get 
s gmx cx f mx     which, if integrated with respect of the relative 
displacement x, gives: 
 
2
2
t
s t g
mx
cxdx f dx mx dx    
 (2.4) 
Where:  1
st
 term  = absolute kinetic energy 
  2
nd
 term = damping energy 
  3
rd
 term  = recoverable strain and irrecoverable hysteretic energy 
  right hand side = absolute input energy 
 
 
 
2.4 Seismic analyses 
There are several different types of seismic analysis tools available to engineers 
each one with its respective pros and cons. In the following paragraphs a small 
introduction to those different systems will be performed. 
 
2.4.1 Equivalent static analysis 
The equivalent static analysis is being defined as the analysis that is being carried 
out with the use of a series of forces that act on a structure in order to represent the 
actual ground motion. In order for the above to be deemed as an acceptable 
simplification two important factors must be observed. Those are, for the building to 
respond only in its fundamental mode and in pure axial displacement way, thus have 
no significant torsional effect. In such case, the seismic equivalent forces are applied 
in two perpendicular axis and for both directions and a design response spectrum in 
being utilized based on a structure‟s calculated or building code attributed natural 
frequency. 
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Despite the fact that the equivalent static analysis is a simplistic yet widely 
accepted methodology used in structural design it cannot be extensively utilized due 
to its inherent restrictions originating from definition. Therefore, it can only be 
utilized for the calculation of a structure‟s seismic response under certain conditions. 
Namely, for low to mid height, regular structures, with ensured diaphragmatic slab 
action that present relatively small inter storey mass and stiffness change of maximum 
+50% and -35%. Since this method of structural response assessment takes no 
account, amongst others, towards energy dissipation due to yielding in most cases 
appropriate force reduction factors are implemented. 
All the above render this methodology not suitable for detailed engineering and for 
the specific needs of this project. Since, despite its widely accepted nature and 
implementation for seismic response evaluation of simple structures, it cannot be 
deemed an accurate structural response estimator, albeit a useful tool in certain cases 
where the necessary criteria are fulfilled and a high precision of results is not required 
nor expected. 
 
2.4.2 Response spectrum analysis 
Usually, when structural design is required, engineers are mainly interested 
towards the calculation of the maximum values of forces and displacements. For this 
reason a combination of modal analysis with response spectra used as seismic input 
has been developed. The response spectrum analysis is divided into separate modal 
analyses for each of the important response modes where the maximum structural 
response characteristics are being calculated and those analyses are then combined in 
order to produce the maximum structural response. 
Due to the fact that not all those maximum modal responses take place 
simultaneously, but also because response spectra analysis precludes by its very 
nature the extraction of the time when each mode maximum takes place, the 
combination of those structural responses is carried out using appropriate statistic 
formulae. This, added with the elastic nature of this type of analysis cannot accurately 
calculate the structural response of building in the inelastic region. At least not 
without the use of inelastic response spectra, that by their very nature, have a 
detrimental effect on result accuracy over their original counterparts. 
Based on the above and due to the loss of phase information from the conversion 
of ground motion to a response spectrum, it is self-evident that differences in result 
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are expected between a response spectrum analysis and a linear dynamic analysis 
utilizing the same ground motion. Therefore, in cases where tall or irregular structures 
need to be analysed the response spectrum approach can no longer be deemed 
acceptable as a means of analysis. In those cases other types of analysis such as non-
linear static or dynamic analysis must be implemented. 
 
2.4.3 Linear dynamic analysis 
Static analysis procedures can usually be deemed acceptable for short, regular 
buildings where higher mode effects do not play a very significant role. On the other 
hand, tall or torsion irregular buildings require a dynamic procedure implementation 
in order to provide accurate results. 
Linear dynamic analysis utilizes a multi-degree-of-freedom (MDOF) model of the 
building under consideration including linear elastic stiffness and equivalent viscous 
damping matrices. Only linear material properties are being considered and modal 
decomposition can be used by this analytical method for the reduction of the model‟s 
degrees of freedom to be achieved. Seismic input is given in the form of either modal, 
spectral or time history analysis and linear elastic analysis is utilized for the structural 
element‟s internal forces and displacements determination. Finally, since the 
structural response to the actual ground motion is calculated in the time domain, all 
phase information is retained. 
The main advantage of the aforementioned technique over other linear static 
procedures is the ability to implement higher modes in the analysis and therefore 
better approximate reality. Nevertheless, as stated before, all analysis is based on a 
linear elastic structural response, something that significantly decreases this method‟s 
applicability on more complex nonlinear behaving structures. To offset the above 
overall force reduction factors are implemented. 
 
2.4.4 Non-linear static analysis 
While it is not uncommon for linear procedures to be utilized in cases where a 
structure is expected to remain mostly in the elastic region there are cases where 
deviation from the above rule call for the implementation of highly conservative 
approximations. These approximations, as deviations from the elastic region grows 
larger, can render a structural response analysis of this type unfit for scientific or even 
commercial utilization and therefore unsuitable 
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 In such cases nonlinear static analysis, also referred to as “pushover analysis” can 
be utilized. It, essentially, is the method of assessing structural response by utilizing 
the structure‟s non-linear properties to determine a specific force pattern application 
effect. The end result of the analysis is effectively a tool that yields the ultimate load 
and deflection capability of a given structure divulging its capacity curve by plotting 
the inducing seismic force versus structural displacement. The above, combined with 
a demand curve can effectively “reduce” the problem at hand to a SDOF equivalent 
with all simplification benefits and caveats that this entails. 
In general, non-linear static procedures make use of the single degree of freedom 
structural models and response spectra as ground motion parameter input. This allows 
researchers to easily relate global demand parameters to individual structural 
component responses and therefore provides a very useful tool for seismic response 
assessment of a structure with relatively low complexity and resource requirements. 
 
2.4.5 Non-linear dynamic analysis 
Nonlinear dynamic analysis is the most complex and resource intensive method of 
structural response utilizing a combination of ground motion records along with the 
specific structural characteristics and details. Due to the very nature of this analysis 
type and its close approximation of reality presents little if any uncertainty 
obfuscation. During the execution of a non-linear dynamic analysis a calculation of 
each single structural component‟s deformation for each degree of freedom is being 
carried out and the summation of all those is performed by utilizing various 
techniques. The above is executed while non-linear structural properties are treated as 
part of a time domain analysis. 
Due to the apparent complexity of such an analysis it is rarely used for anything 
other than highly irregular or important structures and building codes only seldom 
require its implementation. Nevertheless, in order to better approximate reality and 
due to the close relationship between the seismic input and the final structural result 
the selection of seismic input characteristics must be realized only after all necessary 
parameters are considered. Such consideration must ensure the proximity of seismic 
input with reality and in order to achieve the above researchers usually end up 
utilizing several different ground motion records in order to obtain a representative 
result. 
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2.5 Earthquake – Structure interaction 
The identification of the earthquake – structure interaction is of paramount 
importance for any investigation carried out in this line of research. The researcher 
must be confident that all uncertainties and simplifications have been taken under 
consideration for the formulation of the hypothesis and the result presentation. In the 
next chapters a brief description regarding the most important structural response 
methods are presented. 
Dynamic loading can be considered as any loading type that varies with time. 
Therefore seismic loading is a rather complex, in terms of constituents, variant of this. 
The different ways a structure responds to a given dynamic excitation depends on the 
actual nature of the excitation and the dynamic characteristics of the structure. This, is 
in effect translated in the way which a structure stores and dissipates all of the seismic 
induced energy. This seismic excitation can get described in terms of displacement, 
velocity or acceleration varying with time. With the application of such type of 
excitation to the base of the structure the product is a time-dependent response of each 
structural element. Those responses can be described in terms of motions or forces 
according to the calculations fitting each of the aforementioned methodologies of 
structural analysis. 
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3. SCOPE OF STUDY 
The scope of this study is to investigate the interrelationship of different seismic 
parameters and the overall damaging potential of a strong motion event steering away 
from the generally accepted and widely adopted notions of past works. 
 
3.1 Aims and objectives 
The main aim of this research project is as stated earlier the identification of 
interrelationship between the different seismic parameters and the overall damaging 
potential of a strong motion event. In particular, the main objective of this thesis is to 
critically investigate the widely implemented use of the Peak Ground Acceleration 
(PGA) as a measurement of seismic damaging potential. 
As demonstrated by Luco and Cornell [2007] the ground motion intensity measure 
(IM) serves as a link between seismic hazard curves provided by seismologists and 
structural analysis conducted by engineers. Therefore the selection of an appropriate 
intensity measure parameter must extend beyond convention or convenience, in the 
sense that it must provide the most accurate possible seismic information to be used 
for damage assessment in terms of damage measure (DM) identification. It has 
therefore been argued in the past that selection of an appropriate intensity measure 
must fulfil some all important criteria [Fragiadakis and Vamvatsikos, 2010; 
Vamvatsikos and Fragiadakis, 2009; Vamvatsikos and Cornell, 2004]. These are to be 
able to act as a descriptor of structural demand small variability and be able to provide 
the demand measure agnostically of earthquake magnitude and source to site distance. 
Hence enable the use of such a parameter, in a wide array of engineering 
investigations by providing accurate seismic damage information to researchers. 
This parameter investigation will be achieved by conducting a parametric study 
between a series of different yet comparable seismic excitations subjected on a 
particular building model and recording their effect as to the severity of the recorded 
damages. The strong motion events will then be analysed and different important 
characteristics will be calculated. Finally an attempt towards identifying the 
interrelationship between one or more of those characteristics and the overall 
damaging potential of the seismic excitation will be studied. 
At the end of this project it is the belief of the researcher that a clear 
interrelationship between various important seismic parameters and the overall 
damaging potential of a strong motion‟s event will emerge. Thus proving that the use 
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of a particular peak seismic characteristic as an “a-priori” selected measurement 
parameter for seismic strength is not always the best course of action. 
 
3.2 Methodology selection 
Before any further step is taken towards the selection of a methodology that will be 
followed it is of crucial importance to clarify some important aspects that govern all 
analytical experiments [Chung, 2003]. It has to be clear that in most cases analytical 
models are mainly considered for the purposes [Pedgen et al., 1995] of: 
a) Gaining a true insight to a systems operation 
b) Developing operating or resource policies to improve system performance 
c) Enable the extensive testing of new concepts before actual implementation  
d) Acquiring information without causing a disturbance to the actual system 
From the above, the most important for this particular research area are the gaining 
of insight in a system as well as the ability to gain necessary information without 
disturbing the actual system. In order to analyse the above the researcher must 
understand the actual needs that drive the necessity for the use of simulation 
techniques as described earlier.  
Namely, systems that, due to their great complexity, cannot be properly defined 
without the use of a dynamic model to convey all the necessary information and 
interdependencies between its constituents. Such systems are those that for a variety 
of reasons cannot be stopped to allow information and result extraction without 
disturbing the systems “natural” progress or systems that is very difficult for their 
constituents to be separately studied. An appropriate example can be a structure‟s 
seismic response  
Furthermore, simulation models are possibly the only method available for 
experimentation with systems that cannot be disturbed. Some systems such as 
buildings, present great difficulties in experimental analysis due to both the required 
complexity of the experiment infrastructure, as well as the considerable costs involved 
when large scale experiments must be carried out. 
 
3.2.1 Advantages 
There are significant advantages to the incorporation of simulation techniques in 
several types of projects that the aforementioned needs have to be met because of the 
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specific benefits that analytical simulation presents. In addition to the capabilities 
previously described, simulation also allows: 
a) Experimentation can be carried out within a fraction of the actual system‟s 
evolution timeframe 
b) The analytic requirements can be a fraction of their analogue counterparts 
c) Each step of the analytical model and its procedure can be accessed 
Due to the incorporation of the analytical model to an analytical procedure, 
simulations yielding the necessary results can be performed in a fraction of the 
necessary time needed in real life conditions, always in respect to the model‟s type 
and complexity. This is a rather important characteristic advantage of the analytic 
simulation over its non-analytic counterpart, especially in experimental cases 
dependent on slows evolving or of random nature. Such systems that could initially be 
deemed as unfit for robust statistical analysis can now, due to the inherent ability of 
an analytical model to provide the researcher with ample results, increase their 
robustness and investigated. Such case can well be the study of structural response to 
seismic excitation, where several different seismic signals need to be applied into the 
same structure. This would not be possible without the use of such analytical methods 
at least not while avoiding result bias due to experts‟ opinion. 
Furthermore, due to the advent of computer simulation and modelling tools it is 
now possible for a great variety of researchers to study effects that would otherwise 
require great system complexity in order to be simulated. More people have access to 
the necessary tools and great progress can be achieved in short time by enabling the 
dynamic observation of all the necessary analytical model evolution stages. 
Finally, since nowadays most analytical packages provide some form of procedure 
visualization it is even easier for the researcher to make observations, check for 
logical mistakes and intuitively evaluate the results. This ability of analytical 
simulation, to provide full access to every aspect of model evolution, if utilized 
properly can be a rather useful tool that allows the debugging of both the model and 
analytical procedure, realized by enabling the identification of possible analytical or 
logical mistakes by the researcher. 
 
3.2.2 Disadvantages 
Despite the advantageous nature of simulation utilization for the aforementioned 
reasons it is important for those involved with it to fully understand the disadvantages 
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this implementation entails as well. Those disadvantages are not only directly 
involved with the modelling and the implemented analysis but also with the actual 
results expected by it. Some of these disadvantages are highlighted below as a word of 
cautiousness [Chung, 2003]: 
a) Simulation can be as accurate as its data input. 
b) A simulation‟s result complexity is directly relevant with the complexity of the 
simulation itself. 
c) Simulation cannot solve problems by itself. 
It is very often that a novice or even experienced researcher involved in an 
analytical model or simulation creation actually forgets the first rule of simulation, the 
“garbage in, garbage out” philosophy that runs through every aspect of simulation 
analysis. It is therefore important to realize that no matter how good a model can be, a 
poorly constructed methodology can yield bad results and vice versa. 
Since individuals tend to easily rely on complicated mathematic formulae and 
complex algorithms that bring along copious amounts of academic prestige it is very 
important for researchers not to feel overconfident with results solely on the basis of 
the analytical model. The methodology used is of equal importance with correct data 
input and collection along with a robust reasoning behind each input/output data 
point. It is therefore important for the researcher to utilize this robust reasoning for the 
selection of each different data input point taking care to exclude any bias incursion to 
the actual analytical system due to them. 
On the other hand it is equally important for the researcher to formulate the system 
in such a way as to have a clear sight of the objectives without trying to oversimplify 
the output results of complex problems. It is only logical for the researcher to strive 
towards striping a model‟s unnecessary complexities in order to be able to focus on 
the problem under consideration. Therefore, although overtly complex models can 
pose a threat towards result accuracy, oversimplifying a model and missing important 
elements of the analysis can have a similarly detrimental effect on result accuracy as 
well. Thus necessary for anyone utilizing analytical simulation, as research weapon of 
choice, to be completely aware regarding the analytical model‟s capabilities and 
limitations. Once more, one cannot overemphasize on the importance of the results‟ 
critical post processing and rationalization to avoid misinterpretation and / or utilize 
this procedure to crosscheck the whole analytical simulation process. 
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3.2.3 Considerations 
In addition to the advantages and disadvantages to simulation modelling and 
analysis previously discussed, the involved parties should be aware of some other 
serious considerations when involved in a modelling project. These considerations 
may influence the decision of not only the complexity of the scientific team required 
but even question its actual feasibility within a given time or resource frame. These 
include the following [Chung, 2003]: 
a) Simulation model building might require specialized training. 
b) Simulation modelling and analysis can be costly. 
c) Simulation results involve many statistics. 
Simulation modelling is not something that can usually be tackled without proper 
training. Serious mistakes in the analytical simulation can be induced by not having a 
complete understanding of the model at hand during the simulation creation. The 
same is true for the ability of using the specific simulation program required. It is 
therefore of paramount importance for the researcher to be comprehensively informed 
of the program‟s capabilities and limitations to avoid discrepancies in results. 
Complex simulation models can be very time consuming and / or require a variety 
of specialists for their construction. Simulation modelling can be a rather costly 
endeavour that can greatly benefit from some solid preparation. Nevertheless, even for 
seasoned researchers a complex model can require a great deal of work for its 
construction and although simplifications can and must be made in order to make it 
more manageable is necessary to realize that the important elements that can lead to 
inaccuracies of the end results cannot be avoided. 
Finally due to the inherent ability of the analytical simulation to be “run” in 
compressed time and with a great ease of repetition its results usually require some 
form of statistic interpretation and post processing. It is therefore important for the 
researcher to have a good grasp of statistic knowledge to avoid getting lost in the 
details of each individual result. 
 
3.3 Limitations and uncertainties 
In order to proceed we have to take a closer look to the most important limitations 
that present themselves in the use of analytical methodologies for this particular type 
of research. It is important to keep in mind that since this research deals with 
reinforced concrete constructions several parameters cannot be conclusively defined. 
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 Sufficient care shall be taken in order for all sources of uncertainty known to 
impact structural performance to be included in the model. These are, as stated before, 
both uncertainties of aleatory nature (such as the concrete and reinforcing steel 
strength variability, structural element dimensions, etc.) as well as of epistemic nature 
(structural mechanics simplifying assumptions, approximations implemented in 
analysis methods as well as data limitations). In the course of time several methods 
for those uncertainties to be classified and taken under consideration has been 
developed for use in the vulnerability assessment. 
The first step is the classification of randomness in the context of this research. 
Therefore, since randomness essentially is used to describe the inherent variability in 
the characteristics of a structure as well as the seismic demands that this structure is 
imposed on a more detailed analysis between them must be carried out. Structural 
characteristics randomness has to do with the variability of the material properties and 
geometrical properties of a structure. On the other hand, randomness in seismic 
demand has to do with the uncertain nature of the phenomenon under investigation. 
Therefore, while randomness is intrinsic in nature and as such beyond the researchers 
control, uncertainty, due to its extrinsic nature, can be reduced with the use of proper 
tools and approximations.  
Therefore is of paramount importance to allow for some relaxations in the 
evaluation of those uncertain parameters. These are, predominantly,  
1) Material uncertainties  
2) Strong motion uncertainties 
3) Structural model uncertainties 
4) Damage indices uncertainties 
5) Analytical methodology uncertainties.  
By definition vulnerability analysis is probabilistic since all components of the 
analytical procedure have an inherent uncertainty either from lack of knowledge or by 
their random nature. 
 
3.3.1 Material uncertainties 
For RC structures the basic variables that are most influential in the resistance of 
the concrete elements and hence the whole structure are:  
a) Concrete strength in tension and compression  
b) The yield strength of reinforcement  
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c) The dimensions of an element‟s cross-section.  
Therefore the need for the definition of these uncertainties is of paramount 
importance in order to create the most accurate structural model that will better 
approximate reality. This type of uncertainty is relatively well documented, 
sufficiently explored and enumerated [Ellingwood et al., 1980] as it can be seen in the 
following Table 3.1 bearing in mind that: 
 The variability of material properties and dimensions corresponds to the 
“average” quality of construction expected in practice 
 Material strengths are assumed to be representative of relatively slow loading 
rates for dead, live and snow loads 
 Long term strength changes of the concrete and steel due to the constant 
maturing of concrete, the reduction of strength through fatigue and the 
possible corrosion of reinforcement are not taken into consideration  
 
Statistical Parameters of material properties and dimensions 
 Property 
Mean Value 
    
Coefficient of 
Variation 
(COV) 
Standard 
Deviation 
Concrete 
compressive 
strength 
fc = 3000psi (21N/mm
2
) 2760 psi 0.18 --- 
fc = 4000psi (28N/mm
2
) 3390 psi 0.18 --- 
fc = 5000psi (35N/mm
2
) 4028 psi 0.15 --- 
Concrete 
tensile 
strength 
ft = 3000psi (21N/mm
2
) 306 psi 0.18 --- 
ft = 4000psi (28N/mm
2
) 339 psi 0.18 --- 
ft = 5000psi (35N/mm
2
) 366 psi 0.18 --- 
Reinforcement 
Grade 40 yield (ksi) 
(S270) 
45.3 ksi 0.116 5.5 ksi 
Grade 60 yield (ksi) 
(S400) 
67.5 ksi 0.098 6.6 ksi 
Grade 270 yield 
Pre-stressing strand 
281 ksi 0.025 7.0 ksi 
Errors in 
Dimensions 
Overall nominal depth of 
Slab 
+0.03 to +0.21 in --- 
0.26 to 0.47 
in 
Overall nominal depth of 
Beam 
-0.12 to +0.81 in --- 
0.25 to 0.55 
in 
Effective depth one-way 
slab, top bars 
-0.40 in --- 0.50 in 
Effective depth one-way 
slab, bottom bars 
-0.13 in --- 0.35 in 
Effective depth of Beam top 
bars 
-0.22 in --- 0.53 in 
Nominal width of beam 
stem 
+0.10 in --- 0.15 in 
Nominal column 
dimensions 
+0.06 in --- 0.25 in 
Cover, bottom steel in 
beams 
-0.35 to +0.06 --- 
0.28 to 0.45 
in 
Table 3.1: Material uncertainties [source: Ellingwood et al. 1980]. 
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As described in previous researches carried out [Park, 1984], based on test data 
taken from 260 reinforced concrete components the modelling error can be adequately 
described as having a coefficient of variation of 0.29 for the stiffness and 0.12 for the 
yield strength. Similarly for damping, a value for the coefficient of variation of 0.52 is 
deemed adequate while for the mass this value has been calculated as 0.12. 
Galambos et al. [Galambos et al., 1982] showed that a normal probability 
distribution accurately depicts the uncertainty in terms of concrete strength while a 
lognormal distribution better-fit steel strength variation. Concrete mean strength value 
has 1.14 times the nominal value with a 0.14 variation while steel mean strength is 
1.05 of nominal with a 0.11 variation. 
 
3.3.2 Strong motion uncertainties 
One of the most difficult problems an engineer is called upon answering in 
analytical models is the selection of the critical earthquake. The random nature of 
earthquakes makes the damage estimation problem probabilistic. Usually a set of 10 
to 20 ground motion records are needed in order to have sufficient accuracy in the 
seismic demand estimation of a medium-rise building [Shome & Cornell, 1999]. 
Due to the great uncertainty usually associated with the strong motion itself by its 
naturally random nature and the actual need for this inherent randomness to be 
somehow tackled not by predicting its characteristics, a vain endeavour nonetheless, 
leads to the creation of a general framework where those differences will be 
incorporated. In other words, if a large enough sample of strong motion time histories 
that cover all different parameter ranges is available then the research can move 
towards the true comparison between the differences those time histories present in 
terms of damaging potential. 
Since this kind of extensive database is not currently available, despite the 
existence of a large number of recent earthquakes recordings, an alternative 
methodology for obtaining the required quantity of “events” with a predefined set of 
quality characteristics can be the use of synthetic accelerograms. Artificial ground 
motion simulation is therefore the weapon of choice in order to incorporate this 
uncertainty by creating a spread of time-history recordings that share similar 
characteristics. In this project the time-histories were created in such a way as to 
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present both variation but always being in compliance with selected response spectra 
in accordance with the Greek national antiseismic code and each other.  
The creation and use of several compatible artificial accelerograms is deemed as 
the best option in such a case since it can cover a wider range of seismic excitation 
types, while recorded strong motion events cannot possibly provide us with such a 
plethora of options to choose from since they are limited both in number as well as 
spectrum “spread”. In effect we are compensating in some way for the inherent 
uncertainty of such a natural phenomenon bearing in mind that the strong motion 
event is constituted by several parameters. This can be proven by the use of the 
“central limit theorem”, which states that the probability distribution for the sum of a 
large number of random variables approaches the normal distribution, irrespective of 
the individual distribution of the random variables [Freeman, 1963; Benjamin & 
Cornel, 1970]. 
As discussed above the earthquake-like ground motion should always be 
represented by a set of several artificial histories which are compatible with the design 
spectra. However, it is of paramount importance to actually define the number of 
different time- histories required for the non-linear dynamic analysis in order to 
approximate the typical behaviour of such structure during a real seismic event. 
Several studies in the past utilized different number of time-histories in an attempt 
to better approximate a seismic event, indicative of the above are those of Hirao et al. 
[1987] with 12 accelerograms, Booth [1999] utilizing 5 artificially generated 
accelerograms and Naeim et al. [2004] that in turn used 7 different records. It is 
therefore evident that the number of accelerograms used is not a decision based on 
concrete scientific base but rather takes into account the scatter of structural response 
in terms of their selected characteristics. 
Due to the discrepancy between different researchers and codes of standards 
regarding the required number of artificial time histories required to approximate a 
real seismic scenario Bommer and Ruggeri [2002] gathered the different requirements 
and presented them as tabulated below. In the case of Greece and in accordance to 
EC8 there is a 5 minimum number of required time-history for the successful 
approximation of a seismic scenario. The reasons behind the recommendation of 
utilizing 5 time-histories by the aforementioned Eurocode are not given, nevertheless, 
it is only prudent to utilize a number of accelerograms in order to better approximate 
 Chapter 3. Scope of Study 28 
the effects of the inherent randomness a real seismic scenario that would be otherwise 
neglected by the use of only one time-history. 
Since this project utilized the Greek antiseismic code from structural design to the 
imposed seismic demands it would only be evident that 5 artificially generated 
accelerograms for each of the cases examined would suffice. Nevertheless, in order to 
better approximate the structural response‟s inherent randomness as well as to allow 
the free sampling of accelerograms for reasons of result comparison in the latter 
stages of this work the total number of time-histories recordings was elected to be 10. 
This way conformance of the study to the aforementioned Eurocode 8 
recommendations is ensured throughout the process up to the final validation of 
results. 
 
3.3.3 Structural uncertainties 
Structural modelling can be divided into two main sub-categories. First of all those 
uncertainties that refer to the load modelling such as loading history or load path limit 
state dependence and secondly to those that refer to the way the structure is modelled 
such as node and elements representation. 
 
Load modelling 
In an oversimplified example of structural loading, which in return would result in 
the simplest loading parameters, we could confine our search to the extreme value 
loading. This is the case where the uncertain extreme loading would be applied at 
some point during its life. This in effect represents a loading that acts only at one time 
(the structure is loaded once), this is not a real life scenario where the loading is 
present at all time and varies in terms of value and/or orientation slowly over time or 
abruptly, as can be seen in Figure 3.1. 
Now if the entire time-dependent load pattern is considered it comes like a natural 
event that a part of the structure might reach a local limit state before the whole 
structure‟s limit state is reached. Therefore, it is important to clarify the inherently 
random nature not only of the loading itself but of the structural response as well. 
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Figure 3.1: Realistic modelling of structural loading [source: Melchers, 1999]. 
 
It is therefore possible that the mode of failure would depend upon the loading 
sequence rather than the load itself as depicted in Figure 3.2 where a column loaded 
bearing both an axial squatting force (P) as well as a moment loading (M) will neither 
fail at the maximum possible Pd nor Mp. Instead, it will follow the dashed loading 
patterns and fail at lower values at the points of intersection with the failure envelope. 
This of course is an impossible case to study and analyse since the loading pattern has 
an infinite number of ways to be realized. 
 
 
Figure 3.2: Example of load-path dependence of structural failure. 
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This problem is termed “Load path dependence” and indicates that the failure 
probability may depend on the path traced out by the (stochastic) vector of load 
possesses [Ditlevsen & Bjerager, 1986; Wang et al., 1995] 
It is likely that for many practical structures the load path is not as important as it 
seems [Melchers, 1998] partly because of the effect of internal actions and partly due 
to the deliberate design of most real case buildings to fail in a controlled ductile 
failure mode than in brittle one [CEN, 2002; EAK, 2003; EKOS, 2003]. This in effect 
makes most structures to behave in an almost pure plastic mode, which rigid plastic 
theory can closely approximate of the structural system behaviour [Ditlevsen, 1988] 
 
System modelling 
In order for a system not to become impractical for analysis several approximations 
must be made to its modelling. These approximations must be kept at a minimum in 
order not to have a negative effect in the final results. 
Those approximations start from the representation of elements by their centroids 
and the connections between them as points and goes as far as taking a discreet and 
finite number of predefined points in the frame where strength or strain will be 
measured (critical points). Furthermore in most cases loads are represented as point or 
simple distributed loads, if not, then special attention should be paid to ensure that the 
correct critical points are chosen since they will vary according to load combinations. 
System modelling usually includes some aspects of the system failure definition as 
well but this subject will be discussed in detail later. It is though easily understood 
that system modelling incorporates a great amount of subjective opinion in the 
concept of structural analysis. Therefore it might be appropriate to accept an 
idealization of the behaviour of the structure and then use a factor of modelling error 
for the analysis. 
The aforementioned uncertainty due to the representation of the structure as a two 
dimensional set of frames cannot be deemed negligible [Sues et al., 1983] taking into 
account said modelling uncertainties such as stiffness, strength, damping, frequency 
excitation, hysteretic energy dissipation and structural mass for cases where primary 
seismic excitation is different than the structure‟s natural period need to be taken 
under consideration. To ascertain the above, values of the coefficient of variation, 
extracted from previous work of Park [1984] regarding 3 and 5 storey reinforced 
concrete single frame structures have been found to be 0.29 and 0.12 for stiffness and 
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strength respectively. In table 3.2 values for the aforementioned model parameters are 
given after having taken under consideration the effect of material uncertainties for 
strength and stiffness as well. 
 
Model Parameter 
Parameter Uncertainty 
(Coefficient of Variation) 
Stiffness 0.31 
Strength 0.23 
Damping 0.52 
Predominant Frequency 0.44 
Hysteretic Energy per Cycle 0.25 
Mass 0.12 
Overall Model uncertainty 
(for values ≠ eigenperiod) 
0.60 
Table 3.2: Modelling uncertainties, source: [Park, 1984]. 
 
3.3.4 Damage indices uncertainties 
During damage analysis it is of paramount importance to accurately model the 
uncertainties associated with structural capacities and demands. Several parameters 
actually characterize the aforementioned capacities and demands that pay an 
important role on the response statistics and the overall system‟s reliability. In this 
respect one has to define the overall structural capacity in terms of members‟ 
structural capacities as part of a system. This can be achieved with the use of an 
overall damage index as the representation of the overall damage state that indirectly 
reflects on a structure‟s overall capacity and is calculated by taking into account the 
localized damage and hence the individual member capacities. To achieve that, one 
must consider the mechanics of failure for both individual structural elements as well 
as the structure in whole. 
Under seismic loading reinforced concrete elements undergo significant element 
property changes caused by mechanical degradation. These changes are reflected in 
the progress of the structure‟s structural response in terms of softening and damage 
propagation. It is therefore important to recognize the significance of a structure‟s 
vibration analysis as a significant conveyor of information regarding the examined 
model‟s structural integrity. There are three main distinct types of damage indices 
based on different structural characteristics currently widely utilized. These are 
predominantly based on a building‟s vibratory response, its hysteretic response or on a 
mix of ductility and energy dissipation characteristics. 
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Regarding the vibratory response damage index, based on a building‟s response, Di 
Pasquale and Cakmak [1988] proposed a damage index based on the change of the 
fundamental period of the structure as an efficient method of evaluating damage in 
terms of structural integrity based on the starting and finishing structural stiffness as 
this is depicted through change in the fundamental period. 
Energy Dissipation indices are utilizing the dissipated energy which in turn 
indicates the portion of seismic energy that gets dissipated over a various inelastic 
structural mechanisms such as concrete cracking, steel reinforcement yield and plastic 
behaviour. This dissipation can be seen in the force-displacement hysteretic loop 
diagrams that depict the structural degradation in both stiffness and strength domains. 
In the work presented by Gosain et al. [1977] as well as Banon et al. [1981] the first 
proposal for the use such a characteristic as a measure of damage has been made. 
Since then, several researchers used this notion as an index of damage quantification 
under seismic loading [Darwin & Nmai, 1986; Elms et al., 1989; Krätzig et al., 1989]. 
The combination of ductility and energy dissipation has been proposed as 
structural damage descriptor after the use of energy dissipation has been proven by 
extensive studies to be overestimating the actual damage level [Stone & Cheok, 1989; 
Park et al., 2003]. In light of the above, further calibration has to be performed in 
order for cumulative dissipated energy to be used as a reliable damage index by itself. 
It has been suggested by Park and Ang that energy dissipation after initial cracking 
and damage of the reinforced concrete elements can be mainly contributed to plastic 
flow of reinforcement without the accumulation of additional damage [Park et al., 
2003]. Since concrete cracking propagation is the main constituent of damage as 
failure of internal structure, reverse cyclic flow can be treated as a simple case of 
internal structure rearrangement and therefore not strictly considered as damage. 
Therefore, the need for a damage descriptive parameter that better approximates real 
life conditions is required. 
Several researchers in the past have deemed that a combination of ductility and 
energy dissipation is an appropriate and satisfactory damage index that better 
approximates observed damage [Park & Ang, 1985; Park et al., 1987; Kunnath et al., 
1991; Cosenza et al., 1993]. As such, this type of damage index has been extensively 
utilized in a variety of projects while maintaining a close approximation to observed 
results.  
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3.3.5 Analytical methodology uncertainties 
Structural seismic response is not solely depending on seismic characteristics but 
on material behaviour as well as shown by various researchers [Loh & Ho, 1990; 
Kurama & Farrow, 2003; Van de Lindt, 2005]. Attempts in the past were made to 
compensate for the above by the use of an analytical approach to by a model that 
mimics the response by defining hystereric rules such as the ones proposed by 
previous researchers [Clough, 1966; Takeda et al., 1970; Stone and Taylor, 1992]. 
These models were then used to study the response characteristics under different 
types of seismic excitations and although the managed to provide researchers with 
information on the parameters affecting the seismic response they lacked accurate 
stress strain modelling to provide realistic results of the actual non-linear dynamic 
behaviour of said structures. 
In recent years, the ability of running analytical experiments has been greatly 
improved allowing researchers to perform relatively large numbers of experiments by 
minimizing financial and computational cost. Hence, enabling more accurate material 
behaviour modelling that essentially allows a better approximation of reality. 
 
3.4 Summary 
In the previous chapters a review of the advantages, limitations and inherent 
uncertainties of the proposed method for proceeding towards the realization of this 
research‟s end result have been highlighted. The implications arising from utilizing a 
simulation methodology for extracting useful results were summarily presented and 
evaluated. It has been well established that by implementing due care a simulation 
methodology can and will yield satisfactory results regarding the scope of this study 
as described in the aim and objectives chapter. In the next chapters a detailed analysis 
of the relevant procedures and tools that will be utilized during this particular research 
will be presented. 
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4. CLASSIFICATION OF VULNERABILITY METHODOLOGIES 
 
The first step was to assess the methodologies in existence that are called to 
express the aforementioned relationship hence used for the identification of the 
seismic vulnerability of a structural system under the effect of potential seismic 
ground motions. Vulnerability curves can constitute a rather useful tool for this 
purpose, since they allow the estimation of the probability of structural damage due to 
earthquakes as a function of ground motion or various other engineering parameters. 
 
4.1 Motion damage relationship framework 
A vulnerability curve describes the probability of reaching a damage state at a 
specified ground motion level. This, evidently, leads to the calculation of the 
vulnerability curve for a given damage state by computing the conditional 
probabilities of being in that damage state at various levels of ground motion. A plot 
of the aforementioned conditional probabilities versus ground motion parameter gives 
the vulnerability curve for the given state. 
Damage to structures subjected to strong motion excitations depends on the 
structure‟s dynamic characteristics and their non-linear behaviour. The 
aforementioned evaluation of damage requires the analysis to be performed for a 
variety of ground motion time histories to incorporate the inherent variability of 
seismic excitations. On the other hand in order to effectively represent a building 
structure all uncertainties in design and implementation must be incorporated in the 
model in such a way that the final result will better approximate reality. Due to the 
huge variety of conceivable building types a generic representative structure must be 
designed to effectively represent a specific structural system and a specific building 
code. Since the behaviour of this individual structure will likely differ from other 
structures special mention shall be made regarding the attempt of generalization by 
the use of specific building codes. This way, one can relatively safely expect that the 
damage estimated from the generic structure will be representative and will reflect the 
average of different structures sharing the same building class and characteristics. 
It is therefore of paramount importance to proceed towards the selection of the best 
possible set of procedures regarding the selection of the vulnerability curve 
methodology as elaborated in this chapter before proceeding towards the selection of 
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the other important parameters such as the building type and the ground motion 
source that are presented in the following chapter.  
 
4.2 Vulnerability curve methodology 
Several methodologies for the creation of vulnerability curves exist in scientific 
literature all of them with their pros and cons. In order to fully assess them we have to 
group them according to the approach that was used for their derivation. Factors that 
influence vulnerability functions are input ground motion sets, performance limit 
states, source of structural damage data, structural modelling method, computer 
analysis platform used, analysis method and considerations of epistemic uncertainty to 
name but a few [Rossetto et al., 2003]. Bearing in mind all the above vulnerability 
curves are categorized and grouped under the following four basic categories 
according to their methodology 
 
4.2.1 Analytical methodology 
Analytical curves [Mosalam et al., 1997; Chrysanthopoulos et al., 2000; Reinhorn 
et al. 2001] are based on the results of damage distribution from simulation tools and 
therefore present reduced bias and high reliability for every structural type therefore 
providing us with very good vulnerability estimations. 
Their limitation relies predominately in the modelling capabilities of the analytical 
programs used, the seismic hazard idealization that is implemented and the way the 
engineer treats and incorporates all structural and earthquake uncertainties in the 
analytical model. Furthermore the choice of the analysis method that will be used 
plays an important role in the vulnerability curve‟s proximity to the realistic damage 
model. 
 
4.2.2 Judgmental methodology 
Judgmental vulnerability curves [ATC, 1985] are based on expert opinion of the 
damage a building will suffer in the event of a future earthquake. This methodology‟s 
high point is the fact that it can produce curves on demand for every structure type 
and every seismic excitation imaginable, hence producing vulnerability curves for 
every case that can be used in country or even world-wide seismic damage estimation 
as long as great consideration is spent in the data that is “fed” to the expert panel. 
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Furthermore empirically derived curves can very easily facilitate the inclusion of 
several uncertainty factors that are present in the analytical modelling of a structure. 
On the downside is the fact that because the curves rely on expert opinion great 
care should be given in the selection of the expert panel since the reliability of the 
produced curves depends solely upon the experience of the consulted experts. 
Therefore local structural types, typical building configuration, detailing and materials 
will have to be assessed from experts with this particular area‟s knowledge and only 
with great care should they ever be “migrated” in other places and only after 
compliance of structures and excitation characteristics can be ensured. 
 
4.2.3 Empirical methodology 
Empirical vulnerability curves [Orsini, 1999] are based on post-earthquake data 
collection and are deemed to yield the most realistic approach since they are based on 
observed damage of actual structures subjected to real strong motion. 
On the other hand they have the inherent limitation of being derived from a 
specific region and for this area‟s specific building stock thus usually deemed not 
suitable for wide-spread use. Furthermore the observational data seem to be scarce 
and rather spread (clustered) in the low damage range rendering them highly volatile. 
Also the fact that damage classification is based on human observation is another 
point of concern for their dependability since human error lurks especially in the 
borders of each damage class. Finally previously unseen damages (e.g. from previous 
earthquakes) or later damage might change the damage state of a building leading to 
erroneous damage classification. 
 
4.2.4 Hybrid methodology 
Vulnerability curves [Kappos et al., 1995] that are derived from the application of 
a hybrid methodology compensate the lack of data from observational sources, 
modelling deficiencies of analytical methods and subjectivity of judgmental data with 
a mixed use of the aforementioned methods. This is done with the modification of 
appropriate relationships derived from analytical or judgment-based methodologies 
with experimental and/or observational data. 
This methodology is limited by its very essence since extreme care should be taken 
in order for the inherent limitations of the basic vulnerability assessment 
methodologies that are being combined not to negatively influence the results in 
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regard of their validity and accuracy. Furthermore the necessity for multiple data 
source consideration for the correct vulnerability curve representation of the 
structure‟s behaviour under seismic excitation makes it a rather cumbersome 
procedure. 
 
4.3 Selection of appropriate vulnerability curve methodology 
In this chapter the different methodologies regarding the creation of vulnerability 
curves has been presented each one with its own advantages and limitations. In the 
next few paragraphs the selection of the best fitted methodology for this particular 
research will take place along with the rationalization behind this particular choice. 
From the beginning of this project the aim was to exclude as much as practically 
possible the implication of the human factor from the estimation of the building 
vulnerability. This narrows down the area of selection to the experimental and 
analytical methodologies for vulnerability curve creation.  
Therefore, even though empirical vulnerability curves can under certain conditions 
better approximate reality than their analytical counterparts, being based and extracted 
upon multivariable experts‟ opinions rather than from simulated damages results that 
include several degrees of uncertainty. They cannot be generally applied to the 
building population and cannot yield accurate results when they do not refer to similar 
strong motion excitations limiting their application in similar buildings than the ones 
that were used for the creation of the vulnerability curves.  
On the other hand, analytically derived vulnerability curves can be constructed for 
a great variety of building types and seismic excitations of different characteristics. 
Therefore, utilizing due care in the correct interpretation of the structure and 
excitation system‟s uncertainty interpretation, one can yield life like results for a each 
individual structure type – seismic characteristics scenario. 
It is obvious that the most important parameter in the selection of the methodology 
utilized is the availability of structural damage data. As shown before, observational 
data are realistic and accurately describe the effects of a strong motion excitation. 
Despite that, they are seldom homogeneous or statistically viable especially in 
countries that have not or could not allocate the necessary funding for such grand 
scale country-wide studies. There are various methodologies that have been created 
for the transformation of vulnerability curves from one country to another based on 
the building codes and practices [Huo et al. 1998; Nanos & Elenas, 2006(a)] but much 
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consideration and study should be allocated to them before they can be deemed 
entirely reliable and accepted. 
Having considered all the above the next logical step is to look into the analytical 
methodology and find what will be the most important steps we should take in order 
to ensure that the curves we are going to produce would reflect reality as much as 
possible. This will be done firstly taking great care in order to choose the best 
important earthquake parameter, which would show the best correlation between the 
accelerogram and observed damage. Secondly by ensuring that the choice of our 
building‟s damage index successfully fulfils the criteria set for the correlation between 
the damage index and the observed damage. 
The data volume used in the implementation of such methodology is only 
constrained by the computational power and their approximation to reality by the 
analytical model and tools at our disposal. Various models have been implemented for 
the analytical derivation of vulnerability curves in previous studies, models such as 
Single-Degree-Of-Freedom (SDOF) Push-Over analysis [Mosalam et al., 1997], the 
capacity spectrum method for inelastic response spectrum [Reinhorn et al., 2001], and 
others. 
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5. PROPOSED METHODOLOGY 
 
5.1 Differences between natural and artificially created accelerograms 
Seismic ground motions that may occur at a given site are notoriously 
unpredictable and cannot be easily defined in advance. This can be seen with every 
new strong motion event showing the inadequacy of previous data to accurately help 
with the prediction of seismic characteristics. This was clearly demonstrated during 
the Mexico city earthquake (1985) where it became once more evident that an 
earthquake with frequency content, duration and amplitude characteristics severely 
different from those previously recorded may strike at any time. It is not in the scope 
of this particular research to investigate those extreme events but sufficient thought 
should be spent on maintaining a generic approach to the identification of the 
interrelationship between the damaging potential of a given seismic event and the 
seismic parameters themselves. 
Therefore, a severe lack of available strong motion earthquake records, especially 
for moderate to high magnitudes at a wide range of distances and for different local 
soil conditions, exists. Even in data-rich regions such as coastal California, the need to 
have suites of records representative of specific source-site characteristics often arises, 
e.g., for linear or non-linear dynamic soil and structural analyses [Han & Wen, 1997; 
Yeh & Wen, 1989]. Therefore, records need to be "constructed" and to overcome the 
above; the use of synthetic time histories tends to become common practice today. In 
this chapter a discussion is made as to the alternative of utilizing set response spectra 
in order to produce matching seismic recordings instead of other techniques that could 
provide sets of compatible accelerograms (scaling or wavelet transformation). The 
difference with respect to the use of artificially generated time histories, is not to 
represent ground motion with geophysically accurate entities, but rather to provide the 
engineer with a valid pragmatic tool for estimating the effects of ground motion on 
the structure in the form of anti-seismic code response spectra compatible 
accelerograms. 
Based on the above and in light of the relatively small pool of recorded strong 
motions in the Greek territory in order to avoid data migration from other regions 
around the world, with their own distinct characteristics, this alternative way of 
achieving a unified statistically important strong motion record sample was 
implemented. Several different methodologies were considered for the “enrichment” 
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of the existing data pool either by scaling of existing accelerograms or by appropriate 
transformations. The above methods, even though they manage to produce 
comparable results, present an inherent error originating from the fact that they are 
essentially derived from a single or a group of recordings therefore migrating similar 
excitation characteristics. In this particular investigation, such an effect would cause 
the obfuscation of data and could lead to the incorporation of unwanted result bias 
leading to the wrong interpretation of results. 
In order to achieve the above, the selection of artificial accelerograms was selected 
to be used instead of previously recorded acceleration time histories. This was done 
primarily to avoid any unwanted correlation existing between acceleration time 
histories but also avoid the great randomness inherent to all naturally occurring 
seismic events. Therefore, with the use of suitable techniques that will be extensively 
discussed in the following chapter researchers are able to create the necessary number 
of events with ensured randomness as well as comparability. 
With this in mind it can be said that any scheme for creating artificial 
accelerograms, such as coloured Gaussian processes or spectrum compatibilized 
records amongst others, for similar purposes, must be verified with respect to the 
responses they produce in structural models beyond the simple linear SDoF oscillators 
associated with elastic response spectra. The effectiveness of the aforementioned 
methods has been proven and evaluated in the past by Carballo & Cornell [2000]. The 
use of spectrum matched records for the estimation of nonlinear structural response 
has become increasingly widespread in the past years. Its origins arise from the 
inability of traditional response spectral analyses to be used to estimate maximum 
responses of linear systems, for which a time-integration scheme was deemed more 
appropriate [Preumont, 1984]. The use of spectrum matched accelerograms as a 
medium for actual recorded ground motion is a generally interesting and acceptable 
solution for multiple reasons. It is generally accepted that they are able to produce 
results that present relatively lower dispersion, such that they can more efficiently 
allow the estimation of seismic demands. This is an important benefit, especially for 
nonlinear analyses that can be highly computer intensive. Modern codes recognize 
this fact and allow for their use [UBC, 1997] and the scarcity of recorded ground 
motion makes their use particularly welcomed and widely adopted [Léger, 1994]. 
Spectrum compatible record usage has become common for different nonlinear 
systems. Examples can be found in past works for bridge structures [Barenberg, 1989; 
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Mayes, 1989] as well as base isolated buildings [Naeim, 1995]. It should be duly 
noted though that the level of satisfaction of the results obtained by different authors 
has not been constant. Warnings have been published in terms of the accuracy of the 
results and the efficiency that the use of spectrum compatible accelerograms can offer. 
In terms of efficiency, for example, the variation on demands that accelerograms 
matched to the same target may produce has been previously recognized [Preumont, 
1984]. Furthermore the general tendency of spectrum matched records to yield highly 
conservative results have been also highlighted [Naeim, 1995]. Nevertheless, the 
validity of artificial ground motions as geophysical representative entities is not under 
discussion or scrutiny. The inspection is from an engineering point of view in terms of 
the ability of such artificial accelerograms to predict observable effects of interest on 
civil structures, as would actual recorded ground motions. In other words, the use of 
spectrum compatible records is only a simulation tool, with the purpose of 
determining expected seismic induced responses to actual situations. 
Another factor that greatly contributes to the interest in the use of spectrum 
compatible records, is the computational expense involved in nonlinear structural 
dynamic analyses. As a result, artificial accelerograms are intended to be used for the 
efficient estimation of seismic demands, in addition to the accuracy of the estimation 
required. However this methodology comes with a caveat, yielding a non-accurate and 
somewhat biased estimation of displacement demands without a consistent effect on 
the estimation of hysteretic energy-based centralized statistics. The typical bias in 
displacement demands introduced by use of spectrum compatible records is of the 
order of 1.2:1 (for levels of ductility around 4 and above) [Carballo and Cornell, 
2000]. In other words, the displacement demands that a sample of actual recorded 
ground motions from a particular scenario would yield are around 20% larger than 
those predicted by the artificial ones and it has been shown that in the case of 
displacement, in order to obtain an approximated unbiased estimate of the median, the 
use of a simple direct correction is sufficient [Carballo & Cornell, 2000]. Although 
the above could pose a real compromise if utilized for design purposes [Naeim, 1994] 
has no significant effect in this particular research since the recorded structural 
damage results are common for each of the compared earthquake characteristic 
parameters. 
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5.2 Artificial accelerogram EQ type 
Strong motion events used in the process of dynamic nonlinear analysis in this 
research were derived from simulated artificial accelerograms sharing some common 
properties for reasons of comparability. Evaluations of structural response using 
simulated motions are important in terms of enabling the researcher to actually 
concentrate on the research of specific aspects of structural response to strong motion 
using similar acceleration time-histories that would otherwise be statistically 
impossible to occur in nature. In this case, where the Greek seismic regions are 
investigated, records from past earthquakes do not have the necessary density in order 
to be used as a tool for the parametric study of the seismic vulnerability of the Greek 
building stock. In order to bypass these limitations the creation of several artificial 
accelerograms had to be created. 
Compatible strong motion acceleration time-histories may be created by the use of 
suitable techniques that produce a scaled accelerogram that matches desired peak 
ground accelerations or spectral intensities. In this case none of the above 
methodologies was elected to be used because of their inherent limitations. Rather, a 
methodology of specifying a smooth design response spectrum on which the created 
artificial strong motion events will be based was utilized. 
Using seismic response spectra compatible with the most recent Greek antiseismic 
code [EAK, 2003] the creation of a large specimen of the aforementioned 
accelerograms was realized, thus providing a sufficiently big and statistically sound 
set of artificial accelerograms. The whole procedure was based on a rather common 
numerical simulation technique that relies on the fact that every periodic function can 
be broken down into a finite set of sinusoidal waves. 
 1
( ) sin( )
n
i i i
i
z t A t

   
 (5.1)
 
Where An : Amplitude of n
th
 sinusoid contributor 
  φn : Phase angle of n
th
 sinusoid contributor 
Creating an amplitude matrix and subsequently different matrixes for different 
phase angles one can create different motions which maintain similar basic 
characteristics such as the frequency content. In this project the use of a computer 
program was elected in order to provide the means for the creation of the 
aforementioned motions. The process uses a random number generating algorithm for 
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the creation of series of phase angles with a uniform distribution for values between 0 
and 2π. The amplitudes are connected with the use of a one-dimensional function of 
spectral density G(ω) as follows: 
 
2( ) 2iG      (5.2) 
Since the total energy can be expressed as: 
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 (5.3) 
( )G    can be considered as the contribution of the term with frequency ω to the 
total energy of motion. By allowing the number of motion parameters to become 
sufficiently large the total energy will become equal with the area enclosed by the 
continuous curve G(ω). To simulate the transient character of real earthquake an 
envelope function is being integrated, as shown in Figure 5.1, to the original motion 
equations. 
 
 
Figure 5.1: Intensity function used to simulate transient nature of natural EQ. 
 
This leads to the re-introduction of the term in of the first equation multiplied with 
a deterministic function giving us the following result: 
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The created motion z(t) is constant in terms of frequency content with a peak 
acceleration close to the target one. The program then, uses an empirically bounded 
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frequency range with ωlow and ωhigh of 0.5 and 2.0 respectively, where ωlow and ωhigh 
define the range for which response spectral values are required with a frequency step 
of ωn+1 = 0.005ωn. 
The generation of power spectral density functions based on smooth target 
response spectra is achieved but it is important to ensure that the product will be as 
close as possible to the target spectrum characteristics a cyclic smoothing procedure is 
being applied. In each cycle the response spectrum of the created motion is being 
compared with the target response spectrum using a number of control frequencies 
that was given to the program (for this particular investigation SIMQKE). The ratio 
between the target and created response spectra for each of the above control 
frequencies is being calculated and the corresponding value of spectral density is 
being evaluated in relation with the square of this ratio. Therefore for each cycle we 
have  
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Where Sν: Target spectral value. 
With the modified spectral density functions a new motion is generated and a new 
response spectrum is calculated. It is not expected from this procedure a complete 
convergence of each control frequency since the results are not affected only by the 
spectral density function alone but from other neighbouring frequencies bordering 
with the frequency of interest. Usually it makes little sense to exceed 100 cycles. 
Furthermore after the end of the procedure a check of the convergence between the 
created and the target response spectra is highly advisable and if no convergence has 
been achieved the simulation must be performed again in order to avoid the possible 
contamination of the target artificial accelerogram set. 
Summarizing, the methodology used for the creation of the artificial accelerograms 
can be divided into three distinct steps that are used in order to ensure compatibility. 
Firstly the spectral density function is derived from the design response spectrum; the 
resultant generated peak ground acceleration is being adjusted in order to match the 
target value and finally by the use of a cyclic procedure that adjusts the spectral 
density ordinances the match is being smoothed out. 
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5.3 Nonlinear method of analysis 
Dynamics of structures is the sector of building mechanics where time is 
incorporated as a variable. In this area of research the cause (strong ground motion) is 
called excitation and its resultants (displacement, velocity, acceleration) response. For 
the performance of a dynamic analysis in a structure first a suitable building model 
must be created and then the correct mathematical equations that describe the 
dynamic equilibrium must be implemented. When dealing with dynamic analysis the 
mathematical model that will represent the physical structure must not only include 
the geometric and elastic but inertia characteristics (mass) as well. The constant 
change of elastic and inertia distribution in the system renders it effectively a problem 
of infinite order making the integration of the differential equations that describe its 
motion characteristics especially cumbersome making the continuous system to be 
analysed in discernible multi degree of freedom or discrete systems. 
 
5.3.1 Basic equation of motion 
The first step towards the definition of the basic equation of motion of multi 
degree of freedom systems is the separation of the analysis models, namely the 
separation of linear and nonlinear. The basic equation of motion for any analysis 
model is: 
 M 
..
u (t) + C 
.
u (t) + K u (t) = P(t)  (5.6) 
Where M the mass matrix, C the damping matrix, K the stiffness matrix, u (t) the 
displacement vector, 
.
u (t) the velocity vector, 
..
u (t) the acceleration vector and P(t) the 
external excitation [Anastasiadis, 1983(a); Liolios, 2001]. In the linear model M, C 
and K matrices are considered as constant. This can greatly reduce the complexity of 
the equation giving immediate results being at the same time a first approximation of 
the phenomenon. Indeed many factors contribute to the constant change of the 
coefficients of stiffness k and damping c effectively negating the linearity of the 
problem. The next equation shows the non-linear model that more accurately 
describes the event in its more general form. 
 M  
..
u (t) + C  
.
u (t) + R(u (t)) = MΙ 
..
u g(t) + Fw  (5.7) 
Where M the mass matrix, C the damping matrix, K the stiffness matrix, u (t) the 
displacement vector, 
.
u (t) the velocity vector, 
..
u (t) the acceleration vector, 
..
u g(t) the 
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ground acceleration, I the defining vector of coefficient 
..
u g(t), Fw the vector of seismic 
signal power and R(u (t)) the nonlinear response vector taken from the discreet 
response of the structures‟ members [Anastasiadis, 1983a; Li and Reinhorn, 1995] 
 
5.3.2 β-Newmark method 
The β-Newmark method is essentially a nonlinear way of solving of equation 5.7 
that can be also written in its general form: 
 m Γ
..
u (t) + c(t) Γ
.
u (t) + k(t) Γu (t)  = ΓP(t)  (5.8) 
 
The solution is based in the step by step numerical integration of 5.2 with the use 
of various methods. For the numerical integration an additional assumption has to be 
made. This states that the change in acceleration in a sufficiently small time frame Γt 
can be treated as linear as it can be seen in the solution below. 
The nonlinear methodology after Newmark & Rosenblueth [1971], a.k.a. β-
Newmark method, is one of the methodologies that can be implemented for 
performing a nonlinear analysis. In this methodology a step by step numerical 
integration is performed. In the description below the following conventions has been 
used; the limits of an arbitrary time interval are shown as (i) and (i+1) and therefore 
we can obtain the following Γui and Γxi for the aforementioned interval [Newmark &  
Rosenblueth, 1971; Anastasiadis, 1983(b)].  
 Γ
.
u i = 
..
u i Γt + Γ
..
u i 
2
t
  (5.9) 
 Γu i = 
.
u i Γt + 
..
u i 
2
1
Γt2 + b Γ
..
u i Γt
2
  (5.10) 
Where:  Γu i = u i+1 – u i 
   Γ
.
u i = 
.
u i+1 – 
.
u i 
   Γ
..
u i = 
..
u i+1 – 
..
u i i = 0,1,2,… (5.11a,b,c) 
The value of parameter b in equation 5.10 depends on the approximations 
regarding the type of acceleration change over time for the interval (t, t+Γt). 
Therefore by accepting the change over time as the one shown in Figure 5.2a we can 
take: 
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..
u  (τ) = 
2
1
( 
..
u i + 
..
u i+1)  (5.12) 
Where: t   τ   t + Γt    
having a b = 
4
1
, while using the case shown in Figure 5.2c 
 
..
u  (τ) = 
t

 Γ
..
u i (5.13) 
Where: t   τ   t + Γt              
With a b = 1
6
. With the use of acceleration change shown in Figure 5.2b b = 1
8
. 
Equations 5.4 and 5.5 as well as the above values of b are resultants of a successive 
differentiation of equations 5.12 and 5.13 at interval (ι, i+1). 
 
Figure 5.2.a,b,c: β-Newmark method for median (a), linear (b) or scaling (c) change 
of acceleration over time. 
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From equation 5.5 we take: 
 Γ
..
u i = 2
1
tb
 Γu i – 
tb
1
 
.
u ι – 
b2
1 ..
u ι  (5.14) 
And by substituting in equation 5.4 
 Γ
.
u i =  
tb2
1
 Γu ι – 
b2
1
 
.
u ι – (
b4
1
– 1) Γt 
..
u ι  (5.15) 
 Those equations for the differences Γ
..
u i and Γ
.
u i by implementing them into 
equilibrium equation 5.8, which takes its final form of 
 Κ΄ι  Γu i = ΓP΄i (5.16) 
Where: 
 Κ΄ι = Κι + 2
1
tb
 m + 
tb2
1
 ci  (5.17) 
 ΓP΄i = ΓPi + m (
1
b t
.
u ι + 
b2
1 ..
u ι) + ci   
b2
1
 
.
u ι + – (
b4
1
– 1) Γt 
..
u ι   (5.18) 
equation 5.13 is the static counterpart of the dynamic equilibrium 5.8 and it is true 
only at the limit values i and i+1 of the considered interval. From the solution first the 
term Γu ι is evaluated and afterwards from equations 5.14 and 5.15 the differences Γ
..
u
i and Γ
.
u i, since at that point 
.
u ι and 
..
u i are already known from the integration of the 
previous interval. After the evaluation of the aforementioned differences and using 
equation 5.6 the displacement, velocity and acceleration at limit i+1 is calculated and 
this procedure is repeated for the next interval. 
Here, one should stress the fact that the calculation of acceleration 
..
u i in each step 
with the use of equations 5.14 and 5.11c is better to be avoided and rather calculated 
directly from the equation of equilibrium:  
 
..
u i = 
m
1
 P(i) – Pd(
.
u i) – Ps(u i)   (5.19) 
The reason behind this is to avoid the accumulation of inaccuracies from previous 
steps not to be incorporated in the solution. The steps of the procedure are 
summarized below:  
1. Selection of step Γt and parameter b. 
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2. Introduction of known values xi and ui ta the starting point of each step. These 
values for i = 0 are known since they are the starting conditions of the problem 
while for i1 are known from the solution of the previous step. 
3. Computations of forces Pd(
.
u i) and Ps(u i) from the relevant material‟s diagrams. 
4. Calculation of acceleration ai from equation 5.19. 
5. Evaluation of ci, ki from (Pd – 
.
u ), (Ps – u ) diagrams respectively and in turn 
stiffness Κ΄ι and loading ΓP΄i from equations 5.17 and 5.18. 
6. Evaluation of Γu i from equation 5.16 and Γ
.
u i from equation 5.15. 
7. Evaluation of displacement and velocity at the end of the time interval from 
equations:  
 u i+1 =  u i + Γ u I  (5.20) 
 
.
u i+1 =  
.
u i + Γ 
.
u I  (5.21) 
The same steps are repeated as many times as necessary for the completion of the 
required number of time intervals for achieving the total time frame. 
Equation 5.12 is used for certifying the accuracy and numerical stability of the 
used methodology, which is directly related from the selection of the proper 
integration step Γt. For this selection the shape of excitation P(t) and the curve of 
Figure 5.1c has be taken into consideration. Thus sufficient reduction of the 
integration length must be ensured at areas of sudden curve change in order to 
preserve its accurate mathematical representation. A decisive parameter of the 
accuracy and numerical stability is the ratio between integration step Γt and eigen 
period T of the structure. Therefore for b = 1/6 and b = 1/8 we should have Γt / Τ = 
0.551 and 0.450, respectively in order to effectively avoid errors of accuracy. On the 
other side for b1/4 the method always provides convergence, thus leading to the fact 
that the mean acceleration methodology is unconditionally stable while the linear 
acceleration method is limitedly stable.  
Generally if Γt = Τ/10 then sufficient accuracy and numerical stability can be 
ensured with both the aforementioned methods. It is useful to be noted that for every 
time step the modified Newton-Raphson methodology will be implemented. The 
derivation procedure of the solution for the motion equations is given from the 
algorithm below that is integrated to the IDARC v4.0 [Vales et al., 1989] platform.  
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Α. Equations  
 ΓfΙ + ΓfD + ΓfS + ΓFD =  ΓP (5.22) 
Where: ΓfΙ = Μ Γ
..
u , ΓfD = C Γ
.
u , ΓfS = K Γu ,  (5.23) 
 FD  = kD  αu  + (1 – α) Ζu y  (5.24) 
 Z = (
.
u /u y)  A – Zn  γsgn(
.
u Z) + β   (5.25) 
 
Β. Initial condition 
1. Creation of stiffness array Κ, mass array Μ and dumping array C. 
2. Initial u 0, 
.
u 0 and 
..
u 0. 
3. Time interval selection Γt, parameter selection α = 0.25 and δ = 0.5, calculation of 
integration constants: 
 
a0 =   , a1 =   , a2 =   , a3= – 1 ,              (5.26a,b,c) 
 
a4 =  – 1 , a5 = (  – 2) , a6 = Γt (1 – δ) , a7 = δ Γt      (5.26d,e,f) 
 
4. Creation of active stiffness array Κ* =Κ + a0 M + a1 C (5.27) 
5. Triangulation of  Κ* : K* = L D LT (5.28) 
 
C. Step by Step calculation 
1. Hypothesis of pseudo force (damping force)  
 F
i
D, t = 0, u
i
t = 0 (5.29) 
Solution of  F
i
D, t + Γt in the first interval  i = 1,    
Using equation: ΓFDk =  R1 kk + R2 lk 
2. Calculation of increasing load of the ΓP* vector from time t to t+Γt: 
 ΓP* = ΓP – ΓFD + 2C0 
.
u 0 + M  (4 )t
.
u 0 + 2 
..
u 0  (5.30) 
3. Solving for increasing displacement from: Κ* Γu = ΓP* 
and: Γ
.
u  = 
t
2
Γu  – 2 
.
u 0, 
..
u t = M
-1  Pt – fDt + fS,t – FD,t  (5.31) 
4. Evaluating the current state of time frame t+Γt: 
 u  t + Γt = u  t + Γu ,      
.
u  t + Γt = 
.
u  t + Γ
.
u  (5.32a,b) 
2
1
a t a t


1
a t
1
2a
a

2
t
a

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5.  Use of  F
i + 1
D, t = 0, and 
.
u
i + 1 
t + Γτ  
 Solving for  F
i + 1
D, t + Γt = 0 
 Using equation:  ΓFDk = R1 kk + R2 lk 
6.  Calculation of error = | F
i + 1
D, t + Γt – F
i 
D, t + Γt | 
If error   tolerance. Return in step C.1 for selection of other i. 
If error   tolerance. No need for new i selection proceed with next step. 
 
5.4 Computer programs used for the experiment 
In order to facilitate the proposed methodology‟s implementation a set of computer 
programs has been used throughout the entire project and will be presented in the next 
few paragraphs. One such program was used for the creation of the necessary artificial 
acceleration time histories (SIMQKE) and one for the extraction of the dynamic 
nonlinear analysis results (IDARC2D v4.0). Both programs where selected based on 
merit of result accuracy and result approximation to reality within the context of the 
present investigation. In the next paragraphs a more detailed description of those 
programs follows highlighting their advantages limitations in order to explain the 
reasons behind their particular selection. 
 
5.4.1 Artificial accelerogram creation program (SIMQKE) 
The program of choice for the creation of the artificial acceleration time histories 
was selected to be SIMQKE [Gasparini, et al, 1976]. Available Frequency-Domain 
techniques for the generation of artificial accelerograms associated to earthquake 
response spectra have existed for many years. An early proposition, which is still 
somewhat popular today, is utilized by the aforementioned computer code that is 
based on the relationship between expected response spectral values and the spectral-
density function of a random process representation of ground motions. This 
relationship is derived from analytic random vibration theory (RVT) techniques 
[Vanmarcke, 1976]. A seed record is generated as a simulated realization of this 
random process, and subsequent iterations are conducted in the frequency domain. 
The reason behind its selection is the ability to create sets of accelerograms based 
on defined response spectra therefore providing the researcher with comparable strong 
motion characteristics. This ability was particularly useful for the creation of 
compatible accelerograms that could be used comparatively, in statistical analysis 
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eliminating bias due to differences in seismic characteristics as opposed to naturally 
occurring ones. Based on the above, one can utilize such accelerograms in order to 
perform studies where a large volume of seismic samples are required to maintain low 
bias and achieve high statistical significance. Further details will be given later in this 
chapter when the advantages and limitations of this particular methodology will be 
discussed. Before starting an overview of the procedure behind the artificial 
acceleration time histories will be given in the following diagram. 
 
 
Figure 5.3: Artificial accelerogram creation procedure [source: Gasparini et al, 1976]. 
 
Artificial accelerograms, originating from response spectra matching procedures, 
tend to present some difference in the actual acceleration time history in respect with 
the natural ones. This is a direct resultant of the method of creation, dictating the close 
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proximity of a seismic event‟s response spectrum to a target one. Since the target 
response spectra in this project were selected as the ones derived from the relevant 
antiseismic code, which by definition represents an envelope of expected seismic 
acceleration time histories for an area, it is only natural to expect the resultant 
response spectrum compatible accelerograms to deviate in shape and energy content 
from naturally occurring earthquakes in the area. Nevertheless, due to the comparative 
nature of the methodology under investigation, one expects that this particular 
characteristic will cancel itself. For example, as seen in the following paragraphs 
artificial response spectra compatible accelerograms, seem to be more “full” implying 
a greater energy content than those of natural occurring accelerograms. So, natural 
accelerograms tend to have a more familiar form of acceleration time history as seen 
throughout the world. This can be demonstrated by the following three different 
accelerograms for Kalamata (Greece) 1985, Imperial Valley (USA) 1940 and Koaceli 
(Turkey) 1999 seismic events in contrast to three response spectrum compatible 
artificially created accelerograms for 20, 30 and 40s durations respectively with all 
accelerations given in cm/s
2
 and the time in s. 
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Figure 5.4: Kalamata ‟86 accelerogram. Figure 5.5: Imp. Valley ‟40 accelerogram. 
[source: Gelagoti et al., 2012] [source: Gelagoti et al., 2012] 
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Figure 5.6: Koaceli ‟99 accelerogram. [source: Gelagoti et al., 2012]  
 
The synthetic accelerograms used in this project on the other hand present another 
characteristic shape. There is a reason behind this rather wide looking shape of the 
acceleration time histories. Since they are created based on a given smooth response 
spectrum that is essentially an envelope of likely to occur response spectra for a 
region, their shape is different than the one that we expect to have from a single 
isolated seismic event, as someone can observe in the following acceleration time 
history graphic representation. 
In the following three graphs there is a representation of three simulated seismic 
events compatible with the response spectrum given in the Greek antiseismic code 
that has been used in this project. The accelerograms have targeted at a maximum 
acceleration of a= 0.16g soil type B and where created to represent a total duration of 
20, 30 and eventually 40s respectively. 
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Figure 5.7: Artificial accelerogram 20s. Figure 5.8: Artificial accelerogram 30s. 
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Figure 5.9: Artificial accelerogram 40s. 
 
This in an isolated study could create a problem as far as the validity of the 
extracted results. Since this project conducts a parametric study, it is expected that this 
particular problem will not pose hindrance given the self-calibration of the training – 
control procedure and the similarity of the shape between the accelerograms involved. 
This is primarily attributed to the fact that the comparison of results takes place in a 
compatible environment therefore yielding comparable results. 
The use of a single spectral density function for the creation of a set of simulated 
strong ground motions can only be justified when the total seismic risk is contributed 
to one earthquake source or if the local geology is principally responsible for shaping 
the frequency content of the ground motion (SIMQKE Manual 1974). In this project 
the above questions has been answered partially by the use of one soil type (soil type 
B) that is the most common in urban and sub-urban areas in Greece [EAK, 2003] 
while the criteria of local geology are being fulfilled by the utilization of all three 
zones of seismicity in order to account for the variance that is expected. Furthermore, 
the use of multiple dynamic analyses based on a set of recorded accelerograms from 
different real earthquakes and sites yields greater, as expected, coefficients of 
variation than those in case a set of simulated ground motions based on a common 
expected frequency content and duration is utilized [Vanmarke et al., 1976]. This is in 
its turn attributed to the variability in responses obtained by time integration of 
simulated motions reflecting only the inherent uncertainty due to random phasing and 
not due to ground related differences. 
For the reasons mentioned above it is imperative for the artificially created 
accelerograms to follow a set of well-defined specifications in order to ensure 
compatibility and inter-comparability. One of the most important aspects is that the 
 Chapter 5. Proposed Methodology 
 
56 
 
accelerograms will share the same response spectra. As explained in previous chapters 
this can be partially ascertained by the methodology that was used to create them. 
Nevertheless in order to ensure that all outlier results and computational errors will 
not “contaminate” the sample of accelerograms an extensive study of the results 
should be performed. In the next Figure the response spectra given by the Greek 
antiseismic code, as they have been implemented in the latest revision of 2003, are 
presented. The following response spectra are used to describe regions of seismic 
intensity of I, II and III with maximum accelerations of a = 0.16, 0.24 and 0.36g 
respectively, effectively covering the whole Greek seismic zone region. 
 
 
Figure 5.10: Response spectra EAK2000. 
 
Indicatively diagrams showing the response spectra of the artificially created 
accelerograms follow commenting on the conditions that must be fulfilled in order to 
really be treated as compatible artificial accelerograms and certify their inter-
comparability. The same process was followed for all 450 artificial accelerograms in 
the course of this project in order to ensure the aforementioned conditions. 
The following Figures show different randomly selected accelerograms with 
respect to their individual target response spectra in order to ascertain their 
compatibility. The number of artificial accelerograms was intentionally kept at a 
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minimum in order not to clutter the result and was done for exhibition reasons. A 
more detailed study for all accelerograms can be realized but would have little if any 
meaning to be presented here. Under this work frame and in order to maintain certain 
inherent characteristics of these original records, the realistic non-smooth character of 
their response spectra are to be maintained in the artificial records generated [Carballo 
& Cornell, 2000]. 
The random selection of accelerograms was done for a different, in terms of total 
duration (20, 30 or 40s) and acceleration time-history for each of the different Greek 
antiseismic code seismic zone (I, II or III). The results have been compiled into the 
following Figures for better visual representation. 
 
 
Figure 5.11a: Regulation seismic response spectrum vs. artificial accelerograms 
(a=0.16g). 
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Figure 5.11b: Regulation seismic response spectrum vs. artificial accelerograms 
(a=0.24g). 
 
 
Figure 5.11c: Regulation seismic response vs. artificial accelerograms (a=0.36g). 
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From the above Figures it is evident that the artificial accelerograms correspond to 
each other while some discrepancy from the target building code response spectra can 
be observed. The differences that they present are expected, due to the intrinsic nature 
of the creation methodology, and will be treated as a result of the randomization 
procedure. Furthermore the main concern in the process of creating compatible 
response spectra is to accurately simulate the rising and peak branches and must be 
correlated with the investigated structure‟s natural period and disregard the difference 
of the reduction branch of the response spectrum graph as a minimal impact one; 
therefore keep in mind that a quality similarity is what is sought after from such a 
procedure. 
Finally, since this study is based on the inter-compatibility of the artificial 
accelerograms created the importance of them being compatible in terms of response 
spectra similarity is far more important than the exact match to one particular in order 
to maintain their suitability for implementation in the research methodology in 
question. This is evidently ensured as it is demonstrated in the above Figures, thus 
signalling the validity of the inter-compatibility hypothesis. 
 
5.4.2 Non-linear analysis program (IDARC2D) 
The nonlinear analysis of the selected building model will be performed with the 
use of IDARC2D v4.0 [Reinhorn & Kunnath, 1994] nonlinear analysis program 
according with the methodology that will be presented below, where an overview of 
the procedures implemented will be analysed. 
Since the elected damage index for describing the overall building damage use in 
this project is the Park/Ang one, it is of paramount importance to examine in detail the 
requirements for its calculation. For the calculation of the member damage index after 
Park/Ang (DIPA) the ultimate rotation capacity θu and the yield moment My are 
required. 
In this case IDARC2D v4.0 will be used for the calculation of the aforementioned 
parameters in order to first extract the above values for each individual member 
before compiling them into the final overall structural damage index that will be used 
in this project. For the calculation of those values certain assumptions are made in 
IDARC2D v4.0 [Reinhorn & Kunnath, 1994] when the ultimate rotation capacity is 
derived. The ultimate curvature capacity is assumed to be reached when a specified 
ultimate compressive strain in the extreme concrete fibre is reached or when a 
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specified ultimate strength of one of the reinforcement bars is reached. The ultimate 
compressive strain is specified as the strain when the stress has been reduced to 1/5
th
 
of the compressive strength of concrete. Furthermore the ultimate curvature is 
converted to ultimate rotation by assuming the plastic hinge at each member end to be 
9% of the member length. 
Steel behaviour is governed by a trilinear stress-strain relationship with an elastic 
portion at the beginning, a horizontal yield plateau and a final linear hardening part. 
For concrete the stress-strain relationship used from the software is the one defined by 
the Kent/Park relationship [Kent & Park, 1971] as this was used by Park and Paulay 
[1975]. 
For concrete strain εc ≤ 0.002 the stress is given by: 
 
2
2
0.002 0.002
c c
c cf f
      
     (5.33)
 
Where: cf   = concrete cylinder strength 
The aforementioned equation is the expression governing the incremental part of 
the stress-strain curve where the Kent/Park model assumes no contribution from steel 
confinement. 
For concrete strain εc ≥ 0.002 the stress is given by: 
 
 1 ( 0.002)c c cf f Z     (5.34) 
Where: 
50
0.5
0.002c
Z 
 
 
 50
3 0.002 3
41000
c
c s
hc
f b
sf
 
   
 
 
 ρs = volumetric ratio of confining steel. 
 b = width of confined core 
 sh = spacing of confinement reinforcement (stirrups) 
This equation describes the decreasing part of the curve where concrete strain is 
greater than 0.002 and concrete stress has not dropped to the 1/5
th
 of concrete‟s 
compressive strength. The parameter Z defines the slope of the decrease and ε50c 
specifies the strain in confined concrete when stress has dropped to 50% of the 
concretes compressive strength. 
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Paulay and Priesley [1992] introduced the suggestion of confined concrete‟s 
increase of compressive strength due to confinement as well as suggesting the 
relationship between the ultimate compressive strain and the strain energy capacity of 
confining reinforcement. According to Paulay and Priesley εcu can be defined from the 
following expression: 
 
0.004 1.4cu s yh sm ccf f       (5.35)
 
Where: ρs = volumetric ratio of confining steel 
 fyh = Yield strength of confining steel 
 εsm = Steel strain when tensile stress is maximum 
 ccf   = Compressive strength of confined concrete 
according to Paulay and Priesley the values of ultimate compression strain in 
confined concrete are increased 4 to 16 times than those of unconfined ranging from 
0.012 to 0.05. 
Berterro and Berterro [1992] suggested the use of a check that would ensure the 
avoidance of buckling of compression reinforcement calculating the critical buckling 
stress:  
 
 
2
2
2
0.25
2 ( )
L
cr t sf E
s

  
 (5.36)
 
Where: Et(εs)  = tangent modulus of steel stress-strain relationship 
  ΦL  = diameter of longitudinal reinforcement 
  s  = space between stirrups 
The yield moment of a section is considered the moment required to reach the yield 
point of tensile steel. For cases with high reinforcement ratio or high axial forces use 
of the Paulay and Priesley‟s [1992] previous work suggests that yield moment can be 
defined as the required moment to produce a 0.0015 compressive strain to concrete 
and utilized in the same way. 
The two section properties required for the evaluation of the Park / Ang damage 
index are the ultimate rotation capacity and the yield moment. The program 
IDARC2D v4.0 makes some necessary assumptions in the process of ultimate 
member capacity derivation. Therefore, the ultimate curvature capacity of a member 
is assumed to have been reached when a specific ultimate compressive strain is 
reached or when the specified ultimate strength of one of the reinforcement bars is 
reached. The ultimate compressive strain in concrete is specified as the level of strain 
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when stress drops to 20% of the compressive strength of concrete. The ultimate 
curvature is converted into ultimate rotation by assuming the plastic hinge length at 
each member end to be equal to 9% of the member length. 
The behaviour of reinforcing steel is specified in terms of a tri-linear stress-strain 
relationship with an initial elastic, a horizontal yield plateau and a linear hardening 
strain portion. As mentioned before, the stress-strain relationship for concrete as 
defined by the Kent and Park [1971] and summarized by Park and Paulay [1975] is 
utilized by IDARC2D v4.0. The program also allows the user the capability of not 
only performing a nonlinear analysis of RC structures but also selecting the stress-
strain diagrams of the elected material allowing for other materials to be utilized, a 
feature not used in the present project but that could be used in further studies. 
For IDARC2D v4.0 to perform the non-linear analysis besides the structural model 
characteristics also a file containing the time history of the strong motion is required. 
Finally IDARC2D v4.0 produces several output files including the hysteretic history 
of the structure until the end of the selected ground motion or the collapse of the 
structure itself. In these files we can also review the course of damage development 
for each individual element for every step of the analysis while at the end the total 
damage is calculated. 
It can be easily seen that the aforementioned program gives to the researcher a 
wide array of methods to calculate local and global damage indices but also can 
automate the deduction of an overall structural damage index (Park/Ang and Di 
Pasquale/Çakmak) without the use of a separate post processing program but with the 
use of a simple spread sheet program (i.e. EXCEL). 
 
5.5 Choice of structural type to be examined 
Sufficient thought must be spent on the rationalization of the selected building 
model. This is to ensure that the research in question is not just being done for 
research sake but rather can have a real contribution to the overall engineering 
knowledge. For all the above, in the next few paragraphs the reasons behind the 
selection of this particular type of building will be stated.  
 
5.5.1 Building type selection rationalization 
In order to be able to select a representative building type the research target must 
be as clear as possible. An overall overview of the effects a building‟s characteristics 
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have on the seismic response is clearly out of the scope of this particular research. 
Instead, a representative building must be selected in order to simplify the building 
model complexity and focus on the seismic characteristics in order to derive a better 
understanding of a strong motion event‟s damaging potential. 
The way of achieving the above is by making sure that the selected building 
model has a representation of some importance in the overall building stock. Because 
of the nature of this research, focus will be given to the two biggest urban residential 
areas in Greece, the municipalities of Athens and Thessaloniki. During the Greek 
National census of December 2000 an attempt for the accurate registration of the 
Greek building stock has been performed [Nakos et al., 2006]. The results from this 
work have been made available to chartered engineers in Greece through a publication 
of the Greek Technical Chamber in 2006 [Vlachos et al., 2006]. As it can be seen in 
the Table 5.3 those two areas constitute of a large fraction of both building and 
population stock alike. 
 
Greek 2000 Population Census 
 
Region Population (%) 
Athens 2,805,262 25.7% 
35.6% 
Thessaloniki 1,084,001 9.9% 
Rest of GR 7,042,770 64.4% 
Total 10,932,033 100.0% 
   
Figure 5.12: Greek population distribution in major urban areas (2000 census). 
 
Although one could argue that evidently, based on Figures 5.12 and 5.13 the most 
indicative building type for the Greek region is the single or two storey one. This, as 
will be demonstrated is not the case, especially when we deal with seismic demand. In 
this case the height of the building plays an all important role in regard to the amount 
of damage expected to be suffered in terms of the overall socio-economic impact can 
have in the affected region. 
As demonstrated, the two major urban areas of Greece constitute approximate 
35.5% of the total Hellenic population. This is only indicative on the importance that 
those two areas enjoy in the Greek territory and therefore further study on the 
characteristics of the building stock of these particular areas must be performed. This 
will be done in order to appreciate the urban building stock instead of the rural one 
that is usually represented quite accurately with the above. Therefore in the tables and 
26% 
10% 
64% 
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Figures 5.14 (a), (b), (c) and (d) presented the fact that the majority of high rise 
building stock is gathered in these two urban areas with an increasing rate as building 
height increases is demonstrated.  
 
Year of construction and height distribution of total Greek building stock 
Year of Construction Percentage 
 
Before 1919 5% 
1920 - 1945 11% 
1946 - 1960 17% 
1961 - 1970 18% 
1971 - 1980 18% 
1981 - 1985 10% 
1986 - 1990 7% 
1991 - 1995 6% 
After 1996 5% 
Under Construction 1% 
Not Registered 1% 
  
 
  
Building Height Percentage 
Ground floor only 58% 
1 Floor 30% 
2 Floors 7% 
3 - 5 Floors 5% 
> 6 Floors 1% 
  
Figure 5.13: Greek building stock stratification. 
 
Total Greek Building Stock 
 
Region Building (%) 
Athens 356,319 8.9% 
13.8% 
Thessaloniki 195,532 4.9% 
Rest of GR 3,438,661 86.2% 
Total 3,990,512 100.0% 
   
Figure 5.14a: Greek building stock distribution. 
 
No Single Storey Greek Building Stock 
 
Region Building (%) 
Athens 266,580 15.8% 
22.0% 
Thessaloniki 104,943 6.2% 
Rest of GR 1,317,304 78.0% 
Total 1,688,827 100.0% 
   
Figure 5.14b: Greek non single storey building stock distribution. 
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Higher Than 2 Storey Greek Building Stock 
 
Region Building (%) 
Athens 167,674 33.9% 
44.7% 
Thessaloniki 53,205 10.8% 
Rest of GR 273,930 55.4% 
Total 494,809 100.0% 
   
Figure 5.14c: Greek higher than 2 storey building stock distribution. 
 
Higher Than 3 Storey Greek Building Stock 
 
Region Building (%) 
Athens 90,650 42.6% 
58.4% 
Thessaloniki 33,539 15.8% 
Rest of GR 88,610 41.64% 
Total 212,799 100.00% 
   
Figure 5.14d: Greek higher than 3 storey building stock distribution. 
 
It is therefore clarified that those, densely populated, areas are the ones to take into 
consideration in the attempt to elect a building model that represents as much as 
possible the typical urban Greek building. Therefore, regarding building height one 
can only see that medium to high rise buildings are the ones most widely adopted in 
the main Greek urban areas. In order to enable a better and more accurate selection of 
the typical building structure one has to consider other aspects of construction as well. 
For this, further study regarding the specific characteristics of buildings in these two 
areas will be performed. This will be achieved by taking into consideration important 
aspects of building construction other than building height, such as the structural type, 
year of construction and roof type most widely implemented in the aforementioned 
regions. 
 
5.5.2 Structural type considerations 
In order to effectively examine the validity of the selected model to represent the 
Greek building code an in depth research in the selected areas‟ building stock must be 
carried out. This will be done to ensure the compatibility of the selected building 
model. In Figures 5.15 and 5.16 the relevant breakdown of the building stock for the 
aforementioned two main urban areas in Greece, namely Athens and Thessaloniki, is 
performed. There, all the important building characteristics are tabulated in order to 
allow for concluding on the most important structural, dimensional and material 
characteristics upon which to base the model for this research. 
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A considerable amount of time was spent towards electing those characteristics 
that could better describe a building. Those chosen to be used were selected in order 
to represent different aspects of construction trying to incorporate as wide as possible 
range of parameters. In this spirit, parameters like the type of material used for 
construction were elected as well as the height and the roof arrangement. In order to 
avoid introducing unwanted complexity to the model in question a uniform layout was 
selected. Important part of the process was deemed to be the construction codes that 
were in effect during erection as well as the specific characteristics that can be derived 
from the specific building type designation. In summation, the tables below provide 
all the aforementioned characteristics for the two main urban regions of Greece.  
Based on the above data as well as previous attempts to quantify the importance of 
building characteristics in their seismic demand [Kappos et al., 2002; Lekidis et al., 
2005] it is safe to assume that buildings built before the first antiseismic code in 
Greece [OASP, 1959] but also those built after up to the introduction of the new 
antiseismic code [OASP, 1985] pose little if any difference between them in terms of 
seismic response. On the other hand it is common knowledge that the height of a 
building rarely plays a role by itself regarding the seismic response [EPANTYK, 
2006] but rather it is heavily dependent on the characteristics of the excitation itself. 
Therefore, it is evident that in order to select the appropriate type of building all the 
data tabulated in Figures 5.15 and 5.16 must be taken into consideration. It is clear 
that buildings having been constructed before the introduction of the new antiseismic 
code provisions represent 84% of Athens building stock and 82% of those in existence 
in Thessaloniki making them by far the most predominant group and an obvious 
candidate for selection. The other significant characteristic is the construction material 
that once more presents itself as the obvious choice. Concrete is the material of 
choice, constituting 83% of Athens building stock and 87% of Thessaloniki‟s. The 
roof type is also predominantly concrete slab with 90% in Athens and 81% in 
Thessaloniki. This greatly limits the different types of roof arrangement and simplifies 
the selection of the building model. The type of building is as expected residential 
buildings with an 83% of presence in Athens and 88% in Thessaloniki limiting the 
required beam spans, floor heights and loading patterns to those commonly found in 
residences.  
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Year of construction and height distribution of building stock (Municipality of Athens) 
Year of Construction Percentage 
 
Before 1919 2% 
1920 - 1945 12% 
1946 - 1960 23% 
1961 - 1970 27% 
1971 - 1980 20% 
1981 - 1985 5% 
1986 - 1990 3% 
1991 - 1995 3% 
After 1996 3% 
Under Construction 1% 
Not Registered 1% 
  
 
  
Building Height Percentage 
Ground floor only 18% 
1 Floor 21% 
2 Floors 13% 
3 - 5 Floors 37% 
> 6 Floors 11% 
  
Building Material Percentage 
 
Concrete 83% 
Steel 0% 
Wood 0% 
Masonry 5% 
Stone 11% 
Other 1% 
Not registered 0% 
  
 
Roof Type Percentage 
Concrete slab 90% 
Sloping - tiles 8% 
Sloping - flashing 2% 
Sloping - other 0% 
Not registered 0% 
  
Building Type Percentage 
 
Residential 83% 
Industrial 2% 
Public service blgs 1% 
Commercial 9% 
Parking / services 0% 
Other 5% 
  
Figure 5.15: Greek higher than 3 storey building stock distribution (Athens). 
[Data: Nakos, 2006] 
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Year of construction and height distribution of building stock (Municipality of Thessaloniki) 
Year of Construction Percentage 
 
Before 1919 3% 
1920 - 1945 8% 
1946 - 1960 13% 
1961 - 1970 24% 
1971 - 1980 27% 
1981 - 1985 7% 
1986 - 1990 7% 
1991 - 1995 6% 
After 1996 4% 
Under Construction 1% 
Not Registered 0% 
  
 
  
Building Height Percentage 
Ground floor only 15% 
1 Floor 11% 
2 Floors 10% 
3 - 5 Floors 46% 
> 6 Floors 18% 
  
Building Material Percentage 
 
Concrete 87% 
Steel 0% 
Wood 0% 
Masonry 11% 
Stone 1% 
Other 1% 
Not registered 0% 
  
 
Roof Type Percentage 
Concrete slab 81% 
Sloping - tiles 16% 
Sloping - flashing 3% 
Sloping - other 0% 
Not registered 0% 
  
Building Type Percentage 
 
Residential 88 
Industrial 1 
Public service blgs 1 
Commercial 7 
Parking / services 0 
Other 3 
  
Figure 5.16: Greek higher than 3 storey building stock distribution (Thessaloniki). 
[Data: Nakos, 2006] 
 
Finally, the height must be specified. It has been argued before that a building‟s 
height by itself does not greatly differentiate the building‟s seismic response but it is 
3% 
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rather seismic excitation dependent. In order to circumvent this particular difficulty 
this research will focus on medium height building that represent approximately 48% 
of Athens building stock and 64% of Thessaloniki‟s but due to their size and 
occupancy rates present a greater interest to the general population. In summation, 
Table 5.1 gives an idea of the representation of the selected model in respect with the 
selected areas urban building stock.  
 
 Seismic 
Code 
Type of 
Roof 
Occupancy Height 
< 1985 Slab Residential Medium 
Athens 89% 83% 90% 83% 
Thessaloniki 82% 87% 81% 88% 
Greece 79% --- --- --- 
Table 5.1: Representation of building stock by selected building model. 
 
5.6 Building model selection 
As described in the above chapters and because a parametric study of different 
types of buildings is not in the scope of work of this research, the selection of the 
building model has been done according to its proximity with the typical urban Greek 
building. The elected model was decided to be medium to high rise, reinforced 
concrete frame, slab roofed, pre 1985 anti-seismic code requirements and designed 
according to the demands of a residential type building. 
The reinforced concrete frame structure shown in Figure 5.4.1 has been detailed 
without antiseismic design, according to the codes of practice that were used with the 
introduction of the first Greek antiseismic code (1959). The frame is comprised of 
reinforced concrete elements of typical geometric characteristics and the height of 
each frame complies to the standards of common practice. 
Thus, the six story reinforced concrete frame building effectively represent the 
Greek urban building stock designed before the introduction of the New antiseismic 
code in 1985. A consequence of detailing without antiseismic design is that medium 
and high damage degrees can be achieved without unrealistic strong seismic 
excitations. The cross-sections of the beams are considered as T-beams with 30 cm 
width, 20 cm slab thickness, 60 cm total beam height and 1.45 m effective slab width. 
The distances between each frame of the structure is equal to 6 m while the ground 
floor has a 4 m height and all subsequent floors 3 m. Furthermore, the subsoil was of 
type B (deep deposits of medium dense sand or over-consolidated clay at least 70 m 
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thick). This procedure, apart from the self-weight, has taken into account the snow, 
the wind and the live loads. The Eigen period of the frame is 1.0 s. This is in 
accordance to the ATC-13 report findings [ATC, 1985] regarding mid-rise frames that 
are considered to be structures of four to eight stories with period varying between 0.9 
and 2.5 seconds. The above are being based on FEMA 223 report [FEMA, 1992] that 
estimated the natural periods of buildings belonging to the high-rise frame class based 
on periods computed from accelerogram records obtained from reinforced concrete 
frames during the 1971 San Fernando earthquake. 
Previous works regarding the sensitivity of the results in accordance with different 
number of bays, the existence of second-order effects as well as the contribution of 
soil conditions showed only limited effect of such parameters in respect to the results 
[Shinghal & Kiremidjian, 1996b]. It has been therefore demonstrated that the 
influence of number of bays is not very significant, having only a minimal effect on a 
building‟s structural response. On the other hand, the existence of second order effects 
is progressively more important on structural response as one move towards larger 
ground motion events. Finally, regarding the type of soil, it has been concluded that 
although in the case of low rise buildings there seems to be a recordable effect 
between rock and firm soils but for the case of mid-rise buildings examined through 
this project it has been found to play only a small role and having only a negligible 
effect, thus can be omitted from consideration. 
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Figure 5.17: Building model showing element dimensions and materials. 
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In Figure 5.17 the proposed building model used in this project along with all 
element dimensions (cm), structural model dimensions (m) and material specifications 
is being presented. 
 
5.7 Choice of damage indices 
The importance of the structure‟s damage index cannot be overstressed since it 
must fulfil certain criteria in order to represent with accuracy all aspects of structural 
damage. Therefore it is unavoidable to focus on the overall structural damage indices 
(OSDI) because they are expressing all existing damages of structural elements as a 
single numerical value thus providing good correlation with single value seismic 
parameters. There are many such parameters, some of the most important and widely 
used amongst the OSDI damage indices are the Park/Ang (OSDIPA) [Park & Ang, 
1985], the Di Pasquale/Cakmak (OSDIDiPC) [Di Pasquale & Cakmak, 1989] and the 
Maximum Interstorey Drift Ratio (MISDR) [NIBS, 1995]. One will have to look at 
the way these parameters are derived in order to have a complete knowledge of them 
before choosing one to express a building‟s overall structural damage. 
 
5.7.1 Damage indices overview 
There are several type of damage indices used throughout the relevant 
bibliography, those are divided into two main groups, local and overall. The first 
describe the damage inflicted to the whole or a part of a single element, while the 
second one represents the damage inflicted in the entire building.  
Local indices are used to express the damage sustained by individual elements 
and usually employ the concepts of ductility and dissipated energy. Ductility and 
interstorey drift are both based only on maximum deformation and fail to account for 
the effects of repeated cycling under seismic loading. However, due to their simplicity 
and ease of interpretation, are still widely used. Since structural damage is 
predominantly caused by excessive deformation and by hysteretic energy dissipation. 
Park and Ang damage index is estimated as a combination of the above utilizing a 
linear combination of deformation and dissipated energy. In previous research work 
[Park & Ang, 1984; Consenza et al., 1990] it has been established that the value of 
β=0.15 correlates closely with results based on other damage models. DIPA has been 
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widely employed in recent years due to its simplicity and that it has been calibrated 
using data from various structural damages observed after previous earthquakes. 
Global damage indices provide information about the damage to the overall 
structure. OSDI after Park and Ang [1984] is defined as the weighted average of the 
local damage indices of each element. The weighting function for each element is 
proportional to the energy dissipated in the element. The damage index, as given 
above, does not properly account for the local concentration of damage, at least not 
directly. It is possible for a few structural elements of the building to have undergone 
severe damage without the global index reflecting it. Nevertheless, in general, the 
locations were high damage is recorded are expected to heavily contribute to energy 
dissipation and therefore be assigned a higher weighting within the overall 
contributories. In effect allowing the OSDIPA to reflect the most heavily damaged 
members in the structure. 
Di Pasquale and Cakmak [Di Pasquale & Cakmak, 1990] showed that the final 
softening index is approximately equal to the average reduction in stiffness across the 
structure, which in respect depends on the combined effect of stiffness degradation 
and plastic deformations. The response of a structure to the energy input from a 
ground motion must be known in order to calculate the above making it necessary to 
specify in advance the acceleration time history and the structural response. The final 
softening can be assessed based on the initial and final state of the structure without 
any input regarding the structural response during such an excitation. However, there 
is a startling omission observed when dealing with softening indices and this is the 
disregard of the dissipated hysteretic energy. Therefore, softening indices can be 
hardly considered as a measure of cumulative damage although they provide an 
approximation of the degradation in strength and stiffness as those are reflected in the 
first modal periods. 
Most of the damage indices are based on the notion of purely flexural structural 
component failure by assuming that shear behaviour is not a significant contributor of 
damage in structures. It is widely understood and acknowledged that shear as well as 
combined shear flexure structural behaviour may lead to a significant number of 
structural failures. Nevertheless, there is the safe assumption that shear related failure 
usually affects stocky structural elements that are in general avoided for building 
construction where slender beams and columns dominate. Therefore, shear behaviour 
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is not expected to play such an important role in modern buildings and the structural 
type under investigation in this project. 
Both approaches have their advantages and limitations. Most notably localized 
damage indices tend to give a better picture of the effects suffered in building‟s 
elements but can rarely be used in whole in all but the simplest cases due to the bulk 
of data being involved. On the other hand an overall index of damage, if not properly 
extracted, can lead to inaccuracies in respect to the actual building structural damage 
suffered during a strong motion event. 
In the next few sections a description will be given of the different damage 
indices in existence as well as comments regarding their suitability to this particular 
project. From the plethora of different damage indices the ones after Park and Ang 
(OSDIPA) , Di Pasquale and Chakmak (OSDIDiPC) as well as the maximum interstorey 
drift ratio (MISDR) will be highlighted. 
 
5.7.2 Description of indices used 
Park/Ang damage index (OSDIPA) 
When global damage has to be obtained with the use of Park / Ang methodology 
this is done by the means of a weighted average at the ends of each element. The first 
step is the calculation of the local damage index as it can be derived from the 
following equation 
 
 
m r
PA t
u r y u
DI E
M
  
 
  
 (5.37)
 
 
Where: DIPA is the local damage index,  
 θm  is the maximum rotation attained by that particular element during 
the structure‟s load history 
 θu    is the ultimate rotation capacity of the section  
 θr    is the recoverable rotation at unloading  
 β     is a strength degrading parameter 
 My  is the yield moment of the section 
 Et    is the dissipated hysteretic energy 
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We also have to be cautious with the fact that the first part of the above equation 
is essentially a pseudo-static rotation measure therefore taking no account of 
cumulative damage which is only included in the second part, energy term, of the 
equation. 
As earlier presented, in order to use the Park/Ang index as a global damage 
parameter the use it as a weighted average of the local damage DIPA is required. This 
can be achieved with the use of the dissipated energy as the weighting factor. 
 
 
1
1
n
PA i
i
PA n
i
i
DI E
OSDI
E





 (5.38)
 
 
Where OSDIPA is the global damage index 
        DIPA is the local damage index by Park/Ang 
       Ei      is the dissipated energy at a given point i 
 n      is the number of locations at which the local damage DIL has 
been computed 
 
Di Pasquale/Cakmak damage index (δM) 
Di Pasquale and Cakmak used the maximum softening index δM as the 
descriptive parameter of their damage index basing it at the vibration parameters of 
the structure, hence in effect looking at the change of the global stiffness matrix of the 
building through the effect this has on the building‟s natural period. 
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T
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Where δM    is the maximum softening 
       T0    is the building‟s initial natural period 
       Tmax is the maximum natural period of an equivalent linear system 
 
Interstorey Drift Ratio (ISDR) damage index 
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The maximum interstorey drift ratio (ISDRmax) is defined by the normalization of 
the maximum interstorey drift in terms of the building‟s interstorey height. 
 
 max (%)
Drift
Height
Interstorey
ISDR
Interstorey
  (5.40) 
 
This rather simplistic damage index is deemed by scientists as a relatively safe 
parameter since it presents adequate correlation with observed damage and the other 
indices mentioned earlier, while its ease of use and straightforwardness means that it 
can be used in most cases [Elenas, 2001]. 
 
5.7.3 Damage index selection 
For reinforced concrete structures the Park/Ang model has been widely 
implemented as an indicator of seismic damage due to its simple numerical 
computation and because of its calibration with data from various structures that 
suffered damage during past earthquakes. In order to effectively utilize the 
aforementioned index a set of discrete damage states should be defined allowing for 
the expression of damage sustained by a structure to be evaluated in terms of the 
extent of the localized damaged suffered by its individual elements. This in itself 
leads to the quantification of damage in several damage states according to the needs 
of the researcher or the type of the research itself. 
Originally, Park and Ang calibrated the index with the observations of damage 
suffered by nine different reinforced concrete buildings caused by different 
earthquakes [Park et al., 1984]. A subsequent report from Park, Reinhorn and 
Kunanth [1987] described the semantic definition of the damage ranges corresponding 
to different OSDIPA values. Further calibration of the model was performed 
incorporating simplifications deriving from other researchers in the same field 
[Gunturi, 1992] as well as by the use of eight additional reinforced concrete buildings 
damaged during the 1985 Mexico City earthquake [De Leo & Ang, 1993]. The 
calibration of the index according to results of an extensive study of reinforced 
concrete columns was used to further enhance the classification accuracy [Stone & 
Taylor, 1993]. The range of OSDIPA values used in this project was chosen to be as 
close as possible to Parks proposal [Park, 1984] but consolidating the severe and 
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collapse states into one classification. By merging these two states together the 
resultant vulnerability curve will benefit from an enhanced number of results while 
the opposite would not be advisable due to the possible shortcomings of this 
methodology presents when statistically insufficient amounts of data might result in 
result bias. Furthermore since the collapse / severe damage state is still a point of 
debate following this conservative approach is much preferable also conforms to more 
recent studies [Ang et al., 1993] suggesting the use of a value of OSDIPA = 0.8 to 
represent collapse in order to simplify and more closely approximate reality. 
 
Damage 
State 
Physical description of damage state Park / Ang Index  
Minor 
Minor cracks throughout building, partial 
crushing of concrete in columns 
< 0.3 
Moderate 
Extensive large cracks, spalling of concrete in 
weaker elements 
0.3 > OSDI < 0.6 
Severe 
Extensive crushing of concrete, disclosure of 
buckled reinforcement > 0.6 
Collapse Partial or total collapse of building 
Table 5.2: Park / Ang damage index for different damage states. 
 
5.8 Choice of important EQ parameters 
It is known that accelerograms by themselves do nothing more than describe the 
seismic event and provide general information such as Peak Ground Acceleration 
(PGA) or the Total seismic duration (Dt).  In order to characterize earthquake ground 
motion for the purposes of structural performance evaluation the amplitude, frequency 
content and the duration of ground motion must be described. Therefore rendering the 
simple use of a unitary parameter that can adequately describe the above difficult. If 
we use appropriate mathematical methods several important earthquake parameters 
can be extracted, parameters such as Arias intensity (IA) [Arias, 1970], HUSID 
diagram [Husid, 1969], Strong motion duration after Trifunac/Brady (SMDTB) 
[Trifunac & Brady, 1975] and Power (P0.90) [Jennings, 1982], the acceleration Root 
Mean Square (RMSa) [Meskouris 2000], the input seismic energy (EINP) [Uang & 
Bertero, 1990] amongst others. Also several other important parameters of the 
frequency domain such as Spectral intensity (SI) and the response spectra can be 
derived by the mathematical manipulation of an accelerogram. 
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5.8.1 Overview of EQ parameters 
Considering the direct relationship between the PGA parameter and the inertia 
force one should not be surprised by the use of PGA as a strong motion descriptive 
parameter is still predominant amongst researchers as a means to assess seismic 
intensity. Nevertheless, as independent research in previous years showed, this can be 
grossly misleading when it comes to the selection of a critical earthquake for a 
structure [Naeim et al. 1993; Elenas et al., 1999]. This can be derived from the fact 
that a high PGA value strong motion event might have a less destructive effect than a 
medium PGA value one in case the latter presents a lower frequency of pulses and or 
a smaller duration. It can therefore be seen that a low reliability in terms of seismic 
damage potential descriptor. Other parameters, aside from PGA, show similar 
behaviour only incorporating some earthquake characteristics leading to high 
parameter values but not necessarily a comparable maximum critical structural 
response. 
Therefore the need for a parameter that would make a good strong motion 
descriptor is of paramount importance if someone would like to be sure that when a 
strong motion event was chosen based on the high value of such a parameter will 
yield critical structural damage as well. Many studies on the area of seismic parameter 
correlation with the recorded structural damage try to evaluate the interdependency of 
these parameters and the actual structural damage with mixed success and result 
convergence [Elenas, 1997; Amiri & Dana, 2005] 
Previous research in buildings damage observations after strong motion events 
showed that the seismic damage potential in most cases result in poor correlation with 
maximum or single parameter use, such as PGA or Dt. On the other hand; earthquake 
descriptors that are based on a multi-parametric approach, such as Arias intensity, 
Strong motion duration or other energy manifestations, have a better structural 
damage correlation [Elenas, 1997]. Therefore the need for better understanding of 
these parameters is of paramount importance. To achieve the above an overview of 
some of the most frequently used and well known parameters will be presented in the 
following paragraphs. 
 
5.8.2 Description of EQ parameters used 
As previous demonstrated , the destructive potential of a strong motion event has 
many describing parameters that can be calculated from the specific acceleration time-
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history of each individual case. Several studies have been performed for the derivation 
of the most appropriate parameter that conveys the maximum amount of information 
regarding a particular strong motion‟s destructive potential but none of the above 
seems to be the one to govern all others. From past research work it has shown that 
there are some “structural damage – seismic parameter” couples that work in better 
correlation than others [Elenas, 2000], one can derive significant facts that describe 
the relationship between parameters but before that an outline of some of the most 
frequently used damage indices will follow. In the quest of a more descriptive 
earthquake parameter for a given structural damage index, that will enable a better 
and more accurate seismic structural damage quotient prediction, the use of a suitable 
seismic parameter that will also act as a damage indicator for a given structural 
system is required. In the next few paragraphs a brief description and the method of 
calculation of the aforementioned parameters will be presented. In case of parameters 
where more than one definitions exists, such as EINP given below, it is the general rule 
that unless explicitly mentioned this investigation will utilize the definition shown 
below for throughout the applied methodology. 
 
a) Arias Intensity (IA) 
Arias intensity is a measure of the represents the square root of the energy 
per mass. In this investigation a scaled form of Arias intensity was utilized 
having units of “m2/s3” representing the total energy content of a seismic 
excitation and defined by the following relation. 
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Where:  I0 is the Arias intensity 
  te is the total seismic duration 
  χ  is the seismic ground acceleration 
 
b) HUSID diagram (Ht) 
The HUSID diagram is the time history of the seismic energy content scaled to 
the total energy content which is just the arias intensity.  
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The HUSID diagram is the time history of the seismic energy content scale 
to the total energy content, that is essentially Arias, as it can be seen in the 
derivation relationship that follows. 
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If the upper limit in the Arias Intensity integral is replaced by t (0 < t < te) and 
the corresponding integral is denoted by I(t) then the HUSID diagram is 
defined as the time-dependent function 
 
 
( )
( )
0
t
t
I
H
I

 (5.43)
 
 
Where:  H(t) is the HUSID diagram as a function of time t 
  I0 is the Arias intensity  
  χ  is the seismic ground acceleration 
 
c) Strong Motion Duration after Trifunac/Brady (SMDTB)  
The Strong Motion Duration is defined as the time elapsed between the 5 
and 95% of the HUSID diagram and is defined by the following equation. 
 
 SMDTB= T0.95 – T0.05 (5.44) 
 
Where:  SMDTB  is the strong motion duration after Trifunac/Brady 
  T0.95    is the time elapsed at 95% of HUSID diagram  
  T0.05      is the time elapsed at 5% of HUSID diagram  
 
d) Acceleration Root Mean Square (RMSa) 
The root-mean-square acceleration has been of interest to the engineering 
community and researchers as a seismic intensity characterization parameter 
due to its inherent behaviour as the standard deviation. It has therefore been 
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generally expected to lead to a more accurate result as parameter of intensity 
characterization than PGA. The formula giving the RMSa value: 
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e) Seismic Energy Input (EINP)  
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Where:  EINP   is the absolute input seismic energy of a SDOF system 
  m      is the mass  
  u        is the relative displacement to the ground of the system 
   x       is the ground displacement 
 
5.9 Implementation of Non-linear analysis 
With the completion of the utilized seismic parameters‟ definitions the 
implementation of the non-linear analysis can be executed based on the steps 
mentioned before. In the next few paragraphs the results of the non-linear analysis 
based on the selected 450 seismic recordings will be given. For this particular 
investigation, some of the important seismic parameters having been utilized will be 
presented. The selection, as mentioned before, was based primarily on the popularity 
of a particular parameter amongst researchers as well as on a distribution of good to 
bad correlating, with the resultant OSDIPA results, characteristics in order to establish 
their suitability as seismic damage potential indicators. Namely, the peak ground 
acceleration (PGA), arias intensity (IA), root mean square of accelerations (RMS), 
energy input (EINP) and strong motion duration after Trifunac/Brady (SMDTB) were 
selected being some of the most widely used in the scientific literature to date. The 
aforementioned parameters have been extensively used from various researchers in 
the past and enjoy both strong support and opposition from the engineering 
community regarding their correlation with observed seismic damages. 
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The procedures that can be used for the calculation of these values have been 
described in earlier chapters of this work. Here suffice to say that a computer program 
ACINF [ACINF, 1999] has been utilized for the process of numerical integration of 
the artificial accelerograms wherever it was necessary in order to streamline the 
process of acquiring a big amount of data for parametric study. Due to the bulk of 
results from this process only an indicative part of them will be presented in this 
chapter, with the total set being for reasons of readability in Part 3 of the appendix 
section under Table A3. 
 
EQ No Set No 
Response 
Spectrum 
Total 
Duration 
PGA 
(m/s
2
) 
ARIAS 
(m
2
/s
3
) 
RMS 
(m
2
/s
4
) 
EINP 
(m
2
/s
2
) 
SMDTB 
(s) 
016_012_1 1 0.16 20 0.12 2.387 0.3455 0.13826 15.02 
016_012_2 1 0.16 20 0.12 1.587 0.2817 0.07623 15.76 
016_012_3 1 0.16 20 0.12 1.852 0.3043 0.06409 15.39 
016_012_4 1 0.16 20 0.12 2.170 0.3294 0.10950 15.59 
016_012_5 1 0.16 20 0.12 2.590 0.3599 0.12533 15.06 
016_015_1 1 0.16 20 0.15 6.355 0.5637 0.29699 15.86 
016_015_2 1 0.16 20 0.15 6.082 0.5515 0.21516 16.26 
016_015_3 1 0.16 20 0.15 6.046 0.5498 0.38357 15.68 
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Table 5.3: Seismic parameters extracted from artificial accelerograms. 
 
5.10 Summary 
Whilst in previous chapters the different methodologies regarding vulnerability 
curve selection has been presented, here a complete outline of the choices made for all 
major aspects of this project has been presented. In detail, the differences between 
natural and artificial accelerograms have been given, along with the rationalization 
behind the election of artificial accelerogram for use in this project. The computer 
programs to be utilised for both artificial accelerogram creation as well as for the non-
linear analysis execution has been investigated. Finally, this chapter outlined the 
methodology followed, for the selection of the representative building model, as well 
as demonstrated some of the most representative damage indices and earthquake 
parameters. In Figure 5.19 those choices are shown in a schematic work through for 
the whole project. 
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Figure 5.18: Project‟s Work-through diagram. 
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6. ANALYSIS RESULTS 
In this chapter the tabulation of all OSDIPA analysis results will be performed in an 
effort to derive useful statistical interpretations as well as to ascertain the statistical 
correlation of those results with previous work performed by others.  
 
6.1 Park/Ang damage index result tabulation 
Using the aforementioned methodologies the researcher can obtain the building‟s 
overall damage index. In the following table of results each seismic event and its 
calculated overall building degree of damage, as demonstrated by the overall 
structural damage index after Park/Ang, can be seen. This is essentially the tool that 
will be used in order to identify the correlation between the various EQ parameters 
and the recorded damaging potential of a strong motion excitation. The total set of 
results can be seen in Part 4 of the appendix chapter under Table A4. 
 
EQ No Set No OSDIPA EQ No Set No OSDIPA EQ No Set No OSDIPA 
016_012_1 1 0.083 016_015_1 1 0.221 016_012_1 1 0.242 
016_012_2 1 0.070 016_015_2 1 0.187 016_012_2 1 0.307 
016_012_3 1 0.056 016_015_3 1 0.165 016_012_3 1 0.295 
016_012_4 1 0.054 016_015_4 1 0.291 016_012_4 1 0.333 
016_012_5 1 0.077 016_015_5 1 0.246 016_012_5 1 0.426 
016_015_1 1 0.174 016_020_1 1 0.158 016_015_1 1 0.221 
016_015_2 1 0.120 016_020_2 1 0.341 016_015_2 1 0.152 
016_015_3 1 0.130 016_020_3 1 0.469 016_015_3 1 0.230 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
Table 6.1: Seismic parameters extracted from artificial accelerograms. 
 
It must be made clear that in some cases where the recorded OSDIPA value was 
reported as being higher than 1.0 the end result was kept as reported in order to 
facilitate statistical robustness since the OSDIPA can obtain theoretical values larger 
than unit referring to total building loss [Valles et al., 1989].  The above convention 
was used throughout the project in both local and overall DIPA to avoid any data 
contamination due to human interference during statistical interpretation of results. 
The aforementioned values were not taken into consideration only during the result 
discussion process. There, building damage levels were utilized since it was deemed 
that exploring the different degrees of building loss squarely lies off the scope of this 
work and did not contribute towards the end result sought after. 
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Furthermore, it should be noted that even though the probabilistic seismic demand 
model is performed for a peak ground acceleration range of 0.12–0.45g, assuming a 
log-normal fit for the vulnerability curves allows and accommodates reasonable 
extrapolation beyond this range [Choi et al., 2004]. In our case the results are in 
accordance with what was expected, as we can see in Figures 6.1 (a) and (b) that 
clearly demonstrate the distribution of the calculated OSDIPA values validating the 
assumption that a lognormal probability governs the results of the analysis.  
 
 
 
Figures 6.1 (a) and (b): Results demonstrating OSDIPA distribution. 
 
6.1.1 Damage index statistical analysis 
In line with the aforementioned OSDIPA result distribution mentioned in chapter 
6.1 and in order to provide the basis upon which the rest of the statistical analysis will 
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given in table 6.2 and Figure 6.2 there is a clear tendency of the results for a left skew 
as expected from a logarithmic distribution. 
 
 
Table and Figure 6.2: OSDIPA Summary statistics and Data histogram. 
 
The deviation from normality can be easily ascertained by the apparent left skew 
tendency of the results also demonstrated by the Stnd. Skewness and Stnd. Kurtosis 
values. Since both deviate from the ± 2.0 value is a strong indicator of a significant 
departure from normality for the results in question. This is further demonstrated in 
Figures 6.3 (a) and (b) where the Box and Whisker plot [Tukey, 1974] shows the 
distribution characteristics and outliers as well as the Normal probability plots are 
given. 
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Figures 6.3 (a) and (b): OSDIPA Box and Whiskers and Normal probability plots. 
 
From the above, it is evident that some OSDIPA data transformation might yield a 
better approximation of normality. Since the results present a strong left skew 
tendency it is only logical to start from this point and try the logarithmic 
transformation. Therefore by transforming our samples to the log(OSDIPA) the results 
present a much better fit to the normal distribution as demonstrated in the Figures 
given below. 
 
 
Table 6.3 and Figure 6.4: Log(OSDIPA) Summary statistics and Data histogram. 
 
With this transformation a notably smaller deviation from normality is being 
observed as can be seen by the respective standard skewness and kurtosis indicators 
with values much closer to the ones expected by data fitting to a normal distribution. 
Furthermore, the Kolmogorov-Smirnov sig. value of 0.058 further supports the notion 
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of normality. Nevertheless, as can be seen in Figure 6.5 a and b where the relevant 
Box and Whisker and Normal probability plots are given, deviation from normality is 
probably being caused by the data‟s left tail values. 
 
 
Figures 6.5 (a) and (b): Log(OSDIPA) Box and Whiskers and probability plots. 
 
By utilizing a reverse transformation of the tail values that present a strong 
deviation from normality it is evident that the three values of OSDIPA lower than 
0.059 are the ones that negatively affect the data distribution and make it deviate from 
normality. By suppressing those values from the sample one can see the significantly 
better fit of the resultant values with the normal distribution. This by no means makes 
these three edge values certain outliers but focuses the interest of the research into the 
identification of such values in both micro and macro scale in order to provide 
reasonable scientific explanation for their existence. The identification and 
rationalization of possible outlier data will be realized in detail in the following 
paragraphs where a complete breakdown of all data will be performed. 
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Table 6.4 and Figure 6.6: Suppressed OSDIPA Summary statistics & Data histogram. 
 
This is further demonstrated by the updated Box and Whiskers as well as Normal 
distribution plot given in Figures 6.7 (a) and (b) below. 
 
 
Figures 6.7 (a) and (b): Suppressed Log(OSDIPA) Box and Whiskers and Normal 
probability plots. 
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6.1.2 Possible outlier identification 
In order to ascertain the fact that the data extracted from the aforementioned 
methodology can be used without bias there is the need to consider the existence of 
any kind of outliers that could potentially “contaminate” the results and lead to 
erroneous conclusions. To achieve that, a thorough statistical analysis of the entire 
450 case data sample has to be performed hence isolate any suspect results for an in 
depth study to reveal whether it is actually an outlier or a product of result diversity 
[Barnett & Lewis (1994)]. 
When the data were treated as a complete data set of 450 cases then the 
transformed OSDIPA data shows no significant outliers apart from the three cases 
highlighted in the previous section. This can be vividly demonstrated by the below 
given plots in Figures 6.8 (a) and (b). 
 
 
 
Figures 6.8 (a) and (b): Outlier and Box and Whiskers plots for transformed data. 
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The above methodology was not considered adequate for the identification of 
possible outliers since it precluded a case by case examination of the 450 case results 
based on different seismic characteristics. In order to overcome this limitation, 
statistical analysis was carried out in terms of OSDIPA results yield according to the 
rest of the results for any given group of separate cases. In effect this lead to the 
separation of the data in 45 groups of 10 cases each based on similarities in the 
response spectrum, total seismic duration and the peak ground acceleration selected. 
For each of those a set of statistical results a series of tests has been performed to 
identify possible outliers [Iglewicz & Hoaglin, 1993]. Although most outlier tests 
assume normality the methodology is relevant in this case as well due to the 
applicability of the central limit theorem and the fact that the logarithmic 
transformation of OSDIPA reasonably approximates normality as has been shown 
before. 
Therefore a set by set statistical examination has been carried out in such a way as 
to highlight any values out of the ordinary. Since the aim of this work was the 
identification of possible outliers within the given data sets the original values have 
been utilized. The groups were based according to similar seismic characteristics used 
during their creation. Therefore, the division was performed based on the data‟s 
respective response spectrum utilized (a=0.16, 0.24 or 0.36g), the seismic event‟s total 
duration (TD=20, 30 or 40s) and finally the selected of the five distinct peak ground 
acceleration values selected for each accelerogram creation. The results of the 
aforementioned study for all 45 groups are omitted to avoid obfuscation and can be 
concluded that there are 26 distinct cases that need to be individually studied in order 
to conclude whether they are actual outliers that need to be removed or not. 
The aforementioned evaluation for identifying the possible outlier values was 
performed with the aid of a series of statistical analyses concentrating on the 
difference of extreme values from the mean of each of the 45 sets of 10 cases. By 
calculating each set‟s interquartile range the values that lay further away than 1.5 
times the interquartile range from the edge of the box formed by the lower to the 
upper quartile region of the data comprising the middle 50% of the set‟s data. As an 
example the first set of results corresponding to a Response spectrum of 0.16g, a total 
duration of 20s and a PGA of 0.12g is being considered. In Table 6.4 the summary 
statistics table for both cases of either inclusion or not of the possible outlier values is 
presented.  
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Statistic 
Including 
all values 
Excluding 
remote values  
Count 10 8 
Average 0.091 0.070 
Standard deviation 0.048 0.012 
Coeff. of variation 52.2% 17.4% 
Minimum 0.054 0.054 
Maximum 0.185 0.084 
Range 0.131 0.030 
Stnd. skewness 2.031 -0.170 
Stnd. kurtosis 0.694 -1.058 
Table 6.5: Summary statistics with and without possible outlier exclusion. 
 
Figures 6.9 (a), (b) and (c) effectively presents the sigma limit outlier plot, the Box 
and Whiskers as well as the relative distribution plot of all 10 cases of results 
comprising the set under investigation.  
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Figures 6.9 (a), (b), (c): Sigma limit outlier plot, Box and Whiskers plot, Normal 
probability distribution plot of the all selected set‟s results (a=0.16g, TD=20s, 
PGA=0.12g). 
 
It is worth mentioning that the possible outliers are evident by mere observation of 
the results and if are disregarded from their respective set will ensue a better fit of the 
results to the normal distribution pattern. Nevertheless, this is not something that can 
be decided to be performed based solely on the above since it is of paramount 
importance to first exclude the possibility that such an omission would contaminate 
the data sample, include unwanted bias or interfere with the inherent randomness of a 
seismic event. This will be achieved by an in-depth detailed study of the nature of 
damage inflicted to the R.C. frame structure taking into account the localized damage 
indices for each important contributing member before taking a decision as to whether 
an OSDIPA value can be deemed an actual outlier or a mere manifestation of the 
particular‟s accelerogram damaging potential for a structure with the given 
characteristics. 
The first step for the realization of the above asks for the implementation of the 
aforementioned procedure to the whole population of data sets as previously 
identified. The end result of such work has to be individually treated in order to 
identify and validate the actual existence of outliers. The data for all 45 cases has been 
scrutinized and all possible outliers that have been identified in the process has been 
tabulated in Table 6.5 that follows. Care shall be taken that although some cases have 
the same numerical result the data has been retained in order to avoid any bias due to 
human intervention and manipulation. 
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Response  
Spectrum [g] 
Total  
Duration [s] 
PGA [g] OSDIPA 
0.16 
20 
0.12 
0.174 
0.185 
0.20 0.270 
30 
0.25 0.650 
0.30 0.731 
40 
0.15 
0.991 
1.152 
0.30 0.584 
0.24 
20 
0.20 0.704 
0.25 0.780 
0.35 
0.518 
0.997 
30 
0.15 
0.887 
0.887 
0.30 
0.626 
0.626 
35 
0.207 
0.207 
0.593 
0.593 
40 0.20 0.847 
0.36 
20 
0.35 1.151 
0.45 
0.656 
0.805 
30 0.27 
1.308 
1.308 
Table 6.6: OSDIPA Possible outlier identification table. 
 
In all the aforementioned cases a detailed examination of the earthquake 
parameters was carried out in an attempt to identify the reason or reasons behind the 
outlier OSDIPA results. After careful examination of the above has been concluded 
that some of these possible outliers can be directly attributed to their respective 
earthquake parameters (i.e. the two cases belonging to the set of results based on 
a=0.16g, Duration=20s and PGA=0.12g). Others, cannot be directly attributed to any 
of the single earthquake parameters evaluated beforehand but on the mode of failure 
and damage propagation caused by the seismic excitation to the model building(i.e. 
the two cases belonging to the set of results based on a=0.16g, Duration=40s and 
PGA=0.15g). 
In order to avoid overextending the subject of possible outlier identification and 
subsequent treatment in the body of research, only the aforementioned indicative 
cases will be discussed in detail. These cases have been selected because of their 
inherent differences in terms of reasons of OSDIPA discrepancy existence. One is the 
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pair of results from the a=0.16g, TD=20s and PGA=0.12g set and the other one being 
from the a=0.16g, TD=40s and PGA=0.12g one. Their respective OSDIPA and 
Earthquake parameter values corresponding to the aforementioned results are given in 
Table 6.6 below. 
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PGA OSDIPA ARIAS RMS EINP SMDTB 
0.16 
20 
1 
0.12 
0.083 2.387 0.3455 0.13826 15.02 
2 0.070 1.587 0.2817 0.07623 15.76 
3 0.056 1.852 0.3043 0.06409 15.39 
4 0.054 2.170 0.3294 0.10950 15.59 
5 0.077 2.590 0.3599 0.12533 15.06 
1 0.058 1.998 0.3161 0.06151 14.97 
2 0.185 6.607 0.5748 0.34871 15.93 
3 0.084 2.831 0.3763 0.15469 15.93 
4 0.073 2.221 0.3332 0.17406 15.25 
5 0.174 6.291 0.5609 0.46936 16.30 
40 
1 
0.15 
0.221 9.885 0.4971 0.40137 30.90 
2 0.152 10.200 0.5050 0.31495 30.44 
3 0.230 10.404 0.5100 0.67340 31.04 
4 0.288 10.464 0.5115 0.52544 30.48 
5 0.224 10.696 0.5171 0.40804 30.91 
1 1.000 10.688 0.5169 0.51154 31.01 
2 0.991 10.157 0.5039 0.63309 30.56 
3 0.210 10.338 0.5084 0.67103 31.15 
4 0.186 10.432 0.5107 0.39990 31.05 
5 0.182 10.350 0.5087 0.38270 30.51 
Table 6.7: OSDIPA and Earthquake parameter results for selected cases. 
 
As can be seen from the tabulated values above the first group of suspected outliers 
seems to be easily attributed to the difference observed in its respective earthquake 
parameter values and therefore a more detailed investigation of the accelerograms can 
provide a better perspective on the subject. In Figure 6.10 the aforementioned 
accelerograms and response spectra are given along with another 3 cases (yellow 
marked) of the same set for reasons of comparison. 
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Figure 6.10: Accelerograms and Response spectra of 1
st
 outlier set. 
 
It is evident from the above that the reason behind the sudden change of OSDIPA 
values for the 1
st
 outlier set can be directly attributed in the difference presented in the 
response spectra and the consequent difference of the shape and values of the resultant 
accelerograms. Due to the relatively small difference between the target and created 
response spectra, which is expected due to the methodology followed for their 
creation, there is no apparent reason to exclude those cases from the original sample. 
Therefore, the above results cannot be treated as outliers and will be included in the 
final results. 
For the second set of suspected outliers it is not possible to apply the same 
reasoning since there is no straightforward connection between the recorded high 
values of OSDIPA and any of the calculated earthquake parameters. In order to certify 
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suspected outliers are show in Figure 6.11 that follows. To maintain uniformity of 
presentation the same outline has been used like the above, with the inclusion of 3 
additional cases (yellow marked) for reasons of comparison.  
 
 
Figure 6.11: Accelerograms and Response spectra of 2
nd
 outlier set. 
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form and type to yield significantly different building damage results based on effects 
that could be attributed to the specific dynamic characteristics of the seismic 
excitation that cannot be captured with the single seismic parameters elected to be 
used in this project. 
One such example is the seismic demand imposed on a building based on its 
natural period as this could be seen after, for example, a Hilbert Huang transformation 
[Hilbert et al., 1998] has been carried out for each accelerogram and the change of the 
building‟s natural period followed to determine and accurately depict the ever 
changing seismic demand throughout the strong motion‟s time history. Since this kind 
of analysis would justify a project of its own and cannot be covered within a mere 
section an alternative approach was chosen to be followed in this case. 
The approach in question was the justification of the OSDIPA value based on the 
individually computed and recorded values for each of the building‟s elements as an 
indicator of variability of a building‟s seismic behaviour for different seismic input. In 
order to perform the above, the necessity to obtain the final frame state and evaluate 
the local damage indices of each critical element of the structure became crucial. By 
looking back in IDARC2D v4.0 output file a collection of all final local damage states 
for each of the selected cases has been recorded. In Table 6.7 and Figures 6.12 (a), 
(b), (c), (d), (e) and (f) are giving the exact nature of damage development is 
investigated in order to ascertain whether the increased OSDIPA values are reasonably 
explained or they have to be treated as outliers and removed from the results. As can 
be easily observed, in the two cases under consideration but on the rest as well the 5
th
 
level is the one that suffers the most localized damage and therefore the one that can 
provide an insight regarding the validity or not of the recorded values. 
Therefore, Figures 6.12 (a), (b), (c), (d) and (e) present the final local damage 
index after Park / Ang for each of the selected cases under investigation. Table 6.7 
presents a breakdown of the local structural damage index after Park / Ang for each 
separate level of the structure and Figure 6.12 (f) finally presents in a separate graph 
the local damage development through time of the critical 5
th
 level structural 
component that has been established as the point of failure. 
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        +-----------+-----------+-----------+      
        !    0.00   !    0.00   !    0.00   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.06       !0.04       !0.04       !0.07  
        !(.25)      !(.25)      !(.28)      !(.23) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.01   !    0.00   !    0.02   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !2.24       !1.86       !1.89       !2.21  
        !(.26)      !(.28)      !(.29)      !(.18) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.03   !    0.02   !    0.03   !      
        !   (0.04)  !   (0.04)  !   (0.12)  !      
        !0.03       !0.05       !0.05       !0.03  
        !(.13)      !(.27)      !(.31)      !(.10) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.02   !    0.05   !      
        !   (0.13)  !   (0.04)  !   (0.13)  !      
        !0.03       !0.06       !0.05       !0.03  
        !(.15)      !(.20)      !(.20)      !(.15) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.04   !    0.05   !      
        !   (0.29)  !   (0.19)  !   (0.35)  !      
        !0.04       !0.05       !0.05       !0.04  
        !(.03)      !(.06)      !(.06)      !(.02) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.08   !    0.06   !    0.07   !      
        !   (0.23)  !   (0.12)  !   (0.19)  !      
        !0.12       !0.10       !0.10       !0.11  
        !(.13)      !(.10)      !(.10)      !(.14) 
        !           !           !           !  
     
Case 1 
 
 
 
        +-----------+-----------+-----------+      
        !    0.00   !    0.00   !    0.00   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.08       !0.05       !0.05       !0.06  
        !(.27)      !(.23)      !(.26)      !(.25) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.00   !    0.00   !    0.01   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.30       !0.28       !0.28       !0.30  
        !(.19)      !(.30)      !(.30)      !(.20) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.02   !    0.02   !    0.02   !      
        !   (0.07)  !   (0.05)  !   (0.12)  !      
        !0.02       !0.04       !0.04       !0.02  
        !(.10)      !(.27)      !(.26)      !(.12) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.02   !    0.04   !      
        !   (0.15)  !   (0.05)  !   (0.13)  !      
        !0.03       !0.05       !0.05       !0.03  
        !(.13)      !(.19)      !(.20)      !(.15) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.03   !    0.04   !      
        !   (0.36)  !   (0.23)  !   (0.40)  !      
        !0.04       !0.00       !0.00       !0.04  
        !(.01)      !(.00)      !(.00)      !(.00) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.05   !    0.05   !    0.05   !      
        !   (0.23)  !   (0.12)  !   (0.22)  !      
        !0.09       !0.08       !0.08       !0.09  
        !(.13)      !(.08)      !(.08)      !(.13) 
        !           !           !           !     
  
Case 3 
 
 
 
 
 
        +-----------+-----------+-----------+      
        !    0.00   !    0.00   !    0.00   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.08       !0.05       !0.05       !0.07  
        !(.25)      !(.25)      !(.28)      !(.22) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.01   !    0.00   !    0.02   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !1.58       !1.33       !1.36       !1.57  
        !(.22)      !(.30)      !(.30)      !(.18) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.02   !    0.02   !    0.03   !      
        !   (0.10)  !   (0.06)  !   (0.09)  !      
        !0.02       !0.04       !0.04       !0.03  
        !(.12)      !(.26)      !(.24)      !(.13) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.02   !    0.03   !      
        !   (0.14)  !   (0.05)  !   (0.11)  !      
        !0.03       !0.05       !0.05       !0.03  
        !(.14)      !(.17)      !(.19)      !(.18) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.03   !    0.04   !      
        !   (0.37)  !   (0.21)  !   (0.37)  !      
        !0.03       !0.00       !0.00       !0.05  
        !(.02)      !(.00)      !(.00)      !(.02) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.06   !    0.05   !    0.06   !      
        !   (0.21)  !   (0.12)  !   (0.21)  !      
        !0.09       !0.09       !0.09       !0.10  
        !(.14)      !(.09)      !(.09)      !(.14) 
        !           !           !           !    
   
Case 2 
 
 
 
        +-----------+-----------+-----------+      
        !    0.00   !    0.00   !    0.00   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.07       !0.06       !0.05       !0.10  
        !(.24)      !(.25)      !(.26)      !(.24) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.01   !    0.00   !    0.02   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.26       !0.24       !0.24       !0.26  
        !(.21)      !(.29)      !(.29)      !(.20) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.03   !    0.02   !    0.02   !      
        !   (0.11)  !   (0.05)  !   (0.07)  !      
        !0.02       !0.04       !0.04       !0.03  
        !(.12)      !(.25)      !(.28)      !(.10) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.02   !    0.04   !      
        !   (0.15)  !   (0.06)  !   (0.14)  !      
        !0.04       !0.05       !0.05       !0.03  
        !(.15)      !(.18)      !(.18)      !(.14) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.03   !    0.03   !    0.04   !      
        !   (0.39)  !   (0.22)  !   (0.38)  !      
        !0.04       !0.00       !0.00       !0.03  
        !(.00)      !(.00)      !(.00)      !(.00) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.05   !    0.04   !    0.05   !      
        !   (0.21)  !   (0.11)  !   (0.23)  !      
        !0.08       !0.07       !0.07       !0.08  
        !(.14)      !(.08)      !(.08)      !(.15) 
        !           !           !           !      
 
Case 4 
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        +-----------+-----------+-----------+      
        !    0.00   !    0.00   !    0.00   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.06       !0.04       !0.04       !0.06  
        !(.23)      !(.31)      !(.25)      !(.21) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.00   !    0.00   !    0.01   !      
        !   (0.00)  !   (0.00)  !   (0.00)  !      
        !0.27       !0.21       !0.24       !0.26  
        !(.24)      !(.28)      !(.29)      !(.20) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.03   !    0.02   !    0.02   !      
        !   (0.10)  !   (0.04)  !   (0.06)  !      
        !0.02       !0.04       !0.04       !0.02  
        !(.12)      !(.29)      !(.26)      !(.13) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.04   !    0.02   !    0.04   !      
        !   (0.15)  !   (0.05)  !   (0.13)  !      
        !0.03       !0.05       !0.05       !0.03  
        !(.14)      !(.19)      !(.19)      !(.15) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.03   !    0.03   !    0.03   !      
        !   (0.36)  !   (0.23)  !   (0.40)  !      
        !0.04       !0.00       !0.00       !0.04  
        !(.01)      !(.00)      !(.00)      !(.01) 
        !           !           !           !      
        +-----------+-----------+-----------+      
        !    0.05   !    0.04   !    0.05   !      
        !   (0.21)  !   (0.10)  !   (0.21)  !      
        !0.08       !0.08       !0.08       !0.09  
        !(.15)      !(.09)      !(.09)      !(.15) 
        !           !           !           !   
    
Case 5 
 
 
Story Level Damage Indices 
 Level Beam Column Weight Level DIPA 
C
a
s
e
 
1
 
6 0.000 0.051 0.017 0.001 
5 0.000 2.028 0.552 1.119 
4 0.006 0.036 0.029 0.001 
3 0.012 0.031 0.049 0.002 
2 0.037 0.008 0.054 0.002 
1 0.038 0.049 0.299 0.026 
Total OSDIPA 1.152=1.0 
C
a
s
e
 
2
 
6 0.000 0.059 0.028 0.002 
5 0.000 1.433 0.678 0.972 
4 0.006 0.027 0.021 0.001 
3 0.010 0.028 0.033 0.001 
2 0.033 0.002 0.032 0.001 
1 0.030 0.041 0.209 0.015 
Total OSDIPA 0.991 
C
a
s
e
 
3
 
6 0.000 0.063 0.033 0.002 
5 0.000 0.289 0.659 0.190 
4 0.006 0.027 0.025 0.001 
3 0.011 0.027 0.045 0.002 
2 0.037 0.000 0.034 0.001 
1 0.030 0.037 0.205 0.014 
Total OSDIPA 0.210 
C
a
s
e
 
4
 
6 0.000 0.068 0.054 0.004 
5 0.000 0.244 0.693 0.169 
4 0.006 0.028 0.034 0.001 
3 0.012 0.027 0.045 0.002 
2 0.033 0.000 0.026 0.001 
1 0.026 0.033 0.149 0.009 
Total OSDIPA 0.185 
C
a
s
e
 
5
 
6 0.000 0.050 0.030 0.002 
5 0.000 0.242 0.683 0.165 
4 0.005 0.028 0.029 0.001 
3 0.011 0.027 0.047 0.002 
2 0.032 0.000 0.027 0.001 
1 0.024 0.040 0.183 0.012 
Total OSDIPA 0.182 
 
 
Table 6.8 and Figures 6.12(a) to (f): Local DIPA record and 5
th
 Level damage 
development. 
 
As can be seen from the above the reason behind the great OSDIPA discrepancies 
recorded during the analysis performed can be attributed the highly concentrated 
localized damage on the 5
th
 level due to the specific characteristics of the seismic 
motion. In this regard, the removal of those cases as outliers would be a direct 
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violation of the variability and building‟s response randomness that could lead to the 
incorporation of an unwanted bias in the results. The same holds true for the rest of 
the results and therefore all identified instances of possible outlier will be 
incorporated in the final case of results. Therefore no outliers shall be removed from 
the total number of cases allowing the consideration of all 450 accelerograms as valid 
for further use. 
 
6.2 Statistical analysis of OSDIPA damage index versus earthquake parameter 
In order to achieve a better understanding of the OSDIPA results and how those 
correlate with the different earthquake parameters elected a closer investigation of the 
relationship between the seismic parameters and the recorded OSDIPA needs to be 
performed. Since the focus of this research is to establish the parameter that better 
describes a seismic event‟s damaging potential at a given type of structure it is only 
logical to proceed towards a direct comparison of the aforementioned pairs of OSDI 
and earthquake parameter. To maintain a robust statistical approach towards this 
comparison the decision to work with the transformed values of the OSDIPA has been 
taken. This however could be avoided if necessary since the ultimate goal of this 
chapter was the exploration of the correlation of the different values against each 
other irrespectively on whether the transformed or original values of OSDIPA were to 
be used. The procedure entails a multi layered statistical approach with the 
implementation data set analysis before proceeding to the execution of regression and 
correlation studies in order to  positively identify the strength of relationship between 
the recorded OSDIPA values and each of the individual characteristic earthquake 
parameters. A short description of the statistical procedures to be used will be given in 
the next few paragraphs in order to avoid any confusion regarding the significance 
and use of each statistical data set analysis.  
The Box and Whiskers plot [Tukey, 1974], as used in Figure 6.3, essentially 
provides a graphical description of central location and spread of values in lieu of a 
rather lengthy list of descriptive statistics. It visually conveys the necessary 
information. In more detail, the central "box" represents the distance between the first 
and third quartiles and their median is shown as a diamond shaped marker, with the 
minimum and maximum values being represented on the edges as “whiskers”. 
Extreme values, as defined by lower and upper quartiles ±1.5 times the interquartile 
range respectively, are shown as points outside the whiskers. 
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Finally, correlation refers to the interdependence or co-relationship of variables. In 
statistics, the Pearson product-moment correlation coefficient is a measure of the 
correlation, in terms of linear dependence, between two variables. giving a value 
between +1 and −1 inclusive. It is widely used in the sciences as a measure of the 
strength of linear dependence between two variables. As an example of the above, an 
R = 0 signifies no linear correlation, R = 1 is perfect positive and R = -1 is perfect 
negative linear correlation. It should be duly noted that in case R is registered to be 
close to ± 1 this does not mean that there is a good causal relationship between x and 
y. It only shows the proximity of the data to a straight line. The main assumption of 
Pearson's correlation is for at least one variable to follow a normal distribution. In this 
case, as has been previously demonstrated, the data based on the logarithmically 
transformed OSDIPA values fall in this category and as such the use of Pearson‟s 
correlation can be realized. 
A correlation coefficient is intended to measure "strength of relationship". But 
different correlation coefficients measure strength of relationship in different ways. 
Spearman‟s correlation essentially assesses how well the relationship between two 
variables can be described using a monotonic function [Spearman, 1904]. If there are 
no repeated data values, a perfect Spearman correlation of +1 or −1 occurs when each 
of the variables is a perfect monotone function of the other. Care shall be taken that 
although Spearman's rank correlation is satisfactory for testing a null hypothesis of 
independence between two variables it is difficult to interpret when the null 
hypothesis is rejected since it does not reflect the variables dependence strength, 
something that is not true in the case of Kendall's rank correlation that improves upon 
the above by reflecting such strength between the compared variables dependence 
[Kendall, 1955]. 
In light of the above it is easy to understand the necessity of all three correlation 
parameters as indicators of significance, in terms of interdependency, between the 
elected pairs of dependent and independent values to signify the best possible 
selection that will better describe a seismic event‟s damaging potential. In the next 
few sections the results of the aforementioned statistical procedures will be presented 
in an attempt to highlight the differences between the nature and descriptiveness of 
each of the selected seismic parameters. It should be noted; that the results shown in 
the following sections are only presented and not discussed and therefore cannot and 
should not be treated in tandem to avoid errors in statistically derived conclusions. 
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6.2.1 Peak Ground Acceleration 
To enable a better and more comprehensive study of the relationship between PGA 
and the recorded OSDIPA a set of statistical analyses has been performed.  
 
  
  
 
Figures 6.13 (a), (b) and (c): PGA mean, medium and standard error distribution for 
Response spectra with a=0.16, 0.24 and 0.36g respectively. 
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The above graphs reasonably establish the trend observed between the recorded 
values of OSDIPA against PGA in a way that enables the extraction of several 
conclusions regarding the suitability of PGA to describe the damaging potential of a 
seismic event in terms of the selected structural damage index. In Table 6.8 that 
follows, the exact numerical values used for the development of the above graphs are 
tabulated.  
 
 Resp. Spectrum a=0.16g Resp. Spectrum a=0.24g Resp. Spectrum a=0.36g 
OSDI 
C
o
u
n
t 
A
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M
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M
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S
t.
 D
ev
 
C
o
V
  
(%
) 
<0.1 8 0.120 0.12 0.0000 0.00 2 0.180 0.18 0.0000 0.00 0 --- --- --- --- 
0.1-0.3 114 0.207 0.20 0.0650 31.46 59 0.251 0.25 0.0629 25.11 5 0.332 0.27 0.0867 26.12 
0.3-0.6 22 0.211 0.20 0.0696 32.92 67 0.256 0.25 0.0680 26.53 95 0.359 0.35 0.0654 18.21 
0.6-0.8 3 0.267 0.25 0.0289 10.83 13 0.258 0.25 0.0650 25.17 31 0.355 0.35 0.0658 18.52 
>0.8 3 0.183 0.15 0.5774 31.49 9 0.258 0.3 0.0890 34.52 19 0.331 0.30 0.0592 17.85 
TOTAL 150 0.203 0.20 0.0665 32.69 150 0.253 0.25 0.0666 26.30 150 0.354 0.35 0.0655 18.51 
Table 6.8: OSDIPA level PGA distribution characteristics. 
 
It is now important to identify the nature of relationship between the OSDIPA and 
PGA as well as identify its characteristics. In order to do so and enable the 
comparison between this and all other elected earthquake parameters a simple linear 
regression model has been used for each one of the three response spectrum cases 
(a=0.16, 0.24 and 0.36g). Although this is by no means the best fit model it can 
provide a strong case for comparison between the different parameters. 
 
   
Figures 6.14 (a), (b) and (c): Linear regression of transformed OSDIPA and PGA for 
different response spectra values. 
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To avoid a lengthy presentation of all the regressions‟ descriptors the selection of 
R-Squared indicator has been utilized as a simple and effective fitness descriptor. 
Therefore, for the a=0.16g response spectrum data the R-Squared statistic indicates 
that the model as fitted explains 5.00% of the variability in Log(DI_PARK_ANG) 
and the correlation coefficient equals 0.224. For the a=0.24g response spectrum data 
the R-Squared statistic indicates that the model as fitted explains 2.09% of the 
variability in Log(DI_PARK_ANG) and the correlation coefficient equals 0.145. 
Finally, for the a-0.36g response spectrum data The R-Squared statistic indicates that 
the model as fitted explains 0.72% of the variability in Log(DI_PARK_ANG) with 
the correlation coefficient being equal to -0.085. All of the above indicate a weak 
relationship between the OSDIPA and PGA variables in all cases of response spectrum 
utilized in this project. 
In terms of earthquake parameter correlation with OSDIPA for each of the elected 
OSDIPA damage states it is important to proceed to a multi factored approach that will 
yield the results regarding the correlation of OSDIPA and the selected seismic 
parameter. This, will effectively yield the relevance of each parameter with the 
recorded damage state thus allowing for a quick evaluation of the best overall 
structural damage describing estimator. The aim is to establish the strength of the 
relationship between PGA and OSDIPA based on different levels of recorded overall 
structural damage. Those correlation values are given in table 6.9 below. 
 
  
Spearman Kendall Pearson 
 
OSDIPA Result Total Result Total Result Total 
P
G
A
 
Low 
(OSDIPA<0.3) 
0.364 
0.494 
0.269 
0.358 
0.413 
0.491 
sig 0.000 0.000 0.000 
Medium 
(0.3<OSDIPA<0.6) 
0.168 0.121 0.186 
sig 0.022 0.022 0.012 
High 
(OSDIPA>0.6) 
-0.079 -0.063 -0.146 
sig 0.494 0.000 0.446 0.000 0.204 0.000 
Table 6.10: PGA and OSDIPA Spearman, Kendall & Pearson correlation parameters. 
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6.2.2 Arias Intensity 
In the case of ARIAS intensity a similar procedure has been followed like the one 
described in the previous section. 
 
  
  
  
Figures 6.15 (a), (b) and (c): ARIAS mean, medium and standard error distribution 
for Response spectra with a=0.16, 0.24 and 0.36g respectively. 
O
S
D
I
<0.1
0.1-0.3
0.3-0.6
0.6-0.8
>0.8
Box-and-Whisker Plot
0 2 4 6 8 10 12
ARIAS
OSDI
Means Plot for ARIAS
with Standard Error Bars
0
2
4
6
8
10
12
M
e
a
n
<
0
.1
0
.1
-0
.3
0
.3
-0
.6
0
.6
-0
.8
>
0
.8
O
S
D
I
<0.1
0.1-0.3
0.3-0.6
0.6-0.8
>0.8
Box-and-Whisker Plot
0 5 10 15 20 25 30
ARIAS
OSDI
Means Plot for ARIAS
with Standard Error Bars
0
5
10
15
20
25
30
M
e
a
n
<
0
.1
0
.1
-0
.3
0
.3
-0
.6
0
.6
-0
.8
>
0
.8
O
S
D
I
0.1-0.3
0.3-0.6
0.6-0.8
>0.8
Box-and-Whisker Plot
0 10 20 30 40 50 60
ARIAS
OSDI
Means Plot for ARIAS
with Standard Error Bars
0
10
20
30
40
50
60
M
e
a
n
0
.1
-0
.3
0
.3
-0
.6
0
.6
-0
.8
>
0
.8
 Chapter 6. Analysis Results 
 
106 
 
 
In Table 6.10 that follows, the exact numerical values used for the development of 
the above graphs has been tabulated.  
 
 Resp. Spectrum a=0.16g Resp. Spectrum a=0.24g Resp. Spectrum a=0.36g 
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(%
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<0.1 8 2.205 2.20 0.400 18.18 2 3.914 3.91 0.436 11.13 0 --- --- --- --- 
0.1-0.3 114 7.565 7.57 1.770 23.40 59 16.60 17.2 4.156 25.04 5 18.77 12.4 10.51 55.97 
0.3-0.6 22 9.190 9.25 1.301 14.15 67 18.31 18.8 4.049 22.11 95 39.47 41.2 10.91 27.64 
0.6-0.8 3 8.006 7.43 0.948 11.84 13 20.85 22.1 3.730 17.89 31 44.75 44.4 10.27 22.95 
>0.8 3 10.09 10.2 0.635 6.296 9 20.37 21.8 4.080 20.03 19 46.21 50.4 10.24 22.17 
TOTAL 150 7.577 7.81 2.169 28.62 150 17.79 18.1 4.527 25.45 150 40.72 41.6 11.68 28.67 
Table 6.11: OSDIPA level ARIAS distribution characteristics. 
 
For reasons explained in the previous section and in order to identify the nature of 
the relationship between OSDIPA and ARIAS and to enable the future comparison 
between this and all other elected earthquake parameters the simple linear regression 
model has been used for each one of the three response spectrum cases (a=0.16,0.24 
and 0.36g).  
 
 
Figures 6.16 (a), (b) and (c): Linear regression of transformed OSDIPA and ARIAS. 
 
Like in the previous case the R-Squared indicator has been utilized as a simple and 
effective fitness descriptor. Therefore, for the a=0.16g response spectrum data the R-
Squared statistic indicates that the model as fitted explains 36.80% of the variability 
in Log(DI_PARK_ANG) and the correlation coefficient equals 0.607. For the 
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a=0.24g response spectrum data the R-Squared statistic indicates that the model as 
fitted explains 23.32% of the variability in Log(DI_PARK_ANG) and the correlation 
coefficient equals 0.483. Finally, for the a-0.36g response spectrum data The R-
Squared statistic indicates that the model as fitted explains 20.19% of the variability 
in Log(DI_PARK_ANG) with the correlation coefficient being equal to 0.449. The 
above indicate a relatively strong relationship between ARIAS and OSDIPA for 
response spectrum with a=0.16g and relatively weak relationship between the OSDIPA 
and ARIAS  in both a=0.24 and 0.36g cases. 
In terms of earthquake parameter correlation with OSDIPA for each of the elected 
OSDIPA damage states the same multi factored approach described in chapter 6.3.1 
regarding the correlation of OSDIPA and the selected seismic parameter was 
implemented effectively yielding relevance of each parameter with the recorded 
damage state. Thus, enabling the quick evaluation of the best overall structural 
damage describing estimator. The aim is to establish the strength of the relationship 
between ARIAS and OSDIPA based on different levels of recorded overall structural 
damage. Those correlation values are given in table 6.11 below. 
 
  
Spearman Kendall Pearson 
 
OSDIPA Result Total Result Total Result Total 
A
R
IA
S
 
Low 
(OSDIPA<0.3) 
0.719 
0.748 
0.535 
0.562 
0.664 
0.670 
sig 0.000 0.000 0.000 
Medium 
(0.3<OSDIPA<0.6) 
0.345 0.234 0.344 
sig 0.000 0.000 0.000 
High 
(OSDIPA>0.6) 
0.032 0.031 0.002 
sig 0.781 0.000 0.688 0.000 0.983 0.000 
Table 6.12: ARIAS and OSDIPA Spearman, Kendall and Pearson correlation 
parameters. 
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6.2.3 Root mean square of acceleration 
In the case of RMS, again, a similar procedure has been followed to identify the 
relationship between the selected seismic parameter and OSDIPA. 
 
  
  
Figures 6.17 (a), (b) and (c): RMS mean, medium and standard error distribution for 
Response spectra with a=0.16, 0.24 and 0.36g respectively. 
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In Table 6.12 that follows, the exact numerical values used for the development of 
the above graphs has been tabulated.  
 
 Resp. Spectrum a=0.16g Resp. Spectrum a=0.24g Resp. Spectrum a=0.36g 
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<0.1 8 0.331 0.33 0.031 9.190 2 0.442 0.44 0.025 5.583 0 --- --- --- --- 
0.1-0.3 114 0.513 0.51 0.028 5.398 59 0.778 0.79 0.076 9.777 5 0.939 0.79 0.269 28.60 
0.3-0.6 22 0.503 0.50 0.020 3.915 67 0.781 0.79 0.045 5.781 95 1.165 1.18 0.107 9.191 
0.6-0.8 3 0.491 0.50 0.013 2.545 13 0.773 0.78 0.039 5.073 31 1.161 1.18 0.109 9.425 
>0.8 3 0.502 0.50 0.016 3.153 9 0.759 0.74 0.046 6.084 19 1.198 1.19 0.041 3.447 
TOTAL 150 0.501 0.51 0.049 9.691 150 0.773 0.78 0.070 9.070 150 1.161 1.18 0.117 10.06 
Table 6.13: OSDIPA level RMS distribution characteristics. 
 
For reasons explained in chapter 6.3.1 and in order to identify the nature of the 
relationship between OSDIPA and RMS and to enable the future comparison between 
this and all other elected earthquake parameters the simple linear regression model 
has been used for each one of the three response spectrum cases (a=0.16,0.24 and 
0.36g).  
 
Figures 6.18 (a), (b) and (c): Linear regression of transformed OSDIPA and RMS for 
different response spectra values.. 
 
Like in the previous case the R-Squared indicator has been utilized as a simple and 
effective fitness descriptor. Therefore, for the a=0.16g response spectrum data the R-
Squared statistic indicates that the model as fitted explains 9.26% of the variability in 
Log(DI_PARK_ANG) and the correlation coefficient equals 0.304. For the a=0.24g 
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response spectrum data the R-Squared statistic indicates that the model as fitted 
explains 5.84% of the variability in Log(DI_PARK_ANG) and the correlation 
coefficient equals 0.242. Finally, for the a-0.36g response spectrum data The R-
Squared statistic indicates that the model as fitted explains 5.52% of the variability in 
Log(DI_PARK_ANG) with the correlation coefficient being equal to 0.235. The 
above indicate a weak relationship between the OSDIPA and RMS  in all three 
response spectra with a=0.16, 0.24 and 0.36g. 
In terms of earthquake parameter correlation with OSDIPA for each of the elected 
OSDIPA damage states the same multi factored approach described in chapter 6.3.1 
regarding the correlation of OSDIPA and the selected seismic parameter was 
implemented effectively yielding relevance of each parameter with the recorded 
damage state. Thus, enabling the quick evaluation of the best overall structural 
damage describing estimator. The aim is to establish the strength of the relationship 
between RMS and OSDIPA based on different levels of recorded overall structural 
damage. Those correlation values are given in table 6.13 below. 
 
  
Spearman Kendall Pearson 
 
OSDIPA Result Total Result Total Result Total 
R
M
S
 
Low 
(OSDIPA<0.3) 
0.564 
0.623 
0.389 
0.443 
0.645 
0.658 
sig 0.000 0.000 0.000 
Medium 
(0.3<OSDIPA<0.6) 
0.187 0.122 0.231 
sig 0.011 0.014 0.002 
High 
(OSDIPA>0.6) 
-0.017 -0.020 -0.035 
sig 0.880 0.000 0.802 0.000 0.760 0.000 
Table 6.13: RMS and OSDIPA Spearman, Kendall and Pearson correlation 
parameters. 
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6.2.4 Energy input 
In the case of EINP, as well, the same procedure like the one described in the 
previous sections has been utilized. 
 
  
   
   
Figures 6.19 (a), (b) and (c): EINP mean, medium and standard error distribution for 
Response spectra with a=0.16, 0.24 and 0.36g respectively. 
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In Table 6.14 that follows, the exact numerical values used for the development of 
the above graphs has been tabulated.  
 
 Resp. Spectrum a=0.16g Resp. Spectrum a=0.24g Resp. Spectrum a=0.36g 
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(%
) 
<0.1 8 0.113 0.12 0.043 37.65 2 0.202 0.20 0.025 12.30 0 --- --- --- --- 
0.1-0.3 114 0.378 0.35 0.125 33.19 59 0.829 0.82 0.293 35.30 5 0.978 0.66 0.608 62.23 
0.3-0.6 22 0.451 0.44 0.091 20.29 67 0.928 0.94 0.267 28.73 95 1.836 1.84 0.598 32.54 
0.6-0.8 3 0.361 0.34 0.040 11.21 13 0.958 1.03 0.199 20.72 31 1.943 1.99 0.604 31.07 
>0.8 3 0.504 0.51 0.133 26.48 9 1.048 0.97 0.258 24.65 19 2.162 1.86 0.675 31.22 
TOTAL 150 0.377 0.37 0.135 35.95 150 0.889 0.88 0.286 32.20 150 1.871 1.84 0.635 33.93 
Table 6.15: OSDIPA level EINP distribution characteristics. 
 
For reasons explained in chapter 6.3.1 and in order to identify the nature of the 
relationship between OSDIPA and RMS and to enable the future comparison between 
this and all other elected earthquake parameters the simple linear regression model 
has been used for each one of the three response spectrum cases (a=0.16,0.24 and 
0.36g).  
 
 
Figures 6.20 (a), (b) and (c): Linear regression of transformed OSDIPA and EINP for 
different response spectra values. 
 
Like in the previous case the R-Squared indicator has been utilized as a simple and 
effective fitness descriptor. Therefore, for the a=0.16g response spectrum data the R-
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in Log(DI_PARK_ANG) and the correlation coefficient equals 0.483. For the 
a=0.24g response spectrum data the R-Squared statistic indicates that the model as 
fitted explains 14.00% of the variability in Log(DI_PARK_ANG) and the correlation 
coefficient equals 0.374. Finally, for the a=0.36g response spectrum data The R-
Squared statistic indicates that the model as fitted explains 11.00% of the variability 
in Log(DI_PARK_ANG) with the correlation coefficient being equal to 0.332. The 
above indicate a relatively weak relationship between the OSDIPA and EINP for 
response spectrum with a=0.16g and a weak relationship for the two remaining cases 
with response spectra based on a=0.24 and 0.36g. 
In terms of earthquake parameter correlation with OSDIPA for each of the elected 
OSDIPA damage states the same multi factored approach described in chapter 6.3.1 
regarding the correlation of OSDIPA and the selected seismic parameter was 
implemented effectively yielding relevance of each parameter with the recorded 
damage state. Thus, enabling the quick evaluation of the best overall structural 
damage describing estimator. The aim is to establish the strength of the relationship 
between EINP and OSDIPA based on different levels of recorded overall structural 
damage. Those correlation values are given in table 6.15 below. 
 
  
Spearman Kendall Pearson 
 
OSDIPA Result Total Result Total Result Total 
E
IN
P
 
Low 
(OSDIPA<0.3) 
0.700 
0.718 
0.519 
0.532 
0.620 
0.638 
sig 0.000 0.000 0.000 
Medium 
(0.3<OSDIPA<0.6) 
0.316 0.213 0.307 
sig 0.000 0.000 0.000 
High 
(OSDIPA>0.6) 
0.061 0.046 0.089 
sig 0.599 0.000 0.554 0.000 0.438 0.000 
Table 6.15: EINP and OSDIPA Spearman, Kendall and Pearson correlation parameters. 
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6.2.5 Strong motion duration after Trifunac/Brady 
Finally, for the investigation of the behaviour of the SMDTB seismic parameters a 
similar procedure has been followed. 
   
  
 
  
Figures 6.21 (a), (b) and (c): SMDTB mean, medium and standard error distribution 
for Response spectra with a=0.16, 0.24 and 0.36g respectively. 
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In Table 6.16 that follows, the exact numerical values used for the development of 
the above graphs has been tabulated.  
 
 Resp. Spectrum a=0.16g Resp. Spectrum a=0.24g Resp. Spectrum a=0.36g 
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(%
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<0.1 8 15.37 15.3 0.360 2.342 2 15.56 15.6 0.665 4.272 0 --- --- --- --- 
0.1-0.3 114 22.66 23.2 6.152 27.15 59 21.51 23.1 5.502 25.58 5 15.45 15.5 0.261 1.688 
0.3-0.6 22 28.06 30.4 3.708 13.21 67 23.94 23.8 6.469 27.02 95 22.60 23.4 6.198 27.42 
0.6-0.8 3 25.65 23.6 3.951 15.41 13 27.72 30.4 5.873 21.19 31 25.66 23.8 5.413 21.09 
>0.8 3 30.89 31.0 0.289 0.937 9 27.95 30.8 5.408 19.34 19 25.54 30.2 6.579 25.76 
TOTAL 150 23.29 23.4 6.259 26.88 150 23.44 23.5 6.319 26.96 150 23.37 23.5 6.288 26.91 
Table 6.17: OSDIPA level SMDTB distribution characteristics. 
 
For reasons explained in chapter 6.3.1 and in order to identify the nature of the 
relationship between OSDIPA and SMDTB and to enable the future comparison 
between this and all other elected earthquake parameters the simple linear regression 
model has been used for each one of the three response spectrum cases (a=0.16,0.24 
and 0.36g).  
 
 
Figures 6.22 (a), (b) and (c): Linear regression of transformed OSDIPA and SMDTB 
for different response spectra values. 
 
Like in the previous case the R-Squared indicator has been utilized as a simple and 
effective fitness descriptor. Therefore, for the a=0.16g response spectrum data the R-
Squared statistic indicates that the model as fitted explains 27.85% of the variability 
in Log(DI_PARK_ANG) and the correlation coefficient equals 0.528. For the 
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a=0.24g response spectrum data the R-Squared statistic indicates that the model as 
fitted explains 14.50% of the variability in Log(DI_PARK_ANG) and the correlation 
coefficient equals 0.381. Finally, for the a=0.36g response spectrum data The R-
Squared statistic indicates that the model as fitted explains 14.26% of the variability 
in Log(DI_PARK_ANG) with the correlation coefficient being equal to 0.378. The 
above indicate a relatively strong relationship between the OSDIPA and SMDTB for 
response spectrum with a=0.16g and a relatively weak relationship for the two 
remaining cases with response spectra based on  a=0.24 and 0.36g. 
In terms of earthquake parameter correlation with OSDIPA for each of the elected 
OSDIPA damage states the same multi factored approach described in chapter 6.3.1 
regarding the correlation of OSDIPA and the selected seismic parameter was 
implemented effectively yielding relevance of each parameter with the recorded 
damage state. Thus, enabling the quick evaluation of the best overall structural 
damage describing estimator. The aim is to establish the strength of the relationship 
between SMDTB and OSDIPA based on different levels of recorded overall structural 
damage. Those correlation values are given in table 6.17 below. 
 
  
Spearman Kendall Pearson 
 
OSDIPA Result Total Result Total Result Total 
S
M
D
T
B
 
Low 
(OSDIPA<0.3) 
0.251 
0.328 
0.170 
0.225 
0.276 
0.331 
sig 0.000 0.000 0.000 
Medium 
(0.3<OSDIPA<0.6) 
0.154 0.110 0.177 
sig 0.037 0.027 0.016 
High 
(OSDIPA>0.6) 
0.148 0.107 0.118 
sig 0.195 0.000 0.169 0.000 0.304 0.000 
Table 6.18: SMDTB and OSDIPA Spearman, Kendall and Pearson correlation 
parameters. 
 
6.3 Discussion of Results 
Based on the results presented into the previous sections of this study, some 
preliminary patterns towards the best descriptive parameters emerge. Along with 
them, one can discern some of the most important characteristics these parameters 
exhibit, making their study an important part of this procedure. It is therefore evident 
that uniformity of result distribution, as can be observed in each parameter‟s 
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scaterplot as well as the existence of narrow confidence limits after linear regression 
application cannot be underestimated. Nevertheless, a good spread of dependent 
versus independent variable for different levels of OSDIPA results as those can be seen 
in the relevant Box and Whiskers and mean plots must be regarded as equally 
important in terms of a parameter‟s suitability identification. Based on the above and 
in order to better and most effectively analyse the results given in previous sections it 
is important to proceed towards their summation in respect of the different types of 
statistical analyses performed. 
For identifying the most descriptive parameter, the need to proceed towards the 
examination of the different characteristic values yielded by the analyses performed in 
the previous chapters arises. This, will be achieved by simultaneously taking into 
consideration the spread of results as well as the goodness of correlation each 
parameter presents over the selected response spectra and OSDIPA levels in order to 
quantify the suitability of each individual parameter to better describe a seismic 
event‟s destructive potential. 
To effectively tackle the above, a selective post-processing of the results has been 
undertaken to obtain the necessary values of earthquake parameter spread for each 
given response spectrum. In order to render the results readily comparable to each 
other a division of every value with the maximum recorded one was performed. The 
above lead to the representation of all values within the 0 to 1 region, hence allow the 
extraction of direct observations when comparing different parameters. Since this 
technique has been implemented only to facilitate the extraction of “quality” 
indicators the whole process will not adversely affect the results nor induce 
unnecessary bias. The results yielded from this process are presented in the next few 
tables, with the first one of those being table 6.18 presenting the data sets summary 
statistics.  
It is also, according to the results presented, readily apparent that their actual range 
can be a good initial indicator of data spread but appearances might be misleading if 
no regard is given towards the intersextile and interquartile ranges that are indicating 
the range that includes the middle 1/2
nd
  and 2/3
rd
  of all recorded results. In order to 
quantify irregularities in data spread the difference between those values has been 
calculated and the results presented in table 6.19. 
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Avg. Med. Min Max Range 
1/6 
Sextile 
5/6 
Sextile 
Intersextile 
range 
Lower 
Quartile 
Upper 
Quartile 
Interquartile 
range 
P
G
A
 a=0.16g 0.678 0.667 0.333 1.000 0.667 0.400 1.000 0.600 0.500 0.833 0.333 
a=0.24g 0.724 0.714 0.429 1.000 0.571 0.514 1.000 0.486 0.571 0.857 0.286 
a=0.36g 0.787 0.778 0.600 1.000 0.400 0.600 1.000 0.400 0.667 0.889 0.222 
A
R
IA
S
 
a=0.16g 0.659 0.679 0.138 1.000 0.861 0.484 0.855 0.372 0.522 0.815 0.292 
a=0.24g 0.709 0.720 0.144 1.000 0.856 0.538 0.908 0.370 0.552 0.856 0.304 
a=0.36g 0.697 0.712 0.130 1.000 0.870 0.514 0.897 0.383 0.539 0.862 0.323 
R
M
S
 a=0.16g 0.880 0.895 0.494 1.008 0.514 0.844 0.943 0.099 0.858 0.923 0.065 
a=0.24g 0.899 0.911 0.468 0.998 0.530 0.858 0.959 0.102 0.881 0.940 0.059 
a=0.36g 0.907 0.919 0.482 1.001 0.519 0.884 0.964 0.080 0.898 0.955 0.056 
E
IN
P
 a=0.16g 0.409 0.397 0.067 0.996 0.929 0.284 0.548 0.264 0.313 0.506 0.193 
a=0.24g 0.556 0.550 0.115 1.002 0.886 0.371 0.725 0.354 0.448 0.668 0.221 
a=0.36g 0.549 0.541 0.109 1.001 0.892 0.386 0.739 0.354 0.436 0.666 0.230 
S
M
D
T
B
 
a=0.16g 0.718 0.720 0.452 1.000 0.548 0.482 0.951 0.469 0.490 0.940 0.450 
a=0.24g 0.640 0.643 0.404 1.000 0.596 0.429 0.845 0.417 0.434 0.833 0.398 
a=0.36g 0.709 0.714 0.451 1.000 0.549 0.474 0.938 0.464 0.481 0.921 0.440 
Table 6.19: Summary statistics for unitary values. 
 
  
Intersextile reduction (%) Interquartile reduction (%) Relative reduction (%) 
  
Overal Low High Overal Low High Overal Low High 
P
G
A
 a=0.16g 10.00 10.00 0.00 50.00 25.00 25.00 40.00 15.00 25.00 
a=0.24g 15.00 15.00 0.00 50.00 25.00 25.00 35.00 10.00 25.00 
a=0.36g 0.00 0.00 0.00 44.44 16.67 27.78 44.44 16.67 27.78 
A
R
IA
S
 
a=0.16g 56.87 40.14 16.73 66.05 44.60 21.45 9.18 4.46 4.72 
a=0.24g 56.83 46.07 10.76 64.45 47.69 16.76 7.62 1.62 6.00 
a=0.36g 55.96 44.18 11.79 62.86 47.01 15.85 6.89 2.84 4.06 
R
M
S
 a=0.16g 80.72 68.03 12.69 87.38 70.73 16.65 6.65 2.70 3.96 
a=0.24g 80.80 73.57 7.23 88.89 77.96 10.93 8.09 4.39 3.70 
a=0.36g 84.61 77.38 7.23 89.17 80.22 8.95 4.56 2.84 1.72 
E
IN
P
 a=0.16g 71.62 23.41 48.22 79.26 26.54 52.72 7.63 3.13 4.50 
a=0.24g 60.09 28.90 31.19 75.11 37.51 37.60 15.02 8.61 6.41 
a=0.36g 60.35 31.00 29.35 74.24 36.69 37.55 13.88 5.69 8.19 
S
M
D
T
B
 
a=0.16g 14.32 5.37 8.95 17.90 6.87 11.03 3.57 1.49 2.08 
a=0.24g 30.05 4.10 25.95 33.10 5.04 28.06 3.05 0.94 2.11 
a=0.36g 15.35 4.09 11.26 19.86 5.48 14.38 4.51 1.38 3.12 
Table 6.20: Observed reduction of 1/6
th
 and 1/4
th
 results boundary values. 
 
To interpret the above one has to see each result separately. Upon the first 
observations made is the expected data range reduction from Min-Max (Total data 
population) to the Intersextile (2/3
rd
 of data population) and to the Interquartile (1/2
nd
 
of data population) transition signalled by a high initial percentage and a lower final 
one for ARIAS, RMS and EINP parameters. The above is in line with data presenting a 
wide spread of results and therefore conforms to the initial declarations regarding 
suitability of a parameter. On the other hand, it is quite obvious that the small 
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reduction in overall value observed in the quantification of the intersextile values in 
the cases of PGA and SMDTB are indicative of the fact that values populating the edge 
of the group‟s min and max are relatively dense and therefore no significant tail 
values are expected, furthermore moving towards the middle 50% of results one can 
observe that the reduction in the SMDTB spread of results becomes even smaller 
signifying a very dense boundary limit in respect to the overall Interquartile data 
population while PGA presents a sharp reduction indicative of a more wide yet 
probably stratified data population.  
As has been graphically demonstrated in each parameter‟s statistical analysis 
chapter, the prediction band can data has been a good indicator of its ability to better 
describe the destructive potential of a seismic event. To access the above, the 
evaluation of the relevant prediction slope characteristics from the regression analysis 
for each parameter has been performed. The results are based on unitary values, as 
discussed before for being directly comparable. In the next few paragraphs those 
results will be presented in table 6.20 in terms of a simple linear regression model 
sporting lower and upper limits and 6.21 in terms of area calculation between the 
Lower and Upper limit within predefined brackets. Due to the multitude of 
combinations available for each constant and slope pair the decision to work with the 
widest possible spread has been elected. This will allow the demonstration of the 
worst case scenario of data scatter available for each parameter. Since this work is 
intended as a comparative study and result screening between the different parameters 
cannot be deemed as a bias inducing procedure. 
 
 
 
PGA ARIAS RMS EINP SMDTB 
  
CONST. SLOPE CONST. SLOPE CONST. SLOPE CONST. SLOPE CONST. SLOPE 
a=
0
.1
6
g
 Estimate -1.977 0.537 -2.741 1.710 -3.284 1.900 -2.328 1.746 -2.658 1.455 
Lower Limit -2.248 0.157 -2.990 1.346 -4.138 0.934 -2.552 1.232 -2.941 1.075 
Upper Limit -1.706 0.917 -2.491 2.074 -2.431 2.865 -2.104 2.261 -2.375 1.836 
a=
0
.2
4
g
 Estimate -1.295 0.346 -1.909 1.218 -2.258 1.350 -1.574 0.953 -1.688 1.005 
Lower Limit -1.583 -0.039 -2.171 0.860 -3.053 0.470 -1.798 0.569 -1.950 0.609 
Upper Limit -1.007 0.730 -1.646 1.577 -1.463 2.230 -1.350 1.336 -1.425 1.401 
a=
0
.3
6
g
 Estimate -0.512 -0.203 -1.216 0.781 -1.483 0.895 -1.011 0.619 -1.159 0.688 
Lower Limit -0.821 -0.589 -1.399 0.529 -2.031 0.293 -1.177 0.333 -1.360 0.414 
Upper Limit -0.203 0.184 -1.033 1.033 -0.935 1.497 -0.846 0.905 -0.958 0.962 
Table 6.21: Linear regression model for unitary parameter values vs transf. OSDIPA. 
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The next step is the selection of the relevant cut off points that will enable a better 
presentation the suitability of each parameter to describe the destructive potential of a 
seismic event. For reasons of simplicity the possible range of 0 to 1, the total range of 
results from min to max, the upper and lower sextile representing the values larger 
than the 1/6
th
 and 5/6
th
 of results and the lower and upper quartile representing the 
values larger than 1/4
th
 and 3/4
th
 of results has been selected as cut off points. This 
was done partially due to the fact that those same values have been utilized earlier in 
determining the range of result for each individual parameter and because they are 
widely acknowledged statistical markers that represent the whole, 2/3
rd
 and 1/2
nd
 data 
samples within them. In light of the above the results are expected to show 
approximately similar behaviour with the reduction in range recorded earlier with the 
difference squarely attributed to the divergence between the lower and upper 
prediction limits 
 
  
Area PGA ARIAS RMS EINP SMDTB 
A
re
a 
b
et
w
ee
n
 L
o
w
er
 a
n
d
 
U
p
p
er
 s
el
ec
ti
o
n
 l
im
it
 
a=
0
.1
6
g
 
Min-Max 0.699 0.787 1.624 0.923 0.613 
Sextile 0.645 0.367 0.340 0.231 0.521 
Quartile 0.350 0.288 0.222 0.167 0.499 
a=
0
.2
4
g
 
Min-Max 0.6428 0.801 1.525 0.777 0.645 
Sextile 0.5624 0.386 0.324 0.307 0.429 
Quartile 0.3214 0.314 0.1878 0.193 0.410 
a=
0
.3
6
g
 
Min-Max 0.4944 0.566 1.033 0.579 0.439 
Sextile 0.4944 0.277 0.421 0.231 0.366 
Quartile 0.2708 0.232 0.124 0.149 0.346 
R
ed
u
ct
io
n
 b
et
w
ee
n
 a
re
as
 a
n
d
 
M
in
-M
ax
 l
im
it
s 
(%
) 
a=
0
.1
6
g
 
Sextile 7.83 53.40 79.05 75.01 14.89 
Quartile 50.00 63.36 86.30 81.87 18.53 
Internal 42.17 9.95 7.26 6.86 3.64 
a=
0
.2
4
g
 
Sextile 12.51 51.82 78.74 60.45 33.39 
Quartile 50.00 60.84 87.69 75.12 36.46 
Internal 37.49 9.01 8.95 14.67 3.07 
a=
0
.3
6
g
 
Sextile 0.00 51.16 59.25 60.10 16.49 
Quartile 45.22 58.96 87.96 74.33 21.20 
Internal 45.22 7.80 28.71 14.23 4.71 
Table 6.22: Areas between Lower and Upper limits indicating result dispersion. 
 
A similar pattern of results is discerned due to the nature of the data scatter as 
discussed when the range of results was under scrutiny. It is though important to look 
at the specifics of this post process case by case. To appreciate this divergence and 
what is its contribution towards the identification of a parameter‟s suitability as a 
seismic destructive potential indicator one must proceed to the quantification and 
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explanation of the differences extracted from the above. One way is by simply 
comparing the rate of change in a parameter‟s range of data as those were previously 
tabulated in the form of range, intersextile and interquartile values versus the 
reduction in the area between the upper and lower limits for the respective cut-off 
points useful remarks can be extracted regarding each parameter‟s behaviour. By 
utilizing the above one can extract further insight regarding data distribution by 
assessing the way the data range changes affect the overall spread of results as this is 
indicated by the area between lower and upper limits. In Table 6.22 presented below 
those results are tabulated and some cases that cannot be solely attributed to the effect 
of divergence of the upper and lower limit lines stand out and are marked in red. 
 
  
PGA ARIAS RMS EINP SMDTB 
a=0.16g 
 Sextile -27.8 -6.5 -2.1 4.5 3.8 
 Quarantile 0.00 -4.3 -1.2 3.2 3.4 
a=0.24g 
 Sextile -19.9 -9.7 -2.6 0.6 10.0 
 Quarantile 0.0 -5.9 -1.4 0.0 9.2 
a=0.36g 
 Sextile 0.0 -9.4 -42.8 -0.4 6.9 
 Quarantile 1.7 -6.6 -1.4 0.1 6.3 
Table 6.23: Difference rate between Min-Max data range and result dispersion area. 
 
A vivid example of the aforementioned is the apparent difference observed 
between the change of the upper/lower limit area and range of the PGA data results 
for a response spectrum of a=0.16g and a=0.24g and a similar behaviour observed for 
RMS for a=0.36g. In all those three cases a clear difference between the recorded 
rates of change of result range and upper/lower limit area can be observed with 
respect with all other values. This can be attributed on the existence of a relatively 
sparse spread of values near the min-max limits that becomes more dense while 
progressing towards the mean with missing or stratified intermediate ones. Data with 
similar behaviour are not favourable as OSDIPA indicators where observations must 
follow a better defined pattern. 
 In conclusion, starting with the most commonly used seismic parameter of the 
peak ground acceleration noticeable differences between this and the rest of the 
elected earthquake parameters emerge. The stratification of results is one of those 
differences, with a wide spread of OSDIPA values for each class of PGA  for simulated 
ground motion with the same response spectrum, a trend that is being retained even 
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when the results are considered according to the total duration used in the creation of 
the originating artificial accelerograms. 
The next parameter to be considered is the SMDTB which had been initially 
selected as a control parameter due to the well-established poor correlation with 
OSDIPA and its general disregard as an indicative parameter for the evaluation of a 
seismic event‟s damaging potential [Elenas, 2000]. As expected, SMDTB recorded the 
worst performance in all statistical analyses carried out following the expected by its 
definition result clustering, a trend that has been, again, retained even when statistical 
analysis was carried out in sub groups sharing the same total seismic duration. 
Moving towards the last three selected parameters of ARIAS, RMS and EINP , one 
can only observe the better, in terms of parameter suitability as OSDIPA indicator, 
relationship of the aforementioned parameters against both SMDTB and PGA as 
established by the statistical analyses performed and discussed so far. This can be 
derived by the consistently better correlation of these values in terms of OSDIPA 
against PGA and SMDTB whose results range from very poor to acceptable in all 
correlation studies performed. Furthermore, both Box and Whiskers as well as the 
Fitted model plots presented in previous sections vividly demonstrated these 
differences and the better suitability of ARIAS, RMS and EINP to be used as 
descriptors of the created artificial accelerograms damaging potential. 
Having established the better suitability of those parameters (i.e. ARIAS, RMS and 
EINP) as potential OSDIPA descriptors it is imperative to proceed towards the 
identification of the differences between them as well as a quantification of their 
suitability in order to identify the best possible OSDIPA indicating parameter. When 
closely related parameters are under investigation one must take into consideration 
that relatively small differences are the ones that will determine the best possible 
OSDIPA descriptor. Nevertheless, it is equally important to bear in mind that all results 
shall be used under the caveat of statistical confidence and that small differences in 
the correlation studies undertaken are to be used qualitatively and not quantitatively. 
Bearing in mind the above one cannot but discern the lower overall relationship 
observed between the RMS parameter and the recorded OSDIPA in contrast to ARIAS 
and EINP that in their own terms present a similar end result. The validity of the above 
can be seen both by the better distribution of results in the case of Arias and EINP 
demonstrated by the relevant Box and Whiskers plots as well as the better Spearman 
and Kendall correlation values as presented in previous sections for Arias intensity, 
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RMSa and EINP respectively. Having established the similar nature of ARIAS and EINP 
in terms of results as well as the advantageous behaviour of those parameters over 
RMS and in consequence PGA and SMDTB the selection of ARIAS as the most 
descriptive parameter in terms of OSDIPA seems to be a valid conclusion. To ascertain 
this conclusion, one must establish that the aforementioned trend stands also true 
when those data are post-processed and used for the creation of other engineering 
tools of prediction such as vulnerability curves, a subject covered extensively in the 
following chapter.  
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7. VULNERABILITY CURVE CREATION METHODOLOGY 
The vulnerability concept, as incorporated in the vulnerability curve creation, has 
found widespread usage in the nuclear industry, where it has been used in seismic 
probabilistic safety and/or margin assessments of safety-related plant systems 
[Kennedy & Ravindra, 1984]. The lognormal cumulative distribution function (CDF), 
is the most common model in structural vulnerability analysis. If the structural 
capacity is described as the product of statistically independent random variables, the 
central limit theorem provides some justification for the lognormal model [Braverman 
et. al., 2001] and as will be shown in the next section there is an abundance of 
research proving the above. 
 
7.1 Vulnerability function 
In general, a vulnerability function is the actual relationship that can approximate 
and define the expected damage for a building or a class of buildings as a function of 
the ground motion (Figure 7.1). The two key elements of a vulnerability analysis are 
the capacity of the building and the seismic demand. In order to estimate the damage 
D, the ability of the building to resist constraints (capacity of the building) must be 
compared with the constraints on the structure due to the earthquake ground motion 
(seismic demand). 
 
 
Figure 7.1: Principle of Vulnerability function. 
 
In earthquake engineering the capacity of a building to resist seismic action is 
presented by a capacity curve, which in its turn is defined as the base shear acting on 
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the building Vb as a function of the horizontal displacement at the top of the building 
∆ which is also quite frequently referred to as a structure‟s pushover curve. The shear 
capacity of the building refers to the maximum base shear the building can sustain 
Vbm and the displacement capacity refers to the ultimate displacement at the top of the 
building ∆bu. 
In a more general way, it is possible to express the capacity of any structure 
(building) or structural element (wall, wall element) to resist seismic action by the 
shear force acting on it as a function of the horizontal displacement at the top 
(capacity curve). Like-wise, the shear capacity of any structure or structural element 
refers to the maximum shear force it can sustain, and the displacement capacity refers 
to its ultimate horizontal displacement. 
As a small example of the above some of the most indicative researches showing 
the good fit of seismic failure data with the lognormal distribution and the strong 
precedent in seismic risk analysis it exhibits are given below. Such examples include, 
as mentioned before, previous research of both energy facilities [Kennedy & Short, 
1994; Nuclear Energy Agency Committee on The Safety of Nuclear Installations, 
1998] and ordinary buildings [Kircher et al., 1997] and the use of lognormal 
vulnerability function for most damage analysis in the Applied Technology Council‟s 
works [ATC, 1985; 2007]. 
Furthermore, even in cases of individual elements, lognormal distribution has 
many times proven its ability to accurately represent observed data. Such cases are 
demonstrated in the reinforced concrete flexural members and connections [Beck et 
al., 2002; Aslani 2005; Pagni & Lowes 2006], suspended ceilings [Badillo-Almaraz et 
al.,  2006], metal stud framed gypsum wallboard partitions [Porter & Kiremidjian 
2001], building-service equipment [Reed et al., 1991 (Appendix J)], and estimated 
building collapse by Incremental Dynamic Analysis (IDA) [e.g., Cornell et al., 2005]. 
Besides the above, a strong theoretical reason also dictates the use of lognormal 
distribution. This is based on the fact that the lognormal distribution has zero 
probability density at and below zero Engineering Demand Parameter (EDP), as well 
as the fact that can be fully defined by measures of the first and second moments thus 
requiring the least assumed information given the above, in the information-theory 
sense of Shannon [1948] as shown in previous research work [Park & Bary 1985] 
Until recently “seismic intensity” was almost exclusively used as an expression of 
the seismic demand. This “intensity” is nothing more than a descriptive parameter that 
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has been based on post seismic observations of the effects of an earthquake event on 
the natural or built environment as expressed by the Modified Mercalli Intensity scale. 
The main advantage of this approach is the existence of a comprehensive set of 
historical data that can provide insight to past seismic phenomena. On the other hand, 
all information regarding real ground movement is lost and the available empirical 
relationships that relate “intensity” and peak ground acceleration vary quite 
significantly and each MMI value corresponds to a whole range of the characteristic 
seismic parameter. Other methods utilize directly PGA as the seismic parameter of 
choice. Although PGA is a widely accepted strong motion characteristic parameter, 
this cannot be deemed acceptable since it inherently disregards all information 
regarding a seismic event‟s frequency content and duration. Therefore the need for the 
selection of a better describing parameter is of paramount importance. 
This project is based on the proposal of an alternative parameter that can better 
approximate reality by utilizing the energy characteristics of a seismic event. The 
Arias intensity is proposed as a more accurate indicator than the ones currently 
utilized due to the very nature of this parameter being derived directly from the 
energy quotient of the seismic event. 
 
7.2 Vulnerability curves 
Vulnerability curves essentially express the probability of exceedance of a given 
structural damage due to a strong motion event as a function of ground motion 
indices. As discussed in previous sections, there is a widespread recognition that in 
structural reliability applications, such as performance assessment, it is common to 
use a specific type of distribution, the lognormal one. The reason behind this as 
demonstrated before is that the inherent skew present in lognormal distributions can 
reasonably represent the distributions observed in many structural engineering 
phenomena, such as the distribution of strength in laboratory specimens. 
We can assume that vulnerability curves can be expressed in the form of two-
parameter lognormal distribution functions [Shinozuka, 2000] and therefore the 
cumulative probability of damage occurrence equal or higher than D can be derived 
by the use of the following equation  
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where: Φ is the standard normal distribution 
   X is the lognormal distributed ground motion index (e.g. PGA, Sa) 
   λ  is the mean 
   δ  is the standard deviation of lnX 
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where: s  is the standard normal variable 
 
7.3 Vulnerability curve creation methodology 
In order to fully appreciate the meaning of the results a set of vulnerability curves 
will be compiled that will incorporate the body of results. For the creation of those 
curves certain assumptions must be made, one of the most important is the fact that 
we have to assume that a lognormal probability distribution function governs the 
results of the analysis which has been established from numerous researchers in the 
past for seismic analysis [Choi et al., 2004]. 
A vulnerability curve describes the probability of reaching or exceeding a damage 
state as a function of a chosen ground motion intensity parameter. The probability that 
the demand on the structure exceeds the structural capacity can be computed as 
follows: 
 1df
c
S
p P
S
 
  
 
 (7.3) 
where: pf is the probability of exceeding a specific damage state 
 Sd is the structural demand  
 Sc is the structural capacity. 
If the structural capacity and seismic demand are described by a log-normal 
distribution, the probability of reaching or exceeding a specific damage state will be 
log-normally distributed, which can be obtained by a log-normal cumulative 
probability density function as follows: 
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where: βc  = the logarithmic standard deviation for the capacity 
 βd  = the logarithmic standard deviation for the demand 
 Φ[ ]  = the standard normal distribution function. 
The seismic demand is expressed as 
 ln( ) ln( )dS a x b   (7.5) 
where: a and b = unknown regression coefficients 
 x  = the ground motion intensity parameter 
    2 2d c  = The composite logarithmic standard deviation known as dispersion 
 
All vulnerability curves used throughout this project are based on the above 
equations. In Figure 7.2 a summary of the steps required to be taken for the realization 
of said vulnerability curves is presented. The process completely describes the 
procedure necessary from start to finish. 
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Figure 7.2: Required steps for vulnerability curve creation. 
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8. DISCUSSION 
8.1 Vulnerability curve creation based on the existing methodology 
Based on the existing methodology the vulnerability curves of the aforementioned 
set of results would have been based on the recorded PGA values suitably processed 
through the vulnerability creation methodology. To better understand the difference 
and its significance in the end result the full set of 450 artificial accelerograms will be 
used for the creation of the curves. 
 
 
Figure 8.1: Vulnerability curve (PGA). 
 
8.2 Vulnerability curve creation based on the proposed methodology 
In order to evaluate the difference between the existing and the proposed 
methodology a process of the results should be performed taking into consideration 
the relative correlation of each one of the different seismic parameters. As stated 
earlier a representative group of earthquake parameters, namely Arias intensity, Root 
Mean Square of acceleration, Energy input and Strong Motion Duration after 
Trifunac/Brady, has been chosen. The respective vulnerability curves as created using 
those strong motion parameters will be given below. 
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Figure 8.2: Vulnerability curve (Arias). 
 
Figure 8.3: Vulnerability curve (RMSa). 
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Figure 8.4: Vulnerability curve (EINP). 
 
 
Figure 8.5: Vulnerability curve (SMDTB). 
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8.3.1 Statistical Representation of sample 
For ensuring that the lowest amount of bias in the training and control group of 
results the randomness of the procedure should be protected. In order to achieve such 
a difficult task the whole procedure was divided into different independent steps. A 
great deal of thought was spent on the ratio required between training and control 
cases. Again in order to maintain impartiality the division was carried in four different 
ways all incorporating similar statistical characteristics. 
These four different groups ranged from a 1:1 to a 4:1 and an 8:1 ratio between 
training and control cases. In the last case, the researcher felt that due to the volatile 
nature of the control set, being comprising of only the 1/8
th
 of the total results, and to 
avoid any bias that a random selection might inherit to the result a 2
nd
 independent 
training – control sampling selection with the same ratio was made. 
Finally 4 different sets of training – control samples has been created with the 
characteristics dictated in the total set of results. The specific characteristics of the 
total result group were extracted by the ratio between Low : Medium : High damage 
according to OSDIPA levels as noted in the previous chapters, namely: 
 
Classification OSDIPA 
Low Damage <0.3 
Medium Damage 0.3<OSDIPA<0.6 
High Damage >0.6 
Table 8.1: Classification of OSDIPA damage levels. 
 
8.3.2 Identification of result set 
Therefore the first step towards this procedure was the identification of the 
consistency of the two different sets created, each comprising of 225 cases, and the 
total 450 case set derivative. In the following tables we can see the actual statistical 
breakdown of the result sets. 
 
Artificial accelerogram set 
Park / Ang Damage Index Sum of 
Cases Low Medium High 
1
st
 set 
Number  98 93 34 
225 
% 43.5% 41.3% 15.1% 
2
nd
 set 
Number 90 91 44 
225 
% 40.0% 40.4% 19.6% 
Total set 
Number 188 184 78 
450 
% 41.8% 40.9% 17.3% 
Table 8.2: Statistical characteristic breakdown of artificial accelerogram sets. 
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Except of the first and self evident selection of the 1
st
 and 2
nd
 sets as training – 
control sets for the other three random selections of training – control sets from the 
total set of results a suitable methodology, which will ensure randomness and 
repeatability, must be chosen. 
 
1
st
 Selection Methodology 
Park / Ang Damage Index Sum of 
Cases Low Medium High 
Number of Training Cases 98 93 34 
225 
% of Training Cases 43.5% 41.3% 15.1% 
Number of Control Cases 90 91 44 
225 
% of Control Cases 40.0% 40.4% 19.6% 
Total Number of Cases 188 184 78 
450 
% of Total cases 41.8% 40.9% 17.3% 
Table 8.3: 1
st
 Selection methodology. 
 
Augmenting on the original hypothesis that the training and control sets must be as 
close as possible in terms of statistical characteristics between them in order to extract 
meaningful results using the least intrusive statistical result interpretation 
methodologies, the selection of the training – control samples in the rest groups 
should adhere to a similar stratification with  the set they originated from. Therefore a 
methodology that will adhere to a ≈ 4.2 : 4.1 : 1.7 ratio of Low, Medium and High 
distribution of the total set must be considered. 
For the selection of the control cases the following methodology was utilized. First 
the 10% of the border values (constituting the upper and lower 5%) of each low, 
medium or high subset, in terms of OSDIPA, from the total set will be removed from 
consideration. This is done so that the control set will not incorporate values that 
might be outside those covered from the training set that will be used. In case of an 
odd number of results the addition of one case so that the lower and higher boundaries 
will always have the same number of excluded cases (accelerograms) will be 
implemented. 
In the beginning of this procedure the question of whether the same 10% limit 
value exclusion rule should be applied to the internal boundaries of OSDIPA levels 
(namely the regions between low  medium and medium  high damage) as well. 
Since, though, the notion of comparability is very strong throughout this project it is 
only prudent to treat each damage level (low, medium, high) as an individual entity. 
Therefore the methodology of the 10% of limit values exclusion has been 
implemented. 
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The selection of the control cases after the above exclusion will be realised using a 
uniform sampling technique from the rest of the sample as follows in order to remove 
any bias from the selection process. Therefore from the total result matrix sorted 
ascending in terms of OSDIPA values the selection procedure is described below. 
Low Damage: 188 – 10% (= 18.8 ≈ 19 so we exclude 20) = 168 
For the selection of the required 38 control cases out of a total 168 
utilize the 1
st
, the 168
th
 and one every 168 / 37 = 4.54 ≈ alternately 
every 4
th
 and 5
th
 case 
Med Damage: 184 – 10% (= 18.4 ≈ 19 so we exclude 20) = 164 
For the selection of the required 37 control cases out of a total 164 
utilize the 1
st
, the 164
th
 and one every 164 / 36 = 4.55 ≈ alternately 
every 4
th
 and 5
th
 case 
High Damage: 78 – 10% (= 7.8 ≈ 8) = 68 
For the selection of the required 15 control cases out of a total 68 
utilize the 1
st
, the 15
th
 and one every 68 / 14 = 4.86 ≈ every 5th case 
As expected, due to the intrinsic characteristics of the selection methodology used, 
the control sample has remained the same in terms of its own distribution ratio and the 
one of the rest of the results, used as training set. Thus giving results similar to the 
ones expected from the total set used. 
 
2
nd
 Selection Methodology 
Park / Ang Damage Index Sum of 
Cases Low Medium High 
Number of Training Cases 150 147 63 
360 
% of Training Cases 41.7% 40.8% 17.5% 
Number of Control Cases 38 37 15 
90 
% of Control Cases 42.2% 41.1% 16.7% 
Total Number of Cases 188 184 78 
450 
% of Total cases 41.8% 40.9% 17.3% 
Table 8.4: 2
nd
 Selection methodology. 
 
For the 8:1 ratio of training – control sets the same procedure with the one 
demonstrated earlier has been utilized in order to maintain the aforementioned result 
distribution hence rendering all those sets comparable between them. From the 450 
total cases 400 will be used for training purposed and 50 as the control set. The 
selection of accelerograms for the control set has been made bearing in mind the 
necessity for a uniformed distribution again with a ratio of ≈ 4.2 : 4.0 : 1.8 between 
Low : Med : High of OSDIPA values for the reasons stated before. 
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The selection procedure, in line with the underlying selection methodology, is 
described below. 
Low Damage: 188 – 10% (= 18.8 ≈ 19 so we exclude 20) = 168 
For the selection of the required 21 control cases out of a total 168 
utilize the 1
st
, the 168
th
 and one every 168 / 20 = 8.4 ≈ alternately every 
8
th
 and 9
th
 case 
Med Damage: 184 – 10% (= 18.4 ≈ 19 so we exclude 20) = 164 
For the selection of the required 20 control cases out of a total 164 
utilize the 1
st
, the 164
th
 and one every 164 / 19 = 8.63 ≈ alternately 
every 8
th
 and 9
th
 case 
High Damage: 78 – 10% (= 7.8 ≈ 8) = 68 
For the selection of the required 9 control cases out of a total 68 utilize 
the 1
st
, the 15
th
 and one every 68 / 8 = 8.5 ≈ alternately every 8th and 9th 
case 
 
3
rd
 Selection Methodology 
Park / Ang Damage Index Sum of 
Cases Low Medium High 
Number of Training Cases 167 164 69 
400 
% of Training Cases 41.7% 41.0% 17.3% 
Number of Control Cases 21 20 9 
50 
% of Control Cases 42.0% 40.0% 18.0% 
Total Number of Cases 188 184 78 
450 
% of Total cases 41.8% 40.9% 17.3% 
Table 8.5: 3
rd
 Selection methodology. 
 
For the final training – control set selection a rather more complicated 
methodology of selection has been used in order to independently test our hypothesis. 
For the selection of the control sample in this case as well the upper and lower 5% of 
OSDIPA values has been once again removed from consideration. In addition to this, 
all cases that presented the 5% maximum or minimum values for any of the 28, 
excluding PGA, control parameters (Arias, PGV, etc.) in each low, medium or high 
OSDIPA groups has been removed as well leaving 138 cases suitable for selection. 
From those eligible cases and in order to maintained the original distribution of 
results, for reasons of  
Low Damage: For the selection of the required 21 control cases out of a total 59 
utilize the 1
st
, the 59
th
 and one every 59 / 20 = 2.95 ≈ every 3rd case 
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Med Damage: For the selection of the required 20 control cases out of a total 49 
utilize the 1
st
, the 48
th
 and one every 49 / 19 = 2.58 ≈ alternately every 
2
nd
 and 3
rd
 case 
High Damage: For the selection of the required 9 control cases out of a total 30 utilize 
the 3
rd
 , the 30
th
 and one every 30 / 8 = 3.75 ≈ alternately every 3rd and 
4
th
 case 
 
4
th
 Selection Methodology 
Park / Ang Damage Index Sum of 
Cases Low Medium High 
Number of Training Cases 167 164 69 
400 
% of Training Cases 41.7% 41.0% 17.3% 
Number of Control Cases 21 20 9 
50 
% of Control Cases 42.0% 40.0% 18.0% 
Total Number of Cases 188 184 78 
450 
% of Total cases 41.8% 40.9% 17.3% 
Table 8.6: 4
th
 Selection methodology. 
 
For easier reference the above separation has been tabulated and presented in whole in  
Part 3 of the appendix chapter divided in : 
Table A3.1: Result tabulation for Low damage classification (OSDIPA<0.3) 
Table A3.2: Result tabulation for Medium damage classification (0.3>OSDIPA<0.6) 
Table A3.3: Result tabulation for High damage classification (OSDIPA>0.6) 
 
8.4 Model Validation Procedure 
The research hypothesis in the present research project can be summarized in the 
following: 
The use of Arias intensity or other seismic parameters presents a better behaviour, 
in terms of expressing the damaging potential of a strong motion event, than an “a-
priori” selection of a single parameter and the strict adherence to the use of the PGA 
value for the evaluation of the destructiveness of a potential future earthquake. 
Therefore the correlation that a seismic parameter shows with a selected structural 
damage index (or indices) must be taken in account when selecting a single, or group, 
of seismic parameters in order to study the effect a strong motion will have on a 
specific structure. In Figure 8.6 a schematic representation of the above is has been 
given. 
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Figure 8.6: Methodology used for the comparison of vulnerability curves. 
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motion event) – effect (structural damage) couple for each strong motion case. The 
results of the aforementioned study will then be compared with the produced 
vulnerability curves (control set) and checked against a benchmark set of vulnerability 
curves selected (training set). The reason is to verify if and at what extend these 
vulnerability curve results follow the trend established through the use of the 
correlation procedure. In the following Figure 8.7 a schematic representation of the 
aforementioned methodology is presented. 
 
 
Figure 8.7: Methodology used for the comparison of vulnerability curves. 
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accurate study of the aforementioned result is with the use of a distance measure 
methodology. Several of these methodologies have been elected for the present study 
to ensure impartiality of results. Namely the Euclidean, Squared Euclidean, 
Chebytchev and City Block have been utilized. 
Finally a comparison of the results of the two steps must be made in order for a 
pattern of results to emerge. The convergence or not of the above results will provide 
validation or disproof of the research hypothesis. Essentially, for the hypothesis to be 
true, a smaller overall difference between the created and benchmark vulnerability 
curve is expected for those parameters that showed better correlation in the 
preliminary study. 
 
8.4.1 Results of validation procedure 
In line with the aforementioned methodology and for meaningful conclusions to be 
drawn, before starting with any post processing of the data these have to be divided 
into two subgroups according to their designation either as training or control cases. 
This division will follow the pattern explained in the statistical representation shown 
earlier and summarized in Figure 8.8. 
 
Figure 8.8: Summary of selection for training and control sets. 
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The next step, according to the proposed methodology is the application of a non 
parametric correlation between the strong motion parameter – structural damage index 
couple of results. Spearman‟s correlation will be used for the aforementioned step due 
to the simplicity and accuracy in identifying the bivariate rank correlation of the 
results. In the next tables a summary of the results obtained by the use of the 
correlation procedure are given for each of the four cases elected. 
For the first case, comprising of equal sets created with two 225 artificial 
accelerograms each, the results of the correlation study are given in Table A4.1. For 
the second case with 360 and 90 training and control cases respectively Table A4.2 
contains the results of the correlation study performed. Finally for the third and fourth 
cases with 400 and 50 events for training and control respectively, the correlation 
procedure results are summarized in Tables A4.3 and A4.4 as can be seen in Part 4 of 
the appendix chapter. 
In the aforementioned results the focal point will be the spearman‟s rank 
correlation factor while the other two are given for reasons of reference. One of those 
being a secondary non parametric correlation coefficient, Kendal‟s tau, and finally 
Pearson‟s coefficient that gives a measure of linear association between the values. 
From the results we can clearly see the better correlation that parameters like Arias 
intensity, root mean square of accelerations and energy input demonstrate where the 
peak ground acceleration is lacking also noticing the constant poor correlation that 
strong motion duration after Trifunac and Brady exhibits as demonstrated in the past 
[Nanos & Elenas 2006(b)]. 
Based on the methodology that was proposed for the validation of the hypothesis 
the aforementioned drifts in terms of correlations will be inherited to the 
representation of their respective vulnerability curves. In the next following 
paragraphs the methodology behind the creation of vulnerability curves and its 
subsequent implementation will follow. 
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Figure 8.9.a,b,c,d: PGA vulnerability curves for different sets. 
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Figures 8.10.a,b,c: PGA vulnerability curves for different sets and damage levels.  
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Figures 8.11.a,b,c,d: Arias intensity vulnerability curves for different sets. 
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Figures 8.12.a,b,c: Arias vulnerability curves for different sets and damage levels.  
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Figures 8.13.a,b,c,d: RMS vulnerability curves for different sets. 
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Figures 8.14.a,b,c: RMS vulnerability curves for different sets and damage levels.  
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Figures 8.15.a,b,c,d: EINP vulnerability curves for different sets. 
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Figures 8.16.a,b,c: EINP vulnerability curves for different sets and damage levels.  
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Figures 8.17.a,b,c,d: SMDTB vulnerability curves for different sets. 
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Figures 8.18.a,b,c: SMDTB vulnerability curves for different sets and damage levels. 
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Figures 8.19.a,b,c,d,e: Cumulative (low-medium-high) damage vulnerability curve. 
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By observing the above collective vulnerability curves we can see the dispersion 
patterns that are being formed. The most dominant of all is the one related to the 
SMDTB (Graph 8.19e) parameter that also showed the least correlation of results in the 
previous chapter. PGA (Graph 8.19a) follows the trend with EINP (Graph 8.19d) and 
RMS (Graph 8.19c) showing considerably better results in the form of reduced 
dispersion. Finally Arias intensity (Graph 8.19b) seems to present the lowest spread in 
results, evident by the curve overlapping, something expected for the validation of the 
research hypothesis since it consistently presented a better correlation than the rest of 
parameters. 
 
8.4.2 Factored vulnerability curves 
In order to certify the above conclusion using mathematical means the distance 
methodology has been used for every set of results (training – control). For this 
methodology to be implemented, as described previously, some additional post 
processing of the results must be made in order to transform them in a suitable form 
for direct comparison. Therefore a factorization of the aforementioned results has 
been performed with the use of the maximum value that each parameter presented 
during the creation of its respective vulnerability curve. This way the transformation 
of results has been concluded giving directly comparable curves in terms of quality of 
correlation between training and control cases. 
This methodology will effectively yield the dissimilarity between the targeted 
training – control sets, hence providing the means to mathematically quantify the 
relationship between the correlation of the seismic parameter – damage index and the 
actual impact of this correlation to the selection methodology of seismic parameter for 
the creation of vulnerability curves. All vulnerability curves where created with 310 
points of support in order to ensure direct comparability. The values where 
appropriately factored with their maximum recorded value transforming the original 
curve to its unitary counterpart with values ranging from zero to one. 
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225 vs 225 selection factored results 
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 Figures 8.20.a,b,c,d: Factored vulnerability results (225 vs. 225). 
 
360 vs 90 selection factored results 
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 Figures 8.21.a,b,c,d: Factored vulnerability results (360 vs. 90). 
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400 vs 50 selection 1 factored results 
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 Figures 8.22.a,b,c,d: Factored vulnerability results (400 vs. 50 selection 1). 
 
400 vs 50 selection 2 factored results 
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 Figures 8.23.a,b,c,d: Factored vulnerability results (400 vs. 50 selection 2). 
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8.4.3 Distance between vulnerability curves 
In the following tables a summary of the difference between the vulnerability 
curves created from the different training – control sets will be presented. 
 
 
 
  Distance (Dissimilarity) Methodology used 
 
 
  Euclidean Squared Euclidean Chebychev City Block Minkowski (2) 
 
  Vuln Curves Partial Total Partial Total Partial Total Partial Total Partial Total 
S
ei
sm
ic
 P
ar
am
et
er
s 
PGA 
L vs L_C 0.2206 
1.1076 
0.0487 
0.4462 
0.1121 
0.4800 
0.6155 
3.6356 
0.2206 
1.1076 M vs M_C 0.3976 0.1581 0.1848 1.2167 0.3976 
H vs H_C 0.4893 0.2395 0.1831 1.8034 0.4893 
ARIAS 
L vs L_C 0.2094 
0.9067 
0.0439 
0.2879 
0.1023 
0.3832 
0.6128 
3.0889 
0.2094 
0.9067 M vs M_C 0.3274 0.1072 0.1457 1.0492 0.3274 
H vs H_C 0.3700 0.1369 0.1352 1.4268 0.3700 
RMS 
L vs L_C 0.2318 
0.5349 
0.0537 
0.1016 
0.1149 
0.2468 
0.6705 
1.6791 
0.2318 
0.5349 M vs M_C 0.1824 0.0333 0.0809 0.5849 0.1824 
H vs H_C 0.1207 0.0146 0.0510 0.4236 0.1207 
EINP 
L vs L_C 0.2189 
1.1327 
0.0479 
0.4685 
0.0982 
0.4393 
0.6864 
4.0387 
0.2189 
1.1327 M vs M_C 0.4176 0.1744 0.1695 1.4641 0.4176 
H vs H_C 0.4961 0.2461 0.1716 1.8882 0.4961 
SMDTB 
L vs L_C 0.2344 
2.0412 
0.0550 
1.7818 
0.1065 
0.8751 
0.7673 
6.8654 
0.2344 
2.0412 M vs M_C 0.6857 0.4703 0.3405 1.9829 0.6857 
H vs H_C 1.1210 1.2566 0.4281 4.1153 1.1210 
Table 8.7: Correlation study of case 1 (225 training, 225 control). 
 
 
 
 
  Distance (Dissimilarity) Methodology used 
 
 
  Euclidean Squared Euclidean Chebychev City Block Minkowski (2) 
 
  Vuln Curves Partial Total Partial Total Partial Total Partial Total Partial Total 
S
ei
sm
ic
 P
ar
am
et
er
s 
PGA 
L vs L_C 0.8396 
4.1339 
0.7050 
6.8048 
0.2619 
0.8813 
4.5024 
30.3115 
0.8396 
4.1339 M vs M_C 1.0668 1.1380 0.2462 6.7410 1.0668 
H vs H_C 2.2275 4.9618 0.3732 19.0681 2.2275 
ARIAS 
L vs L_C 0.0855 
1.6709 
0.0073 
1.3825 
0.0192 
0.2935 
0.5583 
13.9596 
0.0855 
1.6709 M vs M_C 0.5493 0.3018 0.1169 3.6579 0.5493 
H vs H_C 1.0360 1.0734 0.1575 9.7434 1.0360 
RMS 
L vs L_C 0.1954 
0.4902 
0.0382 
0.0850 
0.0449 
0.1063 
1.3505 
3.6043 
0.1954 
0.4902 M vs M_C 0.1884 0.0355 0.0429 1.3916 0.1884 
H vs H_C 0.1065 0.0113 0.0185 0.8622 0.1065 
EINP 
L vs L_C 0.1942 
3.2662 
0.0377 
5.2498 
0.0594 
0.5768 
0.8869 
27.5023 
0.1942 
3.2662 M vs M_C 1.0393 1.0800 0.2120 7.2611 1.0393 
H vs H_C 2.0327 4.1320 0.3054 19.3543 2.0327 
SMDTB 
L vs L_C 1.2452 
10.0378 
1.5506 
44.3627 
0.3248 
1.5766 
6.9532 
97.7560 
1.2452 
10.0378 M vs M_C 2.9545 8.7291 0.5228 23.9462 2.9545 
H vs H_C 5.8381 34.0830 0.7291 66.8567 5.8381 
Table 8.8: Correlation study of case 2 (360 training, 90 control). 
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  Distance (Dissimilarity) Methodology used 
 
 
  Euclidean Squared Euclidean Chebychev City Block Minkowski (2) 
 
  Vuln Curves Partial Total Partial Total Partial Total Partial Total Partial Total 
S
ei
sm
ic
 P
ar
am
et
er
s 
PGA 
L vs L_C 0.4163 
2.2451 
0.1733 
2.0599 
0.2104 
0.8929 
1.2404 
7.7470 
0.4163 
2.2451 M vs M_C 0.5872 0.3448 0.2594 1.8933 0.5872 
H vs H_C 1.2417 1.5418 0.4230 4.6134 1.2417 
ARIAS 
L vs L_C 0.0384 
0.2907 
0.0015 
0.0347 
0.0216 
0.1272 
0.1181 
0.9956 
0.0384 
0.2907 M vs M_C 0.0997 0.0099 0.0513 0.2770 0.0997 
H vs H_C 0.1526 0.0233 0.0543 0.6004 0.1526 
RMS 
L vs L_C 0.0733 
0.8779 
0.0054 
0.3424 
0.0393 
0.3616 
0.1908 
2.9449 
0.0733 
0.8779 M vs M_C 0.3208 0.1029 0.1478 0.9926 0.3208 
H vs H_C 0.4838 0.2341 0.1744 1.7615 0.4838 
EINP 
L vs L_C 0.0464 
1.0184 
0.0022 
0.5011 
0.0294 
0.3947 
0.1115 
3.6899 
0.0464 
1.0184 M vs M_C 0.3709 0.1375 0.1519 1.2889 0.3709 
H vs H_C 0.6011 0.3614 0.2134 2.2895 0.6011 
SMDTB 
L vs L_C 0.2684 
2.2626 
0.0721 
2.2135 
0.1520 
1.0627 
0.8027 
7.1653 
0.2684 
2.2626 M vs M_C 0.7203 0.5188 0.3933 1.8910 0.7203 
H vs H_C 1.2738 1.6227 0.5174 4.4717 1.2738 
Table 8.9: Correlation study of case 3 (400 training, 50 control). 
 
 
 
 
  Distance (Dissimilarity) Methodology used 
 
 
  Euclidean Squared Euclidean Chebychev City Block Minkowski (2) 
 
  Vuln Curves Partial Total Partial Total Partial Total Partial Total Partial Total 
S
ei
sm
ic
 P
ar
am
et
er
s 
PGA 
L vs L_C 0.8099 
4.6935 
0.6559 
9.1668 
0.2582 
0.9949 
4.4400 
34.4589 
0.8099 
4.6935 M vs M_C 1.2455 1.5513 0.2872 7.7655 1.2455 
H vs H_C 2.6381 6.9595 0.4495 22.2534 2.6381 
ARIAS 
L vs L_C 0.2654 
0.7271 
0.0705 
0.1842 
0.0598 
0.1429 
1.7484 
5.5639 
0.2654 
0.7271 M vs M_C 0.1708 0.0292 0.0363 1.1913 0.1708 
H vs H_C 0.2908 0.0846 0.0468 2.6242 0.2908 
RMS 
L vs L_C 0.2692 
0.8353 
0.0725 
0.2453 
0.0600 
0.1642 
1.8119 
6.3247 
0.2692 
0.8353 M vs M_C 0.2036 0.0414 0.0445 1.3602 0.2036 
H vs H_C 0.3625 0.1314 0.0597 3.1526 0.3625 
EINP 
L vs L_C 0.3763 
2.3668 
0.1416 
2.2922 
0.0851 
0.4470 
2.3722 
18.3071 
0.3763 
2.3668 M vs M_C 0.7041 0.4957 0.1522 4.6466 0.7041 
H vs H_C 1.2864 1.6549 0.2098 11.2882 1.2864 
SMDTB 
L vs L_C 0.9503 
3.7960 
0.9031 
5.7126 
0.2918 
0.8178 
4.9674 
27.5979 
0.9503 
3.7960 M vs M_C 0.8063 0.6501 0.1843 5.1647 0.8063 
H vs H_C 2.0395 4.1594 0.3418 17.4658 2.0395 
Table 8.10: Correlation study of case 4 (400 training, 50 control). 
 
Again, in this case as well, the focal point is only one dissimilarity methodology, 
Euclidean distance, the others has been elected only for reference. From the above 
tables it is evident that there is a strong relationship formed between the correlation of 
the results and the proximity of the derived vulnerability curves. This relationship 
strengthens the research hypothesis stated in the beginning of this project that 
disregarded the “a-priori” use of PGA as a means of defining seismic destructive 
potential. 
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The identification of critical damage indices is of paramount importance in both 
traditional as well as performance-based design of civil engineering structures. This is 
evident by the requirement of establishing a close relationship between the actual 
observed structural damage and the one given by the selected damage index. 
Therefore, it‟s only logical to pursue the implementation of a methodology that can 
better approximate the damage potential of a future earthquake. This can be achieved 
by enabling the researcher to establish the strongest correlating earthquake parameter 
– structural damage index pair for each earthquake type based on the required regional 
characteristics. Therefore, a methodology for the identification of the strongest 
possible relationship between one of the various earthquake parameters and the 
structural damage expressed by the structural damage index needs to be established. 
In order to achieve the above, this project utilized the proposed methodology to 
compare the different selected characteristic seismic parameters against the recorded 
structural damage index selected. The results showed that, in accord with past 
research, parameters incorporating the amplitude, frequency content and duration of 
the ground motion are more likely to prove themselves as reliable predictors of 
damage in contrast to parameters only relating to ground motion amplitude. 
In particular, this project based on the proposed methodology and seismic events 
selected established that Arias Intensity is the ground motion parameter that can 
better, than other studied parameters, capture a seismic event‟s potential 
destructiveness by providing a better correlation between the predicted and observed 
structural damage indices. It is therefore only normal, as stated earlier in this chapter, 
to question the use of other more “traditional” and simplistic but also more diverging, 
in terms of results, parameters. 
This research in effect established the need for revising the notion of the “a-priori” 
seismic parameter selection used for assessing seismic damage potential. It 
investigated a simple procedure for the identification of the most suitable parameter, 
or parameters, as seismic damage potential information conveyors and proposed an 
alternative methodology for the identification of the most suitable parameter to 
describe a seismic event‟s structural damage potential, utilizing the intercorrelation 
properties of seismic parameters and observed structural damage. 
Nevertheless one should not rely completely on the use of Arias intensity without 
prior investigation of its behaviour in respect to other parameters not covered in this 
particular research. The reason is that despite the results suggesting that PGA is not 
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very good as an intensity measure parameter, due to the poor correlation exhibited 
with the recorded overall structural index (in this case the one after Park and Ang), the 
scaled Arias intensity, although presenting a better behaviour, remains marginally 
better but still not good enough to warrant an “a-priori” selection. Therefore, the 
underlining result of this investigation is that, despite the quantifiable differences 
between the peak, energy and duration parameters‟ overall behaviour, none managed 
to exhibit the particular qualities expected in the whole spectrum of investigated data 
(i.e. selected response spectra, total duration and peak characteristics). Thus, further 
and more stratified (in terms of seismic characteristics) investigation must ensue to 
identify the individual seismic parameter behaviour in each separate cluster of results.  
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9. CONCLUSIONS 
The objective of this study was to investigate how seismic parameters may be 
used as alternatives to more conventional strength-based parameters to describe the 
demand on structures subjected to ground shaking. During the course of this study 
several different seismic parameters has been scrutinized with respect to the recorded 
overall structural damage in several different seismic scenarios applied to a selected 
reinforced concrete frame structure detailed in accordance to the pre-1985 Greek anti 
seismic engineering practice. 
 
9.1 Summary of research 
A regional engineering framework was employed for all of the studies with data 
on ground motions being derived from spectrum compatible artificial accelerograms 
and building structural characteristics that are compatible with the majority of the 
Greek building stock. The research methodology proposed and followed in this study 
was structured in such a way as to be general in nature thus, being in a form that 
renders it ready to be implemented in different regions and engineering design 
provisions with only minor changes. 
Specifically, this dissertation first introduced a variety of peak, energy and 
duration parameters that were later utilized in the subsequent studies. The means of 
parameter derivation as well as their respective characteristics were presented and 
comparisons between them have been carried out in order to highlight their inherent 
differences. Important differences include the ability of the energy-based parameters 
to account for the cyclic nature of the ground shaking and the response. Peak ground 
acceleration, on the other hand, used routinely in seismic design and in seismic hazard 
maps does not retain this important aspect (i.e., the cyclic characteristics) of the 
response, which is thought to be important in structural performance and damage 
assessment. Furthermore, duration based seismic characteristics were deemed by this 
research as being the worst descriptive parameters of the seismic damaging potential. 
The reinforced concrete frame structure selected was analysed for a range of 
450 ground motions. Local and global damage measures determined from the 
executed non-linear dynamic analyses were studied in relation to the strength and 
energy parameters describing the ground motion at the relevant natural period of the 
structure. The degree of correlation between structural performance and each 
parameter was studied and conclusions from this study indicated that in all cases 
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energy based parameters and Arias intensity (IA) in particular are better descriptors of 
the seismic damage potential than other peak and energy parameters and should be 
included in the parameters under consideration for use in the construction of 
buildings‟ vulnerability curves, rather than the present reliance of the engineering 
community in the “a-priori” selection of specific seismic parameters (i.e. PGA). 
However, this correlation might be different for a specific structure type and/or 
system (i.e. masonry or steel structures) and therefore extensive studies on these fields 
must be carried out. Finally, although such extensive damage data can help explain 
whether or not the energy-based parameter better explains the extent of damage 
observed, researchers shall anticipate changes in the particulars of this research with 
improved availability of damage data, increased numbers of natural ground motion 
recordings, and building stock material standardization. Such work can, in the future, 
help to improve the design approach by better describing the seismic demand in a 
particular region. 
 
9.2 Significant findings 
Overall, results from this dissertation have provided several new contributions 
to our understanding of energy as an earthquake demand parameter. First, energy-
based parameters are at least as effective and in most cases consistently better than 
peak ground parameters in explaining structural damage and/or performance of 
structures while seismic duration was proven to be totally unreliable in this regard. 
The correlation coefficients between ground motion parameters and damage measures 
showed that energy-based parameters correlated with structural damage at least as 
well and improve upon the peak ground motion parameter, while seismic duration 
was shown not to be of any particular usefulness showing the most erratic behaviour. 
It has therefore been established that the “a-priori” selection of the investigated 
PGA parameter as a seismic intensity descriptor, in the context of seismic 
vulnerability curve creation, cannot be supported as a result of the observed distinctly 
variable behaviour exhibited by seismic parameters involved in this research. Several 
seismic parameters investigated (Arias Intensity, RMSa, Einp), demonstrated a 
quantifiably better behaviour as seismic damage potential information conveyors 
when utilized for the creation of seismic vulnerability curves. A strong relationship 
has been identified between the correlation values recorded for each “seismic 
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parameter – Structural damage index” pair and its subsequent suitability as seismic 
vulnerability curve intensity descriptor. 
The results of the extensive vulnerability curve creation methodology showed 
that, in general, for the RC frame structure in question, energy parameters were more 
efficient in seismic damage potential derivation compared to peak ground and seismic 
duration parameters because the smaller dispersion in the estimated damage measure 
given. This was especially true for the Arias intensity parameter that showed the most 
consistent presence in terms of results and stability. 
Concluding, energy based seismic parameters as damaging potential descriptors 
have been proven to be an improvement upon the currently utilized peak ground 
parameters for any relevant work in the field of building vulnerability assessment. 
This observation can lead to better and more accurate prediction techniques for 
expected structural damage from future seismic events in a specific area thus, 
allowing for better resource allocation both state and private wise in terms of seismic 
risk mitigation by effectively providing a more accurate seismic damage potential 
estimation that can lead to improved post-earthquake mitigation measures and provide 
a better understanding of the consequences of a seismic event. 
 
9.3 Limitations 
During the investigation regarding the importance of seismic parameter 
selection for the vulnerability assessment of reinforced concrete structures, some 
important caveats have to be identified regarding the limitations of the established 
methodology.  These concern the input signal and the software for non-linear dynamic 
analysis utilized, and will be described below. 
Due to the proposed and implemented methodology requiring the relevant 
investigation to be carried out with the use of directly comparable, yet variable, input 
the use of response spectrum compatible artificial time histories has been elected. As 
such, and as a direct result of the relevant creation‟s program (SIMQKE) algorithm, 
exact spectrum matching was made difficult to be exactly achieved in practice 
resulting in a larger scatter in input data than ideally planned. Nevertheless, due to the 
comparative nature of the particular methodology this variability cannot be deemed 
biased but further investigation is required for a more accurate representation of an 
actual acceleration time history. Furthermore, one should bear in mind that due to the 
nature of the code derived response spectra, which essentially represents an envelope 
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of an area‟s seismic characteristics, care should be taken when migrating any results 
ensuring the correct population of seismic records corresponding to the real site 
conditions under investigation are being utilised.  
Finally, an important parameter in order to avoid bias or inaccuracies in results 
is the selection of the proper non-linear analysis program taking into consideration the 
type of building and its expected behaviour. The design case building in this particular 
investigation was elected to be a “strong beam - weak column” design to better 
represent the predominant building stock under investigation, introducing a range of 
different possible collapse mechanisms (soft storey mechanisms), that in turn lead to a 
great diversity of system performance (i.e. scatter in results) incorporated. 
Furthermore, although the building‟s structural characteristics made the use of the FE 
program IDARC2D v4.0 appropriate, despite its inherent limitations originating from 
the program‟s approximations in managing the nonlinear behaviour, researchers shall 
not rely on its performance in this particular investigation. As a caveat, in simulating 
more complicated cases where plastic regions cannot be well defined in advance, 
IDARC2D v4.0 might not be an ideal choice and yield results inaccuracies. It is 
therefore highly advisable that the selection of the non-linear analysis program to be 
utilized being made in tandem with an investigation of its suitability for the particular 
structure in question. 
 
9.4 Future work suggestion 
This research has been focused mainly towards the identification of a better 
earthquake characteristic parameter to be utilized for the creation of vulnerability 
curves that will more accurately approximate the post-earthquake recorded structural 
damage than the currently widely used ones (i.e. PGA and MMI). To achieve the 
above a methodology has been developed based on measuring the response 
characteristics of a given structural model by implementing a non-linear dynamic 
analysis based on response spectrum compatible artificial accelerograms. During this 
work several points of interest have been highlighted as possibilities for further 
research that could enhance the overall understanding behind the quantification of a 
seismic event‟s damage potential. 
In line with the above, the expansion of similar studies with different building 
characteristics in height and overall layout as well as structural system can enhance 
the understanding and quantification of the cause and effect process. This, will be 
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done with the investigation of other possible effects and behaviours that have not been 
studied in this project such as the torsional effect (asymmetrical buildings, existence 
of infill or load bearing walls, etc.) as well as the existence of other than purely 
flexural failure (shear failure, short column effect, etc.). These parameters are deemed 
to be important in real life structures were structural and element irregularities can 
cause such effects. In addition it must be noted that this project proceeded in the 
evaluation of the best correlating earthquake parameter and structural damage index 
couple taking only reinforced concrete frame structures in consideration. Further 
studies that will incorporate different types of structures (wall bearing, infill walls, 
mixed, etc.) as well as material (wood, steel, mixed, etc.) must be performed in order 
to identify possible differences in structural response that might warrant a change of 
the most suitable earthquake parameter or a modification of the presented 
vulnerability curves. 
Furthermore a major point of discussion during this research was the population of 
seismic events utilized for obtaining the necessary results. The use of natural 
accelerograms is a future research point worth mentioning in case a relatively good 
sample is rendered available for a certain region in the future along with the use of 
scaled natural accelerograms under certain conditions in order to avoid the 
introduction of bias in the results. The use of a good sample of naturally occurring 
accelerograms, when they exist, will allow the results to approximate real conditions 
instead of being used in order to identify the best possible damage describing 
earthquake parameter within a finite set of earthquake parameters. 
Another important aspect that needs to be clarified in future studies is the exact 
number of data required for the safe extraction of conclusions and the amount of 
accelerograms necessary for the identification of the best structural damage 
correlating earthquake parameter. This research based on a conservative approach 
utilized a total of 450 accelerograms that required a sufficient computational power 
even with modern computing power to gain insight in a particular type of structure. In 
order to expand this research enough to cover different building structures in terms of 
shape, size and structural type as well as some of the most important different cases of 
soil structure interaction the computational demands increase exponentially. This is 
the reason behind the necessity to reduce computational complexity either by 
establishing a low number of necessary seismic events or by developing a research 
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technique that will allow the computation of vulnerability curves without the need of 
performing a non-linear dynamic analysis. 
Last but not least, the possibility of identifying a seismic parameter that better 
correlates with the recorded structural damage by utilizing an earthquake signal 
transformation that will yield period specific accelerogram values and the need to 
look for other parameters, or perhaps selected combinations of ground motion 
characteristics are interesting ideas worth further research. 
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EQ No Set No 
Response 
Spectrum 
Total 
Duration 
PGA ARIAS RMS EINP SMDTB 
016_012_1 1 0.16 20 0.12 2.387 0.3455 0.13826 15.02 
016_012_2 1 0.16 20 0.12 1.587 0.2817 0.07623 15.76 
016_012_3 1 0.16 20 0.12 1.852 0.3043 0.06409 15.39 
016_012_4 1 0.16 20 0.12 2.170 0.3294 0.10950 15.59 
016_012_5 1 0.16 20 0.12 2.590 0.3599 0.12533 15.06 
016_015_1 1 0.16 20 0.15 6.355 0.5637 0.29699 15.86 
016_015_2 1 0.16 20 0.15 6.082 0.5515 0.21516 16.26 
016_015_3 1 0.16 20 0.15 6.046 0.5498 0.38357 15.68 
016_015_4 1 0.16 20 0.15 6.079 0.5513 0.26873 15.03 
016_015_5 1 0.16 20 0.15 5.978 0.5467 0.35236 15.19 
016_020_1 1 0.16 20 0.20 6.082 0.5514 0.30935 15.64 
016_020_2 1 0.16 20 0.20 5.367 0.5180 0.34949 15.77 
016_020_3 1 0.16 20 0.20 6.308 0.5616 0.37381 15.68 
016_020_4 1 0.16 20 0.20 5.903 0.5433 0.33852 15.20 
016_020_5 1 0.16 20 0.20 6.093 0.5520 0.24869 15.75 
016_025_1 1 0.16 20 0.25 5.622 0.5302 0.30300 15.52 
016_025_2 1 0.16 20 0.25 5.470 0.5230 0.31458 15.43 
016_025_3 1 0.16 20 0.25 5.872 0.5418 0.34706 15.85 
016_025_4 1 0.16 20 0.25 5.022 0.5011 0.29825 14.67 
016_025_5 1 0.16 20 0.25 5.559 0.5272 0.27499 15.24 
016_030_1 1 0.16 20 0.30 5.379 0.5186 0.30712 16.17 
016_030_2 1 0.16 20 0.30 5.144 0.5072 0.31043 16.06 
016_030_3 1 0.16 20 0.30 5.053 0.5026 0.32622 15.28 
016_030_4 1 0.16 20 0.30 5.163 0.5081 0.24482 15.89 
016_030_5 1 0.16 20 0.30 5.021 0.5011 0.19140 15.01 
024_018_1 1 0.24 20 0.18 3.606 0.4246 0.21970 15.09 
024_018_2 1 0.24 20 0.18 3.986 0.4465 0.23056 15.75 
024_018_3 1 0.24 20 0.18 14.724 0.8580 0.50935 16.16 
024_018_4 1 0.24 20 0.18 14.344 0.8469 1.18558 16.75 
024_018_5 1 0.24 20 0.18 14.447 0.8499 0.66145 15.87 
024_020_1 1 0.24 20 0.20 14.232 0.8436 0.47745 15.98 
024_020_2 1 0.24 20 0.20 14.184 0.8421 0.63899 15.41 
024_020_3 1 0.24 20 0.20 14.566 0.8534 0.79789 16.11 
024_020_4 1 0.24 20 0.20 14.352 0.8471 0.60090 15.71 
024_020_5 1 0.24 20 0.20 14.571 0.8536 0.73411 16.18 
024_025_1 1 0.24 20 0.25 12.514 0.7910 0.62227 15.69 
024_025_2 1 0.24 20 0.25 13.539 0.8228 0.94057 15.35 
024_025_3 1 0.24 20 0.25 13.831 0.8316 0.65096 15.91 
024_025_4 1 0.24 20 0.25 13.944 0.8350 0.58789 15.41 
024_025_5 1 0.24 20 0.25 13.846 0.8320 0.81508 15.30 
024_030_1 1 0.24 20 0.30 13.738 0.8288 0.80208 15.25 
024_030_2 1 0.24 20 0.30 13.702 0.8277 0.82714 15.76 
024_030_3 1 0.24 20 0.30 12.893 0.8029 0.81710 15.59 
024_030_4 1 0.24 20 0.30 12.844 0.8014 0.49045 16.08 
024_030_5 1 0.24 20 0.30 13.687 0.8273 0.53134 15.85 
024_035_1 1 0.24 20 0.35 12.495 0.7904 0.95172 15.07 
024_035_2 1 0.24 20 0.35 12.828 0.8009 0.49096 15.75 
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EQ No Set No 
Response 
Spectrum 
Total 
Duration 
PGA ARIAS RMS EINP SMDTB 
024_035_3 1 0.24 20 0.35 12.931 0.8041 0.79029 15.80 
024_035_4 1 0.24 20 0.35 12.758 0.7987 0.77083 15.03 
024_035_5 1 0.24 20 0.35 12.720 0.7975 0.54931 15.44 
036_027_1 1 0.36 20 0.27 7.606 0.6167 0.37167 14.88 
036_027_2 1 0.36 20 0.27 9.081 0.6738 0.65570 15.78 
036_027_3 1 0.36 20 0.27 12.025 0.7754 0.61175 15.11 
036_027_4 1 0.36 20 0.27 12.375 0.7866 0.49053 15.29 
036_027_5 1 0.36 20 0.27 9.594 0.6926 0.45348 15.22 
036_030_1 1 0.36 20 0.30 29.933 1.2234 1.46296 16.22 
036_030_2 1 0.36 20 0.30 31.428 1.2536 1.75485 15.48 
036_030_3 1 0.36 20 0.30 31.861 1.2622 1.72806 15.61 
036_030_4 1 0.36 20 0.30 31.430 1.2536 1.45565 16.45 
036_030_5 1 0.36 20 0.30 31.959 1.2641 2.33303 16.13 
036_035_1 1 0.36 20 0.35 31.581 1.2566 1.74933 15.54 
036_035_2 1 0.36 20 0.35 31.490 1.2548 1.11985 15.54 
036_035_3 1 0.36 20 0.35 30.236 1.2295 1.49341 15.19 
036_035_4 1 0.36 20 0.35 30.166 1.2281 1.42017 15.42 
036_035_5 1 0.36 20 0.35 30.610 1.2371 1.08995 15.69 
036_040_1 1 0.36 20 0.40 29.880 1.2223 1.46868 15.90 
036_040_2 1 0.36 20 0.40 31.088 1.2468 1.52202 15.71 
036_040_3 1 0.36 20 0.40 29.153 1.2073 2.18482 15.78 
036_040_4 1 0.36 20 0.40 29.165 1.2076 1.57674 15.80 
036_040_5 1 0.36 20 0.40 28.890 1.2019 1.31075 15.13 
036_045_1 1 0.36 20 0.45 28.440 1.1925 1.13728 15.70 
036_045_2 1 0.36 20 0.45 31.602 1.2570 1.62047 15.89 
036_045_3 1 0.36 20 0.45 29.656 1.2177 1.52465 15.32 
036_045_4 1 0.36 20 0.45 27.808 1.1792 1.38633 15.15 
036_045_5 1 0.36 20 0.45 28.158 1.1865 0.88526 15.47 
016_015_1 1 0.16 30 0.15 8.551 0.5339 0.37564 24.02 
016_015_2 1 0.16 30 0.15 7.963 0.5152 0.41707 23.22 
016_015_3 1 0.16 30 0.15 8.270 0.5250 0.26397 23.30 
016_015_4 1 0.16 30 0.15 8.978 0.5471 0.24263 23.54 
016_015_5 1 0.16 30 0.15 8.446 0.5306 0.43982 23.81 
016_020_1 1 0.16 30 0.20 8.194 0.5226 0.46422 23.75 
016_020_2 1 0.16 30 0.20 8.251 0.5244 0.46547 23.39 
016_020_3 1 0.16 30 0.20 7.685 0.5061 0.39989 23.10 
016_020_4 1 0.16 30 0.20 7.870 0.5122 0.34444 23.52 
016_020_5 1 0.16 30 0.20 7.894 0.5130 0.30543 22.89 
016_025_1 1 0.16 30 0.25 7.331 0.4943 0.28601 23.25 
016_025_2 1 0.16 30 0.25 7.571 0.5024 0.45869 23.08 
016_025_3 1 0.16 30 0.25 6.963 0.4818 0.42696 23.08 
016_025_4 1 0.16 30 0.25 7.800 0.5099 0.32274 23.23 
016_025_5 1 0.16 30 0.25 8.044 0.5178 0.29873 23.88 
016_030_1 1 0.16 30 0.30 7.815 0.5104 0.32781 23.32 
016_030_2 1 0.16 30 0.30 7.160 0.4885 0.38070 23.23 
016_030_3 1 0.16 30 0.30 7.344 0.4948 0.28718 23.75 
016_030_4 1 0.16 30 0.30 7.174 0.4890 0.35786 22.88 
016_030_5 1 0.16 30 0.30 6.984 0.4825 0.21799 23.20 
016_010_1  1 0.16 30 0.12 6.099 0.4509 0.25902 23.77 
016_010_2  1 0.16 30 0.12 5.860 0.4420 0.22047 24.63 
016_010_3  1 0.16 30 0.12 6.097 0.4508 0.27055 23.64 
016_010_4  1 0.16 30 0.12 5.998 0.4471 0.18873 25.06 
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Spectrum 
Total 
Duration 
PGA ARIAS RMS EINP SMDTB 
016_010_5  1 0.16 30 0.12 6.287 0.4578 0.27858 23.59 
024_020_1 1 0.24 30 0.20 19.593 0.8081 0.77192 23.60 
024_020_2 1 0.24 30 0.20 19.468 0.8056 0.91310 23.24 
024_020_3 1 0.24 30 0.20 19.597 0.8082 1.00476 23.79 
024_020_4 1 0.24 30 0.20 18.749 0.7905 0.87112 22.87 
024_020_5 1 0.24 30 0.20 18.430 0.7838 1.16707 23.98 
024_025_1 1 0.24 30 0.25 19.329 0.8027 0.86260 23.79 
024_025_2 1 0.24 30 0.25 18.428 0.7838 1.02181 23.40 
024_025_3 1 0.24 30 0.25 18.606 0.7875 0.54780 22.93 
024_025_4 1 0.24 30 0.25 17.600 0.7659 0.93124 23.14 
024_025_5 1 0.24 30 0.25 18.459 0.7844 1.60286 23.26 
024_030_1 1 0.24 30 0.30 18.052 0.7757 1.02923 24.10 
024_030_2 1 0.24 30 0.30 17.372 0.7610 1.13958 23.36 
024_030_3 1 0.24 30 0.30 18.078 0.7763 0.53361 23.32 
024_030_4 1 0.24 30 0.30 17.417 0.7619 1.26690 23.44 
024_030_5 1 0.24 30 0.30 18.774 0.7911 1.01394 23.22 
024_035_1 1 0.24 30 0.35 17.219 0.7576 0.58366 23.34 
024_035_2 1 0.24 30 0.35 16.108 0.7327 0.88276 23.75 
024_035_3 1 0.24 30 0.35 17.889 0.7722 0.95601 22.68 
024_035_4 1 0.24 30 0.35 17.716 0.7685 0.87655 23.80 
024_035_5 1 0.24 30 0.35 17.266 0.7586 0.71950 23.53 
024_015_1  1 0.24 30 0.15 14.696 0.6999 0.66126 24.08 
024_015_2  1 0.24 30 0.15 13.499 0.6708 0.69463 24.58 
024_015_3  1 0.24 30 0.15 13.757 0.6772 0.80840 23.87 
024_015_4  1 0.24 30 0.15 14.151 0.6868 0.96362 24.00 
024_015_5  1 0.24 30 0.15 13.501 0.6708 0.66101 24.11 
036_027_1 1 0.36 30 0.27 46.039 1.2388 2.88808 23.90 
036_027_2 1 0.36 30 0.27 45.434 1.2306 1.85758 25.16 
036_027_3 1 0.36 30 0.27 46.833 1.2494 2.12142 24.34 
036_027_4 1 0.36 30 0.27 44.851 1.2227 2.17440 24.17 
036_027_5 1 0.36 30 0.27 44.696 1.2206 2.43666 23.83 
036_030_1 1 0.36 30 0.30 43.948 1.2103 1.85355 23.61 
036_030_2 1 0.36 30 0.30 44.413 1.2167 2.30004 23.83 
036_030_3 1 0.36 30 0.30 43.086 1.1984 1.90098 22.91 
036_030_4 1 0.36 30 0.30 43.976 1.2107 1.78835 22.86 
036_030_5 1 0.36 30 0.30 42.567 1.1912 1.84422 23.38 
036_035_1 1 0.36 30 0.35 43.144 1.1992 2.71285 23.61 
036_035_2 1 0.36 30 0.35 45.561 1.2324 1.73656 23.53 
036_035_3 1 0.36 30 0.35 41.458 1.1756 0.99546 23.43 
036_035_4 1 0.36 30 0.35 41.542 1.1767 1.88723 23.48 
036_035_5 1 0.36 30 0.35 40.624 1.1637 1.54461 23.55 
036_040_1 1 0.36 30 0.40 41.174 1.1715 1.66300 23.08 
036_040_2 1 0.36 30 0.40 40.740 1.1653 1.44843 23.60 
036_040_3 1 0.36 30 0.40 41.231 1.1723 1.48829 23.16 
036_040_4 1 0.36 30 0.40 40.650 1.1640 2.15913 23.19 
036_040_5 1 0.36 30 0.40 40.016 1.1549 1.82233 23.32 
036_045_1 1 0.36 30 0.45 41.581 1.1773 2.01677 24.01 
036_045_2 1 0.36 30 0.45 38.407 1.1315 1.79667 22.92 
036_045_3 1 0.36 30 0.45 41.319 1.1736 2.53447 23.53 
036_045_4 1 0.36 30 0.45 40.045 1.1553 2.00791 23.55 
036_045_5 1 0.36 30 0.45 40.844 1.1668 1.18790 23.52 
016_012_1 1 0.16 40 0.12 10.960 0.5234 0.91590 32.44 
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Response 
Spectrum 
Total 
Duration 
PGA ARIAS RMS EINP SMDTB 
016_012_2 1 0.16 40 0.12 10.986 0.5241 0.52380 30.93 
016_012_3 1 0.16 40 0.12 10.881 0.5216 0.48299 32.16 
016_012_4 1 0.16 40 0.12 11.485 0.5359 0.46924 31.49 
016_012_5 1 0.16 40 0.12 11.294 0.5314 0.50581 31.24 
016_015_1 1 0.16 40 0.15 9.885 0.4971 0.40137 30.90 
016_015_2 1 0.16 40 0.15 10.200 0.5050 0.31495 30.44 
016_015_3 1 0.16 40 0.15 10.404 0.5100 0.67340 31.04 
016_015_4 1 0.16 40 0.15 10.464 0.5115 0.52544 30.48 
016_015_5 1 0.16 40 0.15 10.696 0.5171 0.40804 30.91 
016_020_1 1 0.16 40 0.20 9.643 0.4910 0.38706 29.82 
016_020_2 1 0.16 40 0.20 9.668 0.4916 0.46206 30.86 
016_020_3 1 0.16 40 0.20 9.774 0.4943 0.41801 30.90 
016_020_4 1 0.16 40 0.20 10.153 0.5038 0.38061 30.77 
016_020_5 1 0.16 40 0.20 10.587 0.5145 0.47568 30.57 
016_025_1 1 0.16 40 0.25 9.640 0.4909 0.52368 30.37 
016_025_2 1 0.16 40 0.25 9.298 0.4821 0.52211 31.57 
016_025_3 1 0.16 40 0.25 9.423 0.4854 0.36667 31.10 
016_025_4 1 0.16 40 0.25 9.615 0.4903 0.31821 30.85 
016_025_5 1 0.16 40 0.25 9.886 0.4971 0.37184 30.89 
016_030_1 1 0.16 40 0.30 9.233 0.4804 0.30814 31.29 
016_030_2 1 0.16 40 0.30 8.952 0.4731 0.39694 30.56 
016_030_3 1 0.16 40 0.30 9.352 0.4835 0.48726 29.50 
016_030_4 1 0.16 40 0.30 8.517 0.4614 0.40855 30.45 
016_030_5 1 0.16 40 0.30 8.652 0.4651 0.46691 30.57 
024_018_1 1 0.24 40 0.17 25.078 0.7918 1.55855 31.92 
024_018_2 1 0.24 40 0.17 24.806 0.7875 1.18242 31.45 
024_018_3 1 0.24 40 0.17 6.481 0.4025 0.19056 30.25 
024_018_4 1 0.24 40 0.17 24.944 0.7897 0.71655 33.62 
024_018_5 1 0.24 40 0.17 16.144 0.6353 0.61509 36.62 
024_020_1 1 0.24 40 0.20 23.521 0.7668 0.97050 30.64 
024_020_2 1 0.24 40 0.20 24.518 0.7829 1.13060 30.27 
024_020_3 1 0.24 40 0.20 24.211 0.7780 0.75266 30.53 
024_020_4 1 0.24 40 0.20 23.882 0.7727 0.84590 30.38 
024_020_5 1 0.24 40 0.20 23.533 0.7670 0.72791 31.84 
024_025_1 1 0.24 40 0.25 24.498 0.7826 1.38537 31.04 
024_025_2 1 0.24 40 0.25 22.129 0.7438 1.09949 30.42 
024_025_3 1 0.24 40 0.25 21.701 0.7366 0.86030 30.93 
024_025_4 1 0.24 40 0.25 21.098 0.7263 1.23373 29.45 
024_025_5 1 0.24 40 0.25 23.972 0.7741 1.25923 31.10 
024_030_1 1 0.24 40 0.30 22.725 0.7537 1.13898 31.11 
024_030_2 1 0.24 40 0.30 22.281 0.7463 1.16612 30.35 
024_030_3 1 0.24 40 0.30 22.708 0.7535 1.15479 31.24 
024_030_4 1 0.24 40 0.30 21.453 0.7323 1.09936 29.77 
024_030_5 1 0.24 40 0.30 22.922 0.7570 1.33965 31.28 
024_035_1 1 0.24 40 0.35 21.279 0.7294 1.35020 31.48 
024_035_2 1 0.24 40 0.35 20.670 0.7188 1.17921 30.51 
024_035_3 1 0.24 40 0.35 21.396 0.7314 1.07907 30.99 
024_035_4 1 0.24 40 0.35 21.962 0.7410 0.99138 30.84 
024_035_5 1 0.24 40 0.35 21.518 0.7335 1.49954 31.03 
036_027_1 1 0.36 40 0.27 56.226 1.1856 1.83464 30.53 
036_027_2 1 0.36 40 0.27 53.028 1.1514 2.01557 30.96 
036_027_3 1 0.36 40 0.27 56.697 1.1906 1.53675 32.20 
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036_027_4 1 0.36 40 0.27 54.931 1.1719 2.27223 31.61 
036_027_5 1 0.36 40 0.27 57.196 1.1958 2.11373 31.39 
036_030_1 1 0.36 40 0.30 54.202 1.1641 3.06524 30.93 
036_030_2 1 0.36 40 0.30 55.833 1.1814 2.49333 31.79 
036_030_3 1 0.36 40 0.30 53.192 1.1532 3.07691 30.33 
036_030_4 1 0.36 40 0.30 54.060 1.1625 1.99062 30.21 
036_030_5 1 0.36 40 0.30 52.334 1.1438 1.96437 30.96 
036_035_1 1 0.36 40 0.35 54.066 1.1626 2.98127 31.35 
036_035_2 1 0.36 40 0.35 48.413 1.1002 2.09558 30.34 
036_035_3 1 0.36 40 0.35 51.942 1.1395 1.84483 30.26 
036_035_4 1 0.36 40 0.35 53.524 1.1568 2.78713 30.61 
036_035_5 1 0.36 40 0.35 53.916 1.1610 1.96774 30.50 
036_040_1 1 0.36 40 0.40 50.315 1.1216 2.64088 31.06 
036_040_2 1 0.36 40 0.40 49.528 1.1127 2.17916 30.36 
036_040_3 1 0.36 40 0.40 51.948 1.1396 3.04360 31.12 
036_040_4 1 0.36 40 0.40 49.336 1.1106 2.70196 30.10 
036_040_5 1 0.36 40 0.40 51.129 1.1306 3.22142 30.21 
036_045_1 1 0.36 40 0.45 49.743 1.1152 2.27065 29.67 
036_045_2 1 0.36 40 0.45 53.411 1.1555 2.39338 31.62 
036_045_3 1 0.36 40 0.45 51.601 1.1358 2.36935 30.16 
036_045_4 1 0.36 40 0.45 51.354 1.1331 2.51710 31.80 
036_045_5 1 0.36 40 0.45 49.716 1.1149 1.98939 31.41 
016_012_1 2 0.16 20 0.12 1.998 0.3161 0.06151 14.97 
016_012_2 2 0.16 20 0.12 6.607 0.5748 0.34871 15.93 
016_012_3 2 0.16 20 0.12 2.831 0.3763 0.15469 15.93 
016_012_4 2 0.16 20 0.12 2.221 0.3332 0.17406 15.25 
016_012_5 2 0.16 20 0.12 6.291 0.5609 0.46936 16.30 
016_015_1 2 0.16 20 0.15 6.015 0.5484 0.26800 15.53 
016_015_2 2 0.16 20 0.15 5.818 0.5393 0.21771 15.64 
016_015_3 2 0.16 20 0.15 6.315 0.5619 0.31598 15.98 
016_015_4 2 0.16 20 0.15 6.214 0.5574 0.24048 14.89 
016_015_5 2 0.16 20 0.15 6.240 0.5586 0.31270 15.56 
016_020_1 2 0.16 20 0.20 6.002 0.5478 0.36519 16.17 
016_020_2 2 0.16 20 0.20 5.732 0.5353 0.36888 15.94 
016_020_3 2 0.16 20 0.20 5.631 0.5306 0.28824 16.00 
016_020_4 2 0.16 20 0.20 5.824 0.5396 0.23998 15.61 
016_020_5 2 0.16 20 0.20 6.032 0.5492 0.30825 15.42 
016_025_1 2 0.16 20 0.25 5.584 0.5284 0.27670 15.71 
016_025_2 2 0.16 20 0.25 5.552 0.5269 0.36535 15.73 
016_025_3 2 0.16 20 0.25 5.483 0.5236 0.23750 15.92 
016_025_4 2 0.16 20 0.25 5.398 0.5195 0.24971 15.56 
016_025_5 2 0.16 20 0.25 5.562 0.5274 0.27575 15.20 
016_030_1 2 0.16 20 0.30 5.300 0.5148 0.25855 14.96 
016_030_2 2 0.16 20 0.30 5.414 0.5203 0.35070 15.59 
016_030_3 2 0.16 20 0.30 5.236 0.5117 0.27040 15.68 
016_030_4 2 0.16 20 0.30 5.491 0.5240 0.49454 15.54 
016_030_5 2 0.16 20 0.30 5.420 0.5206 0.29638 16.11 
024_018_1 2 0.24 20 0.18 14.240 0.8438 1.02964 16.96 
024_018_2 2 0.24 20 0.18 14.099 0.8396 0.67414 15.84 
024_018_3 2 0.24 20 0.18 13.497 0.8215 0.89053 15.55 
024_018_4 2 0.24 20 0.18 4.222 0.4595 0.18453 16.03 
024_018_5 2 0.24 20 0.18 14.021 0.8373 0.78777 16.12 
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024_020_1 2 0.24 20 0.20 14.325 0.8463 0.53774 15.82 
024_020_2 2 0.24 20 0.20 13.842 0.8319 0.52188 16.22 
024_020_3 2 0.24 20 0.20 14.443 0.8498 0.58730 16.14 
024_020_4 2 0.24 20 0.20 14.497 0.8514 0.69078 15.50 
024_020_5 2 0.24 20 0.20 13.777 0.8300 0.74959 15.54 
024_025_1 2 0.24 20 0.25 13.417 0.8191 0.71782 15.30 
024_025_2 2 0.24 20 0.25 13.443 0.8198 0.78305 15.66 
024_025_3 2 0.24 20 0.25 13.525 0.8223 0.40845 15.50 
024_025_4 2 0.24 20 0.25 13.089 0.8090 0.75702 15.81 
024_025_5 2 0.24 20 0.25 14.114 0.8401 0.90204 15.53 
024_030_1 2 0.24 20 0.30 13.270 0.8146 0.51754 15.50 
024_030_2 2 0.24 20 0.30 12.523 0.7913 0.94685 14.81 
024_030_3 2 0.24 20 0.30 13.317 0.8160 0.75348 15.70 
024_030_4 2 0.24 20 0.30 13.845 0.8320 0.82219 15.81 
024_030_5 2 0.24 20 0.30 13.032 0.8072 0.56661 15.64 
024_035_1 2 0.24 20 0.35 11.839 0.7694 0.40770 15.36 
024_035_2 2 0.24 20 0.35 12.532 0.7916 0.53725 15.26 
024_035_3 2 0.24 20 0.35 12.932 0.8041 0.76431 15.62 
024_035_4 2 0.24 20 0.35 13.386 0.8181 0.75503 16.36 
024_035_5 2 0.24 20 0.35 12.937 0.8043 0.71913 15.81 
036_027_1 2 0.36 20 0.27 10.064 0.7094 0.56079 15.50 
036_027_2 2 0.36 20 0.27 10.092 0.7103 0.41104 15.37 
036_027_3 2 0.36 20 0.27 12.254 0.7828 0.65260 15.10 
036_027_4 2 0.36 20 0.27 16.672 0.9130 0.68742 15.24 
036_027_5 2 0.36 20 0.27 32.838 1.2814 1.39803 16.00 
036_030_1 2 0.36 20 0.30 31.598 1.2569 2.14465 15.89 
036_030_2 2 0.36 20 0.30 31.586 1.2567 1.61156 15.78 
036_030_3 2 0.36 20 0.30 31.771 1.2604 1.90927 15.96 
036_030_4 2 0.36 20 0.30 31.760 1.2602 0.99618 16.15 
036_030_5 2 0.36 20 0.30 31.046 1.2459 1.92359 15.63 
036_035_1 2 0.36 20 0.35 30.305 1.2310 1.74798 15.95 
036_035_2 2 0.36 20 0.35 29.633 1.2172 0.93129 15.75 
036_035_3 2 0.36 20 0.35 32.278 1.2704 1.48412 15.71 
036_035_4 2 0.36 20 0.35 29.772 1.2201 1.80404 15.81 
036_035_5 2 0.36 20 0.35 31.665 1.2583 1.74323 15.76 
036_040_1 2 0.36 20 0.40 30.469 1.2343 1.37423 15.46 
036_040_2 2 0.36 20 0.40 30.614 1.2372 1.96213 15.59 
036_040_3 2 0.36 20 0.40 28.992 1.2040 1.31929 15.40 
036_040_4 2 0.36 20 0.40 31.561 1.2562 1.18832 16.07 
036_040_5 2 0.36 20 0.40 30.210 1.2290 1.54080 15.29 
036_045_1 2 0.36 20 0.45 30.595 1.2368 1.29055 15.10 
036_045_2 2 0.36 20 0.45 27.420 1.1709 1.05421 15.87 
036_045_3 2 0.36 20 0.45 27.380 1.1700 1.51443 15.04 
036_045_4 2 0.36 20 0.45 29.860 1.2219 1.15520 16.33 
036_045_5 2 0.36 20 0.45 29.778 1.2202 1.16788 15.50 
016_015_1 2 0.16 30 0.15 8.098 0.5196 0.25487 23.11 
016_015_2 2 0.16 30 0.15 8.159 0.5215 0.37877 23.55 
016_015_3 2 0.16 30 0.15 8.268 0.5250 0.58045 22.93 
016_015_4 2 0.16 30 0.15 8.300 0.5260 0.35278 23.35 
016_015_5 2 0.16 30 0.15 7.809 0.5102 0.41940 22.60 
016_020_1 2 0.16 30 0.20 8.230 0.5238 0.32216 23.14 
016_020_2 2 0.16 30 0.20 7.856 0.5117 0.32393 23.04 
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016_020_3 2 0.16 30 0.20 7.560 0.5020 0.26922 23.23 
016_020_4 2 0.16 30 0.20 7.471 0.4990 0.36488 22.65 
016_020_5 2 0.16 30 0.20 7.965 0.5153 0.40812 23.17 
016_025_1 2 0.16 30 0.25 7.582 0.5027 0.24966 23.08 
016_025_2 2 0.16 30 0.25 8.087 0.5192 0.34893 23.57 
016_025_3 2 0.16 30 0.25 7.445 0.4982 0.33297 23.12 
016_025_4 2 0.16 30 0.25 7.305 0.4934 0.31540 22.95 
016_025_5 2 0.16 30 0.25 7.634 0.5044 0.36854 23.65 
016_030_1 2 0.16 30 0.30 7.303 0.4934 0.43195 23.36 
016_030_2 2 0.16 30 0.30 6.873 0.4787 0.44716 23.04 
016_030_3 2 0.16 30 0.30 6.862 0.4783 0.57988 23.73 
016_030_4 2 0.16 30 0.30 7.473 0.4991 0.40775 23.62 
016_030_5 2 0.16 30 0.30 7.251 0.4916 0.33869 23.53 
016_010_1 2 0.16 30 0.10 8.856 0.5433 0.38398 23.69 
016_010_2 2 0.16 30 0.10 8.885 0.5442 0.48157 23.90 
016_010_3 2 0.16 30 0.10 8.459 0.5310 0.56268 23.55 
016_010_4 2 0.16 30 0.10 9.008 0.5480 0.41089 24.81 
016_010_5 2 0.16 30 0.10 8.747 0.5400 0.42342 24.50 
024_020_1 2 0.24 30 0.20 19.593 0.8081 0.77192 23.60 
024_020_2 2 0.24 30 0.20 19.468 0.8056 0.91310 23.24 
024_020_3 2 0.24 30 0.20 19.597 0.8082 1.00476 23.79 
024_020_4 2 0.24 30 0.20 18.749 0.7905 0.87112 22.87 
024_020_5 2 0.24 30 0.20 18.430 0.7838 1.16707 23.98 
024_025_1 2 0.24 30 0.25 19.329 0.8027 0.86260 23.79 
024_025_2 2 0.24 30 0.25 18.428 0.7838 1.02181 23.40 
024_025_3 2 0.24 30 0.25 18.606 0.7875 0.54780 22.93 
024_025_4 2 0.24 30 0.25 17.600 0.7659 0.93124 23.14 
024_025_5 2 0.24 30 0.25 18.459 0.7844 1.60286 23.26 
024_030_1 2 0.24 30 0.30 18.052 0.7757 1.02923 24.10 
024_030_2 2 0.24 30 0.30 17.372 0.7610 1.13958 23.36 
024_030_3 2 0.24 30 0.30 18.078 0.7763 0.53361 23.32 
024_030_4 2 0.24 30 0.30 17.417 0.7619 1.26690 23.44 
024_030_5 2 0.24 30 0.30 18.774 0.7911 1.01394 23.22 
024_035_1 2 0.24 30 0.35 17.219 0.7576 0.58366 23.34 
024_035_2 2 0.24 30 0.35 16.108 0.7327 0.88276 23.75 
024_035_3 2 0.24 30 0.35 17.889 0.7722 0.95601 22.68 
024_035_4 2 0.24 30 0.35 17.716 0.7685 0.87655 23.80 
024_035_5 2 0.24 30 0.35 17.266 0.7586 0.71950 23.53 
024_015_1  2 0.24 30 0.15 18.877 0.7932 0.84936 24.08 
024_015_2  2 0.24 30 0.15 19.906 0.8146 1.02430 24.58 
024_015_3  2 0.24 30 0.15 20.285 0.8223 1.19207 23.87 
024_015_4  2 0.24 30 0.15 20.866 0.8340 1.42096 24.00 
024_015_5  2 0.24 30 0.15 19.908 0.8146 0.97472 24.11 
036_027_1 2 0.36 30 0.27 46.039 1.2388 2.88808 23.90 
036_027_2 2 0.36 30 0.27 45.434 1.2306 1.85758 25.16 
036_027_3 2 0.36 30 0.27 46.833 1.2494 2.12142 24.34 
036_027_4 2 0.36 30 0.27 44.851 1.2227 2.17440 24.17 
036_027_5 2 0.36 30 0.27 44.696 1.2206 2.43666 23.83 
036_030_1 2 0.36 30 0.30 43.948 1.2103 1.85355 23.61 
036_030_2 2 0.36 30 0.30 44.413 1.2167 2.30004 23.83 
036_030_3 2 0.36 30 0.30 43.086 1.1984 1.90098 22.91 
036_030_4 2 0.36 30 0.30 43.976 1.2107 1.78835 22.86 
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036_030_5 2 0.36 30 0.30 42.567 1.1912 1.84422 23.38 
036_035_1 2 0.36 30 0.35 43.144 1.1992 2.71285 23.61 
036_035_2 2 0.36 30 0.35 45.561 1.2324 1.73656 23.53 
036_035_3 2 0.36 30 0.35 41.458 1.1756 0.99546 23.43 
036_035_4 2 0.36 30 0.35 41.542 1.1767 1.88723 23.48 
036_035_5 2 0.36 30 0.35 40.624 1.1637 1.54461 23.55 
036_040_1 2 0.36 30 0.40 41.174 1.1715 1.66300 23.08 
036_040_2 2 0.36 30 0.40 40.740 1.1653 1.44843 23.60 
036_040_3 2 0.36 30 0.40 41.231 1.1723 1.48829 23.16 
036_040_4 2 0.36 30 0.40 40.650 1.1640 2.15913 23.19 
036_040_5 2 0.36 30 0.40 40.016 1.1549 1.82233 23.32 
036_045_1 2 0.36 30 0.45 41.581 1.1773 2.01677 24.01 
036_045_2 2 0.36 30 0.45 38.407 1.1315 1.79667 22.92 
036_045_3 2 0.36 30 0.45 41.319 1.1736 2.53447 23.53 
036_045_4 2 0.36 30 0.45 40.045 1.1553 2.00791 23.55 
036_045_5 2 0.36 30 0.45 40.844 1.1668 1.18790 23.52 
016_012_1 2 0.16 40 0.12 10.688 0.5169 0.51154 31.01 
016_012_2 2 0.16 40 0.12 10.157 0.5039 0.63309 30.56 
016_012_3 2 0.16 40 0.12 10.338 0.5084 0.67103 31.15 
016_012_4 2 0.16 40 0.12 10.432 0.5107 0.39990 31.05 
016_012_5 2 0.16 40 0.12 10.350 0.5087 0.38270 30.51 
016_015_1 2 0.16 40 0.15 10.688 0.5169 0.51154 31.01 
016_015_2 2 0.16 40 0.15 10.157 0.5039 0.63309 30.56 
016_015_3 2 0.16 40 0.15 10.338 0.5084 0.67103 31.15 
016_015_4 2 0.16 40 0.15 10.432 0.5107 0.39990 31.05 
016_015_5 2 0.16 40 0.15 10.350 0.5087 0.38270 30.51 
016_020_1 2 0.16 40 0.20 9.592 0.4897 0.54066 30.59 
016_020_2 2 0.16 40 0.20 9.562 0.4889 0.47418 30.47 
016_020_3 2 0.16 40 0.20 9.925 0.4981 0.55899 30.26 
016_020_4 2 0.16 40 0.20 9.898 0.4974 0.53846 30.06 
016_020_5 2 0.16 40 0.20 9.527 0.4880 0.50206 30.78 
016_025_1 2 0.16 40 0.25 9.096 0.4769 0.55940 31.46 
016_025_2 2 0.16 40 0.25 9.378 0.4842 0.47021 30.21 
016_025_3 2 0.16 40 0.25 9.092 0.4768 0.76272 31.11 
016_025_4 2 0.16 40 0.25 9.101 0.4770 0.34332 30.20 
016_025_5 2 0.16 40 0.25 9.362 0.4838 0.55116 30.40 
016_030_1 2 0.16 40 0.30 9.370 0.4840 0.53002 31.27 
016_030_2 2 0.16 40 0.30 8.959 0.4733 0.39013 30.85 
016_030_3 2 0.16 40 0.30 9.126 0.4776 0.49552 30.04 
016_030_4 2 0.16 40 0.30 9.396 0.4847 0.62149 31.52 
016_030_5 2 0.16 40 0.30 9.070 0.4762 0.60103 30.81 
024_018_1 2 0.24 40 0.17 24.288 0.7792 1.53286 31.64 
024_018_2 2 0.24 40 0.17 24.894 0.7889 1.01371 31.36 
024_018_3 2 0.24 40 0.17 24.481 0.7823 1.15187 31.18 
024_018_4 2 0.24 40 0.17 24.354 0.7803 1.11664 31.51 
024_018_5 2 0.24 40 0.17 24.962 0.7900 1.58298 32.33 
024_020_1 2 0.24 40 0.20 24.776 0.7870 1.01875 30.58 
024_020_2 2 0.24 40 0.20 23.211 0.7618 0.92011 30.63 
024_020_3 2 0.24 40 0.20 24.865 0.7884 1.22641 30.50 
024_020_4 2 0.24 40 0.20 22.126 0.7437 1.06957 31.19 
024_020_5 2 0.24 40 0.20 23.928 0.7734 0.90230 30.84 
024_025_1 2 0.24 40 0.25 23.884 0.7727 0.79422 31.07 
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024_025_2 2 0.24 40 0.25 21.381 0.7311 0.97298 30.58 
024_025_3 2 0.24 40 0.25 22.007 0.7417 1.24701 29.87 
024_025_4 2 0.24 40 0.25 23.008 0.7584 1.34489 30.92 
024_025_5 2 0.24 40 0.25 23.113 0.7601 1.09161 30.19 
024_030_1 2 0.24 40 0.30 22.510 0.7502 0.83837 31.32 
024_030_2 2 0.24 40 0.30 21.823 0.7386 0.93494 31.33 
024_030_3 2 0.24 40 0.30 23.632 0.7686 0.90322 30.16 
024_030_4 2 0.24 40 0.30 22.003 0.7417 1.30982 31.30 
024_030_5 2 0.24 40 0.30 22.810 0.7551 1.14820 31.76 
024_035_1 2 0.24 40 0.35 19.607 0.7001 0.98260 30.50 
024_035_2 2 0.24 40 0.35 21.206 0.7281 0.69897 29.94 
024_035_3 2 0.24 40 0.35 21.075 0.7259 0.78795 29.94 
024_035_4 2 0.24 40 0.35 21.480 0.7328 0.91134 31.46 
024_035_5 2 0.24 40 0.35 20.147 0.7097 0.98452 30.88 
036_027_1 2 0.36 40 0.27 56.657 1.1901 3.41477 31.65 
036_027_2 2 0.36 40 0.27 52.890 1.1499 2.70272 31.00 
036_027_3 2 0.36 40 0.27 58.411 1.2084 2.23702 32.96 
036_027_4 2 0.36 40 0.27 54.291 1.1650 2.83197 31.10 
036_027_5 2 0.36 40 0.27 55.007 1.1727 1.57940 31.44 
036_030_1 2 0.36 40 0.30 55.777 1.1809 3.34782 30.87 
036_030_2 2 0.36 40 0.30 56.497 1.1885 2.59511 31.41 
036_030_3 2 0.36 40 0.30 53.906 1.1609 2.56764 30.34 
036_030_4 2 0.36 40 0.30 56.137 1.1847 2.74383 30.46 
036_030_5 2 0.36 40 0.30 54.788 1.1703 3.18908 30.64 
036_035_1 2 0.36 40 0.35 52.510 1.1457 1.45926 30.37 
036_035_2 2 0.36 40 0.35 50.680 1.1256 2.57038 31.05 
036_035_3 2 0.36 40 0.35 53.527 1.1568 1.67489 30.34 
036_035_4 2 0.36 40 0.35 51.969 1.1398 1.77548 30.93 
036_035_5 2 0.36 40 0.35 52.073 1.1410 1.84850 30.26 
036_040_1 2 0.36 40 0.40 50.962 1.1287 2.46801 30.87 
036_040_2 2 0.36 40 0.40 48.902 1.1057 2.52588 30.71 
036_040_3 2 0.36 40 0.40 50.089 1.1190 2.31101 30.99 
036_040_4 2 0.36 40 0.40 50.357 1.1220 1.81841 31.71 
036_040_5 2 0.36 40 0.40 52.007 1.1403 1.81642 30.75 
036_045_1 2 0.36 40 0.45 49.082 1.1077 1.70907 29.38 
036_045_2 2 0.36 40 0.45 49.945 1.1174 2.08590 31.10 
036_045_3 2 0.36 40 0.45 48.031 1.0958 2.10462 30.76 
036_045_4 2 0.36 40 0.45 52.255 1.1430 2.36087 31.87 
036_045_5 2 0.36 40 0.45 50.360 1.1221 2.84586 30.92 
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EQ No Set No OSDIPA EQ No Set No OSDIPA EQ No Set No OSDIPA 
016_012_1 1 0.083 016_015_1 1 0.221 016_012_1 1 0.242 
016_012_2 1 0.070 016_015_2 1 0.187 016_012_2 1 0.307 
016_012_3 1 0.056 016_015_3 1 0.165 016_012_3 1 0.295 
016_012_4 1 0.054 016_015_4 1 0.291 016_012_4 1 0.333 
016_012_5 1 0.077 016_015_5 1 0.246 016_012_5 1 0.426 
016_015_1 1 0.174 016_020_1 1 0.158 016_015_1 1 0.221 
016_015_2 1 0.120 016_020_2 1 0.341 016_015_2 1 0.152 
016_015_3 1 0.130 016_020_3 1 0.469 016_015_3 1 0.230 
016_015_4 1 0.108 016_020_4 1 0.183 016_015_4 1 0.288 
016_015_5 1 0.153 016_020_5 1 0.247 016_015_5 1 0.224 
016_020_1 1 0.180 016_025_1 1 0.188 016_020_1 1 0.170 
016_020_2 1 0.143 016_025_2 1 0.126 016_020_2 1 0.395 
016_020_3 1 0.136 016_025_3 1 0.233 016_020_3 1 0.211 
016_020_4 1 0.147 016_025_4 1 0.158 016_020_4 1 0.379 
016_020_5 1 0.140 016_025_5 1 0.280 016_020_5 1 0.204 
016_025_1 1 0.187 016_030_1 1 0.167 016_025_1 1 0.524 
016_025_2 1 0.139 016_030_2 1 0.339 016_025_2 1 0.189 
016_025_3 1 0.158 016_030_3 1 0.164 016_025_3 1 0.851 
016_025_4 1 0.165 016_030_4 1 0.167 016_025_4 1 0.178 
016_025_5 1 0.161 016_030_5 1 0.184 016_025_5 1 0.457 
016_030_1 1 0.246 016_010_1 1 0.154 016_030_1 1 0.191 
016_030_2 1 0.197 016_010_2 1 0.102 016_030_2 1 0.133 
016_030_3 1 0.104 016_010_3 1 0.112 016_030_3 1 0.152 
016_030_4 1 0.214 016_010_4 1 0.128 016_030_4 1 0.584 
016_030_5 1 0.117 016_010_5 1 0.170 016_030_5 1 0.190 
024_018_1 1 0.096 024_020_1 1 0.379 024_018_1 1 1.040 
024_018_2 1 0.107 024_020_2 1 0.414 024_018_2 1 0.651 
024_018_3 1 0.350 024_020_3 1 0.317 024_018_3 1 0.124 
024_018_4 1 0.302 024_020_4 1 0.251 024_018_4 1 0.618 
024_018_5 1 0.265 024_020_5 1 0.432 024_018_5 1 0.323 
024_020_1 1 0.289 024_025_1 1 0.292 024_020_1 1 0.847 
024_020_2 1 0.348 024_025_2 1 0.226 024_020_2 1 0.326 
024_020_3 1 0.704 024_025_3 1 0.225 024_020_3 1 0.282 
024_020_4 1 0.147 024_025_4 1 0.299 024_020_4 1 0.209 
024_020_5 1 0.270 024_025_5 1 0.293 024_020_5 1 0.336 
024_025_1 1 0.461 024_030_1 1 0.626 024_025_1 1 0.281 
024_025_2 1 0.359 024_030_2 1 0.371 024_025_2 1 0.721 
024_025_3 1 0.780 024_030_3 1 0.280 024_025_3 1 0.290 
024_025_4 1 0.596 024_030_4 1 0.259 024_025_4 1 0.360 
024_025_5 1 0.266 024_030_5 1 0.315 024_025_5 1 0.285 
024_030_1 1 0.495 024_035_1 1 0.289 024_030_1 1 0.390 
024_030_2 1 0.291 024_035_2 1 0.207 024_030_2 1 0.686 
024_030_3 1 0.400 024_035_3 1 0.310 024_030_3 1 0.785 
024_030_4 1 0.270 024_035_4 1 0.322 024_030_4 1 0.227 
024_030_5 1 0.305 024_035_5 1 0.593 024_030_5 1 0.419 
024_035_1 1 0.247 024_015_1 1 0.259 024_035_1 1 0.312 
024_035_2 1 0.330 024_015_2 1 0.326 024_035_2 1 0.401 
024_035_3 1 0.237 024_015_3 1 0.887 024_035_3 1 0.595 
024_035_4 1 0.238 024_015_4 1 0.293 024_035_4 1 0.857 
024_035_5 1 0.229 024_015_5 1 0.318 024_035_5 1 0.435 
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EQ No Set No OSDIPA EQ No Set No OSDIPA EQ No Set No OSDIPA 
036_027_1 1 0.612 036_027_1 1 0.399 036_027_1 1 1.308 
036_027_2 1 0.236 036_027_2 1 1.137 036_027_2 1 0.538 
036_027_3 1 0.260 036_027_3 1 0.625 036_027_3 1 0.446 
036_027_4 1 0.211 036_027_4 1 0.437 036_027_4 1 0.596 
036_027_5 1 0.345 036_027_5 1 0.430 036_027_5 1 0.648 
036_030_1 1 0.308 036_030_1 1 0.513 036_030_1 1 0.480 
036_030_2 1 0.548 036_030_2 1 0.685 036_030_2 1 0.486 
036_030_3 1 0.407 036_030_3 1 0.595 036_030_3 1 0.489 
036_030_4 1 0.322 036_030_4 1 0.707 036_030_4 1 0.864 
036_030_5 1 0.527 036_030_5 1 0.354 036_030_5 1 0.578 
036_035_1 1 0.349 036_035_1 1 0.780 036_035_1 1 0.811 
036_035_2 1 0.376 036_035_2 1 0.856 036_035_2 1 0.427 
036_035_3 1 0.550 036_035_3 1 0.772 036_035_3 1 0.402 
036_035_4 1 0.502 036_035_4 1 0.351 036_035_4 1 0.836 
036_035_5 1 0.410 036_035_5 1 0.388 036_035_5 1 0.628 
036_040_1 1 0.390 036_040_1 1 0.428 036_040_1 1 0.395 
036_040_2 1 0.406 036_040_2 1 0.681 036_040_2 1 0.454 
036_040_3 1 0.671 036_040_3 1 0.346 036_040_3 1 0.587 
036_040_4 1 0.314 036_040_4 1 0.599 036_040_4 1 0.339 
036_040_5 1 0.830 036_040_5 1 0.473 036_040_5 1 0.707 
036_045_1 1 0.447 036_045_1 1 0.428 036_045_1 1 0.395 
036_045_2 1 0.805 036_045_2 1 0.681 036_045_2 1 0.454 
036_045_3 1 0.446 036_045_3 1 0.346 036_045_3 1 0.587 
036_045_4 1 0.356 036_045_4 1 0.599 036_045_4 1 0.339 
036_045_5 1 0.409 036_045_5 1 0.473 036_045_5 1 0.707 
016_012_1 2 0.058 016_015_1 2 0.128 016_012_1 2 0.251 
016_012_2 2 0.185 016_015_2 2 0.476 016_012_2 2 0.215 
016_012_3 2 0.084 016_015_3 2 0.157 016_012_3 2 0.506 
016_012_4 2 0.073 016_015_4 2 0.444 016_012_4 2 0.249 
016_012_5 2 0.174 016_015_5 2 0.222 016_012_5 2 0.425 
016_015_1 2 0.150 016_020_1 2 0.203 016_015_1 2 1.152 
016_015_2 2 0.118 016_020_2 2 0.142 016_015_2 2 0.991 
016_015_3 2 0.169 016_020_3 2 0.130 016_015_3 2 0.210 
016_015_4 2 0.125 016_020_4 2 0.341 016_015_4 2 0.186 
016_015_5 2 0.137 016_020_5 2 0.181 016_015_5 2 0.182 
016_020_1 2 0.134 016_025_1 2 0.163 016_020_1 2 0.200 
016_020_2 2 0.242 016_025_2 2 0.320 016_020_2 2 0.159 
016_020_3 2 0.137 016_025_3 2 0.650 016_020_3 2 0.407 
016_020_4 2 0.270 016_025_4 2 0.179 016_020_4 2 0.207 
016_020_5 2 0.166 016_025_5 2 0.253 016_020_5 2 0.203 
016_025_1 2 0.131 016_030_1 2 0.210 016_025_1 2 0.216 
016_025_2 2 0.143 016_030_2 2 0.187 016_025_2 2 0.245 
016_025_3 2 0.227 016_030_3 2 0.297 016_025_3 2 0.164 
016_025_4 2 0.163 016_030_4 2 0.731 016_025_4 2 0.661 
016_025_5 2 0.236 016_030_5 2 0.383 016_025_5 2 0.234 
016_030_1 2 0.190 016_010_1 2 0.101 016_030_1 2 0.347 
016_030_2 2 0.238 016_010_2 2 0.120 016_030_2 2 0.217 
016_030_3 2 0.105 016_010_3 2 0.125 016_030_3 2 0.325 
016_030_4 2 0.128 016_010_4 2 0.109 016_030_4 2 0.239 
016_030_5 2 0.239 016_010_5 2 0.134 016_030_5 2 0.316 
024_018_1 2 0.323 024_020_1 2 0.379 024_018_1 2 0.388 
024_018_2 2 0.213 024_020_2 2 0.414 024_018_2 2 0.464 
024_018_3 2 0.293 024_020_3 2 0.317 024_018_3 2 0.602 
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EQ No Set No OSDIPA EQ No Set No OSDIPA EQ No Set No OSDIPA 
024_018_4 2 0.092 024_020_4 2 0.251 024_018_4 2 0.283 
024_018_5 2 0.293 024_020_5 2 0.205 024_018_5 2 0.479 
024_020_1 2 0.313 024_025_1 2 0.292 024_020_1 2 0.494 
024_020_2 2 0.425 024_025_2 2 0.226 024_020_2 2 0.235 
024_020_3 2 0.210 024_025_3 2 0.225 024_020_3 2 0.376 
024_020_4 2 0.262 024_025_4 2 0.299 024_020_4 2 0.450 
024_020_5 2 0.312 024_025_5 2 0.293 024_020_5 2 0.441 
024_025_1 2 0.179 024_030_1 2 0.626 024_025_1 2 0.712 
024_025_2 2 0.285 024_030_2 2 0.371 024_025_2 2 0.355 
024_025_3 2 0.335 024_030_3 2 0.280 024_025_3 2 0.316 
024_025_4 2 0.410 024_030_4 2 0.259 024_025_4 2 0.582 
024_025_5 2 0.350 024_030_5 2 0.315 024_025_5 2 0.277 
024_030_1 2 0.253 024_035_1 2 0.289 024_030_1 2 0.348 
024_030_2 2 0.443 024_035_2 2 0.207 024_030_2 2 1.226 
024_030_3 2 0.222 024_035_3 2 0.310 024_030_3 2 0.500 
024_030_4 2 0.306 024_035_4 2 0.322 024_030_4 2 1.207 
024_030_5 2 0.252 024_035_5 2 0.593 024_030_5 2 0.595 
024_035_1 2 0.301 024_015_1 2 0.259 024_035_1 2 0.413 
024_035_2 2 0.237 024_015_2 2 0.326 024_035_2 2 0.720 
024_035_3 2 0.518 024_015_3 2 0.887 024_035_3 2 0.401 
024_035_4 2 0.977 024_015_4 2 0.293 024_035_4 2 0.933 
024_035_5 2 0.298 024_015_5 2 0.318 024_035_5 2 0.795 
036_027_1 2 0.330 036_027_1 2 0.399 036_027_1 2 0.820 
036_027_2 2 0.472 036_027_2 2 1.137 036_027_2 2 0.449 
036_027_3 2 0.320 036_027_3 2 0.625 036_027_3 2 0.760 
036_027_4 2 0.474 036_027_4 2 0.437 036_027_4 2 0.984 
036_027_5 2 0.424 036_027_5 2 0.430 036_027_5 2 0.624 
036_030_1 2 0.320 036_030_1 2 0.513 036_030_1 2 0.503 
036_030_2 2 0.510 036_030_2 2 0.685 036_030_2 2 1.051 
036_030_3 2 0.372 036_030_3 2 0.595 036_030_3 2 0.691 
036_030_4 2 0.833 036_030_4 2 0.707 036_030_4 2 0.798 
036_030_5 2 0.836 036_030_5 2 0.354 036_030_5 2 1.169 
036_035_1 2 1.151 036_035_1 2 0.780 036_035_1 2 0.502 
036_035_2 2 0.354 036_035_2 2 0.856 036_035_2 2 0.491 
036_035_3 2 0.404 036_035_3 2 0.772 036_035_3 2 0.727 
036_035_4 2 0.459 036_035_4 2 0.351 036_035_4 2 0.478 
036_035_5 2 0.325 036_035_5 2 0.388 036_035_5 2 0.434 
036_040_1 2 0.369 036_040_1 2 0.428 036_040_1 2 0.379 
036_040_2 2 0.274 036_040_2 2 0.681 036_040_2 2 0.784 
036_040_3 2 0.320 036_040_3 2 0.346 036_040_3 2 0.425 
036_040_4 2 0.675 036_040_4 2 0.599 036_040_4 2 0.689 
036_040_5 2 0.596 036_040_5 2 0.473 036_040_5 2 0.827 
036_045_1 2 0.656 036_045_1 2 0.428 036_045_1 2 0.379 
036_045_2 2 0.391 036_045_2 2 0.681 036_045_2 2 0.784 
036_045_3 2 0.440 036_045_3 2 0.346 036_045_3 2 0.425 
036_045_4 2 0.373 036_045_4 2 0.599 036_045_4 2 0.689 
036_045_5 2 0.263 036_045_5 2 0.473 036_045_5 2 0.827 
Table A2: Non-linear analysis OSDIPA results tabulation. 
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Part 3: DAMAGE LEVEL CLASS & BORDER VALUES SELECTION 
 
 
EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
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016_012_4 0.12 0.054 2.170 0.3294 0.10950 15.59 
016_012_3 0.12 0.056 1.852 0.3043 0.06409 15.39 
016_012_1 0.12 0.058 1.998 0.3161 0.06151 14.97 
016_012_2 0.12 0.070 1.587 0.2817 0.07623 15.76 
016_012_4 0.12 0.073 2.221 0.3332 0.17406 15.25 
016_012_5 0.12 0.077 2.590 0.3599 0.12533 15.06 
016_012_1 0.12 0.083 2.387 0.3455 0.13826 15.02 
016_012_3 0.12 0.084 2.831 0.3763 0.15469 15.93 
024_018_4 0.18 0.092 4.222 0.4595 0.18453 16.03 
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024_018_1 0.18 0.096 3.606 0.4246 0.21970 15.09 
016_010_1 0.10 0.101 8.856 0.5433 0.38398 23.69 
016_010_2 0.12 0.102 5.860 0.4420 0.22047 24.63 
016_030_3 0.30 0.104 5.053 0.5026 0.32622 15.28 
016_030_3 0.30 0.105 5.236 0.5117 0.27040 15.68 
024_018_2 0.18 0.107 3.986 0.4465 0.23056 15.75 
016_015_4 0.15 0.108 6.079 0.5513 0.26873 15.03 
016_010_4 0.10 0.109 9.008 0.5480 0.41089 24.81 
016_010_3 0.12 0.112 6.097 0.4508 0.27055 23.64 
016_030_5 0.30 0.117 5.021 0.5011 0.19140 15.01 
016_015_2 0.15 0.118 5.818 0.5393 0.21771 15.64 
016_015_2 0.15 0.120 6.082 0.5515 0.21516 16.26 
016_010_2 0.10 0.120 8.885 0.5442 0.48157 23.90 
024_018_3 0.17 0.124 6.481 0.4025 0.19056 30.25 
016_015_4 0.15 0.125 6.214 0.5574 0.24048 14.89 
016_010_3 0.10 0.125 8.459 0.5310 0.56268 23.55 
016_025_2 0.25 0.126 7.571 0.5024 0.45869 23.08 
016_015_1 0.15 0.128 8.098 0.5196 0.25487 23.11 
016_030_4 0.30 0.128 5.491 0.5240 0.49454 15.54 
016_010_4 0.12 0.128 5.998 0.4471 0.18873 25.06 
016_015_3 0.15 0.130 6.046 0.5498 0.38357 15.68 
016_020_3 0.20 0.130 7.560 0.5020 0.26922 23.23 
016_025_1 0.25 0.131 5.584 0.5284 0.27670 15.71 
016_030_2 0.30 0.133 8.952 0.4731 0.39694 30.56 
016_020_1 0.20 0.134 6.002 0.5478 0.36519 16.17 
016_010_5 0.10 0.134 8.747 0.5400 0.42342 24.50 
016_020_3 0.20 0.136 6.308 0.5616 0.37381 15.68 
016_015_5 0.15 0.137 6.240 0.5586 0.31270 15.56 
016_020_3 0.20 0.137 5.631 0.5306 0.28824 16.00 
016_025_2 0.25 0.139 5.470 0.5230 0.31458 15.43 
016_020_5 0.20 0.140 6.093 0.5520 0.24869 15.75 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
016_020_2 0.20 0.142 7.856 0.5117 0.32393 23.04 
016_020_2 0.20 0.143 5.367 0.5180 0.34949 15.77 
016_025_2 0.25 0.143 5.552 0.5269 0.36535 15.73 
016_020_4 0.20 0.147 5.903 0.5433 0.33852 15.20 
024_020_4 0.20 0.147 14.352 0.8471 0.60090 15.71 
016_015_1 0.15 0.150 6.015 0.5484 0.26800 15.53 
016_015_2 0.15 0.152 10.200 0.5050 0.31495 30.44 
016_030_3 0.30 0.152 9.352 0.4835 0.48726 29.50 
016_015_5 0.15 0.153 5.978 0.5467 0.35236 15.19 
016_010_1 0.12 0.154 6.099 0.4509 0.25902 23.77 
016_015_3 0.15 0.157 8.268 0.5250 0.58045 22.93 
016_020_1 0.20 0.158 8.194 0.5226 0.46422 23.75 
016_025_3 0.25 0.158 5.872 0.5418 0.34706 15.85 
016_025_4 0.25 0.158 7.800 0.5099 0.32274 23.23 
016_020_2 0.20 0.159 9.562 0.4889 0.47418 30.47 
016_025_5 0.25 0.161 5.559 0.5272 0.27499 15.24 
016_025_1 0.25 0.163 7.582 0.5027 0.24966 23.08 
016_025_4 0.25 0.163 5.398 0.5195 0.24971 15.56 
016_025_3 0.25 0.164 9.092 0.4768 0.76272 31.11 
016_030_3 0.30 0.164 7.344 0.4948 0.28718 23.75 
016_015_3 0.15 0.165 8.270 0.5250 0.26397 23.30 
016_025_4 0.25 0.165 5.022 0.5011 0.29825 14.67 
016_020_5 0.20 0.166 6.032 0.5492 0.30825 15.42 
016_030_1 0.30 0.167 7.815 0.5104 0.32781 23.32 
016_030_4 0.30 0.167 7.174 0.4890 0.35786 22.88 
016_015_3 0.15 0.169 6.315 0.5619 0.31598 15.98 
016_020_1 0.20 0.170 9.643 0.4910 0.38706 29.82 
016_010_5 0.12 0.170 6.287 0.4578 0.27858 23.59 
016_012_5 0.12 0.174 6.291 0.5609 0.46936 16.30 
016_015_1 0.15 0.174 6.355 0.5637 0.29699 15.86 
016_025_4 0.25 0.178 9.615 0.4903 0.31821 30.85 
016_025_4 0.25 0.179 7.305 0.4934 0.31540 22.95 
024_025_1 0.25 0.179 13.417 0.8191 0.71782 15.30 
016_020_1 0.20 0.180 6.082 0.5514 0.30935 15.64 
016_020_5 0.20 0.181 7.965 0.5153 0.40812 23.17 
016_015_5 0.15 0.182 10.350 0.5087 0.38270 30.51 
016_020_4 0.20 0.183 7.870 0.5122 0.34444 23.52 
016_030_5 0.30 0.184 6.984 0.4825 0.21799 23.20 
016_012_2 0.12 0.185 6.607 0.5748 0.34871 15.93 
016_015_4 0.15 0.186 10.432 0.5107 0.39990 31.05 
016_015_2 0.15 0.187 7.963 0.5152 0.41707 23.22 
016_025_1 0.25 0.187 5.622 0.5302 0.30300 15.52 
016_030_2 0.30 0.187 6.873 0.4787 0.44716 23.04 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
016_025_1 0.25 0.188 7.331 0.4943 0.28601 23.25 
016_025_2 0.25 0.189 9.298 0.4821 0.52211 31.57 
016_030_1 0.30 0.190 5.300 0.5148 0.25855 14.96 
016_030_5 0.30 0.190 8.652 0.4651 0.46691 30.57 
016_030_1 0.30 0.191 9.233 0.4804 0.30814 31.29 
016_030_2 0.30 0.197 5.144 0.5072 0.31043 16.06 
016_020_1 0.20 0.200 9.592 0.4897 0.54066 30.59 
016_020_1 0.20 0.203 8.230 0.5238 0.32216 23.14 
016_020_5 0.20 0.203 9.527 0.4880 0.50206 30.78 
016_020_5 0.20 0.204 10.587 0.5145 0.47568 30.57 
024_020_5 0.20 0.205 18.430 0.7838 1.16707 23.98 
016_020_4 0.20 0.207 9.898 0.4974 0.53846 30.06 
024_035_2 0.35 0.207 16.108 0.7327 0.88276 23.75 
024_035_2 0.35 0.207 16.108 0.7327 0.88276 23.75 
024_020_4 0.20 0.209 23.882 0.7727 0.84590 30.38 
016_015_3 0.15 0.210 10.338 0.5084 0.67103 31.15 
016_030_1 0.30 0.210 7.303 0.4934 0.43195 23.36 
024_020_3 0.20 0.210 14.443 0.8498 0.58730 16.14 
016_020_3 0.20 0.211 9.774 0.4943 0.41801 30.90 
036_027_4 0.27 0.211 12.375 0.7866 0.49053 15.29 
024_018_2 0.18 0.213 14.099 0.8396 0.67414 15.84 
016_030_4 0.30 0.214 5.163 0.5081 0.24482 15.89 
016_012_2 0.12 0.215 10.157 0.5039 0.63309 30.56 
016_025_1 0.25 0.216 9.096 0.4769 0.55940 31.46 
016_030_2 0.30 0.217 8.959 0.4733 0.39013 30.85 
016_015_1 0.15 0.221 8.551 0.5339 0.37564 24.02 
016_015_1 0.15 0.221 9.885 0.4971 0.40137 30.90 
016_015_5 0.15 0.222 7.809 0.5102 0.41940 22.60 
024_030_3 0.30 0.222 13.317 0.8160 0.75348 15.70 
016_015_5 0.15 0.224 10.696 0.5171 0.40804 30.91 
024_025_3 0.25 0.225 18.606 0.7875 0.54780 22.93 
024_025_3 0.25 0.225 18.606 0.7875 0.54780 22.93 
024_025_2 0.25 0.226 18.428 0.7838 1.02181 23.40 
024_025_2 0.25 0.226 18.428 0.7838 1.02181 23.40 
016_025_3 0.25 0.227 5.483 0.5236 0.23750 15.92 
024_030_4 0.30 0.227 21.453 0.7323 1.09936 29.77 
024_035_5 0.35 0.229 12.720 0.7975 0.54931 15.44 
016_015_3 0.15 0.230 10.404 0.5100 0.67340 31.04 
016_025_3 0.25 0.233 6.963 0.4818 0.42696 23.08 
016_025_5 0.25 0.234 9.362 0.4838 0.55116 30.40 
024_020_2 0.20 0.235 23.211 0.7618 0.92011 30.63 
016_025_5 0.25 0.236 5.562 0.5274 0.27575 15.20 
036_027_2 0.27 0.236 9.081 0.6738 0.65570 15.78 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
024_035_2 0.35 0.237 12.532 0.7916 0.53725 15.26 
024_035_3 0.35 0.237 12.931 0.8041 0.79029 15.80 
016_030_2 0.30 0.238 5.414 0.5203 0.35070 15.59 
024_035_4 0.35 0.238 12.758 0.7987 0.77083 15.03 
016_030_4 0.30 0.239 9.396 0.4847 0.62149 31.52 
016_030_5 0.30 0.239 5.420 0.5206 0.29638 16.11 
016_012_1 0.12 0.242 10.960 0.5234 0.91590 32.44 
016_020_2 0.20 0.242 5.732 0.5353 0.36888 15.94 
016_025_2 0.25 0.245 9.378 0.4842 0.47021 30.21 
016_015_5 0.15 0.246 8.446 0.5306 0.43982 23.81 
016_030_1 0.30 0.246 5.379 0.5186 0.30712 16.17 
016_020_5 0.20 0.247 7.894 0.5130 0.30543 22.89 
024_035_1 0.35 0.247 12.495 0.7904 0.95172 15.07 
016_012_4 0.12 0.249 10.432 0.5107 0.39990 31.05 
016_012_1 0.12 0.251 10.688 0.5169 0.51154 31.01 
024_020_4 0.20 0.251 18.749 0.7905 0.87112 22.87 
024_020_4 0.20 0.251 18.749 0.7905 0.87112 22.87 
024_030_5 0.30 0.252 13.032 0.8072 0.56661 15.64 
016_025_5 0.25 0.253 7.634 0.5044 0.36854 23.65 
024_030_1 0.30 0.253 13.270 0.8146 0.51754 15.50 
024_030_4 0.30 0.259 17.417 0.7619 1.26690 23.44 
024_030_4 0.30 0.259 17.417 0.7619 1.26690 23.44 
024_015_1 0.15 0.259 14.696 0.6999 0.66126 24.08 
024_015_1 0.15 0.259 18.877 0.7932 0.84936 24.08 
036_027_3 0.27 0.260 12.025 0.7754 0.61175 15.11 
024_020_4 0.20 0.262 14.497 0.8514 0.69078 15.50 
036_045_5 0.45 0.263 29.778 1.2202 1.16788 15.50 
024_018_5 0.18 0.265 14.447 0.8499 0.66145 15.87 
024_025_5 0.25 0.266 13.846 0.8320 0.81508 15.30 
016_020_4 0.20 0.270 5.824 0.5396 0.23998 15.61 
024_020_5 0.20 0.270 14.571 0.8536 0.73411 16.18 
024_030_4 0.30 0.270 12.844 0.8014 0.49045 16.08 
036_040_2 0.40 0.274 30.614 1.2372 1.96213 15.59 
024_025_5 0.25 0.277 23.113 0.7601 1.09161 30.19 
016_025_5 0.25 0.280 8.044 0.5178 0.29873 23.88 
024_030_3 0.30 0.280 18.078 0.7763 0.53361 23.32 
024_030_3 0.30 0.280 18.078 0.7763 0.53361 23.32 
024_025_1 0.25 0.281 24.498 0.7826 1.38537 31.04 
024_020_3 0.20 0.282 24.211 0.7780 0.75266 30.53 
024_018_4 0.17 0.283 24.354 0.7803 1.11664 31.51 
024_025_2 0.25 0.285 13.443 0.8198 0.78305 15.66 
024_025_5 0.25 0.285 23.972 0.7741 1.25923 31.10 
016_015_4 0.15 0.288 10.464 0.5115 0.52544 30.48 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
024_020_1 0.20 0.289 14.232 0.8436 0.47745 15.98 
024_035_1 0.35 0.289 17.219 0.7576 0.58366 23.34 
024_035_1 0.35 0.289 17.219 0.7576 0.58366 23.34 
024_025_3 0.25 0.290 21.701 0.7366 0.86030 30.93 
016_015_4 0.15 0.291 8.978 0.5471 0.24263 23.54 
024_030_2 0.30 0.291 13.702 0.8277 0.82714 15.76 
024_025_1 0.25 0.292 19.329 0.8027 0.86260 23.79 
024_025_1 0.25 0.292 19.329 0.8027 0.86260 23.79 
024_018_3 0.18 0.293 13.497 0.8215 0.89053 15.55 
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024_018_5 0.18 0.293 14.021 0.8373 0.78777 16.12 
024_025_5 0.25 0.293 18.459 0.7844 1.60286 23.26 
024_025_5 0.25 0.293 18.459 0.7844 1.60286 23.26 
024_015_4 0.15 0.293 14.151 0.6868 0.96362 24.00 
024_015_4 0.15 0.293 20.866 0.8340 1.42096 24.00 
016_012_3 0.12 0.295 10.881 0.5216 0.48299 32.16 
016_030_3 0.30 0.297 6.862 0.4783 0.57988 23.73 
024_035_5 0.35 0.298 12.937 0.8043 0.71913 15.81 
024_025_4 0.25 0.299 17.600 0.7659 0.93124 23.14 
024_025_4 0.25 0.299 17.600 0.7659 0.93124 23.14 
Table A3.1: Result tabulation for Low damage classification (OSDIPA<0.3). 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
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024_035_1 0.35 0.301 11.839 0.7694 0.40770 15.36 
024_018_4 0.18 0.302 14.344 0.8469 1.18558 16.75 
024_030_5 0.30 0.305 13.687 0.8273 0.53134 15.85 
024_030_4 0.30 0.306 13.845 0.8320 0.82219 15.81 
016_012_2 0.12 0.307 10.986 0.5241 0.52380 30.93 
036_030_1 0.30 0.308 29.933 1.2234 1.46296 16.22 
024_035_3 0.35 0.310 17.889 0.7722 0.95601 22.68 
024_035_3 0.35 0.310 17.889 0.7722 0.95601 22.68 
024_020_5 0.20 0.312 13.777 0.8300 0.74959 15.54 
024_035_1 0.35 0.312 21.279 0.7294 1.35020 31.48 
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024_020_1 0.20 0.313 14.325 0.8463 0.53774 15.82 
036_040_4 0.40 0.314 29.165 1.2076 1.57674 15.80 
024_030_5 0.30 0.315 18.774 0.7911 1.01394 23.22 
024_030_5 0.30 0.315 18.774 0.7911 1.01394 23.22 
016_030_5 0.30 0.316 9.070 0.4762 0.60103 30.81 
024_025_3 0.25 0.316 22.007 0.7417 1.24701 29.87 
024_020_3 0.20 0.317 19.597 0.8082 1.00476 23.79 
024_020_3 0.20 0.317 19.597 0.8082 1.00476 23.79 
024_015_5 0.15 0.318 13.501 0.6708 0.66101 24.11 
024_015_5 0.15 0.318 19.908 0.8146 0.97472 24.11 
016_025_2 0.25 0.320 8.087 0.5192 0.34893 23.57 
036_027_3 0.27 0.320 12.254 0.7828 0.65260 15.10 
036_030_1 0.30 0.320 31.598 1.2569 2.14465 15.89 
036_040_3 0.40 0.320 28.992 1.2040 1.31929 15.40 
024_035_4 0.35 0.322 17.716 0.7685 0.87655 23.80 
024_035_4 0.35 0.322 17.716 0.7685 0.87655 23.80 
036_030_4 0.30 0.322 31.430 1.2536 1.45565 16.45 
024_018_1 0.18 0.323 14.240 0.8438 1.02964 16.96 
024_018_5 0.17 0.323 16.144 0.6353 0.61509 36.62 
016_030_3 0.30 0.325 9.126 0.4776 0.49552 30.04 
036_035_5 0.35 0.325 31.665 1.2583 1.74323 15.76 
024_020_2 0.20 0.326 24.518 0.7829 1.13060 30.27 
024_015_2 0.15 0.326 13.499 0.6708 0.69463 24.58 
024_015_2 0.15 0.326 19.906 0.8146 1.02430 24.58 
024_035_2 0.35 0.330 12.828 0.8009 0.49096 15.75 
036_027_1 0.27 0.330 10.064 0.7094 0.56079 15.50 
016_012_4 0.12 0.333 11.485 0.5359 0.46924 31.49 
024_025_3 0.25 0.335 13.525 0.8223 0.40845 15.50 
024_020_5 0.20 0.336 23.533 0.7670 0.72791 31.84 
016_030_2 0.30 0.339 7.160 0.4885 0.38070 23.23 
036_040_4 0.40 0.339 49.336 1.1106 2.70196 30.10 
036_045_4 0.45 0.339 51.354 1.1331 2.51710 31.80 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
016_020_2 0.20 0.341 8.251 0.5244 0.46547 23.39 
016_020_4 0.20 0.341 7.471 0.4990 0.36488 22.65 
036_027_5 0.27 0.345 9.594 0.6926 0.45348 15.22 
036_040_3 0.40 0.346 41.231 1.1723 1.48829 23.16 
036_040_3 0.40 0.346 41.231 1.1723 1.48829 23.16 
036_045_3 0.45 0.346 41.319 1.1736 2.53447 23.53 
036_045_3 0.45 0.346 41.319 1.1736 2.53447 23.53 
016_030_1 0.30 0.347 9.370 0.4840 0.53002 31.27 
024_020_2 0.20 0.348 14.184 0.8421 0.63899 15.41 
024_030_1 0.30 0.348 22.510 0.7502 0.83837 31.32 
036_035_1 0.35 0.349 31.581 1.2566 1.74933 15.54 
024_018_3 0.18 0.350 14.724 0.8580 0.50935 16.16 
024_025_5 0.25 0.350 14.114 0.8401 0.90204 15.53 
036_035_4 0.35 0.351 41.542 1.1767 1.88723 23.48 
036_035_4 0.35 0.351 41.542 1.1767 1.88723 23.48 
036_030_5 0.30 0.354 42.567 1.1912 1.84422 23.38 
036_030_5 0.30 0.354 42.567 1.1912 1.84422 23.38 
036_035_2 0.35 0.354 29.633 1.2172 0.93129 15.75 
024_025_2 0.25 0.355 21.381 0.7311 0.97298 30.58 
036_045_4 0.45 0.356 27.808 1.1792 1.38633 15.15 
024_025_2 0.25 0.359 13.539 0.8228 0.94057 15.35 
024_025_4 0.25 0.360 21.098 0.7263 1.23373 29.45 
036_040_1 0.40 0.369 30.469 1.2343 1.37423 15.46 
024_030_2 0.30 0.371 17.372 0.7610 1.13958 23.36 
024_030_2 0.30 0.371 17.372 0.7610 1.13958 23.36 
036_030_3 0.30 0.372 31.771 1.2604 1.90927 15.96 
036_045_4 0.45 0.373 29.860 1.2219 1.15520 16.33 
024_020_3 0.20 0.376 24.865 0.7884 1.22641 30.50 
036_035_2 0.35 0.376 31.490 1.2548 1.11985 15.54 
016_020_4 0.20 0.379 10.153 0.5038 0.38061 30.77 
024_020_1 0.20 0.379 19.593 0.8081 0.77192 23.60 
024_020_1 0.20 0.379 19.593 0.8081 0.77192 23.60 
036_040_1 0.40 0.379 50.962 1.1287 2.46801 30.87 
036_045_1 0.45 0.379 49.082 1.1077 1.70907 29.38 
016_030_5 0.30 0.383 7.251 0.4916 0.33869 23.53 
024_018_1 0.17 0.388 24.288 0.7792 1.53286 31.64 
036_035_5 0.35 0.388 40.624 1.1637 1.54461 23.55 
036_035_5 0.35 0.388 40.624 1.1637 1.54461 23.55 
024_030_1 0.30 0.390 22.725 0.7537 1.13898 31.11 
036_040_1 0.40 0.390 29.880 1.2223 1.46868 15.90 
036_045_2 0.45 0.391 27.420 1.1709 1.05421 15.87 
016_020_2 0.20 0.395 9.668 0.4916 0.46206 30.86 
036_040_1 0.40 0.395 50.315 1.1216 2.64088 31.06 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
036_045_1 0.45 0.395 49.743 1.1152 2.27065 29.67 
036_027_1 0.27 0.399 46.039 1.2388 2.88808 23.90 
036_027_1 0.27 0.399 46.039 1.2388 2.88808 23.90 
024_030_3 0.30 0.400 12.893 0.8029 0.81710 15.59 
024_035_2 0.35 0.401 20.670 0.7188 1.17921 30.51 
024_035_3 0.35 0.401 21.075 0.7259 0.78795 29.94 
036_035_3 0.35 0.402 51.942 1.1395 1.84483 30.26 
036_035_3 0.35 0.404 32.278 1.2704 1.48412 15.71 
036_040_2 0.40 0.406 31.088 1.2468 1.52202 15.71 
016_020_3 0.20 0.407 9.925 0.4981 0.55899 30.26 
036_030_3 0.30 0.407 31.861 1.2622 1.72806 15.61 
036_045_5 0.45 0.409 28.158 1.1865 0.88526 15.47 
024_025_4 0.25 0.410 13.089 0.8090 0.75702 15.81 
036_035_5 0.35 0.410 30.610 1.2371 1.08995 15.69 
024_035_1 0.35 0.413 19.607 0.7001 0.98260 30.50 
024_020_2 0.20 0.414 19.468 0.8056 0.91310 23.24 
024_020_2 0.20 0.414 19.468 0.8056 0.91310 23.24 
024_030_5 0.30 0.419 22.922 0.7570 1.33965 31.28 
036_027_5 0.27 0.424 32.838 1.2814 1.39803 16.00 
016_012_5 0.12 0.425 10.350 0.5087 0.38270 30.51 
024_020_2 0.20 0.425 13.842 0.8319 0.52188 16.22 
036_040_3 0.40 0.425 50.089 1.1190 2.31101 30.99 
036_045_3 0.45 0.425 48.031 1.0958 2.10462 30.76 
016_012_5 0.12 0.426 11.294 0.5314 0.50581 31.24 
036_035_2 0.35 0.427 48.413 1.1002 2.09558 30.34 
036_040_1 0.40 0.428 41.174 1.1715 1.66300 23.08 
036_040_1 0.40 0.428 41.174 1.1715 1.66300 23.08 
036_045_1 0.45 0.428 41.581 1.1773 2.01677 24.01 
036_045_1 0.45 0.428 41.581 1.1773 2.01677 24.01 
036_027_5 0.27 0.430 44.696 1.2206 2.43666 23.83 
036_027_5 0.27 0.430 44.696 1.2206 2.43666 23.83 
024_020_5 0.20 0.432 18.430 0.7838 1.16707 23.98 
036_035_5 0.35 0.434 52.073 1.1410 1.84850 30.26 
024_035_5 0.35 0.435 21.518 0.7335 1.49954 31.03 
036_027_4 0.27 0.437 44.851 1.2227 2.17440 24.17 
036_027_4 0.27 0.437 44.851 1.2227 2.17440 24.17 
036_045_3 0.45 0.440 27.380 1.1700 1.51443 15.04 
024_020_5 0.20 0.441 23.928 0.7734 0.90230 30.84 
024_030_2 0.30 0.443 12.523 0.7913 0.94685 14.81 
016_015_4 0.15 0.444 8.300 0.5260 0.35278 23.35 
036_027_3 0.27 0.446 56.697 1.1906 1.53675 32.20 
036_045_3 0.45 0.446 29.656 1.2177 1.52465 15.32 
036_045_1 0.45 0.447 28.440 1.1925 1.13728 15.70 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
036_027_2 0.27 0.449 52.890 1.1499 2.70272 31.00 
024_020_4 0.20 0.450 22.126 0.7437 1.06957 31.19 
036_040_2 0.40 0.454 49.528 1.1127 2.17916 30.36 
036_045_2 0.45 0.454 53.411 1.1555 2.39338 31.62 
016_025_5 0.25 0.457 9.886 0.4971 0.37184 30.89 
036_035_4 0.35 0.459 29.772 1.2201 1.80404 15.81 
024_025_1 0.25 0.461 12.514 0.7910 0.62227 15.69 
024_018_2 0.17 0.464 24.894 0.7889 1.01371 31.36 
016_020_3 0.20 0.469 7.685 0.5061 0.39989 23.10 
036_027_2 0.27 0.472 10.092 0.7103 0.41104 15.37 
036_040_5 0.40 0.473 40.016 1.1549 1.82233 23.32 
036_040_5 0.40 0.473 40.016 1.1549 1.82233 23.32 
036_045_5 0.45 0.473 40.844 1.1668 1.18790 23.52 
036_045_5 0.45 0.473 40.844 1.1668 1.18790 23.52 
036_027_4 0.27 0.474 16.672 0.9130 0.68742 15.24 
016_015_2 0.15 0.476 8.159 0.5215 0.37877 23.55 
036_035_4 0.35 0.478 51.969 1.1398 1.77548 30.93 
024_018_5 0.17 0.479 24.962 0.7900 1.58298 32.33 
036_030_1 0.30 0.480 54.202 1.1641 3.06524 30.93 
036_030_2 0.30 0.486 55.833 1.1814 2.49333 31.79 
036_030_3 0.30 0.489 53.192 1.1532 3.07691 30.33 
036_035_2 0.35 0.491 50.680 1.1256 2.57038 31.05 
024_020_1 0.20 0.494 24.776 0.7870 1.01875 30.58 
024_030_1 0.30 0.495 13.738 0.8288 0.80208 15.25 
024_030_3 0.30 0.500 23.632 0.7686 0.90322 30.16 
036_035_1 0.35 0.502 52.510 1.1457 1.45926 30.37 
036_035_4 0.35 0.502 30.166 1.2281 1.42017 15.42 
036_030_1 0.30 0.503 55.777 1.1809 3.34782 30.87 
016_012_3 0.12 0.506 10.338 0.5084 0.67103 31.15 
036_030_2 0.30 0.510 31.586 1.2567 1.61156 15.78 
036_030_1 0.30 0.513 43.948 1.2103 1.85355 23.61 
036_030_1 0.30 0.513 43.948 1.2103 1.85355 23.61 
024_035_3 0.35 0.518 12.932 0.8041 0.76431 15.62 
016_025_1 0.25 0.524 9.640 0.4909 0.52368 30.37 
036_030_5 0.30 0.527 31.959 1.2641 2.33303 16.13 
036_027_2 0.27 0.538 53.028 1.1514 2.01557 30.96 
036_030_2 0.30 0.548 31.428 1.2536 1.75485 15.48 
036_035_3 0.35 0.550 30.236 1.2295 1.49341 15.19 
036_030_5 0.30 0.578 52.334 1.1438 1.96437 30.96 
024_025_4 0.25 0.582 23.008 0.7584 1.34489 30.92 
016_030_4 0.30 0.584 8.517 0.4614 0.40855 30.45 
036_040_3 0.40 0.587 51.948 1.1396 3.04360 31.12 
036_045_3 0.45 0.587 51.601 1.1358 2.36935 30.16 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
024_035_5 0.35 0.593 17.266 0.7586 0.71950 23.53 
024_035_5 0.35 0.593 17.266 0.7586 0.71950 23.53 
024_030_5 0.30 0.595 22.810 0.7551 1.14820 31.76 
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024_035_3 0.35 0.595 21.396 0.7314 1.07907 30.99 
036_030_3 0.30 0.595 43.086 1.1984 1.90098 22.91 
036_030_3 0.30 0.595 43.086 1.1984 1.90098 22.91 
024_025_4 0.25 0.596 13.944 0.8350 0.58789 15.41 
036_027_4 0.27 0.596 54.931 1.1719 2.27223 31.61 
036_040_5 0.40 0.596 30.210 1.2290 1.54080 15.29 
036_040_4 0.40 0.599 40.650 1.1640 2.15913 23.19 
036_040_4 0.40 0.599 40.650 1.1640 2.15913 23.19 
036_045_4 0.45 0.599 40.045 1.1553 2.00791 23.55 
036_045_4 0.45 0.599 40.045 1.1553 2.00791 23.55 
Table A3.2: Result tabulation for Medium damage classification (0.3> OSDIPA<0.6). 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
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 024_018_3 0.17 0.602 24.481 0.7823 1.15187 31.18 
036_027_1 0.27 0.612 7.606 0.6167 0.37167 14.88 
024_018_4 0.17 0.618 24.944 0.7897 0.71655 33.62 
036_027_5 0.27 0.624 55.007 1.1727 1.57940 31.44 
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036_027_3 0.27 0.625 46.833 1.2494 2.12142 24.34 
036_027_3 0.27 0.625 46.833 1.2494 2.12142 24.34 
024_030_1 0.30 0.626 18.052 0.7757 1.02923 24.10 
024_030_1 0.30 0.626 18.052 0.7757 1.02923 24.10 
036_035_5 0.35 0.628 53.916 1.1610 1.96774 30.50 
036_027_5 0.27 0.648 57.196 1.1958 2.11373 31.39 
016_025_3 0.25 0.650 7.445 0.4982 0.33297 23.12 
024_018_2 0.17 0.651 24.806 0.7875 1.18242 31.45 
036_045_1 0.45 0.656 30.595 1.2368 1.29055 15.10 
016_025_4 0.25 0.661 9.101 0.4770 0.34332 30.20 
036_040_3 0.40 0.671 29.153 1.2073 2.18482 15.78 
036_040_4 0.40 0.675 31.561 1.2562 1.18832 16.07 
036_040_2 0.40 0.681 40.740 1.1653 1.44843 23.60 
036_040_2 0.40 0.681 40.740 1.1653 1.44843 23.60 
036_045_2 0.45 0.681 38.407 1.1315 1.79667 22.92 
036_045_2 0.45 0.681 38.407 1.1315 1.79667 22.92 
036_030_2 0.30 0.685 44.413 1.2167 2.30004 23.83 
036_030_2 0.30 0.685 44.413 1.2167 2.30004 23.83 
024_030_2 0.30 0.686 22.281 0.7463 1.16612 30.35 
036_040_4 0.40 0.689 50.357 1.1220 1.81841 31.71 
036_045_4 0.45 0.689 52.255 1.1430 2.36087 31.87 
036_030_3 0.30 0.691 53.906 1.1609 2.56764 30.34 
024_020_3 0.20 0.704 14.566 0.8534 0.79789 16.11 
036_030_4 0.30 0.707 43.976 1.2107 1.78835 22.86 
036_030_4 0.30 0.707 43.976 1.2107 1.78835 22.86 
036_040_5 0.40 0.707 51.129 1.1306 3.22142 30.21 
036_045_5 0.45 0.707 49.716 1.1149 1.98939 31.41 
024_025_1 0.25 0.712 23.884 0.7727 0.79422 31.07 
024_035_2 0.35 0.720 21.206 0.7281 0.69897 29.94 
024_025_2 0.25 0.721 22.129 0.7438 1.09949 30.42 
036_035_3 0.35 0.727 53.527 1.1568 1.67489 30.34 
016_030_4 0.30 0.731 7.473 0.4991 0.40775 23.62 
036_027_3 0.27 0.760 58.411 1.2084 2.23702 32.96 
036_035_3 0.35 0.772 41.458 1.1756 0.99546 23.43 
036_035_3 0.35 0.772 41.458 1.1756 0.99546 23.43 
024_025_3 0.25 0.780 13.831 0.8316 0.65096 15.91 
036_035_1 0.35 0.780 43.144 1.1992 2.71285 23.61 
036_035_1 0.35 0.780 43.144 1.1992 2.71285 23.61 
036_040_2 0.40 0.784 48.902 1.1057 2.52588 30.71 
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EQ No PGA OSDIPA ARIAS RMS EINP SMDTB 
036_045_2 0.45 0.784 49.945 1.1174 2.08590 31.10 
024_030_3 0.30 0.785 22.708 0.7535 1.15479 31.24 
024_035_5 0.35 0.795 20.147 0.7097 0.98452 30.88 
036_030_4 0.30 0.798 56.137 1.1847 2.74383 30.46 
036_045_2 0.45 0.805 31.602 1.2570 1.62047 15.89 
036_035_1 0.35 0.811 54.066 1.1626 2.98127 31.35 
036_027_1 0.27 0.820 56.657 1.1901 3.41477 31.65 
036_040_5 0.40 0.827 52.007 1.1403 1.81642 30.75 
036_045_5 0.45 0.827 50.360 1.1221 2.84586 30.92 
036_040_5 0.40 0.830 28.890 1.2019 1.31075 15.13 
036_030_4 0.30 0.833 31.760 1.2602 0.99618 16.15 
036_030_5 0.30 0.836 31.046 1.2459 1.92359 15.63 
036_035_4 0.35 0.836 53.524 1.1568 2.78713 30.61 
024_020_1 0.20 0.847 23.521 0.7668 0.97050 30.64 
016_025_3 0.25 0.851 9.423 0.4854 0.36667 31.10 
036_035_2 0.35 0.856 45.561 1.2324 1.73656 23.53 
036_035_2 0.35 0.856 45.561 1.2324 1.73656 23.53 
024_035_4 0.35 0.857 21.962 0.7410 0.99138 30.84 
036_030_4 0.30 0.864 54.060 1.1625 1.99062 30.21 
024_015_3 0.15 0.887 13.757 0.6772 0.80840 23.87 
024_015_3 0.15 0.887 20.285 0.8223 1.19207 23.87 
024_035_4 0.35 0.933 21.480 0.7328 0.91134 31.46 
024_035_4 0.35 0.977 13.386 0.8181 0.75503 16.36 
036_027_4 0.27 0.984 54.291 1.1650 2.83197 31.10 
016_015_2 0.15 0.991 10.157 0.5039 0.63309 30.56 
024_018_1 0.17 1.040 25.078 0.7918 1.55855 31.92 
036_030_2 0.30 1.051 56.497 1.1885 2.59511 31.41 
036_027_2 0.27 1.137 45.434 1.2306 1.85758 25.16 
036_027_2 0.27 1.137 45.434 1.2306 1.85758 25.16 
036_035_1 0.35 1.151 30.305 1.2310 1.74798 15.95 
016_015_1 0.15 1.152 10.688 0.5169 0.51154 31.01 
H
IG
H
 D
am
ag
e 
L
o
w
er
 1
0
%
 036_030_5 0.30 1.169 54.788 1.1703 3.18908 30.64 
024_030_4 0.30 1.207 22.003 0.7417 1.30982 31.30 
024_030_2 0.30 1.226 21.823 0.7386 0.93494 31.33 
036_027_1 0.27 1.308 56.226 1.1856 1.83464 30.53 
Table A3.3: Result tabulation for High damage classification (OSDIPA>0.6). 
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Part 4: CORRELATION OF RESULTS 
 
   
Correlation Factors 
   
Spearman Kendall Pearson 
  
OSDIPA Result R Total Control C Total Result R Total Control C Total Result R Total Control C Total 
S
ei
sm
ic
 P
ar
am
et
er
 
P
G
A
 
Low 0.299 
0.490 
0.448 
0.500 
0.224 
0.353 
0.333 
0.564 
0.318 
0.392 
0.462 
0.389 
sig 0.003 0.000 0.002 0.000 0.001 0.000 
Medium 0.222 0.101 0.164 0.072 0.235 0.118 
sig 0.033 0.341 0.028 0.342 0.024 0.266 
High -0.075 -0.094 -0.049 -0.079 -0.157 -0.225 
sig 0.673 0.000 0.546 0.000 0.696 0.000 0.477 0.000 0.376 0.000 0.142 0.000 
Total 0.494 0.358 0.389 
sig 0.000 0.000 0.000 
A
R
IA
S
 
Low 0.783 
0.769 
0.645 
0.727 
0.593 
0.583 
0.475 
0.542 
0.740 
0.632 
0.644 
0.593 
sig 0.000 0.000 0.000 0.000 0.000 0.000 
Medium 0.351 0.339 0.236 0.231 0.336 0.309 
sig 0.001 0.001 0.001 0.001 0.001 0.003 
High 0.071 0.007 0.050 0.013 0.156 -0.098 
sig 0.691 0.000 0.963 0.000 0.678 0.000 0.903 0.000 0.377 0.000 0.526 0.000 
Total 0.748 0.562 0.610 
sig 0.000 0.000 0.000 
R
M
S
 
Low 0.654 
0.675 
0.453 
0.566 
0.466 
0.490 
0.300 
0.393 
0.723 
0.603 
0.606 
0.518 
sig 0.000 0.000 0.000 0.000 0.000 0.000 
Medium 0.228 0.131 0.145 0.089 0.236 0.192 
sig 0.028 0.215 0.041 0.215 0.023 0.068 
High 0.012 -0.042 0.004 -0.040 0.081 -0.115 
sig 0.947 0.000 0.788 0.000 0.976 0.000 0.701 0.000 0.647 0.000 0.457 0.000 
Total 0.623 0.442 0.557 
sig 0.000 0.000 0.000 
E
IN
P
 
Low 0.733 
0.748 
0.653 
0.685 
0.546 
0.556 
0.479 
0.505 
0.688 
0.591 
0.686 
0.564 
sig 0.000 0.000 0.000 0.000 0.000 0.000 
Medium 0.325 0.299 0.218 0.203 0.306 0.275 
sig 0.001 0.004 0.002 0.005 0.003 0.008 
High 0.003 0.108 0.004 0.081 0.056 0.065 
sig 0.986 0.000 0.484 0.000 0.976 0.000 0.442 0.000 0.752 0.000 0.675 0.000 
Total 0.718 0.532 0.575 
sig 0.000 0.000 0.000 
S
M
D
T
B
 
Low 0.338 
0.300 
0.148 
0.359 
0.231 
0.207 
0.100 
0.247 
0.259 
0.591 
0.114 
0.564 
sig 0.001 0.164 0.000 0.165 0.000 0.083 
Medium 0.068 0.242 0.053 0.176 0.123 0.218 
sig 0.518 0.021 0.453 0.014 0.239 0.038 
High 0.133 0.154 0.081 0.115 0.164 0.103 
sig 0.454 0.000 0.317 0.000 0.504 0.000 0.275 0.000 0.353 0.000 0.506 0.000 
Total 0.328 0.225 0.575 
sig 0.000 0.000 0.000 
Table A4.1: Correlation study of case 1 (225 training, 225 control). 
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Correlation Factors 
   
Spearman Kendall Pearson 
  
OSDIPA Result R Total Control C Total Result R Total Control C Total Result R Total Control C Total 
S
ei
sm
ic
 P
ar
am
et
er
 
P
G
A
 
Low 0.357 
0.487 
0.390 
0.522 
0.263 
0.351 
0.287 
0.390 
0.380 
0.372 
0.427 
0.473 
sig 0.000 0.016 0.000 0.017 0.000 0.008 
Medium 0.192 0.099 0.135 0.089 0.200 0.079 
sig 0.020 0.560 0.022 0.465 0.015 0.641 
High -0.096 0.083 -0.080 0.077 -0.203 -0.102 
sig 0.452 0.000 0.768 0.000 0.383 0.000 0.712 0.000 0.111 0.000 0.718 0.000 
Total 0.494 0.358 0.389 
sig 0.000 0.000 0.000 
A
R
IA
S
 
Low 0.729 
0.757 
0.672 
0.715 
0.546 
0.572 
0.496 
0.529 
0.697 
0.618 
0.720 
0.576 
sig 0.000 0.000 0.000 0.000 0.000 0.000 
Medium 0.377 0.235 0.254 0.168 0.364 0.164 
sig 0.000 0.162 0.000 0.143 0.000 0.331 
High 0.102 -0.379 0.084 -0.238 0.064 -0.257 
sig 0.428 0.000 0.164 0.000 0.333 0.000 0.216 0.000 0.618 0.000 0.355 0.000 
Total 0.748 0.562 0.610 
sig 0.000 0.000 0.000 
R
M
S
 
Low 0.567 
0.625 
0.553 
0.616 
0.396 
0.447 
0.363 
0.433 
0.670 
0.553 
0.647 
0.574 
sig 0.000 0.000 0.000 0.001 0.000 0.000 
Medium 0.186 0.225 0.121 0.174 0.234 0.153 
sig 0.024 0.180 0.030 0.129 0.004 0.368 
High 0.015 -0.271 0.012 -0.181 -0.046 -0.016 
sig 0.906 0.000 0.328 0.000 0.891 0.000 0.347 0.000 0.718 0.000 0.954 0.000 
Total 0.623 0.442 0.557 
sig 0.000 0.000 0.000 
E
IN
P
 
Low 0.694 
0.725 
0.732 
0.690 
0.515 
0.538 
0.553 
0.510 
0.654 
0.589 
0.680 
0.527 
sig 0.000 0.000 0.000 0.000 0.000 0.000 
Medium 0.362 0.147 0.242 0.114 0.344 0.134 
sig 0.000 0.385 0.000 0.320 0.000 0.430 
High 0.126 -0.307 0.087 -0.162 0.113 -0.161 
sig 0.326 0.000 0.265 0.000 0.316 0.000 0.400 0.000 0.378 0.000 0.567 0.000 
Total 0.718 0.532 0.575 
sig 0.000 0.000 0.000 
S
M
D
T
B
 
Low 0.255 
0.342 
0.271 
0.260 
0.171 
0.235 
0.182 
0.173 
0.247 
0.344 
0.226 
0.163 
sig 0.002 0.100 0.002 0.107 0.002 0.173 
Medium 0.198 -0.046 0.142 -0.044 0.215 -0.065 
sig 0.016 0.789 0.011 0.704 0.009 0.701 
High 0.182 -0.043 0.137 -0.067 0.248 -0.348 
sig 0.154 0.000 0.879 0.013 0.114 0.000 0.729 0.016 0.050 0.000 0.204 0.125 
Total 0.328 0.225 0.309 
sig 0.000 0.000 0.000 
Table A4.2: Correlation study of case 2 (360 training, 90 control). 
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Correlation Factors 
   
Spearman Kendall Pearson 
  
OSDIPA Result R Total Control C Total Result R Total Control C Total Result R Total Control C Total 
S
ei
sm
ic
 P
ar
am
et
er
 
P
G
A
 
Low 0.370 
0.506 
0.334 
0.375 
0.274 
0.366 
0.257 
0.291 
0.390 
0.404 
0.350 
0.251 
sig 0.000 0.139 0.000 0.127 0.000 0.120 
Medium 0.159 0.374 0.114 0.282 0.177 0.226 
sig 0.042 0.105 0.042 0.101 0.023 0.337 
High -0.011 -0.473 -0.013 -0.377 -0.110 -0.694 
sig 0.929 0.000 0.199 0.007 0.879 0.000 0.168 0.005 0.366 0.000 0.038 0.079 
Total 0.494 0.358 0.389 
sig 0.000 0.000 0.000 
A
R
IA
S
 
Low 0.714 
0.739 
0.768 
0.819 
0.528 
0.553 
0.619 
0.647 
0.686 
0.608 
0.809 
0.625 
sig 0.000 0.000 0.000 0.000 0.000 0.000 
Medium 0.323 0.504 0.219 0.358 0.314 0.449 
sig 0.000 0.024 0.000 0.027 0.000 0.047 
High 0.082 -0.250 0.060 -0.167 0.081 -0.648 
sig 0.503 0.000 0.516 0.000 0.468 0.000 0.532 0.000 0.506 0.000 0.059 0.000 
Total 0.748 0.562 0.610 
sig 0.000 0.000 0.000 
R
M
S
 
Low 0.568 
0.618 
0.538 
0.668 
0.395 
0.440 
0.362 
0.469 
0.659 
0.562 
0.690 
0.525 
sig 0.000 0.012 0.000 0.022 0.000 0.001 
Medium 0.189 0.229 0.124 0.137 0.223 0.192 
sig 0.015 0.332 0.018 0.399 0.004 0.419 
High 0.081 -0.883 0.049 -0.778 0.062 -0.930 
sig 0.507 0.000 0.002 0.000 0.555 0.000 0.004 0.000 0.610 0.000 0.000 0.000 
Total 0.623 0.442 0.557 
sig 0.000 0.000 0.000 
E
IN
P
 
Low 0.696 
0.707 
0.742 
0.777 
0.516 
0.522 
0.562 
0.602 
0.651 
0.575 
0.735 
0.579 
sig 0.000 0.000 0.000 0.000 0.000 0.000 
Medium 0.297 0.438 0.200 0.316 0.291 0.345 
sig 0.000 0.054 0.000 0.052 0.000 0.136 
High 0.114 -0.283 0.077 -0.167 0.153 -0.509 
sig 0.350 0.000 0.460 0.000 0.351 0.000 0.532 0.000 0.210 0.000 0.162 0.000 
Total 0.718 0.532 0.575 
sig 0.000 0.000 0.000 
S
M
D
T
B
 
Low 0.258 
0.314 
0.234 
0.431 
0.174 
0.215 
0.152 
0.291 
0.254 
0.293 
0.161 
0.455 
sig 0.001 0.308 0.001 0.334 0.001 0.487 
Medium 0.119 0.423 0.084 0.326 0.127 0.531 
sig 0.131 0.063 0.111 0.044 0.105 0.016 
High 0.096 0.600 0.065 0.500 0.096 0.521 
sig 0.435 0.000 0.088 0.002 0.431 0.000 0.061 0.003 0.433 0.000 0.151 0.001 
Total 0.328 0.225 0.309 
sig 0.000 0.000 0.000 
Table A4.3: Correlation study of case 3 (450 training, 50 control). 
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Correlation Factors 
   
Spearman Kendall Pearson 
  
OSDIPA Result R Total Control C Total Result R Total Control C Total Result R Total Control C Total 
S
ei
sm
ic
 P
ar
am
et
er
 
P
G
A
 
Low 0.372 
0.473 
0.124 
0.602 
0.275 
0.343 
0.064 
0.435 
0.399 
0.369 
0.133 
0.536 
sig 0.000 0.592 0.000 0.706 0.000 0.567 
Medium 0.149 0.236 0.110 0.152 0.173 0.209 
sig 0.056 0.315 0.050 0.373 0.027 0.377 
High -0.071 0.000 -0.059 0.000 -0.196 -0.004 
sig 0.559 0.000 1.000 0.000 0.498 0.000 1.000 0.000 0.106 0.000 0.992 0.000 
Total 0.493 0.356 0.388 
sig 0.000 0.000 0.000 
A
R
IA
S
 
Low 0.746 
0.740 
0.306 
0.780 
0.559 
0.558 
0.210 
0.570 
0.713 
0.618 
0.275 
0.520 
sig 0.000 0.177 0.000 0.184 0.000 0.228 
Medium 0.365 0.264 0.247 0.216 0.352 0.074 
sig 0.000 0.261 0.000 0.183 0.000 0.757 
High 0.040 0.217 0.041 0.167 -0.004 0.102 
sig 0.743 0.000 0.576 0.000 0.623 0.000 0.532 0.000 0.976 0.000 0.794 0.000 
Total 0.747 0.561 0.609 
sig 0.000 0.000 0.000 
R
M
S
 
Low 0.604 
0.626 
0.169 
0.642 
0.418 
0.447 
0.138 
0.429 
0.686 
0.562 
0.191 
0.504 
sig 0.000 0.464 0.000 0.381 0.000 0.408 
Medium 0.207 -0.106 0.132 -0.047 0.240 -0.038 
sig 0.008 0.656 0.012 0.770 0.002 0.874 
High -0.035 -0.033 -0.029 -0.056 -0.089 0.447 
sig 0.777 0.000 0.932 0.000 0.725 0.000 0.835 0.000 0.466 0.000 0.227 0.000 
Total 0.622 0.442 0.556 
sig 0.000 0.000 0.000 
E
IN
P
 
Low 0.748 
0.713 
-0.042 
0.713 
0.558 
0.531 
0.010 
0.480 
0.679 
0.579 
-0.036 
0.531 
sig 0.000 0.858 0.000 0.952 0.000 0.876 
Medium 0.339 0.033 0.228 0.005 0.319 -0.054 
sig 0.000 0.890 0.000 0.974 0.000 0.822 
High 0.066 -0.050 0.052 0.000 0.048 0.287 
sig 0.590 0.000 0.898 0.000 0.531 0.000 1.000 0.000 0.695 0.000 0.454 0.000 
Total 0.717 0.531 0.574 
sig 0.000 0.000 0.000 
S
M
D
T
B
 
Low 0.247 
0.313 
0.080 
0.498 
0.167 
0.213 
0.038 
0.360 
0.245 
0.304 
0.139 
0.353 
sig 0.001 0.731 0.002 0.809 0.001 0.547 
Medium 0.145 0.332 0.104 0.228 0.175 0.193 
sig 0.063 0.153 0.049 0.162 0.025 0.415 
High 0.148 0.283 0.107 0.278 0.200 -0.503 
sig 0.226 0.000 0.460 0.000 0.197 0.000 0.297 0.000 0.099 0.000 0.167 0.012 
Total 0.326 0.223 0.307 
sig 0.000 0.000 0.000 
Table A4.4: Correlation study of case 4 (450 training, 50 control). 
