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Abstract
Constraint Handling Rules (CHR), closely related to Logic Programming (LP),
is a declarative programming language. Over the years, the language proved
successful for implementing many kinds of problems efficiently. Mainly this,
but also its simple syntax and semantics, accounts for its success and impact
on the research community.
To further encourage the use of CHR, we need to further improve its efficiency
of execution. To this end, termination analysis of CHR can be seen as one of
the main sources of input. Furthermore, in the context of program debugging,
termination analysis of CHR is an important asset. Due to the many language
specifics, it is often hard for programmers to point out unwanted loops in their
CHR programs. It is therefore essential to have a good understanding of the
termination problem in CHR.
Until recently, however, there was only an informal discussion on termination of
the subset of CHR that only considers simplification rules. The contributions of
this thesis are therefore twofold. First, we provide for a theoretical framework
for termination analysis of the full CHR language. Secondly, based on this
theoretical framework, we derive an approach for automated termination
analysis of CHR. This approach extends the approaches in LP to integer
polynomial interpretations and can be modularised. Furthermore, the approach
is practical, as we demonstrate with T*CoP, a Termination analyser for CHR
on top of Prolog.
v

Beknopte samenvatting
Constraint Handling Rules (CHR) is een declaratieve programmeertaal, sterk
gerelateerd aan Logisch Programmeren (LP). Doorheen de jaren, bewees de
taal haar nut voor het efficiënt implementeren van vele soorten problemen.
Voornamelijk dit, maar ook de eenvoudige syntax en semantiek van de taal, is
de reden voor haar succes en impact op de onderzoeksgemeenschap.
Om het gebruik van CHR verder te bevorderen, moet de uitvoeringsefficientie
van de taal verder verbeterd worden. Daartoe is eindigheidsanalyse van CHR
programma’s één van de belangrijkste bronnen van informatie. Maar ook
in de context van programma-debugging is eindigheidsanalyse voor CHR een
belangrijke aanwinst. Door de vele taal-specifieke eigenschappen is het voor
programmeurs vaak moeilijk om de oneindige lussen in hun CHR programma’s
te duiden. Het is daarom essentieel het eindigheidsprobleem in CHR goed te
begrijpen.
Tot voor kort was er echter enkel een informele discussie rond het eindigheids-
gedrag van CHR programma’s waarin er enkel simplificatie mag optreden. De
bijdragen van deze thesis zijn daarom tweeledig. Eerst voorzien we de volledige
CHR taal van een theoretisch kader voor de analyse van eindigheid. Dan, hierop
gebaseerd, voorzien we de taal van een automatiseerbare aanpak. Deze aanpak
breidt de technieken in LP uit naar integer polynomische interpretaties en kan
gemodulariseerd worden. Bovendien is de aanpak praktisch, zoals we aantonen
met T*CoP, een werktuig voor de automatische eindigheidsanalyse van CHR
programma’s.
vii
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S constraint store (or used as arbitrary set or multiset)
T propagation forecast (token store)
Ti rule transition of Ri
TA(D,S) added tokens when adding constraints D to S
TE(D,S) eliminated tokens when removing constraints D from S
TermP terms of P
TokenP tokens of P
U propagation store (or used as arbitrary universe)
U1 the first-layer propagation of U
UA constraints added to a propagation store
UR constraints removed from a propagation store
U1
′
everything in U except for U1
UA1 the first-layer propagation of UA
UP Herbrand universe of P
V arP variables of P
Chapter 1
Introduction
In this chapter, we give an extensive introduction into the several aspects of
termination analysis of Constraint Handling Rules (CHR). First, we position
and motivate our research in the field of computer science. Then, we outline the
termination problem in CHR, focussing on the particularities of the language
and the similarities with other programming languages. Finally, in Section 1.4,
we provide an overview of the thesis.
1.1 Motivating termination analysis
Termination analysis of declarative programming languages is an actively
researched topic in computer science [DM79,Der87,AB90,AP91,DSD94,AP94,
LSS97,Stä98,CT99,DDSV99,Frü00,OCM00,DLSS01,GC05,BCER02,LJBA01,
DSS02,SDS03,GTSKF04,SDS04,SDS05b,SDS05a,MB05,BCG+07,GSKT+07,
EWZ08,NDSGSK11,SKGN10]. This is motivated by various reasons [DSD94].
Especially in early work, this research was strongly related to control generation
and systematic program development. In the context of Logic Programming
(LP), building on the “Algorithm = Logic + Control” equation [Kow79],
systematic program development can be seen as a two-phased process. First,
provide for a correct logic specification of the problem domain. Then, obtain a
suitable control for the specification to obtain a correct and efficient program.
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A minimal requirement for a suitable control is that the program should
terminate for any query of interest. As a result, termination analysis has been
used to provide one of the basic sources of input for control generation.
In more recent work, additional motivations have been related to improved
precision of program analysis given the termination properties of a program.
One example is determinism (confluence) analysis with applications in control
generation as well. Another is equivalence analysis with applications in program
transformation. Still another is the general setting of abstract interpretation.
Automating correctness proofs has been another important motivation for
termination analysis. Proving a program’s correctness involves proving that
either the program always returns a correct answer in a finite number of steps,
or to prove that a program will never stop running while satisfying certain
properties.
Yet another motivation for termination analysis work is to get a better
understanding in the decidability of the termination (halting) problem for
subclasses of programs. Most important in this work is to identify the boundary
between minimal subclasses of programs which still have the expressibility of a
Turing Machine and maximal classes for which the halting problem is decidable.
A final motivation can be related to program debugging, where termination
analysis can provide programmers with useful information concerning unwanted
loops or unexpected termination of the program.
1.2 Motivating termination analysis for CHR
CHR [Frü98, SVWSDK10, Sch08] is a declarative programming language,
related to LP [Llo87, Apt90], constraint logic programming [JM94, JMMS98,
MS98] and concurrent committed-choice logic programming languages [SR90].
Other influences for CHR have been the chemical abstract machine [BCLM88],
Term Rewrite Systems (TRS) [BN98] and production rule systems [SS96].
CHR is a (concurrent) committed-choice logic programming language, intended
for implementing custom constraint solvers [Frü98]. Over the years, the
language proved also successful for implementing many other kinds of problems
efficiently [SVWSDK10]. Mainly this, but also CHR’s simple syntax and
semantics, accounts for its success and impact on the research community.
To further encourage the use of the programming language CHR, we need
to further improve the efficiency with which CHR programs are executed.
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Therefore, we need more accurate program analyses [Sch05, SVWSDK10]. To
this end, CHR termination analysis can be seen as one of the main sources of
input. That is, the termination properties of a CHR program can be used
to improve the precision of other analyses that are useful to obtain more
efficient CHR programs. Examples of this are abstract interpretation [SSD05],
confluence analysis [AFM96,Abd97] and equivalence analysis [AF99].
A second motivation is to get a better understanding of the termination problem
in CHR. As we will explain in the next sections, there are some interesting
features of CHR —unique to the language— that make termination analysis
for CHR hard. For similar reasons, it can often be difficult for programmers to
point out unwanted behaviour of their programs. Therefore, a third motivation
can be related to program debugging.
1.3 Defining the termination problem for CHR
Termination analysis, as a field of study, is mainly concerned with the
development of systematic approaches for proving termination of programs.
These approaches are preferably easy to automate. Termination analysis is
however an undecidable problem for Turing complete programming languages
like CHR [Sne08], and thus no single systematic approach can be developed,
successful on all programs. Therefore, the development of termination proof
methodologies, successful on most programs that occur in practice, is the main
concern of the field.
It is not surprising that most work on termination analysis has been done for
declarative programs. After all, for imperative programming languages, such as
Java and C, the control is specified by the programmer, who is therefore more
directly responsible for unwanted loops, and—to some extent— the efficiency of
his programs. This contrasts the declarative case, where termination properties
are necessary for generating efficient control and locating programming errors.
Mostly for LP [AB90,AP91,BCF91,DSD94,BCER02], TRS [DM79,Der87], and
their variants (see e.g., [VDS01,MR03,PM09,Wal07, SKGS+10]), termination
has been studied thoroughly. Many techniques for automating termination
proofs resulted from this work [AP94, LSS97, Stä98, CT99, DDSV99, OCM00,
GC05, LJBA01, SDS03, SDS04, GTSKF04, SDS05b, SDS05a,MB05, GSKT+07,
BCG+07, EWZ08, NDSGSK11, SKGN10]. It is therefore interesting to
investigate the applicability of these techniques to CHR.
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Relating CHR-termination to LP-termination:
1. The atoms of both a CHR program and an LP program are first-order
relations on terms. Thus, the notions of reduction pairs [NDSGSK11,
SKGN10] from LP are relevant to CHR.
2. CHR simplification and LP resolution are similar. Thus, conditions on
transition rules can be related to decreases on program states, much in
the same way [DSD94,DSS02].
3. Both CHR and LP allow for non-ground queries, of which the variables
can get instantiated during program execution. Thus, the notions of a call
set and rigidity of the call set w.r.t. a reduction pair [DSD94,DDSV99,
NDSGSK11] are relevant to CHR.
4. Both CHR and LP allow for intermediate calls in rules. Thus, the use
of interargument relations to estimate the effect of these calls [DSD94,
DDSV99,NDSGSK11] is relevant to CHR.
But, CHR has also many unique features:
1. It is usually built on top of a host language.
2. Its rules do not act on goals of sequentially ordered atoms, but on
multisets of constraints (constraint stores).
3. It has multi-headed guarded rules that only fire on a matching multiset of
constraints (in the store) for which the guard is satisfiable.
4. In addition to multi-headed variants of LP-clauses (simplification rules),
it also supports propagation rules, which do not remove any constraints
from the constraint store. These rules only add new constraints.
In the remainder of this chapter, we discuss a number of language-specific
issues concerning CHR-termination, on an intuitive level. We hope to provide
the reader with the main intuitions, before addressing those issues in technical
detail in the next chapters. Note that in doing so, we only discuss CHR-
termination in relation to LP-termination since CHR-termination is only
related to a lesser extent to TRS-termination.
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1.3.1 Transformational vs. direct approaches
There are two distinct approaches to handle termination analysis of a
programming language. In a transformational approach, the program to
be proven terminating is transformed to a programming language in which
the termination problem is better understood. As such, existing techniques,
developed for other programming languages, are made available to the
programming language at hand. Direct approaches are concerned with
techniques that are directly formulated on the program to be proven
terminating. Such approaches provide a better insight in the termination
behaviour of a programming language, therefore allowing for a better handling
of language-specific issues.
In LP, both transformational and direct approaches have been considered. By
program transformation to a TRS, a very powerful technique was obtained
in [GTSKF04,SKGST06]. However, for certain language specific issues, direct
approaches tend to perform better [SDS01,NDSGSK11]. This motivated the
development of a combined approach in [SKGN10].
Obtaining a transformational approach for the full CHR language, successfully
combined with existing techniques for LP or TRS, is hard. As was shown in
[PSDS07a,PSDS07b], the subset of CHR where we allow for simplification, but
not propagation, can be transformed and combined with existing approaches.
For this subset, terminating programs behave similar to terminating LP
programs. However, considering propagation, a transformational approach is
less of an option. For single-headed propagation rules, one can still avoid the
necessity of complex data structures (see [PSDS07a, PSDS07b] and Section
5.2.3). Unfortunately, this is not the case for multi-headed propagation rules.
Therefore, to handle the full CHR language, a better insight in the termination
behaviour of CHR programs is required. Hence, in the remainder of this text,
we will only be concerned with the development of direct approaches. Poten-
tially, these direct approaches can then be used to build a transformational
approach, allowing for reuse of existing termination provers.
1.3.2 Host language
When studying the termination problem for CHR, we have to consider the
presence of a host language. CHR is expected to be built on top of another
programming language, which, at the least, has to implement syntactic equality
and the boolean relations true and false [Frü98]. Considering a host language
confronts us with behaviour non-existent in other programming languages. For
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one, loops in CHR may depend on the effect of executing calls to the host
language. Therefore, we need to be able to estimate the effect of such calls.
Furthermore, there can also be non-termination in the host language or there
can be loops between CHR and the host language.
In studying the termination problem for CHR, we will focus on the behaviour
of CHR programs (see Chapters 2, 3, 4 and 5). We will therefore assume
universal termination of calls to the host language. Therefore, any call to the
host language is assumed to return an answer in a finite number of steps, which
is a non-deterministic choice between all, but finitely many, possible answers.
In practice (see Chapters 6, 7, 8 and 9), we will consider termination of CHR
on top of Prolog and prove termination of the Prolog part of the program as
well.
Finally, we will not allow the host language to execute calls to CHR. That is,
we restrict to CHR programs in which calls to the host language can only result
in variable bindings and not in the addition of new CHR constraints. As such,
we avoid loops between CHR and the host language.
1.3.3 Termination of simplification
A simplification rule in CHR represents the replacement of a multiset of CHR
constraints in the constraint store by a multiset of built-in and CHR constraints.
Consider for example the simplification rule
e(E), l(L)⇔ l([E|L]).
Here, e/1 and l/1 are CHR predicates. As in Prolog syntax, we write a list
of elements e1, . . . , en as [e1, . . . , en] and the empty list as []. We also use the
Prolog style notation [H|T ] to represent [H] on T , where on is concatenation.
Rule application is triggered by the fact that a multiset of constraints, present
in the constraint store, matches with the head of a rule. Upon rule application,
for the above rule, the two matching constraints are replaced by the constraint
in the body of the rule, on which substitutions from matching are applied.
The program can easily be seen to terminate for any initial constraint store.
At some point during the execution of the program, there will no longer be
a multiset of constraints to fire the rule. Consider for example an initial
constraint store, containing only the constraints e(4) and l([1, 2]). The
above rule is applicable on this constraint store, resulting in a substitution
σ = {E/4, L/[1, 2]} matching the head of the rule with the constraints in the
constraint store. In the next constraint store, the matching constraints from
the previous store are replaced by the constraint l([E|L])σ = l([4, 1, 2]) from
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the body of the rule. Due to lack of matching constraints, the simplification
rule is not applicable on the new store, and thus we reach a final state.
In general, direct approaches construct a termination proof on the basis of a
mapping of program states to some well-founded set. If the mapping is such
that a decrease can be shown for the state-sizes of consecutive program states,
then, by well-foundedness of the set, we prove termination of the program. For
the program above, counting the number of constraints in the constraint store
is a mapping of states to the well-founded domain of positive integer numbers.
Since for any application of the simplification rule the number of constraints
in the constraint store strictly decreases, we prove termination.
The example above suggests that proving state-size decreases, like in LP, is
useful to prove termination of a CHR program. In particular, as shown in
[Frü00], this is so when we only allow for simplification in CHR programs. In
Chapter 2, we discuss this in further detail using [Frü00] as a basis.
1.3.4 The effect of matching
Rule application in CHR involves matching, while in LP it involves unification.
Consider for example the Prolog clause
a(s(N)) : − a(N).
Here, a/1 is a Prolog predicate, s/1 a functor and N a variable. Resolving a
query a(N) with a renamed variant of the Prolog clause from above, results
in a substitution {N/s(N ′)}, and thus a next query a(N ′). This query can be
resolved in the same way as before. Thus, we get non-termination.
Consider now a similar CHR rule
a(s(N))⇔ a(N).
Here, a/1 is a CHR predicate, s/1 a functor and N a variable. For a constraint
store containing only the constraint a(N), the simplification rule from above is
not applicable. For a renamed variant of the rule, there is no substitution for
the head a(s(N ′)) to match the constraint a(N). Thus, we get termination.
Note however that unification can still be provided through the host language
and, therefore, can result in bindings that are propagated backward. So, we
may get non-termination similar to the LP-clause from above.
Consider for example the simplification rule
a(N)⇔ N = s(M), a(M).
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Here, = /2 is the built-in unification of Prolog. A renamed variant of the
simplification rule is applicable on a constraint a(N) in the constraint store,
resulting in a substitution σ = {N ′/N}. As a result, a(N) is removed and the
built-in constraint N = s(M ′) and CHR constraint a(M ′) are added to the
store. As N = s(M ′) will not result in failure of the program and a(M ′) can
fire the rule in the same way as before, we get non-termination.
1.3.5 The effect of guarded rules
Until now, we only considered CHR programs containing CHR rules without a
guard. However, in practice, most CHR rules have a guard. In CHR, guards can
only be composed of built-in constraints, which —for the rule to be applicable—
need to be satisfiable given the substitutions resulting from matching.
The following example, where Prolog is used as a host language for CHR,
illustrates the use of guards in CHR.
Example 1.3.1 (introductory example). Consider the CHR(Prolog) program
R1 @ gcd(0)⇔ true.
R2 @ gcd(M), gcd(N)⇔ N >=M,M > 0 | L is N −M, gcd(M), gcd(L).
The program computes the greatest common divisor by the Euclidean algorithm.
An initial constraint store for the program is any number of gcd/1 constraints
with integers greater than or equal to 2. Consider for instance an initial
constraint store of two constraints gcd(4) and gcd(2). The second rule is
applicable on this constraint store. The guard of the rule guarantees that gcd(2)
will match the first head, gcd(M), and gcd(4) the second head, gcd(N), of the
rule. When the rule is applied, gcd(4) and gcd(2) are replaced with a fresh
gcd(2), L′ is 4 − 2 and gcd(L′) constraint. As gcd(L′) is uninstantiated, it
cannot be used to fire the second rule. For gcd(L′), the guard of R2 cannot
be satisfied. Therefore, first the built-in constraint L′ is 4 − 2 must be solved,
instantiating L′ to 2.
Next, the two gcd(2) constraints of the constraint store are replaced with a fresh
gcd(2), L′′ is 2−2 and gcd(L′′) constraint. Solving the built-in constraint yields
a constraint store of one gcd(2) and one gcd(0) constraint, the latter of which
is removed by the first rule. As no more rules are applicable on the resulting
constraint store, containing only gcd(2), the computation terminates. 
For termination, it is important to consider that guards result in variable
bindings. Consider a similar rule as in the previous subsection:
a(N)⇔ N = s(M) | a(M).
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One would be inclined to think that since the unification is now part of the
guard, that its only purpose is to be checked for satisfiability, unable to result
in any variable bindings. This, however, is not the case. A CHR guard, when
checked for satisfiability, generates the bindings for which the guard became
satisfied. Therefore, the guard can bind variables in the body and the head of a
rule. For the rule considered above this means that when we apply a renamed
variant of the rule on a CHR constraint a(N), it first results in a matching
substitution σ = {N ′/N} and then in an answer substitution θ = {N/s(M ′)}
for satisfaction of the guard. As the constraint a(M ′)σθ replacing a(N) can
fire the rule in the same way as before, we get non-termination.
Finally, it is important to consider that bindings are applied to the entire
constraint store and thus can result in further instantiations of constraints not
involved in the application of some rule.
1.3.6 Termination of propagation
The presence of propagation makes the termination problem of CHR hard.
Consider for example the propagation rule
a(s(N))⇒ a(N).
Given a CHR constraint a(s(s(0))) in the constraint store, the rule adds a
CHR constraint a(s(0)), without removing the constraint a(s(s(0))) used to
fire the rule. Since propagation rules do not remove the constraints on which
they fire, they are infinitely applicable. Therefore, to avoid the trivial non-
termination of propagation, propagation rules must respect a fire-once policy:
they can only be activated once on any matching multiset of constraints. Under
this restriction and taking into account that CHR uses matching instead of
unification, a program consisting only of the above rule is terminating.
Now, consider a slight variant of the above propagation rule:
a(s(N)), a(N)⇒ a(N).
Based on LP-termination intuition, we would think that this rule is terminating
as well. We have only strengthened the precondition of the rule and there is
still a decrease in the overall “size” between the heads and the body of the rule.
The latter rule, however, is non-terminating for any constraint store on which it
can be activated at least once. The reason is that each time the rule is activated,
say on a constraint store containing the constraints a(s(s(0))) and a(s(0)), it
adds a new constraint a(s(0)). This “fresh” copy of a(s(0)), recombined with
a(s(s(0))), can fire the rule again. Thus, we get non-termination.
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As mentioned earlier, in LP termination analysis, one important intuition is
to map states in the computation to elements of a well-founded set, such that
consecutive states correspond to decreasing elements in the well-founded set.
Thus, an interesting question is whether we could find a representation of a
“state” in CHR computations that, by means of a mapping to a well-founded
set, can be seen to decrease for terminating CHR programs with propagation.
It turns out that this is not an easy problem. Even for the terminating CHR
program consisting only of the propagation rule (a(s(N))⇒ a(N).) from above,
the constraint store increases in size after each rule application: for instance
a constraint store containing only the constraint a(s(s(0))) is changed into a
constraint store containing the constraints a(s(s(0))) and a(s(0)). Thus, the
constraint store itself is not sufficient as such a representation of a state.
For this reason, in [VDSP08] (see Chapter 3), a new approach to termination
analysis of CHR was developed. Although the approach can prove termination
of CHR programs with propagation, it is not based on the intuition of state-size
decreases. In [PDS08a] (see Chapter 4), an answer is provided to the question
above, introducing a new representation of states in CHR computations that
can be seen to decrease in size, even for terminating CHR programs with
propagation rules. As it turned out, this approach is strictly more powerful
than both the approaches of [Frü00] and [VDSP08] (see Section 5.1).
A final difficulty, related to propagation, is the presence of simpagation rules
in CHR programs. This third kind of CHR rules triggers also on constraints in
the constraint store which are not removed by the rule, resulting in unexpected
program behaviour. Consider for example the CHR program
a(A) \ b(A)⇔ true.
The CHR rule, a simpagation rule, differs only from a simplification rule in that
the head is split into a kept head, left of the backslash, and a removed head,
right of it. Without propagation, the rule can be replaced by the simplification
rule (a(A), b(A) ⇔ a(A).). However, in the presence of propagation, (a(A) \
b(A)⇔ true.) may not be equivalent to (a(A), b(A) ⇔ a(A).), since the latter
introduces a “fresh” copy of a(A) that again can fire some propagation rule.
1.3.7 Availability of different control structures
Many different forms of control for CHR programs were considered over the
years [SVWSDK10]. In its most basic form, CHR control is defined by the
abstract CHR semantics. Most closely related to the declarative semantics
underlying CHR, the abstract semantics does not consider a fire-once policy,
and thus, in the presence of propagation, results in non-terminating programs.
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For reasons of practicality the theoretical CHR semantics was conceived,
implementing a fire-once policy. Operationally, two equivalent but different
approaches were pursued. On the one hand, as available in most implementa-
tions of CHR [Sch05], a propagation history can be used to prevent multiple
applications of a propagation rule on the same combination of constraints. On
the other hand, by a token store (or propagation forecast), propagation rules
can be granted the right to fire on combinations of constraints [Abd97].
According to the abstract and theoretical CHR semantics, rules are applied
until exhaustion. Which rules are applied is a non-deterministic choice between
all possible applications for a given constraint store. Rule application is a
committed choice and thus cannot be undone, unlike in LP where there is
search. Hence, the concepts of universal and existential termination from LP
do not apply to the CHR context. However, since in general we need to consider
all possible execution strategies to prove termination of a CHR program, CHR-
termination is most closely related to universal termination in LP.
To obtain more efficient program execution, other CHR semantics [DSGH04,
DK08, SVWSDK10] were conceived. These are in general instances of the
theoretical CHR semantics. Due to being more specific, certain CHR programs
which terminate when executed under a more refined semantics are non-
terminating for the theoretical CHR semantics. Nevertheless, for most CHR
programs the termination properties turn out to be the same. Therefore, in
the next chapters, we work towards a theory for proving termination of CHR
programs executed under the theoretical CHR semantics and refer to Section
5.2.4 for a discussion on termination of CHR programs for more refined control.
1.4 Overview
Because the termination (halting) problem is undecidable for Turing complete
programming languages like CHR [Sne08], the past research on termination
analysis proceeded mainly along the following two lines [DSD94]:
• Provide theoretical conditions, (possibly necessary and) sufficient for
termination. These conditions provide a better theoretical understanding
of the termination problem, but cannot be verified automatically. In
LP, significant effort has been put in finding such conditions (see e.g.,
[AP91,DSD94,DSS02]).
• Provide verifiable conditions, sufficient for termination. These conditions
serve as a basis for verification tools and are derived on the basis
of theoretical termination conditions (see e.g., [DDSV99, GC05, SDS03,
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GTSKF04, SDS04, SDS05b, SDS05a,MB05,BCG+07,GSKT+07,EWZ08,
NDSGSK11,SKGN10]).
Until recently, there was only an informal discussion on termination of CHR
without propagation [Frü00]. In the first part of the thesis we are therefore
concerned with the development of a theoretical framework for termination
analysis of the full CHR language. First, in Chapter 2, we introduce a formal
framework for termination analysis of CHR without propagation, extending
the approach of [Frü00] to general orderings. Then, in Chapter 3, we discuss
the first approach to termination analysis of CHR programs with propagation
[VDSP08] based on a new concept of termination: the finite addition of
constraints; and extend it to general orderings as well. In Chapter 4, we
generalise the approaches of Chapters 2 and 3 [PDS08a], resulting in the most
powerful theoretical framework to handle termination of the full CHR language,
yet. This approach is based on a new state representation for CHR that can
be seen to decrease for terminating CHR programs. Finally, in Chapter 5, we
conclude the first part of the thesis on theoretical frameworks for termination
analysis of CHR.
The second part of the thesis is dedicated to automating termination proofs
for CHR. First, in Chapter 6, we adapt the constraint-based approach of
[NDSGSK11] with polynomial interpretations to the CHR context, extending
it to integer polynomial interpretations. As such, we obtain an integrated
constraint-based approach, strictly more powerful than the approach of
[NDSGSK11], which is also capable of proving termination of bounded increase
problems and problems that only terminate for specific kinds of queries. Then,
in Chapter 7, we discuss modular approaches to termination analysis of CHR
and introduce the notion of a CHR cycle, which differs significantly from the
notion with the same name in LP. In Chapter 8, we discuss and evaluate T*CoP,
a termination analyser for CHR on top of Prolog, based on the techniques of
Chapters 6 and 7. Then, in Chapter 9, we conclude the second part of the
thesis on automating termination proofs for CHR.
Finally, in Chapter 10, we conclude the thesis: Termination analysis of CHR:
Theory and practice.
Part I
Theory
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Chapter 2
Termination of abstract CHR
The first work on termination of CHR programs [Frü00] was for several
years the only work on the topic. By relating LP-termination to CHR-
termination, an approach for proving termination of CHR solvers, containing
only simplification, was developed. The approach, however, cannot easily be
extended to prove termination of CHR solvers with propagation.
The proof method —underlying many of the approaches in LP-termination as
well— is based on proving state-size decreases on consecutive states by means
of a well-founded ordering on program states. In [Frü00], such a well-founded
ordering on states is defined on the basis of the constraint store. It is therefore
obvious that propagation, which can only result in explicit size-increases of the
constraint store, cannot be handled by this technique.
Even though the approach discussed in [Frü00] is not applicable to CHR
programs with propagation, it is a useful and interesting approach to consider.
In particular, it is interesting for determining the extent to which concepts in
LP-termination relate to concepts in CHR-termination, without having to be
concerned with language specifics such as a fire-once policy. This knowledge can
afterwards be used in the development of new approaches which are applicable
to the full setting of the CHR language.
For this reason, we focus in this chapter on termination of CHR under the
abstract CHR semantics, using [Frü00] as a basis. Note however that we
extend the approach of [Frü00] to general orderings. Finally, note that for
CHR programs without propagation, termination under the abstract semantics
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is equivalent to termination under the theoretical semantics [Frü98].
2.1 CHR syntax
We assume familiarity with LP and its main results [Llo87, Apt90]. By L,
we denote the first order language underlying a CHR program P . By V arP ,
ConstP , FunP and PredP , we denote, respectively, the sets of variables,
constants, function and predicate symbols of L. By UP and BP , we denote,
respectively, the Herbrand universe and Herbrand base. These are the sets of
ground terms and atoms constructible from L. Finally, by TermP and AtomP ,
we denote, respectively, the sets of all terms and atoms constructible from L.
Similar to LP, the rules of a CHR program operate on first order predicates
p/n, with n ≥ 0, where p is a predicate symbol and n the predicate’s arity.
In CHR, we call atoms based on these symbols constraints [Frü98]. Given a
constraint c(t1, . . . , tn), we denote by rel(c(t1, . . . , tn)) its predicate c/n.
Definition 2.1.1 (constraint). Constraints c(t1, . . . , tn), with n ≥ 0, are first-
order predicates applied to terms ti, with 1 ≤ i ≤ n. We distinguish between
two kinds of constraints: CHR constraints are user-defined and solved by the
CHR rules of a CHR program; built-in constraints are pre-defined and solved
by a constraint theory (CT) defined in the host language. 
Constraints are kept in a constraint store, which can be represented as a
multiset (or bag) of constraints. Therefore, to formalise the syntax (and
semantics) of CHR, we first recall some multiset theory [Bli89,DM79].
Definition 2.1.2 (multiset). A multiset is a tuple MS = 〈S,mS〉, where S
is a set, called the underlying set of elements, and mS a multiplicity function,
mapping the elements e of S to strictly positive integer numbers mS(e) ∈ N0
that represent the number of occurrences of e in MS. 
Like any function, mS may be represented as a set {(s,mS(s)) | s ∈ S} of
ordered pairs.
Example 2.1.1 (multiset). Examples of multisets are 〈{a, b}, {(a, 2), (b, 1)}〉
and 〈{a, b}, {(a, 1), (b, 1)}〉. We introduce the alternative notation to represent
these multisets as Ja, a, bK and Ja, bK, respectively. 
If a universe U in which the elements of S must live —not to be confused with
the Herbrand universe UP— is specified, the definition of a multiset can be
simplified to a function µS : U → N, from U to the natural numbers, obtained
by extending mS to U with values 0 outside S.
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Definition 2.1.3 (multiset indicator function). Let U be the universe of a
multiset MS = 〈S,mS〉. Then, we define the multiset indicator function
µS : U → N, of MS w.r.t. U , as:{
µS(u) = mS(u) if u ∈ S,
µS(u) = 0 if u 6∈ S.

Note that AtomP characterises a universe for the constraint stores turning
up in computations of an abstract CHR program P . Since it is often more
favourable to discuss multisets in terms of some universe, we can —as an abuse
of notation— denote a multiset MS = 〈S,mS〉 also by 〈U, µS〉, or simply by
µS if the universe is clear from context. Note that the distinction is made by
the symbol m for multiplicity functions and µ for multiset indicator functions,
possibly with sub -or superscripts.
Furthermore, we will need the notion of a multisubset in the constraint store
since the rules of a CHR program will be applied on multisubsets of constraints.
Definition 2.1.4 (multisubset). Let U be a universe for the multisets MS1 and
MS2 . Then, multiset MS1 is a multisubset of multiset MS2 , denoted MS1 v
MS2 , iff the multiset indicator functions µS1 and µS2 w.r.t. U , of MS1 and
MS2 respectively, are such that µS1(u) ≤ µS2(u) for all u in U . Associated to
v, we define strict multisubsets: MS1 @MS2 ↔MS1 vMS2 ∧MS2 6vMS1 . 
Note that MS1 =MS2 ↔MS1 vMS2 ∧MS2 vMS1 .
Example 2.1.2 (multisubset). Consider two multisets A = J1, 1, 2K and B =
J1, 1, 2, 2, 3K with universe U = {1, 2, 3}. Then, A v B because µA(1) ≤ µB(1),
µA(2) ≤ µB(2) and µA(3) ≤ µB(3). Furthermore, because B 6v A, A @ B. 
Finally, we will need the join operator, for adding multisets together.
Definition 2.1.5 (multiset join). Let MA and MB be multisets with universe
U and let u be an element of U . Then, the multiset indicator function of the
joinMC =MAunionmultiMB is given by the sum µC(u) = µA(u)+µB(u) of the multiset
indicator functions of MA and MB. 
Example 2.1.3 (multiset join). Consider two multisets A = J1, 1, 2K and B =
J1, 1, 2, 2, 3K with universe U = {1, 2, 3}. Then, AunionmultiB = C = J1, 1, 1, 1, 2, 2, 2, 3K.
Obviously, A v C and B v C. 
We are now ready to define the syntax of the three kinds of CHR rules occurring
in CHR programs [Frü98].
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Definition 2.1.6 (CHR program). A CHR program is a finite set of CHR
rules. Three kinds of CHR rules can be present in a CHR program:
• A simplification rule
H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
is applicable on a multiset of CHR constraints in the constraint store,
matching with the head JH1, . . . ,HnK of the simplification rule, such that
the guard JG1, . . . , GkK is satisfiable. Upon application, the multiset of
constraints matching with the head is replaced by an appropriate instance
of the multiset of built-in and CHR constraints JB1, . . . , Bl, C1, . . . , CmK
from the body of the rule.
• A propagation rule
H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
is applicable on a multiset of CHR constraints in the constraint store,
matching with the head JH1, . . . ,HnK of the rule, such that the guard
JG1, . . . , GkK is satisfiable. Upon application, an appropriate instance
of the multiset of built-in and CHR constraints JB1, . . . , Bl, C1, . . . , CmK
from the body of the rule is added to the constraint store, while none of
the constraints used for rule application are removed.
• Finally, a simpagation rule
H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
is applicable on a multiset of CHR constraints in the constraint store,
matching with the head JH1, . . . ,HnK of the rule, such that the guard
JG1, . . . , GkK is satisfiable. Upon application, the part, matching with
the removed head JHj+1, . . . ,HnK is replaced by an appropriate instance
of the multiset of built-in and CHR constraints JB1, . . . , Bl, C1, . . . , CmK
from the body of the rule, while none of the constraints matching with the
kept head JH1, . . . ,HjK are removed.
Note that the guards JG1, . . . , GkK of CHR rules may only consist of built-in
constraints. Also note that a CHR rule can optionally be named by adding
“rulename @ ” in front of the rule. 
Even though the constraint store can be represented as a multiset, it
corresponds to a conjunction of constraints. CHR rules thus rewrite
conjunctions of constraints. Therefore, as the syntax suggests, simplification
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(or simpagation) corresponds declaratively to (a conditional) logical equivalence
while propagation corresponds to logical implication.
The next example program —an introductory example to CHR(Prolog)— does
not contain propagation as it is not essential to discuss propagation until the
next section. An example program with propagation is more appropriate there
(see Example 3.1.1).
Example 2.1.4 (CHR(Prolog) syntax). The program below is the merge-sort
algorithm in CHR(Prolog). The initial constraint store consisting of the CHR
constraint msort(L), with L a list of natural numbers of length exactly 2n,
yields a tree-representation of the order, which then is rewritten into a sorted
list of elements.
R1 @ msort([])⇔ true.
R2 @ msort([L|Ls])⇔ r(0, L),msort(Ls).
R3 @ r(D,L1), r(D,L2)⇔ less(L1, L2) | r(s(D), L1), a(L1, L2).
R4 @ a(L1, L2) \ a(L1, L3)⇔ less(L2, L3) | a(L2, L3).
The first two rules decompose a list of elements, while adding new r/2
constraints to the store. The constraints r(D,L) represent trees of depth D
(initially 0) and root value L. The third and fourth rule perform the actual
merge-sorting. The third rule joins two trees of equal depth. It replaces
both trees by a new tree of incremented depth, where —as represented by a/2
constraints— the largest root becomes a child node of the smallest, hence the
branch is ordered. Note that the initial list needs to be a set and not a multiset
of natural numbers for correct behaviour and that its length has to be a power
of 2 to guarantee that one ends with a single tree. Finally, the fourth rule
merge-sorts different branches of a tree into a single branch, i.e., an ordered
list of elements. 
2.2 The abstract CHR semantics
The operational semantics of a CHR program is defined as a state transition
system [Frü98]. In its simplest form, called the abstract CHR semantics, it
defines a CHR state as a multiset of constraints.
Definition 2.2.1 (abstract CHR state). An abstract CHR state is a multiset
Q of constraints, with universe AtomP , called a constraint store. 
The CHR transition relation represents the consecutive CHR states for a given
CHR program P and constraint theory CT . As the abstract CHR semantics
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does not define a fire-once policy for propagation rules, we can, without loss of
generality, represent the three kinds of rules as simplification rules only.
That is, a propagation rule
H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
can be written as a simplification rule
H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl,H1, . . . ,Hn, C1, . . . , Cm.
and a simpagation rule
H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
as a simplification rule
H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl,H1, . . . ,Hj , C1, . . . , Cm.
The transition relation for CHR rules, under the abstract CHR semantics, is
therefore only defined in terms of simplification.
Definition 2.2.2 (abstract CHR transition relation). Let P be a CHR program
and CT a constraint theory for the built-in constraints. Let θ represent the
substitutions corresponding to the bindings generated when resolving built-in
constraints by CT and let σ represent substitutions for the variables in the
head of the rule as a result of matching. Then, the transition relation →P for
P , where Q is a CHR state, is defined by:
1. A solve transition:
if Q = JbK unionmultiQ′, with b a built-in constraint, and CT |= bθ,
then Q→P Q′θ,
else if Q = JbK unionmultiQ′, b 6= false and ∀θ : CT 6|= bθ,
or Q = JbK unionmultiQ′, b = false and Q′ 6= ∅,
then Q→P JfalseK.
2. Simplification:
if (H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.) in P ,
and if Q = Jh1, . . . , hnK unionmultiQ′ and
CT |= (h1 = H1σ)∧· · ·∧(hn = Hnσ)∧(G1∧· · ·∧Gk)σθ,
then Q→P (JB1, . . . , Bl, C1, . . . , CmK unionmultiQ′)σθ.
20 TERMINATION OF ABSTRACT CHR
Rules in CHR are non-deterministically applied until exhaustion, thus until no
more transitions are possible. Which rule is applied is a committed choice and
thus cannot be undone. Built-in constraints are assumed to return an answer in
a finite number of steps. Solving built-ins can therefore only result in variable
bindings. If built-in constraints cannot be solved by the CT , the CHR program
fails, returning a CHR state JfalseK. 
As can be noticed, the bindings resulting from guard satisfaction are considered.
Therefore, even though it is considered a bad practice, a CHR programmer can
use the guard to bind variables in the head of a rule. Thus, as in LP, we need
to consider backpropagation of data.
For the abstract CHR semantics, we define the following kinds of CHR states.
Definition 2.2.3 (abstract initial and final CHR states). Let P be a CHR
program with transition relation →P . An abstract initial CHR state or query
state is an abstract CHR state. An abstract final CHR state or answer state
is a state Q, such that no CHR state Q′ exists for which (Q,Q′) ∈ →P .
A final CHR state Q is a failed CHR state if Q = JfalseK, otherwise Q is a
successful CHR state. 
We demonstrate the abstract CHR semantics in the next example, where we
discuss an execution trace for the Merge-sort program from Example 2.1.4.
Example 2.2.1 (CHR semantics). Executing the Merge-sort program on an
initial CHR state
Q0 = Jmsort([s(s(s(0))), 0, s(s(0)), s(0)])K,
where we represent natural numbers by means of a successor notation:
0, s(0), s(s(0)), . . . ; yields a next state
Q1 = Jr(0, s(s(s(0)))),msort([0, s(s(0)), s(0)])K.
Note that we underline the first argument of r/2 constraints for readability. As
R2 remains to be the only rule applicable, from Q1, we obtain the state
Q2 = Jr(0, s(s(s(0)))), r(0, 0),msort([s(s(0)), s(0)])K.
On Q2, both R2 and R3 are applicable. Which rule is selected is a non-
deterministic choice. Thus, one possibility is to keep applying R2, leading to
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Q4 = Jr(0, s(s(s(0)))), r(0, 0), r(0, s(s(0))), r(0, s(0)),msort([])K.
On Q4, R2 is no longer applicable, but R3 is still applicable and R1 became
applicable. We apply R1 and thus replace msort([]) by the trivially succeeding
built-in constraint true (removed by default):
Q5 = Jr(0, s(s(s(0)))), r(0, 0), r(0, s(s(0))), r(0, s(0))K.
Only R3 is applicable on Q5, however, can fire in six different ways. We select
r(0, 0) and r(0, s(s(0))) to match with the first and second head of R3, respec-
tively. This results in a matching substitution σ = {D/0, L1/0, L2/s(s(0))},
for which the call less(L1, L2)σ to Prolog succeeds. We obtain
Q6 = Jr(0, s(s(s(0)))), r(0, s(0)), r(s(0), 0), a(0, s(s(0)))K.
We fire R3 again, with the constraints r(0, s(0)) and r(0, s(s(s(0)))), and get
Q7 = Jr(s(0), s(0)), r(s(0), 0), a(0, s(s(0))), a(s(0), s(s(s(0))))K.
Now R4 becomes applicable. We continue however to apply R3 and obtain
Q8 = Jr(s(s(0)), 0), a(0, s(s(0))), a(s(0), s(s(s(0)))), a(0, s(0))K
on which R3 is no longer applicable.
Again, several combinations of constraints in the constraint store can fire R4.
By matching a(0, s(0)) to the kept head of R4 and a(0, s(s(0))) to the removed
head of R4, we get the state
Q9 = Jr(s(s(0)), 0), a(0, s(0)), a(s(0), s(s(0))), a(s(0), s(s(s(0))))K.
Finally, by matching a(s(0), s(s(0))) and a(s(0), s(s(s(0)))) with the kept and
removed head, respectively, we obtain the state
Q10 = Jr(s(s(0)), 0), a(0, s(0)), a(s(0), s(s(0))), a(s(s(0)), s(s(s(0))))K.
There are no more rules applicable on Q10 and thus we reach an answer state,
representing an ordered list of elements as a graph, with root node r/2 and
directed arcs a/2. Obviously, Q10 is a successful CHR state. 
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2.3 Termination of abstract CHR
The termination behaviour of an abstract CHR program is very similar to that
of an LP program. Discussing termination of the abstract CHR semantics is
therefore mainly concerned with the introduction of several of the concepts
from LP-termination [DSD94].
2.3.1 Termination of abstract CHR
First, we define what it means for a CHR program to be terminating. By
termination, we understand that a program, given its intended use, should
return an answer state in a finite number of steps. By considering a program’s
intended use, more precise results can be obtained, as programs may be non-
terminating when used improperly.
Definition 2.3.1 (CHR termination). A CHR program P with transition
relation→P is terminating for an initial CHR state Q0 iff P returns an answer
state for Q0 using transitions in →P . 
Since there is full non-determinism in the application of CHR rules, we need to
consider all possible execution strategies. Considering this, we can formulate a
more useful notion of CHR-termination on the basis of CHR computations.
Definition 2.3.2 (CHR computation). Let P be a CHR program and →P its
transition relation. We say that a transition (Q,Q′) and a transition (Q′′, Q′′′)
are connected iff the CHR states Q′ and Q′′ are equal. Then, a computation
of P for an initial CHR state Q0, is a possibly infinite sequence (or chain)
(Q0, Q1), (Q1, Q2), . . . , (Qn−1, Qn), . . .
of transitions in →P , where each of the consecutive transitions in the
sequence are connected, such that the sequence terminates only if it can-
not be extended further with transitions in →P . A finite computation
(Q0, Q1), (Q1, Q2), . . . , (Qn−1, Qn) is a failed computation if Qn is a failed
state. Otherwise, a finite computation is a successful computation. 
We use a more intuitive notation for computations, i.e., instead of writing
(Q0, Q1), (Q1, Q2), . . . , we write
Q0
P
−→ Q1
P
−→ Q2
P
−→ . . . .
CHR computations represent execution traces of a CHR program. If for a given
initial CHR state all possible computations are finite, then an answer state is
returned. Therefore, we can formulate the following lemma.
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Lemma 2.3.1 (CHR termination). A CHR program P with transition relation
→P is terminating for an initial CHR state Q0 iff all computations of P for
Q0 are finite. 
Proof. Trivial.
Note that a program is said to be terminating for a set of initial CHR states
if the program terminates for each initial CHR state in the set. Furthermore,
note that Definition 2.3.1, Definition 2.3.2 and Lemma 2.3.1 are not defined in
terms of a CHR semantics, but in terms of a CHR transition relation. Thus,
they are applicable to any CHR semantics defined by a transition relation.
2.3.2 A termination proof by a well-founded order
In general, in LP, termination is proven on the basis of derivations. A proof of
termination is established if a well-founded ordering on states can be defined
for which consecutive program states demonstrate size-decreases. A similar
strategy can be applied to CHR as well, using computations. As such, we can
guarantee finiteness of all computations and thus termination. We first recall
some basic concepts of orderings [DM79,Der82,SDS00].
Definition 2.3.3 (pre-order). Let S be a set and  a binary relation on S.
Then,  is a pre-order or quasi-order iff it is reflexive and transitive. That is,
for all a, b and c in S we have that:
• a  a(reflexivity),
• and if a  b and b  c then a  c (transitivity).
If  is furthermore antisymmetric, i.e., if a  b and b  a then a = b, it is a
partial order. On the other hand if it is symmetric, i.e., if a  b then b  a, it
is an equivalence relation. 
Every binary relation R on a set S can be extended to a pre-order on S, this
by taking the transitive and reflexive closure R+=. Given a pre-order  on S,
an equivalence relation ≈ on S can be defined as a ≈ b iff a  b and b  a.
Note that ≈ is reflexive since a pre-order is reflexive, transitive, by applying
transitivity of the pre-order twice, and symmetric by definition. Using this
relation, it is possible to construct a partial order on the quotient set S/≈ of
the equivalence, i.e., the set of all equivalence classes of ≈. By the construction
of ≈, the partial order is independent of the chosen representatives of these
equivalence classes, hence the corresponding relation is well-defined.
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Example 2.3.1 (orderings). By checking their properties, one immediately
sees that the well-known orders on natural numbers, integers, rational numbers
and reals are all orders in the above sense. However, they have the additional
property of being total, i.e., for all a and b in S: a  b or b  a (totality). 
For a pre-order , a relation  can be defined as a  b iff a  b and b 6 a. It
is a strict partial order, and every strict partial order can be the result of such
a construction. Therefore, we refer to it as the strict partial order  associated
to a pre-order . If the pre-order is anti-symmetric, hence a partial order ,
the equivalence is equality.
Finally, interesting for termination analysis is well-foundedness of a strict
partial ordering.
Definition 2.3.4 (well-foundedness). A strict partial ordering on S is well-
founded iff no infinite strict decreasing chain, s1  s2  · · ·  sn  . . . , of
elements in S exists. 
Example 2.3.2 (well-foundedness). Consider a binary relation ÷N on natural
numbers, given by dividability. Then, for example (9, 3) is in the relation.
As can be verified, the relation ÷N is a pre-order on natural numbers. More
specifically, it is a non-total partial order. Thus, not all natural numbers are
comparable: e.g., (9, 4) is not in ÷N. As furthermore can be verified, the strict
partial order associated to ÷N is well-founded on N.
Similarly, a binary relation ÷Z on integer numbers can be defined. This relation
is a pre-order with an associated strict partial order that is well-founded on Z.
However, in contrast to ÷N, it is not a partial order: e.g., (3,−3) and (−3, 3)
are in ÷Z. 
To prove termination of a CHR program P for a query Q0, we show size-
decreases between consecutive program states. In order to show this, we need
to define a pre-order on CHR states with an associated strict partial ordering
that is well-founded. We refer to this construction as a reduction pair, a notion
similar to the reduction pairs of [NGSKDS08], however, defined on the basis of
associated orderings [DSS02] and not compatible orderings [NDSGSK11].
Definition 2.3.5 (reduction pair). Let S be a set,  a pre-order relation on
S and  the strict partial order relation associated to . Then, (,) is a
reduction pair for S iff  is well-founded on S. 
Given a reduction pair (,) on CHR states such that in every computation
Q0
P
−→ Q1
P
−→ Q2
P
−→ . . .
P
−→ Qn−1
P
−→ Qn,
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with initial CHR state Q0, the consecutive states, (Qi−1, Qi) ∈ →P ,
demonstrate a strict decrease Qi−1  Qi, then all computations must be finite
by well-foundedness of . Thus, by Lemma 2.3.1, P is terminating for Q0.
Example 2.3.3 (reduction pair). Consider a CHR program P , consisting of
the rule (R @ a, a⇔ a, b.). Then, if we define a reduction pair (,) on CHR
states on the basis of the multiplicity of a/0 constraints in the state, we can
prove that a strict decrease exists between any two consecutive states given by
R. That is, for every transition in →P , the number of a/0 constraints in the
store decreases.
Since the strict partial ordering  is well-founded —at some point the number
of a/0 constraints cannot further decrease— we prove that all computations
must be finite and, therefore, prove program termination. 
Usually, in LP, a reduction pair on program states is defined on the basis of
a reduction pair on the atoms of program states, constructing an extension of
that reduction pair. As the way CHR states are composed is similar to LP, a
same technique can be applied to the CHR-context. We introduce therefore
the multiset extension of a reduction pair. As such, CHR states, which are
multisets of constraints, can be compared on the basis of an ordering on the
elements of these states.
First, we introduce the notion of a (,)-equivalent multisubset.
Definition 2.3.6 ((,)-equivalent multisubset). Let M unionmulti D be a multiset
with universe U , on which a reduction pair (,) is defined. Then, D is a
(,)-equivalent multisubset of M unionmultiD iff D is non-empty and such that
• for every two elements a and b in D holds that a ≈ b and
• given any element a in D, no element c in M exists for which c ≈ a. 
Thus, the (,)-equivalent multisubsets of a multiset represent the equivalence
classes of a multiset for a reduction pair (,). We provide an example.
Example 2.3.4 ((,)-equivalent multisubset). Consider a reduction pair
(,) on a universe U = {a, b}, where = {(a, a), (b, b)} is a pre-order relation
with associated strict partial order relation = {}. Then, for a multiset M =
Ja, b, bK, JaK and Jb, bK are its (,)-equivalent multisubsets. 
We are now ready to define the multiset extension of a reduction pair.
Definition 2.3.7 (multiset extension). Let U be a universe for the multisets
MA and MB and let (,) be a reduction pair on U . Then, the multiset
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extension of (,) is a binary relation µ, defined as: MA µ MB iff for any
(,)-equivalent multisubset E = EA unionmulti EB of MA unionmultiMB, with EA v MA and
EB vMB, holds that:
If ]EA < ]EB, then a (,)-equivalent multisubset E′ = E′A unionmulti E
′
B of
MAunionmultiMB, with E′A vMA and E
′
B vMB, exists, such that for any e ∈ E
and e′ ∈ E′ holds that e′  e and such that ]E′A > ]E
′
B. 
The definition of a multiset extension can be confusing since it is defined in
the setting of pre-orderings. Note that > is the standard order over natural
numbers. Thus, if for all (,)-equivalent multisubsets E = EA unionmulti EB of
MA unionmultiMB , with EA elements from MA and EB from MB , the relation ]EA <
]EB does not hold (and therefore the defined condition is trivially fulfilled),
then for all (,)-equivalent multisubsets E = EA unionmulti EB of MA unionmultiMB holds
that ]EA ≥ ]EB , corresponding to the intuition that MA µ MB .
There is a good reason for defining a multiset extension in this way. That is, not
all elements in MA or MB must be comparable to each other, as demonstrated
in the next example.
Example 2.3.5 (multiset extension). Consider a universe U = {a, b, c} and
a reduction pair (,) on U , where = {(a, a), (b, b), (c, c), (a, c)} is a pre-
order relation with associated strict partial order relation = {(a, c)}. Consider
two multisets MA = Jb, b, aK and MB = Jb, c, c, c, c, c, cK. Since for all (,)-
equivalent multisubsets E = EA unionmulti EB of MA unionmultiMB holds that if ]EA < ]EB
—here only for E = EB = Jc, c, c, c, c, cK— then there exists a (,)-equivalent
multisubset E′ = E′A unionmulti E
′
B of MA unionmulti MB such that for e ∈ E and e
′ ∈ E′
holds that e′  e and ]E′A > ]E
′
B —i.e., for E
′ = E′A = JaK—, we have that a
multiset decrease MA µ MB exists. As MB 6µ MA, MA µ MB. 
One interesting property of a multiset extension of a reduction pair is that it
itself yields a reduction pair.
Proposition 2.3.1 (preservation). Let µ be the multiset extension of a
reduction pair (,) for a universe U . Then, (µ,µ), with µ associated to
µ, is a reduction pair on finite multisets over U . 
Proof. A multiset extension µ is a pre-order on multisets over U . As can be
verified, it is reflexive and transitive. Furthermore, the associated strict partial
order µ is well-founded on finite multisets over U [DM79,Der82].
Because the multiset extension µ of a reduction pair (,) on U , with
associated strict partial order µ, yields a reduction pair (µ,µ), from now
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on by the multiset extension of a reduction pair (,) on U , we mean the
reduction pair (µ,µ) on finite multisets over U .
A second interesting property of multiset extensions is constructiveness.
Proposition 2.3.2 (constructiveness). Let U be a universe for the multisets
MA, MB and S. Let (,) be a reduction pair on U and (µ,µ) its multiset
extension. Then, MA µ MB ↔ S unionmultiMA µ S unionmultiMB. 
Proof. A proof is obtained by considering in Definition 2.3.7 that for all a, b,
and c ∈ N : a ≥ b ↔ a + c ≥ b + c. By joining both multisets MA and
MB with S, we add to the multiplicities of MA and MB for any element of U
the same value (see Definition 2.1.5). Therefore, the relations holding between
multiplicities before adding S to both multisets hold after S has been added to
both. As a result, the reason for a decrease between MA and MB will be the
reason for a decrease between MAunionmultiS and MB unionmultiS. The inverse is obvious.
The importance of defining a well-founded order on program states, in terms
of the atomic elements of states, now becomes clear. It allows for decrease
conditions at the level of the CHR rules, or more precisely at the level of the
transitions as given by the rules of the program, implying decreases between
the consecutive program states in computations of the program.
Example 2.3.6 (constructiveness). Similar to Example 2.3.3, we consider
a CHR program P , consisting of (R @ a, a ⇔ a, b.). Then, by defining a
reduction pair (P ,P ) on the constraints of AtomP , with multiset extension
(µP ,µP ), such that a P b, we have that for R: Ja, aK µP Ja, bK. Since
the multiset extension is constructive, Ja, aK µP Ja, bK → ∀(Qi, Qi+1) ∈ →P :
Qi µP Qi+1. Thus, by well-foundedness of µP , all computations of P must
be finite. Therefore, P terminates for any initial CHR state. 
2.3.3 The intended use
As programs can terminate for their intended use, but may be non-terminating
when used improperly, it is interesting to develop a characterisation of the
intended use and derive from it a description of the possible calls of a program
to obtain more precise proof methods. We introduce for this purpose the query
set of a CHR program.
Definition 2.3.8 (query set). Let P be a CHR program and let {〈Mj ,mj〉 |
j ∈ J} be a set of initial CHR states of interest for P . Then, the set I =⋃
j∈J Mj is called a query set for P . 
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A query set characterises the intended use of a CHR program only to some
extent, e.g., there is no characterisation of the relations that must hold between
constraints present in initial CHR states. However, on the basis of a query set
I, we can over-approximate all possible initial CHR states as I = {〈I, µQ〉 |
µQ : I → N}, where we use I as a universe for these multisets.
Considering a query set leads to a characterisation of the possible calls that
can occur during execution of a CHR program.
Definition 2.3.9 (call set). Let P be a CHR program and I a query set for P .
For any initial CHR state Q ∈ I, the call set Call(P,Q) w.r.t. Q is the closure
under substitution of the set containing all built-in and CHR constraints C for
which a variant of C is either used to call CT (including guards) or used to
fire a CHR rule of P , in some computation of P for Q. Then, the call set
Call(P, I) w.r.t. I is the set
⋃
Q∈I Call(P,Q). 
The concepts of a query and call set originate from LP-termination and
yield safe over-approximations of the actual queries and calls occurring in
computations. In CHR there can be two different notions for the call set.
We can consider the constraints added in computations or the constraints used
in computations. The latter notion, as used above in Definition 2.3.9, is more
precise, since it allows consideration of matching and guard satisfaction.
In single-headed LP, the notions of query and call set yield more accurate
descriptions when compared to CHR [Ngu09]. The atoms in the call set
correspond directly to actual calls to the program while, in CHR, this is, in
the presence of multi-headed rules, only partially the case. For termination,
however, as shown in [PDS09a], this representation is sufficiently accurate.
Finally, notice that the call set includes guard and added built-in constraints
and that under assumption of a terminating host language, that cannot
introduce CHR constraints, we could have ignored them instead. However, in
regard to automating termination proofs for CHR, where typically termination
is also proven of the host language (see Chapter 6), we prefer to include them
to improve precision of the termination analysis of the host language.
Example 2.3.7 (intended use). Most often, query sets and call sets are infinite.
Considering Example 2.2.1 —with Jmsort([s(s(s(0))), 0, s(s(0)), s(0)])K as a
possible initial CHR state— the intended initial CHR states for the merge-sort
program consist of a single msort/1 atom, with at its argument position a list
of 2n ground terms of the form s(s(. . . s(0))).
The query set I is the infinite set of all atoms of this form. The possible
initial CHR states I are all multisets definable with elements from I. These
are more general than the intended initial states —e.g., an initial CHR state
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with multiple occurrences of an msort/1 constraint is defined— but remain
sufficiently precise for proving termination (see Section 2.4.2).
The call set Call(P, I) is the set {msort(l), r(t1, t2), a(t3, t4), less(t5, t6) |
l is a bounded list of terms t0 and t0, t1, . . . , t6 are terms of the form
s(s(. . . s(0)))}. Contrary to the query set, the call set contains msort/1
constraints with lists of any length. This is due to the second rule of the Merge-
sort program. It is applicable on msort/1 constraints with a list of any length,
recursively decomposing the list one element at the time. 
Knowledge of possible calls of a program also provides information on
the instantiated parts of calls, information which is essential for proving
termination of non-ground programs. We elaborate on this second motivation
for introducing call sets in the next subsection.
2.3.4 Termination of non-ground CHR programs
To prove termination of non-ground programs, we need to be sure to only
consider the parts of constraints that are instantiated in calls to the program. In
CHR, although introduced through the host language, there is backpropagation
of data and thus if constraints in a constraint store contain uninstantiated parts,
they may get instantiated as a consequence of bindings which are propagated
backward. Since this may change the order of a constraint, to guarantee
termination using local conditions on rules, we need to consider rigidity of
the constraints used in calls w.r.t. the chosen ordering on constraints [DSS02].
Definition 2.3.10 (rigidity). A (term or) constraint C is called rigid w.r.t. a
reduction pair (,) iff C ≈ Cσ holds for any substitution σ. A set or multiset
of (terms or) constraints S is called rigid w.r.t. (,) iff all elements of S are
rigid w.r.t. (,). 
In the next example, we demonstrate rigidity for the orderings given by term-
size and list-length [BCF91]. Therefore, we first introduce these concepts.
Definition 2.3.11 (list-length). Consider a term t, then the list-length of t,
denoted |t|ll, is 1 + |tr|ll if t = [te|tr] and 0 otherwise. 
For instance, [s(0), 0]  [s(s(s(0)))] if  is given by list-length.
Definition 2.3.12 (term-size). Consider a term t, then the term-size of t,
denoted |t|ts, is 1 +
∑n
i=1 |ti|ts if t = f(t1, . . . , tn) (n ≥ 1) and 0 otherwise. 
For instance, [s(s(s(0)))] ′ [s(0), 0] if ′ is given by term-size.
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Example 2.3.8 (rigidity). The list [X|t], with X a variable and t a ground
term, is rigid w.r.t. the reduction pair (,) corresponding to list-length. For
further instantiations of [X|t], given by the substitution σ, we have that [X|t] ≈
[X|t]σ as only the first element of the list can get further instantiated and thus
the length of the list cannot alter. The list [X|t] is however not rigid w.r.t.
the reduction pair (′,′) corresponding to term-size. Term-size measures the
entire size of the term which represents the list instead of only the length of
the list, and because further instantiations of [X|t] can result in an increase in
term-size, [X|t] is not necessarily order equivalent to [X|t]σ. 
Note that we prefer conditions on the basis of rigidity and not boundedness like
in [Frü00]. In practice, rigidity is easier to verify [BCF91]. Note however that
we will not require rigidity of AtomP as this would result in reduction pairs
for which the constraints of some predicate are all order equivalent. Instead,
we construct reduction pairs on Call(P, I) for which Call(P, I) is rigid (see
Section 2.3.6) and extend these reduction pairs to reduction pairs on AtomP
(see Definition 2.3.17) for which AtomP is bounded (see Lemma 2.3.2).
2.3.5 The success set of a CHR program
When formulating termination conditions for the CHR rules of a program, we
can increase the accuracy of our termination proofs by considering satisfaction
of the guards of these rules. Since guards can introduce bindings, their effect
can be considered in decrease conditions, resulting in increased precision.
Example 2.3.9 (intermediate calls 1). Consider a similar rule to the CHR
rule introduced in Example 1.3.1:
gcd(M), gcd(N)⇔ N >=M,M > 0, L is N −M | gcd(M), gcd(L).
It only differs from the second CHR rule of Example 1.3.1 in that the built-
in constraint L is N − M is moved from the body of the rule to the guard
of the rule such that it is now solved deterministically. The rule activates on
ground gcd/1 constraints containing positive integers. By considering the effect
of the call L is N −M —i.e., M subtracted from N yields L— together with
the guarantee that N >= M and M > 0, we can prove that a strict decrease
exists between the value of N and the value of L using the standard ordering
on natural numbers. Therefore, a strict multiset decrease can be shown to exist
between the removed head and the body of the rule for any transition using the
rule and thus we can prove program termination. 
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The effect of an intermediate call can be estimated using the success set of
its predicate. In LP, the success set is the procedural counterpart of the least
Herbrand model [Llo87].
Definition 2.3.13 (success set of an LP program). Let P be an LP program.
The success set RSSP of P is the set of all A ∈ BP such that P ∪ {← A}
has a refutation. The success set RSSp/n of a predicate p/n of P is the set
{A | A ∈ RSSP ∧ rel(A) = p/n}. 
In practice, the success set of a predicate is often given as a safe over-
approximation of its actual contents. In the next example, we discuss the
success set of the built-in predicates of the CHR program of Example 2.3.9.
Example 2.3.10 (intermediate calls 2). Revisiting Example 2.3.9, then the
success set RSS>=/2 of >=/2 is {N >= M | N,M ∈ N ∧ N ≥ M}. For the
other built-in constraints, we have RSS>/2 = {N > M | N,M ∈ N ∧ N > M}
and RSSis/2 = {L is N −M | N,M,L ∈ N ∧ L = N −M}, where is/2 is the
restricted version of the Prolog predicate is/2, adapted to its use in P . When
considering the CHR rule of Example 2.3.9, we can now restrict our attention
to those instantiations of the rule for which the guards are part of their success
set: ∀N,M,L ∈ N : N >=M ∈ RSS>=/2 ∧M > 0 ∈ R
SS
>/2 ∧L is N −M ∈ R
SS
is/2.
For these instances, we can guarantee a strict multiset decrease between the
head and body of the rule, as argued in Example 2.3.9. 
Next to the built-in constraints of the guard of a CHR rule, it may also be the
case that added built-in constraints, in the body of a CHR rule, need to be
considered to prove decreases between the head and the body of a CHR rule.
Example 2.3.11 (intermediate calls 3). Consider the CHR rule
gcd(M), gcd(N)⇔ N >=M,M > 0 | L is N −M, gcd(M), gcd(L).
of Example 1.3.1. As the built-in constraint L is N −M is part of the body of
the CHR rule, in contrast to Example 2.3.9, it is solved non-deterministically.
Given termination of the host language, when L is N −M is solved, it returns
bindings similar as in Example 2.3.9. Thus, we can prove termination if
it is guaranteed that this built-in constraint is solved before the added CHR
constraint gcd(L) can be used to fire the CHR rule.
Because of the guard of the CHR rule, only gcd(L) constraints with L a natural
number can fire the rule. Since bindings for L are generated as a direct
consequence of solving the added L is N − M constraints, we can consider
L is N−M as an intermediate call for gcd(L). Therefore, to prove termination,
we may estimate the possible values for is/2 constraints by the success set of
their predicate like in Example 2.3.9. 
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Estimating the effect of added built-in constraints for proving termination is
in general not correct. Even though we assume a terminating host language, a
built-in constraint can be delayed forever and thus might never be evaluated.
Therefore, a built-in constraint can be added that would fail the program if
solved, without actually resulting in program failure. To illustrate this, consider
the CHR rule (a ⇔ 4 is 3 + 2, a.). For an initial CHR state JaK, the rule can
repeatedly replace the constraint a without solving any of the added built-in
constraints. In this case, the program runs forever.
To overcome this problem, we require fairness. That is, no constraint can be
delayed forever. As it is reasonable to consider a fair semantics [Frü98], from
now on, any CHR semantics of interest is considered to be fair. Therefore,
by assumption of a terminating host language, a built-in constraint will either
finitely fail the program or be bound according to its (extended) success set
(see Definition 2.3.15) in a finite number of steps.
Note that if we would have considered the call set to be the constraints added
by CHR rules, in contrast to the constraints used as in Definition 2.3.9, there
would be no increment in considering the effect of the body built-in constraints
due to a requirement of rigidity of the call set (see Section 2.3.4).
For a CHR program P (and its host language), we define the success set as the
set of ground constraints that turn up in successful CHR computations of P .
Definition 2.3.14 (success set of a CHR program). Let P be a CHR program.
The success set RSSP of P is the set of all A ∈ BP such that there exists a
CHR state JAK unionmulti S, with S possibly empty, that is an initial CHR state in a
successful computation of P . The success set RSSc/n of a predicate c/n is the set
{A | A ∈ RSSP ∧ rel(A) = c/n}. 
Example 2.3.12 (success set of a CHR program). Consider a CHR program
diff(A,B,C)⇔ C is A−B.
Similar to Example 2.3.10, using Definition 2.3.14 instead, we can derive for
is/2 the same success set as in Example 2.3.10. As the diff/3 constraints
can all fire the CHR rule, adding an is/2 built-in constraint with the same
arguments, we can derive for diff/3 that RSSdiff/3 = {diff(N,M,L) |
N,M,L ∈ N ∧ L = N −M}.
Consider now a CHR program P :
a(A), b(B), c(C)⇔ C is A−B.
Here, presence of a constraint matching a head constraint of the above CHR
rule does not guarantee rule application. There is also a requirement for partner
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constraints. Therefore, all ground instances of a(A), b(B) and c(C), in BP , are
in their success set. 
There is a good reason for introducing the success set of a CHR program and
not restricting to the success set of the host language of the CHR program.
That is, we do not wish to be concerned with host language specifics and thus
do not wish to define termination conditions for every host language of interest.
Since the success set of the host language is contained within the success set
of a CHR program, this resolves the problem. For a CHR program with host
language LP, we have the following property.
Proposition 2.3.3 (containment). Let P be a CHR program with a constraint
theory CT defined by an LP program P ′. Then, for any built-in constraint b:
b ∈ RSSP ′ ↔ b ∈ R
SS
P . 
Proof. Assume a built-in constraint b ∈ RSSP ′ . Then, b has a refutation in
P ′. Thus, solving JbK by P ′ results in a successful computation of P and thus
b ∈ RSSP . Assume a built-in constraint b ∈ R
SS
P . For any initial CHR state
JbK unionmulti S in a successful computation of P , b must be successfully solved by P ′.
Therefore, b has a refutation in P ′ and thus b ∈ RSSP ′ .
A second motivation for introducing the success set of a CHR program and not
only for the host language could be that also CHR constraints can behave as
intermediate calls, as we demonstrate in the next example.
Example 2.3.13 (intermediate calls 4). Consider a CHR program P :
gcd(M), gcd(N)⇔ N >=M,M > 0 | diff(N,M,L), gcd(M), gcd(L).
diff(A,B,C)⇔ C is A−B.
Here, in order to prove termination of the program, we need to estimate the
effect of the CHR constraint diff(N,M,L) in the first rule, because, similar
to Example 2.3.11, it is an intermediate call for gcd(L). Given the second rule,
we know that the effect of diff(N,M,L) coincides with that of L is N −M
(see Example 2.3.12). Together with the effect of the guards of the first rule,
we thus know that, in the first rule, L must have a strictly smaller value than
N and, therefore, that we can show a strict multiset decrease between the head
and the body of the CHR rule. 
As discussed in Section 5.2.1, using the success set of a CHR predicate is
not straightforward. Secondly, CHR programs where the success set of CHR
predicates is required to prove termination do not often occur in practice as
the availability of a host language disfavours it. Therefore, we will not consider
CHR constraints as candidates for intermediate calls.
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2.3.6 The Ranking Condition for abstract CHR
The Ranking Condition (RC) for an abstract CHR program is similar to the
decrease conditions for an LP program [DSD94]. Abstract CHR rules are in
fact multi-headed variants of LP-clauses. For them to induce a decrease at the
state-size level, there must exist a decrease between the multiset of constraints
removed from the constraint store and the multiset of constraints added.
First, note that in CHR computations not all built-in constraints, when solved
successfully, need to produce bindings for each of the variables in these built-in
constraints. The next example illustrates this.
Example 2.3.14 (CHR success set). Consider a built-in predicate less/2, with
the following Prolog implementation:
less(s(X), s(Y )) : − less(X,Y ). less(0, s(Y )).
For less/2, a call less(s(s(0)), s(s(s(A)))), with A a variable, succeeds without
generating bindings for A. Clearly, less(s(s(0)), s(s(s(A))) is not part of the
success set RSSless/2 of less/2, however, any ground instance thereof is. 
During CHR computations, therefore, constraints that are successfully solved
belong to the extended success set of a CHR program.
Definition 2.3.15 (extended success set). Let P be a CHR program and RSSP
the success set of P . The extended success set of P is the set RSSEP = {A | A ∈
AtomP ∧for every grounding substitution θ of A : Aθ ∈ RSSP }. The extended
success set RSSEc/n of a predicate c/n is {A | A ∈ R
SSE
P ∧ rel(A) = c/n}. 
For the same reason as to why we only discussed the abstract CHR semantics
in terms of simplification (see Section 2.2), we only define the RC for abstract
CHR in terms of simplification and not propagation or simpagation.
Definition 2.3.16 (RC for abstract CHR). Let P be a CHR program and I a
query set. Let (,) be a reduction pair on Call(P, I) such that Call(P, I) is
rigid w.r.t. (,) and let (µ,µ) be the multiset extension of (,). Then, a
CHR program P for I satisfies the RC for abstract CHR iff for any substitution
χ of the variables of a simplification rule
R @ H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
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∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
the decrease
JH1, . . . ,HnKχ µ JC | C ∈ JB1, . . . , Bl, C1, . . . , CmKχ ∧ C ∈ Call(P, I)K
holds. 
Note that we defined the RC in terms of an ordering on the elements of the call
set Call(P, I) and not in terms of an ordering on the elements of AtomP . The
reason for this is that any element in AtomP , outside Call(P, I), can always
be ordered strictly smaller than the elements in Call(P, I). For this purpose,
we introduce the natural extension of a reduction pair.
Definition 2.3.17 (natural extension). Let S1 and S2 be two sets of constraints
such that S1 ⊆ S2. Let  be a pre-order relation on S1. Then, the
natural extension of  to S2 is ′ on S2, defined as ′ =  ∪ δ, where
δ= {(a, b), (b, b) | a ∈ S1, b ∈ S2 \ S1} ∪ {(b, b′), (b′, b) | b, b′ ∈ S2 \ S1}. 
By construction, the natural extension of a reduction pair is a reduction pair.
Proposition 2.3.4 (preservation). Let S1 and S2 be two sets of constraints
such that S1 ⊆ S2. Let  be a pre-order relation on S1 and 
′ its natural
extension to S2. Then, (,) is a reduction pair iff (′,′) is a reduction
pair, with  and ′ the strict partial orderings associated to  and ′. 
Proof. As can be verified, ′ is a pre-order iff  is a pre-order. The associated
partial order ′ is well-founded if  is well-founded as there exists no (a, b)
in ′ such that a and b are both in S2 and not in S1. Obviously, if ′ is
well-founded, then  is well-founded.
Therefore, we may also say that a reduction pair (′,′) is the natural
extension of a reduction pair (,). Thus, considering the natural extension of
a reduction pair (,) on Call(P, I) to a reduction pair (P ,P ) on AtomP ,
we preserve the order relations for elements in the call set, while elements
outside the call set are all order equivalent and ordered strictly smaller than
any of the constraints in the call set.
Using a natural extension, we can reformulate the RC for abstract CHR.
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Corollary 2.3.1 (RC for abstract CHR). Let P be a CHR program and I a
query set. Furthermore, let (,) be a reduction pair on Call(P, I) such that
Call(P, I) is rigid w.r.t. (,), let (P ,P ) be the natural extension of (,)
to AtomP and let (µP ,µP ) be the multiset extension of (P ,P ). Then, a
CHR program P for I satisfies the RC for abstract CHR w.r.t. (,) iff for
any substitution χ of the variables of a simplification rule
R @ H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
the decrease JH1, . . . ,HnKχ µP JB1, . . . , Bl, C1, . . . , CmKχ holds. 
Proof. Consider a reduction pair (,) on Call(P, I) and its natural extension
(P ,P ) to AtomP (see Definition 2.3.17). Furthermore, let (µ,µ) and
(µP ,µP ) be the multiset extensions of (,) and (P ,P ), respectively.
Then, by natural extensions and multiset extensions, because the head
constraints JH1, . . . ,HnKχ, which are part of the call set, must be strictly
greater (P ) than the body constraints not in the call set, we have that
JH1, . . . ,HnKχ µ JC | C ∈ JB1, . . . , Bl, C1, . . . , CmKχ ∧ C ∈ Call(P, I)K
holds iff
JH1, . . . ,HnKχ µP JB1, . . . , Bl, C1, . . . , CmKχ
holds.
Notice that AtomP is not rigid w.r.t. (P ,P ) if Call(P, I) is rigid w.r.t.
(,), i.e., the natural extension does not preserve rigidity. Consider for
example some constraint a(A) not in the call set and a more instantiated
constraint a(s(0)) in the call set. Then, by construction, a(s(0)) P a(A).
Finally, note that built-in constraints can be ignored in the decrease conditions.
This is because built-in constraints (by assumption) cannot introduce new
CHR constraints. Therefore, built-in constraints of the call set can always
be ordered strictly smaller than CHR constraints of the call set. Also note
that for simpagation rules we can ignore the kept heads, since kept heads will
appear on both sides of the decrease conditions (see Proposition 2.3.2).
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2.3.7 Correctness of the RC for abstract CHR
To prove the correctness of the RC for abstract CHR (see Definition 2.3.16),
i.e., satisfaction of the RC implies program termination, we first introduce a
representation of CHR states, defined in terms of CHR computations.
Definition 2.3.18 (abstract CHR state representation). Let P be an abstract
CHR program and I a query set. Let Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→
Qq
P,φq+1
−−−−→ . . . be any computation of P for I, where φi = θi —the answer
substitution for the built-in constraint— if Qi−1
P,φi
−−−→ Qi is a solve transition,
and φi = σiθi —the composition of the match substitution and the answer
substitution for the guard— if Qi−1
P,φi
−−−→ Qi is a simplification transition.
Then, for q ≥ i, we define
• φqi = φ
∅φi+1φi+2 . . . φq, with φ
∅ the empty substitution, and
• |Qi|
q = Qiφ
q
i . 
We will also need the following lemma.
Lemma 2.3.2 (boundedness of |.|q in q). Let P be an abstract CHR program
and I a query set. Let Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→ Qq
P,φq+1
−−−−→ . . . be
any computation of P for I. Let (,) be a reduction pair on Call(P, I),
for which Call(P, I) is rigid, and let (P ,P ) be its natural extension to
AtomP . Furthermore, let (µP ,µP ) be the multiset extension of (P ,P ).
Then, for any Qi in the computation, there exists a q ≥ i, with Qq in the
computation, such that for all q′ ≥ q, with Qq′ in the computation, holds that
|Qi|q ≈µP |Qi|
q′ . 
Proof. Qi is a finite multiset of constraints in AtomP . Let A be a constraint
in Qi. Furthermore, consider that
• by rigidity, if A ∈ Call(P, I), then for any q ≥ i: Aφqi ≈P A, and
• by natural extensions, if A ∈ AtomP \ Call(P, I), then
for any q ≥ i such that Aφqi ∈ AtomP \ Call(P, I) : Aφ
q
i ≈P A, and
for any q ≥ i such that Aφqi ∈ Call(P, I) : Aφ
q
i P A.
So, for any A ∈ Qi, either for all q ≥ i: Aφ
q
i ≈P A, or there exists a qA ≥ i
such that AφqAi P A and for all q
′ ≥ qA: Aφ
q′
i ≈P Aφ
qA
i . Since Qi is finite,
by taking the maximum of all such qA, we obtain the result.
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Using the abstract CHR state representation, under satisfaction of the RC for
abstract CHR, we can prove that for any transition in a non-failed computation,
there exists a strict decrease between the consecutive program states. We have
the following lemma.
Lemma 2.3.3. Let P be an abstract CHR program which satisfies the RC for
abstract CHR for a query set I w.r.t. (,) on Call(P, I). Let (P ,P ) be the
natural extension of (,) to AtomP and (µP ,µP ) the multiset extension of
(P ,P ). Then, for any transition Qi−1
P,φi
−−−→ Qi in a non-failed computation
Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→ Qq
P,φq+1
−−−−→ . . . of P for I, holds that
∃q ≥ i such that ∀q′ ≥ q : |Qi−1|q
′
≈µP |Qi−1|
q µP |Qi|
q ≈µP |Qi|
q′ . 
Proof. There are two kinds of transitions to consider:
1. Let Qi−1
P,φi
−−−→ Qi be a solve transition in a non-failed computation of P
for I and let Qq be in the computation, with q ≥ i. Then, necessarily,
• |Qi−1|q = Qi−1φ
q
i−1 = (JbK unionmulti S)φ
q
i−1,
• |Qi|q = Qiφ
q
i = (Sθi)φ
q
i , and
• φqi−1 = θiφ
q
i .
As JbKφqi−1 µP JK, by constructiveness, JbKφ
q
i−1 unionmulti Sφ
q
i−1 µP Sφ
q
i−1, and
thus |Qi−1|q µP |Qi|
q.
Since this holds for any q ≥ i, and by Lemma 2.3.2 there exists a qi−1,
such that for all q′ ≥ qi−1, |Qi−1|q
′
≈µP |Qi−1|
qi−1 , and a qi, such that
for all q′ ≥ qi, |Qi|q
′
≈µP |Qi|
qi , we have that for q = max{qi−1, qi}, for
all q′ ≥ q : |Qi−1|q
′
≈µP |Qi−1|
q µP |Qi|
q ≈µP |Qi|
q′ .
2. Let Qi−1
P,φi
−−−→ Qi be a simplification transition in a non-failed
computation of P for I. Let (R @ H1, . . . ,Hn ⇔ G1, . . . , Gk |
B1, . . . , Bl, C1, . . . , Cm.) be the simplification rule of P applied in the
transition and this on the CHR constraints h1, . . . , hn of Qi−1 with match
substitution σi, such that the guards G1, . . . , Gk all succeed with answer
substitution θi. Let furthermore Qq be in the computation, with q ≥ i.
Then, necessarily,
• |Qi−1|q = Qi−1φ
q
i−1 = (Jh1, . . . , hnK unionmulti S)φ
q
i−1,
• |Qi|q = Qiφ
q
i = ((JB1, . . . , Bl, C1, . . . , CmK unionmulti S)σiθi)φ
q
i , and
• φqi−1 = σiθiφ
q
i .
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Let χqi−1 = σiθiχ
q
i be the substitution obtained by restricting the domain
of φqi−1 = σiθiφ
q
i to the variables of R. Then, considering the precondition
of the RC for abstract CHR (see Corollary 2.3.1), since both the call set
and the extended success set are closed under substitution, we have that
for any q ≥ i :
∀H ∈ JH1, . . . ,HnKχ
q
i−1 : H ∈ Call(P, I), and
∀G ∈ JG1, . . . , GkKχ
q
i−1 : G ∈ R
SSE
rel(G).
As furthermore, by fairness, there must exists a state Qqf in the
considered computation, with qf ≥ i, such that the body built-in
constraints, B1, . . . , Bl, of R were all solved successfully, we have that
for any q′ ≥ qf :
∀B ∈ JB1, . . . , BlKχ
q′
i−1 : B ∈ R
SSE
rel(B).
Therefore, a qf ≥ i exists, such that for any q′ ≥ qf , χ
q′
i−1 satisfies the
precondition of the RC for abstract CHR. Therefore, under satisfaction
of the RC for abstract CHR, this implies that a qf ≥ i exists, such that
for any q′ ≥ qf : JH1, . . . ,HnKχ
q′
i−1 µP JB1, . . . , Bl, C1, . . . , CmKχ
q′
i−1, or
else, JH1, . . . ,HnKφ
q′
i−1 µP JB1, . . . , Bl, C1, . . . , CmKφ
q′
i−1. By construc-
tiveness, JH1, . . . ,HnKφ
q′
i−1 unionmulti Sφ
q′
i−1 µP JB1, . . . , Bl, C1, . . . , CmKφ
q′
i−1 unionmulti
Sφq
′
i−1, and thus
Jh1, . . . , hnKφ
q′
i−1 unionmulti Sφ
q′
i−1 µP JB1, . . . , Bl, C1, . . . , CmKφ
q′
i−1 unionmulti Sφ
q′
i−1.
Thus, there exists a qf ≥ i, such that for any q′ ≥ qf : |Qi−1|q
′
µP |Qi|
q′ .
By the same argument as used at the end of part 1, there also exists a q,
such that for all q′ ≥ q : |Qi−1|q
′
≈µP |Qi−1|
q µP |Qi|
q ≈µP |Qi|
q′ .
We are ready to express the correctness of our RC, i.e., the RC for abstract
CHR guarantees termination of the CHR program P for the query set I.
Theorem 2.3.1. If an abstract CHR program P for a query set I satisfies the
RC for abstract CHR, then P is terminating for I. 
Proof. We prove that all computations of P for I are finite by proving that all
non-failed computations of P for I are finite. Then, by Lemma 2.3.1, since all
computations are finite, P is terminating for I.
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If P for I satisfies the RC for abstract CHR, then, by Lemma 2.3.3, for any
non-failed computation Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φn
−−−→ Qn
P,φn+1
−−−−−→ . . .
of P for I, there exist q0 ≤ q1 ≤ q2 ≤ · · · ≤ qn ≤ . . . such that
|Q0|
q0 µP |Q1|
q0 ≈µP |Q1|
q1 µP |Q2|
q1 ≈µP
|Q2|
q2 µP |Q3|
q2 ≈µP · · · ≈µP |Qn|
qn µP |Qn+1|
qn ≈µP . . . .
Let ΣP be the set of abstract CHR states of P . Let (′µP ,
′
µP ) be the reduction
pair, associated to (µP ,µP ), on the set ΣP /≈µP , i.e., the equivalence classes
of ΣP w.r.t. (µP ,µP ). For any s ∈ ΣP , we denote by [s] the corresponding
element of ΣP /≈µP . Then, for any non-failed computation of P for I, we can
construct a sequence,
[|Q0|q
0
] ′µP [|Q1|
q0 ] ′µP [|Q2|
q1 ] ′µP · · · 
′
µP [|Qn+1|
qn ] ′µP . . . ,
of elements of ΣP /≈µP .
If the computation is infinite, we obtain an infinite strict decreasing chain of
elements of ΣP /≈µP . As this contradicts the well-foundedness of 
′
µP on
ΣP /≈µP , any non-failed computation of P for I must be finite.
2.4 Termination of typical abstract CHR programs
In this section, we discuss termination of typical abstract CHR programs by
application of the RC for abstract CHR (see Definition 2.3.16).
2.4.1 Greatest common divisor
Recall the CHR program P from Example 1.3.1 for computing the greatest
common divisor:
R1 @ gcd(0)⇔ true.
R2 @ gcd(M), gcd(N)⇔ N >=M,M > 0 | L is N −M, gcd(M), gcd(L).
For any number of gcd/1 constraints with positive integer arguments, the
program returns an answer state containing a single gcd/1 constraint. Given
a query set I = {gcd(t) | t ∈ N}, we can derive a call set Call(P, I) =
I ∪ {t1 >= t2,t3 > 0, t6 is t4 − t5 | t1, t2, . . . , t5 ∈ N ∧ t6 ∈ V arP }.
To prove termination of P for I, we can order the gcd/1 constraints of the call
set by their argument values using the reduction pair (≥, >) on positive integer
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numbers. E.g., gcd(5)  gcd(3). Furthermore, all built-in constraints of the call
set are order equivalent and strictly smaller than any of the gcd/1 constraints
of the call set, such that they can be ignored in the decrease conditions of the
RC for abstract CHR. It can be verified that (,) is a reduction pair and
that Call(P, I) is rigid w.r.t. (,).
Recall the success sets of the built-in constraints of P from Example 2.3.10:
RSS>=/2 = {N >=M | N,M ∈ N ∧N ≥M},
RSS>/2 = {N > M | N,M ∈ N ∧N > M} and
RSSis/2 = {L is N −M | N,M,L ∈ N ∧ L = N −M}.
It can be verified that RSSE>=/2 = R
SS
>=/2, R
SSE
>/2 = R
SS
>/2 and R
SSE
is/2 = R
SS
is/2.
Let (µ,µ) be the multiset extension of (,). Then, P for I satisfies the
RC for abstract CHR if for any substitution χ of the variables of R1 holds that
gcd(0)χ ∈ Call(P, I)→ Jgcd(0)Kχ µ JC | C ∈ JKχ ∧ C ∈ Call(P, I)K and
for any substitution χ of the variables of R2 holds that
gcd(M)χ ∈ Call(P, I) ∧ gcd(N)χ ∈ Call(P, I)∧
(N >=M)χ ∈ RSSErel(N>=M) ∧ (M > 0)χ ∈ R
SSE
rel(M>0)∧
(L is N −M)χ ∈ RSSErel(L is N−M) →
Jgcd(M), gcd(N)Kχ µ JC | C ∈ Jgcd(M), gcd(L)Kχ ∧ C ∈ Call(P, I)K.
The condition for the first rule is trivially satisfied. The condition for the
second rule is also satisfied. That is, by considering that each of the built-
in constraints, N >= M , M > 0 and L is N −M , simultaneously need to
belong to the extended success set of their respective predicates, we have that
Nχ > Lχ and thus gcd(N)χ  gcd(L)χ. Thus, P is terminating for I.
2.4.2 Merge-sort
The following CHR program P is the merge-sort algorithm from Example 2.1.4,
of which the use has been discussed in Example 2.2.1:
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R1 @ msort([])⇔ true.
R2 @ msort([L|Ls])⇔ r(0, L),msort(Ls).
R3 @ r(D,L1), r(D,L2)⇔ less(L1, L2) | r(s(D), L1), a(L1, L2).
R4 @ a(L1, L2) \ a(L1, L3)⇔ less(L2, L3) | a(L2, L3).
For P , the query set I and call set Call(P, I) are discussed in Example 2.3.7.
That is, I is the infinite set of msort/1 constraints, with at their argument
position a list of 2n ground terms of the form s(s(. . . s(0))). The call set
Call(P, I) is the set {msort(l), r(t1, t2), a(t3, t4), less(t5, t6) | l is a bounded
list of terms t0 and t0, t1, . . . , t6 are terms of the form s(s(. . . s(0)))}.
Note that R4 is possibly non-terminating. Consider for example the application
of R4 on the constraints a(s(0), s(0)) and a(s(0), s(s(0))), then the constraint
a(s(0), s(s(0))) is replaced by an identical constraint, allowing R4 to fire in an
identical way. This, however, can never be the case in the intended use of the
program as only a(L1, L2) constraints are added to the constraint store, by R3
and R4, such that CT |= less(L1, L2).
In order to prove termination, therefore, we need to refine the description of
the call set to reflect that the first argument of the a/2 constraints in the call
set is of a strictly smaller term-size (see Definition 2.3.12) than the second as
CT |= less(t1, t2) → |t2|ts > |t1|ts. Thus, Call(P, I) = {msort(l), r(t1, t2),
a(t3, t4), less(t5, t6) | l is a bounded list of terms t0 and t0, t1, . . . , t6 are
terms of the form s(s(. . . s(0))), where |t4|ts > |t3|ts}. Note that in Section
6.5, we prove termination of this program automatically.
To prove termination of P for I, we construct on Call(P, I) a reduction pair
(,), with associated equivalence relation ≈, as follows:
• ∀msort(x),msort(y) ∈ Call(P, I) such that |x|ll ≥ |y|ll, where |.|ll is
list-length (see Definition 2.3.11): msort(x)  msort(y).
• ∀x, y, z ∈ Call(P, I) such that rel(x) is msort/1, rel(y) is r/2 and rel(z)
is a/2: x  y and x  z.
• ∀x, y ∈ Call(P, I) such that rel(x) and rel(y) are r/2: x ≈ y,
• ∀x, y ∈ Call(P, I) such that rel(x) is r/2 and rel(y) is a/2: x  y.
• ∀a(w, x), a(y, z) ∈ Call(P, I) such that |x|ts − |w|ts ≥ |z|ts − |y|ts, where
|.|ts is term-size (see Definition 2.3.12): a(w, x)  a(y, z).
Furthermore, all built-in constraints of the call set are order equivalent and
strictly smaller than any of the CHR constraints of the call set, such that they
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can be ignored in the decrease conditions of the RC for abstract CHR. It can
be verified that the call set is rigid w.r.t. (,).
Finally, to prove termination, we need the extended success set of the less/2
predicate: RSSEless/2 = {less(a, b) | a is a term of the form s(s(. . . s(0))) and b
is a term of the form s(s(. . . s(c))) with c ∈ {0}∪V arP , where |b|ts > |a|ts}.
Let (µ,µ) be the multiset extension of (,). Then, P for I satisfies the
RC for abstract CHR if for any substitution χ of the variables of R1 holds that
msort([])χ ∈ Call(P, I)→ Jmsort([])Kχ µ JC | C ∈ JKχ ∧ C ∈ Call(P, I)K,
for any substitution χ of the variables of R2 holds that
msort([L|Ls])χ ∈ Call(P, I)→
Jmsort([L|Ls])Kχ µ JC | C ∈ Jr(0, L),msort(Ls)Kχ ∧ C ∈ Call(P, I)K,
for any substitution χ of the variables of R3 holds that
r(D,L1)χ ∈ Call(P, I) ∧ r(D,L2)χ ∈ Call(P, I)∧
less(L1, L2)χ ∈ RSSErel(less(L1,L2)) →
Jr(D,L1), r(D,L2)Kχ µ JC | C ∈ Jr(s(D), L1), a(L1, L2)Kχ ∧ C ∈ Call(P, I)K
and, finally, for any substitution χ of the variables of R4 holds that
a(L1, L2)χ ∈ Call(P, I) ∧ a(L1, L3)χ ∈ Call(P, I)∧
less(L2, L3)χ ∈ RSSErel(less(L2,L3)) →
Ja(L1, L2), a(L1, L3)Kχ µ JC | C ∈ Ja(L1, L2), a(L2, L3)Kχ∧C ∈ Call(P, I)K.
The first condition from above is trivially satisfied. For the second condition,
for any χ, we have thatmsort([L|Ls])χ  msort(Ls)χ because their arguments
demonstrate a strict decrease in list-length: |[L|Ls]χ|ll > |Lsχ|ll. As
furthermore any CHR constraint of the r/2 predicate is strictly smaller than
any CHR constraint of the msort/1 predicate, the second condition is satisfied.
For the third condition, for any χ, the number of r/2 constraints decreases,
which are all order equivalent, while only adding new a/2 constraints, of which
those in the call set are strictly smaller than any of the r/2 constraints in the
call set. Thus, the condition for the third rule is satisfied. Finally, the condition
on the fourth rule is satisfied as well. That is, if the precondition is satisfied,
then |L1χ|ts < |L2χ|ts, |L1χ|ts < |L3χ|ts and |L2χ|ts < |L3χ|ts. Therefore,
|L3χ|ts− |L1χ|ts > |L3χ|ts− |L2χ|ts and thus a(L1, L3)χ  a(L2, L3)χ. Thus,
P is terminating for I.
Chapter 3
Termination of CHR with
propagation
The main challenge in proving termination of the full CHR language —thus of
CHR programs that may contain any kind of rule— is dealing with propagation.
Because propagation rules only add constraints, a fire-once policy is required
to guarantee that any combination of constraints can fire a propagation rule at
most once, as such avoiding the trivial non-termination of propagation.
As was discussed in the Introduction, in the presence of propagation, an
approach on the basis of proving state-size decreases cannot be achieved using
the constraint store alone. To observe decreases, we would need to keep track
of information regarding a fire-once policy. Two different approaches exist for
implementing a fire-once policy at the level of CHR states. One approach keeps
a history for tracking the combinations of constraints that have already fired
a propagation rule [Frü98, Sch05], preventing as such multiple applications of
a propagation rule on the same combination of constraints. Obviously, such a
history can only increase in size when applying a propagation rule.
A second approach keeps a forecast on the combinations of constraints that still
can fire a propagation rule [Abd97]. For certain applications of simplification
rules, such a forecast may increase in size (see Chapter 4).
Therefore, in [VDSP08], a new approach was pursued. Instead of a
termination argument based on state-size decreases, an argument is formulated
guaranteeing the finite addition of constraints in any computation of the
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program. In the presence of a fire-once policy, this implies program termination.
As has been shown in [PDS08b] (see Chapter 4), the technique of this chapter
is less powerful than the technique based on state-size decreases of the next
chapter. There is however an important motivation to discuss the approach
of [VDSP08] in this text. That is, it is a novel approach, based on a new
characterisation of CHR termination, that will prove to be useful in the
correctness proofs of the next chapters.
Finally, note that, in contrast to [VDSP08], we consider the call set to be the
set of constraints used by the rules of the program and that we extend the
approach of [VDSP08] to general orderings.
3.1 The theoretical CHR semantics
In CHR, multiple occurrences of a CHR constraint can be present in a
constraint store. Since all these occurrences, recombined with the same partner
constraints, can fire the same propagation rule once, we need to be able
to differentiate between multiple occurrences of a CHR constraint. Thus,
constraints need labelling.
Definition 3.1.1 (labelled constraint). A labelled constraint c]i consists of a
constraint c and a label i. We define con(c]i) = c to obtain the constraint and
id(c]i) = i to obtain the label. 
Although it is not required, note that we also label built-in constraints. It will
allow for a more elegant formalisation of the theoretical CHR semantics and
the termination conditions of this and the next chapter. This is because both
the built-in and the CHR constraints of a CHR program are kept in a single
constraint store, of which the elements are described by a single set AtomP .
To label constraints, we use positive integer numbers. Therefore, to consider
all labelled constraints constructible from the language L underlying P , we
have to combine the elements of AtomP with labels in N, and we define this
set as AtomNP = {c]i | c ∈ AtomP ∧ i ∈ N}. Thus, the following equalities hold:
AtomP = {con(c) | c ∈ AtomNP } and N = {id(c) | c ∈ Atom
N
P }. Finally, we call
a set S a slice of AtomNP iff S ⊆ Atom
N
P ∧ ∀c, c
′ ∈ S : id(c) 6= id(c′).
Under the theoretical CHR semantics, we are no longer concerned with
multisets of CHR constraints. Rules operate on sets of uniquely labelled
constraints. However, note that if labels are omitted, a set of labelled CHR
constraints can still correspond to a multiset of CHR constraints.
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Definition 3.1.2 (constraint store). Let P be a CHR program. Then, S is
called a constraint store for P iff S is a slice of AtomNP . 
As mentioned before, there are two approaches for implementing a fire-once
policy: a propagation history [Sch05] for preventing multiple applications of
propagation rules or a propagation forecast [Abd97] for allowing propagation
rules to be fired on combinations of constraints. In either case, we represent
this information using tokens.
Definition 3.1.3 (token). Let P be a CHR program and {h1]id1, . . . , hn]idn}
a slice of AtomNP . Then, (R, h1]id1, . . . , hn]idn) is called a token for P iff there
exists a propagation rule
R @ H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P and ∃σθ : CT |= ((h1 = H1)∧ · · · ∧ (hn = Hn))σ ∧ (G1 ∧ · · · ∧Gk)σθ. By
TokenP , we denote the set of tokens of a CHR program P . 
Note that in the setting of a propagation forecast, in order to verify whether a
token corresponds to a pending application of a propagation rule, we consider
unification and not matching. As such, also constraints that are not yet
sufficiently instantiated to fire a propagation rule are accounted for. In the
setting of a propagation history, we keep track of propagation rules that fired
on sufficiently instantiated constraints, and thus can require matching instead.
The approach to termination analysis of CHR discussed in this chapter does
not depend on how a fire-once policy is implemented. It is sufficient to consider
its presence. Therefore, to define the theoretical semantics, we implement it
here —in accordance to our needs for the next chapter (see Chapter 4)— by a
propagation forecast.
Definition 3.1.4 (propagation forecast). Let P be a CHR program. Then, T
is called a propagation forecast for P iff it is a subset of TokenP , representing
pending applications of propagation rules in P . 
Note that in [Abd97], a propagation forecast is called a token store instead. In
our opinion, a token store should be regarded as the underlying data structure
for a history or forecast, both differing only in the meaning they assign to the
tokens in the token store. Thus, we define a theoretical CHR state as follows.
Definition 3.1.5 (theoretical CHR state). Let P be a CHR program. Then, a
theoretical CHR state for P is an annotated tuple 〈S, T 〉ν , where
• S is a constraint store for P ,
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• T is a propagation forecast for P and
• ν is a fresh label in N for the next constraint added to S. 
Whenever adding a new CHR constraint D to the constraint store S, this
new constraint can possibly fire a propagation rule with CHR constraints
already present in the constraint store. Therefore, it can result in new pending
applications TA(D,S) of propagation rules.
Definition 3.1.6 (propagation forecast: addition of tokens). Let P be a
CHR program, 〈S, T 〉ν a CHR state and D a labelled constraint added to the
constraint store S, then
TA(D,S) = {(Rp, h1]i1, . . . , hn]in) |
(Rp @ H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.) ∈ P,
{h1]i1, . . . , hn]in} ⊆ ({D} ∪ S),D ∈ {h1]i1, . . . , hn]in} and
∃σθ : CT |= ((h1 = H1) ∧ · · · ∧ (hn = Hn))σ ∧ (G1 ∧ · · · ∧Gk)σθ},
where σ and θ are substitutions for unification and guard satisfaction,
respectively. If multiple labelled constraints D = {D1, . . . ,Dn} are added, then
TA(D,S) = T
A
(D1,S) ∪ T
A
(D2,{D1}∪S) ∪ · · · ∪ T
A
(Dn,{D1,...,Dn−1}∪S). 
Also, tokens TE(D,S) in the propagation forecast T become invalid as a
consequence of removing constraints D from the constraint store S. Contrary
to [Abd97], we will not consider the elimination of tokens. This operation
on the propagation forecast is not required from a semantical point of view
(see Definition 3.1.7), nor will it be required to prove termination of a CHR
program (see Section 4.3.3). This is because a token alone is not sufficient for
rule application. That is, if the constraints of the token refer to constraints
no longer available in the constraint store, the corresponding propagation rule
cannot be applied using these constraints, as such invalidating the token.
Because the theoretical semantics does take a fire-once policy into account,
a distinction is made between the three kinds of rules. However, since
simplification can be regarded as a special case of simpagation, its semantics is
not dealt with separately. That is, a simplification rule
H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
can be written as a simpagation rule
true \H1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
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with an empty (true) kept head. The transition relation for CHR rules, under
the theoretical CHR semantics, is therefore only defined in terms of simpagation
and propagation.
Definition 3.1.7 (theoretical CHR transition relation). Let P be a CHR
program and CT a constraint theory for the built-in constraints. Let θ represent
the substitutions corresponding to the bindings generated when resolving built-
in constraints by CT and let σ represent substitutions for the variables in the
head of a rule as a result of matching. Then, the transition relation →P for P ,
where 〈S, T 〉ν is a CHR state, is defined by:
1. A solve transition:
if S = {b]ib} ∪ S′, with b a built-in constraint, and CT |= bθ,
then 〈S, T 〉ν →P 〈S
′, T 〉νθ,
else if S = {b]ib} ∪ S′, b 6= false and ∀θ : CT 6|= bθ,
or S = {b]ib} ∪ S′, b = false and S′ 6= ∅,
then 〈S, T 〉ν →P 〈{false]ν}, T 〉ν+1.
2. Propagation:
if (Rp @ H1, . . . ,Hn ⇒ G1, . . . , Gk | D1, . . . ,Du.) ∈ P,
and if S = {h1]i1, . . . , hn]in} ∪ S′,
T = {(Rp, h1]i1, . . . , hn]in)} ∪ T ′, and
CT |= (h1 = H1σ)∧· · ·∧(hn = Hnσ)∧(G1∧· · ·∧Gk)σθ,
then 〈S, T 〉ν →P 〈({D1]ν, . . . ,Du](ν + u− 1)} ∪ S), T ′′〉ν+uσθ,
where T ′′ = T ′ ∪ TA({D1]ν,...,Du](ν+u−1)},S).
3. Simpagation:
if (Rs @ H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | D1, . . . ,Du.) ∈ P,
and if S = Hk ∪Hr ∪ S′,
Hk = {h1]i1, . . . , hj]ij},
Hr = {hj+1]ij+1, . . . , hn]in}, and
CT |= (h1 = H1σ)∧· · ·∧(hn = Hnσ)∧(G1∧· · ·∧Gk)σθ,
then 〈S, T 〉ν →P 〈({D1]ν, . . . ,Du](ν+u− 1)}∪Hk ∪S′), T ′〉ν+uσθ,
where T ′ = T ∪ TA({D1]ν,...,Du](ν+u−1)},(Hk∪S′)).
Here, we represents by JD1, . . . ,DuK the added built-in and CHR constraints
JB1, . . . , Bl, C1, . . . , CmK in the body of a CHR rule. Similar to the abstract
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CHR semantics, rules are non-deterministically applied until exhaustion.
Which rule is applied, is a committed choice. Built-in constraints are assumed
to return an answer in a finite number of steps and cannot introduce new
constraints. If built-in constraints cannot be solved by the CT , the CHR
program fails: 〈{false]ν}, T 〉ν+1. 
We define the following kinds of CHR states.
Definition 3.1.8 (initial and final CHR states). Let P be a CHR program with
transition relation →P . An initial CHR state or query state is a CHR state
〈{c1]1, . . . , c(ν−1)](ν − 1)}, T
A
({c1]1,...,c(ν−1)](ν−1)},{})
〉ν ,
where {c1]1, . . . , c(ν−1)](ν − 1)} is an initial constraint store for P . A final
CHR state or answer state is a state Q, such that no CHR state Q′ exists
for which (Q,Q′) ∈ →P . A final CHR state Q is a failed CHR state if Q =
〈{false]ν}, T 〉ν+1, otherwise Q is a successful CHR state. 
In the next example, we discuss a CHR program for computing prime numbers
executed under the theoretical CHR semantics. Note that in computations,
we may use a more concise denotation of tokens. That is, we only need to
keep track of the labels of the constraints in the tokens and not of the labelled
constraints themselves. This is allowed because tokens in CHR computations
represent labelled constraints of the constraint store and since the latter is a
slice of AtomNP there can be no confusion.
Example 3.1.1 (theoretical CHR semantics). The program below implements
the Sieve of Eratosthenes for deriving the prime numbers up to a given number.
R1 @ primes(M) \ primes(N)⇔ div(M,N) | true.
R2 @ primes(N)⇒ N > 2 | Np is N − 1, primes(Np).
R2 generates the numbers for prime evaluation top-down. It adds, for every
primes(n)]i constraint such that CT |= n > 2, the constraints Np is n − 1]ν
and primes(Np)](ν+1) once. R1 implements the sieve. For any two matching
constraints primes(m)]i and primes(n)]j, such that m,n ∈ N0 and m divides
n, it removes primes(n)]j.
One possible initial CHR state for P is 〈{primes(6)]1}, {(R2, 1)}〉2, which can
result in the following CHR computation (see Definition 2.3.2):
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〈{primes(6)]1}, {(R2, 1)}〉2
R2
−−→
〈{primes(6)]1, Np is 6 − 1]2, primes(Np)]3}, {(R2, 3)}〉4
CT
−−→
〈{primes(6)]1, primes(5)]3}, {(R2, 3)}〉4
R2
−−→
〈{primes(6)]1, primes(5)]3, Np is 5 − 1]4, primes(Np)]5}, {(R2, 5)}〉6
CT
−−→
〈{primes(6)]1, primes(5)]3, primes(4)]5}, {(R2, 5)}〉6
R2
−−→
〈{primes(6)]1, primes(5)]3, primes(4)]5, Np is 4 − 1]6, primes(Np)]7}, {(R2, 7)}〉8
CT
−−→
〈{primes(6)]1, primes(5)]3, primes(4)]5, primes(3)]7}, {(R2, 7)}〉8
R1
−−→
〈{primes(5)]3, primes(4)]5, primes(3)]7}, {(R2, 7)}〉8
R2
−−→
〈{primes(5)]3, primes(4)]5, primes(3)]7, Np is 3 − 1]8, primes(Np)]9}, {(R2, 9)}〉10
CT
−−→
〈{primes(5)]3, primes(4)]5, primes(3)]7, primes(2)]9}, {(R2, 9)}〉10
R1
−−→
〈{primes(5)]3, primes(3)]7, primes(2)]9}, {(R2, 9)}〉10

−→
Here, by
Ri−−→ we represent transitions of →P due to the rules Ri in P and by
CT
−−→ transitions due to the CT . By

−→ we denote that no further transitions
are possible, indicating that we have reached an answer state, which in this case
is a successful CHR state. Consider in the above computation, the transition
〈{primes(6)]1, primes(5)]3}, {(R2, 3)}〉4
R2
−−→
〈{primes(6)]1, primes(5)]3, Np is 5 − 1]4, primes(Np)]5}, {(R2, 5)}〉6
As primes(Np)]5 can still get further instantiated such that the propagation
rule R2 is applicable on it, we consider a pending application of R2 on
primes(Np)]5. Thus, we add (R2, 5) to the propagation forecast. Note that
(R2, 3) has been removed from the forecast since the transition is the result of
applying R2 on primes(5)]3. Consider now the transition
〈{primes(5)]3, primes(4)]5, primes(3)]7}, {(R2, 7)}〉8
R2
−−→
〈{primes(5)]3, primes(4)]5, primes(3)]7, Np is 3 − 1]8, primes(Np)]9}, {(R2, 9)}〉10
Even though primes(Np)]9, at a later point in the computation, will get
instantiated to primes(2)]9 on which R2 is not applicable, we still consider the
pending application of R2 on primes(Np)]9, adding (R2, 9) to the propagation
forecast. This is not a problem, since a token alone is not sufficient for the
application of a propagation rule. 
3.2 Termination of CHR with propagation
The termination conditions discussed in this chapter guarantee finite addition
of constraints. For them to guarantee program termination, we prove that a
program P with query set I terminates iff a finite number of constraints are
added to the constraint store. First, however, we need to revisit the intended
use of a CHR program and the success set of a CHR program.
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3.2.1 The intended use and success set of a CHR program
For the theoretical CHR semantics, since constraints are labelled, we cannot
reuse Definition 2.3.8 for the query set, Definition 2.3.9 for the call set and
Definition 2.3.14 for the success set of a CHR program. So, we redefine them.
Definition 3.2.1 (query set). Let P be a CHR program and let {Sj | j ∈ J}
be a set of initial constraint stores of interest for P . Then, the set I = {c |
c]i ∈
⋃
j∈J Sj} is called a query set for P . 
Note that we do not extend the notion of a query set to a set of labelled
constraints because, in general, we do not wish to reason on labels.
To relate initial theoretical CHR states to a query set I, we say that an
initial CHR state Q = 〈{c1]1, . . . , c(ν−1)](ν − 1)}, TA({c1]1,...,c(ν−1)](ν−1)},{})〉ν
is composed from I iff for all ci]i, with 1 ≤ i ≤ (ν − 1), holds that ci ∈ I.
From a query set I, we can derive a characterisation of the possible calls that
can occur during computations of a program P for I. Contrary to [VDSP08],
we consider the call set to be the set of constraints used to fire the rules of the
program instead of the constraints added by the rules of the program.
Definition 3.2.2 (call set). Let P be a CHR program and I a query set for
P . For any initial CHR state Q composed from I, the call set Call(P,Q) w.r.t.
Q is the closure under substitution of the set containing all built-in and CHR
constraints C for which a variant of C is either resolved by CT or used to fire a
CHR rule of P , in some computation of P for Q. Then, the call set Call(P, I)
w.r.t. I is the set
⋃
Q Call(P,Q), where Q is composed from I. 
Recall that by considering the CHR constraints used by the CHR rules of the
program, we may improve precision of the termination analysis by taking the
success sets of added built-in constraints of the body of CHR rules into account,
whereas [VDSP08] cannot (see Section 2.3.3 and Section 2.3.5).
Finally, we need to redefine the success set of a CHR program.
Definition 3.2.3 (success set of a CHR program). Let P be a CHR program.
The success set RSSP of P is the set of all A ∈ BP such that there exists a CHR
state 〈{A]i} ∪ S, T 〉ν , with S possibly empty, that is an initial CHR state in a
successful computation of P . The success set RSSc/n of a predicate c/n is the set
{A | A ∈ RSSP ∧ rel(A) = c/n}. 
Note that we can reuse Proposition 2.3.3, if in the proof we consider theoretical
CHR states instead of abstract CHR states. Furthermore, note that we can
reuse Definition 2.3.15, defining extended success sets.
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3.2.2 Termination of CHR with propagation
For proving termination by the finite addition of constraints, we only need to
consider presence of a fire-once policy for propagation.
Lemma 3.2.1 (CHR termination). A CHR program P with query set I
terminates iff there are a finite number of additions of constraints to the
constraint store during any computation of P for Q, composed from I. 
Proof. Let Q be any initial CHR state composed from a query set I.
=⇒: If P terminates for Q, then all computations of P for Q are finite (see
Lemma 2.3.1) and thus only a finite number of rules are applied. Therefore,
only a finite number of constraints are added to the store.
⇐=: Suppose there are only a finite number of constraints added to the store
in any computation of a program P for Q. Each propagation rule can only
be fired a finite number of times because of a fire-once policy. Therefore,
there are only a finite number of transitions in the considered computation due
to propagation. Each simpagation rule removes at least one CHR constraint
from the constraint store. Therefore, there can exist only a finite number
of transitions due to simpagation. Every solve transition removes a built-in
constraint. Therefore, there can exist only a finite number of transitions due to
solving built-in constraints. Since there are only a finite number of transitions
in any computation of P for Q, P terminates for Q (see Lemma 2.3.1). Thus,
P terminates for I.
3.2.3 The RC for CHR with propagation
The termination conditions of the approach of this chapter were first discussed
in [VPDS07] using total orderings. Afterwards, when automating the approach
in [VDSP08], these were extended to partial orderings. Here, we discuss them
in the context of pre-orderings.
To define the termination conditions for CHR with propagation, we first need
to introduce the notion of a (,)-maximal multisubset.
Definition 3.2.4 ((,)-maximal multisubset). Let M unionmultiD be a multiset with
universe U , on which a reduction pair (,) is defined. Then, D is a (,)-
maximal multisubset of M unionmultiD iff D is non-empty and such that
• for every two elements a and b in D holds that a ≈ b and
• given any element a in D, no element c in M exists for which c  a. 
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Note that the notion of a (,)-maximal multisubset is an instance of the
notion of a (,)-equivalent multisubset from the previous chapter (see
Definition 2.3.6). That is, a (,)-maximal multisubset is a (,)-equivalent
multisubset such that no other (,)-equivalent multisubset exists with
elements larger than the elements of the (,)-maximal multisubset.
A multiset may have several different (,)-maximal multisubsets. We
illustrate this in the next example.
Example 3.2.1 ((,)-maximal multisubset). Consider a reduction pair
(,) for a universe U = {a, b, c, d}, where
= {(a, a), (b, b), (c, c), (d, d), (a, c), (b, d), (d, b)}
is a pre-order relation with associated strict partial order relation = {(a, c)}.
Then, a multiset M = Ja, a, b, b, c, d, dK has the (,)-maximal multisubsets:
Ja, aK and Jb, b, d, dK. 
Informally, a program satisfies the RC for CHR with propagation if each
propagation rule only adds constraints which are of a strictly smaller size
than the constraints used in the head and if each simpagation rule reduces the
number of largest sized constraints in the rule [VDSP08]. For pre-orderings,
these conditions are generalised as follows.
Definition 3.2.5 (RC for CHR with propagation). Let P be a CHR program
and I a query set. Let (,) be a reduction pair on Call(P, I), such that
Call(P, I) is rigid w.r.t. (,). Then, P for I satisfies the RC for CHR with
propagation iff:
• For any substitution χ of a propagation rule
Rp @ H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
holds that H  C for all H ∈ JH1, . . . ,HnKχ and all C ∈ JD | D ∈
JB1, . . . , Bl, C1, . . . , CmKχ ∧D ∈ Call(P, I)K.
• For any substitution χ of a simpagation rule
Rs @ H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
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∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
holds that for any (,)-maximal multisubset
Ai = JHi1 , . . . ,Hip , Bi1 , . . . , Biq , Ci1 , . . . , CirK
of JD | D ∈ JHj+1, . . . ,Hn, B1, . . . , Bl, C1, . . . , CmKχ ∧ D ∈ Call(P, I)K,
the cardinality decreases,
](JHi1 , . . . ,HipK) > ](JBi1 , . . . , Biq , Ci1 , . . . , CirK),
between head and body. 
Note that since simplification is a special case of simpagation, we did not
include termination conditions for simplification rules. Furthermore, note that
our condition on simpagation rules in Definition 3.2.5 is more strict than
the corresponding termination condition for such rules in Definition 2.3.16,
formulated on simplification rules. That is, the requirement for the number of
maximally sized CHR constraints to decrease between removed head and body
implies a decrease on the multiset extension of the pre-order.
The inverse is not true. Therefore, it is possible that programs without
propagation can be proven terminating using the RC of Definition 2.3.16 while
they cannot be proven terminating using the RC of Definition 3.2.5 (see Section
3.3.4). Unfortunately, a straightforward extension of the RC from Definition
2.3.16 with the condition on propagation rules of Definition 3.2.5 is incorrect.
Example 3.2.2 (counter example multiset decrease). A CHR program
a(s(N)), a(N)⇔ a(s(N)). a(s(N))⇒ a(N).
does not terminate for all possible queries a(s(t)), with t an arbitrary term.
Because the first rule adds a newly labelled variant of the constraint matching
with the first head of the rule, the propagation rule is applicable on the newly
added variant. Therefore, the partner constraint removed in the first rule can
be added again through propagation. As a result, the first rule can fire in an
identical way as before.
The RC for CHR cannot be fulfilled on this program. That is, the simplification
rule cannot be shown to decrease in size, unless the size of the constraints used
in the second head are larger than those used in the first head. Under this
assumption, the condition on the propagation rule cannot be satisfied.
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Using the condition on simplification rules from the previous chapter, we can
show a multiset decrease for the first rule, while satisfying the condition on
propagation that all heads should have a larger size than all body constraints.
So, a straightforward extension of Definition 2.3.16 is incorrect. 
Finally, by using a natural extension of (,) on Call(P, I) to AtomP (see
Definition 2.3.17), we can reformulate the RC for CHR with propagation.
Corollary 3.2.1. Let P be a CHR program and I a query set. Let (,) be a
reduction pair on Call(P, I) such that Call(P, I) is rigid w.r.t. (,) and let
(P ,P ) be the natural extension of (,) to AtomP . Then, P for I satisfies
the RC for CHR with propagation w.r.t. (,) iff:
• For any substitution χ of a propagation rule
Rp @ H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
holds that
∀H ∈ JH1, . . . ,HnKχ and ∀C ∈ JB1, . . . , Bl, C1, . . . , CmKχ : H P C.
• For any substitution χ of a simpagation rule
Rs @ H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
holds that for any (P ,P )-maximal multisubset
Ai = JHi1 , . . . ,Hip , Bi1 , . . . , Biq , Ci1 , . . . , CirK
of JHj+1, . . . ,Hn, B1, . . . , Bl, C1, . . . , CmKχ, the cardinality decreases,
](JHi1 , . . . ,HipK) > ](JBi1 , . . . , Biq , Ci1 , . . . , CirK),
between head and body. 
Proof. The proof is a simple adaption of the proof of Corollary 2.3.1,
considering the RC for CHR with propagation instead (see Definition 3.2.5).
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3.2.4 Correctness of the RC for CHR with propagation
Since constraints are labelled, we require an ordering on labelled constraints.
Definition 3.2.6 (supernatural extension). Let S1 ⊆ S2 be two sets of
constraints. Let (,) be a reduction pair on S1 and let (′,′) be the natural
extension of (,) to S2. Furthermore, let S3 = SN2 = {c]i | c ∈ S2∧ i ∈ N} be
the set of labelled constraints of S2. Then, (′′,′′), with ′′ the strict partial
order associated to ′′, is the supernatural extension of (,) on S1 to S3 iff
∀a, b ∈ S2 and ∀a]i, b]j ∈ S3 holds that a 
′ b↔ a]i ′′ b]j. 
We have the following property of supernatural extensions.
Proposition 3.2.1. Let S1 ⊆ S2 be two sets of constraints and let S3 = SN2 =
{c]i | c ∈ S2 ∧ i ∈ N} be the set of labelled constraints of S2. Furthermore, let
(,) be a reduction pair on S1 and (′′,′′) its supernatural extension to S3.
Then, (′′,′′) is a reduction pair. 
Proof. Considering that (′,′), the natural extension of (,) on S1 to S2,
is a reduction pair (see Proposition 2.3.4), (′′,′′) is a reduction pair.
Thus, considering (,) on the constraints of the call set, we obtain a reduction
pair on AtomNP by the supernatural extension (
N
P ,
N
P ) of (,).
The RC for CHR guarantees termination of the CHR program P w.r.t. the
query set I. The following sufficiency theorem can therefore be expressed.
Theorem 3.2.1. If a CHR program P satisfies the RC for CHR with
propagation for a query set I, then P is terminating for I. 
Note that correctness of Theorem 3.2.1 is implied by Theorem 4.3.1 of the next
chapter (see Section 5.1). The proof below can therefore be skipped. It is
however included since the approach of this chapter is new. Correctness proofs
can therefore be interesting from a methodological point of view.
Proof. To prove termination of P for I, Lemma 3.2.1 shows that it is sufficient
to prove that the total number of constraints added during any computation
of P for an initial CHR state Q, composed from I, is finite.
If P for I satisfies the RC for CHR with propagation, it has been satisfied
with a reduction pair (,) such that Call(P, I) is rigid w.r.t. (,). Let
(P ,P ) be the natural extension of (,) to AtomP and let (NP ,
N
P ) be
the supernatural extension of (,) to AtomNP , the atoms of P . We consider
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Ord = AtomNP \≈
N
P , the set of all equivalence classes of Atom
N
P w.r.t. (
N
P ,
N
P ),
representing the orders of AtomNP , and consider the reduction pair (
N
′
P ,
N
′
P )
on AtomNP \≈
N
P associated to (
N
P ,
N
P ). Thus, 
N
′
P is a partial order on Ord.
To prove finite addition of constraints, we first show that given satisfaction of
the RC for CHR with propagation (see Corollary 3.2.1), a set of elements in
AtomNP with orders {[max1], . . . , [maxi], . . . , [maxn]} in Ord exists, such that
all constraints that can ever enter the constraint store must have an order
smaller or equal to some [maxi] in the set.
Let Q be some initial CHR state composed from I, with constraint store S. Let
{M1, . . . ,Mn} be the (NP ,
N
P )-maximal multisubsets of S. Then, the set of
orders, {[max1], . . . , [maxi], . . . , [maxn]} ⊆ Ord, of the largest constraints in S
is obtained by mapping some element maxi in each of the n (NP ,
N
P )-maximal
multisubsets of {M1, . . . ,Mn} to Ord.
Given satisfaction of the RC for CHR with propagation, CHR rules can only
add constraints c, with an order [c], strictly smaller than some constraint h,
with an order [h], used in the head. Therefore, no constraints of an order
strictly greater than some [maxi] in {[max1], . . . , [maxn]} can ever be added.
Secondly, all constraints that can ever enter the constraint store during a
computation of P for I correspond to a finite number of orders O ⊆ Ord.
That is, N
′
P is well-founded, rules can only add a finite number of constraints
and any call to the host language is universally terminating.
We will prove by induction on the elements of O that for each possible order,
only a finite number of constraints of that order can enter the store. Important
to note here is that the orderings of constraints that match the head of a
rule —and thus make up the call set— cannot change anymore due to further
instantiations, but that CHR constraints added to the constraint store still can
by solving built-in constraints of the program. The latter is not a problem
since the RC for CHR with propagation considers all substitutions of a rule.
For induction, we organise O as follows: O = {o1, . . . , on, on+1, . . . , on+m},
where all oi, with 1 ≤ i ≤ n, represent [maxi] in {[max1], . . . , [maxn]} and
where all oi, with n+1 ≤ i ≤ n+m, represent orders inO\{[max1], . . . , [maxn]}
in such a way that for all k, with 1 ≤ k ≤ n+m, there cannot exist a j, with
1 ≤ j < k, such that ok N
′
P oj . Thus, different assignments of orders to
symbols oi in O are allowed as long as j < k holds whenever oj N
′
P ok holds.
• Base case: order oi for 1 ≤ i ≤ n. Due to the RC for CHR with
propagation, propagation rules never add new constraints of order oi. For
simpagation rules, each time that a CHR constraint of order oi is added
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to the constraint store by such a rule, the total number of constraints with
order oi in the constraint store decreases. Thus, such additions can only
occur a finite number of times. So, the total number aoi of constraints of
order oi that can ever enter the store is finite.
• Induction step: order oj for n + 1 ≤ j ≤ n + m. We assume that the
induction hypothesis holds for o1, . . . , oj−1 and prove that it holds for oj .
Let ao1 , . . . , aoj−1 be the total number of constraints added to the store
during a computation of P for I, of orders o1, . . . , oj−1 respectively.
Obviously, the constraint store of any initial CHR state Q, composed
from I, only contains a finite number of constraints of order oj .
Due to the RC for CHR with propagation, if a propagation rule
adds a constraint of order oj to the store, then the constraints matching
the head of this rule all have orders strictly larger than oj . Because the
total numbers ao1 , . . . , aoj−1 of constraints is finite and thus also the total
number of constraints of higher orders must be finite, a fire-once policy
guarantees that only a finite number of constraints of order oj are added
to the store due to propagation rules.
Again due to the RC for CHR with propagation, for every
simpagation rule adding constraints of order oj to the store, there exists
an order op, where op N
′
P oj , such that the number of constraints of order
op decreases and such that no constraint of order higher than op is added
to the store. By considering the multiset extension of (N
′
P ,
N
′
P ), for every
application of a simpagation rule, the multiset size of the multisubset
of constraints with orders {o1, . . . , op} in the constraint store decreases.
Since this is a terminating process, only a finite number of constraints of
order oj can be added the store due to simpagation rules.
As resolving built-in constraints does not result in the addition of new
constraints, we have proved that if the RC for CHR with propagation is satisfied,
only a finite number of constraints are added to the constraint store and thus
that, by Lemma 3.2.1, P terminates for I.
3.3 Termination of typical CHR programs
In this section, we discuss termination of a number of typical CHR programs
by application of the RC for CHR with propagation.
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3.3.1 Merge-sort
The CHR program P ,
R1 @ msort([])⇔ true.
R2 @ msort([L|Ls])⇔ r(0, L),msort(Ls).
R3 @ r(D,L1), r(D,L2)⇔ less(L1, L2) | r(s(D), L1), a(L1, L2).
is the Merge-sort program from the previous chapter (see Section 2.4.2), where
we omitted the fourth rule for reasons of simplicity.
The intended use I, the call set Call(P, I) and the extended success set RSSEless/2
of the less/2 predicate are all given in Section 2.4.2. Therefore, we do not
repeat them here. Furthermore, we reuse the reduction pair (,), as defined
in Section 2.4.2, for which Call(P, I) is rigid.
To prove satisfaction of the RC for CHR with propagation for P with I, we
verify for R1 that the cardinality of the largest ordered constraints of the rule
decreases between head and body. Since the body is empty, this is obviously
the case. For R2, for all χ where msort(L)χ ∈ Call(P, I), the body constraints
are ordered strictly smaller than the head constraint. Thus, the RC for CHR
with propagation on simpagation rules is satisfied for the second rule. Finally,
for R3, since any r/2 constraint of the call set is strictly larger than any a/2
constraint of the call set and the number of r/2 constraints decreases for every
application of R3, we have that the condition on simpagation rules is satisfied
for the third rule as well. Thus, P is terminating for I.
3.3.2 Primes
The CHR program P for computing prime numbers (see Example 3.1.1) consists
of a simpagation and a propagation rule:
R1 @ primes(M) \ primes(N)⇔ div(M,N) | true.
R2 @ primes(N)⇒ N > 2 | Np is N − 1, primes(Np).
If the intended use of P is characterised using a query set I = {primes(t) |
t ∈ N}, we can derive from it, a call set Call(P, I) = I ∪ {t1 > 2, t3 is t2 − 1 |
t1, t2 ∈ N ∧ t3 ∈ V arP }.
To prove termination of P for I, we order the primes/1 constraints of the
call set by their argument values using the reduction pair (≥, >) on positive
integer numbers. Furthermore, we consider all built-in constraints of the call
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set order equivalent and strictly smaller than any of the primes/1 constraints
of the call set, such that they can be ignored in the decrease conditions of the
RC for CHR with propagation. It can be verified that (,) is a reduction
pair and that Call(P, I) is rigid w.r.t. (,). Finally, the success sets of the
built-in constraints of P are RSS>/2 = {N > M | N,M ∈ N ∧ N > M} and
RSSis/2 = {L is N −M | N,M,L ∈ N ∧ L = N −M}. It can be verified that
RSSE>/2 = R
SS
>/2 and R
SSE
is/2 = R
SS
is/2.
To prove satisfaction of the RC for CHR with propagation for P with I, for
R1, we verify that the cardinality of the largest ordered constraints of the rule
decreases between head and body. Obviously, this is the case since the body of
R1 is empty. For R2, we verify a strict decrease between the constraints used in
the head and the constraints added in the body of the propagation rule. This is
the case as for any χ, where primes(N)χ ∈ Call(P, I)∧ (N > 2)χ ∈ RSSErel(N>2)∧
(Np is N − 1)χ ∈ RSSErel(Np is N−1), holds that primes(N)χ  primes(Np)χ.
Thus, P is terminating for I.
3.3.3 Fibonacci
The CHR program P below computes Fibonacci numbers. The first two rules
resolve base cases, while the third rule adds fib/2 constraints.
R1 @ fib(N,M)⇒ N = 0 |M = 0.
R2 @ fib(N,M)⇒ N = s(0) |M = 1.
R3 @ fib(s(s(N)),M1), fib(s(N),M2)⇒ fib(N,M),M1 is M2 +M.
The program is terminating if queried with fib(N,M) constraints, where N is
a positive integer in successor notation. From the query set I = {fib(t1, t2) | t1
is a term of the form s(s(. . . s(0))) and t2 ∈ N ∪ V arP }, we derive the call
set Call(P, I) = I ∪{t1 = 0, t2 = 1, t5 is t3 + t4, t6 = 0, t7 = s(0) | t1, t2, t3, t4 ∈
N ∧ t5 ∈ N ∪ V arP ∧ t6, t7 are terms of the form s(s(. . . s(0)))}.
For proving termination, we construct a reduction pair (,), comparing
fib/2 constraints on the basis of their first argument’s term-size (see Definition
2.3.12). Considering the built-in constraints of the call set, we consider them
all order equivalent and strictly smaller than the CHR constraints of the call
set, such that we can ignore them in the decrease conditions of the RC for CHR
with propagation. It can be verified that Call(P, I) is rigid w.r.t. (,).
The first two rules, R1 and R2, trivially satisfy the RC for CHR with
propagation as these rules only add built-in constraints. For R3, we verify for
any χ, where fib(s(s(N)),M1)χ ∈ Call(P, I) ∧ fib(s(N),M2)χ ∈ Call(P, I),
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that the CHR constraint fib(N,M)χ in the body of R3 is strictly smaller than
each of the head constraints fib(s(s(N)),M1)χ and fib(s(N),M2)χ. Since this
is obviously the case, the RC for CHR with propagation is satisfied for the third
rule as well. Thus, P is terminating for I.
3.3.4 Problem classes
The following CHR program P belongs to a problem class that cannot be
proven terminating using the RC for CHR with propagation (see Definition
3.2.5), but can be proven terminating using the RC for abstract CHR (see
Definition 2.3.16).
R1 @ a(s(N)), a(N), a(N)⇔ a(s(N)), a(N).
R2 @ a(s(N))⇔ a(N).
The reason for this is that in order for the second rule to satisfy the RC for
CHR with propagation, we need to require that a(s(t))  a(t) for any term t.
Consequently, the condition for the first rule cannot be satisfied. That is, we
cannot show a decrease in cardinality between the head and body of the rule,
considering the maximally ranked constraints of the rule. Using instead the
RC for abstract CHR, we can show a multiset decrease on the first rule, given
a multiset decrease for the second rule, and this on the basis of an ordering
given by a(s(t))  a(t) for any term t. Thus, P is terminating for any query.
A second problem class is given by the following terminating CHR program P .
It cannot be proven terminating using either the RC for CHR with propagation
(see Definition 3.2.5) or the RC for abstract CHR (see Definition 2.3.16).
R1 @ a(s(N)), a(N), a(N)⇔ a(s(N)), a(N).
R2 @ a(s(N))⇔ a(N).
R3 @ a(s(s(N))), a(s(s(N)))⇒ a(N).
Similar as before, because of the restriction imposed by the second rule, i.e.,
a(s(t))  a(t) for any term t, the RC for CHR with propagation cannot be
satisfied for the first rule. Clearly, the program cannot be handled by the RC
for abstract CHR since there is propagation.
In the next chapter, we develop a new RC for CHR able to prove termination
of CHR programs like the ones above. As it turns out, the RC for CHR of the
next chapter is strictly more powerful than the RC for CHR with propagation
and the RC for abstract CHR (see Section 5.1).
Chapter 4
Termination of CHR
Although there is overlap in the CHR programs they can handle (see Section
2.4.2 and Section 3.3.1), the two approaches discussed in the previous chapters
are complementary (see Section 3.3). The RC for CHR with propagation (see
Definition 3.2.5) cannot handle some of the programs without propagation
that the RC for abstract CHR can handle and the RC for abstract CHR
(see Definition 2.3.16) cannot handle any of the programs with propagation.
Especially this, but also the fact that there are interesting programs which
cannot be handled by either one of these approaches (see Section 3.3.4), is
a strong motivation to develop a new, more general, approach for proving
termination of CHR programs [PDS08a].
4.1 Problem description
An important consideration, when developing a generalised approach, is
obtaining a CHR state representation that can be seen to decrease for
terminating CHR programs with propagation. However, devising such a CHR
state representation is not straightforward. As discussed before, the constraint
store alone cannot be used for this purpose. It only grows in size for propagation.
Furthermore, the propagation history —most often used in practice [Sch05]—
also only increases in size for propagation. During propagation, tokens are
added to a propagation history and none are removed.
Considering a propagation forecast instead, the state representation 〈S, T 〉ν , as
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introduced in the previous chapter, does seem appropriate to observe decreases
for propagation transitions. To see this, recall the CHR program for computing
prime numbers of Example 3.1.1:
R1 @ primes(M) \ primes(N)⇔ div(M,N) | true.
R2 @ primes(N)⇒ N > 2, Np is N − 1 | primes(Np).
For reasons of simplicity, we have moved the built-in constraint from the body
of the second rule in Example 3.1.1 to the guard such that it is solved deter-
ministically. Thus, an initial CHR state 〈{primes(6)]1}, {(R2, primes(6)]1)}〉2
for P can result in the following CHR computation:
〈{primes(6)]1}, {(R2, primes(6)]1)}〉2
R2
−−→
〈{primes(6)]1, primes(5)]2}, {(R2, primes(5)]2)}〉3
R2
−−→
〈{primes(6)]1, primes(5)]2, primes(4)]3}, {(R2, primes(4)]3)}〉4
R2
−−→
〈{primes(6)]1, primes(5)]2, primes(4)]3, primes(3)]4}, {(R2, primes(3)]4)}〉5
R1
−−→
〈{primes(5)]2, primes(4)]3, primes(3)]4}, {(R2, primes(3)]4)}〉5
R2
−−→
〈{primes(5)]2, primes(4)]3, primes(3)]4, primes(2)]5}, {(R2, primes(2)]5)}〉6
R1
−−→
〈{primes(5)]2, primes(3)]4, primes(2)]5}, {(R2, primes(2)]5)}〉6

−→
As in Example 3.1.1, by Ri−−→ we represent transitions of →P due to the rules
Ri in P . By

−→ we denote that no further transitions are possible, indicating
that we have reached an answer state. In contrast to Example 3.1.1, we have
made the labelled constraints of the tokens of the computation explicit.
If the intended use of P is given by a query set I = {primes(t) | t ∈ N},
we can derive a call set Call(P, I) = I ∪ {t1 > 2, t3 is t2 − 1 | t1, t2 ∈ N ∧
t3 ∈ V arP }. On Call(P, I), we construct a reduction pair (,) by ordering
the primes/1 constraints of the call set by their argument values using the
reduction pair (≥, >) on positive integer numbers. Furthermore, we consider
all built-in constraints of the call set order equivalent and strictly smaller than
the primes/1 constraints of the call set. Then, Call(P, I) is rigid w.r.t. (,).
To define an ordering on the tokens TokenP = {(R2, primes(t)]i) | t ∈ N ∪
V arP ∧ i ∈ N} of the Primes example from above, we consider the constraints
of the tokens and not their rule identifiers. Thus considering (NP ,
N
P ), the
supernatural extension of (,) to AtomNP , we define (R2, ci]i) τ (R2, cj]j)
iff ci]i NP cj]j. Associated to τ , we define the strict partial ordering τ in
the usual way. As such, we obtain a reduction pair (τ ,τ ) on TokenP (see
Section 4.2 for the general approach to construct a reduction pair on tokens).
Finally, by (NµP ,
N
µP ) we denote the multiset extension of (
N
P ,
N
P ) and by
(µτ ,µτ ) the multiset extension of (τ ,τ ).
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Using these extensions, for any propagation transition, e.g.,
〈{primes(6)]1}, {(R2, primes(6)]1)}〉2
R2
−−→ 〈{primes(6)]1, primes(5)]2}, {(R2, primes(5)]2)}〉3,
the size of the propagation forecast decreases. For simpagation, e.g.,
〈{primes(6)]1, primes(5)]2, primes(4)]3, primes(3)]4}, {(R2, primes(3)]4)}〉5
R1
−−→
〈{primes(5)]2, primes(4)]3, primes(3)]4}, {(R2, primes(3)]4)}〉5,
the size of the propagation forecast remains constant, while the size of the
constraint store decreases.
Thus, in the above computation, by combining the above reduction pairs for the
constraint store and the propagation forecast into a lexicographical ordering on
ordered pairs (T, S), a representation of CHR states 〈S, T 〉ν , we can show strict
decreases for the consecutive states of the computation.
Unfortunately, such behaviour is not always the case.
Example 4.1.1 (counter example). Recall the CHR program P ,
R1 @ a(s(N)), a(N), a(N)⇔ a(s(N)), a(N).
R2 @ a(s(N))⇔ a(N).
R3 @ a(s(s(N))), a(s(s(N)))⇒ a(N).
from Section 3.3.4. Consider an initial CHR state,
Q = 〈{a(s(s(s(0))))]1, a(s(s(0)))]2, a(s(s(0)))]3, a(s(s(0)))]4},
{(R3, 2, 3), (R3, 3, 2), (R3, 2, 4), (R3, 4, 2), (R3, 3, 4), (R3, 4, 3)}〉5,
for which P is terminating. Recall that in CHR computations we can represent
the labelled constraints in tokens by their labels only (see Section 3.1).
By exhaustively applying the propagation rule R3 of P on the current state, we
obtain the CHR state:
Q′ = 〈{a(s(s(s(0))))]1, a(s(s(0)))]2, a(s(s(0)))]3, a(s(s(0)))]4,
a(0)]5, a(0)]6, a(0)]7, a(0)]8, a(0)]9, a(0)]10}, {}〉11.
Applying on Q′ the simpagation rule R1, yields a state:
Q′′ = 〈{a(s(s(0)))]4, a(0)]5, a(0)]6, a(0)]7, a(0)]8, a(0)]9, a(0)]10,
a(s(s(s(0))))]11, a(s(s(0)))]12}, {(R3, 4, 12), (R3, 12, 4)}〉13.
As can be noticed for this simpagation transition, T does not remain constant.
It increases in size. 
So, a lexicographical ordering on a state representation (T, S), as used in the
Primes example from above, cannot be used to prove termination of the second
problem from Section 3.3.4.
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4.1.1 A new CHR state representation
Even though for simpagation in terminating CHR programs the size of the
propagation forecast may increase, usually it can be shown to decrease
for propagation. However, instead of (T, S), it should be clear that a
lexicographical ordering on ordered pairs (S, T ) cannot be used either.
The key to solving this problem is to reconsider the meaning
of propagation. Declaratively, propagation corresponds to logical
implication and therefore can be regarded as a way to “complete” a
state’s information content, making explicit what is implied by the
current state. When comparing CHR states, we can therefore take
the effect of “full” propagation on the current state into account, i.e.,
the constraints added as a consequence of exhaustively applying the
propagation rules of a CHR program on the current state. As such,
we can compare the “actual” information content of CHR states,
rather than their content in “compressed” form.
Based on this understanding, we consider a third component for our state
representation: the propagation store; representing the effect of full propagation
on the current state. It is the multiset of labelled constraints that can be added
to the constraint store by propagation on the current state (See Definition
4.3.1). As such, we can construct a new CHR state representation, based on
a lexicographical ordering, that can be seen to decrease for terminating CHR
programs, such as the programs of Section 3.3.4. That is, for propagation in
terminating CHR programs, the combined size of the propagation store and
the constraint store cannot increase, while the size of the propagation forecast
can be seen to decrease. For simpagation in terminating CHR programs, the
combined size of propagation store and constraint store can be seen to decrease,
while the propagation forecast remains finite.
We illustrate this first on the Primes computation from above (see Section 4.1).
For each of the CHR states of the computation, we represent below the union
of the constraint store and the propagation store:
{primes(6)]1} ∪ {primes(5)]2, primes(4)]3, primes(3)]4, primes(2)]5}
R2
−−→
{primes(6)]1, primes(5)]2} ∪ {primes(4)]3, primes(3)]4, primes(2)]5}
R2
−−→
{primes(6)]1, primes(5)]2, primes(4)]3} ∪ {primes(3)]4, primes(2)]5}
R2
−−→
{primes(6)]1, primes(5)]2, primes(4)]3, primes(3)]4} ∪ {primes(2)]5}
R1
−−→
{primes(5)]2, primes(4)]3, primes(3)]4} ∪ {primes(2)]5}
R2
−−→
{primes(5)]2, primes(4)]3, primes(3)]4, primes(2)]5}
R1
−−→
{primes(5)]2, primes(3)]4, primes(2)]5}

−→
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As can be verified, for propagation, the combined size of constraint and
propagation store remains constant. For simpagation their combined size
decreases. The same principle also applies to the counter example from above.
Example 4.1.2 (motivating example). Recall the state
Q′ = 〈{a(s(s(s(0))))]1, a(s(s(0)))]2, a(s(s(0)))]3, a(s(s(0)))]4,
a(0)]5, a(0)]6, a(0)]7, a(0)]8, a(0)]9, a(0)]10}, {}〉11.
obtained in Example 4.1.1 by exhaustively applying R3 of P on Q. Its
propagation store is obviously empty since the token store is empty. Let S be
a multiset of constraints, then the combined constraint and propagation stores
can be represented as Ja(s(s(s(0)))), a(s(s(0)))KunionmultiS, where we have omitted the
labels of the labelled constraints.
Applying on Q′ the simpagation rule R1, yielded a state:
Q′′ = 〈{a(s(s(0)))]4, a(0)]5, a(0)]6, a(0)]7, a(0)]8, a(0)]9, a(0)]10,
a(s(s(s(0))))]11, a(s(s(0)))]12}, {(R3, 4, 12), (R3, 12, 4)}〉13.
Its propagation store contains two constraints a(0) representing the effect of full
propagation. The combined constraint and propagation stores can therefore be
represented as Ja(s(s(s(0)))), a(0), a(0)K unionmulti S.
Thus, for the considered simpagation transition, T remains finite, while the
combined constraint and propagation stores can be seen to decrease in size. 
To avoid misunderstanding, note that the introduction of the propagation store
does not mean that we restrict to computation rules in which simpagation
is interleaved with full propagation. We will still allow propagation to be
interrupted by simpagation. So, there is no restriction on the computation
rule. However, if we do interrupt full propagation by applying a simpagation
rule, this affects the propagation store. That is, if constraints are added to
the constraint store, new tokens are added to the propagation forecast. As a
result, new constraints are also added to the propagation store. If constraints
are removed from the constraint store, some tokens may become invalid. As a
consequence, constraints in the propagation store are removed.
Furthermore, note that we will not explicitly define the added and removed
constraints of the propagation store due to a simpagation transition. They
are not needed in the termination conditions that we will propose. Moreover,
the propagation store is redundant anyway. So, the new propagation store can
always be determined by computing full propagation on a newly obtained state.
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4.2 Termination of propagation
To characterise the propagation store, we need to distinguish between two
different kinds of CHR states in CHR computations.
Definition 4.2.1 (full propagation). A fully propagated state is a state
on which no solve and no propagation transitions are possible. A partially
propagated state is a state on which solve or propagation transitions are still
possible. By the action of full (partial) propagation on a state Q, we refer to
sequences of solve and propagation transitions in CHR computations, starting
in Q and ending in a fully (partially) propagated CHR state. 
Note that there is good reason for considering solve transitions in our notion
of full propagation. That is, a propagation rule can become applicable due
to the solving of a built-in constraint. Therefore, if we would not consider
solve transitions as part of full propagation sequences, it could be that a
solve transition results in an increase of the propagation store. As a result,
to verify decreases on the combined constraint and propagation stores, under
assumption of a terminating host language, we would not be able to disregard
built-in constraints in our termination conditions. More specifically, to observe
a decrease on the combined constraint and propagation stores, the built-in
constraint that is solved, and thus removed, must be assigned a strictly greater
size than any of the constraints added to the propagation store as a result of
solving the built-in constraint and it is exactly this what we wish to avoid.
Furthermore, note that full propagation may correspond to an infinite sequence
of solve and propagation transitions. Consider for example a CHR program
with a propagation rule (a(N)⇒ a(M).). Then, if the constraint store contains
a constraint a(t)]i, with t an arbitrary term, the effect of full propagation is
infinite. Therefore, to guarantee termination, we will first guarantee finiteness
of full propagation sequences and call this property propagation safeness.
Definition 4.2.2 (propagation safeness). A CHR program P is propagation
safe for a query set I iff there are no infinite full propagation sequences in
computations of P for I. 
Thus, a propagation safe CHR program without simpagation is terminating.
Theorem 4.2.1. Let P be a CHR program without simpagation. Then, P is
propagation safe for a query set I iff P is terminating for I. 
Proof. A direct consequence of Proposition 4.2.2 and Lemma 2.3.1.
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To prove propagation safeness, we will consider the constraint store for solve
transitions, similar to Section 2.3.7. For propagation transitions, we will
consider the propagation forecast instead.
4.2.1 The RC for CHR on propagation rules
Recall the RC on CHR with propagation from the previous chapter (see
Definition 3.2.5). The condition on propagation rules guarantees that
no constraint is ever added by a propagation rule, that through further
propagation can replace one of the head constraints that gave cause to it. Under
a fire-once policy, this corresponds intuitively to the notion of termination of
propagation and, as it turns out, is sufficient to guarantee propagation safeness.
Definition 4.2.3 (RC for CHR on propagation rules). Let P be a CHR
program and I a query set. Let (,) be a reduction pair on Call(P, I), such
that Call(P, I) is rigid w.r.t. (,). Then, a CHR program P for I satisfies
the RC for CHR on propagation rules iff:
• For any substitution χ of a propagation rule
Rp @ H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
holds that H  C for all H ∈ JH1, . . . ,HnKχ and all C ∈ JD | D ∈
JB1, . . . , Bl, C1, . . . , CmKχ ∧D ∈ Call(P, I)K. 
Note that the discussion of Section 3.2.3 is also relevant to this section. In
particular, the result of Corollary 3.2.1 w.r.t. propagation rules is relevant to
the proofs that follow.
4.2.2 Correctness of the RC for CHR on propagation rules
To prove propagation safeness using the RC for CHR on propagation rules, we
construct a reduction pair on the tokens of the propagation forecast. Then by
considering its multiset extension, we can verify strict order decreases of the
propagation forecast for propagation transitions.
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To construct a reduction pair on tokens, we first consider that in the RC
for CHR on propagation rules it is required that any constraint used in the
head of a propagation rule is of a strictly larger size than the constraints
added in the body of the rule. Regarding the token removed in a propagation
transition and the tokens added by a propagation transition, therefore, the
RC guarantees existence of a constraint in each of the added tokens which
is strictly smaller than all of the constraints in the removed token. Ordering
tokens accordingly, it turns out that we obtain a well-founded ordering suitable
for proving termination.
A second consideration regarding an ordering on tokens is that rigidity of the
call set should be reflected at the level of the tokens. That is, once a token
contains only constraints part of the call set of the program, its size may no
longer change for further instantiations.
Definition 4.2.4 (token relation). Let P be a CHR program and (NP ,
N
P ) a
reduction pair on constraints of AtomNP . Let t = (Rp, c1]i1, . . . , cj]ij , . . . , cn]in)
and t′ = (Rp′ , c′1]i
′
1, . . . , c
′
j′]i
′
j′ , . . . , c
′
n′]i
′
n′) be tokens in TokenP . Then, the
token relation τ is defined as follows:
1. t τ t′ iff there is a c′j′]i
′
j′ such that for all cj]ij holds that cj]ij 
N
P c
′
j]i
′
j.
2. t ≈τ t
′ iff Rp = Rp′ and for all j holds that cj]ij ≈NP c
′
j]i
′
j or if there
exists a cj of t not in Call(P, I) and a cj′ of t′ not in Call(P, I).
3. t τ t′ iff t τ t′ or t ≈τ t′. 
Some discussion is in order. The first rule yields a strict partial ordering on
tokens. As can be verified, the relation induced is transitive if the underlying
ordering on constraints is transitive. The first part of the second rule guarantees
reflexive closure. That is, for any two tokens of the same propagation rule, if
all of the corresponding constraints are of the same size, then the tokens are
of the same size. The second part of the second rule orders all tokens with
constraints not in the call set equally. This will be more favourable in regard
to Lemma 4.2.1. Finally, the third rule defines a pre-order relation based on
the strict partial order relation and the equivalence relation.
Note that by the first rule, if the reduction pair on constraints of AtomNP is
obtained as the supernatural extension of a reduction pair on constraints of the
call set, we order tokens with constraints not in the call set strictly smaller than
tokens with only constraints of the call set. Finally, note that by the first part
of the second rule, in the case of a supernatural extension, if we have rigidity
of the call set w.r.t. the selected reduction pair on constraints of the call set,
that tokens with only constraints of the call set do not further change in size
for further instantiations.
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The token relation τ , based on a reduction pair (NP ,
N
P ) on labelled
constraints, yields a reduction pair (τ ,τ ) on tokens.
Proposition 4.2.1. Let P be a CHR program, (NP ,
N
P ) a reduction pair on
labelled constraints of AtomNP and τ a token relation based on (
N
P ,
N
P ) for
the tokens in TokenP . Then, (τ ,τ ) is a reduction pair. 
Proof. As can be verified, τ is a pre-order. It is reflexive and transitive.
Furthermore, τ is well-founded on TokenP . Otherwise, the existence of an
infinite strict decreasing chain of tokens w.r.t. τ requires the existence of
an infinite strict decreasing chain of constraints w.r.t. NP and this would
contradict the well-foundedness of NP .
Note that the constraint store (see Definition 3.1.2) and the propagation
forecast (see Definition 3.1.4) are sets. In the remainder of this chapter, we
will consider them to be multisets. Therefore, without loss of generality, we
will consider in Definition 3.1.6 and Definition 3.1.7 of the theoretical CHR
semantics multiset join instead of set union and multisubsets instead of subsets.
We are now ready to prove correctness of the RC for CHR on propagation
rules. That is, satisfaction of the RC for CHR on propagation rules guarantees
propagation safeness. First, we introduce a new CHR state representation,
similar to the abstract CHR state representation of Definition 2.3.18.
Definition 4.2.5 (CHR state representation for propagation). Let P be a
CHR program and I a query set. Let Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→
Qq
P,φq+1
−−−−→ . . . be any computation of P for I, where φi = θi —the answer
substitution for the built-in constraint— if Qi−1
P,φi
−−−→ Qi is a solve transition
and φi = σiθi —the composition of match and answer substitution— if
Qi−1
P,φi
−−−→ Qi is a propagation or a simpagation transition. Then, for q ≥ i,
we define
• φqi = φ
∅φi+1φi+2 . . . φq, with φ
∅ the empty substitution, and
• |Qi|
q
pi = |〈Si, Ti〉νi |
q
pi = (Ti, Si)φ
q
i . 
Note that the CHR state representation from above cannot be used in general
as discussed in Section 4.1. It is however useful to prove propagation safeness.
We define the following order relation on the CHR state representation.
Definition 4.2.6 (CHR state ordering for termination of propagation). Let
(NµP ,
N
µP ) be the multiset extension of a reduction pair (
N
P ,
N
P ) on Atom
N
P
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and (µτ ,µτ ) the multiset extension of a reduction pair (τ ,τ ) on TokenP ,
based on (NP ,
N
P ). Then, pi is the lexicographical ordering on ordered pairs
(T, S) of the CHR state representation, where the first element is compared on
the basis of (µτ ,µτ ) and the second on the basis of (
N
µP ,
N
µP ). 
The CHR state ordering for propagation yields a reduction pair (pi,pi).
Proposition 4.2.2 (CHR state reduction pair for termination of propagation).
Let (NµP ,
N
µP ) be the multiset extension of a reduction pair (
N
P ,
N
P ) on
AtomNP and (µτ ,µτ ) the multiset extension of a reduction pair (τ ,τ ) on
TokenP , based on (NP ,
N
P ). Finally, let pi be the CHR state ordering based
on these extensions. Then, (pi,pi) is a reduction pair, where pi is the strict
partial order associated to pi. 
Proof. It is well-known that a lexicographical ordering, based on reduction
pairs, yields a reduction pair (see e.g., [DM79] and [Der82]).
We will also need the following lemma.
Lemma 4.2.1 (boundedness of |.|qpi in q). Let P be a CHR program and I a
query set. Let Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→ Qq
P,φq+1
−−−−→ . . . be any
computation of P for I. Let (,) be a reduction pair on Call(P, I) for which
Call(P, I) is rigid. Let (NµP ,
N
µP ) be the multiset extension of a reduction
pair (NP ,
N
P ) on Atom
N
P , obtained as the supernatural extension of (,),
and (µτ ,µτ ) the multiset extension of a reduction pair (τ ,τ ) on TokenP ,
based on (NP ,
N
P ). Finally, let (pi,pi) be the CHR state reduction pair for
propagation based on these extensions. Then, for any Qi in the computation,
there exists a q ≥ i, with Qq in the computation, such that for all q
′ ≥ q, with
Qq′ in the computation, holds that |Qi|
q
pi ≈pi |Qi|
q′
pi . 
Proof. Qi = 〈S, T 〉ν is a finite state, where S is a slice of AtomNP and T a subset
of TokenP . Then, considering rigidity of the call set, the proof is similar to the
proof of Lemma 2.3.2. That is, for any A ∈ S, either for all q ≥ i: Aφqi ≈
N
P A or
there exists a qA ≥ i such that Aφ
qA
i 
N
P A and for all q
′ ≥ qA: Aφ
q′
i ≈
N
P Aφ
qA
i .
For any B ∈ T , either for all q ≥ i: Bφqi ≈τ B or there exists a qB ≥ i such
that BφqBi τ B and for all q
′′ ≥ qB : Bφ
q′′
i ≈τ Bφ
qB
i . Since both S and T are
finite, by taking the maximum of all such qA and qB , we obtain the result.
Using the CHR state representation from above, under satisfaction of the RC
for CHR on propagation rules, we can prove that for any solve or propagation
transition in a non-failed computation, there exists a strict decrease between
the consecutive program states. We have the following lemma.
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Lemma 4.2.2. Let P be a CHR program that satisfies the RC for CHR on
propagation rules for a query set I w.r.t. (,) on Call(P, I). Let (NµP ,
N
µP )
be the multiset extension of (NP ,
N
P ) on Atom
N
P , obtained as the supernatural
extension of (,), and (µτ ,µτ ) the multiset extension of a reduction pair
(τ ,τ ) on TokenP , based on (NP ,
N
P ). Finally, let (pi,pi) be the CHR
state reduction pair for propagation, based on these extensions. Then, for
any solve or propagation transition Qi−1
P,φi
−−−→ Qi in a non-failed computation
Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→ Qq
P,φq+1
−−−−→ . . . of P for I, holds that
∃q ≥ i such that ∀q′ ≥ q : |Qi−1|q
′
pi ≈pi |Qi−1|
q
pi pi |Qi|
q
pi ≈pi |Qi|
q′
pi . 
Proof. There are two kinds of transitions to consider:
1. Let Qi−1
P,φi
−−−→ Qi be a solve transition in a non-failed computation of P
for I and let Qq be in the computation, with q ≥ i. Then, necessarily,
• |Qi−1|qpi = (T, Jb]ibK unionmulti S)φ
q
i−1,
• |Qi|qpi = (T, S)θiφ
q
i , and
• φqi−1 = θiφ
q
i .
The first component of the CHR state representation for propagation
remains constant: Tφqi−1 ≈µτ Tθiφ
q
i for all q ≥ i. For the second
component, as Jb]ibKφ
q
i−1 
N
µP JK, by constructiveness, Jb]ibKφ
q
i−1 unionmulti
Sφqi−1 
N
µP Sφ
q
i−1. Thus the second component decreases in size.
Therefore, |Qi−1|qpi pi |Qi|
q
pi.
Since this holds for any q ≥ i, and by Lemma 4.2.1 there exists a qi−1,
such that for all q′ ≥ qi−1, |Qi−1|q
′
pi ≈pi |Qi−1|
qi−1
pi , and a qi, such that for
all q′ ≥ qi, |Qi|q
′
pi ≈pi |Qi|
qi
pi , we have that for q = max{qi−1, qi}, for all
q′ ≥ q : |Qi−1|q
′
pi ≈pi |Qi−1|
q
pi pi |Qi|
q
pi ≈pi |Qi|
q′
pi .
2. LetQi−1
P,φi
−−−→ Qi be a propagation transition in a non-failed computation
of P for I. Let (R @ H1, . . . ,Hn ⇒ G1, . . . , Gk | D1, . . . ,Du.) be
the propagation rule of P applied in the transition and this on the
CHR constraints h1, . . . , hn of Qi−1 with match substitution σi, such
that the guards G1, . . . , Gk all succeed with answer substitution θi. Let
furthermore Qq be in the computation, with q ≥ i. Then, necessarily,
• |Qi−1|qpi = (Ti−1, Si−1)φ
q
i−1 with
Si−1 = Jh1]i1, . . . , hn]inK unionmulti S and
Ti−1 = J(R, h1]i1, . . . , hn]in)K unionmulti T ,
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• |Qi|qpi = (Ti, Si)σiθiφ
q
i with
Si = JD1]ν, . . . ,Du](ν + u− 1)K unionmulti Si−1 and
Ti = T unionmulti TA, with TA = TA(JD1]ν,...,Du](ν+u−1)K,Si−1), and
• φqi−1 = σiθiφ
q
i .
It can easily be verified that the second component of the CHR state
representation for propagation remains finite.
For the first component we have the following. Let χqi−1 = σiθiχ
q
i be
the substitution obtained by restricting the domain of φqi−1 = σiθiφ
q
i to
the variables of R. Considering the precondition of the RC for CHR on
propagation rules (see Corollary 3.2.1), since both the call set and the
extended success set are closed under substitution, we have for q ≥ i :
∀H ∈ JH1, . . . ,HnKχ
q
i−1 : H ∈ Call(P, I), and
∀G ∈ JG1, . . . , GkKχ
q
i−1 : G ∈ R
SSE
rel(G).
As furthermore, by fairness, there must exists a state Qqf in the
considered computation, with qf ≥ i, such that the body built-in
constraints JB1, . . . , BlK in JD1, . . . ,DuK of R were all solved successfully,
we have that for any q′ ≥ qf :
∀B ∈ JB1, . . . , BlKχ
q′
i−1 : B ∈ R
SSE
rel(B).
Therefore, a qf ≥ i exists, such that for any q′ ≥ qf , χ
q′
i−1 satisfies the
precondition of the RC for CHR on propagation rules. Under satisfaction
of the RC for CHR on propagation rules, this implies that a qf ≥ i
exists, such that for any q′ ≥ qf : for all D ∈ JD1, . . . ,DuKχ
q′
i−1 and
all H ∈ JH1, . . . ,HnKχ
q′
i−1 holds that H P D, where (P ,P ) is the
natural extension of (,) (see Corollary 3.2.1).
Thus, ∀t ∈ TAχq
′
i−1 : (R, h1]i1, . . . , hn]in)χ
q′
i−1 τ t, because all tokens
of TA contain a reference to an added constraint of R. Therefore,
∀t ∈ TAφq
′
i−1 : (R, h1]i1, . . . , hn]in)φ
q′
i−1 τ t. By multiset exten-
sions, J(R, h1]i1, . . . , hn]in)Kφ
q′
i−1 µτ T
Aφq
′
i−1, and by constructiveness,
J(R, h1]i1, . . . , hn]in)Kφ
q′
i−1 unionmulti Tφ
q′
i−1 µτ Tφ
q′
i−1 unionmulti T
Aφq
′
i−1. So, the first
component of the CHR state representation for propagation decreases in
size: Ti−1φ
q′
i−1 µτ Tiφ
q′
i . Therefore, |Qi−1|
q′
pi pi |Qi|
q′
pi .
By the same argument as used at the end of part 1, there also exists a q,
such that for all q′ ≥ q : |Qi−1|q
′
pi ≈pi |Qi−1|
q
pi pi |Qi|
q
pi ≈pi |Qi|
q′
pi .
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We are ready to express the correctness of the RC for CHR on propagation rules,
i.e., the RC for CHR on propagation rules guarantees propagation safeness of
the CHR program P for the query set I.
Theorem 4.2.2. If a CHR program P for a query set I satisfies the RC for
CHR on propagation rules, then P is propagation safe for I. 
Proof. Restricting attention to propagation sequences in CHR computations,
the proof is a simple adaption of the proof of Theorem 2.3.1 using Lemma 4.2.2
instead.
4.3 Termination of CHR
From now on, we assume propagation safeness of a CHR program P for a query
set I. Thus, all full propagation sequences in computations of P for I are finite.
4.3.1 A new CHR state representation
To describe the effect of full propagation, we consider the constraints added by
full propagation on the current state and collect these in a propagation store.
For the Primes example of Section 4.1, as can be verified, full propagation is
well-defined. For any given state, the effect of full propagation is unique. In
general, however, full propagation on a CHR state is not well-defined. For
one, the guard of a propagation rule might be satisfiable for different answer
substitutions. Secondly, depending on the order of application, the same
constraints can be added with different labels. Thirdly, by solving built-in
constraints (and thus also those in guards of propagation rules), bindings can
be generated that enable or disable the applicability of propagation rules.
Therefore, to characterise full propagation, we require an exhaustive description
of the effect of full propagation. That is, we collect the labelled built-in
and CHR constraints that are added to the constraint store in a multiset,
considering all full propagation sequences of P for some CHR state Q.
Definition 4.3.1 (propagation store). Let P be a propagation safe CHR
program and I a query set. Let Qi be any CHR state in a computation of P for
I. Let Fj = Qi
P
−→ Qi+1
P
−→ . . .
P
−→ Qq be any full propagation sequence of P for
Qi. Furthermore, let U
j
i be the set of labelled built-in and CHR constraints that
are added to the constraint store by transitions in Fj. Then, the propagation
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store Ui of P for Qi is the multiset obtained as the join of all (multi)sets U
j
i ,
one for each full propagation sequence Fj of P for Qi. 
We need to guarantee that the propagation store is finite, such that we can use
the propagation store to prove multiset decreases on (see Proposition 2.3.1).
Therefore, we need the following property of a propagation safe CHR program.
Proposition 4.3.1 (finiteness of full propagation). Let P be a propagation safe
CHR program and I a query set. Let Qi be any CHR state in a computation of
P for I. Then, the set {F | F is a full propagation sequence of P for Qi}
is finite. 
Proof. For any finite state Qi in a computation of a propagation safe CHR
program P , there are only a finite number of next states given by →P . That
is, any call to the host language is by assumption universally terminating and
there are only a finite number of combinations of constraints in the constraint
store that can fire a CHR rule or can be solved by the host language.
Consider now a (computation) tree, with root node Qi and child nodes the
alternatives for next states as produced by propagation or solve transitions.
Then, each branch in the tree corresponds to a full propagation sequence of P
for Qi. Since, by propagation safeness, the tree is depth-bound and, as shown
above, there cannot be infinite branching, the tree remains finite. Thus, there
can only be a finite number of alternative full propagation sequences of P for
Qi, each corresponding to a branch of the (computation) tree.
Thus, for a propagation safe CHR program, the propagation store is finite.
Proposition 4.3.2 (finiteness of the propagation store). Let P be a propa-
gation safe CHR program and I a query set. Let Qi be any CHR state in a
computation of P for I. Let Ui be the propagation store of Qi w.r.t. P . Then,
Ui is finite. 
Proof. By Proposition 4.3.1, there can only be a finite number of full
propagation sequences for any CHR state in any computation of a propagation
safe CHR program P . Since in each of these sequences only a finite number of
constraints can be added, we obtain the result.
We now come to the heart of our approach. As we have already illustrated in
Section 4.1, the constraint store combined with the propagation store remains
constant for propagation transitions, while the size of the propagation forecast
decreases. We furthermore have illustrated that the combined size of constraint
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and propagation stores can be shown to decrease for simpagation, while the
propagation forecast remains finite. We can therefore define a lexicographical
ordering on a new representation of CHR states, that can be seen to decrease
for every application of a CHR rule.
Definition 4.3.2 (CHR state representation). Let P be a propagation safe
CHR program and I a query set. Let Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→
Qq
P,φq+1
−−−−→ . . . be any computation of P for I, where φi = θi —the answer
substitution for the built-in constraint— if Qi−1
P,φi
−−−→ Qi is a solve transition,
and φi = σiθi —the composition of the match substitution and the answer
substitution for the guard— if Qi−1
P,φi
−−−→ Qi is a propagation or a simpagation
transition. Then, for q ≥ i, we define
• φqi = φ
∅φi+1φi+2 . . . φq, with φ
∅ the empty substitution, and
• |Qi|
q
ω = |〈Si, Ti〉νi |
q
ω = (Siφ
q
i unionmulti Uiφ
q
i , Tiφ
q
i ). 
Note that the CHR state representation from above differs from the CHR state
representation for termination of propagation (see Definition 4.2.5). That
is, the CHR state representation from above is useful to verify decreases on
consecutive program states for program termination, while the CHR state
representation from Definition 4.2.5 is useful to prove propagation safeness.
We define the following ordering on the CHR state representation.
Definition 4.3.3 (CHR state ordering). Let (NµP ,
N
µP ) be the multiset
extension of a reduction pair (NP ,
N
P ) on Atom
N
P and (µτ ,µτ ) the multiset
extension of a reduction pair (τ ,τ ) on TokenP , based on (NP ,
N
P ). Then,
ω is the lexicographical ordering on ordered pairs (S unionmultiU, T ) of the CHR state
representation, where the first element is compared on the basis of (NµP ,
N
µP )
and the second on the basis of (µτ ,µτ ). 
The CHR state ordering yields a reduction pair (ω,ω).
Proposition 4.3.3. Let (NµP ,
N
µP ) be the multiset extension of a reduction
pair (NP ,
N
P ) on Atom
N
P and (µτ ,µτ ) the multiset extension of a reduction
pair (τ ,τ ) on TokenP , based on (NP ,
N
P ). Finally, let ω be the CHR
state ordering based on these extensions. Then, (ω,ω) is a reduction pair,
where ω is the strict partial order associated to ω. 
Proof. It is well-known that a lexicographical ordering, based on reduction
pairs, yields a reduction pair (see e.g., [DM79] and [Der82]).
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Next, we introduce sufficient conditions for CHR rules of any kind. These
conditions imply decreases on the CHR state representation of consecutive
CHR states, in computations of a propagation safe CHR program P for a
query set I.
4.3.2 The RC for CHR
As the RC for CHR on propagation rules (see Definition 4.2.3) is also sufficient
to prove program termination, now, we want to introduce a condition on
simpagation rules such that for every application of a simpagation rule the
combined size of constraint and propagation store decreases. However, we do
not want to reason explicitly on the propagation store. Full propagation may
require many transitions and we do not wish to compute them all.
Assuming satisfaction of the RC for CHR on propagation, it turns out that
it is sufficient to only consider the first-layer propagation of full propagation.
Informally, these are the constraints of the propagation store that are added by
propagation transitions using tokens that are present in the current propagation
forecast (see Definition 4.3.9).
If the constraints added as a consequence of the tokens present in the current
propagation forecast cannot undo a multiset decrease, neither will any of the
constraints added as a consequence of newly introduced tokens, since these
tokens (of further propagation layers), under satisfaction of the RC for CHR
on propagation rules, correspond to the addition of even smaller constraints.
Our RC is a refinement of the RC for simplification rules from Definition
2.3.16. That is, we additionally impose that whenever a multiset decrease
exists between the head and the body of a simpagation rule, all first-layer
propagation that can follow the application of a simpagation rule and which
uses added constraints of the simpagation rule —corresponding to the newly
introduced tokens— cannot undo the multiset decrease.
To characterise this, we need the decreasing ranks set of a strict multiset
decrease. To be able to define the notion of a decreasing ranks set of a
strict multiset decrease, we first introduce (maximal) decreasing equivalence
multisubsets of a strict multiset decrease.
Definition 4.3.4 (decreasing equivalence multisubset). Let U be a universe for
the multisets MA and MB. Let (,) be a reduction pair on U and (µ,µ)
the multiset extension of (,). Let MA µ MB. A (,)-equivalence
multisubset E = EA unionmulti EB of MA unionmulti MB, with EA v MA and EB v MB,
is decreasing iff ]EA > ]EB. 
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Definition 4.3.5 (maximal decreasing equivalence multisubset). Let U be a
universe for the multisets MA and MB. Let (,) be a reduction pair on U
and (µ,µ) the multiset extension of (,). Let MA µ MB. A decreasing
(,)-equivalence multisubset E = EA unionmultiEB of MA unionmultiMB, with EA vMA and
EB v MB, is maximal iff there does not exist a decreasing (,)-equivalence
multisubset E′ = E′A unionmulti E
′
B of MA unionmultiMB, with E
′
A v MA and E
′
B v MB, such
that there exists an e ∈ E and an e′ ∈ E′: e′  e. 
We are now ready to define the notion of a decreasing ranks set of a strict
multiset decrease.
Definition 4.3.6 (decreasing ranks set). Let U be a universe for the multisets
MA and MB. Let (,) be a reduction pair on U and (µ,µ) the multiset
extension of (,). Let MA µ MB. A decreasing ranks set of MA unionmultiMB is a
(multi)set R = Jρ1, . . . , ρrK, where R vMA, containing one element ρi of each
maximal decreasing equivalence multisubset Ei of MA unionmultiMB. 
We provide an example.
Example 4.3.1 (decreasing ranks set). Consider a reduction pair (,) for
a universe U = {a, b, c, d, e}, where
= {(a, a), (b, b), (c, c), (d, d), (e, e), (a, c), (b, d), (d, b)}
is a pre-order relation with associated strict partial order relation = {(a, c)}.
Let (µ,µ) be its multiset extension. Furthermore, consider two multisets
MA = Ja, a, b, c, d, e, eK and MB = Ja, c, c, b, e, eK of U . It can easily be verified
that MA µ MB. Then, R = Ja, bK is a decreasing ranks set of MA µ MB
and R′ = Ja, dK is another. 
Note that the decreasing ranks in a decreasing ranks set R of a strict multiset
decrease MA µ MB can be regarded as the reason for the multiset decrease.
They define the maximal equivalence classes for which a decrease in cardinality
exists between MA and MB. Therefore, adding any finite number of elements
that are strictly smaller than some decreasing rank of R to MB will not undo
the multiset decrease. We have the following property of multiset extensions.
Proposition 4.3.4. Let U be a universe for the multisets MA, MB and S. Let
(,) be a reduction pair on U such that MA µ MB, where (µ,µ) is the
multiset extension of (,). Furthermore, let R = Jρ1, . . . , ρrK be a decreasing
ranks set of MA µ MB and let S be such that for all s ∈ S holds that there
exists a ρ ∈ R for which ρ  s. Then, MA µ MB unionmulti S. 
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Proof. First note that if there exists a ρ ∈ R such that ρ  s, there cannot
exist another ρ′ ∈ R such that s  ρ′ as this would either conflict with the
guarantee that none of the decreasing ranks can be compared to each other
(see Definition 4.3.6) or with the guarantee that  is transitive. Thus, for each
element s ∈ S, even if the cardinality of its (µ,µ)-equivalent multisubsets
increases between MA and MB, there will always exist a (µ,µ)-equivalent
multisubset —related to one of the decreasing ranks— of larger elements, for
which the cardinality decreases betweenMA andMB (see Definition 2.3.7).
We furthermore have the following property of multiset extensions.
Proposition 4.3.5. Let U be a universe for the multisets MA, MB and S. Let
(,) be a reduction pair on U such that MA µ MB, where (µ,µ) is the
multiset extension of (,). Then, by constructiveness, MA unionmulti S µ MB unionmulti S.
Furthermore, let R = Jρ1, . . . , ρrK be a decreasing ranks set of MA µ MB.
Then, R is a decreasing ranks set of MA unionmulti S µ MB unionmulti S. 
Proof. Considering the proof of Proposition 2.3.2, this is obvious.
We are finally ready to give the RC for CHR on simpagation rules.
Definition 4.3.7 (RC for CHR on simpagation rules). Let P be a CHR
program and I a query set. Let (,) be a reduction pair on Call(P, I) such
that Call(P, I) is rigid w.r.t. (,). Furthermore, let (µ,µ) be the multiset
extension of (,). Then, a CHR program P for I satisfies the RC for CHR
on simpagation rules iff:
• For any substitution χ of a simpagation rule
Rs @ H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
holds that
JHj+1, . . . ,HnKχ µ JC | C ∈ JB1, . . . , Bl, C1, . . . , CmKχ ∧ C ∈ Call(P, I)K.
• Furthermore, let R = Jρ1, . . . , ρrK be a decreasing ranks set of
JHj+1, . . . ,HnKχ µ JC | C ∈ JB1, . . . , Bl, C1, . . . , CmKχ ∧ C ∈ Call(P, I)K.
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Then, for any substitution χ′ of a propagation rule
Rp @ H ′1, . . . ,H
′
n′ ⇒ G
′
1, . . . , G
′
k′ | B
′
1, . . . , B
′
l′ , C
′
1, . . . , C
′
m′ .
in P , such that
∀H ′ ∈ JH ′1, . . . ,H
′
n′Kχ
′ : H ′ ∈ Call(P, I),
∀G′ ∈ JG′1, . . . , G
′
k′Kχ
′ : G′ ∈ RSSErel(G′), and
∀B′ ∈ JB′1, . . . , B
′
l′Kχ
′ : B′ ∈ RSSErel(B′),
and such that there exists a constraint D:
D ∈ JC1, . . . , CmKχ and D ∈ JH ′1, . . . ,H
′
n′Kχ
′;
holds that ∀C ′ ∈ JC | C ∈ JB′1, . . . , B
′
l′ , C
′
1, . . . , C
′
m′Kχ
′ ∧ C ∈ Call(P, I)K,
∃ρ ∈ R : ρ  C ′. 
What is expressed in the second condition is that each time that a head
constraint in a propagation rule matches an added constraint of the simpagation
rule, by addition of its body constraints, it cannot undo the multiset decrease
of the simpagation rule. Since we are verifying a local condition, we do not
have information on the contents of the constraint store, therefore, an added
CHR constraint can introduce an arbitrary finite number of tokens and thus an
arbitrary finite number of copies of the constraints in the body of propagation
rules. Hence, we require that the added constraints of propagation rules, that
can fire as a consequence of an added body CHR constraints of the simpagation
rule, demonstrate a strict decrease w.r.t. some decreasing rank of the multiset
decrease of the simpagation rule.
By natural extensions, we have the following.
Corollary 4.3.1 (RC for CHR on simpagation rules). Let P be a CHR program
and I a query set. Let (,) be a reduction pair on Call(P, I), such that
Call(P, I) is rigid w.r.t. (,). Furthermore, let (P ,P ) be the natural
extension of (,) to AtomP and (µP ,µP ) its multiset extension. Then, a
CHR program P for I satisfies the RC for CHR on simpagation rules iff:
• For any substitution χ of a simpagation rule
Rs @ H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P , such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ Call(P, I),
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∀G ∈ JG1, . . . , GkKχ : G ∈ RSSErel(G), and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSErel(B),
holds that JHj+1, . . . ,HnKχ µP JB1, . . . , Bl, C1, . . . , CmKχ.
• Furthermore, let R = Jρ1, . . . , ρrK be a decreasing ranks set of
JHj+1, . . . ,HnKχ µP JB1, . . . , Bl, C1, . . . , CmKχ.
Then, for any substitution χ′ of a propagation rule
Rp @ H ′1, . . . ,H
′
n′ ⇒ G
′
1, . . . , G
′
k′ | B
′
1, . . . , B
′
l′ , C
′
1, . . . , C
′
m′ .
in P , such that
∀H ′ ∈ JH ′1, . . . ,H
′
n′Kχ
′ : H ′ ∈ Call(P, I),
∀G′ ∈ JG′1, . . . , G
′
k′Kχ
′ : G′ ∈ RSSErel(G′), and
∀B′ ∈ JB′1, . . . , B
′
l′Kχ
′ : B′ ∈ RSSErel(B′),
and such that there exists a constraint D:
D ∈ JC1, . . . , CmKχ and D ∈ JH ′1, . . . ,H
′
n′Kχ
′;
holds that ∀C ′ ∈ JB′1, . . . , B
′
l′ , C
′
1, . . . , C
′
m′Kχ
′, ∃ρ ∈ R : ρ P C ′. 
Proof. The proof is a simple adaption of the proof of Corollary 2.3.1, applied
on the RC for CHR on simpagation rules instead (see Definition 4.3.1).
Finally, by combining both RCs for CHR w.r.t. the same reduction pair, we
obtain a RC for CHR programs, sufficient to prove program termination.
Definition 4.3.8 (RC for CHR). Let P be a CHR program and I a query
set. Let (,) be a reduction pair on Call(P, I) such that Call(P, I) is rigid
w.r.t. (,). Then, a CHR program P for I satisfies the RC for CHR iff P
for I satisfies the RC for CHR on propagation rules w.r.t. (,) and P for I
satisfies the RC for CHR on simpagation rules w.r.t. (,). 
Before we prove correctness of the RC for CHR, we discuss termination of the
CHR program of Sections 3.3.4 and 4.1, outside the scope of the approaches of
Chapters 2 and 3. Here, we only verify the RC for CHR at an intuitive level.
In Section 4.4.4, we provide a more formal verification of the RC for CHR.
Example 4.3.2 (problem class 2 from Section 3.3.4). The following CHR
program P is terminating for any initial CHR state.
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R1 @ a(s(N)), a(N), a(N)⇔ a(s(N)), a(N).
R2 @ a(s(N))⇔ a(N).
R3 @ a(s(s(N))), a(s(s(N)))⇒ a(N).
Comparing constraints of the a/1 predicate based on their argument’s term-size
(see Definition 2.3.12), we can construct a reduction pair (,) on Call(P, I)
for which Call(P, I) is rigid.
For R1, it can be verified that there is a strict multiset decrease between the head
and the body of the rule. Considering application of R3 on the added CHR
constraints of R1, it can be verified that this strict multiset decrease cannot
be undone. For R2, it can be verified that there is a strict multiset decrease
between the head and the body of the rule. Considering application of R3 on
the added CHR constraints of R2, it can be verified that this strict multiset
decrease cannot be undone. Finally, for R3, it can easily be verified that the
added CHR constraints of the rule are strictly smaller than the head constraints
of the rule. Therefore, P is terminating for I. 
4.3.3 Correctness of the RC for CHR
Let Qi−1 →P Qi be any transition in a computation of a CHR program P for a
query set I, where Ui−1 is the propagation store of Qi−1 and Ui the propagation
store of Qi. Then, Ui−1 = U unionmulti UR and Ui = U unionmulti UA. Here, UR represents the
constraints removed from the propagation store Ui−1 and UA the constraints
added to the propagation store Ui−1 as a result of the transition.
Note that we will not explicitly define U , UR and UA, since it will not be needed
in the proofs that follow. Moreover, U , UR and UA can always be determined
by computing full propagation on Qi−1 and Qi. We will however provide
the following intuitions regarding UR and UA. That is, in a simpagation
transition the constraints removed from the propagation store are related to
the constraints removed from the constraint store. In a solve or propagation
transition the constraints removed from the propagation store are related to
the alternatives for propagation that are no longer valid. In a simpagation
transition the constraints added to the propagation store are related to the
constraints added to the constraint store. Finally, in a solve or propagation
transition there are no constraints added to the propagation store as solve and
propagation transitions are both considered in the effect of full propagation.
We will also need the notion of first-layer propagation.
Definition 4.3.9 (first-layer propagation). Let P be a CHR program and I a
query set. For any CHR state Qi in any computation Q0
P
−→ Q1
P
−→ Q2
P
−→ . . .
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of P for I, let Ui be the propagation store of P for Qi. Then, the first-layer
propagation of Ui, denoted U
1
i , is the multisubset of constraints of Ui added to
the constraint store by propagation transitions that use tokens of the current
propagation forecast Ti of Qi. We also define the complement of U
1
i , i.e., U
1′
i ,
as U1i unionmulti U
1′
i = Ui. 
Thus, the constraints added in further propagation layers, i.e., U1
′
i , are added
by propagation rules that fire on tokens that are added to the propagation
forecast as the result of propagation on constraints added in the first-layer
propagation U1i . Note that we will also consider the first-layer propagation of
the constraints added to the propagation store and denote it is as UA1 .
To prove the correctness of the RC for CHR (see Definition 4.3.8), that is,
satisfaction of the RC for CHR implies program termination, we use the CHR
state representation of Definition 4.3.2. We will need the following lemma.
Lemma 4.3.1 (boundedness of |.|qω in q). Let P be a propagation safe CHR
program and I a query set. Let Q0
P,φ1
−−−→ Q1
P,φ2
−−−→ Q2
P,φ3
−−−→ . . .
P,φq
−−−→
Qq
P,φq+1
−−−−→ . . . be any computation of P for I. Let (,) be a reduction
pair on Call(P, I) for which Call(P, I) is rigid. Let (NµP ,
N
µP ) be the multiset
extension of a reduction pair (NP ,
N
P ) on Atom
N
P , obtained as the supernatural
extension of (,) and let (µτ ,µτ ) be the multiset extension of a reduction
pair (τ ,τ ) on TokenP , based on (NP ,
N
P ). Finally, let (ω,ω) be the
CHR state reduction pair based on these extensions. Then, for any Qi in the
computation, there exists a q ≥ i, with Qq in the computation, such that for all
q′ ≥ q, with Qq′ in the computation, holds that |Qi|
q
ω ≈ω |Qi|
q′
ω . 
Proof. Qi = 〈Si, Ti〉νi is a finite state. Therefore, by propagation safeness, the
propagation store Ui is also finite. Considering this, given rigidity of the call
set, the proof is a simple adaption of the proofs of Lemmas 2.3.2 and 4.2.1.
Using the CHR state representation, under satisfaction of the RC for CHR,
for any transition in a non-failed computation, there exists a strict decrease
between the consecutive program states. We have the following lemma.
Lemma 4.3.2. Let P be a CHR program which satisfies the RC for CHR for
a query set I w.r.t. (,) on Call(P, I). Let (NµP ,
N
µP ) be the supernatural
extension of (,) to AtomNP and (τ ,τ ) the reduction pair on TokenP ,
based on (NµP ,
N
µP ). Furthermore, let (ω,ω) be the reduction pair on
the CHR state representation based on these extensions. Then, for any
transition Qi−1
P,φi
−−−→ Qi in a non-failed computation Q0
P,φ1
−−−→ Q1
P,φ2
−−−→
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Q2
P,φ3
−−−→ . . .
P,φq
−−−→ Qq
P,φq+1
−−−−→ . . . of P for I, holds that ∃q ≥ i such that
∀q′ ≥ q : |Qi−1|q
′
ω ≈ω |Qi−1|
q
ω ω |Qi|
q
ω ≈ω |Qi|
q′
ω . 
Proof. By satisfaction of the RC for CHR on propagation rules, Theorem 4.2.2
guarantees that P is propagation safe for I. There are three kinds of transitions
to consider:
1. Let Qi−1
P,φi
−−−→ Qi be a solve transition in a non-failed computation of P
for I and let Qq be in the computation, with q ≥ i. Then, necessarily,
• |Qi−1|qω = (Jb]ibK unionmulti S unionmulti U unionmulti U
R, T )φqi−1,
• |Qi|qω = (S unionmulti U unionmulti U
A, T )θiφ
q
i with U
A = JK, and
• φqi−1 = θiφ
q
i .
As can be verified, the second component of the CHR state representation
remains constant. For the first component, as Jb]ibKφ
q
i−1 
N
µP JK, by
constructiveness, Jb]ibKφ
q
i−1 unionmulti Sφ
q
i−1 unionmulti Uφ
q
i−1 
N
µP Sφ
q
i−1 unionmulti Uφ
q
i−1. Thus,
the first component decreases in size: (Jb]ibK unionmulti S unionmulti U unionmulti UR)φ
q
i−1 
N
µP
(S unionmulti U unionmulti UA)φqi−1. Therefore, |Qi−1|
q
ω ω |Qi|
q
ω.
Since this holds for any q ≥ i, and by Lemma 4.3.1 there exists a qi−1,
such that for all q′ ≥ qi−1, |Qi−1|q
′
ω ≈ω |Qi−1|
qi−1
ω , and a qi, such that for
all q′ ≥ qi, |Qi|q
′
ω ≈ω |Qi|
qi
ω , we have that for q = max{qi−1, qi}, for all
q′ ≥ q : |Qi−1|q
′
ω ≈ω |Qi−1|
q
ω ω |Qi|
q
ω ≈ω |Qi|
q′
ω .
2. LetQi−1
P,φi
−−−→ Qi be a propagation transition in a non-failed computation
of P for I. Let (R @ H1, . . . ,Hn ⇒ G1, . . . , Gk | D1, . . . ,Du.) be
the propagation rule of P applied in the transition and this on the
CHR constraints h1, . . . , hn of Qi−1 with match substitution σi, such
that the guards G1, . . . , Gk all succeed with answer substitution θi. Let
furthermore Qq be in the computation, with q ≥ i. Then, necessarily,
• |Qi−1|qω = (Si−1 unionmulti Ui−1, Ti−1)φ
q
i−1 with
Si−1 = Jh1]i1, . . . , hn]inK unionmulti S,
Ui−1 = U unionmulti JD1]ν, . . . ,Du](ν + u− 1)K unionmulti UR and
Ti−1 = J(R, h1]i1, . . . , hn]in)K unionmulti T ,
• |Qi|qω = (Si unionmulti Ui, Ti)σiθiφ
q
i with
Si = JD1]ν, . . . ,Du](ν + u− 1)K unionmulti Si−1,
Ui = U unionmulti UA with UA = JK and
Ti = T unionmulti TA(JD1]ν,...,Du](ν+u−1)K,Si−1), and
• φqi−1 = σiθiφ
q
i .
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It can easily be verified that the size of the first component of the CHR
state representation can only decrease in size: (Si−1 unionmulti Ui−1)φ
q
i−1 
N
µP
(Si unionmulti Ui)σiθiφ
q
i for q ≥ i. In fact, the combined size of constraint and
propagation stores will usually not be constant, except if the effect of full
propagation is well-defined (unique), such as for the Primes example of
Section 4.1. In that case UR = JK.
For the second component, we may reuse the proof in part 2 of Lemma
4.2.2 to prove that Ti−1φ
q′
i−1 µτ Tiφ
q′
i . Therefore, |Qi−1|
q′
ω ω |Qi|
q′
ω .
By the same argument as used at the end of part 1, there also exists a q,
such that for all q′ ≥ q : |Qi−1|q
′
ω ≈ω |Qi−1|
q
ω ω |Qi|
q
ω ≈ω |Qi|
q′
ω .
3. Let Qi−1
P,φi
−−−→ Qi be a simpagation transition in a non-failed computa-
tion of P for I. Let (R @ H1, . . . ,Hj \ Hj+1, . . . ,Hn ⇔ G1, . . . , Gk |
D1, . . . ,Du.) be the simpagation rule of P applied in the transition and
this on the CHR constraints h1, . . . , hn of Qi−1 with match substitution
σi, such that the guards G1, . . . , Gk all succeed with answer substitution
θi. Let furthermore Qq be in the computation, with q ≥ i. Then,
necessarily,
• |Qi−1|qω = (Si−1 unionmulti Ui−1, Ti−1)φ
q
i−1 with
Si−1 = Jh1]i1, . . . , hn]inK unionmulti S,
Ui−1 = U unionmulti UR and
Ti−1 = T ,
• |Qi|qω = (Si unionmulti Ui, Ti)σiθiφ
q
i with
Si = Jh1]i1, . . . , hj]ij ,D1]ν, . . . ,Du](ν + u− 1)K unionmulti S,
Ui = U unionmulti UA and
Ti = T unionmulti TA(JD1]ν,...,Du](ν+u−1)K,Jh1]i1,...,hj]ijKunionmultiS), and
• φqi−1 = σiθiφ
q
i .
As can be verified, the second component of the CHR state representation
remains finite.
For the first component, we have the following. Let χqi−1 = σiθiχ
q
i be the
substitution obtained by restricting the domain of φqi−1 = σiθiφ
q
i to the
variables of R. Then, considering the precondition of the RC for CHR
on simpagation rules (see Corollary 4.3.1), since both the call set and the
extended success set are closed under substitution, we have for q ≥ i :
∀H ∈ JH1, . . . ,HnKχ
q
i−1 : H ∈ Call(P, I), and
∀G ∈ JG1, . . . , GkKχ
q
i−1 : G ∈ R
SSE
rel(G).
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As furthermore, by fairness, there must exists a state Qqf in the
considered computation, with qf ≥ i, such that the body built-in
constraints B1, . . . , Bl in JD1, . . . ,DuK of R were all solved successfully,
we have that for any q′ ≥ qf :
∀B ∈ JB1, . . . , BlKχ
q′
i−1 : B ∈ R
SSE
rel(B).
Therefore, a qf ≥ i exists, such that for any q′ ≥ qf , χ
q′
i−1 satisfies the
precondition of the RC for CHR on simpagation rules.
Let (P ,P ) be the natural extension of (,) and let (µP ,µP ) be
the multiset extension of (P ,P ). Then, under satisfaction of the RC
for CHR, this implies that a qf ≥ i exists, such that for any q′ ≥ qf :
JHj+1, . . . ,HnKχ
q′
i−1 µP JD1, . . . ,DuKχ
q′
i−1, with a decreasing ranks set
R = Jρ1, . . . , ρrK v JHj+1, . . . ,HnKχ
q′
i−1 or else Jhj+1, . . . , hnKφ
q′
i−1 µP
JD1, . . . ,DuKφ
q′
i−1, with R v Jhj+1, . . . , hnKφ
q′
i−1.
By supernatural extensions,
Jhj+1]ij+1, . . . , hn]inKφ
q′
i−1 
N
µP JD1]ν, . . . ,Du](ν + u− 1)Kφ
q′
i−1,
with R′ = Jρ1]iρ1 , . . . , ρr]iρrK v Jhj+1]ij+1, . . . , hn]inKφ
q′
i−1 as a
decreasing ranks set. Then, by constructiveness and Proposition 4.3.5,
(Jh1]i1, . . . , hj]ijK unionmulti Jhj+1]ij+1, . . . , hn]inK unionmulti S unionmulti U)φ
q′
i−1 
N
µP
(Jh1]i1, . . . , hj]ijK unionmulti JD1]ν, . . . ,Du](ν + u− 1)K unionmulti S unionmulti U)φ
q′
i−1,
with a decreasing ranks set R′.
By the RC for CHR on propagation rules, a sufficiently large qp ≥ qf
exists such that for any q′ ≥ qp and for any constraint in UAφ
q′
i−1, there
exists a constraint in UA1φq
′
i−1 that is larger or equal to it. Since the RC
for CHR on simpagation guarantees that all constraints of UA1φq
′
i−1 are
strictly smaller in size than some decreasing rank in R′, related to R by
supernatural extensions, we have that for all constraints of UAφq
′
i−1 there
must also exist a decreasing rank in R′ that is strictly larger. Therefore,
by Proposition 4.3.4, a qp ≥ qf exists such that for any q′ ≥ qp :
(Jh1]i1, . . . , hj]ijK unionmulti Jhj+1]ij+1, . . . , hn]inK unionmulti S unionmulti U)φ
q′
i−1 
N
µP
(Jh1]i1, . . . , hj]ijK unionmulti JD1]ν, . . . ,Du](ν + u− 1)K unionmulti S unionmulti U unionmulti UA)φ
q′
i−1.
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Thus, a qp ≥ qf exists such that for any q′ ≥ qp :
(Jh1]i1, . . . , hj]ijK unionmulti Jhj+1]ij+1, . . . , hn]inK unionmulti S unionmulti U unionmulti UR)φ
q′
i−1 
N
µP
(Jh1]i1, . . . , hj]ijK unionmulti JD1]ν, . . . ,Du](ν + u− 1)K unionmulti S unionmulti U unionmulti UA)φ
q′
i−1.
So, the first component of the CHR state representation decreases in size.
Therefore, |Qi−1|q
′
ω ω |Qi|
q′
ω .
By the same argument as used at the end of part 1, there also exists a q,
such that for all q′ ≥ q : |Qi−1|q
′
ω ≈ω |Qi−1|
q
ω ω |Qi|
q
ω ≈ω |Qi|
q′
ω .
We are ready to express the correctness of our RC, i.e., the RC for CHR
guarantees termination of the CHR program P for the query set I.
Theorem 4.3.1. If a CHR program P for a query set I satisfies the RC for
CHR, then P is terminating for I. 
Proof. A simple adaption of the proof of Theorem 2.3.1 using Lemma 4.3.2.
4.4 Termination of typical CHR programs
In this section, we revisit a number of typical CHR programs and prove
termination with the RC for CHR.
4.4.1 Merge-sort
The CHR program P ,
R1 @ msort([])⇔ true.
R2 @ msort([L|Ls])⇔ r(0, L),msort(Ls).
R3 @ r(D,L1), r(D,L2)⇔ less(L1, L2) | r(s(D), L1), a(L1, L2).
R4 @ a(L1, L2) \ a(L1, L3)⇔ less(L2, L3) | a(L2, L3).
is the Merge-sort program from the previous chapters (see Section 2.4.2 and
Section 3.3.1). Since the program does not contain propagation, the RC
for CHR reduces to the RC for abstract CHR. That is, the condition on
propagation rules and the condition on first-layer propagation can be ignored.
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Therefore, the proof for satisfaction of the RC for CHR for the Merge-sort
program is identical to the proof for satisfaction of the RC for abstract CHR
of Section 2.4.2. Thus, P is terminating for I.
4.4.2 Primes
The CHR program P ,
R1 @ primes(M) \ primes(N)⇔ div(M,N) | true.
R2 @ primes(N)⇒ N > 2 | Np is N − 1, primes(Np).
is the Primes program from the previous chapter (see Section 3.3.2). The
intended use I, the call set Call(P, I) and the extended success sets RSSE>/2 and
RSSEis/2 are all given in Section 3.3.2. Therefore, we do not repeat them here.
Furthermore, we reuse the reduction pair (,), as defined in Section 3.3.2,
for which Call(P, I) is rigid.
To prove satisfaction of the RC for CHR w.r.t. (,), for every application of
R1, we verify a strict multiset decrease between the head and the body of the
rule. This is obviously the case as the body of R1 is empty. Furthermore, since
the body of R1 is empty there cannot be first-layer propagation on the added
constraints of R1 and thus the condition on first-layer propagation is trivially
satisfied. For R2, we verify a strict decrease between all constraints used in the
head and all constraints added in the body of the propagation rule. This is the
case as for any χ, where primes(N)χ ∈ Call(P, I)∧ (N > 2)χ ∈ RSSErel(N>2)∧
(Np is N − 1)χ ∈ RSSErel(Np is N−1), holds that primes(N)χ  primes(Np)χ.
Thus, P is terminating for I.
4.4.3 Fibonacci
The CHR program P ,
R1 @ fib(N,M)⇒ N = 0 |M = 0.
R2 @ fib(N,M)⇒ N = s(0) |M = 1.
R3 @ fib(s(s(N)),M1), fib(s(N),M2)⇒ fib(N,M),M1 is M2 +M.
is the Fibonacci program from the previous chapter (see Section 3.3.3). The
intended use I, the call set Call(P, I) and the extended success sets RSSE=/2 and
RSSEis/2 are all given in Section 3.3.3. Therefore, we do not repeat them here.
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Furthermore, we reuse the reduction pair (,), as defined in Section 3.3.3,
for which Call(P, I) is rigid.
Since the program does not contain simpagation, the RC for CHR reduces to
the RC for CHR with propagation on propagation rules. Therefore, the proof
for satisfaction of the RC for CHR for the Fibonacci program is identical to
the proof for satisfaction of the RC for CHR with propagation of Section 3.3.3.
Thus, P is terminating for I.
4.4.4 Second problem from Section 3.3.4
The CHR program P ,
R1 @ a(s(N)), a(N), a(N)⇔ a(s(N)), a(N).
R2 @ a(s(N))⇔ a(N).
R3 @ a(s(s(N))), a(s(s(N)))⇒ a(N).
is the second problem of Section 3.3.4 that cannot be proven terminating using
the approaches of previous chapters.
Applying the RC for CHR, we can prove termination. If the intended use
I of P is characterised by AtomP , we can derive a call set Call(P, I) = I.
Comparing constraints of the a/1 predicate based on their argument’s term-size
(see Definition 2.3.12), we can construct a reduction pair (,) on Call(P, I),
such that Call(P, I) is rigid w.r.t (,).
For R1, for any χ, we can verify a strict multiset decrease with decreasing ranks
set R = {a(N)χ}. Considering the constraints added in the body of R1, i.e.,
a(s(N))χ and a(N)χ, then by propagation on the added constraints, we can
only introduce constraints that are strictly smaller than a(N)χ of R. For R2,
for any χ, we can verify a strict multiset decrease with decreasing ranks set
R′ = {a(s(N))χ}. Considering the constraints added in the body of R2, i.e.,
a(N)χ, then by propagation on the added constraints we can only introduce
constraints that are strictly smaller than a(s(N))χ of R′. Finally, for R3, for
any χ, all head constraints are strictly greater than all body constraints. Thus,
P is terminating for I.
Chapter 5
Theory: Conclusions
In the previous chapters, we worked towards a theoretical framework for
termination analysis of the full CHR language, for which decreases can be
verified on a new representation of CHR states. Since CHR is often built on
top of a host language, we considered that any call to the host language of
CHR is universally terminating and that such calls can only result in variable
bindings. As such, we were able to focus on the termination behaviour of CHR.
In Chapter 2, we discussed a generalisation of the approach of [Frü00],
successful on CHR programs without propagation. In contrast to the rather
informal discussion of [Frü00], Chapter 2 provides a formal framework for
verifying state-size decreases on the constraint store at the level of the
transitions of a CHR program. Although the approach discussed in Chapter 4
is a direct generalisation of the approach of Chapter 2, Chapter 2 served the
purpose of introducing several of the aspects of termination analysis of CHR
in light of the next chapters.
In Chapter 3, the first approach to termination analysis of CHR programs
with propagation is discussed. It is a novel approach, introducing a new
characterisation of CHR-termination based on the finite addition of constraints.
The approach of Chapter 3 generalises the approach of [VDSP08]. That is, we
considered general orderings and a call set based on used constraints.
As explained in Section 3.3.4, the approaches of Chapters 2 and 3 are
complementary. That is, the approach of Chapter 2 is not applicable to CHR
programs with propagation. It is however more powerful than the approach of
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Chapter 3 on CHR programs that do not contain propagation. Because of this,
but also because there are interesting CHR programs that cannot be handled
by either one of these approaches, a new more general approach was introduced
in [PDS08a]. This new approach is the subject of Chapter 4.
The approach of Chapter 4 characterises the termination problem for CHR well.
By considering the propagation store of a state, representing the effect of full
propagation on a state, a new CHR state representation is obtained that can
be seen to decrease for terminating CHR programs with propagation. That is,
for propagation in terminating CHR programs, the combined size of constraint
and propagation store cannot increase while the size of the propagation forecast
can be seen to decrease. For simpagation in terminating CHR programs, the
combined size of constraint and propagation store can be seen to decrease while
the size of the propagation forecast remains finite.
The RC for CHR of Chapter 4 guarantees such decreases on this new state
representation. The condition on propagation rules guarantees decreases on
the propagation forecast, corresponding to the restriction that a propagation
rule can never introduce CHR constraints that through further propagation can
replace constraints used in the head of the propagation rule. In the presence of a
fire-once policy, such a notion captures the termination problem of propagation
in CHR well. On the other hand, the condition on simpagation rules of Chapter
4 guarantees decreases on the combined size of constraint and propagation store.
Its meaning corresponds to the restriction that a multiset decrease must exist
for any application of a simpagation rule such that the decrease can never
be undone by propagation on the added constraints of the rule. This notion
captures the termination problem of simpagation (w.r.t. propagation) well.
This chapter concludes the discussion on theoretical frameworks for termination
analysis of CHR. First, we provide a comparison of the different approaches
discussed in the previous chapters. Then, we discuss their limitations and
provide intuitions to overcome these limitations. As such, we outline future
work regarding improved theoretical frameworks.
5.1 A comparison of RCs
In this section, we compare the power of the different RCs, introduced in
Chapters 2, 3 and 4, w.r.t. the theoretical semantics of CHR.
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5.1.1 RC for abstract CHR vs. RC for CHR with propagation
As explained in Section 3.3.4, the approaches of Chapters 2 and 3 are
complementary. Comparing the condition on simplification rules of Chapter
2 with the condition on simpagation rules of Chapter 3, we can verify that
the condition on simpagation rules in the RC for CHR with propagation (see
Definition 3.2.5) is an instance of the condition on simplification rules of the
RC for abstract CHR (see Definition 2.3.16).
More precisely, it is that instance for which a strict multiset decrease exists on
the simpagation rule, such that the constraints in the decreasing ranks set (see
Definition 4.3.6) of the strict multiset decrease are all in the (,)-maximal
multisubsets (see Definition 3.2.4) of the removed and added constraints of the
rule. Thus, we have the following property.
Proposition 5.1.1. Let P be a CHR program without propagation and let I
be a query set. If the RC for CHR with propagation can be satisfied for P with
I using (,) on Call(P, I), then the RC for abstract CHR can be satisfied for
P with I using (,) on Call(P, I). 
Proof. First note that the abstract and theoretical CHR semantics are
equivalent if there is no propagation. Then, consider, in the RC for abstract
CHR (expressed on simplification rules only), that the kept heads of a
simpagation rule are part of the decrease conditions, but that they will appear
on both sides of these conditions. Hence, by constructiveness, we can ignore
them. Then, the RC for CHR with propagation on simpagation rules can easily
be verified to be an instance of the RC for abstract CHR.
Furthermore, it is obvious that for a CHR program with propagation, only the
RC for CHR with propagation is applicable. Therefore, given the first problem
of Section 3.3.4, we can conclude that for the theoretical CHR semantics both
approaches are complementary w.r.t. the presence of propagation rules.
5.1.2 RC for abstract CHR vs. RC for CHR
It should be clear that the RC for CHR of Chapter 4 is strictly more powerful
than the RC for abstract CHR of Chapter 2 (see Section 3.3.4 and Section
4.3.2). When no propagation is present, the RC for CHR on simpagation rules
(see Definition 4.3.7) reduces to the RC for abstract CHR (see Definition 2.3.16).
Thus, we have the following property.
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Proposition 5.1.2. If the RC for abstract CHR can be satisfied for a CHR
program P with query set I using (,) on Call(P, I), then the RC for CHR
can be satisfied for P with I using (,) on Call(P, I). 
Proof. First, note that the abstract and theoretical CHR semantics are
equivalent if there is no propagation. Then, consider, in the RC for abstract
CHR, that the kept heads of a simpagation rule are part of the decrease
conditions, but that they will appear on both sides of these conditions, hence
we can ignore them. Then, it is easily verified that without propagation the
RC for CHR on simpagation rules reduces to a condition that is equivalent to
the condition on simplification rules of the RC for abstract CHR.
Furthermore, for a CHR program with propagation, only the RC for CHR is
applicable. Therefore, we may conclude that for the theoretical CHR semantics
the RC for CHR is strictly more powerful than the RC for abstract CHR.
5.1.3 RC for CHR with propagation vs. RC for CHR
When comparing the RC for CHR of Chapter 4 to the RC for CHR with
propagation from Chapter 3, we first consider that the condition on propagation
rules of the RC for CHR with propagation (see Definition 3.2.5) is identical
to the RC for CHR on propagation rules (see Definition 4.2.3). Comparing
the conditions on simpagation rules, we can verify that the condition on
simpagation rules of the RC for CHR with propagation (see Definition 3.2.5)
is an instance of the RC for CHR on simpagation rules (see Definition 4.3.7).
More precisely, it is that instance for which a strict multiset decrease exists
on the simpagation rule, such that the constraints in the decreasing ranks set
of the strict multiset decrease are all in the (,)-maximal multisubsets of
the removed and added constraints of the rule. In this particular instance
of a multiset decrease, first-layer propagation on the added constraints of the
CHR rule can never undo the multiset decrease. Hence, in the condition on
simpagation rules of the RC for CHR with propagation, there is no condition
on first-layer propagation required. Thus, we have the following property.
Proposition 5.1.3. If the RC for CHR with propagation can be satisfied for a
CHR program P with query set I using (,) on Call(P, I), then the RC for
CHR can be satisfied for P with I using (,) on Call(P, I). 
Proof. For both RCs, the condition on propagation rules are identical. For the
condition on simpagation rules, consider first that the condition on simpagation
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rules in the RC for CHR with propagation is an instance of the condition
on simpagation rules in the RC for CHR. Then, consider that the condition
on simpagation rules in the RC for CHR with propagation relates to that
instance of a multiset decrease, where the decreasing ranks set is such that
no constraint, added in the body of the simpagation rule, is strictly larger
than some constraint in the decreasing ranks set. In this particular instance
of a multiset decrease, under satisfaction of the RC for CHR on propagation
rules, further propagation on the added constraints of a simpagation rule can
never undo the multiset decrease. Therefore, for this instance, we may ignore
first-layer propagation in the RC for CHR.
Thus, considering Section 3.3.4 and Section 4.4.4, where we give an example of
a program that cannot be handled by the RC for CHR with propagation but
can be handled by the RC for CHR, we may conclude that the RC for CHR is
strictly more powerful than the RC for CHR with propagation.
5.2 Limitations of the RC for CHR
The approach of Chapter 4 captures the termination problem for CHR well.
There are however a number of limitations to our approach.
5.2.1 The success set of CHR predicates
One limitation to our approach is that we cannot handle CHR constraints as
intermediate calls. Thus, if termination depends on CHR constraints used
as intermediate calls, our approach cannot prove termination. Since such
programs may occur in practice (see Example 2.3.13), it is therefore interesting
to regard an approach that can consider intermediate CHR constraints.
In developing such an approach, a number of problems need to be addressed
first. In contrast to LP with SLD resolution, for the theoretical CHR semantics
there is no selection or application rule defined. Thus, in CHR, there is no
way of determining intermediate calls based on a selection or application rule.
Therefore, in order to be able to use the success set of added CHR constraints,
we need, besides the guarantee of a fair semantics, a proof of termination of
the predicate to which the CHR constraint belongs.
To do so, first of all, we will need a notion for a terminating CHR predicate.
In CHR, it is not entirely clear what such a notion should mean, however,
intuitively, it corresponds to the absence of infinite computations involving the
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CHR predicate. Therefore, as a simple adaption of such a notion in LP, it may
be defined as termination of the Strongly Connected Components (SCCs) of
the CHR program in which the CHR predicate occurs (see Chapter 7).
Secondly, we will also need a modular approach to termination analysis of
CHR, based on the SCCs of the program. This, as we will discuss in Chapter
7, can be done similarly to such an approach for LP [BCER02, NDSGSK11].
Using this modular approach, if after a first attempt not all SCCs can be
proven terminating, we can derive the terminating CHR predicates related to
the terminating SCCs. Then, in next attempts on the remaining SCCs, we can
take the success set of terminating CHR predicates into account.
5.2.2 Extensions different from multiset extensions
A second, more fundamental, limitation to our approach is related to a
requirement of extensions different from the multiset extensions on which our
RCs are based (see Section 2.3.2).
An additive extension
Consider the CHR program
R1 @ a, a⇔ b. R2 @ b⇔ a.
Clearly it is terminating for any query to it. However, it cannot be proven
terminating using the RC for CHR: for the first rule a needs to be greater than
or equal to b and for the second rule b needs to be strictly greater than a.
In [Frü00], a second approach to termination analysis of abstract CHR is
discussed, based on an additive extension. In an additive extension, state-size
decreases are verified on the basis of adding the sizes of constraints of the state
together. Such an extension is constructive and thus allows for local conditions.
As can be verified, for the example above, if we measure a by the number 2
and b by 3 then a decrease can be shown for each rule application.
Alternatively, the transformational approach of [PSDS07a,PSDS07b] can also
be used to handle the program above. Finally, the approach based on self-
sustainability of SCCs in CHR can also prove termination (see Chapter 7).
96 THEORY: CONCLUSIONS
A multiplicative extension
A second kind of CHR programs, that cannot be proven terminating with the
RC for CHR, can be characterised by the CHR rule
l([A|LA]), l([B|LB])⇔
len(LA,LenA), len(LB,LenB), LenA ≥ LenB | l([B,A|LA]), l(LB).
The rule concatenates lists. It collects the elements of several lists into a single
list and does so by adding to a list of elements, elements of shorter lists.
We cannot prove termination of this program using the RC for CHR. That is,
the length of the longest list becomes longer and the length of the smallest
list shorter. Furthermore, it cannot be proven terminating using the additive
extension of the previous subsection. However, if we introduce a multiplicative
extension, similar to the additive extension introduced above, it can be proven
terminating. That is, if we measure the size of the constraints by list-length,
then for each consecutive state we can show a decrease on the multiplicative
extension: LenA ·LenB > (LenA+1) · (LenB−1) because LenA ≥ LenB ≥ 1.
A transformation of single-headed propagation rules
Finally, consider the CHR program
R1 @ a, a, a⇔ b. R2 @ b⇒ a.
The RC for CHR cannot prove termination of it. Furthermore, since there is
propagation, we can no longer use the additive or multiplicative extension from
above. Furthermore, the transformational approach of [PSDS07a, PSDS07b]
and the approach of Chapter 7 will not be applicable either.
One way to tackle this problem is to replace single-headed propagation rules
by single-headed simplification rules as in [PSDS07a,PSDS07b]. This is done
by encoding a fire-once policy for single-headed propagation rules by means
of flags, local to the constraints used in single-headed propagation rules. We
illustrate this next, on the example above.
The program above is equivalent to the program
R1 @ a, a, a⇔ b(1). R2 @ b(1)⇔ b(0), a.
Here, b(1) represents that b has not yet fired the propagation rule from above
and b(0) that b has already fired the propagation rule from above. The
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resulting program can be proven terminating using the additive extension from
above, the transformational approach of [PSDS07a,PSDS07b] or the approach
of Chapter 7. However, it cannot be proven terminating using the RC for CHR
of Chapter 4: for the first rule a needs to be greater than or equal to b(1) and
for the second rule b(1) needs to be strictly greater than a.
5.2.3 Single-headed propagation rules
Reconsider the RC for CHR on simpagation rules. In the condition on first-
layer propagation, we wish to verify that a multiset decrease on the simpagation
rule cannot be undone by propagation on the added CHR constraints of the
rule. Therefore, in the presence of multi-headed propagation rules, when using
local conditions, we need to require that any constraint, added by propagation
on the added constraints of a simpagation rule, has to be strictly smaller than
some constraint in the decreasing ranks set of the strict multiset decrease.
The requirement for a strict decrease can however be relaxed when regarding
single-headed propagation rules. For such rules there is no requirement for
partner constraints, and thus, if a single-headed propagation rule can be applied
on an added CHR constraint of a simpagation rule, it can be applied only once.
Consider for example the CHR program
a(s(X)), a(X), a(X)⇔ a(s(X)). a(s(X))⇒ a(X).
It is a terminating CHR program, however, it cannot be proven terminating
using the RC for CHR. The reason is that for the propagation rule, a(s(t)) 
a(t) for any term t. Under this assumption, we cannot satisfy the condition on
the simpagation rule. That is, for any substitution of a term t for the variable
X of the simpagation rule, Ja(t)K is a decreasing ranks set for the multiset
decrease condition of the simpagation rule. Considering first-layer propagation
on the added constraint a(s(t)) of the simpagation rule, then constraints a(t)
are added by the propagation rule.
However, since the propagation rule is single-headed, if a constraint a(s(t))
is added by the simpagation rule, the propagation rule can only fire once
on the added constraint, resulting in only one addition of a constraint a(t).
Considering this, further propagation on a(t) cannot undo the multiset decrease.
Unfortunately, the RC for CHR is not sufficiently precise to detect this.
Note that programs like the one above are difficult termination problems.
They cannot be handled by a transformation of single-headed propagation
rules to simplification rules, combined with either the RC for CHR, the
additive extension or multiplicative extension from above, the transformational
approach of [PSDS07a,PSDS07b] or the approach of Chapter 7.
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Therefore, to handle programs like the one above, we will need to consider
the effect of single-headed propagation separately. That is, for single-headed
propagation we will need to consider not only the first-layer propagation but
also the effect of propagation of further layers. This can be achieved through
a refinement of the RC for CHR, however, still requires further investigation.
5.2.4 Refined control
Most operational CHR semantics in practical implementations of CHR are a
refinement of the theoretical CHR semantics (see [SVWSDK10]). Since, in
general, the reason for a refined semantics is efficiency of execution and not
improved control (unless the refinement concerns rule order), it will be so that
many CHR programs that terminate for some more refined semantics will also
terminate for the theoretical semantics. Therefore, in these cases, a proof of
termination can be obtained by application of the RC for CHR of Chapter 4.
In case a refined semantics allows the programmer to consider rule order, the RC
for CHR will in many cases be unable to prove termination since programmers
tend to use this property. Consider for example the CHR program
R1 @ a(X,X)⇔ true.
R2 @ a(X,Y )⇔ a(X,X).
The program, executed under the theoretical CHR semantics is not terminating
and thus the RC for CHR cannot prove termination. Considering a refinement
of the theoretical CHR semantics with rule order, then, since a/2 constraints
with arguments of the same size are removed before they can be used by the
second rule, the program is terminating.
In many cases, if termination depends on rule order, a transformation, based
on adding guards to CHR rules, can be applied to obtain the same operational
behaviour without rule order. Consider for example the CHR program
R1 @ a(X,X)⇔ true.
R2 @ a(X,Y )⇔ X\==Y | a(X,X).
Executing this program under the theoretical CHR semantics is operational
equivalent to executing the program from above, considering rule order. By
the guard of the second rule, we prevent that constraints a(t, t) can match the
head of the simplification rule. Now, using the RC for CHR, we can prove
termination.
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A transformational approach on the basis of adding guards is however not
always applicable. In particular, this is the case when rule order is used to
implement a test for absence of constraints. Such a test has the form
R1 @ a \ apresent(A)⇔ A = yes.
R2 @ apresent(A)⇔ A = no.
By rule order, we are guaranteed that if a constraint a is present, the first rule
fires. If not, the second rule fires. Without rule order, in case of absence, we
correctly derive absence. However, in case of presence, we can either derive
presence or absence. So, if a program’s termination depends on such a test,
we are not be able to prove termination since a guard cannot replace a test
for absence of constraints. One way of handling such problems is to make the
number of constraints in the constraint store of some predicate explicit:
R1 @ a \ apresent(A)⇔ A = yes.
R2 @ nrofa(0) \ apresent(A)⇔ A = no.
The behaviour of this program under the theoretical CHR semantics is
operationally equivalent to the original program with rule order. Note, however,
that if the test is part of a larger CHR program, for operational equivalence,
we also need to adapt the values of the constraints keeping track of occurrences,
whenever related constraints are removed or added. E.g., a rule (a ⇔ true.)
would need to become a rule (nrofa(s(A)), a⇔ nrofa(A).).
Finally, a much more difficult refinement to handle are selection rules, e.g., like
the selection rule of the refined operational semantics of CHR [DSGH04]. Since
in practice, programmers tend to (ab)use selection rules for refined control they
often lead to programming errors as —in the presence of multi-headed CHR
rules— their effect is often hard to predict. Termination analysis for CHR
with selection rules is therefore an interesting, but difficult, problem. Similarly,
the use of dynamic rule priorities like in [DK09], where rule order can change
during program execution, is an interesting, but difficult, problem.
Part II
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Chapter 6
Automating termination
analysis for CHR
Similar to LP, in order to prove termination of a CHR program automatically,
we require conditions that can be verified in a finite number of steps [DSD94,
DSS02]. In general, such conditions are derived from theoretical termination
conditions, which typically require an infinite number of verifications. Finally,
based on these verifiable conditions, several techniques can be conceived to
automate their verification.
For LP, much work has been done for automating termination proofs, e.g.,
[DDSV99, GC05, SDS03, GTSKF04, SDS04, SDS05b, SDS05a, MB05, BCG+07,
GSKT+07, EWZ08, SKGN10, NDSGSK11]. Traditionally, in LP, termination
proofs are automated by means of norms and level mappings, mapping the
terms and atoms of the program to the set of natural numbers. Therefore, by
the standard ordering on natural numbers, a reduction pair can be induced
on the atoms of the program, with which the termination conditions can be
verified. Consequently, proving termination is based on the search for a suitable
norm and level mapping such that the termination conditions can be satisfied.
Most termination analysis techniques for LP are based on linear norms and level
mappings. These measure the size of each term or atom as a positive linear
combination of the sizes of their sub-terms. One example is the Hasta-La-Vista
system [SDS03]. It infers one specific linear norm and level mapping and in
the context of numerical computations, based on a case analysis, it includes a
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refinement of this. Other examples are the tool cTI [MB05] which uses concrete
linear norms and TermiLog [LSS97], combining several linear norms together.
As demonstrated in [NDSGSK11], the restriction to linear norms and level
mappings limits the power of the analysis considerably. Therefore, in
[NDSGSK11], a framework for automated termination analysis with polynomial
interpretations has been developed for LP. This work has been inspired on the
application of polynomial interpretations in TRS (first introduced by Lankford
in [Lan79]), where it is currently one of the best known and most widely
used techniques for proving termination. As it turned out, the application
of polynomial interpretations to termination analysis of LP resulted in one of
the most powerful LP termination analysis techniques yet [NDSGSK11].
Although the approach of [NDSGSK11] is successful on most termination
problems of the LP Termination Database [Ter10], it can only handle programs
that terminate due to bounded decrease. For example, the CHR program
(a(s(X)) ⇔ a(X).) is a program terminating due to bounded decrease. To
prove termination of such a program, it is sufficient to verify that the atoms
involved in computations can only become “simpler” (i.e., smaller).
For programs terminating due to bounded increase, such as a CHR program
(a(X,Y ) ⇔ less(X,Y ) | a(s(X), Y ).) (see Example 6.1.1), the atoms involved
in computations become more “complex”. Hence, [NDSGSK11] and most
other approaches —based on norms and level mappings that are some positive
combination of the sizes of sub-terms— cannot prove termination. However,
in programs like the one above, the “complexity” of these terms or atoms is
bounded from above. Therefore, decreases can be verified against these bounds
instead (see Example 6.1.1).
To derive these bounds, [GTSKF04] and [SDS03] apply a domain analysis. We,
in contrast to [GTSKF04] and [SDS03], propose an integrated approach. Our
approach extends the approach of [NDSGSK11]. Next to polynomials over the
natural numbers, that can only handle bounded decrease, we also allow for
polynomials over the integers to handle bounded increase. Furthermore, with
our approach, we can also prove termination of programs that only terminate
for specific kinds of queries, like for the Merge-sort program of Example 2.2.1
(see Section 2.4.2), as illustrated in Section 6.5.
In this chapter, first, we formulate a verifiable RC for CHR with integer
polynomial interpretations. The form of this RC is similar to the termination
conditions of [NDSGSK11]. Next, when automating the verification process
by a constraint-based approach [DDSV99,NDSGSK11], we only consider linear
polynomials. This does not mean that there is any restriction imposed on the
use of higher-order polynomials, but we point the reader to [NDSGSK11] for
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an in-depth discussion thereof. Finally, note that we consider Prolog as the
host language for CHR and that we will prove termination of the Prolog part
of a CHR(Prolog) program as well.
6.1 A verifiable RC for CHR
In [PDS09a], we adapted the approach of [NDSGSK11] to CHR. There, it was
shown that many of the concepts of [NDSGSK11] are directly applicable to
the CHR context. We do not repeat the discussion of [PDS09a] here. Instead,
in this chapter, we discuss the approach of [PDS09b], extending the approach
of [PDS09a] (and [NDSGSK11]) by considering polynomials over the integers.
The following simple example motivates the use of such polynomials.
Example 6.1.1 (motivating example). Consider the CHR(Prolog) program
R @ a(X,Y )⇔ less(X,Y ) | a(s(X), Y ).
less(0, s(_)).
less(s(X), s(Y )) : − less(X,Y ).
It is a typical bounded increase problem. The CHR rule R fires on constraints
a(x, y) if P |= less(x, y), i.e., x has a strictly smaller term-size than y.
Whenever R is applied, it replaces a constraint a(x, y) by a constraint a(s(x), y).
The program above is obviously terminating. At some point in the computation,
the term-size of the first argument of the a/2 constraints will no longer be
strictly smaller than the term-size of its second argument.
The approach of [PDS09a], adapted from [NDSGSK11], is not able to handle
such problems. This is because [NDSGSK11] and [PDS09a] interpret the sizes
of constraints and terms as a positive combination of the sizes of their sub-
terms. Using such interpretations, we can never show a decrease between the
constraint used in the head of R and the constraint added in the body of R.
In fact, to verify a decrease, we would need to consider polynomials with integer
coefficients: we can verify a decrease between the head and the body of R by
subtracting the term-size of the first argument of the a/2 constraints from the
term-size of their second argument. This difference, as imposed by the guard
of R, is always greater than 0 for a/2 constraints of the call set. As such, we
obtain a strict partial ordering that is well-founded on the call set and for which
R demonstrates strict decreases between its head and body. 
Note that in general, to prove termination of LP or CHR programs, the use of
polynomials over the integers is not allowed. Using the polynomial ordering,
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which we discuss in the next section (see Definition 6.1.1), integer polynomials
are not guaranteed to induce a reduction pair on the atoms and terms of the
program as required by the RCs of the previous chapters (see Chapters 2, 3
and 4). More specifically, the strict partial ordering induced on the atoms and
terms of the program is not guaranteed to be well-founded.
The underlying reason for this is that integer polynomials do not have the
property of N-closedness. That is, for variable assignments from N, integer
polynomials do not necessarily evaluate to numbers in N. Therefore, in the
approach of [NDSGSK11], a choice has been made to restrict to polynomials
over the natural numbers because such polynomials are N-closed by default.
Then, the strict partial ordering induced on the atoms and terms of the program
is always well-founded.
To allow for integer polynomials, we will need to impose auxiliary conditions
that guarantee N-closedness of integer polynomials. However, we will not
require them to be N-closed for all possible assignments from N. Otherwise, it
would restrict us to polynomials in N anyway. Instead, we require N-closedness
only for assignments from N that correspond to constraints of the call set. After
all, in the RC for CHR (see Section 4.3.2), the strict partial ordering on the
atoms of the program needs only to be well-founded on the call set.
Note that the refinement (of N-closedness) to assignments of the call set, in
our approach, is the reason that we, compared to [PDS09a] and [NDSGSK11],
obtain a strictly more powerful framework for termination analysis. If in our
conditions for N-closedness, we assume the call set to be the set of all atoms of
the program, then only polynomials over the natural numbers are allowed. In
that case, our approach is equivalent to the approach of [PDS09a]. Otherwise,
by a restricted call set, we may be allowed to use integer polynomials as well.
In the remainder of this chapter, we explain our approach by means of the
following CHR(Prolog) program. It is an interesting program as with current
techniques it can only be proven terminating using the approach of Chapter 4,
automated using an approach based on integer polynomial interpretations.
Example 6.1.2. Consider the CHR(Prolog) program P :
R1 @ a(N1,M), b(N2,M)⇒ less(N1, N2), less(N2,M) | b(s(N2),M).
R2 @ a(N1,M), b(N2,M)⇔ less(N1,M), less(N2,M) | a(N2,M).
less(0, s(_)).
less(s(X), s(Y )) : − less(X,Y ).
It is a simplified version of a genetic algorithm. The program is queried with
a population of one Alpha, represented as an a/2 constraint, and a number
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of Betas, represented as b/2 constraints. The first argument of the a/2 and
b/2 constraints represent the generation of the Alphas and Betas. The second
represents the maximal number of generations that are considered. Note that
for reasons of simplicity, we have left out arguments for gene representation
and built-ins for crossover of genes and fitness of genes.
The first rule of the program is a reproduction rule: if there is an Alpha and a
Beta and the Beta is of a later generation than the Alpha, then a new Beta of
a next generation is added once. The second rule represents natural selection:
a Beta can become an Alpha. Finally, notice that the reproduction rule and the
selection rule can only be applied up till a given number of generations. 
6.1.1 Polynomial interpretations
We say that a variable X occurs in a polynomial p if the polynomial contains a
monomial with a coefficient different from 0 and X occurs in this monomial. If
X1, . . . ,Xn are all the variables occurring in a polynomial p, we often denote
p as p(X1, . . . ,Xn). For every polynomial p, there is an associated polynomial
function Fp = λX1, . . . ,Xn.p(X1, . . . ,Xn). For numbers or polynomials
x1, . . . , xn, we often write p(x1, . . . , xn) instead of Fp(x1, . . . , xn). Given
p(X1, . . . ,Xn) and m ≥ 1 we also have an associated polynomial function
Fp,m = λX1, . . . ,Xn, Y1, . . . , Ym.p(X1, . . . ,Xn). For such an associated
function on an extended domain, we often write p(x1, . . . , xn, y1, . . . , ym)
instead of writing Fp,m(x1, . . . , xn, y1, . . . , ym).
By ΠZ, we represent the set of polynomials over Z, that is polynomials that
take coefficients in Z, and by ΠN the set of polynomials over N. Obviously,
ΠN ⊆ ΠZ. Next, we define an ordering on polynomials of ΠZ on the basis of
their associated polynomial functions.
Definition 6.1.1 (polynomial ordering on ΠZ). Let p and q be two polynomials
in ΠZ. Let X1, . . . ,Xn be all variables occurring in p and q. Then, p Z q iff
∀x1, . . . , xn ∈ N : p(x1, . . . , xn) ≥ q(x1, . . . , xn). 
The polynomial ordering Z is a partial ordering on ΠZ, with associated strict
partial ordering Z. In contrast to [NDSGSK11], Z is not defined separately.
This is in line with the reduction pairs of the previous chapters.
In the next example, we demonstrate the polynomial ordering.
Example 6.1.3 (polynomial ordering). Consider the polynomial p = 4·X+3·Y
and the polynomial q = 2 ·X. For their associated polynomial functions holds
that ∀x, y ∈ N : 4 · x + 3 · y ≥ 2 · x, thus p Z q. Furthermore, q 6Z p, thus,
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p Z q. Finally, p Z 0 and q Z 0 since both are in ΠN. For p = 4 ·X − Y
and q = 4 ·X, we have that q Z p. 
Note that in [NDSGSK11], although p ′
Z
q is defined as in Definition 6.1.1, that
p ′
Z
q is defined as ∀x1, . . . , xn ∈ N : p(x1, . . . , xn) > q(x1, . . . , xn). Therefore,
as can be verified, ′
Z
⊆Z. This, however, will not affect the precision of the
analysis, as we will discuss in Example 6.1.2.
Finally, note that Z is not well-founded on ΠZ, but that it is on ΠN. To see
this, consider the following properties of polynomials in ΠN.
Proposition 6.1.1. Let p and q be two polynomials in ΠN. Furthermore, let
var(p) represent the set of variables in p, sc(p) the sum of the coefficients of p
and deg(p) the degree of p. If p Z q, then
1. var(q) ⊆ var(p),
2. sc(p) ≥ sc(q),
3. deg(p) ≥ deg(q) and
4. {q ∈ ΠN | p Z q} is finite. 
Proof. The proofs of properties 1, 2 and 3 are by contradiction. The proof of
property 4 follows from the properties 1, 2 and 3.
1. Otherwise, by assigning 1 to all variables in var(p), p evaluates to sc(p)
and q to a polynomial q′. Since q′ cannot be a constant polynomial, there
must exist an assignment to the variables of q′, such that it evaluates to
a number strictly greater than sc(p). This contradicts the given.
2. Otherwise, by assigning 1 to all variables in var(p) ∪ var(q), p evaluates
to sc(p), q to sc(q) and sc(q) > sc(p). This contradicts the given.
3. Otherwise, there is a monomial in q that is of a strictly larger degree
than all monomials in p. Consequently, there is an assignment x1, . . . , xn
of sufficiently large values such that q(x1, . . . , xn) > p(x1, . . . , xn). This
contradicts the given.
4. Property 1, 2 and 3 guarantee that if p Z q there can only be a finite
number of different polynomials satisfying the condition that var(q) ⊆
var(p), sc(p) ≥ sc(q) and deg(p) ≥ deg(q) in ΠN.
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Considering Property 4 of Proposition 6.1.2, it is obvious that Z is well-
founded on ΠN.
Recall that it is our objective to define a reduction pair on the call set of a CHR
program with which we can satisfy the RC for CHR (see Section 4.3.2). We will
do so by a mapping of the constraints of the program to elements of ΠZ and
compare these constraints on the basis of the polynomial ordering discussed
above. To obtain such a mapping, we use a polynomial interpretation in ΠZ.
Definition 6.1.2 (polynomial interpretation in ΠZ). A polynomial interpre-
tation P for a CHR(Prolog) program P maps each symbol f of arity n in
ConstP ∪ FunP to a polynomial pf (X1, . . . ,Xn) ∈ ΠN and maps each symbol
c of arity m in PredP to a polynomial pc(X1, . . . ,Xm) ∈ ΠZ. 
Note that we only map predicate symbols to polynomials in ΠZ and functor
symbols only to polynomials in ΠN. This restriction is motivated as follows.
We wish to reuse polynomial interargument relations —successfully used in
[NDSGSK11] for representing success set relations— to express, for CHR,
success and call set relations. These interargument relations can only be used to
represent the relations that hold between the arguments of atoms of a predicate.
They cannot represent relations that hold between arguments of functors used
in atoms of a predicate. Therefore, in order to guarantee well-foundedness
of the ordering induced on the call set, the polynomials associated to functor
symbols would need to be in ΠN anyway (see Section 6.1.2).
We give an example of a polynomial interpretation. First note that we handle
the constants of a CHR program by considering them functors of arity 0.
Example 6.1.4 (polynomial interpretation). Consider the program P of
Example 6.1.2, where FunP = {s/1, 0/0} and PredP = {a/2, b/2, less/2}.
Then,
P(s/1) = 1 +X1 P(0/0) = 0
P(a/2) = X2 P(b/2) = X2 −X1 P(less/2) = X1
is a possible polynomial interpretation for the symbols of P . 
Every polynomial interpretation induces a norm and a level mapping.
Definition 6.1.3 (polynomial norm and level mapping). The norm associated
with a polynomial interpretation P is a mapping ‖.‖P : TermP → ΠN, defined:
• ‖X‖P = X if X is a variable and
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• ‖f(t1, . . . , tn)‖P = pf (‖t1‖P, . . . , ‖tn‖P), where pf = P(f).
The level mapping associated with a polynomial interpretation P is a mapping
|.|P : AtomP → ΠZ, defined in terms of norms:
• |c(t1, . . . , tn)|P = pc(‖t1‖P, . . . , ‖tn‖P), where pc = P(c). 
We illustrate this using the polynomial interpretation of Example 6.1.4.
Example 6.1.5 (polynomial norm and level mapping). Consider the con-
straints a(s(s(0)), s(s(s(0)))), b(s(0), s(s(s(0)))) and less(s(X), s(s(X))) in
AtomP , with P the CHR(Prolog) program of Example 6.1.2. Furthermore,
consider the polynomial interpretation P of Example 6.1.4 for P . Then,
• |a(s(s(0)), s(s(s(0))))|P = ‖s(s(s(0)))‖P = 3,
• |b(s(0), s(s(s(0))))|P = (‖s(s(s(0)))‖P)− (‖s(0)‖P) = 3− 1 = 2 and
• |less(s(X), s(s(X)))|P = ‖s(X)‖P = 1 +X. 
By a polynomial norm and level mapping, polynomial interpretations induce
corresponding orderings on terms and atoms.
Definition 6.1.4 (ordering on TermP∪AtomP w.r.t. P). Let P be a polynomial
interpretation for a CHR(Prolog) program P . We define the binary relation P
on TermP ∪AtomP as follows: s P t iff
• ‖s‖P Z ‖t‖P for s, t ∈ TermP ,
• ‖s‖P Z |t|P for s ∈ TermP and t ∈ AtomP ,
• |s|P Z ‖t‖P for s ∈ AtomP and t ∈ TermP , or
• |s|P Z |t|P for s, t ∈ AtomP . 
It can easily be verified that the strict partial ordering P on TermP ∪AtomP ,
associated to P as usual, can also be associated to Z in the same way as
P is associated to Z in Definition 6.1.4. Notice that P is not a partial
ordering like the polynomial ordering Z from which it is induced. This is
because syntactically different terms and constraints can be mapped to the
same polynomial. Therefore, P is a pre-order on TermP ∪AtomP .
The next example illustrates the ordering on the atoms and terms of the
program w.r.t. a polynomial interpretation.
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Example 6.1.6 (ordering on TermP ∪ AtomP w.r.t. P). Consider the
CHR(Prolog) program P of Example 6.1.2 and the polynomial interpre-
tation P of Example 6.1.4 for P . Then, |a(s(s(0)), s(s(s(0))))|P = 3
and |b(s(0), s(s(s(0))))|P = 2, as in Example 6.1.5. Applying R1 of P
on these constraints results in the addition of b(s(s(0)), s(s(s(0)))), where
|b(s(s(0)), s(s(s(0))))|P = 1. As can be verified, a(s(s(0)), s(s(s(0)))) P
b(s(s(0)), s(s(s(0)))) and b(s(0), s(s(s(0)))) P b(s(s(0)), s(s(s(0)))).
Now consider the head less(s(X), s(Y )) of the Prolog clause of P . Its
polynomial level mapping is 1 + X. Considering the body less(X,Y ) of
this clause, its polynomial level mapping is X. Obviously, 1 + X Z X.
Therefore, less(s(X), s(Y )) P less(X,Y ). Furthermore, notice that for every
substitution σ of the variables X and Y with terms in TermP holds that
less(s(X), s(Y ))σ P less(X,Y )σ. 
6.1.2 The RC for CHR with polynomial interpretations
We now restate Definition 4.2.3, 4.3.7 and 4.3.8 of the RC for CHR for the
special case of polynomial interpretations. That is, we represent the success
set and the call set of a CHR program by polynomial interargument relations
and formulate rigidity of the call set w.r.t. polynomial interpretations (cfr.
[NDSGSK11]). In contrast to [NDSGSK11], we need to verify that the ordering
induced on the constraints of the call set by an integer polynomial interpretation
yields a reduction pair on the call set and do so by formulating N-closedness of
a polynomial interpretation w.r.t. the call set.
Interargument relations for the success set
In order to obtain a termination criterion that is suitable for automation,
usually one estimates the effect of intermediate calls by suitable interargument
relations. Although this notion can be defined for arbitrary orderings [DSS02],
we only introduce polynomial interargument relations [NDSGSK11].
Definition 6.1.5 (polynomial interargument relation). Let P be a polynomial
interpretation for a CHR(Prolog) program P and let c/n be a predicate in P .
Then, Rc/n = {c(t1, . . . , tn) | ∀i : ti ∈ TermP ∧ pinc (‖t1‖P, . . . , ‖tn‖P) Z
poutc (‖t1‖P, . . . , ‖tn‖P), with p
in
c , p
out
c ∈ ΠN} is a polynomial interargument
relation for c/n. 
By using interargument relations we can represent the success set of a predicate.
Recall that we will only do so for built-in predicates (see Section 2.3.5).
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Definition 6.1.6 (success set relation). Let P be a CHR(Prolog) program,
c/n a predicate in P and P a polynomial interpretation for P . Then, RSSc/n
is a success set relation, if RSSc/n is a polynomial interargument relation and
P |= c(t1, . . . , tn)→ c(t1, . . . , tn) ∈ RSSc/n. 
Note that success set relations give a safe over-approximation of the extended
success set of a predicate (see Definition 2.3.15).
Example 6.1.7 (success set relation). Consider the CHR(Prolog) program P
of Example 6.1.2. Then, for the polynomial interpretation P of Example 6.1.4,
R
SS
less/2 = {less(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P} is a success set
relation for the less/2 predicate. E.g., for less(s(0), s(s(X))) in the extended
success set of less/2: ‖s(0)‖P = 1, ‖s(s(X))‖P = 2 +X and 2 +X Z 1. 
Interargument relations for the call set
In contrast to [NDSGSK11], since we allow for polynomials over Z, we need
to verify well-foundedness of the ordering induced on the call set. For that
purpose, we represent the call set by interargument relations as well.
Definition 6.1.7 (call set relation). Let P be a CHR(Prolog) program, I a
query set for P , c/n a predicate in P and P a polynomial interpretation for P .
Then, RCSc/n is a call set relation, if R
CS
c/n is a polynomial interargument relation
and C ∈ Call(P, I)→ C ∈ RCSrel(C). 
Example 6.1.8 (call set relation). Consider the CHR(Prolog) program P of
Example 6.1.2. Then, for the polynomial interpretation P of Example 6.1.4,
R
CS
a/2 = {a(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P} is a call set relation for
the a/2 predicate. E.g., for a(s(0), s(s(0))) in the call set of a/2: ‖s(0)‖P = 1,
‖s(s(0))‖P = 2 and 2 Z 1. Furthermore, as can be verified, RCSb/2 = {b(t1, t2) |
t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P} is a call set relation for the b/2 predicate. 
When inferring call set relations, to obtain more precise results, we need to
represent the constraints used to query the program. Therefore, we introduce
query set relations.
Definition 6.1.8 (query set relation). Let P be a CHR(Prolog) program, I a
query set for P , c/n a predicate in P and P a polynomial interpretation for
P . Then, RQSc/n is a query set relation, if R
QS
c/n is a polynomial interargument
relation and C ∈ I → C ∈ RQSrel(C). 
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Furthermore, for inferring call set relations of CHR predicates —representing
the constraints in the constraint store used by the rules of a CHR program—,
we will also need to represent the constraints added to the constraint store in
computations of the program. Therefore, we introduce added set relations.
Definition 6.1.9 (added set relation). Let P be a CHR(Prolog) program, I a
query set for P , c/n a predicate in P , P a polynomial interpretation of P
and Add(P, I) the set of CHR constraints added to the constraint store in
computations of P for I. Then, RASc/n is an added set relation, if R
AS
c/n is a
polynomial interargument relation and C ∈ Add(P, I)→ C ∈ RASrel(C). 
Added set relations are only useful for CHR predicates. This is because added
set relations for Prolog predicates will not result in improved precision. That
is, in LP, since there are no explicit guards and instead of matching there is
unification, added sets and call sets coincide.
Furthermore, note that CHR constraints in their query set relation are
considered to be in their added set relation. That is, constraints used to query
the program are added to the constraint store. Thus, RQSrel(C) ⊆ R
AS
rel(C) for
any CHR constraint C. Hence, by inclusion of the query set into the added set,
the call set is the set of constraints added to the constraint store and used by
the rules of the program. Therefore, CHR constraints in their call set relation
need to be in their added set relation as well. Thus, RCSrel(C) ⊆ R
AS
rel(C) for
any CHR constraint C. For Prolog predicates, since we only consider a call
set, RQSrel(C) ⊆ R
CS
rel(C) for any built-in constraint C. In Example 6.1.11, we
elaborate on this.
Rigidity of the call set
Instead of rigidity w.r.t. general orders as in Definition 2.3.10, we define it
w.r.t. polynomial interpretations.
Definition 6.1.10 (rigidity w.r.t. polynomial interpretations). A term
or constraint C ∈ TermP ∪ AtomP is called rigid w.r.t. a polynomial
interpretation P iff A is rigid w.r.t. (P,P), i.e., iff A ≈P Aσ (or equivalently
|A|P ≈Z |Aσ|P) holds for any substitution σ. A set of terms or constraints is
rigid w.r.t. P iff each term or constraint in the set is rigid w.r.t. P. 
For polynomial interpretations, rigidity can also be characterised in an
alternative way using relevant variables.
Definition 6.1.11 (relevant variables). Let P be a polynomial interpretation
for a CHR(Prolog) program P . Let C be a term or constraint in TermP ∪
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AtomP . Then, a variable X in C is called relevant w.r.t. P if there exists a
substitution σ = {X \ t} of a term t for X such that C 6≈P Cσ. 
Example 6.1.9 (relevant variables). Let P be the polynomial interpretation of
Example 6.1.4 for the CHR(Prolog) program P of Example 6.1.2. Consider a
constraint c = less(s(0), s(s(Y ))). Then, |c|P = 1. Thus, c has no relevant
variables w.r.t. P. Now, consider a constraint c′ = less(s(X), s(s(Y ))). Then,
|c′|P = 1 +X. Thus, X is the only relevant variable of c′ w.r.t. P. 
Proposition 6.1.2 (alternative characterisation of rigidity). Let P be a
polynomial interpretation and C a term or constraint. Then, C is rigid w.r.t.
P iff C has no relevant variables w.r.t. P. 
Proof. Obvious from Definitions 6.1.10 and 6.1.11.
Well-foundedness of P w.r.t. the call set
To verify well-foundedness of P w.r.t. the call set, we verify N-closedness of
the polynomial interpretation P w.r.t. the call set.
Definition 6.1.12 (N-closedness of P w.r.t. Call(P, I)). Let P be a polynomial
interpretation for a CHR(Prolog) program P and let I be a query set for P .
Then, P is N-closed w.r.t. Call(P, I) iff for all C in Call(P, I) holds that |C|P
is N-closed, i.e., |C|P Z 0. 
We have the following properties of N-closed polynomials in ΠZ.
Proposition 6.1.3. Let p and q be two N-closed polynomials in ΠZ. Fur-
thermore, let var(p) represent the set of variables in p, sc(p) the sum of the
coefficients of p and deg(p) the degree of p. If p Z q, then
1. var(q) ⊆ var(p),
2. sc(p) ≥ sc(q) ≥ 0,
3. deg(p) ≥ deg(q) and
4. {q ∈ ΠZ | p Z q ∧ q Z 0} is finite. 
Proof. The proofs of properties 1, 2 and 3 are by contradiction. The proof of
property 4 follows from the properties 1, 2 and 3.
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1. Otherwise, by assigning 1 to all variables in var(p), p evaluates to sc(p)
and q to a polynomial q′. a) If q′ is not a constant polynomial, there
must exist an assignment to the variables of q′ such that it evaluates to
a number strictly greater than sc(p) or strictly smaller than 0. This
contradicts the given. b) If q′ is a constant polynomial, this means
that for every monomial qi · Xa · · · · · Xb · Yc · · · · · Yd in q containing
newly introduced variables —where we use X to denote variables from
var(p) and Y variables from var(q) \ var(p)—, there must exist a second
monomial −qi · X ′a · · · · · X
′
b · Yc · · · · · Yd in q such that Xa · · · · · Xb
is different from X ′a · · · · · X
′
b. Otherwise the monomials would have
cancelled out. Considering that we can write these pairs of monomials as
qi ·Yc · · · · ·Yd · (Xa · · · · ·Xb−X ′a · · · · ·X
′
b), it is not hard to see that there
must exist an assignment to the variables in var(p) —which is different
from 1— such that p evaluates to a constant cp and q to a non-constant
polynomial q′′. Hence, there must exist an assignment to the variables of
q′′ such that it evaluates to a number strictly greater than cp or strictly
smaller than 0. This contradicts the given.
2. Otherwise, by assigning 1 to all variables in var(p)∪var(q), p evaluates to
sc(p), q to sc(q) and sc(q) is either strictly greater than sc(p) or strictly
smaller than 0. This contradicts the given.
3. Otherwise, there is a monomial in q that is of a strictly larger degree
than all monomials in p. Consequently, there is an assignment x1, . . . , xn
of sufficiently large values such that q(x1, . . . , xn) > p(x1, . . . , xn) or 0 >
q(x1, . . . , xn). This contradicts the given.
4. Property 1, 2 and 3 guarantee that if p Z q there can only be a finite
number of different polynomials satisfying the condition that var(q) ⊆
var(p), sc(p) ≥ sc(q) and deg(p) ≥ deg(q) in ΠN.
Thus, if a polynomial interpretation is N-closed for the call set, it yields a
reduction pair on the call set.
Proposition 6.1.4. Let P be a CHR(Prolog) program and I a query set for
P . If a polynomial interpretation P for P is N-closed w.r.t. Call(P, I), then
(P,P) is a reduction pair on Call(P, I). 
Proof. First, consider that P is a pre-order relation on AtomP and thus also
on Call(P, I) ⊆ AtomP . Secondly, by contradiction, assume presence of an
infinite strict decreasing chain C0 P C1 P · · · P Ci P . . . of constraints Ci
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in Call(P, I). Then, corresponding to this sequence, there is an infinite strict
decreasing chain of polynomials |C0|P Z |C1|P Z · · · Z |Ci|P Z . . . in ΠZ,
where ∀i : |Ci|P Z 0 (see Definition 6.1.12). Since all these polynomials must
be different, this contradicts Property 4 in Proposition 6.1.3 that states that
there can only be a finite number of different polynomials that are smaller than
|C0|P and greater than 0.
Note that when considering all atoms of the program, our approach reduces
to the approach of [NDSGSK11]. If we use call set relations in a pre-
condition, e.g., (∀C ∈ AtomP : C ∈ RCSrel(C) → |C|P Z 0), such that we restrict
to instantiations corresponding to atoms of the call set, we can be allowed to
use integer polynomials as well. We provide an example.
Example 6.1.10 (N-closedness w.r.t. Call(P, I)). Consider the CHR(Prolog)
program P and its intended use I as given in Example 6.1.2. Furthermore,
consider the polynomial interpretation P for P as given in Example 6.1.4.
Finally, consider the call set relation RCSa/2 for the a/2 predicate as given in
Example 6.1.8. Then, ∀a(t1, t2) ∈ AtomP : a(t1, t2) ∈ RCSa/2 → |a(t1, t2)|P Z 0.
Reworking this condition, we obtain: ∀t1, t2 ∈ TermP : ‖t2‖P Z ‖t1‖P →
‖t2‖P Z 0; which is obviously true. Note that since P(a/2) ∈ ΠN, there is no
need to verify N-closedness as such polynomials are N-closed by default.
Now consider the call set relation RCSb/2 for the b/2 predicate as given in Example
6.1.8. Then, ∀b(t1, t2) ∈ AtomP : b(t1, t2) ∈ RCSb/2 → |b(t1, t2)|P Z 0.
Reworking this condition, we obtain: ∀t1, t2 ∈ TermP : ‖t2‖P Z ‖t1‖P →
‖t2‖P − ‖t1‖P Z 0; which is easily verified to be true.
Since the interpretation of the other symbols of the program are in ΠN, we can
conclude that P is N-closed w.r.t. Call(P, I) and therefore that (P,P) is a
reduction pair on Call(P, I). 
The RC for CHR with polynomial interpretations
In the RC for CHR with polynomial interpretations, compared to the RC for
CHR (see Chapter 4), we additionally require in the decrease condition on
simpagation rules that the strict multiset decrease has a singleton decreasing
ranks sets (see Definitions 4.3.6 and 4.3.7). Furthermore, in the decrease
conditions for propagation and simpagation rules, we consider all the body
constraints and not only those which under substitution belong to the call set.
This is not a problem since P is an ordering on TermP ∪ AtomP and not
Call(P, I) alone. In practice, these choices do not seem to affect precision
much (see Chapter 8), but greatly reduce the complexity of the analysis (see
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Section 6.2.5). Note however that, in general, the answer constraints of the
program are ignored (see Section 8.1).
Although in this chapter we do not assume termination of the Prolog part of
the program, we will still restrict attention to CHR programs where built-in
constraints can only result in variable bindings. Therefore, we will leave the
built-in constraints of the body of CHR rules unconsidered in the decrease
conditions of the RC for CHR with polynomial interpretations.
Definition 6.1.13 (RC for CHR with polynomial interpretations). Let P be a
CHR(Prolog) program and I a query set. Let P be a polynomial interpretation
for P and P the ordering induced on TermP ∪AtomP w.r.t. P. Then, a CHR
program P for I satisfies the RC for CHR with polynomial interpretations iff:
• For each built-in and CHR predicate c/n there is a call set relation RCSc/n
in P w.r.t. P and for each built-in predicate c/n there is a success set
relation RSSc/n in P w.r.t. P.
• (P,P) is a reduction pair on Call(P, I), with P the strict partial order
associated to P, such that Call(P, I) is rigid w.r.t. (P,P).
• For any propagation rule
Rp @ H1, . . . ,Hn ⇒ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P and for any substitution χ such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ RCSrel(H),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSrel(G) and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSrel(B),
holds that ∀H ∈ JH1, . . . ,HnKχ and ∀C ∈ JC1, . . . , CmKχ: H P C.
• Let (µP ,µP) be the multiset extension of (P,P).
For any simpagation rule
Rs @ H1, . . . ,Hj \Hj+1, . . . ,Hn ⇔ G1, . . . , Gk | B1, . . . , Bl, C1, . . . , Cm.
in P and for any substitution χ such that
∀H ∈ JH1, . . . ,HnKχ : H ∈ RCSrel(H),
∀G ∈ JG1, . . . , GkKχ : G ∈ RSSrel(G) and
∀B ∈ JB1, . . . , BlKχ : B ∈ RSSrel(B),
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holds that JHj+1, . . . ,HnKχ µP JC1, . . . , CmKχ, with a singleton decreas-
ing ranks set JρK.
Furthermore, for any propagation rule
Rp @ H ′1, . . . ,H
′
n′ ⇒ G
′
1, . . . , G
′
k′ | B
′
1, . . . , B
′
l′ , C
′
1, . . . , C
′
m′ .
in P and for any substitution χ′, such that
∀H ′ ∈ JH ′1, . . . ,H
′
n′Kχ
′ : H ′ ∈ RCSrel(H),
∀G′ ∈ JG′1, . . . , G
′
k′Kχ
′ : G′ ∈ RSSrel(G′) and
∀B′ ∈ JB′1, . . . , B
′
l′Kχ
′ : B′ ∈ RSSrel(B′),
and such that there exists a constraint D:
D ∈ JC1, . . . , CmKχ and D ∈ JH
′
1, . . . ,H
′
n′Kχ
′;
holds that ∀C ′ ∈ JC ′1, . . . , C
′
m′Kχ
′: ρ  C ′. 
Thus, if a polynomial interpretation can be found such that the RC for CHR
with polynomial interpretations is satisfied, we prove termination, provided
that the host language is terminating as well.
Note that since the host language cannot introduce CHR constraints, we can
prove termination of the Prolog part of the program separately. Therefore,
in the RC for CHR with polynomial interpretations, we did not include
conditions for termination of the Prolog part of the program. In fact, to
prove termination of the Prolog part of the program, we can reuse the
conditions of [NDSGSK11], considering that an extension to integer polynomial
interpretations of [NDSGSK11] requires a verification of N-closedness of the
Prolog predicates of the program. In Section 6.2, we make these conditions for
Prolog explicit.
Corollary 6.1.1. If the RC for CHR with polynomial interpretations is
satisfied for a CHR(Prolog) program P with query set I, then P is terminating
for I. 
Proof. The corollary immediately follows from Definitions 4.2.3, 4.3.7 and 4.3.8,
and Theorem 4.3.1.
A procedure for verifying termination of CHR(Prolog) programs
Corollary 6.1.1, a specialisation of Theorem 4.3.1, can be applied to verify
termination of a CHR(Prolog) program P with a query set I. In practice, we
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will also verify termination of the Prolog part of a CHR(Prolog) program, using
the approach of [NDSGSK11] extended to integer polynomial interpretations.
Thus, to prove termination of a CHR(Prolog) program, we have to check that
all conditions in the following termination proof procedure are satisfied by some
polynomial interpretation P.
Procedure 6.1.1. Let P be a CHR(Prolog) program, I a query set and P a
polynomial interpretation of the symbols of P . Then, the termination proof
procedure derived from Corollary 6.1.1 contains the following 5 steps:
• Step 1: For all built-in predicates of the program we must infer success
set relations.
• Step 2: For all built-in and CHR predicates of the program we must infer
call set relations.
• Step 3: Call(P, I) must be rigid w.r.t. P. Thus, no atom C in Call(P, I)
may have relevant variables w.r.t. P.
• Step 4: (P,P) must be a reduction pair on Call(P, I). Thus, given the
call set relations inferred in Step 2, P must be N-closed w.r.t. Call(P, I).
• Step 5: Given the success and call set relations inferred in Step 1 and
2, for every Prolog clause, the decrease conditions of [NDSGSK11] must
be satisfiable, and for every CHR rule, the decrease conditions of the RC
for CHR with polynomial interpretations (from Definition 6.1.13) must
be satisfiable. 
For Step 1, like in [NDSGSK11], we follow the standard approach in LP to
verify that a relation holds for all elements of the Herbrand model (see [Llo87]).
That is, first we verify that a success set relation holds for the facts of the
CHR(Prolog) program. Then, we verify for all possible instantiations of a
clause such that all body atoms are in their success set relations, whether the
head atom is also in its success set relation.
For Step 2, by a top-down analysis instead, call set relations can be inferred
similar to success set relations in Step 1. That is, for the Prolog part of the
program, we verify for all possible instantiations of a clause whether a body
atom is in its call set relation, given that the head atom is in its call set relation
and that the intermediate body atoms —considering a left-to-right selection
rule for Prolog— are in their success set relations.
For the CHR part of the CHR(Prolog) program, first, we verify for all possible
instantiations of a CHR rule whether a guard is in its call set relation, given
that the head constraints are in their call set relations and that the intermediate
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guards —considering a left-to-right selection rule for Prolog— are in their
success set relations. Secondly, we verify for all possible instantiations of a
CHR rule whether a body built-in constraint is in its call set relation, given
that the head constraints are in their call set relations and that all guards are
in their success set relations. Thirdly, we verify for all possible instantiations of
a CHR rule whether a body CHR constraint is in its added set relation, given
that the head constraints are in their call set relations and that the guards
are in their success set relations. Finally, we relate added set relations to
call set relations. That is, we verify for all possible instantiations of a CHR
rule whether a head constraint is in its call set relation, given that the head
constraint is in its added set relation and that all guards are in their success
set relations. In Step 2 of the example below (see Example 6.1.11), we explain
this in more detail. There, we also discuss the use of query set relations.
For Step 3, in general, we derive modes or call types to obtain information
on the relevant variables of atoms in the call set. An extensive discussion
on the use of modes and call types for rigidity can be found in [Ngu09]. To
verify rigidity, the approach of [NDSGSK11] uses call type information [JB92]
to obtain conditions on the coefficients of a polynomial interpretation, derived
on the basis of critical paths in rigid call graphs (see [NDSGSK11] and [JB92]).
In [PDS09a], this approach is successfully adapted to the CHR context.
In this text, for reasons of simplicity, we avoid discussion of techniques for
verifying rigidity by restricting to ground CHR(Prolog), i.e., CHR(Prolog)
programs in which every call to the program is ground. For such programs there
cannot be relevant variables. Hence, we have rigidity by default. Moreover, as
explained in [PDS09a] and [NDSGSK11], the extension to non-ground programs
is straightforward anyway.
Example 6.1.11 (applying Corollary 6.1.1 to Example 6.1.2). Consider the
CHR(Prolog) program P of Example 6.1.2:
R1 @ a(N1,M), b(N2,M)⇒ less(N1, N2), less(N2,M) | b(s(N2),M).
R2 @ a(N1,M), b(N2,M)⇔ less(N1,M), less(N2,M) | a(N2,M).
less(0, s(_)).
less(s(X), s(Y )) : − less(X,Y ).
Furthermore, consider the polynomial interpretation P for P of Example 6.1.4:
P(s/1) = 1 +X1 P(0/0) = 0
P(a/2) = X2 P(b/2) = X2 −X1 P(less/2) = X1
To prove termination of P for I, we apply Procedure 6.1.1:
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Step 1: We may infer the following success set relation for less/2:
R
SS
less/2 = {less(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P}.
Checking that RSSless/2 is indeed a success set relation for less/2 is
equivalent to verifying the correctness of the conditions:
∀X ∈ TermP : less(0, s(X)) ∈ RSSless/2 and
∀X,Y ∈ TermP : less(X,Y ) ∈ RSSless/2 → less(s(X), s(Y )) ∈ R
SS
less/2.
Or equivalently (see Definition 6.1.1),
∀X ∈ N : 1 +X > 0 and
∀X,Y ∈ N : Y > X → 1 + Y > 1 +X.
These conditions are obviously true.
Step 2: If the intended use of P is given by the query set relations:
R
QS
a/2 = {a(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P},
R
QS
b/2 = {b(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P} and
R
QS
less/2 = {less(t1, t2) | t1, t2 ∈ TermP ∧ false} = ∅;
then, we may infer the call set relations:
R
CS
a/2 = {a(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P},
R
CS
b/2 = {b(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P} and
R
CS
less/2 = {less(t1, t2) | t1, t2 ∈ TermP ∧ true};
and the added set relations:
R
AS
a/2 = {a(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P} and
R
AS
b/2 = {b(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖P Z ‖t1‖P}.
Recall that there is no use in differentiating between call set relations and
added set relations of Prolog predicates. Therefore, for Prolog predicates,
we only consider query and call set relations. Furthermore, note that the
relations false and true can be represented by the interargument relations
0 Z 1 and 1 Z 0, respectively.
Checking that RCSa/2, R
CS
b/2 and R
CS
less/2 are indeed call set relations for the
predicates a/2, b/2 and less/2, respectively, and that RASa/2 and R
AS
b/2 are
indeed added set relations for the predicates a/2 and b/2, respectively, is
equivalent to verifying the correctness of the following conditions.
For the first CHR rule, we need to verify that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1, N2) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 →
b(s(N2),M) ∈ RASb/2.
That is, if the constraints used in the head of the first rule are part of
their call set relations and if the guards are in their success set relations,
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then the body CHR constraints must be in their added set relations.
Equivalently, we need to verify that
∀N1, N2,M ∈ N :
M > N1 ∧M > N2 ∧N2 > N1 ∧M > N2 →M ≥ 1 +N2.
Similarly, for the second CHR rule, we need to verify that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1,M) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 → a(N2,M) ∈ R
AS
a/2
or equivalently that
∀N1, N2,M ∈ N :
M > N1 ∧M > N2 ∧M > N1 ∧M > N2 →M > N2.
Furthermore, for the first CHR rule, we have to verify that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RASa/2∧
less(N1, N2) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 → a(N1,M) ∈ R
CS
a/2
and that
∀N1, N2,M ∈ TermP : b(N2,M) ∈ RASb/2∧
less(N1, N2) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 → b(N2,M) ∈ R
CS
b/2.
That is, if a constraint in its added set relation can be used to fire the
first rule, then it must be in its call set relation. Equivalently, we need to
verify that
∀N1, N2,M ∈ N :M > N1 ∧N2 > N1 ∧M > N2 →M > N1
and that
∀N1, N2,M ∈ N :M ≥ N2 ∧N2 > N1 ∧M > N2 →M > N2.
For the second CHR rule, we have to verify that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RASa/2∧
less(N1,M) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 → a(N1,M) ∈ R
CS
a/2
and that
∀N1, N2,M ∈ TermP : b(N2,M) ∈ RASb/2∧
less(N1,M) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 → b(N2,M) ∈ R
CS
b/2.
Equivalently, we need to verify that
∀N1, N2,M ∈ N :M > N1 ∧M > N1 ∧M > N2 →M > N1
and that
∀N1, N2,M ∈ N :M ≥ N2 ∧M > N1 ∧M > N2 →M > N2.
Since we will also prove termination of the Prolog part of a CHR(Prolog)
program, we consider call set relations for built-in predicates. Therefore,
for the Prolog clause of the program, we have to verify that
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∀X,Y ∈ TermP : less(s(X), s(Y )) ∈ RCSless/2 → less(X,Y ) ∈ R
CS
less/2.
That is, if a built-in constraint that can be used to fire a Prolog clause is
in its call set relation and all of the intermediate calls are in their success
set relations, then the added body built-in constraints must be in their call
set relations. Equivalently, we need to verify that
∀X,Y ∈ N : true→ true.
Furthermore, we will also need to verify for the first CHR rule that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2 →
less(N1, N2) ∈ RCSless/2.
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1, N2) ∈ RSSless/2 → less(N2,M) ∈ R
CS
less/2.
That is, for every guard of the first CHR rule, if the constraints used
to fire the first CHR rule are part of their call set relations and if
the intermediate guards are part of their success set relations, then the
considered guard needs to be part of its call set relation. Equivalently, we
need to verify that
∀N1, N2,M ∈ N :M > N1 ∧M > N2 → true
∀N1, N2,M ∈ N :M > N1 ∧M > N2 ∧N2 > N1 → true.
For the second CHR rule, we need to verify that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2 →
less(N1,M) ∈ RCSless/2.
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1,M) ∈ RSSless/2 → less(N2,M) ∈ R
CS
less/2.
Equivalently, we need to verify that
∀N1, N2,M ∈ N :M > N1 ∧M > N2 → true
∀N1, N2,M ∈ N :M > N1 ∧M > N2 ∧M > N1 → true.
Finally, for the CHR predicates, we relate query set relations to added set
relations. We have
∀N,M ∈ TermP : a(N,M) ∈ R
QS
a/2 → a(N,M) ∈ R
AS
a/2 and
∀N,M ∈ TermP : b(N,M) ∈ R
QS
b/2 → b(N,M) ∈ R
AS
b/2,
or equivalently,
∀N,M ∈ N :M > N →M > N and
∀N,M ∈ N :M > N →M ≥ N .
For Prolog predicates, we relate query set relations directly to call set
relations. We have
∀X,Y ∈ TermP : less(X,Y ) ∈ R
QS
less/2 → less(X,Y ) ∈ R
CS
less/2,
or equivalently,
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∀X,Y ∈ N : false→ true.
Correctness of the above conditions is easily verified. Note that in Section
6.2.2, we discuss symbolic conditions for deriving call set relations for a
CHR(Prolog) program. In that context, we will express these symbolic
conditions directly in terms of inequalities over N.
Step 3: Since we only consider ground CHR(Prolog) there is no need
to verify whether there are no relevant variables w.r.t. P. This is so by
default. In general, however, as in [PDS09a] and [NDSGSK11], we would
rely on a call type analysis, such as the one of [JB92] and made available
to CHR by the approach of [PSB10]. Then, we would use the approach of
[NDSGSK11] based on critical paths. Such an approach yields constraints,
directly expressed on the coefficients of the polynomial interpretation.
Note that the information represented by call set relations is complemen-
tary to the information represented by modes or call types. That is, modes
and call types express information on the parts of constraints that will
be instantiated in calls to the program, while call set relations express
information on the relations that hold across these instantiated parts.
Step 4: To verify that (P,P) is a reduction pair on Call(P, I), we
verify that P is N-closed w.r.t. Call(P, I). That is,
∀N,M ∈ TermP : a(N,M) ∈ RCSa/2 → |a(N,M)|P Z 0,
∀N,M ∈ TermP : b(N,M) ∈ RCSb/2 → |b(N,M)|P Z 0 and
∀X,Y ∈ TermP : less(X,Y ) ∈ RCSless/2 → |less(X,Y )|P Z 0.
The first and third condition are trivially satisfied since P(a/2) ∈ ΠN
and P(less/2) ∈ ΠN. Verifying correctness of the second condition, is
equivalent to verifying that ∀N,M ∈ N : M > N → M − N ≥ 0. Since
this is obviously the case, (P,P) is a reduction pair on Call(P, I).
Step 5: Finally, we need to verify satisfaction of the decrease conditions
of Corollary 6.1.1. First, we verify satisfaction of the decrease conditions
resulting from the propagation rule of P . That is, we need to verify that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1, N2) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 →
a(N1,M) P b(s(N2),M)
and that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1, N2) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 →
b(N2,M) P b(s(N2),M).
Or equivalently, verifying correctness of
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∀N1, N2,M ∈ N :M > N1 ∧M > N2 ∧N2 > N1 ∧M > N2 →
M > M − (1 +N2)
and
∀N1, N2,M ∈ N :M > N1 ∧M > N2 ∧N2 > N1 ∧M > N2 →
M −N2 > M − (1 +N2).
These conditions can easily be verified to be true.
For the simpagation rule of P , we need to verify that
∀N1, N2,M ∈ TermP : a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1,M) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2 →
Ja(N1,M), b(N2,M)K µP Ja(N2,M)K
with decreasing ranks set JρK. Furthermore, we have to verify that
∀N1, N2,M,N
′
1, N
′
2,M
′ ∈ TermP :
a(N1,M) ∈ RCSa/2 ∧ b(N2,M) ∈ R
CS
b/2∧
less(N1,M) ∈ RSSless/2 ∧ less(N2,M) ∈ R
SS
less/2∧
N2 = N ′1 ∧M =M
′ ∧ a(N ′1,M
′) ∈ RCSa/2 ∧ b(N
′
2,M
′) ∈ RCSb/2∧
less(N ′1, N
′
2) ∈ R
SS
less/2 ∧ less(N
′
2,M
′) ∈ RSSless/2 →
ρ P b(s(N ′2),M
′).
Equivalently, we first need to verify that
∀N1, N2,M ∈ N :
M > N1 ∧M > N2 ∧M > N1 ∧M > N2 → JM,M −N2K >µ JMK.
This is indeed the case since M appears on both sides of the multiset
decrease. Furthermore, it can then be verified that the decreasing ranks set,
JM −N2K, is singleton. Then, given M −N2, for the decrease condition
on first-layer propagation we have to verify correctness of
∀N1, N2,M,N
′
1, N
′
2,M
′ ∈ N :
M > N1 ∧M > N2 ∧M > N1 ∧M > N2 ∧N2 = N ′1∧
M =M ′ ∧M ′ > N ′1 ∧M
′ > N ′2 ∧N
′
2 > N
′
1 ∧M
′ > N ′2 →
M −N2 > M
′ − (1 +N ′2).
Considering that N2 = N ′1 ∧M =M
′ ∧N ′2 > N
′
1, this condition is true.
We also verify conditions for termination of the Prolog part of the program.
Based on the approach of [NDSGSK11], we need to verify that ∀X,Y ∈
TermP : less(s(X), s(Y )) ∈ RCSless/2 → less(s(X), s(Y )) P less(X,Y ),
or equivalently, that ∀X,Y ∈ N : true → 1 + X > X, which can easily
be verified to be true. Note that in Section 6.2, we make the conditions
of [NDSGSK11] explicit.
Conclusion: We may conclude that the CHR(Prolog) program P for its
intended use I is terminating. 
AUTOMATING THE TERMINATION PROOF 125
In the next section, we automate Procedure 6.1.1 for verifying termination of a
CHR(Prolog) program. That is, we will automate the search for a polynomial
interpretation with which all the conditions for termination, resulting from
Procedure 6.1.1, can be satisfied.
6.2 Automating the termination proof
To automate the search for a polynomial interpretation that satisfies all of the
criteria of Corollary 6.1.1, stated in Procedure 6.1.1, we continue in light of
the constraint-based approach of [DDSV99], further improved in [NDSGSK11].
That is, instead of selecting a particular interpretation and interargument
relations, we introduce a generic symbolic form for the polynomials that can
be used in a polynomial interpretation and interargument relations. Then,
we reformulate the conditions for termination using the symbolic polynomials
and, finally, reformulate these conditions as constraints on the symbolic
coefficients of the symbolic polynomials. If a solution exists to the constraint
problem on symbolic coefficients, then this solution yields a concrete polynomial
interpretation and concrete polynomial interargument relations with which we
prove termination.
So our approach for termination analysis of CHR(Prolog) works as follows:
1. Introduce symbolic versions of the polynomials associated with constant,
functor and predicate symbols.
2. Introduce symbolic versions of the polynomial inequalities associated with
query, call, added and success set relations.
3. Express all conditions of Procedure 6.1.1, resulting from Corollary 6.1.1,
and transform them to constraints on symbolic coefficients.
4. Solve the resulting constraints to obtain values for the coefficients.
Note that there may be multiple solutions for the constraints on symbolic
coefficients and that each solution gives rise to a concrete polynomial
interpretation and concrete polynomial interargument relations with which we
prove termination.
In order to assign symbolic polynomials to the functor and predicate symbols,
we restrict to classes of polynomials. Here, we only discuss the linear class.
Definition 6.2.1 (linear polynomial class). Each monomial of a polynomial
of the linear polynomial class contains at most one variable of at most degree
1: p(X1, . . . ,Xn) = Σnk=1pk ·Xk. 
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In [NDSGSK11] also the mixed form, where the monomials of a polynomial may
be of a degree 2, is used. This resulted in a considerable increase in expressive
power. For reasons of simplicity, we do not discuss symbolic forms for higher-
order polynomials although they can be used in our approach as well. For a
discussion on their use and applicability, we refer to [NDSGSK11] instead.
Definition 6.2.2 (linear symbolic polynomial interpretation). A linear
symbolic polynomial interpretation Ps for a CHR(Prolog) program P maps
each symbol f of arity n in ConstP ∪ FunP to a linear symbolic polynomial
f0 + f1 ·X1 + · · ·+ fn ·Xn and maps each symbol c of arity m in PredP to the
difference of two linear symbolic polynomials cpos0 + c
pos
1 ·X1 + · · ·+ c
pos
n ·Xm−
(cneg0 + c
neg
1 ·X1 + · · ·+ c
neg
n ·Xm). 
Note that there is a good reason for mapping predicate symbols to the
difference of two linear symbolic polynomials. That is, since predicate symbols
may be mapped to integer polynomials and since integer polynomials can be
represented as the difference of two positive integer polynomials, we only need
a constraint solver in N. Otherwise, only for finding values for the symbolic
coefficients related to predicate symbols, we would need a solver in Z.
Example 6.2.1 (linear symbolic polynomial interpretation). Reconsider the
CHR(Prolog) program P of Example 6.1.2. Then, we have the following linear
symbolic polynomial interpretation Ps of the symbols in FunP = {s/1, 0/0}
and PredP = {a/2, b/2, less/2} of P :
P
s(0/0) = 00.
P
s(s/1) = s0 + s1 ·X1
P
s(a/2) = apos0 + a
pos
1 ·X1 + a
pos
2 ·X2 − (a
neg
0 + a
neg
1 ·X1 + a
neg
2 ·X2)
P
s(b/2) = bpos0 + b
pos
1 ·X1 + b
pos
2 ·X2 − (b
neg
0 + b
neg
1 ·X1 + b
neg
2 ·X2)
P
s(less/2) = lesspos0 + less
pos
1 ·X1+ less
pos
2 ·X2− (less
neg
0 + less
neg
1 ·X1+
lessneg2 ·X2) 
Next, we define symbolic norms and level mappings in terms of a linear symbolic
polynomial interpretation.
Definition 6.2.3 (symbolic polynomial norm and level mapping). The
symbolic norm, associated with a linear symbolic polynomial interpretation Ps,
is defined:
• ‖X‖s
P
= X if X is a variable and
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• ‖f(t1, . . . , tn)‖sP = f0 + f1 · ‖t1‖
s
P
+ · · ·+ fn · ‖tn‖sP.
The symbolic level mapping, associated with a linear symbolic polynomial
interpretation Ps, is defined in terms of norms:
• |c(t1, . . . , tn)|sP = c
pos
0 +c
pos
1 ·‖t1‖
s
P
+ · · ·+cposn ·‖tn‖
s
P
−(cneg0 +c
neg
1 ·‖t1‖
s
P
+
· · ·+ cnegn · ‖tn‖
s
P
). 
We provide an example.
Example 6.2.2 (symbolic polynomial norm and level mapping). Consider the
linear symbolic polynomial interpretation Ps of Example 6.2.1. Then, we have
for less(s(X), s(Y )) that
|less(s(X), s(Y ))|s
P
= lesspos0 + less
pos
1 · (s0 + s1 ·X1) + less
pos
2 · (s0 + s1 ·
X2)− (less
neg
0 + less
neg
1 · (s0 + s1 ·X1) + less
neg
2 · (s0 + s1 ·X2)). 
We also define linear symbolic polynomial interargument relations.
Definition 6.2.4 (linear symbolic polynomial interargument relation). Let Ps
be a linear symbolic polynomial interpretation for a CHR(Prolog) program P
and let c/n be a predicate in P . Then, Rsc/n = {c(t1, . . . , tn) | ∀i : ti ∈
TermP ∧cin0 +c
in
1 ·‖t1‖
s
P
+· · ·+cinn ·‖tn‖
s
P
Z cout0 +c
out
1 ·‖t1‖
s
P
+· · ·+coutn ·‖tn‖
s
P
}
is a linear symbolic polynomial interargument relation for c/n. 
Note that we will additionally add superscripts to the symbolic coefficients of
linear symbolic interargument relations to make a distinction between success
set (SS), call set (CS), added set (AS) and query set relations (QS).
Example 6.2.3 (linear symbolic polynomial interargument relation). Consider
the linear symbolic polynomial interpretation Ps of Example 6.2.1. Then,
we have the following linear symbolic polynomial interargument relation to
represent the success set relation of the less/2 predicate:
R
SSs
less/2 = {less(t1, t2) | t1, t2 ∈ TermP ∧ less
SSin
0 + less
SSin
1 · ‖t1‖
s
P
+
lessSSin2 · ‖t2‖
s
P
Z less
SSout
0 + less
SSout
1 · ‖t1‖
s
P
+ lessSSout2 · ‖t2‖
s
P
}. 
In the next subsections, we reformulate the termination conditions of Corollary
6.1.1 (see Procedure 6.1.1) as conditions on symbolic coefficients. This includes
inferring success and call set relations (Step 1 and 2), the rigidity property (Step
3), the well-foundedness property (Step 4) and the decrease conditions of the
RC for CHR with polynomial interpretations and of [NDSGSK11] (Step 5).
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Note that the conditions of the next subsections are directly expressed in terms
of inequalities over N (see Example 6.1.11). Furthermore, note that for any
sequence of terms, t1, . . . , tn, by Rsc/n(t1, . . . , tn), we abbreviate for a predicate
c/n, the inequality cin0 +c
in
1 ·‖t1‖
s
P
+· · ·+cinn ·‖tn‖
s
P
≥ cout0 +c
out
1 ·‖t1‖
s
P
+· · ·+coutn ·
‖tn‖sP, using superscripts SS, CS, AS and QS when it concerns success, call,
added and query set relations, respectively. E.g., RSSsc/n (t1, . . . , tn) abbreviates
cSSin0 +c
SSin
1 ·‖t1‖
s
P
+· · ·+cSSinn ·‖tn‖
s
P
≥ cSSout0 +c
SSout
1 ·‖t1‖
s
P
+· · ·+cSSoutn ·‖tn‖
s
P
.
Finally, note that we will also abbreviate sequences of terms, t1, . . . , tn, by t
and sequences of variables, X1, . . . ,Xn, by X.
6.2.1 Conditions for inferring the success set relations
Since we are only inferring success set relations for Prolog predicates, our
approach to infer success set relations is identical to the approach of
[NDSGSK11]. For Prolog built-ins, we provide the success set relations as
a linear polynomial interargument relation. Thus, the values for the symbolic
coefficients of the symbolic success set relations of the Prolog built-in predicates
are fixed. For Prolog predicates of the program, we infer success set relations.
To infer success set relations, we formulate conditions on symbolic polynomial
interargument relations. That is, for each each Prolog fact (p(t).) of a
CHR(Prolog) program, there is a condition
∀X ∈ N : true→ RSSsp (t)
and for each Prolog clause (p(t) : − p1(t1), . . . , pm(tm).) of a CHR(Prolog)
program, there is a condition
∀X ∈ N : RSSsp1 (t1) ∧ · · · ∧R
SSs
pm (tm)→ R
SSs
p (t).
Note that X represents the sequence of all variables occurring in the condition.
We provide an example.
Example 6.2.4 (symbolic success set conditions). Recall the Prolog part of
the CHR(Prolog) program P of Example 6.1.2:
less(0, s(Y )). less(s(X), s(Y )) : − less(X,Y ).
Then, for the success set relation of less/2, we have the symbolic conditions:
∀X ∈ N : true → lessSSin0 + less
SSin
1 · 00 + less
SSin
2 · (s0 + s1 · Y ) ≥
lessSSout0 + less
SSout
1 · 00 + less
SSout
2 · (s0 + s1 · Y )
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∀X ∈ N : lessSSin0 +less
SSin
1 ·X+less
SSin
2 ·Y ≥ less
SSout
0 +less
SSout
1 ·X+
lessSSout2 ·Y → less
SSin
0 + less
SSin
1 ·(s0+s1 ·X)+ less
SSin
2 ·(s0+s1 ·Y ) ≥
lessSSout0 + less
SSout
1 · (s0 + s1 ·X) + less
SSout
2 · (s0 + s1 · Y ). 
6.2.2 Conditions for inferring the call set relations
To prove termination of both the Prolog and CHR part of a CHR(Prolog) pro-
gram, we infer call set relations for both Prolog and CHR predicates. For Prolog
predicates, we consider for each Prolog clause (p(t) : − p1(t1), . . . , pm(tm).) of
a CHR(Prolog) program m conditions:
∀X ∈ N : RCSsp (t)→ R
CSs
p1 (t1)
∀X ∈ N : RCSsp (t) ∧R
SSs
p1 (t1)→ R
CSs
p2 (t2)
. . .
∀X ∈ N : RCSsp (t) ∧R
SSs
p1 (t1) ∧ · · · ∧R
SSs
pm−1(tm−1)→ R
CSs
pm (tm).
That is, for every body atom of a Prolog clause, if the head of the Prolog clause
belongs to its call set relation and, considering a left-to-right selection rule, if
all intermediate calls belong to their success set relations, then the body atom
must belong to its call set relation.
For inferring call set relations for Prolog and CHR predicates, we consider for
each propagation rule
h1(th1 ), . . . , hn(thn)⇒ g1(t
g
1), . . . , gk(t
g
k) | b1(t
b
1), . . . , bl(t
b
l ), c1(t
c
1), . . . , cm(tcm).
and for each simpagation rule
h1(th1 ), . . . , hn(thn)⇔ g1(t
g
1), . . . , gk(t
g
k) | b1(t
b
1), . . . , bl(t
b
l ), c1(t
c
1), . . . , cm(tcm).
of a CHR(Prolog) program k conditions:
∀X ∈ N : RCSsh1 (t
h
1 ) ∧ · · · ∧R
CSs
hn
(thn)→ R
CSs
g1 (t
g
1)
∀X ∈ N : RCSsh1 (t
h
1 ) ∧ · · · ∧R
CSs
hn
(thn) ∧R
SSs
g1 (t
g
1)→ R
CSs
g2 (t
g
2)
. . .
∀X ∈ N : RCSsh1 (t
h
1 ) ∧ · · · ∧ R
CSs
hn
(thn) ∧ R
SSs
g1 (t
g
1) ∧ · · · ∧ R
SSs
gk−1
(tgk−1) →
RCSsgk (t
g
k);
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l conditions:
∀X ∈ N : RCSsh1 (t
h
1 )∧· · ·∧R
CSs
hn
(thn)∧R
SSs
g1 (t
g
1)∧· · ·∧R
SSs
gk
(tgk)→ R
CSs
b1
(tb1)
∀X ∈ N : RCSsh1 (t
h
1 )∧· · ·∧R
CSs
hn
(thn)∧R
SSs
g1 (t
g
1)∧· · ·∧R
SSs
gk
(tgk)→ R
CSs
b2
(tb2)
. . .
∀X ∈ N : RCSsh1 (t
h
1 )∧· · ·∧R
CSs
hn
(thn)∧R
SSs
g1 (t
g
1)∧· · ·∧R
SSs
gk
(tgk)→ R
CSs
bl
(tbl );
and m conditions:
∀X ∈ N : RCSsh1 (t
h
1 )∧· · ·∧R
CSs
hn
(thn)∧R
SSs
g1 (t
g
1)∧· · ·∧R
SSs
gk
(tgk)→ R
ASs
c1 (t
c
1)
∀X ∈ N : RCSsh1 (t
h
1 )∧· · ·∧R
CSs
hn
(thn)∧R
SSs
g1 (t
g
1)∧· · ·∧R
SSs
gk
(tgk)→ R
ASs
c2 (t
c
2)
. . .
∀X ∈ N : RCSsh1 (t
h
1 ) ∧ · · · ∧ R
CSs
hn
(thn) ∧ R
SSs
g1 (t
g
1) ∧ · · · ∧ R
SSs
gk
(tgk) →
RASscm (t
c
m).
That is, considering a left-to-right selection rule for Prolog, for each guard
in the rule, if all head constraints belong to their call set relations and all
intermediate guards belong to their success set relations, then the guard belongs
to its call set relation. Furthermore, if all head constraints belong to their call
set relations and if all guards belong to their success set relations, then each
built-in constraint must belong to its call set relation. Finally, if all head
constraints belong to their call set relations and all guards belong to their
success set relations, then each body CHR constraint belongs to its added set
relation.
Since CHR constraints added in the body of a CHR rule belong to their added
set relations (see Example 6.1.11), in CHR, we must relate added sets to call sets
as well. Thus, for each head h(t) of a CHR rule with guards g1(t
g
1), . . . , gk(t
g
k),
there is also a condition
∀X ∈ N : RASsh (t) ∧R
SSs
g1 (t
g
1) ∧ · · · ∧R
SSs
gk
(tgk)→ R
CSs
h (t).
That is, if a CHR constraint in the added set matches with the head of a
CHR rule, such that the guards are all in their success set relations, then that
constraint is in its call set relation.
Finally, to handle a description of the intended use by means of query set
relations, for Prolog predicates, we need to relate the constraints of the query
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set to constraints of the call set. Thus, for each Prolog predicate c/n, there is
a condition
∀X ∈ N : RQSsc (X1, . . . ,Xn)→ R
CSs
c (X1, . . . ,Xn).
For CHR predicates, query sets are related to added sets (see Example 6.1.11).
Thus, for each CHR predicate c/n, there is a condition
∀X ∈ N : RQSsc (X1, . . . ,Xn)→ R
ASs
c (X1, . . . ,Xn).
Notice that for termination analysis, values for the symbolic coefficients of
the query set relations RQSsc (X1, . . . ,Xn) need to be fixed. These values are
either defined by given query set relations or, in case query set relations are not
given, by some relation that will always succeed (i.e., to consider all constraints
in AtomP of a predicate c/n). However, for termination inference (see e.g.,
[MB05]), the coefficients of symbolic query set relations can be left open.
Example 6.2.5 (symbolic call set conditions). Consider the CHR(Prolog)
program P of Example 6.1.2:
R1 @ a(N1,M), b(N2,M)⇒ less(N1, N2), less(N2,M) | b(s(N2),M).
R2 @ a(N1,M), b(N2,M)⇔ less(N1,M), less(N2,M) | a(N2,M).
less(0, s(_)).
less(s(X), s(Y )) : − less(X,Y ).
Then, for the call set relations of a/2, b/2 and less/2, we have the following
symbolic conditions.
For the guards of the first CHR rule, we have the conditions:
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·
M ∧ bCSin0 + b
CSin
1 ·N2 + b
CSin
2 ·M ≥ b
CSout
0 + b
CSout
1 ·N2 + b
CSout
2 ·M →
lessCSin0 + less
CSin
1 · N1 + less
CSin
2 · N2 ≥ less
CSout
0 + less
CSout
1 · N1 +
lessCSout2 ·N2
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·M∧
bCSin0 +b
CSin
1 ·N2+b
CSin
2 ·M ≥ b
CSout
0 +b
CSout
1 ·N2+b
CSout
2 ·M∧less
SSin
0 +
lessSSin1 ·N1+ less
SSin
2 ·N2 ≥ less
SSout
0 + less
SSout
1 ·N1+ less
SSout
2 ·N2 →
lessCSin0 + less
CSin
1 · N2 + less
CSin
2 ·M ≥ less
CSout
0 + less
CSout
1 · N2 +
lessCSout2 ·M .
For the added CHR constraint of the first CHR rule, we have the condition:
132 AUTOMATING TERMINATION ANALYSIS FOR CHR
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·
M ∧ bCSin0 + b
CSin
1 · N2 + b
CSin
2 ·M ≥ b
CSout
0 + b
CSout
1 · N2 + b
CSout
2 ·
M ∧ lessSSin0 + less
SSin
1 · N1 + less
SSin
2 · N2 ≥ less
SSout
0 + less
SSout
1 ·
N1 + lessSSout2 ·N2 ∧ less
SSin
0 + less
SSin
1 ·N2 + less
SSin
2 ·M ≥ less
SSout
0 +
lessSSout1 ·N2+ less
SSout
2 ·M → b
ASin
0 +b
ASin
1 ·(s0+s1 ·N2)+b
ASin
2 ·M ≥
bASout0 + b
ASout
1 · (s0 + s1 ·N2) + b
ASout
2 ·M .
For the guards of the second CHR rule, we have the conditions:
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·
M ∧ bCSin0 + b
CSin
1 ·N2 + b
CSin
2 ·M ≥ b
CSout
0 + b
CSout
1 ·N2 + b
CSout
2 ·M →
lessCSin0 + less
CSin
1 · N1 + less
CSin
2 ·M ≥ less
CSout
0 + less
CSout
1 · N1 +
lessCSout2 ·M
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·M∧
bCSin0 +b
CSin
1 ·N2+b
CSin
2 ·M ≥ b
CSout
0 +b
CSout
1 ·N2+b
CSout
2 ·M∧less
SSin
0 +
lessSSin1 ·N1+ less
SSin
2 ·M ≥ less
SSout
0 + less
SSout
1 ·N1+ less
SSout
2 ·M →
lessCSin0 + less
CSin
1 · N2 + less
CSin
2 ·M ≥ less
CSout
0 + less
CSout
1 · N2 +
lessCSout2 ·M .
For the added CHR constraint of the second CHR rule, we have the condition:
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·
M ∧ bCSin0 + b
CSin
1 · N2 + b
CSin
2 ·M ≥ b
CSout
0 + b
CSout
1 · N2 + b
CSout
2 ·
M ∧ lessSSin0 + less
SSin
1 · N1 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 ·
N1 + lessSSout2 ·M ∧ less
SSin
0 + less
SSin
1 ·N2 + less
SSin
2 ·M ≥ less
SSout
0 +
lessSSout1 · N2 + less
SSout
2 · M → a
ASin
0 + a
ASin
1 · N2 + a
ASin
2 · M ≥
aASout0 + a
ASout
1 ·N2 + a
ASout
2 ·M .
For the Prolog clause, we have the condition:
∀X ∈ N : lessCSin0 + less
CSin
1 · (s0 + s1 ·X) + less
CSin
2 · (s0 + s1 · Y ) ≥
lessCSout0 + less
CSout
1 · (s0 +s1 ·X)+ less
CSout
2 · (s0 +s1 ·Y )→ less
CSin
0 +
lessCSin1 ·X + less
CSin
2 · Y ≥ less
CSout
0 + less
CSout
1 ·X + less
CSout
2 · Y .
For the first CHR rule, to relate added sets to call sets, we have the conditions:
∀X ∈ N : aASin0 +a
ASin
1 ·N1 +a
ASin
2 ·M ≥ a
ASout
0 +a
ASout
1 ·N1 +a
ASout
2 ·
M ∧ lessSSin0 + less
SSin
1 · N1 + less
SSin
2 · N2 ≥ less
SSout
0 + less
SSout
1 ·
N1 + lessSSout2 ·N2 ∧ less
SSin
0 + less
SSin
1 ·N2 + less
SSin
2 ·M ≥ less
SSout
0 +
lessSSout1 · N2 + less
SSout
2 · M → a
CSin
0 + a
CSin
1 · N1 + a
CSin
2 · M ≥
aCSout0 + a
CSout
1 ·N1 + a
CSout
2 ·M
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∀X ∈ N : bASin0 + b
ASin
1 ·N2 + b
ASin
2 ·M ≥ b
ASout
0 + b
ASout
1 ·N2 + b
ASout
2 ·
M ∧ lessSSin0 + less
SSin
1 · N1 + less
SSin
2 · N2 ≥ less
SSout
0 + less
SSout
1 ·
N1 + lessSSout2 ·N2 ∧ less
SSin
0 + less
SSin
1 ·N2 + less
SSin
2 ·M ≥ less
SSout
0 +
lessSSout1 ·N2+ less
SSout
2 ·M → b
CSin
0 + b
CSin
1 ·N2+ b
CSin
2 ·M ≥ b
CSout
0 +
bCSout1 ·N2 + b
CSout
2 ·M .
For the second CHR rule, we have the conditions:
∀X ∈ N : aASin0 +a
ASin
1 ·N1 +a
ASin
2 ·M ≥ a
ASout
0 +a
ASout
1 ·N1 +a
ASout
2 ·
M ∧ lessSSin0 + less
SSin
1 · N1 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 ·
N1 + lessSSout2 ·M ∧ less
SSin
0 + less
SSin
1 ·N2 + less
SSin
2 ·M ≥ less
SSout
0 +
lessSSout1 · N2 + less
SSout
2 · M → a
CSin
0 + a
CSin
1 · N1 + a
CSin
2 · M ≥
aCSout0 + a
CSout
1 ·N1 + a
CSout
2 ·M
∀X ∈ N : bASin0 + b
ASin
1 ·N2 + b
ASin
2 ·M ≥ b
ASout
0 + b
ASout
1 ·N2 + b
ASout
2 ·
M ∧ lessSSin0 + less
SSin
1 · N1 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 ·
N1 + lessSSout2 ·M ∧ less
SSin
0 + less
SSin
1 ·N2 + less
SSin
2 ·M ≥ less
SSout
0 +
lessSSout1 ·N2+ less
SSout
2 ·M → b
CSin
0 + b
CSin
1 ·N2+ b
CSin
2 ·M ≥ b
CSout
0 +
bCSout1 ·N2 + b
CSout
2 ·M .
Finally, for the CHR and Prolog predicates, to relate query sets to added sets
and call sets, respectively, we have the conditions:
∀X ∈ N : aQSin0 +a
QSin
1 ·X+a
QSin
2 ·Y ≥ a
QSout
0 +a
QSout
1 ·X+a
QSout
2 ·Y →
aASin0 + a
ASin
1 ·X + a
ASin
2 · Y ≥ a
ASout
0 + a
ASout
1 ·X + a
ASout
2 · Y
∀X ∈ N : bQSin0 +b
QSin
1 ·X+b
QSin
2 ·Y ≥ b
QSout
0 +b
QSout
1 ·X+b
QSout
2 ·Y →
bASin0 + b
ASin
1 ·X + b
ASin
2 · Y ≥ b
ASout
0 + b
ASout
1 ·X + b
ASout
2 · Y
∀X ∈ N : lessQSin0 + less
QSin
1 ·X + less
QSin
2 ·Y ≥ less
QSout
0 + less
QSout
1 ·
X + lessQSout2 · Y → less
CSin
0 + less
CSin
1 ·X + less
CSin
2 · Y ≥ less
CSout
0 +
lessCSout1 ·X + less
CSout
2 · Y .
Note that the symbolic coefficient of query set relations have fixed values (see
Example 6.1.11). Therefore, in fact, we have the conditions:
∀X ∈ N : Y ≥ 1+X → aASin0 + a
ASin
1 ·X + a
ASin
2 ·Y ≥ a
ASout
0 + a
ASout
1 ·
X + aASout2 · Y
∀X ∈ N : Y ≥ 1 +X → bASin0 + b
ASin
1 ·X + b
ASin
2 · Y ≥ b
ASout
0 + b
ASout
1 ·
X + bASout2 · Y
∀X ∈ N : 0 ≥ 1 → lessCSin0 + less
CSin
1 ·X + less
CSin
2 · Y ≥ less
CSout
0 +
lessCSout1 ·X + less
CSout
2 · Y. 
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6.2.3 Conditions for verifying rigidity
As stated earlier (see Section 6.1.2), we will only consider ground CHR(Prolog).
In general, to handle non-ground programs, one can tackle the problem
by applying the approach of [NDSGSK11] based on a call type analysis
[JB92] resulting in constraints that are directly expressed on the symbolic
coefficients of the symbolic polynomial interpretation. Then, one can add
these constraints to the constraint problems for termination of ground
CHR(Prolog) [NDSGSK11]. The extension to non-ground CHR(Prolog) is
therefore straightforward (see Section 6.3).
6.2.4 Conditions for verifying N-closedness
To guarantee well-foundedness of the strict partial ordering, induced by a
polynomial interpretation on the call set of a CHR(Prolog) program P , we
must for every predicate c/n in PredP of P impose a condition
∀X ∈ N : RCSsc (X1, . . . ,Xn)→ |c(X1, . . . ,Xn)|
s
P
≥ 0.
That is, we require that if a constraint is in its call set relation, then its size
must be bounded from below by 0.
Example 6.2.6 (N-closedness conditions). Consider the CHR(Prolog) program
P of Example 6.1.2. Then, we have the following symbolic conditions for N-
closedness, one for each predicate in PredP = {a/2, b/2, less/2}:
∀X ∈ N : aCSin0 +a
CSin
1 ·X1+a
CSin
2 ·X2 ≥ a
CSout
0 +a
CSout
1 ·X1+a
CSout
2 ·
X2 → a
pos
0 + a
pos
1 ·X1 + a
pos
2 ·X2 − (a
neg
0 + a
neg
1 ·X1 + a
neg
2 ·X2) ≥ 0
∀X ∈ N : bCSin0 + b
CSin
1 ·X1 + b
CSin
2 ·X2 ≥ b
CSout
0 + b
CSout
1 ·X1 + b
CSout
2 ·
X2 → b
pos
0 + b
pos
1 ·X1 + b
pos
2 ·X2 − (b
neg
0 + b
neg
1 ·X1 + b
neg
2 ·X2) ≥ 0
∀X ∈ N : lessCSin0 + less
CSin
1 ·X1+ less
CSin
2 ·X2 ≥ less
CSout
0 + less
CSout
1 ·
X1 + lessCSout2 · X2 → less
pos
0 + less
pos
1 · X1 + less
pos
2 · X2 − (less
neg
0 +
lessneg1 ·X1 + less
neg
2 ·X2) ≥ 0. 
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6.2.5 Conditions for verifying the decrease conditions
Decrease conditions on Prolog clauses
Symbolic decrease conditions for verifying termination of the Prolog part of a
CHR(Prolog) program are formulated in the same way as such conditions are
formulated in [NDSGSK11] for Prolog programs.
Thus, for each Prolog clause (p(t) : − p1(t1), . . . , pm(tm).) of a CHR(Prolog)
program, like in [NDSGSK11], we consider m decrease conditions:
∀X ∈ N : RCSsp (t)→ |p(t)|
s
P
> |p1(t1)|sP
∀X ∈ N : RCSsp (t) ∧R
SSs
p1 (t1)→ |p(t)|
s
P
> |p2(t2)|sP
. . .
∀X ∈ N : RCSsp (t) ∧R
SSs
p1 (t1) ∧ · · · ∧R
SSs
pm−1(tm−1)→ |p(t)|
s
P
> |pm(tm)|sP.
That is, the size of the head of a Prolog clause has to be strictly greater than
the size of each of the body atoms, given that each of the intermediate calls
belong to their success set relations.
Example 6.2.7 (symbolic decrease conditions for Prolog clauses). Consider
the CHR(Prolog) program P of Example 6.1.2. Then, for the Prolog clause of
P , we have the symbolic decrease condition
∀X ∈ N : lessCSin0 + less
CSin
1 · (s0 + s1 ·X) + less
CSin
2 · (s0 + s1 · Y ) ≥
lessCSout0 + less
CSout
1 · (s0 + s1 ·X) + less
CSout
2 · (s0 + s1 · Y )→ less
pos
0 +
lesspos1 · (s0 + s1 ·X)+ less
pos
2 · (s0 + s1 ·Y )− (less
neg
0 + less
neg
1 · (s0 + s1 ·
X)+ lessneg2 · (s0+s1 ·Y )) > less
pos
0 + less
pos
1 ·X+ less
pos
2 ·Y − (less
neg
0 +
lessneg1 ·X + less
neg
2 · Y ). 
Decrease conditions on propagation rules
For the decrease conditions on the CHR rules of a CHR(Prolog) program, we
consider for each propagation rule
h1(th1 ), . . . , hn(thn)⇒ g1(t
g
1), . . . , gk(t
g
k) | b1(t
b
1), . . . , bl(t
b
l ), c1(t
c
1), . . . , cm(tcm).
of a CHR(Prolog) program n ·m conditions of the form
∀X ∈ N : RCSsh1 (t
h
1 )∧· · ·∧R
CSs
hn
(thn)∧R
SSs
g1 (t
g
1)∧· · ·∧R
SSs
gk
(tgk)∧R
SSs
b1
(tb1)∧
· · · ∧RSSsbl (t
b
l )→ |hi(t
h
i )|
s
P
> |cj(tcj)|
s
P
.
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That is, for each pair of head hi(thi ) and body CHR constraints cj(t
c
j) of a
propagation rule, there has to be a strict decrease between the size of the head
constraint and the size of the body CHR constraint, given that all the head
constraints belong to their call set relations and that all the guards and body
built-in constraints belong to their success set relations.
Example 6.2.8 (symbolic decrease conditions for propagation rules). Consider
the CHR(Prolog) program P of Example 6.1.2. Then, we have the following
symbolic decrease conditions for the propagation rule of P :
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·M∧
bCSin0 +b
CSin
1 ·N2+b
CSin
2 ·M ≥ b
CSout
0 +b
CSout
1 ·N2+b
CSout
2 ·M∧less
SSin
0 +
lessSSin1 ·N1+ less
SSin
2 ·N2 ≥ less
SSout
0 + less
SSout
1 ·N1+ less
SSout
2 ·N2∧
lessSSin0 + less
SSin
1 · N2 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 · N2 +
lessSSout2 ·M → a
pos
0 +a
pos
1 ·N1+a
pos
2 ·M− (a
neg
0 +a
neg
1 ·N1+a
neg
2 ·M) >
bpos0 + b
pos
1 · (s0 + s1 ·N2)+ b
pos
2 ·M − (b
neg
0 + b
neg
1 · (s0 + s1 ·N2)+ b
neg
2 ·M)
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·M∧
bCSin0 +b
CSin
1 ·N2+b
CSin
2 ·M ≥ b
CSout
0 +b
CSout
1 ·N2+b
CSout
2 ·M∧less
SSin
0 +
lessSSin1 ·N1+ less
SSin
2 ·N2 ≥ less
SSout
0 + less
SSout
1 ·N1+ less
SSout
2 ·N2∧
lessSSin0 + less
SSin
1 · N2 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 · N2 +
lessSSout2 ·M → b
pos
0 + b
pos
1 ·N2 + b
pos
2 ·M − (b
neg
0 + b
neg
1 ·N2 + b
neg
2 ·M) >
bpos0 +b
pos
1 ·(s0+s1 ·N2)+b
pos
2 ·M−(b
neg
0 +b
neg
1 ·(s0+s1 ·N2)+b
neg
2 ·M).
Decrease conditions on simpagation rules
Expressing the decrease conditions on the simpagation rules of a CHR(Prolog)
program is less straightforward. These conditions verify multiset decreases.
That is, for each simpagation rule
h1(th1 ), . . . , hj(t
h
j ) \ hj+1(t
h
j+1), . . . , hn(thn)⇔
g1(t
g
1), . . . , gk(t
g
k) | b1(t
b
1), . . . , bl(t
b
l ), c1(t
c
1), . . . , cm(tcm).
of a CHR(Prolog) program, there is a condition
∀X ∈ N : RCSsh1 (t
h
1 ) ∧ · · · ∧R
CSs
hn
(thn)∧
RSSsg1 (t
g
1) ∧ · · · ∧R
SSs
gk
(tgk) ∧R
SSs
b1
(tb1) ∧ · · · ∧R
SSs
bl
(tbl )→
J|hj+1(thj+1)|
s
P
, . . . , |hn(thn)|
s
P
K >µ J|c1(tc1)|
s
P
, . . . , |cm(tcm)|
s
P
K.
That is, if all the head constraints belong to their call set relations and all the
guards and body built-in constraints belong to their success set relations, then
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there has to be a decrease between the multiset size of the removed head and
the multiset size of the added body CHR constraints of the simpagation rule.
Furthermore, as discussed in Section 6.1.2, we will require that the strict
multiset decrease J|hj+1(thj+1)|
s
P
, . . . , |hn(thn)|
s
P
K >µ J|c1(tc1)|
s
P
, . . . , |cm(tcm)|
s
P
K
has a singleton decreasing ranks set JρK. Under this requirement, we addition-
ally have for each head h′i(t
h′
i ) of a propagation rule (h
′
1(t
h′
1 ), . . . , h
′
n′(t
h′
n′) ⇒
g′1(t
g′
1 ), . . . , g
′
k′(t
g′
k′) | b
′
1(t
b′
1 ), . . . , b
′
l′(t
b′
l′ ), c
′
1(t
c′
1 ), . . . , c
′
m′(t
c′
m′).) of the program,
unifiable with a body constraint bj(tbj) of the simpagation rule, m
′ conditions:
∀X ∈ N : RCSsh1 (t
h
1 ) ∧ · · · ∧R
CSs
hn
(thn)∧
RSSsg1 (t
g
1) ∧ · · · ∧R
SSs
gk
(tgk) ∧R
SSs
b1
(tb1) ∧ · · · ∧R
SSs
bl
(tbl )∧
bj(tbj) = h
′
i(t
h′
i ) ∈ R
SS
=/2 ∧R
CSs
h′1
(th′1 ) ∧ · · · ∧R
CSs
h′
n′
(th′n′)∧
RSSsg′1
(tg
′
1 )∧· · ·∧R
SSs
g′
k′
(tg
′
k′)∧R
SSs
b′1
(tb′1 )∧· · ·∧R
SSs
b′
l′
(tb′l′ )→ |ρ|
s
P
> |c′1(t
c′
1 )|
s
P
. . .
∀X ∈ N : RCSsh1 (t
h
1 ) ∧ · · · ∧R
CSs
hn
(thn)∧
RSSsg1 (t
g
1) ∧ · · · ∧R
SSs
gk
(tgk) ∧R
SSs
b1
(tb1) ∧ · · · ∧R
SSs
bl
(tbl )∧
bj(tbj) = h
′
i(t
h′
i ) ∈ R
SS
=/2 ∧R
CSs
h′1
(th′1 ) ∧ · · · ∧R
CSs
h′
n′
(th′n′)∧
RSSsg′1
(tg
′
1 )∧· · ·∧R
SSs
g′
k′
(tg
′
k′)∧R
SSs
b′1
(tb′1 )∧· · ·∧R
SSs
b′
l′
(tb′l′ )→ |ρ|
s
P
> |c′m′(t
c′
m′)|
s
P
.
Note that success of the unification of bj(tbj) and h
′
i(t
h′
i ) is verified using
a pre-defined interargument relation for the = /2 built-in Prolog predicate
for unification. Hence, it is not a symbolic polynomial interargument
relation. Note that we define RSS=/2 = {c(t1, . . . , tn) = c(t
′
1, . . . , t
′
n) |
c(t1, . . . , tn), c(t′1, . . . , t
′
n) ∈ AtomP ∧ ∀i : ‖ti‖P ≈Z ‖t
′
i‖P}.
Example 6.2.9 (symbolic decrease conditions for simpagation rules). Con-
sider the CHR(Prolog) program P of Example 6.1.2. Then, we have the
following symbolic decrease conditions for the simpagation rule of P . For the
decrease condition on the simpagation rule, we have
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·
M ∧ bCSin0 + b
CSin
1 · N2 + b
CSin
2 ·M ≥ b
CSout
0 + b
CSout
1 · N2 + b
CSout
2 ·
M ∧ lessSSin0 + less
SSin
1 · N1 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 ·
N1 + lessSSout2 ·M ∧ less
SSin
0 + less
SSin
1 ·N2 + less
SSin
2 ·M ≥ less
SSout
0 +
lessSSout1 ·N2+ less
SSout
2 ·M → Ja
pos
0 +a
pos
1 ·N1+a
pos
2 ·M− (a
neg
0 +a
neg
1 ·
N1+a
neg
2 ·M), b
pos
0 +b
pos
1 ·N2+b
pos
2 ·M − (b
neg
0 +b
neg
1 ·N2+b
neg
2 ·M)K >µ
Japos0 + a
pos
1 ·N2 + a
pos
2 ·M − (a
neg
0 + a
neg
1 ·N2 + a
neg
2 ·M)K
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with decreasing ranks set JρK. For the condition on first-layer propagation for
the simpagation rule, we have
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·M∧
bCSin0 +b
CSin
1 ·N2+b
CSin
2 ·M ≥ b
CSout
0 +b
CSout
1 ·N2+b
CSout
2 ·M∧less
SSin
0 +
lessSSin1 ·N1 + less
SSin
2 ·M ≥ less
SSout
0 + less
SSout
1 ·N1 + less
SSout
2 ·M ∧
lessSSin0 + less
SSin
1 · N2 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 · N2 +
lessSSout2 ·M ∧N2 = N
′
1 ∧M =M
′ ∧ aCSin0 + a
CSin
1 ·N
′
1 + a
CSin
2 ·M
′ ≥
aCSout0 + a
CSout
1 · N
′
1 + a
CSout
2 ·M
′ ∧ bCSin0 + b
CSin
1 · N
′
2 + b
CSin
2 ·M
′ ≥
bCSout0 +b
CSout
1 ·N
′
2+b
CSout
2 ·M
′∧lessSSin0 +less
SSin
1 ·N
′
1+less
SSin
2 ·N
′
2 ≥
lessSSout0 + less
SSout
1 · N
′
1 + less
SSout
2 · N
′
2 ∧ less
SSin
0 + less
SSin
1 · N
′
2 +
lessSSin2 · M
′ ≥ lessSSout0 + less
SSout
1 · N
′
2 + less
SSout
2 · M
′ → |ρ|s
P
>
bpos0 +b
pos
1 ·(s0+s1 ·N
′
2)+b
pos
2 ·M
′−(bneg0 +b
neg
1 ·(s0+s1 ·N
′
2)+b
neg
2 ·M
′).
The symbolic conditions for simpagation rules from above cannot directly be
used for automating the termination proof. The reason is that the decrease
condition on simpagation rules is still expressed in terms of multiset extensions
and that the singleton decreasing ranks set, on the basis of which the decrease
conditions for first-layer propagation are expressed, is not determined.
The generation of multiset instances
We overcome this problem by expressing the multiset decreases of the decrease
conditions for simpagation rules in terms of the ordering on which the multiset
extension is based. Consider for example a reduction pair (,) on a set
{a, b, c} with multiset extension (µ,µ). Then, if Ja, bK µ JcK it can be
explained by a  b∧ a  c with decreasing ranks set JaK, by a  b∧ a ≈ c with
decreasing ranks set JbK or even by a  c with decreasing ranks set Ja, bK. In
fact, there are many more alternative explanations. Therefore, in the RC for
CHR with polynomial interpretations of Section 6.1.2, to avoid a great number
of alternative explanations, we have required singleton decreasing ranks sets.
To generate the alternative explanations, also referred to as multiset instances,
we developed an algorithm based on the following procedure.
Procedure 6.2.1 (generating multiset instances). Consider a multiset de-
crease Ja1, . . . , anK µ Jb1, . . . , bmK, where (µ,µ) is the multiset extension
of a reduction pair (,). Furthermore, let n′ = n− 1 and d = min({n′,m}).
Then, to generate the multiset instances for Ja1, . . . , anK µ Jb1, . . . , bmK in
terms of (,), such that the multiset decrease has a singleton decreasing ranks
set JρK, we apply the following procedure:
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1. Among the n elements of Ja1, . . . , anK, select an element ρa to represent
the decreasing rank.
2. Among the remaining n′ elements of Ja1, . . . , anK, select a multisubset A
of i ≤ d elements and select for each element a in A an element b in
Jb1, . . . , bmK such that a ≈ b.
3. For the remaining n′ − i elements a of Ja1, . . . , anK: ρa  a. For the
remaining m− i elements b of Jb1, . . . , bnK: ρa  b. 
Before we give an example, first, some discussion is in order. Consider a multiset
decrease Ja1, . . . , anK µ Jb1, . . . , bmK with a decreasing ranks set JρK, where
(µ,µ) is the multiset extension of (,). Then, ρ ∈ Ja1, . . . , anK. Hence, in
Step 1 of Procedure 6.2.1, we select a ρa from Ja1, . . . , anK to represent ρ. Let
Ja1, . . . , anK = JρaK unionmulti Ja1, . . . , an′K.
At least one of the following relations holds between the elements ai, aj of
Ja1, . . . , anK: ai  aj , aj  ai, or ai and aj cannot be compared using (,).
The a’s in Ja1, . . . , an′K, for which ρa  a, are considered in Step 3 of Procedure
6.2.1. The a’s in Ja1, . . . , an′K, for which a  ρa or a and ρa cannot be compared,
are considered in Step 2 of Procedure 6.2.1:
In case a and ρa cannot be compared, there must exist a b in Jb1, . . . , bmK
such that a ≈ b. Otherwise, the decreasing ranks set, where ρa is assumed
to be a decreasing rank, cannot be singleton. In case a  ρa, there
must exist a b in Jb1, . . . , bmK such that a ≈ b. Otherwise, ρa cannot be
a decreasing rank for the multiset decrease. In the special case where
ρa ≈ a, there can, but does not have to, exist a b such that a ≈ b. The
case where such a b exists is covered in Step 2 of Procedure 6.2.1 and the
case where no such b exists is covered in Step 3 of Procedure 6.2.1.
Finally, for all body constraints that were left unconsidered, they must
necessarily be strictly smaller than ρa to not undo the multiset decrease. This
is covered by Step 3 of Procedure 6.2.1.
Thus, for Ja1, . . . , anK µ Jb1, . . . , bmK, where (µ,µ) is the multiset extension
of (,) and where n′ = n− 1 and d = min({n′,m}), the number of multiset
instances is given by the formula:
n ·
d∑
i=0
Cn
′
i · P
m
i .
Here, the term n represents the selection of the decreasing rank ρa. The
term Cn
′
i represents the selection of a multisubset of Ja1, . . . , anK and P
m
i the
selection of corresponding elements in Jb1, . . . , bmK.
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Example 6.2.10 (multiset instances). Consider Ja, bK >µ JcK. Then, there are
2 ·
1∑
i=0
C1i · P
1
i = 4
multiset instances with a singleton decreasing ranks set for the multiset decrease
in terms of the underlying reduction pair (≥, >). The instances for a as the
decreasing rank are a ≥ b ∧ a > c and b = c. The instances for b as the
decreasing rank are b ≥ a ∧ b > c and a = c. 
Note that when formulating the conditions for termination, we select for each of
the conditions on simpagation rules some multiset instance and then formulate
the conditions for first-layer propagation in terms of that multiset instance.
Then, if termination cannot be proven with the selected multiset instance, we
try a proof using conditions obtained by an alternative instance.
n \ m 1 2 3 4 5 6
1 1 1 1 1 1 1
2 4 6 8 10 12 14
3 9 21 39 63 93 129
4 16 52 136 292 544 916
5 25 105 365 1045 2505 5225
6 36 186 816 3006 9276 24306
Table 6.1: Number of multiset instances for increasing numbers of removed
head constraints n and body CHR constraints m.
In general, for simpagation rules with many removed head and body CHR
constraints, the number of alternative cases drastically increases (see Table
6.1). Therefore, in the presence of multiple simpagation rules, where for each
simpagation rule a multiset instance is selected, the termination problems in
terms of alternative cases can become huge. Especially this motivated the
development of the modular approaches of the next chapter (see Chapter 7).
Example 6.2.11 (symbolic decrease conditions for simpagation rules w.r.t. a
multiset instance). Consider the CHR(Prolog) program P of Example 6.1.2.
Furthermore, consider the multiset decrease Japos0 +a
pos
1 ·N1+a
pos
2 ·M− (a
neg
0 +
aneg1 ·N1+a
neg
2 ·M), b
pos
0 + b
pos
1 ·N2+ b
pos
2 ·M − (b
neg
0 + b
neg
1 ·N2+ b
neg
2 ·M)K >µ
Japos0 +a
pos
1 ·N2+a
pos
2 ·M−(a
neg
0 +a
neg
1 ·N2+a
neg
2 ·M)K in the symbolic decrease
conditions of Example 6.2.9 on the simpagation rule. Then, considering the
multiset instance apos0 + a
pos
1 ·N1 + a
pos
2 ·M − (a
neg
0 + a
neg
1 ·N1 + a
neg
2 ·M) =
apos0 + a
pos
1 ·N2 + a
pos
2 ·M − (a
neg
0 + a
neg
1 ·N2 + a
neg
2 ·M) with decreasing ranks
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set Jbpos0 + b
pos
1 · N2 + b
pos
2 ·M − (b
neg
0 + b
neg
1 · N2 + b
neg
2 ·M)K, we have the
following symbolic decrease conditions for the simpagation rule of P :
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·M∧
bCSin0 +b
CSin
1 ·N2+b
CSin
2 ·M ≥ b
CSout
0 +b
CSout
1 ·N2+b
CSout
2 ·M∧less
SSin
0 +
lessSSin1 ·N1 + less
SSin
2 ·M ≥ less
SSout
0 + less
SSout
1 ·N1 + less
SSout
2 ·M ∧
lessSSin0 + less
SSin
1 · N2 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 · N2 +
lessSSout2 ·M → a
pos
0 +a
pos
1 ·N1+a
pos
2 ·M− (a
neg
0 +a
neg
1 ·N1+a
neg
2 ·M) =
apos0 + a
pos
1 ·N2 + a
pos
2 ·M − (a
neg
0 + a
neg
1 ·N2 + a
neg
2 ·M).
For the decrease conditions on first-layer propagation, we have
∀X ∈ N : aCSin0 +a
CSin
1 ·N1+a
CSin
2 ·M ≥ a
CSout
0 +a
CSout
1 ·N1+a
CSout
2 ·M∧
bCSin0 +b
CSin
1 ·N2+b
CSin
2 ·M ≥ b
CSout
0 +b
CSout
1 ·N2+b
CSout
2 ·M∧less
SSin
0 +
lessSSin1 ·N1 + less
SSin
2 ·M ≥ less
SSout
0 + less
SSout
1 ·N1 + less
SSout
2 ·M ∧
lessSSin0 + less
SSin
1 · N2 + less
SSin
2 · M ≥ less
SSout
0 + less
SSout
1 · N2 +
lessSSout2 ·M ∧N2 = N
′
1 ∧M =M
′ ∧ aCSin0 + a
CSin
1 ·N
′
1 + a
CSin
2 ·M
′ ≥
aCSout0 + a
CSout
1 · N
′
1 + a
CSout
2 ·M
′ ∧ bCSin0 + b
CSin
1 · N
′
2 + b
CSin
2 ·M
′ ≥
bCSout0 +b
CSout
1 ·N
′
2+b
CSout
2 ·M
′∧lessSSin0 +less
SSin
1 ·N
′
1+less
SSin
2 ·N
′
2 ≥
lessSSout0 +less
SSout
1 ·N
′
1+less
SSout
2 ·N
′
2∧less
SSin
0 +less
SSin
1 ·N
′
2+less
SSin
2 ·
M ′ ≥ lessSSout0 + less
SSout
1 ·N
′
2 + less
SSout
2 ·M
′ → bpos0 + b
pos
1 ·N2 + b
pos
2 ·
M − (bneg0 + b
neg
1 ·N2 + b
neg
2 ·M) > b
pos
0 + b
pos
1 · (s0 + s1 ·N
′
2)+ b
pos
2 ·M
′−
(bneg0 + b
neg
1 · (s0 + s1 ·N
′
2) + b
neg
2 ·M
′).
Note that with a different multiset instance, we cannot prove termination. 
6.3 Towards constraints on symbolic coefficients
Our goal is to find a polynomial interpretation such that all conditions
generated in the previous section are satisfied. To this end, we transform all
the conditions from the previous section into Diophantine constraints on the
symbolic coefficients, in the same way as this is done in [NDSGSK11].
Note that in case we verify rigidity on the basis of relevant variables, all
conditions for rigidity are already Diophantine constraints, which only contain
unknown coefficients but no universally quantified variables (see [NDSGSK11]
and [PDS09a]). Hence, the extension to non-ground CHR is straightforward.
The other conditions can all be written in the form
∀X ∈ N : p1 ≥ q1 ∧ · · · ∧ pn ≥ qn → pn+1 ≥ qn+1, (6.1)
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where n ≥ 0. Here all pi, qi are symbolic polynomials that represent
polynomials in ΠN, except for the polynomials pn+1 and qn+1 that can represent
polynomials in ΠZ if it concerns decrease conditions. Note, however, that the
symbolic coefficients and the variables of the conditions can only take values in
N (see Definition 6.2.2). Furthermore, consider the following: if the conditions
contain equalities a = b, these can be formulated as the conjunction of two
inequalities a ≥ b ∧ b ≥ a; if the conditions contain strict inequalities a > b,
these can be formulated as an inequality a ≥ b+1; and if the conclusion of the
considered conditions contain more than one conjunct, these can be formulated
as multiple conditions, one for each conjunct.
In the following, we recall the two-phase method from [NDSGSK11] to
transform all conditions of Form 6.1 into Diophantine constraints on the
unknown coefficients. In a first phase, all conditions of Form 6.1 are
transformed to inequalities without premises, i.e., into constraints of the form
∀X ∈ N : conc(pn+1)− conc(qn+1) ≥ prem(p1, . . . , pn)− prem(q1, . . . , qn)
Here, prem and conc are two arbitrary new linear symbolic polynomials with
symbolic polynomials taking values in N. The only requirement that we have
to impose is that conc must not be a constant. The transformation is sound: if
there is a solution for the resulting constraint, then this solution also satisfies
the original condition.
Thus, after this transformation, all conditions take the form
∀X ∈ N : p ≥ 0. (6.2)
In a second phase, we transform all constraints of Form 6.2 into a set of
Diophantine constraints on the unknown coefficients. The transformation is
again sound: if there is a solution for the resulting Diophantine constraints,
then this solution also satisfies the original constraint.
To this end, we use the straightforward transformation of [HJ98], also used in
[NDSGSK11]. One only requires that all coefficients, represented as expressions
on symbolic coefficients, of the polynomial p are non-negative integers.
Example 6.3.1 (from symbolic conditions to constraints on symbolic coef-
ficients). Consider the CHR(Prolog) program P with query set I, discussed
in Example 6.1.2. To prove termination of P for I automatically, we have
to transform the conditions of the previous section to constraints on symbolic
coefficients. In this example, we will only do so for the second condition of
Example 6.2.4:
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∀X ∈ N : lessSSin0 +less
SSin
1 ·X+less
SSin
2 ·Y ≥ less
SSout
0 +less
SSout
1 ·X+
lessSSout2 ·Y → less
SSin
0 + less
SSin
1 ·(s0+s1 ·X)+ less
SSin
2 ·(s0+s1 ·Y ) ≥
lessSSout0 + less
SSout
1 · (s0 + s1 ·X) + less
SSout
2 · (s0 + s1 · Y ).
It is already in Form 6.1. First, we transform it to
∀X ∈ N : conc0+conc1 ·(lessSSin0 + less
SSin
1 ·(s0+s1 ·X)+ less
SSin
2 ·(s0+
s1 ·Y ))− (conc0 + conc1 · (lessSSout0 + less
SSout
1 · (s0 + s1 ·X)+ less
SSout
2 ·
(s0 +s1 ·Y ))) ≥ prem0 +prem1 · (lessSSin0 + less
SSin
1 ·X+ less
SSin
2 ·Y )−
(prem0 + prem1 · (lessSSout0 + less
SSout
1 ·X + less
SSout
2 · Y )).
Note that conc1 must not be 0. Then, we bring it to Form 6.2:
∀X ∈ N : (conc1 · lessSSin0 + conc1 · less
SSin
1 · s0 + conc1 · less
SSin
2 · s0 −
conc1 · less
SSout
0 − conc1 · less
SSout
1 · s0 − conc1 · less
SSout
2 · s0 − prem1 ·
lessSSin0 + prem1 · less
SSout
0 ) + (conc1 · less
SSin
1 · s1 − conc1 · less
SSout
1 ·
s1 − prem1 · less
SSin
1 + prem1 · less
SSout
1 ) · X + (conc1 · less
SSin
2 · s1 −
conc1 · less
SSout
2 · s1 − prem1 · less
SSin
2 + prem1 · less
SSout
2 ) · Y ≥ 0.
Finally, we transform the resulting constraint to constraints on symbolic
coefficients, considering that all coefficients take values in N and conc1 > 0:
conc1·less
SSin
0 +conc1·less
SSin
1 ·s0+conc1·less
SSin
2 ·s0−conc1·less
SSout
0 −
conc1 · lessSSout1 · s0 − conc1 · less
SSout
2 · s0 − prem1 · less
SSin
0 + prem1 ·
lessSSout0 ≥ 0
conc1 · less
SSin
1 · s1 − conc1 · less
SSout
1 · s1 − prem1 · less
SSin
1 + prem1 ·
lessSSout1 ≥ 0
conc1 · less
SSin
2 · s1 − conc1 · less
SSout
2 · s1 − prem1 · less
SSin
2 + prem1 ·
lessSSout2 ≥ 0. 
6.4 Solving Diophantine constraints
The previous sections showed that one can formulate all termination conditions
in symbolic form and that one can transform them automatically into a set
of Diophantine constraints. The problem then becomes solving a system of
Diophantine constraints with the unknown coefficients as variables to prove
program termination. Solving such restricted kinds of Diophantine constraints
automatically has been studied intensively (see e.g., [BLNM+09], [CMTU05]
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and [FGM+07]). In [FGM+07], Diophantine constraint problems are encoded
as a SAT-problem, e.g., by applying the principles of unsigned arithmetic as
in [CGBA+11]. It was shown in [FGM+07] that this approach is significantly
more efficient than solving Diophantine constraints by dedicated solvers like
[CMTU05] or by standard implementations of constraint logic programming,
like in SICStus Prolog [SIC11].
Example 6.4.1 (solving Diophantine constraints). Consider the CHR(Prolog)
program P with query set I, discussed in Example 6.1.2. To prove termination
of P for I, combine the conditions of Example 6.2.4 for inferring the success
set relations for the built-in predicates of P , the conditions of Example 6.2.5
for inferring the call set relations of the predicates of P , the conditions for
N-closedness of Example 6.2.6 and the decrease conditions of Example 6.2.7,
Example 6.2.8 and Example 6.2.11 for the Prolog clauses, propagation rules
and simpagation rules of P , respectively. Then, transform these conditions
to a system of Diophantine constraints on symbolic coefficients as explained
in Section 6.3 and finally solve the resulting system of constraints with a
Diophantine constraint solver of choice. Then, one solution to the resulting
system yields the polynomial interpretation of Example 6.1.4 and the inferred
success, call and added set relations of Example 6.1.11, with which we have
proven termination in Example 6.1.11. 
6.5 Termination of CHR for specific queries
With our approach, we can also handle programs that only terminate for specific
kinds of queries. One simple example of such a program is the CHR(Prolog)
program P :
a(N,M)⇒ less(N,M) | a(s(N),M).
a(N,M)⇒ less(M,N) | a(s(N),M).
less(0, s(_)).
less(s(X), s(Y )) : − less(X,Y ).
If the program is queried with constraints a(t, t) or with constraints a(t1, t2)
such that P |= less(t1, t2), then the program is terminating. If queried with
constraints a(t1, t2) such that P |= less(t2, t1) the program is not terminating.
Our approach can prove termination of the program from above if it is queried
with constraints a(t, t) or with constraints a(t1, t2): P |= less(t1, t2), since we
can represent this information with query set relations.
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Reconsider the Merge-sort program from Example 2.1.4, of which termination
has been proven in Section 2.4.2:
R1 @ msort([])⇔ true.
R2 @ msort([L|Ls])⇔ r(0, L),msort(Ls).
R3 @ r(D,L1), r(D,L2)⇔ less(L1, L2) | r(s(D), L1), a(L1, L2).
R4 @ a(L1, L2) \ a(L1, L3)⇔ less(L2, L3) | a(L2, L3).
As discussed in Section 2.4.2, the main problem in proving termination of
the Merge-sort program is that R4 may be non-terminating. However, in the
intended use of the program, this will not be the case, since R3 and R4 can only
add a/2 constraints of which the first argument will have a strictly smaller term-
size compared to the second argument. Our approach can derive this relation
for the used constraints of the a/2 predicate and, therefore, can use the required
integer polynomials to prove termination (see Section 2.4.2).
Finally, considering the fourth rule of the Merge-sort program, it is part of a
class of CHR rules that, as argued in [Frü00], are especially difficult to handle.
Representative for this class is the CHR rule
a(X,Y ), a(Y,Z)⇒ a(X,Z).
It is a rule for graph completion, however, will not be terminating if the input
graph contains cycles. E.g., if R3 fires on a(t1, t1) and a(t1, t2) it adds a(t1, t2)
on which the rule is applicable in the same way.
In order to prove termination, we need to consider that the input graph is
cycle-free. This property of a graph can be expressed through the existence
of a strict partial ordering  on the nodes of the graph such that for any arc
a(t1, t2) in the intended use of the program holds that t2  t1. Since query
set relations for constraints of the a/2 predicate can represent this property,
termination can be proven for such specific queries to the program, like it is
done in [PDS09a]. However, to handle this program automatically, we will
need to consider interargument relations with a conjunction of multiple linear
polynomial inequalities (see Section 9.1.3).
Chapter 7
Modularised termination
proofs for CHR
Termination analysis techniques for LP often make use of dependency analysis
to improve efficiency and precision of the termination analysis. In some
approaches (e.g., [DDSV99]), this is done in order to detect (mutually) recursive
predicates. For non-recursive predicates, no termination proof is needed, so
that termination conditions are only expressed and verified for the recursive
ones. Such approaches can easily be formulated in terms of CHR by means of
a Strongly Connected Component (SCC) analysis on the dependency graph of
a CHR program (see Section 7.3).
In other approaches (e.g., [NGSKDS08] and [SKGN10]) the termination
conditions are explicitly expressed in terms of the cycles in the SCCs of the
dependency graph. It was shown in [SKGN10] that such an approach is both
efficient and precise. On the benchmark of the termination analysis competition
[Ter10], the approach of [SKGN10] outperformed competing systems.
It turned out that there were considerable complications to achieve this in CHR,
mainly because for CHR a useful notion of a “cycle” is hard to define.
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7.1 Problem description
Consider for example the CHR program P :
R @ a, b⇔ a.
For each application of R, two constraints a and b are removed, while a new
constraint a is added. Since R adds constraints that are required to fire R,
the application of R depends on itself. A SCCs analysis on the dependency
graph of P would therefore consider R to demonstrate cyclic behaviour, while
in fact, for every application of R, a constraint b is removed and never added
again. Therefore, at some point in a computation of P , the b constraints will
be depleted and thus P will terminate.
A more accurate analysis of cyclic behaviour in CHR could therefore still rely
on a SCCs analysis, but could also verify for each SCC whether there exists
a dependency for each head of the rules of a component, provided for by the
component itself. Unfortunately, such an approach is still not very accurate.
Consider for example the CHR program P :
R @ a, a⇔ a.
For R, which is part of a SCC, both heads are provided for from within the
component itself. However, for every application of R, two constraints a are
removed while only one constraint a is added. Repeated application of R
therefore results in depletion of these a constraints and thus P terminates.
Therefore, in order for a SCC in a CHR program to demonstrate cyclic
behaviour, we must guarantee that the component is self-sustainable. That is,
when the rules of a SCC are applied, they must provide the constraints to fire
the same rules again. In contrast to CHR, the SCCs of a Prolog program are self-
sustainable by default. This is because Prolog is a single-headed programming
language. Therefore, each cycle in the dependency graph of a Prolog program
corresponds to rule applications that have the potential to be repeated.
In CHR, to characterise the notion of a self-sustainable SCC, we need to identify
the SCCs of a CHR program for which there exist multisets of rule applications
that can be repeated. Consider for example the CHR program P :
R1 @ a, a⇔ b, b. R2 @ b⇔ a.
As can be verified it is non-terminating. That is, when R1 is applied once, it
adds two b constraints, allowing R2 to be applied twice. By applying R2 twice,
the input required for application of R1 is provided for, thus resulting in a loop.
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In this chapter, we introduce the notion of self-sustainability for a set of CHR
rules. It provides a rather precise approximation of cyclic behaviour in CHR.
We characterise self-sustainability by a system of linear inequalities. Each
solution to this system identifies a multiset, based on a set of CHR rules, such
that if the multiset is traversed—i.e., all rules in the multiset are applied once—
it provides all required constraints to potentially traverse the multiset again.
Unfortunately, we cannot use this concept directly as a basis for termination
analysis similar to [NGSKDS08] and [SKGN10] for LP. The reason is that
for any SCC in a CHR program that demonstrates cyclic behaviour, the
system of linear inequalities for self-sustainability has infinitely many solutions,
yielding an infinite set of minimal configuration that have the potential to be
repeated. In [PDS10], we describe a rather inefficient approach, using Hilbert
bases [Sch86], to cope with this problem.
Alternatively, we can use the concept of self-sustainability in a “negative” way.
If we can show that a SCC in a CHR program is not self-sustainable —i.e., the
system of linear inequalities for self-sustainability has no solution—, then this
proves that the rules of that SCC cannot be part of an infinite computation.
Therefore, we can ignore this SCC in the termination analysis (see Section 7.3).
By combining this idea with the approach of the previous chapter, it turns out
that both precision and efficiency of the analysis is improved (see Chapter 8).
Our approach will be restricted to the abstract CHR semantics. Hence, we
discuss our approach in terms of simplification only (see Section 2.2). This
is not a problem since if a SCC of a CHR program is not self-sustainable
for the abstract semantics, it cannot be self-sustainable for any more refined
semantics. Therefore, the approach of this section is also applicable to the
theoretical CHR semantics, however, will consider SCCs with propagation self-
sustainable by default. Note that in Section 9.2, we provide intuitions regarding
self-sustainability of propagation under the theoretical CHR semantics.
7.2 The CHR dependency graph and CHR net
In CHR, the head constraints of a rule represent the constraints required for
rule application. The body CHR constraints represent the constraints newly
available after rule application. To represent these sets, we introduce abstract
CHR constraints.
First, we introduce the alternative notation
Ri @ Hi1, . . . ,H
i
ni ⇔ G
i
1, . . . , G
i
ki | B
i
1, . . . , B
i
li , C
i
1, . . . , C
i
mi .
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for a simplification rule, as we need to be able to identify the rule to which
CHR and built-in constraints belong. Note that in the following, by Gi, we
mean the conjunction Gi1 ∧ · · · ∧G
i
ki
of the guards of a simplification rule Ri.
Definition 7.2.1 (abstract CHR constraint). An abstract CHR constraint is
a pair C = (C,B), where C is a CHR constraint and B a conjunction of built-
in constraints. The denotation of an abstract CHR constraint is given by a
mapping ℘ : (C,B) 7→ {Cσ | ∃θ : CT |= Bσθ}.
In a CHR program P , we distinguish between two types of abstract CHR
constraints. An abstract input constraint inij = (H
i
j , G
i) represents the CHR
constraints that can be used to match the head Hij of a CHR rule Ri, without
invalidating the conjunction Gi of guards of Ri. An abstract output constraint
outij = (C
i
j , G
i) represents the CHR constraints that become newly available
after rule application and are related to the body CHR constraints Cij of Ri. 
By InRi and OutRi , we represent, respectively, the sets of abstract input and
output constraints of a rule Ri. By InP and OutP , we represent, respectively,
the abstract input and output constraints of a CHR program P .
Example 7.2.1 (abstract CHR constraints of Primes). Consider a variant P
of the Primes program of Example 2.1.4:
R1 @ primes(2)⇔ prime(2).
R2 @ primes(N)⇔ N > 2 | Np is N − 1, prime(N), primes(Np).
R3 @ prime(M), prime(N)⇔ div(M,N) | prime(M).
We can derive the following abstract input and output constraints for P :
• InP = InR1 ∪ InR2 ∪ InR3 = {in
1
1, in
2
1, in
3
1, in
3
2}, where
in11 = (primes(2), true) in
2
1 = (primes(N), N > 2)
in31 = (prime(M), div(M,N)) in
3
2 = (prime(N), div(M,N))
• OutP = OutR1 ∪ OutR2 ∪ OutR3 = {out
1
1, out
2
1, out
2
2, out
3
1}, where
out11 = (prime(2), true) out
2
1 = (prime(N), N > 2)
out22 = (primes(Np), N > 2) out
3
1 = (prime(M), div(M,N))

The rules of a CHR program P relate abstract inputs to abstract outputs. We
call this relation the rule transition relation of P .
Definition 7.2.2 (rule transition relation). A rule transition of an abstract
CHR program P is an ordered pair Ti = (InRi ,OutRi), relating the set
of abstract input constraints InRi = {in
i
1, . . . , in
i
ni} of Ri ∈ P to the set
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of abstract output constraints OutRi = {out
i
1, . . . , out
i
mi} of Ri. The rule
transition relation TP = {Ti | Ri ∈ P} of P is the set of rule transitions
of P . 
Example 7.2.2 (rule transition relation of Primes). The Primes program P
from Example 7.2.1 defines three rule transitions:
• T = {T1, T2, T3}, where
T1 = ({in11}, {out
1
1}) T2 = ({in
2
1}, {out
2
1, out
2
2})
T3 = ({in31, in
3
2}, {out
3
1})

Abstract output constraints relate to abstract input constraints by a match
transition relation. This second kind of relation is the result of a dependency
analysis between abstract constraints, relating the constraints newly available
after rule application to constraints required for rule application.
Definition 7.2.3 (match transition relation). A match transition of an
abstract CHR program P is an ordered pair M(i,j,k,l) = (outij , in
k
l ), relating
an output outij = (C
i
j , G
i) of OutP to an input inkl = (C
k
l , G
k) of InP such
that ∃θ : CT |= (Cij = C
k
l ∧ G
i ∧ Gk)θ. The match transition relation MP is
the set of all match transitions M(i,j,k,l) in P . 
Note that a match transition exists for an abstract output and input if the
intersection of their denotation is non-empty, i.e., ℘(outij) ∩ ℘(in
k
l ) 6= ∅.
Example 7.2.3 (match transition relation of Primes). The Primes program
P from Example 7.2.1 defines the match transition relation
MP = {M(1,1,3,1),M(1,1,3,2),M(2,1,3,1),M(2,1,3,2)
M(2,2,1,1),M(2,2,2,1),M(3,1,3,1),M(3,1,3,2)}.

As in LP, the dependency graph of a CHR program is a directed graph, where
the nodes represent rules and the directed arcs dependencies between rules.
Definition 7.2.4 (CHR dependency graph). A CHR dependency graph DP
of an abstract CHR program P is an ordered tuple 〈T,D〉 of nodes T , one for
each transition in the rule transition relation TP of P , and directed arcs D, one
for each ordered pair of transitions for which a match transition, connecting an
output of the first element of the pair to an input of the second element of the
pair, exists in the match transition relation MP of P . 
For a SCCs analysis, a CHR dependency graph is sufficient, however, for self-
sustainability we rely in the next sections on a CHR net instead.
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Definition 7.2.5 (CHR net). A CHR net NP of an abstract CHR program P
is a quadruple 〈InP ,OutP , TP ,MP 〉. Here, respectively, InP and OutP are
the abstract input and output constraints of P and TP and MP the rule and
match transition relations of P . 
Notice that a CHR net corresponds to a bipartite hypergraph. We illustrate
both notions in Figure 7.1 for the Primes program of Example 7.2.1.
Figure 7.1: Dependency graph and CHR net for Primes
7.3 Self-sustainable SCCs of a CHR program
To derive the SCCs of a CHR program, i.e., the sets of CHR rules of a CHR
program that are strongly connected, we perform a SCCs analysis on the
dependency graph of the CHR program. This is similar to such an analysis
in LP and can be done efficiently using Tarjan’s algorithm [Tar72].
Example 7.3.1 (SCCs of Primes). Based on the dependency graph, DP =
({T1, T2, T3}, {(T1, T3), (T2, T1), (T2, T2), (T2, T3), (T3, T3)}), of Primes of Fig-
ure 7.1, we derive two SCCs, {T2} and {T3}. 
We have the following property of SCCs w.r.t. program termination.
Theorem 7.3.1. Let P be a CHR program and let C be a SCC of P . If C
terminates for every query and if P \ C terminates for every query, then P
terminates for every query. 
Proof. By definition of a SCC, if each SCC in the dependency graph of P is
contracted to a single node, the resulting graph G is a directed acyclic graph.
Therefore, if P \C is terminating for any query, its rules add a finite number of
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constraints using constraints from the initial query. Since C is terminating for
any query, by using the constraints added by the rules of P \C and those from
the initial query, the rules of C can only add a finite number of constraints.
Then, any rule of P \ C applicable on the constraints produced by C can only
be applied a finite number of times as P \ C is terminating for any query. As
furthermore these rules of P \ C do not produce constraints required by C
considering acyclicity of G, P must be terminating for any query.
Note that Theorem 7.3.1 can easily be adapted in terms of an intended use
I for P . Thus, a termination proof for each of the SCCs of a CHR program,
yields a proof of termination on the entire program.
7.3.1 Self-sustainable SCCs
Consider the non-terminating example program from Section 7.1:
R1 @ a, a⇔ b, b. R2 @ b⇔ a.
Its dependency graph and CHR net are shown in Figure 7.2. As can be verified,
in Figure 7.2, in11 = in
1
2 = out
2
1 = (a, true) and out
1
1 = out
1
2 = in
2
1 = (b, true).
For this example program, there is only one SCC: {T1, T2}.
Figure 7.2: Dependency graph and CHR net for the a-b-example
What we want to characterise, in the notion of self-sustainability for such a
SCC, is whether we can duplicate some of the transitions of this SCC, such
that for the resulting multiset of transitions and its extended CHR net, it is
so that a multisubset of all M(i,j,k,l) match transitions exists, that maps a
multisubset of all the outpq nodes onto all of the in
r
s nodes.
Returning to our example, consider the multiset JT1, T2, T2K based on {T1, T2}.
In Figure 7.3, we expand the CHR net of Figure 7.2 to represent all match
transitions for this multiset.
Clearly, from the multiset of 8 match transitions in Figure 7.3, we can select
4 transitions, for example JM(1,1,2,1),M(1,2,2,1),M(2,1,1,1),M(2,1,1,2)K, such that
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these transitions define a function from a multisubset of all outpq nodes onto all
inrs nodes. This function is represented in Figure 7.3 in the thick arrows.
Figure 7.3: Expanded CHR net for JT1, T2, T2K
Note that in this example, the multisubsets of outpq nodes on which the function
is defined is equal to the entire multiset Jout11, out
1
2, out
2
1, out
2
1K of out
p
q nodes.
In general, this is not necessary: outpq nodes are allowed to be “unused” by in
r
s
nodes. It suffices that a CHR constraint is produced for each inrs node.
We generalise the construction in the example above in the following definition.
In this definition, we start off from a set of CHR rules C and its CHR net
NC = 〈InC ,OutC , TC ,MC〉. In the definition we will consider a multiset,
with universe the rule transitions TC , and will denote it by µT . Note that
given such a multiset µT , there are associated multisets µIn and µOut, with
universes InC and OutC respectively. If a transition Ti ∈ TC occurs ni times
in µT , then all its inij and out
i
l abstract constraints occur ni times in µIn and
µOut, respectively.
Given µT , there is also an associated multiset µM, with universe MC . If
transitions Ti and Tk occur respectively ni and nk times in µT , then all
M(i, j, k, l) ∈MC occur ni · nk times in µM.
Definition 7.3.1 (self-sustainability of a set of CHR rules). Let C be a set of
simplification rules and NC = 〈InC ,OutC , TC ,MC〉 the CHR net of C. The
set C is self-sustainable iff there exist
• a non-empty multiset µT , with associated multisets µIn, µOut and µM,
• a multiset µ′Out v µOut, and
• a multiset µ′M v µM,
such that µ′M defines a function from µ
′
Out onto µIn. 
Before we illustrate this concept on our running example Primes, we provide
an alternative numeric characterisation.
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Proposition 7.3.1 (numeric characterisation of self-sustainability). Let C be
a set of simplification rules and NC = 〈InC ,OutC , TC ,MC〉 its CHR net. The
set C is self-sustainable iff there exist multisets µT , with associated multisets
µIn, µOut and µM, µ
′
Out v µOut and µ
′
M v µM, such that
∑
i:Ti∈TC
µT (Ti) ≥
1 and such that
∀outij ∈ OutC :
∑
k,l:M(i,j,k,l)∈MC
µ′M(M(i,j,k,l)) ≤ µT (Ti) and
∀inij ∈ InC :
∑
k,l:M(k,l,i,j)∈MC
µ′M(M(k,l,i,j)) = µT (Ti). 
Proof. The first inequality expresses that µT is non-empty. The second kind
of inequalities —one for each outij in OutC— state that for an abstract output
outij , the number of match transitions M(i,j,k,l) in µ
′
M that have (i, j) as their
first two arguments does not exceed the number of occurrences of Ti in µT .
This corresponds to stating that µ′M can be regarded as a function defined on
a multisubset µ′Out of µOut.
The third kind of inequalities —one for each inij in InC— state that for an
abstract input constraint inij , the number of match transitions M(k,l,i,j) in µ
′
M
that have (i, j) as their last two arguments is exactly the number of occurrences
of Ti in µT . This means that the function defined by µ′M is onto µIn.
Example 7.3.2 (self-sustainable SCCs for Primes). Consider the SCCs C1 =
{T2} and C2 = {T3}, as given in Example 7.3.1, of the Primes program P of
Example 7.2.1. While the first component of the program is self-sustainable,
the second is not. That is, at some point in a computation of C2, the prime/1
constraints to fire the rule will be depleted. Consider their CHR nets
NC1 = 〈{in
2
1}, {out
2
1, out
2
2}, {T2}, {M(2,2,2,1)}〉 and
NC2 = 〈{in
3
1, in
3
2}, {out
3
1}, {T3}, {M(3,1,3,1),M(3,1,3,2)}〉.
Let us denote µ′M(M(i,j,k,l)) as m(i,j,k,l) and µT (Ti) as ti, where all m(i,j,k,l)
and ti are natural numbers. Then, we can characterise self-sustainability of C1
and C2, respectively, by the systems of linear inequalities
t2 ≥ 1 m(2,2,2,1) ≤ t2 m(2,2,2,1) = t2 and
t3 ≥ 1 m(3,1,3,1) +m(3,1,3,2) ≤ t3 m(3,1,3,1) = t3 m(3,1,3,2) = t3.
If a solution to these systems exists, the underlying component is self-
sustainable. C1 is clearly self-sustainable, while C2 is not. 
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Several comments with respect to Definition 7.3.1 and Proposition 7.3.1 are in
order. First, the statement that µ′M defines a function from µ
′
Out onto µIn is
imprecise. In fact, µ′M defines a set of functions from µ
′
Out onto µIn. This is
because µ′Out and µIn are multisets and not sets.
Therefore, if inij or out
k
l occur multiple times in µIn, respectively µ
′
Out, it is un-
clear which mapping is defined by an elementM(k,l,i,j) of µ′M. Looking back at
the a-b-example of Figure 7.3, there are four different functions in this graph, all
corresponding to the multiset µ′M = JM(1,1,2,1),M(1,2,2,1),M(2,1,1,1),M(2,1,1,2)K.
The thick lines in the figure represent one of these, but selecting other arcs,
with the same labels, produces the other three.
Apart from this, for a fixed multiset µT , there can be several mappings µ′M
that map a multiset µ′Out onto µIn. This is because there can be different
abstract constraints outkl in µOut that all have a match transition to some
abstract constraint inij and this may give alternative candidates for µ
′
M.
Finally, by considering different multisets µT based on TC , we may obtain a
very large number of solutions for µ′M in Definition 7.3.1. In the context of the
a-b-example, consider a multiset µT = JT1, T1, T2, T2, T2, T2K. From the fact
that there are twice as many T2 rules than T1 rules, it should be intuitively
clear that it again allows to find multisets µ′Out and µ
′
M : µ
′
Out → µIn, with the
latter being onto. Because of the increased multiplicity of the rule transitions,
the number of different functions that µ′M represents in this context is much
higher than for the previous µT . Moreover, it turns out that by increasing
the multiplicity of the rule transitions, we can construct concrete functions
associated to µ′M that cannot be obtained as the union of multiple concrete
functions associated to a solution for a µT with lower multiplicity of rule
transitions (see [PDS09c]).
This observation implies that we are unable to use the notion of a self-
sustainable set of rules as a direct basis for a termination analysis. Such an
approach would have to identify a finite set of minimal self-sustainable cycles
and then prove that all these are terminating. But since in CHR there are in
general an infinite set of minimal cycles, such an approach is not feasible.
In [PDS10], to tackle the problem of an infinite number of minimal cycles, a new
concept of minimality is introduced. This concept relies on a finite constructive
set of solutions for the inequalities representing self-sustainability, called the
Hilbert basis [Sch86]. This approach is slow, with little gain in precision.
Fortunately, there is another way for using the notion of a self-sustaining set
of rules. After determining the SCCs of a CHR program, we can verify which
SCCs are not self-sustainable and disregard such SCCs. This observation is
based on the following theorem.
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Theorem 7.3.2. If a CHR program P is not self-sustainable, then P
terminates for every query. 
To prove Theorem 7.3.2, we apply Ramsey’s theorem [Ram30].
Theorem 7.3.3 (Ramsey’s theorem). Let A = {〈a, b〉 | a, b ∈ N∧ a < b}, L be
a finite set of colours and let F : A → L be a mapping associating the elements
of A with colours from L. Then, there is a colour f ∈ L and an infinite set
X ⊆ N such that F(〈a, b〉) = f for each a, b ∈ X for which a < b. 
Note that the application of Ramsey’s theorem to termination analysis is not
new, see e.g., [BCG+07]. Next, we give the proof of Theorem 7.3.2.
Proof. Let ΣP be the set of CHR states for a CHR program P . Let InP
be the set of abstract input constraints of P . Then, we define a mapping,
|.|ini : ΣP → N, mapping CHR states to the number of constraints in the
state that are also in ℘(ini), the denotation of the abstract input constraint
ini ∈ InP . Thus, |.|ini represents the number of constraints in a CHR state
that can potentially be used to match the head of a rule, represented by ini.
By contradiction, we assume that P is non-terminating. Therefore, there must
exist an infinite computation
Q0 →P Q1 →P · · · →P Qn →P . . .
of P on some initial CHR state Q0.
If P is not self-sustainable, then for any two states Q and Q′ in the computation
such that Q′ is obtained from Q (by a multiset of rule applications), we have
by Definition 7.3.1 that ∃ini ∈ InP : |Q|ini > |Q
′|ini . That is, at least one
head of a CHR rule of P must exist for which the available constraints decrease
between Q and Q′. Note that each |.|ini induces a well-founded ordering >i on
ΣP . Therefore, if P is not self-sustainable, we have that
∀k ≥ 0 : ∀j > k,∃ini ∈ InP : Qk >i Qj ,
where j and k are subscripts of the states in the considered computation.
Applying Ramsey’s theorem, we consider a set of ordered tuples A = {〈a, b〉 |
a, b ∈ N∧ a < b} and a finite set of colours L = {>i| ini ∈ InP }. Furthermore,
we define a mapping F : A → L, as follows. For any 〈a, b〉 ∈ A, we map 〈a, b〉
to some >i of L for which Qa >i Qb holds. Since P is not self-sustainable,
there must exist at least one such a >i∈ L for any 〈a, b〉 ∈ A.
Therefore, by Ramsey’s theorem, there exists a >i∈ L and an infinite subset
X ∈ N such that for any a, b ∈ X if a > b, F(〈a, b〉) = >i holds. This yields an
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infinite subsequence of CHR states in the considered infinite computation for
which a strict decrease on >i exists. Since this contradicts the well-foundedness
of >i, no infinite computation of P can exist. Thus, by Lemma 2.3.1, P
terminates for every query.
7.3.2 Non-self-sustainable SCCs
From here on, we refer to self-sustainable as ’selfs’ and use the matrix form:
A×X ≤ B; to represent systems of linear inequalities.
Example 7.3.3 (system in matrix form for Primes). We revisit Example 7.3.2
and represent for C1 and C2 their systems of inequalities in matrix form. For
C1, we have 

−1 1
1 −1
−1 1
−1 0

×
[
t2
m(2,2,2,1)
]
≤


0
0
0
−1

 .
For C2, we have 

−1 1 0
1 −1 0
−1 0 1
1 0 −1
−1 1 1
−1 0 0


×

 t3m(3,1,3,1)
m(3,1,3,2)

 ≤


0
0
0
0
0
−1


.
Note that the equalities of the original system are replaced by two inequalities.
E.g., m(2,2,2,1) = t2 is replaced by m(2,2,2,1) ≥ t2 and m(2,2,2,1) ≤ t2. 
In order to prove that a component is not selfs, we need to prove that no positive
integer solution exists for the variables of the linear inequalities representing
that it is selfs. Thus, we need to prove that such a system is infeasible.
Definition 7.3.2 (feasible). A system, S = A ×X ≤ B, is (in)feasible iff S
has (not) a solution in R+. 
The following lemma is due to Farkas [Far02].
Lemma 7.3.1 (Farkas’ lemma). Let S = A × X ≤ B be a system of linear
inequalities. Then, S is feasible iff ∀P ≥ 0 : AT × P ≥ 0 → BT × P ≥ 0.
Alternatively, S is infeasible iff ∃P ≥ 0 : AT × P ≥ 0 ∧BT × P < 0. 
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Note that Farkas’ lemma is only applicable to the real case: if a real matrix P
exists such that P ≥ 0 ∧ AT × P ≥ 0 ∧ BT × P < 0, then the original system
S is infeasible. Therefore, it has no solution in N ⊂ R+ and must be non-selfs.
Infeasibility has received much attention in linear programming (see e.g.,
[Bea96]) and several approaches exist to tackle the problem. It is not in
our intention to improve on these approaches. However, to evaluate our
approach (see Chapter 8), we formulate a simple test, where we represent
infeasibility as a constraint problem on symbolic coefficients. That is, we
introduce a symbolic matrix P ′, for each infeasibility problem, of the same
dimensions as P , with symbolic coefficients pi, one for each position in the
matrix. Then, we derive constraints on the symbolic coefficients, based on
P ′ ≥ 0 ∧AT × P ′ ≥ 0 ∧BT × P ′ < 0.
Example 7.3.4 (infeasibility for Primes). We revisit Example 7.3.3 and
formulate infeasibility of the systems of linear inequalities. That is, let P1
for C1 be a (4 × 1)-matrix of (integer) symbolic coefficients p10, p
1
1, . . . , p
1
3, all
greater or equal to 0. Then, to prove non-selfs for C1, we need to satisfy:[
−1 1 −1 −1
1 −1 1 0
]
× P1 ≥ 0 and
[
0 0 0 −1
]
× P1 < 0.
We derive the following problem, where ∀i ∈ {0, 1, . . . , 3} : p1i ≥ 0 and
−p10 + p
1
1 − p
1
2 − p
1
3 ≥ 0 p
1
0 − p
1
1 + p
1
2 ≥ 0 −p
1
3 < 0.
There can be no solution to this constraint problem, thus C1 cannot be proven
non-selfs. For C2, we have
−1 1 −1 1 −1 −11 −1 0 0 1 0
0 0 1 −1 1 0

×P2 ≥ 0 and [0 0 0 0 0 −1]×P2 < 0.
We derive the following problem, where ∀i ∈ {0, 1, . . . , 5} : p2i ≥ 0 and
−p20 + p
2
1 − p
2
2 + p
2
3 − p
2
4 − p
2
5 ≥ 0 p
2
0 − p
2
1 + p
2
4 ≥ 0
p22 − p
2
3 + p
2
4 ≥ 0 −p
2
5 < 0.
One solution is: p20 = 0, p
2
1 = 1, p
2
2 = 0, p
2
3 = 1, p
2
4 = 1 and p
2
5 = 1. Therefore,
C2 is non-selfs and thus must be terminating. 
Note that there are programs on which the approach of Chapter 6, based on
Chapter 4, fails, but on which the non-selfs test of this chapter succeeds. One
example of such a program is {(R1 @ a, a ⇔ b.), (R2 @ b ⇔ a.)} (see Section
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5.2.2). That is, to prove termination with the RC for CHR, for R1, the size of
a must be greater or equal to b. For R2, a has to be strictly smaller than b.
The non-self-sustainability test of this chapter is able to handle such problems
and integrated with the approach of the previous chapter improves both the
efficiency and the precision of the termination analysis (see Chapter 8). Note,
however, that also the transformational approach of [PSDS07a,PSDS07b] and
the additive approach of [Frü00] can be used to handle such programs.
Therefore, the main motivation of this chapter is to provide for a simple and
efficient test so that the SCCs in CHR programs that are not self-sustainable
(and thus do not demonstrate cyclic behaviour) can be detected. These can
then be ignored when a proof of termination is attempted using the RC for
CHR with polynomial interpretations (see Chapter 8), as such providing an
additional approach for proving part of a CHR program terminating.
Chapter 8
T*CoP: Termination of CHR
on top of Prolog
To evaluate the practicality of the approaches of Chapter 6 and Chapter 7,
we developed T*CoP, a Termination analyser for CHR on top of Prolog (see
Figure 8.1), available for download at [T*C10].
+=========-= -== __ --=---==--===-====-===--==---=---==--===-====-=========+
++=======- ( = / \ -=---==--===-====-===--==---=---==--===-====-=======++
,) \\ / )=--==---=---==--=(
..-=( .=-.. \/ +======-====-===--==---=---==--===-====-======+
.-;’-.,___,.-’;|| ++= Termination of CHR on top of Prolog =++
(( | |||) ++=- -- -- -- -- -- -- -- -- -- -- -- -- -=++
)) T*CoP ((| ++= Main Developer: Paolo Pilozzi =++
\ / || ++= Contributors: Dean Voets =++
.-’-,.___.,-’-.| ++= Danny De Schreye =++
( ’-...-’ ) +======-====-===--==---=---==--===-====-======+
’-.._______..-’ )=--==---=---==--=(
++= ---=---==--===-====-===--==---=---==--===-====-=======++
+=========-====-===--==---=---==--===-====-===--==---=---==--===-====-=========+
Figure 8.1: T*CoP Header
In this chapter, we give first an overview of T*CoP’s implementation.
Afterwards, we provide an evaluation with T*CoP on a benchmark of practical
and constructed programs.
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8.1 Implementation
T*CoP is a termination analyser for CHR on top of Prolog, implemented in
SWI-Prolog [SP10]. T*CoP is based on the RC for CHR with polynomial
interpretations from Chapter 6, where the search for polynomial interpretations,
like in [NDSGSK11], is automated using a constraint-based approach (see
Section 6.2). T*CoP also implements the non-self-sustainability test from
Chapter 7, based on a SCCs analysis.
The mode of operation of T*CoP is illustrated in Figure 8.2.
Figure 8.2: Mode of operation of T*CoP
The input of T*CoP is a CHR(Prolog) program with a module declaration. The
module declaration defines the exported constraints of the program, where an
empty export is considered empty. Given a CHR(Prolog) program, T*CoP
derives, as its internal representation of the CHR(Prolog) program, a CHR
net (see Section 7.2), that also includes the Prolog part of the program. In
doing so, T*CoP removes the answer constraints from the program, i.e., the
CHR constraints in the body of CHR rules that cannot be used to fire any
of the CHR rules of the program. As such a great number of alternatives
for termination, due to multiset instances, may be avoided (see Section 6.2.5).
Furthermore, T*CoP performs a reachability analysis, based on the exported
constraints of the program, such that only those parts of the program that can
be reached by external calls are considered. Therefore, an empty export results
in an empty CHR net and thus a trivially terminating program.
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Then, based on the CHR net, T*CoP derives a dependency graph, on which it
performs a SCCs analysis using Tarjan’s algorithm [Tar72]. Finally, using the
result of the SCCs analysis, CHR nets are constructed for each of the SCCs.
8.1.1 The non-self-sustainability test
For each CHR net of the SCCs of the program, T*CoP formulates self-
sustainability of the SCC as a system of linear constraints with positive integer
solutions (see Section 7.3). In this phase of the analysis, T*CoP applies a
number of optimisations w.r.t. self-sustainability of a SCC. That is, if it
concerns a SCC of the Prolog part of the program or a SCC that contains
propagation, then T*CoP considers that SCC self-sustainable by default. If the
SCC only consist of simpagation rules, then T*CoP first verifies whether some
heads are not provided for from within the SCC (see Section 7.1) and considers
those SCCs non-self-sustainable by default. For the remaining SCCs, T*CoP
verifies infeasibility of the system of linear constraints for self-sustainability.
8.1.2 Verifying the RC for CHR
The SCCs that are possibly self-sustainable are verified against the RC for
CHR with polynomial interpretations (see Chapter 6). First, for each of the
these SCCs, T*CoP formulates call set conditions, N-closedness conditions and
decrease conditions (see Section 6.2). Then, T*CoP determines the rules that,
considering the exported constraints, can directly or indirectly make calls to the
SCC. For these rules, T*CoP includes call set conditions as well. Furthermore,
based on the exported constraints, also query set conditions are included. Then,
T*CoP determines the rules on which the SCC depends and on which the rules
that can make calls to the SCC depend. For these rules, T*CoP includes
success set conditions. Finally, T*CoP transforms the symbolic conditions for
termination of the SCC to constraints on symbolic coefficients (see Section 6.4)
and verifies satisfaction of these constraints to prove termination.
Recall that the RC for CHR with polynomial interpretations, in the presence of
multi-headed simpagation rules, yields a set of disjunctive constraint problems
(see Section 6.2.5). If one of these constraint problems can be satisfied, we
prove termination. In generating the disjunctive constraint problems, T*CoP
first verifies satisfiability for the alternatives corresponding to the RC for CHR
with propagation of Chapter 3. Since in [VDSP08] it was demonstrated that
the RC for CHR with propagation is applicable to many programs in practice,
this approach is usually more efficient in a sequential approach.
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Currently, T*CoP does not allow for the use of higher-order symbolic
polynomials in termination proofs. However, T*CoP has been designed to make
it easy to extend on this. That is, the application of a symbolic polynomial
interpretation to termination conditions has been defined in a separate SWI-
Prolog module. In that module, definitions for symbolic level mappings, norms
and interargument relations can easily be adapted to the higher-order case,
such that these can be used in the termination proofs instead.
8.1.3 The Diophantine constraint solver
Finally, to solve the constraints resulting from infeasibility of self-sustainability
or from the RC for CHR with polynomial interpretations, we use a finite domain
solver in N. Note that, in the case of the test for non-self-sustainability, this
yields an incomplete method since Farkas’ Lemma is expressed in R+ (see
Section 7.3.2). In practice, however, a solver in N seems sufficient. That is, not
a single non-self-sustainable SCC could be constructed, that required a solver
in R+ to be proven non-self-sustainable.
The finite domain solver of T*CoP reformulates a system of constraints as a
SAT problem, which then is solved by MiniSAT2 [Min10]. To reformulate a
system of constraints as a SAT-problem, T*CoP implements a transformation
based on unsigned integer arithmetic (see e.g., [CGBA+11]). In such a
transformation, to obtain a finite representation of the constraint problem, we
restrict on the number of bits for representing positive integer numbers. E.g., a
2-bit representation allows for positive integers in the interval [0, 3] and a 3-bit
representation for positive integers in the interval [0, 7].
Finally, note that since it was not in our intention to make a state-of-the-art
termination analysis tool for CHR(Prolog), but a proof-of-concept analyser to
demonstrate the practicality of the approaches of the previous chapters, we
did not experiment with other SAT solvers, dedicated solvers or solvers that
implement an infeasibility test.
8.2 Evaluation
In this section, we evaluate T*CoP on a benchmark of 87 CHR(Prolog)
programs, available for download at [T*C10].
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8.2.1 Interpreting the results
We evaluated T*CoP using a Linux system (Ubuntu 10.04 - Kernel: 2.6.32-
32-generic) with CPU: Intel(R) Pentium(R) D CPU 2.80GHz; and Memory:
2048160 kB. The results of this analysis are given in Tables 8.1, 8.2, 8.3 and
8.4, and are organised as follows.
Each Table is subdivided into four columns. The first column is a reference
to the programs for which we have analysed termination using T*CoP. This
column is subdivided into two columns, the left of which gives the name of the
program and the right of which gives the number of SCCs in the program.
The second column is related to the test for non-self-sustainability of a SCC.
This column is subdivided in 3 pairs of columns. The first pair refers to a
non-self-sustainability test performed by a transformation to SAT with 1-bit
representations, thus using the positive integer domain [0, 1] for the variables of
the Diophantine constraint problems. In the left column of the pair we denote
whether the SCC can be proven terminating in this setting, using ’?’ for “the
SCC is maybe terminating” and ’Y’ for “the SCC is terminating”. In the right
column of the pair we give the time for analysis in seconds. The second and
third pair of columns within the column for the non-self-sustainability test are
organised in the same way, considering 2-bit and 3-bit representations.
CHR(Prolog) Non-selfs test RC for CHR with P Total
Program ] 1 sec 2 sec 3 sec 1 sec 2 sec sec
ackermann 1 ? 0,141 ? 0,411 ? 0,849 ? 1,224 ? 4,398 7,030
average 1 ? 0,099 ? 0,300 ? 0,636 ? 1,528 Y 6,111 8,679
binlog 1 ? 0,018 ? 0,059 ? 0,125 ? 0,069 Y 1,334 1,610
booland 0 0,006
boolcard 1 ? 0,101 ? 0,295 ? 0,608 Y 2,159 3,170
concat 1 ? 0,083 ? 0,261 ? 0,662 ? 8,076 ? 37,01 46,09
convert 1 ? 0,096 ? 0,289 ? 0,600 Y 1,650 2,640
dfsearch 1 ? 0,097 ? 0,294 ? 0,601 Y 1,709 2,706
diff 1 ? 0,018 ? 0,057 ? 0,125 Y 0,766 0,966
factorial 1 ? 0,019 ? 0,058 ? 0,129 Y 1,039 1,250
fib 1 ? 0,001 ? 0,001 ? 0,001 Y 1,632 1,641
gcd1 1 ? 0,035 ? 0,183 ? 0,713 Y 0,575 1,511
gcd2 1 ? 0,040 ? 0,209 ? 0,768 ? 0,606 ? 2,213 3,842
genint1 1 ? 0,001 ? 0,001 ? 0,001 Y 0,632 0,639
genint2 1 ? 0,001 ? 0,001 ? 0,001 Y 0,615 0,622
genint3 1 ? 0,070 ? 0,218 ? 0,594 Y 2,016 2,902
joinlists 1 ? 0,054 ? 0,175 ? 0,407 Y 1,153 1,794
max 1 Y 0,001 Y 0,215 0,004
mean 1 Y 0,090 Y 6,127 0,095
modulo 1 ? 0,018 ? 0,059 ? 0,125 Y 0,725 0,931
oddeven 1 ? 0,021 ? 0,060 ? 0,126 ? 0,065 Y 1,290 1,566
primes1 1 ? 0,001 ? 0,001 ? 0,001 ? 0,068 Y 1,601 1,672
revlist 1 ? 0,018 ? 0,059 ? 0,125 Y 0,710 0,917
som 1 Y 0,001 Y 1,274 0,005
succadd 1 ? 1,484 ? 4,965 ? 10,857 Y 5,007 22,32
toyama 0 0,003
weight 1 ? 0,021 ? 0,060 ? 0,124 Y 0,840 1,049
zebra 1 ? 0,207 ? 0,635 ? 1,680 Y 1,705 4,233
ztoa 1 ? 0,019 ? 0,058 ? 0,127 ? 0,181 ? 0,526 0,916
Table 8.1: Results of T*CoP on practical programs with one SCC.
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The third column is related to proofs of termination based on the RC for CHR
with polynomial interpretations. This column is subdivided in two pairs of
columns with a similar meaning as the columns for the non-self-sustainability
test, i.e., one for 1-bit representations and the other for 2-bit representations.
Finally, the fourth column provides the total time for analysis in seconds and
should be interpreted as follows. The non-self-sustainability test is performed
before we try to prove termination using the RC for CHR with polynomial
interpretations. Both approaches are performed incrementally. That is, if a
proof of termination with 1-bit representations cannot be found, a proof of
termination is tried with 2-bit representations, and so on.
To avoid confusion, note that in the tables, even though a termination proof is
obtained on the basis of the non-self-sustainability test, we will always include
the results of verifying the same SCC with the RC for CHR with polynomial
interpretations. The reason for this is to be able to interpret the effect of the
non-self-sustainability test on the total time for analysis.
Furthermore, note that since all non-self-sustainable SCCs can be proven non-
self-sustainable with at most a 3-bit representation ([0, 7]) we have limited
the incrementation at 3-bit representations. Since all self-sustainable SCCs in
the benchmark, that can be handled by T*CoP using the RC for CHR with
polynomial interpretations, can be proven terminating with at most a 2-bit
representation ([0, 3]), we have limited the incrementation of bit representations
for the RC for CHR with polynomial interpretations at 2.
CHR(Prolog) Non-selfs test RC for CHR with P Total
Program ] 1 sec 2 sec 3 sec 1 sec 2 sec sec
even 1 Y 0,001 Y 0,178 0,551
2 ? 0,001 ? 0,001 ? 0,001 Y 0,543
genalg1 1 ? 0,001 ? 0,001 ? 0,001 Y 0,797 2,276
2 ? 0,001 ? 0,001 ? 0,001 Y 1,468
genalg2 1 ? 0,001 ? 0,001 ? 0,001 Y 0,754 56,18
2 ? 0,001 ? 0,001 ? 0,001 ? 17,88 Y 37,53
genalg3 1 ? 0,001 ? 0,001 ? 0,001 Y 0,772 13,48
2 ? 0,001 ? 0,001 ? 0,001 Y 12,69
genalg4 1 ? 0,001 ? 0,001 ? 0,001 Y 0,695 183,6
2 ? 0,001 ? 0,001 ? 0,001 ? 16,18 ? 166,8
genalg5 1 ? 0,001 ? 0,001 ? 0,001 Y 0,734 101,5
2 ? 0,001 ? 0,001 ? 0,001 ? 16,61 Y 84,17
mergesort1 1 ? 0,058 ? 0,172 ? 0,339 Y 1,721 2,314
2 Y 0,019 Y 0,937
mergesort2 1 ? 0,059 ? 0,170 ? 0,342 Y 1,928 7,426
2 Y 0,020 Y 1,126
3 ? 0,025 ? 0,067 ? 0,143 Y 3,524
4 ? 0,001 ? 0,001 ? 0,001 Y 1,145
permutations 1 ? 0,058 ? 0,167 ? 0,351 Y 1,873 12,76
2 ? 0,001 ? 0,001 ? 0,001 ? 1,120 ? 7,920
3 Y 0,018 ? 2,181 ? 15,42
4 Y 0,001 Y 0,775
5 ? 0,019 ? 0,058 ? 0,129 Y 1,039
primes2 1 ? 0,022 ? 0,059 ? 0,125 Y 0,634 0,846
2 Y 0,001 Y 0,318
primes3 1 ? 0,028 ? 0,074 ? 0,167 ? 0,039 Y 0,978 1,331
2 Y 0,039 ? 0,522 Y 0,253
Table 8.2: Results of T*CoP on practical programs with multiple SCCs.
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On the other hand, in a termination analysis competition, like for LP [Ter10],
we would not limit on bit representations but on total time for analysis, where
the general setting is 120 seconds. Since the competition [Ter10] is run on a
multi-core system, we would run the non-self-sustainability test in parallel with
the verification of the RC for CHR and would, depending on available cores,
also analyse alternatives due to bit representations or due to multiset instances
concurrently. Therefore, the results of this section in terms of total time for
analysis, when seen in the setting of a competition, can be much improved.
Finally, note that the timings do not add up to the total time for analysis. This
is because we did not include timings for parsing and for performing a SCCs
analysis. These timings, since they are not necessary for the evaluation, were
excluded due to space restrictions. Note however that for all programs of the
benchmark, they were all in the range of 0, 003 to 0, 008 seconds.
8.2.2 Evaluating the results
We evaluated T*CoP on a benchmark of 40 practical programs (see Tables 8.1
and 8.2) of which 11 programs consist of multiple SCCs (see Table 8.2). All of
these programs are terminating programs with the exception of genalg4:
: − module(genalg, [a/2, b/2]).
: − use_module(library(chr)).
: − chr_constraint a/2, b/2.
a(N1,M), b(N2,M)⇒ less(N1,M), less(N2,M) | b(s(N2),M).
a(N1,M), b(N2,M)⇔ less(N1,M), less(N2,M) | a(N2,M).
less(0, s(_)).
less(s(X), s(Y )) : − less(X,Y ).
Note that the program is almost identical to the program of Example 6.1.2, with
the exception of a single programming error resulting in non-termination of the
program. It is included in the benchmark to demonstrate the ease with which
programming errors can be made in CHR and, therefore, leave the debugging
of the program as an exercise to the reader.
With T*CoP, of the 39 terminating programs, we were able to prove termination
of 34. Of the 55 terminating SCCs in the benchmark, we were able to
prove 50 terminating. Note that the benchmark includes all of the practical
programs discussed in the previous chapters. In Table 8.1, these are: gcd1, the
Greatest Common Divisor program of Example 1.3.1 and Section 2.4.1; and
fib, the Fibonacci program of Sections 3.3.3 and 4.4.3. In Table 8.2, these
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are: mergesort2, the Merge-sort program of Example 2.1.4 and Sections 2.4.2,
3.3.1, 4.4.1 and 6.5; primes2, the Primes program of Sections 3.3.2 and 4.4.2;
genalg3, the Genetic Algorithm of Example 6.1.2, used as a running example
in Chapter 6; and primes3, the Primes program of Example 7.2.1, used as a
running example in Chapter 7.
We, furthermore, evaluated T*CoP on a benchmark of 45 constructed programs,
possibly consisting of more than one SCC (see Tables 8.3 and 8.4). The
programs of Table 8.3 are included to demonstrate the effect of an increasing
number of heads and bodies in simpagation rules. Each program corresponds
to a different configuration that requires a different multiset instance to be
proven terminating. We have named these programs constrHhBbN , where
H represents the number of removed head constraints, B the number of body
constraints and N some configuration. The programs of Table 8.4 are the
constructed programs that are discussed in the previous chapters or are variants
thereof. That is: constrdiff08 and constrdiff09 are the programs of Section
3.3.4, with constrdiff01, . . . , constrdiff07 related programs; constrbinc01
is the bounded increase problem of Example 6.1.1, with constrbinc02 and
constrbinc03 related programs; constrprop01, . . . , constrprop04 are some of
the non-self-sustainable example programs of Section 7.1 and some more
difficult non-self-sustainable programs; constrnont01, . . . , constrnont06 are
non-terminating programs of varying complexity to verify the correct behaviour
of T*CoP; and finally, constrspeq01 is the first program of Section 6.5,
constrspeq02 the program for graph completion of Section 6.5 and constrspeq03
a variant of constrspeq02.
CHR(Prolog) Non-selfs test RC for CHR with P Total
Program ] 1 sec 2 sec 3 sec 1 sec 2 sec sec
constr1h1b01 1 ? 0,019 ? 0,058 ? 0,125 Y 0,281 0,487
constr1h2b01 1 ? 0,036 ? 0,107 ? 0,222 Y 0,437 0,806
constr1h2b02 1 ? 0,038 ? 0,105 ? 0,225 Y 0,781 1,153
constr2h1b01 1 Y 0,048 Y 0,690 0,052
constr2h1b02 1 Y 0,048 Y 1,190 0,051
constr2h1b03 1 Y 0,047 Y 1,012 0,050
constr2h1b04 1 Y 0,049 Y 0,520 0,052
constr2h1b05 1 Y 0,048 Y 1,572 0,052
constr2h1b06 1 Y 0,048 Y 0,806 0,052
constr2h1b07 1 Y 0,048 Y 0,946 0,052
constr2h2b01 1 ? 0,080 ? 0,265 ? 0,664 Y 0,802 1,815
constr2h2b02 1 ? 0,082 ? 0,265 ? 0,681 Y 1,024 2,056
constr2h2b03 1 ? 0,082 ? 0,262 ? 0,666 Y 3,759 4,773
constr2h2b04 1 ? 0,082 ? 0,265 ? 0,672 Y 1,283 2,306
constr2h2b05 1 ? 0,081 ? 0,263 ? 0,671 Y 1,160 2,179
constr2h2b06 1 ? 0,083 ? 0,261 ? 0,666 Y 1,333 2,347
constr2h2b07 1 ? 0,083 ? 0,263 ? 0,672 Y 1,472 2,494
constr2h2b08 1 ? 0,084 ? 0,267 ? 0,671 Y 5,058 6,084
constr2h2b09 1 ? 0,084 ? 0,263 ? 0,667 Y 1,690 2,707
constr2h2b10 1 ? 0,082 ? 0,264 ? 0,672 ? 8,048 Y 6,999 16,07
constr2h2b11 1 ? 0,085 ? 0,265 ? 0,668 ? 9,067 Y 9,844 19,93
constr2h2b12 1 ? 0,082 ? 0,262 ? 0,672 ? 10,05 Y 11,70 22,77
Table 8.3: Results of T*CoP on constructed programs that require different
multiset instances for a proof of termination.
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As can be verified in Tables 8.1, 8.2, 8.3 and 8.4, in general, the test for non-
self-sustainability, when it is able to prove termination of a SCC, results in a
significant reduction in time for analysis compared to the RC for CHR with
polynomial interpretations. Otherwise, if the non-self-sustainability test cannot
prove termination, the overhead is relatively small. Note, however, that there
is always the exception, as can be verified for the succadd program of Table
8.1. Furthermore, recall that we apply a number of optimisations regarding
the test for non-self-sustainability, as discussed in the Implementation section
of this chapter. In case such an optimisation is applied, the time for analysis
is always under 0, 001 seconds, however, was rounded up to 0, 001 seconds.
Furthermore, as can be verified in Table 8.1 and Table 8.2, there are not that
many practical programs with non-self-sustainable SCCs that were considered.
Note, however, that in case the programs did contain non-self-sustainable SCCs,
we were always able to prove non-self-sustainability using 1-bit representations.
In Table 8.4, therefore, we included two programs that require 2-bit and 3-bit
representations, constructed for this purpose. For most practical programs, it
seems therefore sufficient to limit the test at 2-bit representations.
CHR(Prolog) Non-selfs test RC for CHR with P Total
Program ] 1 sec 2 sec 3 sec 1 sec 2 sec sec
constrbinc01 1 ? 0,001 ? 0,001 ? 0,001 Y 0,538 1,669
2 ? 0,019 ? 0,059 ? 0,123 Y 0,922
constrbinc02 1 ? 0,018 ? 0,057 ? 0,125 Y 0,558 0,762
constrbinc03 1 ? 0,001 ? 0,001 ? 0,001 Y 0,540 20,54
2 ? 0,022 ? 0,059 ? 0,126 ? 1,267 ? 18,51
constrdiff01 1 ? 0,001 ? 0,001 ? 0,001 ? 0,990 Y 3,740 4,736
constrdiff02 1 ? 0,001 ? 0,001 ? 0,001 Y 6,446 6,454
constrdiff03 1 ? 0,001 ? 0,001 ? 0,001 Y 10,82 10,83
constrdiff04 1 ? 0,001 ? 0,001 ? 0,001 Y 9,395 9,403
constrdiff05 1 ? 0,001 ? 0,001 ? 0,001 ? 16,42 Y 55,06 71,48
constrdiff06 1 ? 0,001 ? 0,001 ? 0,001 ? 11,06 Y 32,77 43,83
constrdiff07 1 ? 0,120 ? 0,487 ? 1,041 Y 3,867 52,90
2 ? 0,001 ? 0,001 ? 0,001 ? 12,02 Y 34,57
3 ? 0,001 ? 0,001 ? 0,001 Y 0,791
constrdiff08 1 ? 0,461 ? 1,390 ? 3,041 Y 22,00 26,90
constrdiff09 1 ? 0,001 ? 0,001 ? 0,001 ? 112,8 Y 394,5 507,4
constrnont01 1 ? 0,001 ? 0,001 ? 0,001 Y 0,645 33,61
2 ? 0,096 ? 0,307 ? 0,593 ? 2,453 ? 29,51
constrnont02 1 ? 0,068 ? 0,202 ? 0,435 ? 0,189 ? 0,786 1,685
constrnont03 1 ? 0,098 ? 0,295 ? 0,653 ? 0,239 ? 1,004 2,294
constrnont04 1 ? 0,103 ? 0,349 ? 1,314 ? 42,05 ? 174,3 218,1
constrnont05 1 ? 0,054 ? 0,178 ? 0,413 ? 3,571 ? 13,55 17,77
constrnont06 1 ? 0,158 ? 0,459 ? 0,997 ? 2,027 ? 8,324 11,97
constrprop01 1 Y 0,047 Y 0,478 0,050
constrprop02 1 ? 0,111 Y 0,345 ? 1,070 ? 4,207 0,460
constrprop03 1 Y 0,130 Y 2,905 0,133
constrprop04 1 ? 0,323 ? 1,054 Y 2,219 ? 12,26 ? 74,99 3,602
constrspeq01 1 ? 0,001 ? 0,001 ? 0,001 Y 0,732 16,11
2 ? 0,096 ? 0,292 ? 0,615 ? 2,484 Y 11,88
constrspeq02 1 ? 0,028 ? 0,076 ? 0,161 Y 1,713 12,32
2 ? 0,001 ? 0,001 ? 0,001 ? 1,522 ? 7,873
3 ? 0,001 ? 0,001 ? 0,001 Y 0,941
constrspeq03 1 ? 0,001 ? 0,001 ? 0,001 Y 4,380 5,261
2 ? 0,001 ? 0,001 ? 0,001 ? 0,876 Y 11,88
Table 8.4: Results of T*CoP on various constructed programs.
EVALUATION 169
There are still many CHR(Prolog) programs that T*CoP cannot handle. We
included 7 programs, representative for important classes of programs that
currently cannot be handled:
• One important program that we cannot handle with T*CoP is the
ackermann program of Table 8.1, representative for a class of programs
consisting of non-primitive recursion. To handle such programs, it is
required to consider a lexicographical ordering on the constraints of the
program (see Section 9.1.4).
• A second class of programs that cannot be handled by T*CoP are
programs where termination depends on CHR constraints used as
intermediate calls (see Section 5.2.1 and Section 9.1.1). Examples of
such programs are the ztoa program and the gcd2 program of Table 8.1.
• A third class of programs that cannot be handled by T*CoP are programs
for which termination requires a multiplicative extension (see Section
5.2.2 and Section 9.1.1). An example of such a program is the concat
program of Table 8.1.
• A fourth class of programs that cannot be handled by T*CoP are pro-
grams for which interargument relations need to consider a conjunction of
multiple polynomial inequalities to prove termination (see Section 9.1.3).
Examples of such programs are the (fourth SCC of the) permutations
program of Table 8.2 and the constrspeq02 program of Table 8.4.
• A fifth class of programs that cannot be handled by T*CoP are programs
that need an integer polynomial interpretation of functor symbols. An
example of such a program is the constrbinc03 program of Table 8.4.
It is a variant of constrbinc01, where the bounded increase problem is
specified within a sub-term (see Section 9.1.2).
Note that there is only one terminating program that T*CoP can handle and
that cannot be proven terminating within a 120 seconds time limit. This is
constrdiff09 of Table 8.4, the second program of Section 3.3.4. The reason
for this is that a proof of termination, using the RC for CHR with polynomial
interpretations, will fail on the first 16 multiset instances generated. Also note
that constrspeq03 of Table 8.4, although it is a variant of constrspeq02 of Table
8.4, can be proven terminating. The reason is that for constrspeq03 we do not
need a conjunction of polynomial inequalities to prove termination.
Finally, as can be verified in Table 8.3, on average, the time for analysis
increases with the number of removed head and body constraints (see Table
6.1). This is mainly due to the increased complexity of the conditions. The
variations in time for analysis for different configurations of a rule with the
same number of head and body constraints are more drastic and are related to
a requirement for a different multiset instance, of which the order of generation
is fixed in advance, to prove termination (see Section 8.1.2).
Chapter 9
Practice: Conclusions
In the second part of the thesis, we discussed the automation of termination
proofs for CHR(Prolog). First, in Chapter 6, we developed termination
conditions for CHR(Prolog) that, in contrast to the termination conditions
of the first part of the thesis, can be verified in a finite number of steps.
These conditions are based on integer polynomial interpretations, extending the
approach of [PDS09a] (and [NDSGSK11]) based on positive integer polynomial
interpretations. As such, we are also able to handle bounded increase problems
and programs that only terminate for specific kinds of queries.
To automate the verification process, we proceeded in light of the constraint-
based approach of [DDSV99] and [NDSGSK11]. That is, we formulated the
conditions for termination using symbolic polynomials and symbolic polynomial
interargument relations. Then, we transformed the resulting symbolic
conditions to constraints on the symbolic coefficients of these conditions.
This transformation involved formulating multiset decreases in terms of the
underlying ordering of a multiset extension, yielding alternative constraint
problems that each, when satisfiable, imply termination of a CHR program.
In Chapter 7, we modularised termination proofs for CHR, scaling down the
termination problem for CHR. There it was shown that it is sufficient to
consider only the SCCs of a CHR(Prolog) program for proving termination
of the program. Furthermore, in Chapter 7, we introduced the notion of a
CHR cycle, defined as a self-sustainable SCC of a CHR program. Based on
this characterisation of CHR cycles, we introduced an approach for proving
non-self-sustainability of the SCCs of a CHR program, providing us with an
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additional way of proving part of a CHR program terminating.
Finally, in Chapter 8, we introduced T*CoP, an automated termination
analyser for CHR(Prolog) implementing the approaches of Chapters 6 and 7.
Furthermore, we provided an evaluation of T*CoP on a benchmark of practical
and constructed examples.
This chapter concludes the discussion on automating termination proofs for
CHR. In the remainder of this chapter, we will discuss a number of limitations
of the approaches of Chapters 6 and 7 and provide intuitions to overcome these
limitations. As such, we outline future work regarding improved frameworks
for automated termination analysis of CHR.
9.1 Limitations of the RC for CHR with P
There are a number of limitations to the RC for CHR with polynomial
interpretations of Chapter 6 that are important to resolve.
9.1.1 Limitations inherited from the RC for CHR
A first limitation to the approach of Chapter 6, related to the approach of
Chapter 4, is that we cannot handle success set relations for CHR predicates.
As discussed in Section 5.2.1, this is not straightforward to overcome.
A second limitation is due to the requirement of different extensions as discussed
in Section 5.2.2. Many of these problems can be handled with the approach of
Chapter 7, the additive approach of [Frü00] or the transformational approach
of [PSDS07a,PSDS07b].
A third limitation is related to the condition on first-layer propagation of the
RC for CHR of Chapter 4 (see Section 5.2.3), which in the presence of single-
headed propagation rules can be too restrictive.
9.1.2 Interpreting functor symbols in ΠZ
As can be verified in Definition 6.1.2, polynomial interpretations cannot
interpret terms in ΠZ. The underlying reason for this was that polynomial
interargument relations of Definition 6.1.5 cannot represent relations at the
level of sub-terms and therefore that the interpretation of functor symbols
would need to be in ΠN anyway. Therefore, if a programmer specifies a bounded
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increase problem at the level of functor symbols, the program cannot be proven
terminating. An example of such a program is considered in the Evaluation
section of Chapter 8 and can be characterised by the following CHR rule:
a(sub(X,Y ))⇔ less(X,Y ) | a(sub(s(X), Y )).
Although there are solutions to this problem involving more expressive
interargument relations, it seems preferable, on the basis of the rule from above,
to flatten the program instead. As such, we can bring the arguments on which
interargument relations need to be expressed to the level of the arguments of
the constraints of the program.
This is not a difficult transformation to perform. The problem, however, is to
decide how much of the program is flattened as the complexity of the analysis is
influenced by this choice. Providing an answer to this question requires further
investigation.
9.1.3 Interargument relations with multiple conjuncts
Some programs require for certain predicates multiple polynomial inequalities
to represent the necessary interargument relations for proving program
termination, e.g., the permutations program of the Evaluation section of
Chapter 8. Another example of such a program is discussed in Section 6.5:
a(X,Y ), a(Y,Z)⇒ a(X,Z).
In [PDS09a], we prove termination of this rule automatically. However, in
[PDS09a], to be able to do so, we were required to represent the call set of the
a/2 constraints, in contrast to Definition 6.1.7, by interargument relations that
are the conjunction of linear polynomial inequalities.
To see this, consider the following call set relation: RCSa/2 = {a(t1, t2) |
t1, t2 ∈ TermP ∧ ‖t2‖ts Z ‖t1‖ts}. Based on this call set relation, we
cannot derive a measure for the size of a/2 constraints to prove termination.
To prove termination, we additionally need to consider that the size of the
nodes is bounded from above. That is, there is some maximally sized node
in the input graph. Say, we represent this node by max. Then, subtracting
from the term-size of max the difference in term-size for the arguments, i.e.,
|a(t1, t2)|P = ‖max‖ts − (‖t2‖ts − ‖t1‖ts), we can verify a decrease between
the heads and the body of the rule. Unfortunately, to allow for such a level
mapping, we need an interpretation P(a/2) = ‖max‖ts − (X − Y ) that can
only be verified to be N-closed if the call set is given by a call set relation:
RCSa/2 = {a(t1, t2) | t1, t2 ∈ TermP ∧ ‖t2‖ts Z ‖t1‖ts ∧ ‖max‖ts Z ‖t1‖ts}.
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Extending the approach of Chapter 6, to allow for such polynomial interar-
gument relations, is not difficult. We only need to allow for multiple call set
relations, in their current form, using for each of these call set relations different
identifiers. Then, instead of verifying that some constraint belongs to its call
set relation, it has to be verified to belong to several call set relations. The
problem, however, is to decide how many call set relations one would include
for a certain predicate as the complexity of the analysis is influenced by this
choice. Providing an answer to this question requires further investigation.
9.1.4 Limitations not specific to CHR
There are many more problems regarding the automation of termination proofs.
Most of these problems are not specific to CHR. We briefly discuss four
problems that are interesting to resolve from a practical point of view.
In certain cases, to prove termination, calls to the same predicate require
different success set relations. In these cases, it would be beneficial to be
able to handle them separately. For similar purposes, in [SBG08] a transitive
multi-variant specialisation is applied. That is, for every call to a predicate, a
copy of the implementation of that predicate is introduced and the call to the
predicate is adapted appropriately.
A second problem is different uses of functor symbols within the context
of a single program. For termination analysis of such programs, different
interpretations might be required for these functor symbols. To tackle this
problem, in [NBDSL06] a renaming transformation has been proposed, that
has proven to be successful on many programs in practice [NDSGSK11].
A third important problem is the handling of program constants. Whenever a
program contains constants, it might be difficult to prove termination of these
programs. Consider for example a CHR(Prolog) program
a(X)⇔ less(X, s(s(s(s(s(s(s(s(0))))))))) | a(s(X)).
It is a bounded increase problem that can only be proven terminating if we
consider 4-bit representations to represent the constant of the program. Since
program constants can be arbitrary large, it would therefore be interesting
to consider an alternative approach to avoid the necessity of ever larger bit
representations.
One solution is to transform programs with constants to more general programs
(without constants), in which the value of constants is query-based and passed
around in extra arguments of the predicates of the program. Considering the
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example program from above, we can transform it to the more general program
a(X,Y )⇔ less(X,Y ) | a(s(X), Y ).
Here, the constant is an arbitrary value Y from the query of the program.
Therefore, termination of this program implies termination of the original
program. Note that we can prove termination of this program, using only
1-bit representations (see constrbinc01 of Table 8.4).
A fourth problem is related to the requirement of a lexicographical ordering
on the constraints of the program, as we need to prove termination of non-
primitive recursion. As in [NGSKDS08, SKGN10], to handle such programs,
the approach of Chapter 6 needs to be extended with the underlying principles
of the dependency pair approach [AG00].
The adaption of these principles is straightforward. That is, to obtain a
lexicographical ordering on constraints, the decrease conditions for termination
of a program are “relaxed” and then iteratively solved. In [NGSKDS08], this
principle has been successfully integrated in LP termination analysis using a
constraint-based approach. Similarly, such an integration is also possible for
CHR termination analysis.
9.2 Self-sustainability of propagation
Finally, it would be useful to have a characterisation of self-sustainability of
propagation considering a fire-once policy for propagation rules. Intuitively,
under such a policy, if no new combinations of constraints on which the
propagation rule can fire are ever introduced as a result of the application
of the propagation rule, then the propagation rule is not self-sustainable. This
property of a propagation rule can be related to a CHR net. That is, we can
verify whether there are no cycles in the CHR net, across the propagation rule,
involving an added CHR constraint of the program. If so, the propagation rule
can be ignored since by addition of its constraints, it cannot introduce new
combinations of constraints that can fire the propagation rule.
Note that in that case the propagation rule can be removed from the SCC
to which it belongs. Therefore, if we obtain by this approach a SCC that
ultimately does not contain propagation, we can still verify whether the SCC
is non-self-sustainable by the approach of Chapter 7.
Chapter 10
Conclusions
The goal of this thesis: Termination analysis of CHR: Theory and practice;
was to study the termination behaviour of CHR programs. To this end, similar
to the study of termination analysis in other programming languages, we
proceeded along the following two lines:
• Provide theoretical conditions, (possibly necessary and) sufficient for
termination. These conditions provide a better theoretical understanding
of the termination problem, but cannot be verified automatically.
• Provide verifiable conditions, sufficient for termination. These conditions
serve as a basis for verification tools and are derived on the basis of
theoretical termination conditions.
The contributions of this thesis are therefore twofold. We provided for a
theoretical framework for termination analysis of the full CHR language.
Based on this theoretical framework, we derived a modularised approach for
automated termination analysis of CHR. Finally, this work resulted in T*CoP,
a Termination analyser for CHR on top of Prolog, that works well in practice.
10.1 A formal framework for CHR-termination
In the first part of this thesis, we worked towards a formal framework for
termination analysis of CHR, providing an in-depth discussion of termination
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behaviour of CHR programs. Currently, this is the only framework for
termination analysis of the full CHR language.
The essence of our approach is in the understanding that propagation serves
as a way to “complete” the information contained within the constraint store.
By characterising the effect of full propagation using a propagation store, we
obtained a new CHR state representation that can be seen to decrease for
terminating CHR programs with any kind of rule. Then, we provided for
conditions, i.e., the RC for CHR, that guarantees decreases on this new CHR
state representation.
Furthermore, we gained the understanding that the termination problem for
CHR can be viewed separately for propagation and for simpagation w.r.t.
propagation. That is, for termination, propagation rules must never introduce
constraints that through further propagation can replace the head constraints
that gave cause to these constraints. On the other hand, simpagation rules
must demonstrate a strict multiset decrease between the removed head and
body of the rule, such that by further propagation on the added constraints of
the simpagation rule this multiset decrease cannot be undone.
Future work, regarding formal frameworks, need to overcome a number of
shortcomings of the RC for CHR (see Chapter 5). First, perhaps most
importantly, we need to overcome the problem of single-headed propagation
rules. For such rules the RC for CHR is not sufficiently precise. Secondly, we
need to consider the success set of CHR predicates. Finally, we need to consider
necessity of termination conditions. Although this does not guarantee practical
relevance of termination conditions, it does provide us with an insight into the
minimal requirements for termination of a CHR program.
10.2 Verifiable conditions for CHR-termination
In the second part of this thesis, we developed verifiable conditions on the
basis of integer polynomial interpretations. Then, we automated the search
for a polynomial interpretation by a constraint-based approach. Although our
approach is strongly related to the techniques with polynomial interpretations
in LP, it is new in a sense that it combines integer polynomials and the
derivation of call set relations within a constraint-based approach, which has
been extended to handle multiset decreases.
Since, in practice, a proof of termination is more efficiently obtained if the
proof is modularised, we adapted the approach based on SCCs in LP to CHR.
Furthermore, we provided a characterisation of CHR cycles on the basis of self-
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sustainability. This characterisation, which is a rather good approximation of
cyclic behaviour in CHR programs, differs significantly from such a notion in
LP. Furthermore, it can be used to formulate non-self-sustainability of a SCC,
providing us with an additional approach for proving part of a CHR program
terminating.
Future work, regarding automation of termination analysis for CHR, need to
overcome a number of shortcomings as well (see Chapter 9). First of all,
we need to improve interargument relations to consider multiple conjunctive
polynomial inequalities as there are many practical programs for which such a
refinement is required to prove termination. Secondly, we need to formalise
the notion of self-sustainability of propagation as it will provide us with
an efficient test to ignore propagation rules in SCCs. Thirdly, we need to
implement the underlying principles of the dependency-pair approach to be
able to construct a lexicographical ordering on the constraints of the program,
e.g., to handle non-primitive recursion. Finally, we need to investigate the
benefit of program transformations such as renaming, flattening, single-fact
specialisation, transitive multi-variant specialisation, unfolding, etc. to improve
precision of the termination analysis. In this context, it would be interesting
to work towards a standard form for termination analysis of CHR programs.
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