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Alzheimer’s	 disease	 (AD)	 is	 the	 most	 prevalent	 form	 of	 dementia	 in	 the	 world.		Symptoms	 include	 progressive	 memory,	 cognitive	 and	 behavioural	 changes	 before	death,	caused	by	amyloid	plaques	and	hyperphosphorated	tau	in	the	brain.		The	cause	of	AD	is	currently	unknown	and	current	interventions	only	slow	the	decline.		Diagnosis	is	based	on	patient	and	familial	history,	interviews	with	close	family	and	friends,	cognitive,	mental	 and	 physical	 tests.	 	 The	 electroencephalogram	 (EEG)	 records	 the	 electrical	signals	of	the	brain,	which	AD,	as	a	cortical	dementia,	is	known	to	directly	affect.	 	Non-linear	signal	processing	has	shown	that	these	changes	in	the	EEG	can	be	identified	with	complementary	findings	to	linear	methods.		This	thesis	aimed	to	explore	these	changes	with	 novel	 univariate	 and	 bivariate	methods	 using	 both	 synthetic	 signals	 and	 resting,	eyes-closed	 EEGs	 recorded	 from	 22	 subjects,	 11	 AD	 patients	 (MMSE=13.1±5.9	 (mean	SD))	and	11	age-matched	controls	(30±0).			Permutation	 entropy	 showed	 statistically	 significant	 increased	 complexity	 in	 control	EEGs	 for	electrodes	at	 the	 front	of	 the	head.	Bivariate	analysis	was	novel	 for	 this	EEG	database	so	coherence	was	used	to	create	a	comparison	results	set.		With	the	success	of	Lempel-Ziv	 Complexity	 (LZC),	 distance	 based	 bivariate	 forms	were	 applied	 (dLZC03).	Novel	 normalisation	 methods	 based	 on	 that	 for	 univariate	 LZC	 showed	 a	 greater	representation	of	 the	signal	patterns	 in	 the	results.	 	Volume	conduction	was	shown	to	significantly	impact	the	results,	both	of	coherence	and	dLZC03,	though	this	was	greater	with	 coherence.	 	 Lastly,	 volume	 conduction	 mitigated,	 bandwidth	 based	 pre	 filtering	with	dLZC03	was	calculated,	producing	the	most	significant	p	values	ever	recorded	with	this	EEG	database.		Thus	this	PhD	shows	increased	distinction	between	the	two	subject	groups	 with	 dLZC03	 over	 LZC	 and	 increased	 distinction	 with	 limited	 but	 targeted	bandwidths	from	those	subject	signals.	Declaration	of	Originality	This	thesis	and	the	work	to	which	it	refers	are	the	results	of	my	own	efforts.		Any	ideas,	data,	 images	 or	 text	 resulting	 from	 the	 work	 of	 others	 (whether	 published	 or	unpublished)	 are	 fully	 identified	 as	 such	 within	 the	 work	 and	 attributed	 to	 their	originator	in	the	text,	bibliography	or	in	footnotes.		This	thesis	has	not	been	submitted	in	whole	 or	 in	 part	 for	 any	 other	 academic	 degree	 or	 professional	 qualification.	 	 I	 agree	that	the	university	has	the	right	to	submit	my	work	to	the	plagiarism	detection	service	TurnitinUK	 for	 originality	 checks.	 	 Whether	 or	 not	 drafts	 have	 been	 so-assessed,	 the	University	reserves	the	right	to	require	an	electronic	version	of	the	final	document	(as	submitted)	for	the	assessment	as	above.	
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1 Introduction		Key	content:	
• An	 introduction	 to	 the	 issues	 on	which	 this	 PhD	 is	 based,	 namely	 Alzheimer’s	disease,	biomedical	signal	processing	and	the	electroencephalogram	
• The	aims,	objectives	and	hypothesis	of	this	PhD	study	
• An	overview	of	the	rest	of	this	thesis	Key	outcomes:	
• Alzheimer’s	disease	is	a	degenerative	disease	of	unknown	etiology,	causing	loss	of	memory	and	other	cognitive	functions	prior	to	death.		It	is	the	most	common	form	of	dementia	in	the	world	
• Current	diagnosis	of	Alzheimer’s	disease	often	happens	in	the	later	stages	of	the	disease	rather	than	in	the	initial	stages	of	the	disease,	reducing	the	impact	of	any	interventional	therapies.		Current	diagnostic	methods	rely	on	tests	of	mental	and	physical	 acuity,	 medical	 history	 and	 interviews	 with	 close	 friends	 and	 family	members	
• Non-linear	biomedical	signal	processing	may	provide	complementary	results	to	linear	 signal	 processing	 of	 the	 electroencephalogram	 of	 Alzheimer’s	 disease	patients	
• This	 study	 aimed	 to	 investigate	 changes	 in	 the	 electroencephalogram	between	Alzheimer’s	 disease	 patients	 and	 healthy	 age-matched	 controls.	 	 It	 is	hypothesised	 that	 non-linear	 signal	 processing	 will	 be	 able	 to	 distinguish	between	these	two	group,	with	Alzheimer’s	disease	patients	having	a	decreased	complexity	in	comparison	to	aged-matched	controls	
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This	thesis	is	written	as	part	of	the	requirements	for	the	examination	of	study	pertaining	to	 the	award	of	Doctor	of	Philosophy	(PhD).	 	Within	 this	chapter	 is	an	 introduction	 to	this	 PhD	 including	 the	 aims,	 hypothesis	 and	 context	 for	 this	 study	 as	well	 as	 relevant	background	information.		The	structure	of	the	rest	of	this	thesis	is	also	presented.			
1.1 Context:	Biomedical	Signal	Processing	The	 Oxford	 English	 Dictionary	 defines	 Biomedical	 Engineering	 as	 (Oxford	 English	Dictionary,	2010):	“the	 application	 of	 the	 principles	 and	 techniques	 of	 engineering	 science	 to	
biomedical	 systems	 and	 problems;	 an	 interdisciplinary	 branch	 of	 science	
dealing	with	this”		With	 the	 rise	 in	 the	 use	 of	 technology	 in	 everyday	 life	 it	 is	 unsurprising	 that	 these	developments	have	transferred	to	and	influence	the	medical	environment,	with	devices	becoming	 smaller	 and	 more	 portable,	 more	 specialised,	 or	 their	 basic	 technology	improved.		Given	this	and	the	wide-ranging	application	of	medical	sciences,	the	current	field	of	Biomedical	Engineering	has	many	sub	disciplines	that	includes,	but	is	not	limited	to	(Saltzman	2009):	
• Biomechanics:	Movement	and	transport	both	in	the	macro	and	the	micro	scale.		Examples	include	gait	analysis	or	cellular	mechanics	
• Artificial	 organs:	 This	 sub	 discipline	 also	 involves	 the	 development	 and	 use	 of	biomaterials	
• Biotechnology:	 Both	 appliances,	 tools	 and	 drug	 development,	 for	 instance	vaccines	
• Bioinformatics:	This	focuses	on	modelling	and	microarray	technologies	but	also	contains	DNA	analysis	
• Biomedical	 instrumentation:	 Tools	 and	 devices	 with	 medical,	 biological	 and	scientific	uses	
• Biomedical	imaging:	Imaging	of	tissues	and	tissue	boundaries	It	is	to	the	last	two	sub	disciplines	that	‘Biomedical	Signal	Processing’	is	mainly	located,	though	 it	 is	 also	 occasionally	 applied	 to	 other	 areas	 of	 Biomedical	 Engineering	(Saltzman	2009).	 	 In	 the	 same	way,	 biomedical	 signal	 processing	 is	 the	 application	 of	signal	processing	methods	to	biomedical	applications.		The	nature	of	the	signal	type	and	the	 processing	 effected	 upon	 the	 signal	 focusing	 the	 area	 of	 biomedical	 engineering	(Oxford	English	Dictionary,	2011).	Signals	 from	 biomedical	 sources	 originate	 from	 a	 number	 of	 locations	 and	 fall	 into	 a	number	 of	 broad	 types	 depending	 on	 what	 is	 measured	 and	 how.	 	 A	 small	 selection	include	electric	signals	from	nerves	and	muscles,	e.g.	electrocardiogram	(ECG),	magnetic	signals	 created	 from	cells,	 e.g.	magnetoencephalogram	 (MEG),	 acoustic	 signals	 applied	during	 investigation,	 e.g.	 ecography,	 biomechanical	 signals	 such	 as	 blood	 pressure,	biochemical	signals	such	as	blood	glucose	levels,	biooptical	signals	such	as	blood	oxygen	saturation,	etc.			Most,	if	not	all,	measuring	systems	have	a	number	of	common	features.		The	parameter	of	 interest	 is	 measured	 by	 a	 sensor	 and	 converted,	 usually	 to	 an	 electrical	 signal.	 	 A	processor	 then	 further	modifies	 this	 signal	 before	 the	 output	 is	 communicated	 by	 the	receiver	(Saltzman	2009).		Measurement	of	biomedical	signals,	however,	is	significantly	more	 complicated.	 	 Contamination	 by	 other	 biological	 signals	 is	 one	 common	 issue,	distinguished	 from	 other	 types	 of	 noise	 by	 the	 term	 contaminant.	 	 Given	 the	 close	
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proximity	 in	 the	 body	 to	 other	 biological	mechanisms,	 this	 is	 always	 present	 at	 some	level,	and	is	a	significant	issue	when	this	is	strong	enough	to	mask	the	desired	signal	due	to	significantly	higher	signal	strength	of	 the	undesired	signal.	 	One	example	of	 this	are	blinking	 artefacts	 in	 electroencephalogram	 (EEG)	 signals	 towards	 the	 front	 of	 the	cranium.		In	order	to	blink,	muscles	around	the	eyes	must	contract	and	this	is	controlled	by	 electrical	 impulses	 traveling	 along	 nerve	 fibres	 to	 the	 muscle	 tissues.	 	 Electrical	impulses	for	the	orbital	muscles	are	much	stronger	than	the	nerve	impulses	of	the	brain,	obscuring	any	brain	signals	from	the	EEG	electrode	when	any	orbital	nerve	impulses	are	present.	Biological	 electrical	 signals	 are	 of	 low	 voltage.	 	 Accessing	 these	 signals	 can	 be	 a	significant	 issue.	 	 While	 some	 can	 be	 recorded	 non-invasively,	 others	 can	 only	 be	reliably	 collected	 invasively.	 	 Another	 issue	 is	 that	 of	 variation	 between	 subjects	 and	clinical	 situations	 (Saltzman	 2009).	 	 In	 a	 clinical	 situation	 reliability	 and	 repeatability	are	required,	no	matter	the	patient	or	the	clinician	and	gaining	this	through	the	method	of	signal	collection	and	processing	is	of	utmost	importance	and	is	central	to	the	success	of	 the	measurement.	Thus	great	care	 is	 taken	 in	 the	design	of	all	parts	of	a	measuring	device	and	its	relevant	protocol	and	uses	(Sanei	and	Chambers	2007).	Within	 this	 thesis,	 biomedical	 signal	 processing	 of	 electrical	 signals	 from	 the	 brain,	captured	 recorded	 in	 the	 EEG,	 is	 investigated,	 specifically	 for	 the	 role	 of	 identifying	changes	in	the	EEG	signal	between	patients	with	Alzheimer’s	disease	(AD)	and	healthy	controls.		Signal	processing	methods	applied	will	focus	on	non-linear	mathematics,	non-traditional	 signal	 processing	 techniques	 that	 evaluate	 characteristics	 of	 signals	described	by	non-linear	mathematical	functions.		This	research	will	support	the	growing	body	of	evidence	for	the	use	of	the	EEG	as	a	diagnostic	tool	for	AD	and	further	advance	the	research	into	the	most	sensitive,	reliable	and	effective	algorithms	for	this	particular	application	of	the	EEG.	
1.2 Alzheimer’s	Disease	In	 1907	 Alois	 Alzheimer	 described	 one	 of	 his	 patients	who	 presented	with	 confusion	prior	to	death	and	whose	neuropathology	included	that	of	military	bodies,	 i.e.	plaques,	and	dense	bundles	of	fibrils,	i.e.	tangles	(Alzheimer,	1907).		Later	named	AD	(Moller	and	Graeber,	1998),	 this	disease	 is	 currently	 the	most	 common	neurodegenerative	disease		(Bird,	 2001)	 and	 the	main	 cause	 of	 dementia	 in	 the	world	 (Bird,	 2001;	 Kalaria	 et	 al.,	2008).	AD	 is	 characterised	 by	 changes	 in	 the	 neuropathology	 of	 patients.	 	 These	 are	 the	accumulation	 of	 amyloid	 plaques	 (Selkoe,	 1994)	 found	 prevalently	 in	 the	 neocortex	(Price	 et	al.,	 1991),	 and	 the	 appearance	 of	 neurofibrillary	 tangles	 inside	 the	 neurones	(Selkoe,	 1994)	mainly	 in	 the	 hippocampus	 and	 parahippocampal	 regions	 (Price	 et	al.,	1991).	 	 	 These	 neuropathological	 changes	 advance	 in	 a	 characteristic	 path,	 starting	within	 the	 entorhinal	 region	 and	 progressing	 through	 the	 hippocampus	 and	 limbic	structures	before	reaching	the	neocortex	(Braak	and	Braak,	1991).		These	changes	also	have	 secondary	 nerve	 impacts,	 causing	 further	 cell	 damage,	 cell	 death	 and	 chemical	imbalances	within	the	brain	(Selkoe,	1994).		A	number	of	factors	are	currently	understood	to	increase	the	risk	of	AD.		These	include:	
• Neuronal	 capacity:	Where	 there	 are	 reduced	 synaptic	 links	between	neurones,	especially	 between	 different	 regions	 of	 the	 brain,	 there	 is	 a	 greater	 impact	 of	loss.	 Thus	 patients	 with	 reduced	 educational,	 occupational	 and	 personal	experiences	 are	 at	 greater	 risk	 of	 AD	 (Mortimer,	 Snowdon	 and	 Markesbery,	
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2003).	 	 Neuronal	 damage	 due	 to	 head	 injury	 is	 also	 a	 recognised	 risk	 factor	(Jellinger,	2004)	as	is	depression	(Povova	et	al.,	2012)	
• Vascular:	Vascular	 risk	 factors	have	all	 shown	 to	 increase	risk	of	AD,	 including	but	not	limited	to	increased	blood	pressure,	cholesterol	loads,	smoking,	obesity,	hypertension	and	diabetes	mellitus	(Povova	et	al.,	2012)	
• Age:	 The	 risk	 of	 developing	 AD	 rises	 exponentially	 with	 age.	 	 Between	 60-65	years	 this	 risk	 is	<1%	but	 it	 rises	 to	24-33%	at	85	years	and	over	 (Ferri	et	al.,	2005)	
• Sex:	Women	are	1.54	times	more	likely	to	develop	AD	than	men	(Andersen	et	al.,	1999)	
• Genetics:	 Familial	 genetic	 risk	 is	 present	with	mutations	 in	 presenilin	 1	 and	 2	genes	 (Sherrington	et	al.,	 1995),	 though	 this	 only	 accounts	 for	0.1%	of	 genetic	AD	 cases	 (Harvey,	 Skelton-Robinson	 and	 Rossor,	 2003).	 	 The	 most	 common	genetic	factor	is	copies	of	Apolipoprotein	E	(APOE)	ε4,	with	every	copy	reducing	the	age	of	AD	onset	by	10	years	(Corder	et	al.,	1993)	
• Mild	Cognitive	 Impairment	 (MCI):	MCI	patients	 suffer	dementia	 like	 symptoms	but	 these	are	not	 as	 severe	as	 to	hinder	daily	 tasks	 and	work	 (McKhann	et	al.,	2011).	 	 6-25%	 of	 MCI	 patients	 will	 develop	 AD	 (Petersen	 et	 al.,	 2001)	 with	patients	presenting	with	episodic	memory	loss	most	likely	to	develop	AD	(Albert	
et	al.,	2011)	The	 causes	 and	 symptoms	 of	 AD	 are	 still	 unclear	 (Blennow,	 de	 Leon	 and	 Zetterberg,	2006)	 and	 many	 theories	 have	 been	 suggested.	 	 These	 include	 the	 Amyloid	 cascade	hypothesis	(Blennow,	de	Leon	and	Zetterberg,	2006;	Minati	et	al.,	2009),	which	suggests	amyloid	β,	a	protein	produced	during	cell	metabolism	and	then	usually	further	broken	down,	 initiates	 AD	 (Hardy	 and	 Selkoe,	 2002),	 or	 Disconnection	 syndrome	 (Delbeuck,	Van	der	 Linden	 and	Collette,	 2003),	which	 is	 characterised	 by	 the	 loss	 of	 connections	between	neurones	in	cortical	areas	from	plaques	and	cell	death	(Morrison	et	al.,	1986).		Whatever	the	cause,	it	is	currently	understood	the	alteration	of	information	creation	and	transportation	in	the	brain	is	what	hinders	the	reaction	of	an	AD	patient	to	surrounding	stimuli	(Jeong,	2004).	There	is	currently	no	cure	for	AD.		Median	patient	life	expectancy	is	6	years	from	acute	symptom	onset	to	death	(Knopman,	Boeve	and	Petersen,	2003),	though	this	can	be	up	to	20	years	(Leifer,	2003).		This	period	is	marked	by	gradual	decline	of	the	patient,	both	in	their	cognitive	ability	but	also	in	their	mental	health	and	personality,	including	difficult	behaviours	 such	as	aggression,	depression,	 and	wandering	 (Francis	et	al.,	 1999).	 	This	increases	 reliance	 on	 friends,	 family,	 carers,	 and	 medical	 resources.		Acetylcholinesterase	 (AChE)	 inhibitors	 are	 able	 to	 slow	 the	 symptomatic	 decline	 and	early	diagnosis	would	 allow	 for	 greater	 use	 of	 these	medications	 and	better	 palliative	support	 for	 all	 concerned	 (Prince	et	al.,	 2016).	 	 Indeed,	 a	US	 study	 found	AD	patients	taking	the	AChE	inhibitor	Donepezil	had	a	reduced	annual	financial	burden	of	$3891	on	their	medical	 insurance	 than	 AD	 patients	 not	 taking	 Donepezil	 (Hill	 et	 al.,	 2002)	 and	another	 study	 found	 delaying	 institutionalisation	 of	 AD	 patients,	 the	 biggest	 financial	factor,	could	save	$10,000	per	patient	(Prince,	Bryce	and	Ferri,	2011).	The	gradual	onset	of	AD	and	its	symptoms	is	a	contributing	factor	to	poor	AD	diagnosis,	a	 significant	problem	(Prince,	Bryce	and	Ferri,	2011),	 and	 the	main	contributor	 to	 the	delay	in	diagnosis	of	patients	of	up	to	4	years	from	symptom	onset	(Reiman	et	al.,	2012).		AD	 diagnosis	 is	 also	 hampered	 by	 frequent	 syndromic	 overlap	 (Knopman,	 Boeve	 and	Petersen,	 2003).	 	 Current	 clinical	 diagnosis	 is	 based	 on	 the	 NINCDS-ADRDA	 criteria	(McKhann	et	al.,	 1984)	 and	 facilitated	by	medical	histories,	 psychiatric	 evaluation	and	tests	 on	 a	 patients	 memory,	 reasoning	 and	 mental	 state	 (Rossor,	 2001),	 involving	
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knowledgeable	 informants	 other	 than	 patient	 (McKhann	 et	 al.,	 2011).	 	 Neuroimaging,	Magnetic	 resonance	 imaging	 (MRI)	 and	 computerised	 tomography	 (CT)	 scanning	 are	only	used	to	discount	dementia	due	to	other	causes,	for	example	a	tumour	(Blennow,	de	Leon	and	Zetterberg,	2006).		The	NINCDS-ADRDA	criteria	were	superseded	by	a	new	set	of	criteria	in	2011	(McKhann	et	al.,	2011),	which	has	formalised	the	difference	between	dementia	types	including	MCI	and	included	biomarkers	for	research	(Jack	et	al.,	2011).		Core	 clinical	 criteria	 for	probable	AD	dementia	 include	 symptoms	with	no	 clear	onset	and	gradual	worsening	at	a	level	which	interferes	with	the	subject’s	ability	to	function,	symptoms	 which	 cannot	 be	 attributed	 to	 other	 medical	 causes	 such	 as	 tumour	 or	infection.	 	 Symptoms	 include	 the	 difficulty	 with	 language,	 or	 aphasia,	 affected	purposeful	movement,	 or	 apraxia,	 and	difficulties	 translating	and	 interpreting	 sensory	input,	or	agnosia	(McKhann	et	al.,	2011).		No	specific	statistics	on	the	success	of	the	new	clinical	 criteria	 are	 available	 due	 to	 its	 recent	 introduction.	 	 However,	 the	 clinically	similar	NINCDS-ADRDA	criteria	have	a	 sensitivity	of	65%	and	a	 specificity	of	70%	 for	probable	 AD	 (Chui	 and	 Lee,	 2002).	 	 Currently,	 the	 only	 definite	 diagnosis	 is	 through	necropsy	 (Dubois	 et	 al.,	 2007).	 	 However	 this	 too	 is	 influenced	 by	 the	 period	 of	 the	disease	 before	 death	 and	 overlapping	 pathologies	 (Blennow,	 de	 Leon	 and	 Zetterberg,	2006;	 Braak	 and	 Braak,	 1998),	 which	 can	 reduce	 the	 definition	 of	 neuropathological	changes	due	to	AD.		Given	the	sociological	and	financial	impact	of	AD,	the	uncertainty	and	subjectiveness	of	diagnosis	is	an	increasing	clinical	issue.		Indeed,	with	the	ageing	population	the	number	of	people	with	AD	is	set	to	rise	from	24	million	in	2010	to	81	million	in	2040	(Ferri	et	al.,	2005),	though	this	significant	increase	is	often	debated	with	evidence	from	sporadically	published	 population	 studies	 (Wu	 et	 al.,	 2015),	 with	 a	 suggested	 85%	 increase	 in	associated	costs	by	2030	alone	(Wimo	and	Prince,	2010)	from	$604	billion	today	(Wimo	and	Prince,	2010).	 	While	 it	 is	suggested	that	the	key	to	diagnosis	of	AD	is	biomarkers	(McKhann	et	al.,	2011),	no	clear	understanding	has	yet	been	reached	as	to	their	effective	use	in	a	clinical	setting.	
1.3 The	Electroencephalogram	The	 EEG	 is	 a	 recording	 of	 the	 electrical	 signals	 of	 the	 brain	 caused	 by	 the	 activity	 of	neurones.		These	transmit	signals	along	their	length	using	action	potentials,	a	change	in	the	 voltage	 of	 the	 cell	 through	 the	 imbalance	 of	 calcium	 ions	 within	 the	 neurone,	 in	response	 to	 a	 stimulus.	 	 This	 imbalance	 is	 then	 reduced	 by	 mechanisms	 within	 the	neurone	moving	 potassium	 ions	 out	 of	 the	 neurone,	 causing	 a	 region	 just	 beyond	 the	point	 of	 voltage	 imbalance	 to	 also	 imbalance.	 	This	 triggers	 the	 cell	 to	 import	 calcium	ions,	causing	the	change	in	voltage	to	travel.		Returning	signals	are	inhibited	by	the	time	taken	 for	 the	previously	unbalanced	area	to	recover	 fully.	 	While	resting	potential	of	a	neurone	 is	 -80mV,	 the	 action	 potential,	 an	 all-or-nothing	 response	 to	 the	 stimulus,	 is	triggered	 at	 40mV.	 	 At	 a	 junction	 between	 neurones,	 called	 a	 synapse,	 the	 signal	 is	transferred	 across	 membranes	 by	 neurotransmitters.	 	 Again,	 though	 this	 action	 is	extremely	quick,	the	time	taken	for	the	membranes	to	recover	ensures	the	information	does	 not	 return	 on	 its	 path.	 	 While	 these	 voltage	 changes	 individually	 are	 small,	 the	number	 of	 neurones	 carrying	 information	 from	 one	 stimulus	 is	 often	 very	 large,	significantly	magnifying	these	local	changes	in	voltage	(Standring,	2008).	First	 introduced	 in	 1929	 (Berger,	 1929)	 the	 EEG	 produces	 a	 time	 series	 of	 electrical	potentials	measured	 from	 the	electrode,	 as	 shown	 in	Figure	1.1	and	Figure	1.2.	 	Often	this	electrical	signal	represents	a	number	of	neurones	rather	than	a	single	signal,	which	have	summated	at	the	point	of	measurement	(Picton	and	Hillyard,	1988).		This	signal	is	influenced,	both	by	the	by	signals	from	the	brain	stem	and	cortical	areas	(Steriade	et	al.,	1990),	 thus	 conveying	 information	 on	 neuronal	 network	 dynamics	 through	 signal	
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variability	(Deco,	Jirsa	and	McIntosh,	2011).	 	Early	clinical	uses	for	the	EEG	covered	all	aspects	of	medicine,	allowing	for	a	direct,	real-time	views	of	 the	brain.	 	However,	with	the	increasing	knowledge	of	the	complexities	of	the	brain,	including	the	linear	and	non-linear	componants	of	the	neuronal	signals,	and	the	subtle	differences	of	many	influences	on	 the	 brain	 such	 wide	 ranging	 use	 of	 the	 EEG	 has	 been	 superseded	 by	 structural	imaging	 and	 regional	 metabolic	 imaging	 methods,	 e.g.	 MRI	 and	 CT	 for	 bleeds	 on	 the	brain	(Babiloni	et	al.,	2011).		However,	the	EEG	is	still	useful	on	account	of	its	portable,	cheap	and	non-invasive	method	of	data	gathering	(Dauwels,	Vialatte	and	Cichocki,	2010)	and	its	superior	temporal	resolution	(Babiloni	et	al.,	2011).		
Figure	1.1	An	EEG	signal	taken	from	electrode	C3,	subject	2,	a	healthy	control,	of	this	study			
Figure	1.2	An	EEG	signal	taken	from	electrode	C3,	subject	1,	an	AD	patient,	of	this	study	Specifically	 related	 to	 the	 EEG	 are	 a	 number	 of	 issues	 which	must	 be	 appreciated	 in	using	it	as	a	method	of	biological	signal	recording.	 	The	most	serious	is	that	of	Volume	Conduction	(VC).		VC	is	the	conduction	of	a	signal	away	from	its	point	of	origin	through	body	 tissues	 other	 than	 the	 neurones.	 	 This	 creates	 what	 is	 described	 as	 the	 inverse	problem:	 that	 of	 not	 knowing	 where	 any	 signal	 originated	 from.	 	 Other	 issues	 also	include	electrical	signals	not	from	brain	neurones	such	as	electromiocardial	signals	from	muscle	activity	and	ocular	artefacts	(Jeong,	2004).		As	mentioned	 in	 section	1.2,	AD	 is	 a	 cortical	dementia,	 impairing	 the	neuronal	 signals	through	the	brain	and,	therefore,	changing	the	EEG	signal	of	an	AD	patient	(Jeong,	2004).		The	ability	of	the	EEG	to	show	multiple	temporal	and	spatial	scales	(Kantz	and	Schreiber	1997)	has	historically	shown	changes	in	the	EEG	signal	of	AD	patients	(Dauwels,	Vialatte	and	Cichocki,	2010).	 	Given	 these	 factors,	and	 the	portable,	non-invasive,	and	 low	cost	clinical	 factors	 of	 the	 EEG,	 this	 type	 of	 signal	 is	 seen	 as	 a	 useful	 research	 tool	 in	 AD.		Further	research	into	the	ability	to	measure	the	impact	of	AD	on	the	EEG	may	increase	
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the	 possibility	 of	 clinical	 use	 of	 the	EEG	 in	 the	 diagnosis	 and	monitoring	 of	AD	 in	 the	future.	 	 To	 this	 end,	 research	 in	 this	 area	 is	 focused	 on	 the	 optimal	 signal	 processing	method	for	this	particular	application.	
1.4 Non-Linear	Signal	Processing	As	 highlighted	 previously,	 the	 EEG	 signal	 is	 a	 complex	measurement	 of	 the	 neuronal	activity	of	the	brain.		From	these	signals,	information	about	the	state	of	the	brain	of	the	patient	 can	be	 infered.	 	However,	 these	signals	are	also	weak	and	contaminated	when	recorded	 by	 the	 EEG	 electrodes.	 	 Thus	 signal	 processing	 is	 an	 integral	 part	 of	 the	collection	of	EEG	 signals	 to	 amplify	desirable	 elements	 and	 filter	 out	 those,	which	 are	undesirable.		Further,	some	signal	processing	methods	have	a	further	ability	to	provide	secondary	information	from	the	initial	signal.			Historically,	 the	signal	processing	methods	 that	have	been	applied	have	been	 linear	 in	nature.		Empirical	evidence	identifies	both	linear	and	non-linear	components	in	the	EEG	signal	of	humans	(Stam,	2003),	introduced	at	the	neuronal	level	(Andrzejak	et	al.,	2001).		This	 suggests	 that	 non-linear	 signal	 processing	 methods	 may	 give	 reliable	 results,	complementary	to	linear	methods.		Recent	progress	in	non-linear	dynamic	theory	have	focused	on	other	key	determinants	of	biological	signals	such	as	 tolerance	 to	noise	and	the	ability	to	analyse	short	and	non-stationary	signals	(Jeong,	2004;	Stam,	2005).		These	methods	 have	 been	 applied	 to	 a	 number	 of	 different	 signal	 types,	 including	 the	 EEG	signals	of	AD	patients	(Uhlhaas	and	Singer,	2006).	Previously	published	signal	processing	results	from	EEG	signals	of	AD	patients	indicates	the	loss	of	signal	complexity	(a	measure	of	the	total	 information	integrated	into	a	fully	integrated	and	specialised	system	(Tononi,	Edelman	and	Sporns,	1998))	within	signals	of	AD	patients	in	comparison	to	control	subjects	(Dauwels,	Vialatte	and	Cichocki,	2010).		It	 is	 thought	 that	 this	 demonstrates	 the	 reduced	 information	 processing	 capabilities	(Jeong,	 2004)	 described	 in	 section	 1.2.	 Information	 within	 a	 signal	 was	 defined	 by	Shannon,	who	gave	a	new	definition	for	entropy	in	an	information	context,	along	with	a	supporting	 mathematical	 framework	 for	 analysing	 the	 transmission	 of	 information	(Shannon,	 1948).	 	Here,	 information	 is	 proportional	 to	 the	 complexity	 of	 the	message	and,	therefore,	the	novelty	of	the	message	content	(Arnold	et	al.,	2013).			Entropy,	in	the	Shannon	definition,	can	thus	be	seen	as	a	measure	also	of	the	complexity	of	a	signal,	with	a	more	complex	signal	demonstrating	a	greater	amount	of	information	(Shannon,	1948)	though	a	truly	random	signal	is	not	seen	as	complex	as	the	amount	of	information	 contained	 within	 is	 actually	 negligible	 (Lempel	 and	 Ziv,	 1976).	 However	there	is	no	precise	and	singular	definition	of	complexity	of	a	time	series,	nor	is	there	a	single	measure	of	complexity	(Kozarzewski,	2011;	Badii	and	Politi,	1997)	and	thus	the	measured	complexity	of	a	signal	is	significantly	dependent	on	the	measure	used.	Historically	biomedical	signal	processing	methods	applied	to	EEG	signals	of	AD	patients	were	often	based	on	chaos	theory.		These	showed	clear	changes	in	the	signals.		However,	both	 the	 understanding	 that	 the	 brain	 cannot	 be	 wholly	 chaotic	 due	 to	 its	 ability	 to	complete	 complex	 tasks	 with	 the	 finding	 that	 these	 results	 are	 also	 repeatable	 with	synthetic	signals	have	left	these	methods	and	their	results	out	of	favour.		Indeed	many	of	the	 conclusions	 of	 these	 initial	 papers	 are	 no	 longer	 understood	 as	 valid.	 	Within	 the	mathematical	assumptions	of	these	methods	were	many	to	the	biomedical	signals	under	test	and	it	was	seen	that	the	reliability	of	results	and	findings	is	strongly	dependent	on	the	 match	 between	 the	 signal	 and	 the	 signal	 processing	 techniques	 applied	 (Stam,	2005).			
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Within	biomedical	 signal	processing	 the	use	and	complexity	of	methods	has	 increased	significantly	 with	 the	 increasing	 speed	 and	 access	 of	 computational	 processing	(Saltzman,	2009).	 	Bivariate	analysis	 is	 the	analysis	of	 two	signals	against	one	another	rather	than	one	isolated	signal.		These	may	be	one	signal	compared	to	itself	with	a	time	delay,	 or	 two	 signals	 differing	 in	 location	 or	 subject	 to	 provide	 different	 results	pertaining	to	different	aspects	of	the	signals	under	analysis.	With	multiple	signals	this	is	known	 as	 multivariate	 analysis	 (for	 example	 (Ahmed	 and	 Mandic,	 2011)).	 	 Many	 of	these	methods	are	novel	and	have	only	produced	a	few	studies	of	supporting	evidence	previously.	
1.5 Research	Hypothesis	Given	the	research	detailed	in	1.2,	1.3	and	1.4	and	further	in	chapter	2,	this	thesis	tested	the	following	hypotheses:	
• Changes	in	the	EEG	signal	between	AD	patients	and	age-matched	controls	will	be	clearly	 identifiable	 with	 statistical	 significance	 using	 non-linear	 signal	processing	methods	
• EEG	 signals	 from	 age-matched,	 healthy	 controls	 will	 have	 an	 increased	complexity	than	EEG	signals	from	AD	patients	
1.6 Study	Aims	and	Objectives	This	 study	aimed	 to	 identify	 the	 changing	 characteristics	 of	 complexity	 in	EEG	 signals	from	AD	patients	 in	comparison	to	those	from	healthy	controls.	 In	all	cases	novel	non-linear	 signal	 processing	 techniques	will	 be	 used	which	 are	 relevant	 to	 this	 particular	application	(see	1.4)	and	complementary	in	assumptions	to	the	characteristics	seen	with	EEG	 signals	 (see	 1.3).	 	 This	 study	 also	 aimed	 to	 evaluate	 these	 methods	 to	 identify	possible	signal	processing	techniques	to	assist	 in	the	early	diagnosis	of	AD	in	a	clinical	setting.	In	order	that	these	aims	were	met,	the	following	research	objectives	were	set:	
• Identification	 of	 guidelines	 for	 acceptance	 and	 rejection	 of	 signal	 processing	methods	for	different	signal	sets	
• Identification	 of	 novel,	 appropriate	 signal	 processing	 methods	 for	 the	 signal	database	under	investigation	
• Selection	 of	 appropriate	 signal	 processing	 methods	 for	 trial	 in	 this	 study	 and	relevant	key	variables,	where	appropriate	
• Testing,	 where	 appropriate,	 of	 signal	 processing	 methods	 to	 trial	 datasets	 to	improve	understanding	of	the	robustness	of	selected	methods	
• Application	 of	 selected	 methods	 to	 the	 AD	 EEG	 dataset	 (as	 described	 later	 in	chapter	3)	
• Identification	 of	 previously	 published	 results	 for	 comparison	 between	 results	from	 the	novel	methods	 trialled	 in	 this	 study	and	current	 research	community	standard	 methods,	 identified	 by	 widespread	 use	 of	 the	 signal	 processing	methods	to	different	EEG	AD,	and	similar	type,	databases	
• Identification	 and	 application	 of	 relevant	 statistical	 analysis	 of	 results	 to	investigate	 both	 the	 statistical	 significance	 of	 the	 results	 and	 the	 clinical	significance	of	the	signal	processing	method	
• Assessment	 of	 study	 findings	 and,	 therefore,	 the	 appropriateness	 of	 methods	applied	 in	 this	 study	 given	 the	 aims	 (section	 1.6)	 and	 the	 hypotheses	 (section	1.5)	of	this	study	
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• Publication	 of	 results	 to	 relevant	 peer-reviewed	 journals	 and	 conference	proceedings	
1.7 Overview	of	Thesis	Content	This	thesis	is	further	structured	as	follows:	
1.7.1 Introduction	The	introduction	to	this	thesis	is	held	in	chapters	1,	2	and	3:	
• Chapter	2:	Literature	review.		This	chapter	contains	further	literature	review	of	EEG	analysis	 in	AD	from	a	range	of	databases.	 	Relevant	historical	and	modern	techniques	 are	 also	 identified	 for	 possible	 use	 in	 this	 signal	 processing	application.	 	 Specific	 method	 literature	 reviews	 are,	 however,	 held	 in	 their	respective	chapters	
• Chapter	3:	Methods	and	Databases.		Full	sociodemographic	details	of	the	subject	database	 are	 presented	 and	 discussed.	 	 The	 EEG	 collection	 method	 and	 pre-processing	utilised	with	this	database	are	also	supplied.		Details	of	all	hardware	and	software	programs	used	and	their	uses	are	specified	
1.7.2 Section	1-Univariate	Studies	This	section	contains	chapters	4	and	5.		All	univariate	studies	are	detailed	in	this	section	including	methods,	statistical	evaluations	and	results:	
• Chapter	 4:	 Univariate	 methods.	 Two	 univariate	 methods	 were	 tested	 in	 this	study.	 	 The	 first	was	 Permutation	 entropy	 (PE).	 	 A	 novel,	 symbolic	method	 of	signal	analysis	that	identifies	a	range	of	patterns	within	a	signal	as	a	measure	of	complexity	 (Bandt	and	Pompe,	2002).	 	The	second	was	Lempel-Ziv	Complexity	(LZC)	with	bandwidth	limiting	pre-filtering.		It	has	already	been	shown	that	the	EEG	 in	 AD	 contains	 a	 different	 frequency	 spectrum	 to	 that	 of	 similarly	 aged,	healthy	 controls	 with	 AD	 patients	 showing	 increased	 alpha	 and	 beta	 wave	activity	 and	 decreased	 delta	 and	 theta	 activity	 (Jeong,	 2004).	 	 Here	 the	combination	of	pre-filtering	with	LZC,	a	non-linear	signal	processing	 technique	which	 has	 already	 been	 shown	 to	 identify	 statistically	 significant	 differences	with	AD	EEGs	(Abasolo	et	al.,	2006)	is	investigated.		Detailed	within	this	chapter	are	 further,	 signal	 processing	 focused	 literature	 reviews	 and	 study	 method	descriptions.		Statistical	analysis	methods	are	also	described	
• Chapter	 5:	 Univariate	 results.	 Sections	 within	 this	 chapter	 include	 all	 mean,	standard	 deviation	 (SD)	 and	 statistical	 analysis	 results	 for	 both	 PE	 and	univariate	LZC	with	bandwidth	limiting	pre-filtering	
1.7.3 Section	2-Bivariate	Studies	This	section	contains	chapters	6	and	7:	
• Chapter	 6:	 Bivariate	 methods.	 	 Coherence	 measures	 the	 level	 of	 similarity	between	two	signals	and	thus	can	be	used	to	identify	the	ability	of	the	brain	to	propagate	information	from	EEG	signals	(Jeong,	2004).		In	this	study	coherence	is	used	for	comparison	with	novel	bivariate	techniques.		A	bivariate	extension	to	LZC	 is	presented	as	 the	main	body	of	bivariate	 signal	processing	 in	 this	 study,	including	investigating	the	impact	of	VC	and	the	effect	of	bandwidth	limiting	pre-filtering	 applied	 to	 univariate	 LZC	 in	 chapters	 4	 and	 5.	 	 Detailed	 within	 this	chapter	 are	 further,	 signal	 processing	 focused	 literature	 reviews	 and	 study	method	descriptions.		Statistical	analysis	methods	are	also	described	
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• Chapter	7:	Bivariate	LZC.	 	Sections	within	this	chapter	include	all	mean,	SD	and	statistical	 analysis	 results	 for	 both	 coherence	 and	 bivariate	 LZC	 without	 and	with	VC	mitigation	and	bandwidth	limiting	pre-filtering	
1.7.4 Discussions,	Conclusions	and	Supporting	Documentation	This	section	contains	chapters	8,	9	and	references	along	with	appendices:	
• Chapter	8:	Discussions	and	Conclusion.		This	section	details	the	main	findings	of	this	doctoral	thesis	given	the	results	described	in	chapters	5	and	7	in	relation	to	the	doctoral	aims.	 	Limitations	are	acknowledged	and	 further	suggested	works	detailed.	 Lastly	 the	 conclusions	 of	 this	 thesis	 are	 detailed	 along	with	 the	main	contributions	to	the	state	of	the	art.	
• Chapter	9:	Publications.		A	number	of	findings	from	this	thesis	have	already	been	published.		These	publications	are	detailed	within	this	section	
• References.		A	full	list	of	referenced	works	from	within	this	doctoral	thesis	
• Appendices:	 	 Further	 supporting	 tables	 and	 figures	 are	 to	 be	 found	 in	 the	appendix.	 	 In	 all	 cases	 within	 the	 main	 body	 of	 the	 thesis,	 relevant	 further	information	in	the	appendix	is	described,	both	in	content	and	location.		Further	information	is	also	held	in	data	supplementary	to	this	PhD.		This	is	also	detailed	in	the	main	body	of	this	PhD.	
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2 Literature	Review		Key	content:	
• Further	 discussion	 over	 the	 introduction	 in	 Chapter	 1	 on	 Alzheimer’s	 disease,	non-linear	biomedical	signal	processing	and	the	electroencephalogram	
• A	 full	 literature	 review	 on	 non-linear	 signal	 processing	 of	 the	electroencephalogram	of	Alzheimer’s	disease	Key	outcomes:	
• Previous	chaotic	methods	produced	results	 from	electroencephalogram	signals	of	Alzheimer’s	disease	patients	similar	to	those	of	surrogate	data.		In	these	cases,	using	 these	 results	 to	 infer	 about	 the	 changes	 in	 the	 brain	 due	 to	 Alzheimer’s	disease	 is	 impossible.	 	 With	 novel	 non-linear	 signal	 processing	 methods	 care	must	 still	 be	 taken	 that	 the	 results	 are	 fully	 understood	 to	 ensure	 they	 are	reliably	understood	
• The	electroencephalograms	of	Alzheimer’s	disease	subjects	consistently	show	a	number	 of	 changes.	 	 These	 are	 slowing,	 loss	 of	 complexity	 and	 loss	 of	connectivity	
• All	 elements	 of	 the	 processing	 have	 an	 effect	 on	 the	 outcome	 of	 the	 results,	including	pre-processing	steps	such	as	selection	of	the	signal	and	filtering		 	
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2.1 Alzheimer’s	Disease	From	 the	 Latin	 meaning	 “to	 be	 away	 or	 out	 of	 mind	 or	 reason”	 (Oxford	 English	Dictionary,	 2003),	 dementia	 as	 an	 intellectual	 decline	 and	 memory	 loss	 has	 been	described	in	ancient	writings	as	far	back	as	the	ancient	Egyptians.		Historically,	this	was	attributed	 to	wide	ranging	 internal	and	external	causes	depending	on	 the	medical	and	religious	understandings	of	 the	 time,	 including	witchcraft,	 low	morality,	 or	 bad	blood.		With	 the	 use	 of	 microscopy	 in	 the	 late	 19th	 century,	 the	 cause	 of	 dementia	 became	increasingly	 linked	 to	 the	brains	of	 those	affected.	 	By	 the	 turn	of	 the	20th	 century,	 all	external	and	sociological	causes	for	dementia	had	fallen	from	scientific	favour	(George,	Whitehouse	and	Ballenger,	2011).	Dr	Alois	Alzheimer	was	trained	as	a	histologist	in	the	latter	part	of	the	19th	century.		In	1906	he	attended	a	conference	and	discussed	a	patient	he	had	seen	prior	to	death	and,	upon	autopsy,	had	conducted	a	histological	review	of	her	brain	matter.	 	Thus,	51-year-old	Auguste	Deter	was	the	first	fully	documented	case	of	AD	in	modern	clinical	research.		However	 Dr	 Alzheimer	 remained	 unsure	 of	 the	 meaning	 of	 his	 findings.	 	 The	 term	“Alzheimer’s	Disease”	was	first	coined	four	years	later	in	the	8th	edition	of	the	Textbook	of	 Psychiatry	 by	 Kraepelin	 in	 1910.	 	 Further	 research	 into	 the	 causes,	 pathology	 and	effects	 of	 AD	 was	 only	 started	 in	 earnest	 in	 the	 1940s,	 from	 which	 a	 greater	understanding	has	lead	to	a	greater	use	of	AD	in	medical	diagnosis	(George,	Whitehouse	and	Ballenger,	2011).			Today,	 AD	 is	 understood	 to	 be	 the	most	 common	 type	 of	 dementia	 with	 0.5%	 of	 the	global	 population	 living	 with	 some	 form	 of	 dementia	 (Wimo	 and	 Prince,	 2010).		Research	 currently	 suggests	 it	 is	 a	 heterogeneous	 disorder	 with	 both	 familial	 and	sporadic	 forms.	 	 The	main	 clinical	 feature	 of	 AD	 is	 a	 progressively	 impaired	 episodic	memory	(Blennow,	de	Leon	and	Zetterberg,	2006).	
2.1.1 Pathology	Microscopically,	AD	 is	characterised	by	neuritic	plaques	and	neurofibrillary	 tangles,	as	seen	 in	Figure	2.1,	 found	 in	 the	medial	 temporal	 lobes	and	cortical	 areas	of	 the	brain,	and	general	neurone	and	synaptic	degeneration.	 	 It	 is	currently	unclear	whether	 these	are	 the	 cause	 or	 a	 consequence	 of	 AD	 (Blennow,	 de	 Leon	 and	 Zetterberg,	 2006).		Changes	 focus	 in	 the	 frontal,	 parietal	 and	 temporal	 lobes,	 with	 occipital	 and	 primary	motor	and	sensory	areas	 less	affected	by	changes	due	to	AD	(Minati	et	al.,	2009).	 	The	progress	of	 the	disease	 through	 the	brain	 follows	a	standard	path	 from	the	entorhinal	cortex	and	the	hippocampus	through	to	the	neocortex	(Braak	and	Braak,	1991).		During	normal	cell	metabolism,	amyloid	β	(Aβ)	is	produced	(Haass	et	al.,	1992)	and	then	degraded	 by	 enzymes	 (Carson	 and	 Turner,	 2002)	 or	 cleared	 through	 the	 blood-brain	barrier	 (Tanzi,	 Moir	 and	 Wagner,	 2004).	 	 There	 is	 no	 evidence	 that,	 in	 AD,	 these	enzymes	 or	 the	 transport	mechanisms	 are	 altered	 in	 any	way	 (Blennow,	 de	 Leon	 and	Zetterberg,	 2006)	 though,	 given	 the	 clear	 correlation	 between	 plaque	 counts	 and	 AD	severity,	an	imbalanced	creation	and	removal	of	Aβ	is	seen	as	the	primary	pathogenesis	of	the	disease	(Hardy	and	Selkoe,	2002).			The	primary	hypothesis	 for	 the	 cause	of	AD	 is	 that	of	 the	 amyloid	 cascade	hypothesis	(Hardy	 and	 Selkoe,	 2002),	 the	 pathway	 for	 which	 is	 detailed	 in	 Figure	 2.1.	 	 This	hypothesis	is	supported	by	a	number	of	findings.		First,	that	in	familial	AD,	the	mutations	in	 the	 genome	 occur	 both	 at	 the	 site	 for	 the	 substrate	 and	 the	 key	 enzyme	 for	 Aβ	production,	amyloid	precursor	protein	(APP)	and	presenilin	respectively.		Secondly,	that	the	APP	mutations	are	found	to	cluster	around	secretase,	with	both	APP	and	presenilin	mutations	 increasing	 production	 of	 Aβ42	 (Blennow,	 de	 Leon	 and	 Zetterberg,	 2006;	
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Hardy	and	Selkoe,	2002).		Lastly,	that	those	patients	with	Down’s	syndrome,	who	have	a	second	APP	gene,	produce	Aβ	plaques	early	in	life	(Olson	and	Shaw,	1969).	Tangle	 formation	 is	 linked	 to	 abnormal	 tau	 hyperphosphorylation	 and	 oxidative	modifications	 (Mattson,	 2004).	 	 Tau	 proteins	 promote	 microtubule-binding	 in	 the	neuronal	dendrites	and	synaptic	contacts	between	the	neurones	in	healthy	brain	tissues.																																										 																					
1	This	figure	was	published	as	figure	2,	Alzheimer’s	Disease,	Cummings,	in:	Drug	Therapy,	Wood	(editor),	 2007;56-67.	 	 Permission	 for	 reproduction	 granted	 by	 the	 copyright	 holder,	Massachusetts	Medical	Society	
2	This	 figure	was	published	as	 figure	1,	A	two	decade	comparison	of	prevalence	of	dementia	 in	individuals	 aged	 65	 years	 and	 over	 from	 three	 geographical	 areas	 of	 England:	 results	 of	 the	
	
Figure	2.1	Amyloid	cascade	model	(Cummings,	2004)1	
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With	 hyperphosphorylation,	 tau	 proteins	 are	 sequestered,	 causing	 disassembly	 of	 the	microtubules,	thus	leading	to	reduction	in	axial	signal	transport	(Iqbal	et	al.,	2005).		This	process	 starts	 in	 the	 cortex	 early	 in	 the	 disease	 progression,	 before	 spreading	 to	 the	hippocampus	and	the	amygdala	(Braak	et	al.,	1999).		There	are	six	types	of	tau	isoforms,	all	of	which	are	deposited	in	AD	(Goedert	et	al.,	1992).	There	are	further	hypotheses	linked	to	AD.		The	hypothesis	of	a	neurovascular	pathway	suggests	 that	 the	 nutrient	 delivery	 to	 neuronal	 synapses	 and	 Aβ	 removal	 may	 be	impaired	 (Iadecola,	 2004).	 	This	pathway	may	be	 triggered	by	down-regulation	of	 the	gene	 for	 vascular	 differentiation,	 MEOX2,	 which	 may,	 through	 reduced	 micro	 vessel	distributions,	aid	the	pathological	progression	of	AD	(Wu	et	al.,	2005).		Another	is	of	AD	as	 a	 disconnection	 syndrome,	 where	 the	 loss	 of	 afferent	 and	 efferent	 neuronal	connections	alters	signal	passage	throughout	the	brain,	thus	producing	the	range	of	AD	symptoms	commonly	seen	(Delbeuck,	Van	der	Linden	and	Collette,	2003).			
2.1.2 Risk	Factors	There	are	a	number	of	risk	factors	associated	with	AD:	
• Ageing	This	is	the	most	important	and	significant	risk	factor	with	the	risk	of	developing	dementia	 doubling	 approximately	 every	 5	 years	 beyond	 the	 age	 of	 65	 (Wimo	and	Prince,	 2010),	 as	 shown	 in	 Figure	2.2.	 	 It	 is	 suggested	 that	 this	 erosion	 of	biologic	function	due	to	ageing,	focusing	on	cell	death,	is	a	linear	degradation	not	dissimilar	in	aetiology	to	AD,	which	occurs	much	more	quickly.	 	Thus,	 it	 is	only	by	 the	 speed	 and	 severity	 of	 the	 change	 that	 ageing	 and	AD	differ	 (Drachman,	2006).		
• Gender	For	AD	specifically	females	are	three	times	more	likely	to	develop	AD	over	males	(Fratiglioni	et	al.,	1997).	
• Brain	reserve	capacity	This	 is	 measured	 both	 on	 the	 number	 of	 neurones	 and	 the	 number	 and	complexity	 of	 their	 dendritic	 connections	 but	 also	 upon	 cognitive	 strategies	
																																								 																					
2	This	 figure	was	published	as	 figure	1,	A	two	decade	comparison	of	prevalence	of	dementia	 in	individuals	 aged	 65	 years	 and	 over	 from	 three	 geographical	 areas	 of	 England:	 results	 of	 the	Cognitive	Function	and	Aging	 study	 I	 and	 II,	Matthews	et	al.,	 The	Lancet,	 2013,	Permission	 for	reproduction	granted	by	the	copyright	holder,	Dr	Carol	Brayne	
		
	
	
	
	
	
	
Figure	2.2	Prevalence	of	AD	with	increasing	age	from	a	study	of	AD	subjects	between	1989	and	1994	
(CFAS	1)	and	the	same	areas	between	2008	and	2011	(CFAS	2)	(Matthews	et	al.,	2013)2	
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employed	by	the	patient	(Blennow,	de	Leon	and	Zetterberg,	2006).		Education	is	more	relevant	than	the	socioeconomic	status	of	the	patient	in	reducing	the	risks	of	AD	(Karp	et	al.,	2004).		Social	interaction	from	middle	age,	aiding	the	upkeep	of	reserve	capacity,	has	been	shown	to	lower	the	risks	of	AD	two-fold	(Saczynski	
et	al.,	 2006;	Wang	 et	al.,	 2002).	 	 Cognitive	 reserve	 does	 not	 change	 the	 age	 of	onset	of	dementia	or	of	death,	however.		A	high	cognitive	reserve	only	increases	the	 age	 at	 which	 dementia	 symptoms	 become	 apparent,	 after	 which	symptomatic	 decline	 is	 more	 severe	 that	 than	 in	 patients	 with	 less	 cognitive	reserve	(Meng	and	D'Arcy,	2012).	
• Brain	trauma	Moderate	(i.e.	trauma	leading	to	loss	of	consciousness	or	amnesia	for	more	than	30	 minutes)	 and	 severe	 brain	 trauma	 (i.e.	 trauma	 leading	 to	 loss	 of	consciousness	 or	 amnesia	 for	more	 than	 24	 hours)	 are	 known	 to	 increase	 AD	risk	in	later	life	(Lye	and	Shores,	2000).		Where	there	are	repeated	head	injuries,	even	mild	traumas	can	lead	to	an	increased	risk	of	AD	(Omalu	et	al.,	2005;	McKee	
et	al.,	2013;	Monti	et	al.,	2013).		
• Depression	Specifically,	 depression	 in	 early	 life	 is	 linked	 to	 a	 greater	 risk	 of	 AD	 than	depression	later	in	life	(Geerlings	et	al.,	2008;	Ownby	et	al.,	2006).	
• Vascular	factors	This	 includes	 lifestyle	effects	(i.e.	 smoking,	obesity,	and	high	cholesterol)	along	with	 other	 medical	 cases	 such	 as	 hypertension,	 diabetes	 mellitus	 and	 stroke.		While	 all	 of	 these	 increase	 the	 chances	 of	 AD	 some	 are	 more	 impacting	 than	others	 (Povova	 et	 al.,	 2012),	 with	 the	 greatest	 risk	 for	 middle	 aged	 heavy	drinkers	with	a	threefold	increase	of	the	chance	of	AD	later	in	their	lives	(Anttila	
et	al.,	2004).	
• MCI	Risk	 factors	 include	 MCI,	 especially	 if	 cognitive	 decline	 is	 seen	 in	 episodic	memory,	i.e.	the	ability	to	learn	and	retain	new	information	(Albert	et	al.,	2011).		Clinical	 progression	 from	 MCI	 to	 AD	 is	 10-15%	 (Petersen,	 2004;	 Visser,	Scheltens	and	Verhey,	2005).	
• Genetics-Familial	AD	In	2-5%	of	AD	cases	the	disease	 is	caused	by	an	autosomal	disorder	(Blennow,	de	Leon	and	Zetterberg,	2006).		Mutations	occur	in	presenilin	1	and	presenilin	2	genes	(Copeland	et	al.,	1992).		Very	rarely,	this	form	of	AD	can	also	be	caused	by	a	mutation	in	the	APP	encoding	gene	found	on	chromosome	21	(Fratiglioni	et	al.,	1997).	
• Genetics-Sporadic	AD	The	APOE	ε4	allele,	a	cholesterol	transporter	found	in	the	brain	(Fratiglioni	and	Wang,	2000),	has	been	shown	to	account	for	15-20%	of	all	AD	cases	(Qiu	et	al.,	2004).	 	 It	 increases	the	risk	of	AD	three	times	 if	 found	in	heterozygotes	but	15	times	if	 found	in	homozygotes	(Farrer	et	al.,	1997).	 	This	 is	caused	by	lowering	the	age	of	onset	of	AD	(Meyer	et	al.,	1998)	by	almost	10	years	with	each	copy	of	the	 APOE	 ε4	 allele	 present	 (Corder	 et	al.,	 1993).	 	 Research	 has	 suggested	 that	this	 allele	 may	 act	 as	 a	 “pathological	 chaperone”,	 promoting	 fibrillisation	 and	plaque	formation	in	the	brain	(Holtzman	et	al.,	2000).	Primary	 prevention	 involves	 the	 reduction	 of	 these	 risk	 factors.	 	 Given	 the	 improved	healthcare	 and	 educational	 provision	 in	 the	 current	 population,	 the	 general	 risk	 is	lower,	but	this	 is	counter	balanced	by	the	increasing	lifespan	increasing	the	possibility	of	AD	in	later	life	(Rocca	et	al.,	2011).	
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2.1.3 Clinical	Features	Symptoms	 of	 AD	 include	 amnesic	 memory	 impairment	 (Pillon	 et	 al.,	 1993;	 Greene,	Baddeley	and	Hodges,	1996),	deteriorating	quality	of	 language	(Price	et	al.,	1993),	and	poor	visuospatial	ability	(Esteban-Santillan	et	al.,	1998;	Kirk	and	Kertesz,	1991).		As	the	disease	progresses	a	number	of	behavioural	changes	often	occur,	 including	aggression,	psychosis,	 and	 psychomotor	 agitation	 (Blennow,	 de	 Leon	 and	 Zetterberg,	 2006).		Movement	 impairments,	 such	 as	 motor	 and	 sensory	 abnormalities,	 seizures	 and	modified	gait	are	most	common	in	late	stages	of	AD	(McKhann	et	al.,	1984).	The	average	duration	of	AD	 is	10	years,	 ranging	between	3	 to	20	years	 (Leifer,	2003).		However,	pathological	onset	of	AD	is	known	to	occur	up	to	20	years	before	symptomatic	onset	of	the	disease	(Reiman	et	al.,	2012).		Death	does	not	occur	due	to	AD	but	is	often	a	contributory	 factor	 to	 the	circumstances	of	a	patient’s	death.	 	Degeneration	due	 to	AD	increases	the	risk	of	many	conditions	that	can	cause	death,	including,	but	not	limited	to,	septicaemia,	pneumonia,	pressure	sores,	fractures,	and	wounds	(Chandra,	Bharucha	and	Schoenberg,	1986).			
2.1.3-A Diagnostic	Criteria	MCI	diagnostic	criteria	have	been	recently	included	in	literature,	formally	recognised	as	a	significant	precursor	to	AD.		Core	clinical	criteria	for	MCI	include	(Albert	et	al.,	2011):	
• Concerning	change	in	cognition	A	marked	change	in	median	cognition	should	be	identified	by	the	patient,	a	close	informant	of	the	patient	or	a	skilled	clinician	on	observation	of	the	patient.	
• Impairment	in	one	or	more	cognitive	domains	This	should	be	measured	against	clinical	expectation	of	 the	patient,	 taking	 into	account	age,	education,	gender,	and	any	other	cognitive	modifier.		If	assessments	are	repeated,	this	decline	should	continue	to	occur	over	time.			
• Preservation	of	functional	abilities	While	 the	 time	 taken	 and	 success	 of	 completion	 of	 daily	 tasks	 may	 decline,	patients	 with	 MCI	 are	 still	 able,	 with	 minimal	 input	 from	 others	 or	 aids,	 to	maintain	independence	in	normal	activities	associated	with	daily	living.	
• Not	demented	In	 collaboration	 with	 the	 preservation	 of	 functional	 ability,	 there	 must	 be	 no	signs	 of	 dementia	 in	 the	patient,	 or	 any	other	 illness	 that	manifests	 itself	with	similar	symptoms.				National	 Institute	 of	 Neurological	 and	 Communicative	 Dissorders	 and	 Stroke	 and	 the	Alzheimer’s	 Disease	 and	 Related	 Dissorders	 Association	 (NINCDS-ADRDA)	 criteria	 for	AD	 were	 first	 published	 in	 1984	 (McKhann	 et	 al.,	 1984).	 	 These	 differ	 from	 updated	criteria,	published	in	2011,	through	the	incorporation	of	biomarkers	and	formalisation	of	the	stages	of	AD	(Jack	et	al.,	2011).		Clinical	classification	of	AD	includes	probable	AD	dementia	and	Possible	AD	dementia.		A	third	criteria,	Probable	or	possible	AD	dementia	with	evidence	of	the	AD	pathophysiological	process,	is	intended	for	use	within	research	(McKhann	et	al.,	2011).		Core	 clinical	 criteria	 for	 all-cause	 dementia	 includes	 the	 following	 (McKhann	 et	 al.,	2011):	Cognitive	or	behavioural	symptoms	that;	
• Interfere	with	the	patients’	ability	to	function	both	at	work	or	at	usual	activities	
• Show	a	decline	from	previous	functional	levels	
• Cannot	be	explained	by	delirium	or	major	psychiatric	disorders	
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• Identified	both	by	 the	patient	and	knowledgeable	 informants	and	also	 through	standardised	 objective	 cognitive	 assessment.	 	 Where	 this	 is	 unclear,	neurophysical	testing	may	be	required.	
• Affect	at	least	two	of	the	following	areas	of	cognitive	function	
o The	ability	to	acquire	and	assimilate	new	information	
o Poor	judgement,	impaired	reasoning	and	difficulties	in	handling	complex	tasks	
o Impaired	visuospatial	abilities	
o Impaired	language		
o Changed	personality,	behaviour	and	comportment	Core	 clinical	 criteria	 for	 probable	 AD	 dementia	 includes	 the	 requirements	 of	 the	 core	clinical	criteria	for	all-cause	dementia,	along	with	the	following	(McKhann	et	al.,	2011):	
• Symptoms	have	an	insidious	onset	over	months	and	years	
• History	of	continuing	decline	of	cognition	
• Most	prominent	cognitive	deficit	in	amnestic	presentation,	word-finding,	spatial	cognition,	reasoning	and	judgement,	with	at	least	one	other	significantly	affected	cognitive	function	
• No	 evidence	 of	 cerebrovascular	 disease	 including	 stroke,	 dementia	with	 Lewy	bodies,	frontotemporal	dementia,	aphasia,	active	neurological	disease	or	medical	comorbidity,	or	pharmacologically	based	causes	of	these	changes	Possible	AD	dementia	 follows	previously	noted	clinical	criteria,	either	with	an	atypical	course	of	the	disease,	such	as	a	sudden	onset,	or	etiologically	mixed	presentation,	with	evidence	 of	 a	 secondary	 disease	 or	 neurological	 change,	 e.g.	 concomitant	cerebrovascular	disease	(McKhann	et	al.,	2011).	
2.1.3-B Diagnosis	of	AD	Timely	 and	 effective	 diagnosis	 and	 screening	 for	 a	 disease	 is	 known	 as	 secondary	prevention	(Wu	et	al.,	2015).		Due	to	the	current	incomplete	understanding	of	AD	there	are	no	screening	methods	and	diagnosis	is	not	without	problems	(Chui	and	Lee,	2002).		Because	 the	 2011	 NINCDS-ADRDA	 criteria	 are	 significantly	 similar	 to	 the	 previous	criteria	 (Alzheimers	 Association,	 2015),	 identical	 methods	 are	 employed	 to	 gather	clinical	information	to	allow	for	the	diagnosis	of	AD.		These	include	the	identification	of	the	 patient’s	 medical	 and	 family	 history,	 including	 behavioural	 and	 psychological	information,	 involvement	 of	 a	 knowledgeable	 informant	 for	 the	 patient,	 detailing	 the	changes	in	the	patient,	specific	cognitive	tests,	physical	and	neurological	examinations,	and	exploratory	tests	to	check	for	other	causes	of	dementia	like	symptoms	(Alzheimers	Association,	2015).	Neuroimaging,	CT	and	MRI	are	only	employed	to	rule	out	any	other	cause	 of	 dementia	 like	 symptoms	 such	 as	 a	 subdural	 haematoma	 or	 a	 tumour	 of	 the	brain.	 	 Further	 clinical	 tests	 considered	 good	 practice	 include	 laboratory	 tests	 for	thyroid	 problems,	 liver-function,	 and	 blood	make-up,	 but	 these	 again	 are	 not	 used	 to	diagnose	AD	directly	(Knopman	et	al.,	2001).	 	Care	must	be	taken	that	all	hallmarks	of	AD	are	present	with	no	other	symptoms	as	many	other	diseases	have	similar	symptoms	with	overlapping	pathologies.		Examples	include	Down’s	syndrome,	Parkinson’s	disease,	Pick’s	disease,	and	dementia	pugilistica	(Drachman,	2006).	Reportedly,	the	rates	of	“failure	to	recognise”	AD	by	family	members	and	primary	care	physicians	 are	 97%	 for	 mild	 dementia	 and	 50%	 for	 moderate	 dementia	 (Cummings,	2004).	 	Even	with	good	clinical	practice	by	clinical	staff	with	specialist	experience	and	knowledge	 of	 AD,	 the	 diagnostic	 accuracy	 of	 the	 current	 NINCDS-ADRDA	 guidelines	given	 the	 current	methodology	of	 clinical	 assessment	are	 likely	 to	be	very	 statistically	
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similar	 to	 that	of	 the	 replaced	criteria,	with	 sensitivity	 (i.e.	 the	number	of	AD	patients	correctly	 identified)	 and	 specificity	 (i.e.	 the	 number	 of	 non-AD	 patients	 correctly	identified)	of	80%	and	70%	respectively	(Knopman	et	al.,	2001).			
2.1.3-C Necropsy-“The	Gold	Standard”	The	 only	 current,	 clinically	 accepted	 method	 for	 definite	 diagnosis	 of	 AD	 is	 through	necropsy	 (McKhann	 et	 al.,	 1984).	 	 However,	 this	 too	 suffers	 from	 the	 changing	neuropathology	of	AD	over	time	and	the	similar	pathology	of	general	ageing	and	other	diseases.	 	 Specifically,	where	 a	 patient	 has	 been	 demented	 for	 a	 short	 period	 of	 time,	diagnostic	 changes	 may	 not	 be	 present	 in	 necropsy	 analysis	 (Hansen	 et	 al.,	 1988;	Wilcock	 and	 Esiri,	 1982).	 	 Furthermore	 around	 20-40%	 of	 non-demented	 individuals	would	be	diagnosed	with	AD	on	 the	basis	of	 the	proportion	of	neurofibrillary	plaques	and	tangles	(Polvikoski	et	al.,	2001).		Given	the	large	numbers	of	AD	patients	who	have	combined	medical	problems,	 these	 too	can	hide	neuropathological	 changes	due	 to	AD.		Often	 seen	 examples	 are	 of	 concomitant	 cerebrovascular	 pathology	 (Lim	 et	 al.,	 1999;	Snowdon	et	al.,	1997)	or	mixed	dementias	(Lopez	et	al.,	2002).		Thus	it	can	be	seen	that	even	the	current	gold	standard	of	diagnosis	is	fallible.			
2.1.3-D Biomarkers	Given	the	difficulties	in	diagnosis	of	AD,	new	methods	of	diagnosis	are	being	researched	(Hampel	 et	 al.,	 2010).	 	 Biomarkers	 are	 measures	 that	 reflect	 specific	 features	 of	pathophysiological	 changes	 of	 a	 disease	 that	 can	 be	measured	 in	 vivo.	 	 The	 five	most	studied	biomarkers	as	based	on	 the	 literature	available	 in	2011	 (Jack	et	al.,	 2011)	are	incorporated	 into	 the	 new	 criteria	 for	 AD	 for	 further	 research	 purposes.	 	 These	 are	cerebral	 spinal	 fluid	 (CSF),	 CSF-tau,	 positron	 emission	 topography	 (PET),	18flouroxyglucose	(FDG)	–PET,	and	structural	MRI	(McKhann	et	al.,	2011).	Introducing	 APOE	 genotyping	 to	 the	 clinical	 diagnostic	 procedure	 has	 been	 shown	 to	increase	 specificity	 to	more	 than	 80%,	 though	 this	 also	 reduces	 the	 sensitivity	 below	68%	 (Mayeux	 et	 al.,	 1998).	 	 Due	 to	 limited	 clinical	 power	 and	 undetermined	 aid	 in	patient	 management,	 this	 is	 currently	 not	 clinically	 viable	 (McConnell,	 Sanders	 and	Owens,	1999).	 	CSF	concentration	of	Aβ42	 is	reduced	 in	AD	patients	with	a	sensitivity	and	specificity	of	around	85%	in	comparison	to	controls	(Steinerman	and	Honig,	2007;	Galasko	et	al.,	1998).		This	reduction	is	also	seen	in	a	number	of	other	diseases	however,	and	cannot	always	be	attributed	 to	AD	alone	 (Steinerman	and	Honig,	2007;	Sjogren	et	
al.,	 2000).	 	 This	 is	 similar	 to	 the	 concentration	 of	 tau	 proteins	 in	 the	 CSF	 though	specifically	hyperphosphorated	tau	concentrations	rise	in	AD	(Minati	et	al.,	2009).			A	 number	 of	 imaging	 methods	 have	 also	 been	 considered	 as	 biomarkers.	 	 Magnetic	resonance	(MR)	volumetry	is	able	to	distinguish	between	AD	patients	and	controls	with	a	sensitivity	and	specificity	of	80%	for	both	(Lehericy	et	al.,	2007).		H-MR	spectroscopy	identifies	the	decreased	concentration	of	N-acetyl-aspartate	and	elevated	concentration	of	myo-inositol	 in	AD	patient’s	 cerebral	matter	but	 the	value	 this	provides	clinically	 is	still	debated	(Minati	et	al.,	2009;	Schuff	et	al.,	1997;	Catani	et	al.,	2001).		Diffusion	tensor	imaging	 findings	 correlate	 with	 those	 of	 clinical	 dementia	 findings	 through	 cortical	rarefaction	 (Yoshiura	et	al.,	 2002,	Bozzali	et	al.,	 2002).	 	Both	 structural	 and	 functional	MRI	identify	biomarkers	for	AD	but	processing	time	makes	these	prohibitive	for	general	use	(Dubois	et	al.,	2007).			Nuclear	medical	 imaging	methods,	both	single-photon	emission	computed	tomography	(SPECT)	and	PET	have	also	been	 identified	as	biomarkers	 for	AD	(Minati	et	al.,	 2009).		SPECT	 has	 been	 shown,	 like	 MRI,	 to	 show	 reduced	 blood	 flow	 to	 the	 brain	 but	 this	change	 is	 not	 specific	 to	AD	 (Matsuda,	 2007).	 PET	has	 been	 shown	 to	 be	 significantly	
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more	 specific	 to	AD,	with	FDG-PET	specifically	 showing	a	 sensitivity	and	 specificity	of	around	90%	(Mosconi	et	al.,	2008;	Foster	et	al.,	2007;	Minoshima	et	al.,	2001;	Chetelat	et	
al.,	2003).		However	this	is	a	very	costly	method	and	is	not	widely	available	(Minati	et	al.,	2009).	Slowing	 of	 the	 EEG,	 through	 reduced	 high	 frequency	 components	 and	 increased	 low	frequency	 components,	 has	been	 shown	 to	 correlate	with	 the	 severity	 of	AD	and	 thus	can	be	 identified	as	 a	biomarker.	 	Though	diagnostic	 accuracy	 is	 around	80%	 there	 is	great	 overlap	 between	 other	 causal	 pathologies	 and	 diseases	 (Hooijer	 et	 al.,	 1990).		Event	related	potentials	in	EEGs	have	also	been	identified	to	change	with	EEGs,	reducing	in	 amplification	 and	 increasing	 in	 latency	 as	 the	 disease	 progresses.	 	 However,	 the	degree	of	change	is	very	irregular	(Minati	et	al.,	2009).	
2.1.4 Social	Impact	A	worldwide	metadata	analysis	study	of	dementia	showed	the	differences	 in	 impact	of	AD	 both	 historically	 and	 in	 the	 future	 for	 low-,	 middle-	 and	 high-income	 countries	(Prince	 et	 al.,	 2013).	 	 In	 the	 US	 alone,	 a	 patient	 develops	 AD	 every	 67	 seconds	(Alzheimer's	Association,	2014).	 	In	2010	it	was	the	sixth	leading	cause	of	death	in	the	US	(Alzheimer's	Association,	2014).		A	two-decade	long	study	in	the	UK	suggests	6.5%	of	the	 population	 (670,000	 persons)	 were	 dementia	 sufferers	 by	 2011	 (Matthews	 et	 al.,	2013).	
2.1.4-A Financial	Impact	Worldwide	$604	billion	(US)	was	spent	in	2010	on	AD	with	70%	of	spending	occurring	in	 North	 America	 and	Western	 Europe.	 	 This	 constituted	 informal,	 unpaid	 care	 from	family	and	others,	formal	services	provided	outside	of	the	medical	system,	such	as	home	care,	food	and	transport	provision,	residential	and	home	care,	and	direct	medical	costs	from,	 including	 hospital	 care,	 medications	 and	 clinical	 visits,	 due	 to	 AD	 (Wimo	 and	Prince,	2010).			The	distribution	of	costs	changes	 in	high	and	 low	to	middle	 income	countries.	 	 In	high	income	 countries,	 direct	medical	 costs	 are	minor	 (16%)	 in	 comparison	 to	other	 costs,	which	 are	 approximately	 equal	 in	 financial	 burden	 (42%	 respectively)	 (Wimo	 and	Prince,	2010).	 	In	low	and	middle	income	countries	total	costs	are	mainly	attributed	to	informal	 care	 (58-65%),	with	 negligible	 levels	 of	 direct	 care	 (10%)	 and	medical	 costs	(Wimo	and	Prince,	2010).		These	are	shown	in	Table	2-1.	Financial	costs	are	not	directly	related	to	the	numbers	of	AD	patients,	with	14%	found	in	low-income	countries	and	40%	 found	 in	middle-income	countries.	 	However,	only	1%	and	 10%	 of	 worldwide	 costs	 are	 accrued	 in	 low	 and	 middle-income	 countries	respectively.		It	is	in	these	regions	that	costs	due	to	AD	is	expected	to	rise	more	sharply	in	the	short	term	(Wimo	and	Prince,	2010).	There	were	an	estimated	35.6	million	AD	suffers	in	2010	in	the	world,	with	an	estimated	increase	to	65.7	million	in	2030	and	115.4	million	by	2050.	This	increase	in	prevalence	is	the	foundation	of	a	suggested	increase	of	worldwide	costs	due	to	AD	of	85%	by	2030	(Wimo	and	Prince,	2010).		However,	the	historically	accepted	trend	in	the	prevalence	of	AD	in	the	world	is	under	review	(Wu	et	al.,	2015).			In	 the	UK	0.6%	of	 the	GDP	is	spent	on	 institutionalised	care	 for	AD	(Comas-Herrera	et	
al.,	2007).		80%	more	persons	are	expected	to	have	dementia	in	2030	in	comparison	to	2010,	bringing	the	total	number	of	demented	persons	to	1.96	million	(Select	Committee	on	Public	Service	and	Demographic	Change,	2013).			
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2.1.4-B Care	Provision	for	AD	A	good	dialogue	between	any	caregiver	and	medical	staff	is	essential	to	ensure	the	best	care	is	provided	both	to	the	patient	and	also	to	anyone	who	is	also	affected	by	the	wider	ranging	 community	around	 the	patient.	 	They	may	also	 communicate	a	 changing	 legal	situation	about	 the	ability	of	 the	patient	 to	make	his	or	her	own	decisions,	which	will	have	an	impact	on	issues	such	as	the	ability	to	drive	(Cummings,	2004).		A	good	dialogue	will	also	aid	the	medical	health	of	any	carers,	both	physically	and	mentally.	 	While	 the	care	burden	may	not	be	reduced	(Brodaty,	Green	and	Koschera,	2003;	Mittelman	et	al.,	1996),	knowledge	of	and	access	to	health	and	care	resources	and	local	groups	can	aid	in	both	 self	 help	 and	 care	 strategies	 specific	 to	 AD	 (Cummings,	 2004).	 As	 the	 disease	progresses	 and	 the	 number	 of	 behavioural	 changes	 grows,	 so	 the	 burden	 of	 care	increases	 (Esiri,	 1996).	 	 Increased	 aggressive	 and	 psychotic	 episodes,	 combined	 with	increasing	 loss	of	 independence	and	understanding	often	make	challenging	conditions	for	successful	care	outcomes	(Blennow,	de	Leon	and	Zetterberg,	2006).			It	must	be	noted	that	the	percentage	of	female	caregivers	of	AD	patients	is	significantly	biased.		The	gender	of	caregivers	who	provide	more	than	20	hours	a	week	are	at	a	ratio	of	1	man	to	2.1	women,	for	round	the	clock	care	is	1	man	to	2.5	women	and	who	have	performed	a	 care	 role	 for	more	 than	 five	 years	 are	1	man	 to	2.3	women	 (Alzheimer's	Association,	2014).	
2.1.5 Current	Treatments	for	Alzheimer’s	Disease	Current	treatment,	i.e.	tertiary	prevention	(Wu	et	al.,	2015),	of	AD	focuses	on	a	number	of	key	areas;	 those	of	 cholinesterase	 inhibitors,	 continuation	of	 learning	and	consitant	use	 of	 neuronal	 activity,	 health	 maintenance,	 and	 a	 care	 alliance	 of	 health	 care	practitioners,	medical	staff,	 family,	and	community	(Prince	et	al.,	2016).	Many	of	 these	interventions	have	an	optimal	window	of	application	and	are	often	applied	in	an	ever-changing	program	tailored	to	each	patient	(Wimo	and	Prince,	2010).		
																																								 																					
3	This	 figure	 was	 published	 as	 table	 15,	 World	 Alzheimer	 Report	 2010:	 The	 global	 economic	impact	 of	 dementia,	 Wimo	 and	 Prince,	 Permission	 for	 reproduction	 granted	 by	 the	 copyright	holder,	Alzheimer’s	Disease	International	
	
Table	 2-1	 Care	 costs	 per	 person	with	 dementia	 in	 US$	 for	 different	 socio-economic	 surroundings	
indicating	increasing	reliance	on	medical	and	social	care	and	reduction	of	reliance	in	informal	care	
for	increasing	socio-economic	provision	(Wimo	and	Prince,	2010)3	
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2.1.5-A Disease	modifying	treatments	There	 are	 currently	 no	 clinically	 accepted	 disease	 modifying	 treatments.	 	 However,	much	 research	 into	 the	 issue	 has	 been	 conducted.	 	 Most	 methods	 have	 focused	 on	readdressing	 the	balance	of	Aβ	 in	 the	brain	 (Blennow,	de	Leon	and	Zetterberg,	2006).		Phase	2	and	some	phase	3	 trials	are	on-going	and	have	been	met	with	varied	success.		Current	research	includes	the	following:	
• Secretase	modulators	(Bursavich,	Harrison	and	Blain,	2016)	
• Aβ	immunotherapy	(Penninkilampi,	Brothers	and	Eslick,	2016)	
• Aβ	fibrillisation	inhibitors	(Kar	et	al.,	2016)	
• Anti	tau	pharmaceuticals	(Panza	and	Logroscino,	2016)	
• Neuroprotective	approaches	(Wang	et	al.,	2016)	
2.1.5-B Symptomatic	treatments	The	 most	 common	 pharmaceutical	 interventions	 are	 currently	 acetylcholinesterase	inhibitors.	 	These	 increase	 the	amount	of	 acetylcholine	 in	 the	brain.	 	Three	 inhibitors,	Donepezil,	Galantamine	and	Rivastigmine	are	approved	for	clinical	use	with	AD	(Francis	
et	al.,	1999).	 	Slow	initial	drug	titration	is	pivotal	to	reduce	the	number	and	severity	of	any	side	effects,	which	commonly	 include	nausea,	vomiting	and	diarrhoea	 (Cummings,	2003).	 	 A	 fourth,	 Tacrine,	 is	 also	 approved	 but	 is	 rarely	 used	 due	 to	 hepatotoxic	 side	effects	(Watkins	et	al.,	1994).		Double	blind	trials	of	3	to	6	months	show	an	improvement	of	1.4	points	on	the	mini	mental	state	examination	(MMSE)	(Birks,	2006),	with	a	clinical	effectiveness	 of	 up	 to	 5	 years	 (Bullock	 and	 Dengiz,	 2005)	 though	 this	 is	 significantly	higher	 than	 the	 suggested	 clinically	 effective	 length	 of	 2	 years	 (Courtney	 et	 al.,	 2004,	Bullock	et	al.,	2005).		Financially,	it	is	noted	that	yearly	reduction	of	medical	and	support	costs	through	these	pharmaceuticals	is	around	$4000	per	patient	(Hill	et	al.,	2002).	Further	 pharmacological	 intervention	 in	 the	 combined	 use	 of	 acetylcholinesterase	inhibitors	 with	 Memantine,	 which	 supports	 neurons	 against	 glutamate-mediated	excitotoxicity,	has	been	 seen	 in	moderate	and	 severe	AD	 (Wilcock,	2003).	 	During	AD,	higher	background	 levels	 of	 glutamatergic	 activity	 can	keep	on	neurones	 in	 the	brain,	effectively	stopping	the	flow	of	 information	within	the	affected	cells.	 	No	improvement	with	mild	AD	has	been	seen	in	research	(Areosa,	Sherriff	and	McShane,	2005).	Vitamin	 E	 has	 been	 shown	 to	 significantly	 alter	 the	 decline	 of	 patients	with	 a	 double	blind	 study	 showing	 AD	 patients	 with	 a	 median	 of	 230	 days	 longer	 before	 primary	outcome	 was	 reached	 (death,	 nursing	 home	 care,	 severe	 dementia	 development,	 or	defined	severity	of	daily	 living	 tasks)	 in	comparison	to	placebo	taking	control	subjects	(Sano	 et	al.,	 1997).	 	 Epidemiologic	 studies	 support	 vitamin	 C,	 further	 to	 vitamin	 E,	 in	delaying	the	onset	of	AD	(Esposito	et	al.,	2002;	Engelhart	et	al.,	2002).	Thus,	 current	 clinically	 accepted	 pharmacological	 treatment	 for	 AD	 is	acetylcholinesterase	 inhibitors	 with	 memantine	 and	 vitamin	 E	 (Tariot	 et	 al.,	 2004).		Further	 pharmacological	 intervention	 can	 be	 used	 to	 treat	 other	 side	 effects	 and	additional	symptoms	of	the	disease.		For	instance,	prevalent	aggression	and	psychosis	in	later	stages	of	AD	can	be	effectively	controlled	by	wide	ranging	medications,	along	with	depression,	which	 is	 also	 common	with	AD	 (Blennow,	de	Leon	 and	Zetterberg,	 2006).		Pharmaceuticals	 with	 minor	 side	 effects,	 such	 as	 atypical	 antipsychotic	 drugs,	 are	clinically	 preferred	 but	 few	 psychopharmacological	 agents	 have	 been	 clinically	approved	for	use	in	AD	(Cummings,	2004).			
		 	 Chapter	2:	Literature	Review		 22	
2.1.5-C Supportive	therapies	Early	supportive	therapies	focus	on	the	retained	general	health	of	the	patient,	including	careful	management	 of	 other	medical	 issues	 such	 as	 diabetes	 or	 high	 blood	 pressure,	provision	of	household	and	personal	aids,	increased	dental	health	and	personal	hygiene.		Mental	and	physical	fitness	should	also	be	supported	(Magenheim,	1998).		While	aiding	the	 physical	 wellbeing	 of	 the	 patient,	 this	 allows	 for	 better	 blood	 flow	 to	 the	 brain,	improved	mood	and	cognitive	 function,	 less	 cell	death	and	aids	neurogenesis	 (Wollen,	2010).	In	 later	 stages	 of	 the	 disease,	 behavioural	 support	 is	 more	 prominent.	 	 More	 basic	requirements	of	living,	including	nutrition,	hydration,	and	personal	cleanliness	will	also	become	 more	 important.	 	 Key	 decisions	 on	 intervention	 to	 support	 life,	 through,	 for	example,	 a	hydration	drip,	must	be	 taken	with	 care	and	 respect	both	 the	needs	of	 the	patient	and	the	advice	of	clinical	staff	(Cummings,	2004).	
2.1.6 Early	Diagnosis	Poor	 detection	 of	 all	 dementias	 is	 a	 significant	 barrier	 to	 any	 effective	 intervention	(Prince,	Bryce	and	Ferri,	2011).	 	Typically,	4	years	elapse	between	symptom	onset	and	diagnosis	 (Brodaty	 et	 al.,	 1993)	 with	 the	 majority	 of	 current	 diagnosis	 in	 the	 latter	stages	 of	 the	 disease,	 as	 shown	 by	 T4	 in	 Figure	 2.3.	 	 Often,	 memory	 complaints	 are	ignored	in	their	early	stages	by	both	communities	and	primary	care	physicians	(Leifer,	2003).	Early	 detection	 and	 therapeutic	 intervention	 allows	 for	 sufferers	 to	 plan	 ahead	while	still	 able	 to	 do	 so.	 	 Identified	 outcomes	 include	 slowed	 cognitive	 and	 behavioural	decline,	improved	maintenance	of	functional	and	social	skills,	and	enhanced	retention	of	personal	dignity	and	rights.		Early	diagnosis	has	been	identified	to	aid	carers	as	well	as	the	patient,	providing	reduced	strain,	a	better	quality	of	 life	and	reduced	psychological	impact	on	carers	(Prince,	Bryce	and	Ferri,	2011).	Although	the	body	of	specific	research	is	small,	there	is	much	anecdotal	and	modelling	
																																								 																					
4	This	 figure	 was	 published	 as	 figure	 1,	 World	 Alzheimer	 Report	 2011:	 The	 benefits	 of	 early	diagnosis	and	intervention,	Prince,	Bryce	and	Ferri,	Permission	for	reproduction	granted	by	the	copyright	holder,	Alzheimer’s	Disease	International	
	
Figure	2.3	Timeline	of	AD	symptom	progression	and	the	possible	diagnosis	stages	currently	and	in	
future	(Prince,	Bryce	and	Ferri,	2011)4	
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based	 support	 that	 the	 financial	 burden	 of	 earlier	 identification	 and	 support	 of	 AD	patients	 will	 be	 more	 than	 offset	 by	 savings	 later	 in	 the	 disease	 progression	 due	 to	benefits	affecting	both	the	patient	and	carers,	family,	friends	and	medical	and	supported	care	 requirements,	 with	 delayed	 institutionalisation	 alone	 suggested	 to	 save	 $10,000	per	person	over	the	disease	course	(Prince,	Bryce	and	Ferri,	2011).	
2.2 The	Electroencephalogram	The	recording	of	an	EEG	involves	the	recording	of	the	electric	signals	from	the	brain	of	a	subject.		The	structure	and	composition	of	the	brain,	the	raising	of	these	electromagnetic	signals	and	the	systems	and	environment	needed	to	ensure	a	successful	EEG	recording	is	detailed	in	this	section.	
2.2.1 Generation	of	the	Electromagnetic	Field	The	 biological	 complexity	 of	 transporting	 information	 through	 the	 body	 to	 allow	 the	body	 to	 respond	 is	 significantly	 complicated	 (Tononi,	 Edelman	 and	 Sporns,	 1998).		Furthermore,	signals	from	a	range	of	stimuli	often	are	found	in	differing	regions	of	the	brain.	 	Understanding	the	signals	being	recorded	during	an	EEG	significantly	 improves	the	understanding	of	the	EEG	in	question.	
2.2.1-A Brain	regions	and	structure	The	 brain	 is	 part	 of	 the	 central	 nervous	 system	 (CNS)	 together	 with	 the	 spinal	 cord.		Nerves	outside	of	this	system	are	part	of	the	peripheral	nervous	system	(PNS)	(Ashwell,	Tancred	and	Paxinos,	2000).		Within	the	brain	there	are	a	number	of	sub	divisions	and	structures,	as	shown	in	Figure	2.4.	
	
Figure	2.4	A	lateral	and	medial	view	of	the	regions	of	the	human	brain	(Sanei	and	Chambers,	2007)5	A	further	sub-division,	that	of	the	autonomous	nervous	system	(ANS),	which	involves	all	automated	elements	of	the	organs	and	skin,	is	held	in	part	in	the	CNS	but	mainly	in	the																																									 																					
5	This	 figure	 was	 published	 as	 figure	 1.6,	 EEG	 Signal	 Processing,	 Sanei	 and	 Chambers,	 2007.		Permission	for	reproduction	granted	by	the	copyright	holder,	John	Wiley	and	Sons	
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PNS	 (Ashwell,	 Tancred	 and	 Paxinos,	 2000).	 	 Within	 the	 CNS	 are	 three	 cell	 types,	neurones,	 shown	 in	 Figure	 2.5,	 glia,	 and	 vasculature,	 such	 as	 blood	 vessels,	 which	support	the	workings	of	the	brain	matter	(Ashwell,	Tancred	and	Paxinos,	2000).			A	neurone	consists	of	dendrites,	which	receive	electrical	impulses	from	other	neurones,	a	 central	 soma,	 containing	 most	 of	 the	 structures	 of	 the	 cell,	 and	 long	 axons,	 which	transport	 the	 electrical	 impulses	 through	 the	 brain.	 	 At	 the	 end	 of	 the	 axon	 are	telodendria,	 branches	of	 the	 axon,	with	 synaptic	 boutons,	 rounded	 structures,	 at	 their	tips.	 	 It	 is	 from	here	 that	 information	 is	 passed	 to	 the	 next	 neurone	 through	 a	 bridge	between	the	telodendria	and	a	dendrite	called	a	synaptic	cleft.		Within	the	soma	is	held	the	cell	nucleus,	containing	all	 the	genetic	 information	required	for	the	cell	 to	function	and	 the	 nucleolus,	mitochondria	 for	 energy	 production,	 rough	 endoplasmic	 reticulum	
																																								 																					
6	This	 figure	 was	 published	 as	 figure	 15.2,	 Gray’s	 Anatomy:	 The	 anatomical	 basis	 of	 clinical	practice,	40th	ed.,	Standrig	(editor),	2008.		Permission	for	reproduction	granted	by	the	copyright	holder,	Elsevier	
	
Figure	2.5	The	structural	components	of	a	neurone	(Standring,	2008)6	
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for	 protein	 production,	 and	 the	 golgi	 apparatus	 for	 packaging	 of	 proteins	 and	 other	items	 prior	 to	 transport	 throughout	 the	 cell.	 	 These	 structures	 are	 surrounded	 by	cytoplasm	 and	 finally	 a	 cell	membrane.	 	 In	 the	 PNS,	 a	 fatty	 substance	 called	 a	myelin	sheath	further	surround	the	axon	of	a	nerve.	 	This	acts	as	an	electromagnetic	insulator	for	electrical	signals	travelling	through	the	axon,	speeding	up	the	passage	of	the	signal	(Ashwell,	Tancred	and	Paxinos,	2000).			Key	 to	 maintaining	 the	 optimal	 conditions	 needed	 in	 the	 cerebellular	 tissues	 for	 the	nerves	 to	 operate,	 glial	 cells	 outnumber	 neurones	 by	 10-50	 times.	 	 Types	 include	microglia	 and	 three	 types	 of	 macroglia;	 oligodendrocytes,	 whose	 myelin	 sheaths	increase	 the	 speed	of	 electrical	 impulses	 in	neurones,	 astrocytes	 and	ependymal	 cells.		Glial	cells	called	Schwann	cells	are	also	found	in	the	PNS	(Standring,	2008).			Within	 the	 brain	 are	 also	 found	 choroid	 plexuses,	 thin	membrane	 sheets	 that	 secrete	CSF.		The	membrane	acts	as	a	selective	barrier	between	the	blood	and	the	brain	tissues,	allowing	the	ingredients,	products	and	waste	of	the	large	metabolic	process	needed	by	the	brain	 to	occur	while	ensuring	any	harmful	pathology	 is	barred	 from	accessing	 the	neural	 tissues	 of	 the	brain	 (Standring,	 2008).	 	 The	main	part	 of	 the	 cerebral	 cortex	 is	made	up	of	6	layers	of	cells.		On	the	outermost	layer,	also	known	as	the	molecular	layer,	the	number	of	neurones	is	small.	 	Small	neurones	are	present	in	the	second	layer,	also	called	the	external	granular	layer.		The	third,	or	external	pyramidal,	layer	contains	many	pyramidal	 neurones.	 The	 fourth,	 internal	 granular,	 layer	 contain	 satellite	 neurones	which	 connect	 between	 lower	 layers	 of	 neurones	 and	 the	 thalamus	 area	 of	 the	 brain.		The	 largest	pyramidal	neurones	 are	held	 in	 the	 fifth	 layer,	 also	known	as	 the	 internal	pyramidal	layer.		Along	with	a	small	number	of	satellite	cells	these	neurones	connect	the	outer	 layer	 of	 the	 brain	 to	 the	 central	 areas	 of	 the	 nervous	 system,	 including	 the	thalamus	and	the	brain	stem	and	spinal	cord.	 	The	sixth	and	 final	 layer,	 the	multiform	layer,	 contains	 neurones	 connecting	 the	 cerebral	 tissues	 to	 other	 brain	 and	 nervous	areas	(Ashwell,	Tancred	and	Paxinos,	2000).				Within	 the	 adult	 human	 brain	 there	 are	 thought	 to	 be	 around	 1011	 neurones	 in	 the	cortical	 area,	 folded	 into	 ridges,	 called	 gyri,	 and	 groves,	 known	 as	 sulci.	 	 As	 shown	 in	Figure	2.4,	the	brain	is	sub-divided	into	two	hemispheres,	the	left	and	the	right,	with	the	right	hemisphere	controlling	the	left	side	of	the	body	and	the	left	hemisphere	controlling	the	right	side	of	the	body	(Ashwell,	Tancred	and	Paxinos,	2000).		These	are	connected	by	the	median	vermis	in	the	lower	mid	brain.		From	here,	connection	of	the	brain	to	the	rest	of	the	nervous	network	is	accessed	through	the	rest	brain	stem,	including	the	pons	and	the	medulla	oblongata	(Standring,	2008).			Within	 the	 frontal	 cortex	 are	 areas	 that	 specify	 in	 motor	 inputs.	 	 This	 includes	 the	premotor,	 primary	 and	 supplementary	motor	 cortexes.	 	 The	 concordant	movement	 of	the	 eyes	 is	 also	 focused	 in	 this	 area	 of	 the	 brain.	 	 The	 prefrontal	 areas	 specialise	 in	socially	acceptable	behaviours,	including	language	generation	motor	programmes	in	the	dominant	of	the	two	hemispheres	and	a	small	taste	focused	area	(Ashwell,	Tancred	and	Paxinos,	2000).			The	 parietal	 lobe	 is	 located	 towards	 the	 centre	 of	 the	 brain	 and	 is	 focused	 on	 the	association	 of	 objects	 including	 faces	 and	 reconstruction	 and	 recognition	 in	 three	dimensions.		Primary	sensory	functions	of	the	brain	are	collected	towards	the	rear	of	the	parietal	 lobe	 and	 the	 dominant	 hemisphere	 includes	 an	 area	 that	 aids	 in	 language	comprehension	(Ashwell,	Tancred	and	Paxinos,	2000).			
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The	temporal	areas	are	 found	 further	 to	 the	side	of	 the	parietal	area	close	 to	 the	ears.		The	upper	temporal	space	is	concerned	with	auditory	processing	and	information	while	the	lower	temporal	area	is	involved	in	olfactory	information.		Towards	the	centre	of	the	brain,	the	limbic	control	of	the	body	is	focused	(Ashwell,	Tancred	and	Paxinos,	2000).	The	 occipital	 lobe,	 found	 below	 the	 rest	 of	 the	 cortical	 areas	 at	 the	 back	 of	 the	 brain,	contains	the	primary	connections	of	the	visual	and	visual	association	areas.	 	These	are	further	 separated	 into	 processing	 based	 on	 colour,	 movement	 and	 shape	 (Ashwell,	Tancred	and	Paxinos,	2000).	
2.2.1-B The	raising	of	an	action	potential		Within	 a	 cell’s	 cytoplasm	 a	 number	 of	 ions	 reside	 in	 a	 different	 concentration	 to	 the	surrounding	fluid.		In	neurones	this	“resting	potential”	is	-80mV,	i.e.	the	electromagnetic	potential	 is	 80mV	 lower	 in	 the	 cell.	 	 The	 specific	 opening	 and	 closing	 of	 ion-specific	transmembrane	channels	upon	reaction	 to	a	change,	either	by	voltage	or	 the	direct	or	indirect	binding	of	a	neurotransmitter,	allows	for	ion	transportation	into	and	out	of	the	cell.		Sodium,	or	occasionally	calcium,	entry	depolarises	the	cell,	while	hyperpolarisation	occurs	when	chloride	ions	enter	the	cell	or	potassium	leaves	the	cell.		Voltage	activated	channels	 are	 mainly	 found	 in	 the	 axons	 of	 neurones.	 	 Dendrites	 have	 a	 higher	concentration	of	neurotransmitter-activated	channels	(Standring,	2008).	With	stimuli,	the	ion	channels	in	nerves	are	constantly	altering	and	the	potential	of	the	cell’s	 cytoplasm	 is	 constantly	 changing.	 	 The	 influence	 of	 any	 ion	 channel	 on	 the	potential	of	the	cell	decreases	the	further	away	from	that	ion	channel	it	is.		This	leads	to	signal	 summation	 and	 suppression.	 	 If	 a	 particular	 potential	 threshold	 of	 +40mV	 is	reached	at	the	axon	hillock,	the	area	of	intersection	of	the	axon	and	the	dendrite	where	the	number	of	voltage	controlled	channels	 is	at	 its	greatest,	 then	an	action	potential	 is	raised.		Propagation	of	the	action	potential	is	then	independent	of	the	trigger.		This	leads	every	action	potential	to	be	the	same	irrespective	of	the	cause	of	the	trigger	(Standring,	2008).	At	 the	 point	 of	 the	 action	 potential	 a	 rapid	 and	 large	 influx	 of	 sodium	 ions	 raises	 the	polarity	of	the	local	cytoplasm.		Potassium	ions	are	locally	rapidly	transported	from	the	inside	the	cell.		This	initial	stage	takes	0.5ms	to	occur.		Further	balancing	of	ions	occurs	for	another	5ms	until	the	original	resting	potential	is	reached.	 	This	is	shown	in	Figure	2.6.	 	 This	 depolarisation	 in	 one	 location	 of	 the	 cell	membrane	 and	 cytoplasm	 triggers	depolarisation	in	the	next	part	of	the	membrane,	causing	ion	channels	to	allow	influx	of	sodium	ions	into	the	local	cytoplasm	further	along	the	neurone.		This	causes	the	action	potential	 to	 travel	 along	 the	 neurone	 at	 a	 constant	 rate	 of	 4	 to	 120	m/s.	 	Where	 the	neurone	 is	 myelinated,	 the	 neurone	 is	 electrically	 isolated.	 	 This	 myelination	 covers	sections	 of	 the	 length	 of	 the	 neurone,	 leaving	 small	 covered	 gaps	 between	 these	insulated	sections	called	nodes	of	Ranvier.		This	electrical	isolation	allows	the	changing	potential	 in	 the	cell	cytoplasm	to	 travel	quicker	 through	the	neurone	through	the	high	resistance	and	low	capacitance	of	the	myelin	sheath	propagating	the	changes	from	node	to	adjacent	node	(Standring,	2008).	
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When	 an	 action	 potential	 reaches	 the	 presynaptic	 bouton,	 voltage	 sensitive	 calcium	channels	 open	 in	 the	 surrounding	 membrane	 allowing	 calcium	 ions	 to	 flood	 into	 the	synaptic	 bouton.	 	 This	 then	 releases	 neurotransmitter	 vesicles	 within	 the	 neurone.		These	 vesicles	 bind	 to	 the	 cell	 membrane,	 releasing	 their	 neurotransmitter	 into	 the	synaptic	 cleft.	 	 Common	 neurotransmitters	 include	 acetylcholine,	 noradrenaline,	adrenaline,	dopamine	and	histamine	(Standring,	2008).			Synapses	 have	 a	 unidirectional	 organisation	 that	 differs	 between	 the	 axons	 and	 the	dendrites	 of	 the	 nerves.	 	 Thus	 when	 a	 signal	 travels	 to	 a	 synaptic	 bouton	 and	 the	neurotransmitter	 is	 released,	 some	 receiving	 synaptic	 clefts	 will	 be	 excited	 by	 the	neurotransmitter,	 while	 others	 will	 be	 inhibited	 by	 the	 neurotransmitter,	 ensuring	 a	standard	signal	pathway	is	followed.		Once	the	vesicle	has	released	its	contents	into	the	synaptic	 cleft,	 the	 membrane	 of	 the	 vesicle	 is	 reabsorbed	 into	 the	 neurone	 through	endocytosis	in	a	process	that	takes	around	30	seconds	to	complete,	significantly	longer	than	the	milliseconds	taken	for	a	neurotransmitter	to	be	released.	 	Furthermore,	along	the	neurone	 itself	 the	mechanism	of	 restoring	 the	 local	 cytoplasm	 to	 resting	potential	ensures	that	a	recently	activated	area	cannot	be	reactivated.		This	period,	where	another	action	potential	cannot	be	carried,	is	called	the	refractory	period	an	also	ensures	signals	only	travel	in	one	direction	along	the	neurone	(Standring,	2008).	
																																								 																					
7	This	 figure	 was	 published	 as	 figure	 1.3,	 EEG	 Signal	 Processing,	 Sanei	 and	 Chambers,	 2007.		Permission	for	reproduction	granted	by	the	copyright	holder,	John	Wiley	and	Sons	
	
Figure	2.6	Action	potential	(Sanei	and	Chambers,	2007)7		
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Depending	 on	 the	 signals	 required	 there	 are	 a	 number	 of	 possible	 arrangements	 of	electrodes.	 	For	an	EEG	one	of	the	most	commonly	used,	and	that	used	in	this	study,	is	the	10-20	placement	system,	shown	in	Figure	2.7.	
2.2.1-C Recording	of	the	Electroencephalogram	The	first	electrical	recordings	of	the	brain	of	a	rabbit	and	a	monkey	occurred	in	England	in	 1875,	 conducted	 by	 the	 scientist	 Richard	 Caton.	 	 It	 is	 from	 here	 that	 the	 term	electroencephalogram,	 indicating	 the	 electrical	 imaging	 of	 the	 brain,	 was	 coined	 and	used.	 	 However,	 the	 first	 EEG	 recording	 similar	 to	 those	 conducted	 today	 was	 not	recorded	until	1929	by	Hans	Berger,	 a	key	developer	of	 the	EEG	method	 for	 scientific	advancement	 of	 human	 and	 physiological	 scientific	 causes	 and	 effects.	 	 Multichannel	recordings	of	the	human	brain	were	collected	from	the	1930s.			EEG	 systems	 consist	 of	 a	 number	 of	 electrodes,	 each	 one	 connected	 to	 a	 differential	amplifier.	 	 These	 are	 then	 attached	 to	 filters	 and	 some	 recording	 device.	 	 When	integrating	 with	 digital	 systems,	 multichannel	 analogue-to-digital	 (A-to-D)	 converters	are	utilised.		As	the	effective	bandwidth	of	an	EEG	is	approximately	100Hz,	the	minimum	frequency	 of	 200samples/s	 is	 required	 to	 satisfy	 the	 Nyquist	 stability	 criterion	 for	 a	given	 signal,	 thus	 consistently	 being	 a	 true	 representation	 fo	 the	 actual	 signal	 being	investigated.	 	 Good	 placement	 of	 high	 quality,	 relevant	 electrodes	 along	 with	 subject	management	 is	 the	 key	 to	 ensuring	 an	 accurate	 and	 reliable	 EEG	 recording.	 	 Surface	electrodes	 come	 in	 a	 number	 of	 forms,	 single	 and	multiple	 use,	 on	 caps	 and	bands	 or	individual,	with	gel	or	 saline.	 	Needle	electrodes	 for	 invasive	 signal	 recording	are	also	available	but	are	rarely	used	except	for	in	certain	circumstances.			The	 10-20	 system	 is	 recommended	 by	 the	 International	 Federation	 of	 Societies	 for	Electroencephalography	 and	Clinical	Neurophysiology.	 	 This	 placement	 can	be	 further	expanded	 or	 contracted	 to	 employ	 more	 or	 less	 than	 21	 electrodes.	 	 Reference	electrodes	 are	 required	 when	 taking	 an	 EEG	 for	 a	 baseline	 reading.	 	 This	 is	 often	provided	 by	 electrodes	 placed	 on	 earlobesor	 on	 entitled	 the	 chin	 of	 the	 subject.	 	 EEG	signals	before	amplification	and	filtering	are	of	the	order	of	μV	and	contain	frequencies	of	up	to	300Hz.	 	While	amplification	must	occur	before	A-to-D	conversion,	filtering	can	occur	before	or	after	the	conversion.		Often	filters	reject	frequencies	outside	the	range	of	0.5-50Hz.	 	 This	 removes	 very	 low	 frequency	 noise,	 such	 as	 breathing	 and	 the	 power	supply	contamination	while	not	altering	the	recording	in	the	area	containing	key	clinical	information.	Issues	 specific	 to	 the	 collection	 of	 EEG	 signals	 include	 the	 following.	 	 The	 body	 uses	electrical	impulses	to	control	other	actions	such	as	muscle	movements.		Electrodes	close	to	the	eyes	often	pick	up	ocular	artefacts,	as	well	as	cardiovascular	artefacts.		Especially	where	 surface	 electrodes	 are	used,	 electrical	 signals	 have	 travelled	 through	dissimilar	brain	 tissues	 to	 reach	 the	 point	 of	 signal	 detection.	 	 Differing	 thicknesses	 and	compositions	 of	 tissues	 throughout	 the	 human	 brain	 along	 with	 differing	 paths	 from	signal	source	to	electrode	often	alters	the	signals	recorded,	and	often	ensures	the	exact	point	of	signal	origin	 is	uncertain.	 	Finally,	 the	system	set-up,	not	only	from	the	power	supply	 but	 also	 from	 the	 many	 electrode	 wires	 in	 close	 proximity	 before	 the	amplification	can	cause	multiple	noise	and	interference	issues.	
2.2.2 Comparison	to	Other	Signal	Recording	Methods	It	must	be	noted	that	the	EEG	is	not	the	only	method	of	signal	or	image	collection	that	has	shown	changes	in	the	brain	of	AD	patients	in	research	settings.		However,	a	number	
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of	clinical	features	intrinsic	to	other	methods	or	social	and	financial	factors	combine	to	elevate	the	possible	usefulness	of	EEG	analysis	in	a	clinical	setting.	The	first	factor	is	the	ease	at	which	an	EEG	can	be	taken	due	to	the	non-invasiveness	of	the	method.	 	An	EEG	is	predominantly	taken	without	any	need	for	surgical	procedures	and	does	not	expose	the	patient	or	surrounding	area	to	X-rays,	radioactive	sources,	or	strong	magnetic	fields.		Furthermore,	due	to	the	small	size	of	the	equipment	needed	and	its	robustness	to	its	surroundings	it	can	be	moved	around	the	community.	The	second	factor	is	the	time	resolution	of	an	EEG,	which	is	able	to	take	many	snapshots	of	the	brain’s	electrical	system	within	a	second.	 	For	analysis	of	brain	signals,	this	high	time	resolution	is	a	key	factor	in	the	choice	of	signal	for	analysis.		An	example	where	this	would	cause	significant	issues	is	MRI	which,	while	able	to	identify	cortical	atrophy	in	AD	patients	(Jagust,	2006),	as	shown	in	Figure	2.8,	would	be	unsuitable	for	anything	other	than	a	longitudinal	timescale	to	allow	for	image	comparison.	A	 third	 factor	 is	 that	 of	 the	 cost,	 both	 of	 the	 equipment	 to	 be	 used	 and	 of	 a	 single	application	 to	a	patient.	 	A	specialist	 room	and	clinical	 training	 for	users	must	also	be	considered.	Thus	the	availability	of	many	pieces	of	equipment,	such	as	SPECT,	PET,	CT	and	MRI,	 is	 limited.	 	Furthermore,	the	cost	of	use	is	high	both	financially	for	the	use	of	the	 equipment	 but	 also	 emotionally	 for	 the	 patient	 due	 to	 the	 issues	 in	 reaching	 and	being	subjected	to	the	procedure.	 	With	an	EEG	machine,	the	cost	is	significantly	lower	and	 the	 equipment	 is	 also	 portable.	 	 The	 training	 needs	 for	 staff	 to	 record	 an	 EEG	 is	significantly	 lower	 and	 the	 equipment	 is	 also	 portable.	 	 These	 training	 needs	 are	significantly	 lower	 than	 for	 other	 modern	 imaging	 techniques,	 similar	 to	 that	 of	 an	
																																								 																					
8	This	 figure	 was	 published	 as	 figure	 1.8,	 EEG	 Signal	 Processing,	 Sanei	 and	 Chambers,	 2007.		Permission	for	reproduction	granted	by	the	copyright	holder,	John	Wiley	and	Sons	
	
	
	
	
	
	
	
	
	
	
	
	
Figure	2.7	The	10-20	electrode	placement	system	(Sanei	and	Chambers,	2007)8		
		 	 Chapter	2:	Literature	Review		 30	
electrocardiogram,	 for	 instance.	 	 Thus	 the	 ability	 to	 get	many,	 clinically	 accurate,	 EEG	measurements	of	community	members	is	increased.	There	is	only	one	other	technique	that	records	the	behaviour	of	pyramidal	neurones	in	the	cortex	of	the	brain.		This	is	MEG,	which	records	signals	caused	by	changing	magnetic	fields	 caused	 by	 the	 electrical	movement	 along	 neurones.	 	 Unlike	 the	 EEG,	which	 can	record	 all	 changes	 in	 electrical	 fields	 in	 the	 brain,	 the	 MEG	 can	 only	 record	 changes	occurring	parallel	 to	 the	scalp	(Hari,	2005).	 	This	 is	another	non-invasive	method,	 less	subjective	 to	 recording	 methods	 such	 as	 electrode	 placement	 than	 EEG,	 and	 to	 the	distortion	 of	 the	 signal	 due	 to	 the	 passage	 of	 the	 signal	 through	 tissues	 between	 the	neurones	 and	 the	 electrodes.	 	However	 the	 equipment	 is	 large	 and	must	 be	used	 in	 a	magnetically	shielded	room.		Thus	the	cost	of	an	MEG	is	high	with	low	portability	(Hari,	2005).			Lastly,	the	changes	due	to	AD	themselves	must	be	taken	into	account.		AD,	as	mentioned	previously	 in	 section	2.1,	 affects	 the	 communication	of	 nerves	within	 the	brain.	 	 Thus	some	 techniques	 that	measure	other	 changes	 in	 the	brain	will	 not	 contain	differences	that	may	be	due	to	AD.		An	EEG,	for	example,	is	likely	to	record	differences	caused	by	AD	as	EEG	records	the	activity	of	neurones	within	the	cortex,	which	will	have	been	affected	by	AD	as	it	is	a	cortical	dementia.			
2.3 Non-Linear	Signal	Processing	Non-linear	 signal	 processing	 is	 the	 analysis	 of	 a	 time	 series	 using	 techniques	 derived	from	non-linear	dynamical	mathematics	(Stam,	2005).			
																																								 																					
9	This	 figure	was	published	 as	 figure	 7,	 Alzheimer’s	Disease,	 Blennow	 et	al.,	 The	 Lancet,	 2006.		Permission	for	reproduction	granted	by	the	copyright	holder,	Elsevier	
	
Figure	2.8	Images	of	a	healthy	control	and	an	AD	patient	using	Pittsburgh	Compound	B	PET,	MRI	and	
FDG-PET	imaging	techniques	(Blennow,	de	Leon	and	Zetterberg,	2006)9	
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2.3.1 Historical	Background;	From	Chaos	to	Complexity	The	ability	to	perform	non-linear	analysis	on	EEG	signals	is	directly	as	a	consequence	of	the	 increasing	availability	and	sophistication	of	computational	machines,	 coupled	with	the	 progress	 in	 both	 physics	 and	mathematics	 in	 understanding	non-linear	 dynamical	systems.	 	 Huygens	 observed	 the	 synchronisation	 of	 clock	 pendulums	 in	 1665,	writing	the	 first	 scientific	 observation	 on	 chaos	 theory.	 	 However,	 chaos	 theory	was	 not	 first	mathematically	 described	 until	 work	 by	 Poincaré	 (1892-1899)	 who	 noted	 that	 the	interacting	 gravitational	 field	 of	 three	 interacting	 bodies	 could	 produce	 significantly	unpredictable	 behaviour,	 in	 paradox	 to	 the	 deterministic	 equations	 describing	 the	system	(Stam,	2005).			Further	significant	headway	in	non-linear	analysis	did	not	occur	until	the	1960s	(Stam,	2005).	 	 Computerised	 numerical	 integration	 allowed	 for	 previously	 unsolvable	mathematical	equations	to	be	analysed.		This	in	turn	lead	Lorenz	to	rediscover	the	work	of	 Poincaré	while	 analysing	 the	 atmosphere	 using	 numerical	 integration,	 creating	 and	publishing	the	Lorenz	attractor,	as	shown	in	Figure	2.9	(Lorenz,	1963).	 	Lastly,	 further	advances	 by	 Packard	 et	 al.	 (1980),	 who	 enabled	 the	 diagrammatic	 representation	 of	time	 series	 in	 three	dimensional	 space	or	as	 “attractors”,	Takens,	who	mathematically	proved	 the	 authenticity	 of	 these	 reconstructed	 attractors	 to	 the	 true	 attractor	 of	 a	system	 (Takens,	 1981),	 and	 Grassberger	 and	 Procaccia	 (1983b),	 who	 identified	 the	algorithm	for	analysing	the	correlation	dimension	(D2)	of	any	attractor,	allowed	for	any	system	to	be	analysed	using	chaos	theory.	The	first	application	to	non-linear	analysis	of	a	mammalian	EEG	was	published	by	Rapp	
et	 al.	 (1985)	 and	 by	 Babloyantz,	 Salazar	 and	 Nicolis	 (1985).	 	 These	 concerned	 chaos	analysis	 of	 spontaneous	motor	 cortex	 signals	 from	 a	monkey	 and	D2	 analysis	 of	 EEGs	collected	from	sleeping	human	subjects	respectively.		Further	initial	non-linear	analysis	of	 EEGs	 centred	 itself	 on	 the	 pursuit	 of	 low-dimensional	 chaotic	 dynamics.	 	With	 the	introduction	 of	 surrogate	 data	 testing,	 however,	 many	 initial	 findings	 using	 chaos	
																																								 																					
10	This	figure	was	published	as	figure	1,	Nonlinear	dynamical	analysis	of	EEG	and	MEG:	Review	of	an	emerging	field,	Stam,	Clinical	Neurophysiology,	2005.		Permission	for	reproduction	granted	by	the	copyright	holder,	Elsevier	
	
Figure	2.9	An	example	of	a	2D	Lorenz	attractor	(Stam,	2005)10	
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methods	were	subsequently	rejected.		This	was	due	to	results	being	miss-interpreted	to	suggest	 that	 the	 brain	 is	 overly	 chaotic	 in	 nature	 and	 due	 to	 similar	 results	 being	identified	with	surrogate	analysis	as	with	the	biological	signals	(Theiler	and	Rapp,	1996;	Pritchard,	Duke	and	Krieble,	1995).	From	 this	 false	 start,	 two	 schools	 of	 non-linear	 EEG	 signal	 analysis	 have	 formed	 in	biological	 signal	 analysis.	 	 The	 first	 still	 utilises	 chaos	 theory	 in	 the	 analysis	 of	 EEGs.		However,	 this	 is	 only	 for	 detection,	 characterisation,	 and	 modelling	 of	 non-linear	dynamics,	unlike	the	initial	focus	of	strict	deterministic	chaotic	research.		These	results	are	 not	 used	 to	 support	 or	 suggest	 the	 description	 of	 the	 underlying	 structure	 of	 the	brain.		The	second	is	the	development	of	novel	non-linear	analysis	methods	more	suited	to	the	analysis	of	EEG	signals.		It	is	this	second	research	area	which	has	continued	non-linear	signal	analysis,	creating	tools	suitable	for	all	signal	types,	be	them	short	or	 long,	noisy	 or	 clear,	 stationary	 or	 non-stationary,	 and	many	 other	 underlying	mathematical	considerations	(Stam,	2005).		This	wide	reaching	mathematical	foundation	has	allowed	non-linear	 analysis	 to	 be	useful	 in	many	 studies,	 including	but	 not	 limited	 to	weather	and	 environmental	 data,	 financial	 markets,	 communications	 signal	 analysis,	 and	 the	analysis	of	biological	signals	and	patterns.	
2.3.2 Current	Trends	in	Non-Linear	Signal	Processing	Most	of	the	current	trends	in	non-linear	signal	processing	have	been	made	possible	by	the	 increase	 in	 computational	 power	 over	 the	 last	 decade	 or	 so.	 	 Thus	 computations,	which	would	have	 taken	years	previously,	now	can	complete	 in	a	 few	months.	 	This	 is	entirely	 true	 of	 the	 special	 analysis	 of	 graph	 theory	 and	 artificial	 neural	 networks.		Within	graph	theory	for	EEG	analysis,	electrodes	are	assumed	to	be	point	sources	with	information	 passing	 from	 electrode	 to	 electrode	 within	 the	 brain	 through	 neurones.		This	can	be	diagrammed	with	the	electrodes	as	nodes	and	information	passage	as	lines	between	these	nodes.			Graph	 theory	 is	 the	 science	 behind	 analysing	 these	 diagrams	 to	 understand	 how	information	 is	 distributed	 given	 the	patterns	 of	 connecting	nodes.	 	 In	 the	 case	 of	 EEG	signal	nodes	are	 the	electrode	placements.	 	Connections	between	nodes	are	 identified,	often	 through	 traditional	 bivariate	 techniques,	 such	 as	 synchronisation	 likelihood	 (de	Haan	 et	 al.,	 2009).	 	 A	 review	 on	 functional	 network	 disruption	 in	 AD	 is	 contained	 in	work	 by	 Pievani	 et	 al.	 (2011),	 which	 suggests	 the	 loss	 of	 neural	 network	 in	 AD	 is	demonstrated	 by	 graph	 theory	 results	 showing	 increasing	 small	 world	 networks	 and	decreasing	travelling	networks	in	signals	from	AD	patients.			The	 idea	 of	 locating	EEG	 signals	 spatially	 has	 also	 been	 supported	by	use	 of	 LORETA,	low	resolution	electromagnetic	tomography,	along	with	EEG	signals	to	map	results	from	signal	processing	of	EEG	results	back	to	the	functional	space	in	the	brain.		LORETA	can	either	be	spatial	or	exact	 (sLORETA	or	eLORETA	respectively).	 	This	has	been	used	 to	aid	analysis	of	the	EEG	signal	from	AD	patients	in	comparison	to	MCI	patients	(Vecchio	
et	al.,	2014)	and	from	vascular	dementia	patients	(Wu	et	al.,	2014).	By	analysing	more	than	one	signal	in	comparison	to	another,	more	information	is	gained	than	 the	 sum	 of	 their	 parts.	 	 This	 has	 previously	 been	 seen	 in	 the	 use	 of	 bivariate	techniques	to	complement	multivariate	techniques.	 	However	multivariate	analysis	has	often	had	 to	 rely	on	averaging	of	 results	within	 regions	 to	aid	 computation	 time,	 thus	losing	 information.	 	 However,	 multivariate	 techniques	 are	 now	 possible	 with	 more	complex	methods	in	a	sustainable	time	frame.		In	direct	application	to	the	EEG	signals	of	AD	 patients	 have	 been	 multivariate	 multiscale	 Permutation	 Entropy	 (Morabito	 et	 al.,	2012)	multivariate	 Permutation	 Entropy,	 Sample	 Entropy	 and	 Lempel-Ziv	 Complexity	
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(Labate	et	al.,	 2013),	 and	 initial	description	of	 stochastic	 event	 synchrony	 (Dauwels	et	
al.,	2012).			Other	developments	involve	the	modification	and	partial	method	use	of	already	detailed	methods.	 	 This	 includes	 the	 significant	 frequency	 bands	 of	 spectral	 analysis	 being	further	analysed	with	 complexity	and	synchrony	measures	 (Gallego-Jutgla	et	al.,	 2012,	2015a,	 b),	 selection	 of	 optimum	 feature	 analysis	 systems	 through	 computational	algorithms	 (Kashefpoor,	 Rabbani	 and	 Barekatain,	 2016)	 and	 the	 five-step	 analysis	 of	Vialatte	et	al.	(2005).			
2.3.3 Application	to	Alzheimer’s	Disease	Electroencephalograms	There	 have	 been	 a	 great	 number	 of	 published	 studies	 that	 have	 applied	 signal-processing	methods	to	the	EEG	signals	of	AD	patients	and	MCI	patients	in	comparison	to	healthy	 controls.	 	There	have	been	 significantly	more	applying	 these	methods	 to	 their	MEGs	 or	 to	 the	 EEGs	 and	 MEGs	 of	 other	 mental	 states,	 ages,	 and	 medical	 situations.	Within	the	following	sections,	focus	is	placed	on	signal	analysis	of	the	EEG	signal	of	AD	and	MCI	patients	in	comparison	to	healthy	controls	taken	in	an	awake	but	resting	state	with	 closed	 eyes,	with	 greater	 emphasis	 placed	 on	 the	 non-linear	 analysis	 over	 linear	analysis	 of	 the	 signals.	 	 This	 is	 in	 response	 to	 the	 aims	 and	 objectives	 of	 this	 PhD,	 to	which	this	research	was	a	direct	influence	in	the	choice	of	methods	applied	to	this	EEG	database.	
2.3.3-A Introduction	to	key	literature	It	 is	 noted	by	Dauwels,	 Vialatte	 and	Cichocki	 (2010)	 that	 there	 are	 a	 great	 number	of	signal	 processing	methods	 applied	 to	 a	 great	 number	 of	 EEG	 AD	 and	MCI	 databases.		This	has	both	positive	and	negative	aspects.	 	While	the	great	amount	of	 information	 is	positive,	the	lack	of	continuity	of	databases,	methods	and	result	processing	ensures	that	the	true	potential	of	the	information	that	these	studies	could	collectively	give,	is	lost.		It	is	 also	 the	 case	 that	very	 few	of	 these	 studies	have	wide	 ranging	diagnostic	groups	as	participants,	 nor	 large	 numbers	 of	 total	 subjects	 enrolled.	 	 This	 further	 confuses	 the	correct	result	in	the	noise	of	possible	outliers.			Reuse	 of	methods	 increases	 the	 understanding	 of	 the	 true	 nature	 of	 the	 result	 of	 any	signal	 processing	 method.	 	 However,	 care	 too	 must	 be	 taken	 that	 the	 comparison	 is	identical	 not	 only	 in	 the	 case	 of	 the	 signal	 processing	method	 but	 also	 in	 EEG	 signal	collection,	pre-processing	and	statistical	analysis	of	the	results	as	these	too	will	have	an	impact	 on	 the	 findings.	 	 Reuse	 of	 signals	 also	 allows	 for	 the	 increasing	understanding	beyond	 the	 results	 of	 each	 individual	 analysis.	 	Where	databases	of	 signals	have	been	subjected	 to	 multiple	 tests,	 an	 attempt	 has	 been	 made	 to	 highlight	 this	 within	 this	literature	review.		In	the	specific	case	of	the	database	employed	in	this	thesis,	as	well	as	detailing	 the	 previously	 published	 studies	 in	 this	 literature	 review,	 a	 table	 of	 the	statistically	significant	results	can	be	found	in	Appendix	1.	Given	 the	 large	numbers	 of	 studies	 going	back	 to	 around	30	 years	prior,	 a	 number	of	attempts	 have	 been	 made	 to	 combine	 and	 review	 this	 literature	 as	 a	 whole.	 	 A	comprehensive	 review	 of	 the	 connectivity	 and	 complexity	 measures	 applied	 to	 all	biological	EEG	and	MEG	signals,	including	those	of	AD	patients,	is	contained	in	a	review	by	Stam	and	van	Straaten	(2012).		Contents	of	this	paper	include	the	methods	for	each	of	the	reviewed	signal	processing	types	as	well	as	the	key	original	research	papers.		Little	detail	is	given	to	the	actual	results	from	each	quoted	paper	though	all	results	supported	reduced	complexity	and	connectivity.		The	most	recent,	based	solely	on	EEG	AD	analysis	is	 by	 Bhat	 et	 al.	 (2015).	 This	 is	 a	 short	 review	 paper	 focusing	 both	 on	 the	 signal	processing	results	with	non-linear	methods	in	research	but	also	in	the	causes,	diagnosis	
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and	 treatment	 of	 AD.	 	 Thus	 it	 does	 not	 discuss	 the	 methods	 and	 outcomes	 of	 most	papers	in	any	depth.	The	three	key	review	papers	in	this	field	remain	those	of	Jeong	(2004),	Stam	(2005)	and	Dauwels,	Vialatte	and	Cichocki	(2010).		Jeong	(2004)	provides	a	review	of	the	results	of	EEG	AD	signal	processing	with	a	great	deal	of	discussion	and	result	 inclusion	 for	each	paper	detailed.	 	This	provides	a	 comprehensive	and	well	 thought	out	 review	as	 to	 the	findings	of	the	community	of	a	whole	at	that	point	 in	time	and	the	areas	that	required	further	research.		Studies	are	grouped	through	the	findings	of	studies,	under	headings	of	the	 slowing	 of	 EEG	 signals	 in	 AD	 patients,	 decreasing	 of	 complexity,	 and	 reduced	functional	connectivity.	 	Within	this	review	the	link	of	the	signal	processing	results	are	linked	 back	 to	 the	 pathophysiological	 changes	 due	 to	 AD	 (see	 section	 2.1)	 to	 suggest	possible	causes	for	the	research	findings.		A	year	later,	Stam	(2005)	wrote	a	review	from	a	non-linear	focus	on	EEG	and	MEG	signal	processing.		Detailed	historical	chaos	content	lays	the	foundation	for	the	modernisations	and	the	recommendations	towards	the	end	of	the	review	but	the	numbers	of	reviewed	original	research	papers	are	small.		However,	this	is	a	key	review	paper	for	the	non-linear	biomedical	signal	processing	analysis	field.		From	a	different	direction	again,	the	review	by	Dauwels,	Vialatte	and	Cichocki	(2010)	is	the	 first	 that	 tackles	 the	 idea	 of	 signal	 processing	 from	 the	 viewpoint	 of	 a	 signal	engineer,	 identifying	 the	 key	 impact	 of	 pre-processing	 of	 the	 signal	 prior	 to	 signal	processing	and	indeed	statistical	analysis.		Seeing	the	trend	of	research	to	come,	a	large	portion	 of	 the	 later	 parts	 of	 this	 review	 looks	 at	 the	 combination	 of	 EEG	 with	 other	signal	types.		While	a	large	number	of	original	research	papers	are	contained	within	this	review,	no	results	are	presented	or	discussed.			
2.3.3-B Pre-processing	of	the	EEG	signal	Most	 studies	 have	 used	 a	 filter	 for	 pre-processing	 designed	 to	 remove	 power	contaminates	 from	 the	equipment.	 	 Further,	 artefact	 rejection	 is	often	used	 in	 studies,	either	complete	removal	of	severely	contaminated	signals,	or	directed	artefact	removal	through	 adaptive	 filtering,	 regression	 analysis	 and	 blind	 source	 separation	 (BSS).	 	 It	must	 be	 noted,	 none	 of	 these	 methods,	 either	 alone	 or	 in	 combination,	 are	 able	 to	completely	 remove	 the	 noise	 from	 the	 EEG	 signal	 (Dauwels,	 Vialatte	 and	 Cichocki,	2010).	Adaptive	 filtering	 creates	 a	 filter	 based	 on	 the	 original	 EEG	 signal	 through	 creating	 a	model	and	rejecting	significant	deviations	of	the	true	signal	for	the	model.		The	success	of	 this	method	 is	 based	on	 the	 choice	 of	method	 for	 creating	 the	model	 signal,	with	 a	more	successful	model	being	closer	to	the	true	signal	within	the	noisy	EEG.		However	all	of	 the	 signal	 will	 be	 attenuated	 in	 some	 way	 (Dauwels,	 Vialatte	 and	 Cichocki,	 2010).		This	 method	 has	 been	 practiced	 with	 some	 success	 using	 Haar	 wavelets	 on	 ocular	artefacts	(Venkataramanan	and	Kalpakam,	2004).	By	directly	measuring	 the	artefacts	 individually,	 these	 signals	 can	be	 later	 removed	 in	component	form	from	the	EEG	signals	in	pre-processing.		However,	EEG	contamination	of	 these	 signals	will	 occur	 and	 regression	will,	 therefore,	 remove	 some	of	 the	 desired	EEG	 signal	 (Dauwels,	 Vialatte	 and	 Cichocki,	 2010).	 	 This	 method,	 called	 independent	component	 analysis	 (ICA)	 has	 shown	 success	 in	 removing	 artefacts,	 however	 (e.g.	(Melissant	et	al.,	2005;	Sole-Casals	et	al.,	2009)).	BSS	separates	an	EEG	signal	 into	component	parts.	 	Some	of	 these	components	will	be	noise	components	 that	can	be	removed	 from	the	original	EEG.	 	Given	 the	nature	of	an	EEG	signal	the	separation	through	BSS	is	well	suited.		Modern	BSS	methods	often	have	a	semi-automatic	 system	 for	 identifying	 the	 noise-based	 components	 (Dauwels,	 Vialatte	
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and	Cichocki,	2010).		It	has	been	used	with	success	within	the	signal	analysis	detailed	by	Vialatte	 et	al.	 (Vialatte	 et	al.,	 2005;	 Vialatte	 et	al.,	 2005)	 for	 example.	 	Multiway	 array	decomposition	 is	 a	 more	 modern	 method	 for	 the	 decomposition	 of	 an	 EEG	 into	 its	component	parts	over	BSS.		This	outperformed	BSS	in	one	test	with	EEG	signals	from	AD	patients	and	healthy	controls	(HC)	where	both	parallel	factor	analysis	and	non-negative	tensor	decomposition	reached	100%	accuracy	on	a	dataset	of	8	AD	(MMSE	20-25)	and	3	age	 matched	 HC	 (MMSE	 28-30)	 (Latchoumane	 et	 al.,	 2012).	 	 Other	 versions	 of	 BSS	techniques	that	have	been	applied	to	EEG	signals	from	AD	patients	include	the	empirical	mode	decomposition	to	increase	signal	stationarity	(Tsai	et	al.,	2012).	One	 research	 group	has	 suggested	 a	 new	approach	of	 principle	 dynamic	mode	 (PDM)	analysis.		This	creates	a	selection	of	descriptors	for	each	EEG,	not	unlike	the	component	analysis	in	BSS,	which	may	constitute	a	set	of	features	that	could	be	used	for	diagnosis.		17	AD	patients	(77.6±10.0	yrs)	and	24	controls	(69.4±11.5	yrs)	had	EEGs	recorded	using	the	 10-20	 electrode	 placement	 system.	 	 256Hz	 signals	 were	 down-sampled	 to	 128Hz	offline	 and	 band	 pass	 filtered	 at	 1-40Hz.	 	 60s	 epochs,	 selected	 due	 to	 minor	 artefact	presence,	were	 tested.	 	The	2nd	and	4th	PDM	were	 the	most	diagnostic	between	O2-F3	with	a	sensitivity	and	sensitivity	of	88.2%	and	95.8%	respectively	(Kang	et	al.,	2015).	
2.3.3-C Slowing	of	the	EEG	signals	of	AD	patients	The	EEG	signals	of	AD	are	often	analysed	in	frequency	bands.		These	studies	have	shown	a	 shift	 of	 frequency	 components	 of	 the	 EEG	 signals	 in	 AD	 towards	 lower	 frequency	waves,	 described	 as	 “slowing”	 of	 the	 EEG	 signal.	 	 Most	 of	 these	 studies	 are	 based	 on	power	 methods,	 for	 which	 a	 comprehensive	 review	 of	 the	 findings	 can	 be	 found	 in	review	 papers	 (e.g.	 (Jeong,	 2004;	 Dauwels,	 Vialatte	 and	 Cichocki,	 2010;	 Bhat	 et	 al.,	2015)).	 	 Other	methods	 in	 this	 area	 that	 have	 been	 applied	 to	 the	 EEG	 signals	 of	 AD	patients	 include	 the	 power	 variance	 function	 method,	 which	 found	 key	 differences	within	a	band	at	10-13Hz	(Ueda,	Musha	and	Yagi,	2009).		Another	technique	to	measure	the	frequency	components	of	the	EEG	signal	involves	the	use	 of	 wavelets.	 	 These	 are	 the	 component	 waves	 of	 any	 signal,	 in	 this	 case	 the	 EEG	signal,	 with	 an	 amplitude	 that	 starts	 and	 returns	 to	 zero.	 	 Recently	 they	 have	 shown	promise	when	used	to	inform	a	decision	tree	for	the	detection	of	EEGs	from	AD	patients	and	 control	 subjects	 (Kashefpoor,	 Rabbani	 and	 Barekatain,	 2016;	 Ghorbanian	 et	 al.,	2013;	 Ghorbanian	 et	 al.,	 2015;	 Kanda	 et	 al.,	 2014)	 and	 to	 create	 artificial	 neural	networks	(Petrosian	et	al.,	2001)	along	with	 individual	results	(Wan	et	al.,	2006).	 	 In	a	similar	technique,	elliptical	wavelets	have	been	recently	used	to	characterise	BSS	results	(Vialatte	et	al.,	2005;	Vialatte	et	al.,	2005;	Dauwels	et	al.,	2008).		Similarly,	the	envelope	of	signal	power	spectra	have	been	analysed	(e.g.	(Fraga	et	al.,	2013))	where	it	has	been	found	that	delta	modulation	of	 the	beta	 frequency	band	is	most	affected	by	changes	 in	AD,	reducing	with	increasing	disease	severity.	To	 the	 present	 day	 slowing	 of	 the	 EEG	 signals	 continues	 to	 be	 explored	 with	 a	 wide	range	of	new	EEG	AD	databases.		Alteration	in	graph	theory	results	can	also	be	tracked	to	 show	 similar	 changes	 in	 results	 (Stam	 and	 van	 Straaten,	 2012).	 	 However,	 a	 novel	application	of	these	findings	is	as	a	pre-processing	method	for	more	complicated	linear	and	 non-linear	 analysis	 of	 complexity	 and	 regularity	 of	 signals.	 	 This	 has	 found	most	success	 in	 the	recent	work	of	Gallego-Jutgla	and	colleagues	(2012,	2015a,	2015b)	who	have	 increased	 the	 statistically	 significant	 differences	 of	 one	 group	 of	 EEG	 signals	around	10,000	times	(Gallego-Jutgla	et	al.,	2012).	It	is	suggested	that	the	accuracy	of	specific	spectral	EEG	analysis	is	around	80%	(Hooijer	
et	al.,	1990;	Brenner,	Reynolds	and	Ulrich,	1988),	with	the	addition	of	decision	networks	
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able	to	increase	this	to	around	88%	(Kashefpoor,	Rabbani	and	Barekatain,	2016).	 	 It	 is	important	 to	note	 that	 the	 effects	 of	 slowing	 are	not	 specific	 to	AD	and	MCI.	 	Healthy	ageing	 also	 produces	 gradual	 slowing	 of	 the	 EEG	 signal,	 particularly	 in	 the	 temporal	regions.		Thus,	when	analysing	the	slowing	of	the	EEG	it	is	key	that	is	in	comparison	to	age-matched	healthy	controls.		The	cholinergic	deficit	hypothesis	for	AD	is	a	supportive	theory	for	the	slowing	of	the	EEG	signal	(Jeong,	2004),	as	detailed	previously	in	section	2.1.5.		
2.3.3-D Reduced	connectivity	in	the	EEG	signals	of	AD	patients	It	 is	 clear	 that	 the	 ability	 to	 transport	 information	 around	 the	 brain	 is	 of	 utmost	importance	to	allow	it	to	function	(see	section	2.2.1).	 	This	 level	of	connectivity	can	be	measured	 through	 comparison	 between	 signals	 with	 both	 linear	 and	 non-linear	methods.	Synchronisation	 occurs	 in	 all	 systems,	 both	 linear	 and	 non-linear.	 	 In	 a	 chaos	 theory	sense	synchronisation	(Boccaletti	et	al.,	2002):	“refers	 to	 a	 process,	 wherein	 two	 or	many	 systems,	 either	 equivalent	 or	non-equivalent,	 adjust	 a	 given	 property	 of	 their	 motion	 to	 a	 common	behaviour	due	to	a	coupling	or	to	a	forcing,	(both)	periodical	or	noisy”		The	most	 often	 applied	 linear	measures	 are	magnitude	 and	 phase	 coherences,	 which	have	 often	 found	 decreased	 coherences	 in	 AD	 and	 MCI	 patients	 in	 comparison	 to	controls,	 	(the	reader	is	referred	to	(Dauwels,	Vialatte	and	Cichocki,	2010)	for	a	review	of	 some	 of	 these	 studies)	 though	 statistically	 significant	 differences	 are	 not	 always	found,	 such	 as	 in	 the	 case	 of	 Dauwels	 et	 al.,	 (2010)	 with	 linear	 Pearson’s	 correlation	coefficient,	suggesting	that	changes	 in	neuronal	signals	 in	AD	are	not	always	 identified	by	 linear	 methods.	 	 Coherence	 has	 been	 used	 in	 conjunction	 with	 graph	 theory	 also,	achieving	a	leave-one-out	cross	validation	(LOO-CV)	accuracy	of	93.8%	between	AD	and	controls	 (McBride	 et	 al.,	 2013)	 as	 well	 as	 in	 multivariate	 studies	 (Jelles	 et	 al.,	 2008).		Linear	measures	of	Granger	causality	have	also	been	applied	to	these	EEG	signal	types.		The	 full	 frequency	 directed	 transfer	 function	 (ffDTF)	 was	 more	 reduced	 in	 the	 EEG	signals	of	patients	in	comparison	to	HC	in	comparison	to	the	directed	transfer	function	(Dauwels	 et	 al.,	 2010).	 	 A	 recently	 introduced	 new	 linear	 method,	 stochastic	 event	synchrony	 has	 also	 shown	 clear	 ability	 to	 distinguish	 between	 control	 and	 AD	 EEG	signals,	with	classification	combined	with	ffDTF,	MCI	and	AD	patients	were	“fairly	well”	separated	from	each	other	(Dauwels	et	al.,	2010).		A	further	recently	proposed	method,	the	 bispectral	 index,	 was	 applied	 to	 a	 16	 channel	 EEG,	 averaged	 to	 5	 regions.	 	 This	achieved	maximum	significance	of	p=0.0004	 in	both	 the	 two	 temporal	 regions,	 F7,	T3	and	T5,	and	F8,	T4	and	T6,	with	the	weighted	centre	while	 the	central	parietal	region,	C3,	C4,	P3	and	P4,	was	found	not	to	be	significant	(Wang	et	al.,	2015).	It	is	important	to	note	that	synchrony	measures	in	general	assume	a	stationary	dataset,	which	is	not	the	case	with	EEG	signals,	especially	in	long	epochs.		The	method	of	wavelet	coherence,	however,	does	not	assume	stationary	signals	to	which	it	is	applied.		With	the	application	of	the	Morlet	wavelet	function,	20	AD	patients	and	7	HC	were	analysed	with	wavelet	coherence.		Statistically	significant	decreases	in	coherence	for	AD	patients	in	the	the	0-4Hz,	 4-8Hz	 and	8-12Hz	bands	were	 seen	with	 a	 significance	of	p<0.01	 (Sankari,	Adeli	and	Adeli,	2012).	Phase	synchronisation	is	not	dependant	on	signal	amplitudes	and	thus	is	more	suited	to	analysis	of	noisy	signals	and	has	a	high	time	resolution.		It	also	takes	into	account	both	the	linear	and	the	non-linear	aspects	of	a	signal.		Often	the	Hilbert	transform	or	wavelet	
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analysis	 is	 used	 to	 calculate	 the	 phase	 synchrony	 (Stam,	 2005).	 	 Decreased	 phase	synchrony	is	present	with	a	number	of	measures	in	the	EEGs	of	AD	patients	(Stam,	Nolte	and	Daffertshofer,	2007).		On	a	multivariate	scale,	global	field	synchrony	also	decreased	with	AD	patients	 though	 this	was	not	present	with	MCI	 subjects	 (Koenig	et	al.,	 2005).		With	state	space	synchrony	measures,	significant	decreases	were	also	found	(Dauwels,	Vialatte	and	Cichocki,	2010).			Synchronisation	likelihood	was	decreased	between	14-18Hz	with	p=0.002	and	18-22Hz	with	 p=0.035	 in	 AD	 patients	 EEGs	 (Stam	 et	 al.,	 2003)	 with	 the	 detrended	 fluctuation	analysis	of	the	results	increasing	in	the	10-13Hz	band	(Stam	et	al.,	2005).		For	a	dataset	of	 148	 subjects,	 82	 AD	 (75.07±0.9	 yrs,	 MMSE	 mean	 20.45),	 25	 vascular	 dementia	(76.12±1.04	 yrs,	 MMSE	 mean	 20.03)	 and	 41	 HC	 (66.75±1.3	 yrs,	 MMSE	 mean	 29.24),	EEGs	 were	 recorded	 with	 0.3-70Hz	 bandwidth	 from	 19	 electrodes	 from	 the	 10-20	electrode	placement	system	at	256Hz	sampling	rate.		From	these	recordings,	16-second	epochs	 without	 artefacts	 were	 computationally	 identified	 before	 being	 verified	 by	expert	 electroencephalographers.	 	 This	 dataset	 showed	 reduced	 Fz-Pz	 low	 alpha	frequency	 synchronisation	 likelihood	 in	 AD	 patients	 (p<0.0001),	 F3-P3	 delta	 band	(p<0.02)	 and	 F4-P4	 theta	 band	 (p<0.006)	 (Babiloni	 et	 al.,	 2004).	 	 Synchronisation	likelihood	was	also	applied	to	a	dataset	of	12	AD	patients	(72.34±5.9	yrs,	MMSE	20-24)	and	 24	HC	 (72.5±5.62	 yrs,	MMSE	29-30)	whose	 21	 position	 10-20	 arrangement	 EEGs	recorded	 at	 1000Hz,	 band	pass	 filtered	 at	 0.5-45Hz	were	 split	 into	 visually	 inspected,	artefact	free	2048ms	epochs.	 	It	was	found	to	be	significantly	lower	in	all	bands	except	25-35Hz	 where	 the	 decrease	 of	 synchronisation	 likelihood	 was	 found	 not	 significant	(Czigler	 et	 al.,	 2008).	 	 Paired	 with	 graph	 theory,	 synchronisation	 likelihood	 was	 also	applied	 to	 the	 EEG	 signals	 of	 20	 AD	 patients	 (mean	 65.5	 yrs,	 MMSE	 mean	 21.5),	 15	frontal	 temporal	 lobe	 dementia	 patients	 (mean	 63	 yrs,	 MMSE	mean	 24.5)	 and	 29	 HC	(mean	59	yrs,	MMSE	mean	29)	(de	Haan	et	al.,	2009).			The	phase	lag	index	(PLI)	is	an	attempt	to	reduce	the	issue	of	volume	conduction	on	the	calculation	 of	 phase	 synchrony.	 	 EEGs	 from	 28	 subjects	 were	 used	 to	 compare	 the	results	of	PLI	with	the	better	established	phase	synchrony.	 	This	database	consisted	of	15	 AD	 (9.6±7.9	 yrs,	 MMSE	 21.48±4.0)	 and	 13	 subjective	 memory-impaired	 controls	(70.6±7.7	 yrs,	 MMSE	 28.4±1.1)	 which	 had	 previously	 been	 tested	 (Stam	 et	 al.,	 2007).		EEGs	were	collected	from	21	electrode	positions	of	the	10-20	placement	system	with	a	70Hz	high	pass	cut	off,	a	sample	frequency	of	500Hz	and	16	bit	A-to-D	precision.		Eleven	epochs	 of	 4096	 points	 per	 patient	 were	 selected	 for	 analysis	 and	 further	 band	 pass	filtered	 between	 0.5-48Hz.	 	 Both	 measures	 found	 increased	 coherence	 in	 intra	hemispheric	 connections	 while	 inter	 hemispheric	 connections	 were	 increased	 in	 AD	EEGs	with	phase	coherence	and	decreased	with	PLI.		Increased	statistical	significance	of	differences	between	AD	patients	and	controls	was	see	with	PLI	with	p=0.009	for	the	13-30Hz	frequency	band	(Stam,	Nolte	and	Daffertshofer,	2007).	Mutual	information	(MI)	is	a	method	based	on	information	theory	and	the	seminal	work	of	Shannon	(Shannon,	1948).	 	Like	the	measures	of	synchronisation,	MI	evaluates	both	the	linear	and	the	non-linear	aspects	of	the	signal	to	which	it	is	applied;	in	this	case	the	statistical	dependencies	between	the	two	time	series.	Reduced	cross	mutual	information	(CMI)	 within	 the	 EEGs	 of	 AD	 patients	 has	 been	 identified	 in	 the	 frontal	 and	 anterior	temporal	 regions	when	 tested	 against	 a	 database	 of	 15	 AD	 patients	 (MMSE	 9.4±3.43)	and	15	age-matched	HC	(MMSE	27.3±0.57)	(Jeong,	Gore	and	Peterson,	2001).		It	must	be	noted	 that	 the	 severity	 of	 the	 AD	 subjects	 is	 greater	 than	 is	 usually	 analysed	 in	 the	papers	 in	 this	 literature	 review.	 	 Along	 with	 the	 Kullback-Leiber	 divergence,	 another	method	based	on	information	theory,	the	change	of	CMI	in	MCI	patients’	EEGs	was	found	not	to	be	statistically	significant	(Dauwels	et	al.,	2009).	 	A	large	study	group	of	103	AD	
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patients	(71.3±6.4	yrs,	MMSE	mean	16.5)	and	124	HC	(69.8±6.3	yrs,	MMSE	mean	28.6)	showed	 statistically	 significant	 decreases	 of	 mutual	 information	 for	 AD	 patients	 in	comparison	to	controls	at	electrodes	Fp1,	Fp2,	T3	and	T4	(p<0.05),	 indicating	a	lack	of	information	transmission	in	these	areas	(Wan	et	al.,	2011;	Wan	et	al.,	2008).	Transfer	entropy	 is	a	non-linear	Granger	causality	measure	also	based	on	 information	theory	 and	 defines	 the	 evolving	 coherence	 of	 a	 system	 through	 time	 (McBride	 et	 al.,	2015).		A	database	consisting	of	EEG	signals	from	17	AD	76.7±5.2	yrs,	MMSE	24.3±2.4),	16	MCI	(74.6±9.0	yrs,	27.4±2.0)	and	15	HC	(75.7±5.5	yrs,	29.4±0.7)	was	used	to	analyse	the	 transfer	 entropy	 changes	 in	 EEGs	due	 to	AD.	 	 25	minutes	 of	 EEG	 recording,	 10	 of	which	were	 for	 the	resting,	eyes	closed	condition,	were	recorded	using	32	channels	of	the	10-20	system,	recorded	at	500Hz,	were	notch-filtered	for	ocular	and	60Hz	artefacts	and	frequencies	above	200Hz	were	attenuated.	 	 	 	Reduced	frontal	 to	 left	 temporal	and	increased	left	temporal	to	frontal	and	occipital	to	left	central	entropies	with	an	accuracy	of	93.8%	was	 seen	between	AD	patients	and	HC	 (McBride	et	al.,	 2015).	 	Another	non-linear	measure	of	Granger	causality	is	that	of	Sugihara	causality	analysis.		This	was	also	applied	to	the	above	dataset	with	an	overall	accuracy	after	a	three-way	classification	of	97.9%	(McBride	et	al.,	2014).					It	is	within	this	area	that	the	novel	use	of	graph	theory	has	grown,	often	using	the	EEG	electrode	positions	as	nodes	and	the	connectivity	between	the	electrodes	as	 the	edges	drawn	between	the	nodes.		Small	world	networks,	with	dense	local	networks	connected	by	critical	 long	distance	connections,	have	been	shown	to	be	weakened	in	AD	and	MCI	patients	in	comparison	to	HC	(reviewed	in	(Stam	and	van	Straaten,	2012)).		Path	lengths	shorten	 in	 the	presence	 of	AD	within	 the	 beta	 band	 (de	Haan	et	al.,	 2009;	 Stam	et	al.,	2007).		Synchrony	loss	has	been	found	in	all	bands	but	the	theta	band	due	to	AD	(Tahaei,	Jalili	and	Knyazeva,	2012)	as	have	lower	degree	correlations	due	to	AD	have	also	been	identified	(Xu	et	al.,	2014)	with	the	reverse	pattern	in	the	network	changes	in	the	frontal	temporal	 lobe	for	temporal	 lobe	dementia	(de	Haan	et	al.,	2009).	 	Coherence	measures	with	 MCI	 patients	 struggled	 to	 discriminate	 between	 them	 and	 HC	 (McBride	 et	 al.,	2013).	 	 It	 is	 thought	these	changes	 in	the	signal	of	 the	EEG	may	be	due	to	the	amyloid	deposition	removing	neuronal	pathways	from	the	brain	(Stam	and	van	Straaten,	2012).		Whether	measured	through	 linear	or	non-linear	means,	 there	 is	great	evidence	for	the	loss	of	similarity	of	the	EEG	signals	from	electrode	to	electrode.		This	loss	of	similarity	is	often	suggested	to	be	indicative	of	a	loss	of	information	transmission	through	the	brain,	supporting	 the	 theory	 as	AD	as	 a	disconnection	 syndrome,	 as	discussed	 in	 section	2.1	(Dauwels,	Vialatte	and	Cichocki,	2010).	
2.3.3-E Reduced	complexity	in	the	EEG	signals	of	AD	patients	It	is	on	this	area	that	the	most	conflicting	studies	have	been	focused.		Many	of	the	early	results	from	chaos	methods	are	now	viewed	differently	to	as	reported	in	their	papers,	as	surrogate	 analysis	 also	 produced	 similar	 results	 (see	 section	 2.3.1	 for	 an	 overview).		This	 suggests	 that	 these	 signal	 processing	 results	 were	 not	 a	 response	 to	 some	underlying	factor	of	the	signal	directly	related	to	the	structure	of	the	brain	from	which	they	 were	 recorded.	 	 Thus,	 any	 results	 cannot	 be	 used	 to	 infer	 about	 the	 underlying	neuronal	structure,	only	on	the	signal	itself.	More	recent	methods	and	studies	have	been	more	applicable	 to	 the	noisy,	 short	 time	series	of	EEG	signals	by	a	 combination	of	 the	following	three	points:	
• Results	 from	 chaotic	 measures	 are	 only	 interpreted	 as	 tentative	 indicators	 of	underlying	brain	states	
• The	use	of	key	surrogate	datasets	to	validate	results	
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• The	use	of	novel	non-linear	measures	with	reduced	underlying	assumptions	on	the	dynamics	of	the	system	creating	the	EEG	signals	The	 correlation	dimension	 (D2)	 (Grassberger	and	Procaccia,	1983a,	b)	 is	 a	measure	of	the	position	of	two	points	on	a	Lorenz	attractor	(see	Figure	2.9)	and	the	likelihood	that	they	 will	 be	 closer	 together	 than	 a	 given	 distance,	 r	 (Stam,	 2005).	 	 	 This	 is	 an	 early	measure	of	the	size	of	the	attractor	that	is	still	 in	use	today.	 	While	simple	to	compute,	the	method	is	time	consuming.	 	Known	issues	with	D2	include	biased	computation	due	to	the	effects	of	auto	correlation	(Theiler,	1986),	insufficient	data	lengths	(Eckmann	and	Ruelle,	1992)	and	signal	noise	 (Moller	et	al.,	1989).	 	 	A	number	of	methods	have	been	proposed	to	overcome	these	issues	(Stam,	2005).	 	D2	has	been	shown	to	be	reduced	in	eyes-closed,	resting	AD	patients’	EEGs	 in	comparison	to	healthy	controls	 (Jeong,	2004;	Stam,	2005),	correlating	with	the	severity	of	 the	disease	(Yagyu	et	al.,	1997).	 	This	has	more	recently	been	applied	globally	without	artefact	contaminated	Fp1,	Fp2,	A1	and	A2,	where	AD	had	a	higher	D2	in	the	beta	band	(p=0.02)	and	the	upper	alpha	band	(p=0.01).		No	other	statistically	significant	differences	were	seen	(Jelles	et	al.,	2008).	Lyapunov	 exponents	 measure	 the	 rate	 of	 separation	 of	 two	 infinitesimally	 close	tradjectories	 given	 a	 number	 of	 state	 spaces.	 	 The	 largest	 Lyapunov	 exponent	 thus	provides	a	measure	of	stability.		This	also	utilises	two	points	on	a	Lorenz	attractor	(see	Figure	 2.9)	 but	 instead	 quantifies	 the	 exponential	 increase	 or	 decrease	 in	 the	 vector	between	 these	 two	 points	 over	 time	 (Stam,	 2005).	 This	 produces	 a	 measure	 more	sensitive	to	the	flexibility	of	the	underlying	system	to	process	differing	information	than	D2	 (Jeong,	 2004).	 	 The	 same	 issues	 as	 D2	 are	 present	 with	 computation	 of	 Lyapunov	exponents	 based	 in	 part	 due	 to	 the	 similar	 nature	 of	 the	 calculations.	 	 Resonance	 is	specifically	an	issue	for	Lyapunov	calculations	(Fell	and	Beckmann,	1994).		Research	has	also	shown	positive	largest	Lyapunov	exponents,	once	an	indicator	for	chaotic	systems,	is	also	present	with	noise	signals	(Tanaka,	Aihara	and	Taki,	1998).	 	The	first	Lyapunov	exponent	is	reduced	in	EEG	signals	of	AD	patients	(STAM	et	al.,	1995)	with	p<0.01	in	11	of	16	EEG	channels	(F7,	T3,	Fp1,	P3,	F8,	T4,	T6,	Fp2,	C4,	P4)	(Jeong	et	al.,	1998).			Even	 though	 there	 is	 current	discussion	as	 to	 the	 interpretation	of	 results	 from	chaos	theory	methods,	chaos	theory	based	methods	are	still	in	use	to	analyse	the	EEG	signals	of	AD	patients.		Wavelet-chaos,	has	been	recently	applied	to	a	number	of	datasets.		EEGs	from	20	AD	patients	 (average	74	yrs)	and	7	healthy	controls	 (average	71	years)	were	recorded	at	128Hz	and	filtered	with	a	band	pass	filter	of	1-30Hz.		8	second,	1024	sample	epochs	were	selected	for	their	lack	of	artefacts	to	be	tested.		The	15-30Hz	sub-band	was	most	 discriminatory	 with	 electrode	 T6	 achieving	 p=1.22x10-11	 (Adeli,	 Ghosh-Dastidar	and	Dadmehr,	2008;	Ahmadlou,	Adeli	and	Adeli,	2011).		Combined	with	graph	theory	on	a	database	of	20	AD	patients	and	7	healthy	controls,	p=1.95x10-5	was	achieved	within	the	8-15Hz	frequency	band	(Ahmadlou,	Adeli	and	Adeli,	2010).		Central	 tendency	measure	 creates	 a	non-linear	measure	of	 the	 scatter	plot	 of	 the	 first	differences	 of	 the	 data.	 	 In	 line	with	 the	 altered	 view	 of	 chaotic	 results	with	 the	 EEG	signals,	 this	 was	 used	 only	 to	 suggest	 the	 degree	 of	 variability	 of	 the	 system	 when	applied	to	the	EEG	signal	database	of	AD	patients	and	age-matched	controls	investigated	in	 this	 study.	 	 Unlike	 other	 signal	 processing	 methods	 applied	 to	 this	 dataset,	 no	statistically	 significant	 differences	 were	 identified	 by	 the	 central	 tendency	 measure	(Abasolo	et	al.,	2006).			Information	theory	methods	view	signal	entropy	as	a	measure	of	complexity	(Dauwels,	Vialatte	and	Cichocki,	2010).	 	The	most	basic	extension	of	this	to	EEG	signals	 is	that	of	information	entropy.	 	Applied	to	a	database	of	EEG	signals	from	a	large	study	group	of	
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103	 AD	 patients	 and	 124	 HC,	 where	 the	 EEGs	 had	 been	 recorded	 in	 16	 electrode	positions	of	the	10-20	electrode	placement	system	between	0.3-60Hz	with	12	bit	A-to-D	conversion	 at	 512Hz	 before	 10-15s	 of	 continuous	 artefact-free	 epochs	 were	 selected,	reduced	 information	 entropy	 was	 found	 for	 AD	 patients	 in	 all	 electrodes,	 with	statistically	 significant	 differences	 seen	 in	 the	 Fp1,	 Fp2,	 T3	 and	 T4	 electrodes		(p=0.0435,	0.0386,	0.0413	and	0.0126	respectively)	(Wan	et	al.,	2008).	Tsallis	entropy	(Thomas,	2006)	is	an	approximation	of	Shannon’s	entropy	given	a	range	of	 real	 numbers,	 q,	 where	 when	 q=1,	 Tsallis	 entropy	 reduces	 to	 Shannon’s	 entropy	(Dauwels,	Vialatte	and	Cichocki,	2010).		Two	datasets	were	applied	to	analysis	by	Tsallis	entropy.	 	The	 first	contained	3	AD	patients	and	8	age	matched	controls	 recorded	with	electrodes	in	the	10-20	electrode	placement	system.	 	The	second	contained	17	AD	and	24	HC	which	were	not	age	matched	with	electrodes	recorded	in	the	modified	Maudsley	system.	 	 Both	 sets	 of	 EEGs	 were	 recorded	 at	 256Hz,	 subsequently	 down	 sampled	 to	128Hz.	 	 All	 data	 were	 used	 without	 inspection	 of	 artefacts	 and	 noise	 and	 reduction	methods	for	such.		Epochs	were	taken	from	60-300s	of	recording.		A	threshold	of	0.22	on	the	 first	 dataset	 was	 able	 to	 separate	 between	 the	 two	 groups	 of	 the	 first	 set	 with	80.95%	 sensitivity	 and	 100%	 specificity.	 	 Results	 for	 the	 second	 dataset	 were	 not	included	in	the	paper	(Zhao	et	al.,	2007).	Approximate	entropy	(ApEn),	sample	entropy	(SampEn)	and	quadratic	sample	entropy	(QSE)	 are	 three	methods	 that	 inspect	 the	 possibility	 of	 two	 or	more	 similar	 patterns	following	 on	 from	 one	 another	 in	 a	 signal	 (Dauwels,	 Vialatte	 and	 Cichocki,	 2010).		SampEn	 and	 QSE	 respectively	were	 developed	 to	 overcome	 issues	 in	 ApEn	 (Richman	and	Moorman,	2000;	Lake,	2011).		In	all	three	cases	two	input	arguments	are	needed;	n,	the	 length	 of	 the	 pattern	 analysed,	 and	 r,	 the	 tolerance	 for	matching	 of	 the	 patterns.		ApEn(2,	0.2)	was	applied	to	a	dataset	of	14	AD	patients	and	20	HC.		Lower	values	were	found	 in	 the	AD	EEG	 signals	with	 electrode	C3	most	 optimum	 (p=0.015)	 (Hu	 and	 Shi,	2006).	 	ApEn(2,	0.25)	was	applied	 to	a	16x16	 transport	matrix	 created	during	mutual	information	 calculations	 from	 15	 AD	 patients	 and	 7	 HC	 which	 also	 identified	 lower	values	 for	 AD	 patients	 (Qi,	Wan	 and	 Zhao,	 2004).	 	 A	 larger	 group	 of	 103	AD	 patients	(71.3±6.4	yrs,	MMSE	average	16.5)	and	124	HC	(69.8±6.3	yrs,	MMSE	average	28.6)	was	investigated	 with	 ApEn(2,	 0.25),	 applied	 to	 the	 16x16	 information	 transport	 matrix.		Reductions	 in	 ApEn	 in	 the	 EEGs	 of	 AD	 patients	 were	 also	 identified	 in	 this	 group	 of	subjects	(Wan	et	al.,	2008).		The	dataset	used	in	this	PhD	thesis	has	also	been	analysed	with	ApEn(1,	0.25)	(See	chapter	3	for	details	on	this	database).		Lower	values	were	seen	in	 AD	 patients	 with	 respect	 to	 healthy	 controls	 with	 electrodes	 P3,	 P4,	 O1	 and	 O2	statistically	 significant	 (p=0.0014,	 0.0031,	 0.0027	 and	 0.0086	 respectively)	 and	 a	maximum	sensitivity,	specificity	and	accuracy	of	90.91%	at	O2,	81.82%	at	P3	and	P4	and	77.27%	with	P3,	O1	and	O2	(Abasolo	et	al.,	2005;	Abasolo	et	al.,	2008).		A	 dataset	 consisting	 of	 22	MCI	 patients	 (71.9±10.2	 yrs,	 MMSE	 26.0±1.6)	 and	 38	 age-matched	 HC	 (71.7±8.3yrs,	 MMSE	 28.5±1.6),	 previously	 tested	 with	 other	 methods	(Vialatte	 et	 al.,	 2005;	 Musha	 et	 al.,	 2002;	 Cichocki	 et	 al.,	 2005),	 underwent	 pre-processing	with	common	spatial	patterns.		SampEn(1,0.2)	was	applied	with	poor,	almost	random,	results.		It	was	suggested	that	this	may	be	due	to	the	similar	nature	of	the	two	subject	groups	(Woon	et	al.,	2007).		SampEn(2,0.15)	was	applied	to	a	dataset	which	had	been	 previously	 been	 subject	 to	 empirical	 mode	 decomposition	 to	 resolve	 the	 non-stationarity	of	the	data.		EEGs	from	27	AD	patients	(74.0±1.5	yrs,	MMSE	19.3±0.7)	were	recorded	with	electrodes	at	19	locations	of	the	10-20	system	at	256Hz	and	12	bit	A-to-D	precision.	 	 One	 artefact-free	 epoch	 per	 subject,	 30s	 in	 length,	 was	 selected	 by	 an	experienced	 neurologist	 for	 analysis	 in	 the	 study.	 	 Only	 correlation	 between	 SampEn	and	the	MMSE	score	was	analysed,	which	identified	statistically	significant	correlation	at	
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electrodes	Fp1,	Fp2,	F4	and	T3	(Tsai	et	al.,	2012).		SampEn	was	also	applied	to	a	dataset	of	17	AD	patients	and	24	HC	subjects	whose	EEGs	had	been	pre-processed	through	BSS.		SampEn	achieved	p=1.39x10-9,	outperforming	the	other	three	tested	methods	of	fractal	dimension,	zero-crossing	rate	and	kurtosis	(Sole-Casals	and	Vialatte,	2015).		SampEn(1,	0.25)	 has	 also	 been	 applied	 to	 the	 dataset	 analysed	 in	 this	 study	 along	with	 spectral	entropy	(see	chapter	3	for	a	description	of	the	signal	database).		AD	patients	had	lower	SampEn	 than	 controls	 except	 for	 electrode	 T4	 with	 O1,	 O2,	 P3	 and	 P4	 statistically	significant	 (p=0.0027,	 0.0089,	 0.0017	 and	 0.0029)	 reaching	 maximum	 sensitivity	specificity	and	accuracies	of	90.91%	at	O2,	90.91	at	P4	and	77.27%	for	P3,	P4,	O1	and	O2,	 whilst	 no	 statistically	 significant	 differences	 between	 the	 two	 groups	were	 found	with	spectral	entropy	(Abasolo	et	al.,	2006).	QSE	has	also	been	applied	to	this	database	(see	chapter	3	for	a	description)	with	a	range	of	 input	variables.	 	Reduced	complexity	was	again	seen	 like	 in	ApEn	and	SampEn	with	electrodes	 P3,	 P4,	 O1	 and	 O2	 showing	 statistically	 significant	 differences	 for	 a	 wide	range	of	input	variables	(p<0.01)	(Simons,	Abasolo	and	Escudero,	2015).			Multiscale	entropy	(MSE)	(Costa,	Goldberger	and	Peng,	2002)	extends	the	calculation	of	SampEn	 to	multiple	 time	 scales	 by	 successive	 coarse-graining	 of	 the	 signal.	 	 Reduced	complexity	at	short	time	scales	 followed	by	 increased	complexity	 in	 longer	time	scales	for	 AD	 patients	 have	 been	 reported	 in	 a	 number	 of	 studies	 (Yang	 et	 al.,	 2013).	 	 This	includes	 15	 AD	 patients	 (MMSE	 15.9±4.5)	 and	 18	 age	 and	 sex	matched	 controls	who	provided	 60s	 epochs,	 chosen	 to	 be	 artefact	 free	 by	 expert	 clinicians,	 recorded	 at	 18	electrodes	from	the	10-20	electrode	system	at	200Hz,	time	constant	of	0.3	and	filtered	with	a	band	pass	 filter	with	cut-off	 frequencies	of	1.5-60Hz	(Mizuno	et	al.,	2010).	 	 It	 is	also	the	finding	with	the	dataset	used	in	this	PhD	thesis,	where	average	slope	values	for	coarse-graining	scales	of	greater	than	5	were	statistically	significant	(p<0.01)	in	10	of	16	electrodes	(F3,	F7,	Fp1,	Fp2,	T5,	T6,	P3,	P4,	O1	and	O2).		Maximum	sensitivity	was	100%	for	 Fp2,	 90.91%	 specificity	 for	 Fp1,	 P3,	 P4	 and	 O1,	 and	 90.91%	 accuracy	 for	 Fp1	(Escudero	 et	 al.,	 2006).	 	 Recently	 the	 concept	 of	 multiscaling	 has	 been	 extended	 to	entropy	 methods	 other	 than	 SampEn.	 	 A	 pilot	 study	 of	 a	 few	 subjects	 performed	multivariate	 multiscale	 PE,	 LZC	 and	 SampEn	 was	 applied	 in	 a	 pilot	 study	 to	 a	 small,	possibly	1	AD,	1MCI	and	1HC,	dataset.	 	Results	were	promising	 for	differentiation,	but	statistical	analysis	was	not	carried	out	for	confirmation	(Labate	et	al.,	2013).		Multiscale	QSE	 and	 Fuzzy	 Entropy,	 another	 suggested	 measure	 for	 improvement	 over	 SampEn,	have	 been	 applied	 to	 the	 dataset	 used	 in	 this	 PhD	 thesis	 (see	 chapter	 3	 for	 a	description).		Multiscale	QSE	found	more	scales	showing	greater	complexities	in	control	signals	 than	 AD	 signals	 than	 SampEn.	 	 Most	 statistically	 significant	 differences	 were	found	 at	 small	 scales,	 unlike	 the	 later	 scales	 with	 SampEn	 (Simons,	 Abasolo	 and	Escudero,	2012b).	With	multiscale	fuzzy	entropy	the	patterns	through	increasing	scales	were	 not	 as	 clear	 as	 with	 MSE	 and	 multiscale	 QSE.	 	 However,	 a	 greater	 number	 of	electrodes	 and	 scales	 showed	 statistically	 significant	 differences,	 specifically	 at	electrodes	 F4,	 T5,	 T6,	 P3,	 P4,	 O1	 and	 O2	 (p<0.01)	 (Simons,	 Abasolo	 and	 Escudero,	2012a).	Auto-mutual	information	(AMI)	measures	the	mutual	information	between	a	signal	and	a	time-shifted	copy	of	 itself.	 	AMI	assumes	the	signal	under	test	 is	stationary,	however	(Dauwels,	Vialatte	and	Cichocki,	2010).	 	Applied	to	an	EEG	dataset	of	signals	from	Fp1,	Fp2,	 T3	 and	 T4	 of	 15	 AD	 patients	 and	 7	 controls,	 a	 reduction	 in	 intensity	 of	 signal	outputs	and	inputs	is	seen	for	AD	patients.		These	EEGs	were	recorded	at	168Hz	in	the	10-20	 electrode	 placement	 system	 and	 split	 into	 15s	 epochs	with	wavelet	 transforms	used	to	remove	artefacts	before	analysis	(Qi,	Wan	and	Zhao,	2004).	 	AMI	has	also	been	applied	 to	 the	 dataset	 tested	 in	 this	 study,	 where	 AMI	 was	 found	 to	 decrease	 more	
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slowly	 in	AD	patients’	EEGs,	with	statistically	significant	differences	seen	at	electrodes	T5,	T6,	P3,	P4,	O1	and	O2	(p<0.01).	 	Optimal	sensitivity	was	seen	at	electrode	P3	with	100%,	 specificity	 at	 81.82%	 at	 all	 statistically	 significant	 electrodes	 except	 T5	 and	accuracy	of	90.91%	with	P3	(Abasolo	et	al.,	2008).	LZC	(Lempel	and	Ziv,	1976)	gives	a	measure	of	the	complexity	of	a	signal	by	identifying	the	 smallest	number	of	unique	patterns	 that	 can	be	used	 to	 recreate	 the	whole	of	 the	signal.	 	 Initially	designed	for	data	compression,	 the	more	complex	a	signal,	 the	greater	range	 of	 patterns	 it	 contains.	 	 A	 dataset	 of	 EEG	 signals	 from	 25	MCI	 patients	 (MMSE	26.0±1.8)	 and	 56	 age-matched	 HC	 (MMSe	 28.5±1.6),	 which	 had	 already	 undergone	signal	analysis	(Vialatte	et	al.,	2005;	Dauwels	et	al.,	2010;	Dauwels	et	al.,	2009;	Musha	et	
al.,	2002;	Cichocki	et	al.,	2005),	and	a	dataset	of	EEG	signals	from	17	AD	(77.6±10.0	yrs)	and	 24	 HC	 (69.4±11.5	 yrs),	 again	 previously	 analysed	 (Henderson	 et	 al.,	 2006),	 were	tested	with	binary	signal	symbolisation	with	the	median	as	the	threshold.		Reduced	LZC	in	MCI	and	AD	EEG	signals	were	seen,	with	the	reduction	statistically	significant	with	the	second	 database	 (AD	 and	 HC)	 (p=0.0024),	 remaining	 so	 after	 Bonferroni	 correction	(Dauwels	et	al.,	 2011).	 	With	 the	 same	dataset	used	 in	 this	PhD	study	 (see	 chapter	3),	three-part	 symbolisation	 was	 significantly	 more	 successful	 at	 differentiating	 between	AD	 patients’	 EEGs	 and	 control	 EEGs.	 	 Electrodes	 P3	 and	 O1	 showed	 statistically	significant	differences	with	two	symbol	parsing	(p=0.0017	and	0.0056)	while	T5,	P3,	P4	and	 O1	 showed	 statistically	 significant	 differences	 with	 three	 symbol	 conversion	(p=0.0072,	0.0005,	0.0028	and	0.0029	respectively).		Optimum	sensitivity	was	found	to	be	90.9%	with	O1	for	both	two	and	three	symbol	conversion,	optimum	specificity	was	found	 to	 be	 90.9%	 with	 P3	 for	 two	 symbol	 conversion	 and	 P4	 for	 three	 symbol	conversion,	and	81.8%	accuracy	for	both	P3	and	O1	with	two	symbol	conversion	and	P3,	P4	 and	 O1	 for	 three	 symbol	 conversion	 (Abasolo	 et	 al.,	 2006).	 	 A	 discussion	 on	 LZC	results	is	contained	in	chapter	4.	An	 extension	 to	 the	LZC	measure	 is	 the	Lempel-Ziv-Welch	measure	 (LZW),	which	 is	 a	universal	 compression	 algorithm	 (Dauwels,	 Vialatte	 and	 Cichocki,	 2010).	 	 This	 was	applied	 to	 two	datasets	 along	with	Tsallis	 entropy.	 	 The	 first	 contained	3	AD	patients	and	8	age	matched	controls	recorded	with	electrodes	in	the	10-20	electrode	placement	system.	 	 The	 second	 contained	 17	 AD	 and	 24	 HC	 which	 were	 not	 age	 matched	 with	electrodes	recorded	in	the	modified	Maudsley	system.		Both	sets	of	EEGs	were	recorded	at	256Hz,	subsequently	down	sampled	to	128Hz.		All	data	were	used	without	inspection	of	artefacts	and	noise	and	reduction	methods	for	such.		Epochs	were	taken	from	60-300s	of	recording.		In	the	first	group,	the	AD	patients	had	a	lower	compression	ratio,	i.e.	less	patterns	 within	 the	 signal	 indicating	 a	 less	 complex	 signal,	 than	 those	 of	 HC.	 	 The	authors	state	that	optimising	the	method	focuses	on	improved	specificity,	reducing	the	need	 for	 exhaustive	 expensive	 and	 emotional	 but	 unnecessary	 follow-up	 tests.	 	 The	optimum	compression	ratio	of	69%	and	below	produced	77.78%	sensitivity	and	100%	specificity.		Results	for	the	second	dataset	are	not	provided	(Zhao	et	al.,	2007).		Another	range	of	universal	compression	algorithms	was	applied	to	two	further	datasets,	one	of	EEG	 signals	 from	 25	 MCI	 patients	 (MMSE	 26±1.8)	 and	 56	 age-matched	 HC	 (MMSE	28.5±1.6),	which	had	already	undergone	signal	analysis	(Vialatte	et	al.,	2005,	Dauwels	et	
al.,	2010,	Dauwels	et	al.,	2009,	Musha	et	al.,	2002,	Cichocki	et	al.,	2005),	and	another	of	EEG	 signals	 from	 17	 AD	 (77.6±10.0	 yrs)	 and	 24	HC	 (69.4±11.5	 yrs),	 again	 previously	analysed	 (Henderson	 et	 al.,	 2006).	 	 With	 the	 MCI	 and	 HC	 dataset,	 no	 statistically	significant	differences	were	 found.	 	However,	with	 the	AD	and	HC	dataset	 statistically	significant	 differences	 of	 at	 least	 p=6.09x10-5	 were	 found	 between	 the	 two	 groups	(Dauwels	et	al.,	2011).	 	Further	compression	techniques	were	tested	by	Morabito	et	al.	(2013)	 and	 by	 Labate	 et	 al.	 (2014),	 achieving	 clear	 differences	 between	 EEG	 signals	
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from	 AD,	MCI	 and	 HC	 subjects.	 	 However	 the	 database	 tested	 in	 both	 cases	 is	 poorly	described	and	statistical	evaluation	of	these	results	are	sparse.	PE	is	a	measure	not	unlike	that	of	LZC	as	it	analyses	the	number	of	patterns	in	a	signal	in	order	to	approximate	Shannon’s	entropy	(Bandt	and	Pompe,	2002).		More	details	on	PE	and	 a	more	 comprehensive	 literature	 review	 in	 this	 area	 are	held	 in	 chapter	4	of	 this	thesis.		In	summary	1	AD	patient,	1	MCI	and	1HC	showed	clear	differences	(Morabito	et	
al.,	2011),	as	did	8	AD,	8	MCI	and	4	HC	at	electrodes	F3	and	F7	(Labate	et	al.,	2014),	a	modification	of	PE,	weighted	PE,	which	retains	more	information	on	the	patterns	seen	in	the	 signal,	was	 applied	 to	14	AD	patients	 and	14	 age	matched	 controls.	 	Weighted	PE	was	 lower	 in	 AD	 patients	 than	 controls	 with	 theta	 band	 (4-8Hz)	 achieving	 p=0.0001	with	 a	 pattern	 length	 of	 6	 and	 coarse-graining	 of	 5	 (Deng	 et	 al.,	 2015).	 	 Multivariate	multiscale	PE	was	also	applied	in	a	pilot	study	containing	3	AD	and	3	MCI	patients	and	3	HC	 that	 showed	 promising	 results	 for	 the	 ability	 to	 differentiate	 between	 the	 three	groups	 (Morabito	 et	 al.,	 2012).	 	 One	 paper	 of	 concern	 using	 PE	 to	 analyse	 the	 EEG	signals	of	AD	patients	is	that	by	Frantzidis	et	al.	(2012)	where	AD	patients	were	found	to	have	 higher	 complexities	 than	 HC,	 a	 difference	 to	 all	 other	 published	 papers	 in	 this	research	area	which	is	not	acknowledged.		This	paper	is	discredited	in	its	current	form	in	this	study	as	this	discontinuity	is	not	acknowledged	and	discussed,	with	the	authors	using	papers	following	the	traditional	trend	to	support	their	results	in	discussion.	The	Hidden	Markov	Model	was	applied	to	three	differing	databases.		The	first	comprised	17	 mild	 AD	 (77.6±10	 yrs)	 and	 24	 HC	 (69.5±11.5	 yrs)	 who	 had	 EEGs	 recorded	 with	electrodes	 placed	 as	 in	 the	Maudsley	 system	 at	 256Hz,	 later	 downsampled	 to	 128Hz.		The	 second	 held	 5	 AD	 patients	 and	 5	 age-matched	HC	whose	 EEGs	were	 recorded	 at	128Hz	with	electrodes	in	the	10-20	electrode	placement	system	and	the	third	contained	8	AD	and	3	age-matched	HC.		Their	EEG	recordings	were	taken	at	512Hz,	downsampled	to	 128Hz	 for	 analysis,	 with	 electrodes	 in	 the	 locations	 described	 by	 the	 international	federation	 of	 clinical	 neurophysiology	 standards	 for	 digital	 recording	 for	 EEG.		Outperforming	Shannon’s	entropy,	this	method	detected	reduced	entropy	in	AD	patients	with	80%	accuracy	 (Houmani	et	al.,	2013).	 	No	 information	on	 the	exact	nature	of	 the	severity	of	the	AD	on	subjects	is	given	in	this	paper.	A	 further	 analysis	 of	 the	 subject	 database	 investigated	 in	 this	 study	 PhD	 thesis	 (see	chapter	 3)	 used	 the	 ideas	 of	 symbolic	 sequence	 decomposition	 contained	within	 LZC	and	 PE	 and	 combined	 this	 method	 with	 that	 of	 Shannon’s	 entropy	 (Shannon,	 1948).		Again	reduced	entropy	 indicating	 increased	regularity	 in	AD	patient’s	EEG	signals	was	seen	 with	 statistically	 significant	 differences	 at	 electrodes	 Fp1,	 O2,	 P3,	 T4	 and	 T5	(p<0.01).	 	Electrodes	O2	and	P3	showed	significantly	different	entropies	with	p=7x10-5	and	5x10-5	respectively.	 	Sensitivity	was	greatest	with	100%	at	Fp1	and	O2,	specificity	with	75%	at	P3,	T4	and	T5	and	accuracy	with	77.27%	at	Fp1,	O2,	P3	and	T5	(Tosun	et	
al.,	2014).	Detrended	fluctuation	analysis	(DFA)	is	a	non-linear	measure	that	is	particularly	suited	to	 non-stationary	 datasets	 such	 as	 EEG	 signals.	 	 This	 method	 has	 been	 successfully	applied	to	the	EEG	database	that	is	used	in	this	PhD	thesis	(see	chapter	3).		Scaling	in	the	first	region	of	the	DFA	graph	was	found	to	be	unable	to	separate	the	two	groups	of	EEG	signals,	those	of	AD	patients	and	HC.		However	the	secondary	region	showed	statistically	significant	 differences	 in	 scale	 at	 electrodes	 T5,	 T6	 and	 O1	 (p=0.0054,	 0.0088	 and	0.0057	 respectively)	 (Abasolo	 et	 al.,	 2008).	 	 A	 modification	 to	 DFA	 is	 that	 of	 the	detrended	moving	average	(DMA)	that	allows	for	the	estimation	of	the	properties	of	the	signals	 under	 test	 without	 assumptions	 upon	 the	 characteristics	 of	 the	 signals	 under	test.	 	Applied	to	the	same	dataset	as	DFA,	DMA	showed	more	success	in	differentiating	
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the	two	groups	within	the	first	scaling	region,	with	statistically	significant	differences	at	electrodes	 T5,	 P3,	 P4	 and	 O1	 (p=0.0082,	 0.0042,	 0.0048	 and	 0.0028	 respectively).		However	 the	 ability	 to	 differentiate	 at	 the	 second	 scaling	 region	 decreased,	with	 only	differences	 at	 electrode	 F4	 found	 to	 be	 statistically	 significant	 (p=0.0075).	 	 Optimal	sensitivity	 was	 found	 with	 F4	 in	 the	 second	 scaling	 region	 with	 90.91%.	 	 Optimum	specificity	 was	 found	 with	 the	 first	 scaling	 region	 with	 81.82%	 at	 both	 P4	 and	 O1.		Optimal	 accuracy	 of	 81.82%	was	 seen	 at	 O1	 in	 the	 first	 scaling	 region	 and	 F4	 in	 the	second	scaling	region	(Abasolo	et	al.,	2009).		Implicit	 function	 as	 squashing	 time	 (IFAST)	 is	 a	 non-linear	 compression	 technique	designed	 to	 group	 the	 temporal	 data	 of	 an	 EEG	 into	 spatial	 invariants.	 	 It	 is	 also	inherently	multivariate	 and	 is	 based	on	ANN.	 	 180	AD	 (MMSE	19.9±4.9)	 and	115	MCI	(MMSE	25.2±0.4)	age,	gender	and	education-matched	patients’,	one	of	the	largest	study	cohorts	 in	 this	 literature	 review,	 EEGs	 were	 analysed	 with	 this	 method.	 	 EEGs	 were	recorded	 in	 19	 scalp	 positions	 of	 the	 10-20	 electrode	 position	 system	 with	 a	 128Hz	sampling	rate.	 	Pre-processing	consisted	of	a	0.3-35Hz	band	pass	filter	before	artefacts	were	 removed	 through	 an	 autoregressive	 model	 before	 being	 checked	 before	 by	“independent	 examiners”	 before	 60s	 epochs	 were	 selected	 for	 test.	 	 Optimal	 IFAST	results	 achieved	 89.34%	 sensitivity,	 95.32%	 specificity	 and	 92.33%	 accuracy	 with	training	and	testing	datasets	(Buscema	et	al.,	2007).	 	A	modification	of	this	database	of	115	MCI	and	171	HC	subjects	filtered	at	0.3-70Hz	was	also	tested	with	IFAST,	this	time	combined	with	 frequency	 filtering	 and	 an	ANN.	 	 No	 other	 changes	 to	 the	 database	 or	method	were	made.		The	ANN	with	the	most	success	in	differentiating	between	the	two	groups	was	the	auto-associative	multi-layer	perceptron,	which	achieved	an	accuracy	of	93.46%	(95.87%	sensitivity	and	91.06%	specificity)	(Rossini	et	al.,	2008).	With	a	linear	study,	143	MCI	patients	on	a	1	year	follow	up	were	correctly	categorised	into	stable	MCI	and	 MCI	 to	 AD	 groups	 with	 85.98%	 given	 EEG	 signals	 filtered	 between	 0-12Hz	(Buscema	et	al.,	2010).	The	biological	cause	for	the	reduction	of	complexity	and	the	increase	in	regularity	is	still	not	clear.	 	Some	suggestions	have	been	made	that	 the	reduction	of	cortical	 interaction	reduces	 the	 brains	 ability	 to	 create	 the	 more	 complex	 EEG	 signals	 seen	 in	 healthy	controls	 (Dauwels,	 Vialatte	 and	Cichocki,	 2010).	 	What	 is	 clear	 is	 that	 the	phenomena	identified	in	the	EEG	signals	of	AD	and	MCI	patients	are	not	solely	shown	by	AD.		Sleep	has	also	shown	lowering	of	complexity,	as	has	epileptic	seizure,	alcohol	intoxication,	and	schizophrenia,	among	many	other	examples	(Stam,	2005).	
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3 Study	Tools	and	Software		Key	content:	
• Full	socio-demographic	data	for	the	study	group	of	subjects	for	this	PhD	
• Full	discription	of	 the	recording	and	epoch	selection	of	 the	data	by	a	specialist	clinician	
• Full	listing	of	the	computational	programs	utilised	in	this	PhD	Key	outcomes:	
• The	 subject	 group	 consisted	 of	 11	 probable	 AD	 patients	 (72.5±8.3	 yrs)	with	 a	Mini	mental	state	score	of	13.1±5.9	(indicating	moderate	to	severe	Alzheimer’s	disease)	 and	 11	 age-matched	 controls	 (72.8±6.1	 yrs)	with	 a	Mini	mental	 state	score	 of	 30.0±0.0.	 	 Not	 all	 currently	 known	 factors	 for	 the	 development	 and	progression	 of	 AD	 were	 recorded	 for	 each	 subject.	 	 Information	 such	 as	 the	education	level	is	unknown	
• Electroencephalograms	were	recorded	in	a	resting	but	awake,	eyes-closed	state	at	256Hz.	 	A	number	of	5-second	epochs	were	 collected	per	 subject	 for	offline	analysis,	 selected	 by	 a	 specialist	 clinician	 to	 be	 free	 of	 artefacts	 or	 other	undesired	wave	patterns	such	as	drug	influenced	patterns	
• Matlab	 was	 the	 main	 computer	 program	 used	 in	 this	 PhD,	 with	 BrainVision	Analyzer	used	in	one	specific	area	of	research			 	
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This	chapter	details	the	database	used	and	the	techniques	that	were	employed	to	record	signals	from	the	subjects	enrolled	in	the	study	before	the	start	of	this	PhD.		Furthermore,	specifics	of	other	key	study	devices,	namely	software	programs,	are	detailed.	
3.1 Electroencephalogram	Database	The	provision	of	EEG	signals	 from	AD	patients	are	specifically	attached	 to	researchers	and	 research	 grants	 due	 to	 a	 number	 of	 issues,	 the	 two	 greatest	 being	 the	 lack	 of	 a	central	 repository	 and	 uncommon	 recording	 in	 current	 clinical	 diagnostics	 for	 AD.	 	 A	further	 issue	 is	 the	 variation	 of	 conditions	 and	 settings	 to	 which	 these	 signals	 are	recorded,	 which	 may	 substantially	 affect	 the	 results	 of	 signal	 processing	 applied	 to	them.	 	As	 the	recording	and	database	specifics	are	known	to	have	an	 impact	on	signal	processing	results,	the	specifics	of	the	database	in	use	is	key	to	the	study	undertaken.	Key	details	of	other	analysed	databases	can	be	identified	in	chapter	2.	
3.1.1 Socio-Demographic	Data	of	the	Subject	Database	The	 database	 consisted	 of	 22	 subjects,	 11	 probable	 AD	 patients	 and	 11	 age-matched	controls,	 detailed	 in	 Table	 3-1.	 	 Although	 the	 group	was	 age-matched,	 they	 were	 not	gender-matched,	with	6	female	AD	patients	to	4	female	control	subjects.		These	subjects	were	 recruited	 from	 the	 Alzheimer’s	 Patients’	 Relatives	 Association	 of	 Valladolid	(AFAVA),	Spain.	 	The	 local	ethical	committee	 in	Valladolid	granted	ethical	approval	 for	the	 study.	 	 Controls	 subjects	 and	 caregivers	 for	 the	 AD	 patients	 also	 gave	 informed	consent.	The	 diagnosis	 of	 probable	 AD	 was	 supported	 by	 clinical	 evaluation	 including	 clinical	history,	 physical	 and	 neurological	 examination.	 	 Brain	 scans	 were	 included	 as	 was	 a	MMSE	to	evaluate	 the	 level	of	dementia	 impact	on	each	subject	 (Folstein,	Folstein	and	McHugh,	1975).	 	An	MMSE	score	less	than	12	indicates	severe	dementia	impact,	which	was	seen	in	5	AD	subjects.	 	All	controls	had	an	MMSE	score	of	30,	 the	maximum	score	obtainable.		They	were	also	without	past	or	present	neurological	disorders.	Two	 subjects	 were	 receiving	 lorazepam,	 identified	 with	 *	 in	 Table	 3-1.	 	 This	 is	 a	benzodiazepine,	 which	 is	 known	 in	 therapeutic	 doses	 to	 enhance	 beta	 activity.		However,	Dr	Pedro	Espino,	the	specialist	physician	overseeing	the	recording	of	the	EEGs	at	 the	Hospital	Clínico	Universitario	de	Valladolid	(Spain),	 saw	no	effect	on	 the	EEG	 in	these	 cases,	 however,	 upon	 visual	 inspection	 of	 the	 subjects’	 EEGs.	 	 All	 other	medications	did	not	impact	the	EEG	tracings.	
3.1.2 Particulars	of	the	Electroencephalogram	Recording	Procedure	The	EEGs	were	recorded	at	the	Hospital	Clínico	Universitario	de	Valladolid	(Spain)	from	19	 scalp	 loci	 from	 the	 international	 10-20	 system	 (shown	 in	 Figure	2.7).	 	 These	were	Fp1,	 Fp2,	 F3,	 F4,	 C3,	 C4,	 P3,	 P4,	 O1,	 O2,	 F7,	 F8,	 T3,	 T4,	 T5,	 T6,	 Fz,	 Cz	 and	 Pz.	 	 All	electrodes	were	 referenced	 to	 the	 linked	 ear	 lobes	 of	 each	 subject.	 	 Recordings	were	taken	in	a	resting	but	awake	state,	with	eyes	closed.		More	than	5	minutes	of	recording	was	completed	for	each	subject.	 	EEGs	were	collected	using	Oxford	Instruments	Profile	Study	Room	2.3.411	EEG	equipment.		This	applied	a	low-pass	hardware	filter	of	100Hz	before	sampled	at	256Hz	and	digitised	with	a	12-bit	A-to-D	converter.	Artefact	 free	 sections	 of	 the	 EEG	 signals,	 called	 epochs,	 were	 selected	 by	 Dr	 Pedro	Espino,	the	specialist	physician	overseeing	the	recording	of	the	EEGs.		Artefacts	included	movement	and	noise.		In	no	case	electroencephalographic	signs	of	sleep	were	observed.		These	epochs	were	5	seconds	(1280	data	points)	in	length.		These	were	then	copied	as	ASCII	 files	 for	 analysis	 offline.	 	 On	 average,	 30.0	 ±	 12.5	 epochs	 (mean	 ±	 SD)	 were	
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selected	 from	 each	 electrode	 for	 each	 subject.	 	 Two	 examples	 of	 these	 signals	 are	contained	in	Figure	1.1	and	Figure	1.2.	This	 dataset	 has	 been	 previously	 detailed	 and	 studied	 with	 a	 number	 of	 methods.		Details	 of	 all	 previously	 published	 findings	 are	 detailed	 in	 chapter	 2.	 	 In	 all	 previous	studies,	 further	 pre-processing	 was	 carried	 out	 before	 analysis	 using	 a	 Hamming	window	 FIR	 band-pass	 filter	 of	 425th	 order	 with	 cut-off	 frequencies	 at	 0.5	 and	 40Hz	using	MATLAB®.		This	is	to	remove	residual	EMG	activity	and	noise	due	to	the	electrical	mains.	
3.2 Computational	Programs	In	this	study	signal	analysis	has	been	carried	out	with	computational	programs	through	mathematical	 manipulation.	 	 These	 have	 allowed	 easily	 repeatable	 calculations	 to	 be	applied	 multiple	 times	 with	 quick	 computational	 program	 builds	 and	 clear	computational	 understanding.	 	 Along	 with	 Microsoft	 office	 tools,	 the	 following	 two	software	tools	have	been	exclusively	used	for	computational	analysis	in	this	study.	
3.2.1 MATLAB®	MATLAB®	is	a	matrix	based	programming	language	with	toolboxes	specifically	built	for	mathematical	 operations	 (MathWorks,	 2015).	 	 In	 this	 study,	 MATLAB®	 2012a	 was	specifically	 used	 for	 all	 mathematical	 operations,	 including	 signal	 filtering,	 non-linear	signal	 processing	 and	 post-processing	 statistical	 analysis	 except	 for	 the	 application	 of	current	source	density	(CSD)	pre-processing	(see	chapter	6	for	more	details).	The	choice	of	MATLAB®	over	any	other	computational	program	was	due	to	a	number	of	reasons.		The	ease	of	matrix	operations	is	particularly	suited	to	the	data	storage	for	this	signal	 database,	 and	 can	 be	 manipulated	 to	 drastically	 reduce	 the	 run	 time	 of	 many	operations.		It	has	a	large	support	database,	along	with	my	own	prior	knowledge	and	the	previous	use	of	MATLAB®	with	this	database:	all	of	which	combined	to	ensure	a	quick	initial	 ramp	 up	 of	 this	 study.	 	 Other	 well	 documented	 and	 supported	 actions	 which	increased	the	ease	of	analysis	with	MATLAB®	includes	good	integration	between	other	file	 systems	 such	 as	 .xls	 from	 Microsoft	 office	 as	 well	 as	 .txt	 files	 and	 an	 extensive	statistical	analysis	toolbox.		One	negative	of	the	use	of	MATLAB®	over	other	programs	is	
Table	3-1	Socio-demographic	data	of	the	subject	database	with	*	indicating	patients	taking	
Lorazepam	
	
Control	Subjects	 Alzheimer’s	Disease	Patients	Identifier	 Age	 Sex	 Identifiers	 Age	 Sex	 MMSE	Con-1	 72	 M	 Alz-1	 80	 F	 7/30	Con-2	 76	 M	 Alz-2*	 69	 F	 7/30	Con-3	 70	 M	 Alz-3	 71	 F	 7/30	Con-4	 67	 F	 Alz-4	 74	 M	 20/30	Con-5	 76	 F	 Alz-5	 79	 F	 10/30	Con-6	 86	 M	 Alz-6*	 72	 M	 7/30	Con-7	 79	 M	 Alz-7	 77	 M	 14/30	Con-8	 73	 M	 Alz-8	 79	 F	 17/30	Con-9	 69	 F	 Alz-9	 76	 M	 23/30	Con-10	 68	 M	 Alz-10	 71	 F	 14/30	Con-11	 65	 F	 Alz-11	 50	 M	 18/30	Mean	±	SD	 72.8	±	6.1	 Mean	±	SD	 72.5	±	8.3	 13.1±5.9/30		
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the	 high	memory	 cost	 of	 processes	 and	 the	 low	 line-by-line	 process	 speed,	 especially	when	 using	 loops.	 	 However,	 both	 of	 these	 points	 were	 not	 issues	 in	 this	 study,	especially	 given	 the	 slow	computational	 speed	was	mitigated	by	 the	use	of	 the	matrix	calculation	function	where	possible.	
3.2.2 BrainVision11	BrainVision	Analyzer	 is	a	software	 tool	developed	by	Brain	Products	GmbH	to	analyse	neurophysiological	 data	 such	 as	 EEGs	 (Brain	 Products	 GmbH,	 2015).	 	 In	 this	 study	BrainVision	 Analyzer	 2.0	 was	 used	 to	 carry	 out	 CSD	 pre-processing	 for	 volume	conduction	studies	described	in	chapter	6.	This	program	was	ideal	for	this	step	as	Analyzer	has	a	specific	toolbox	for	carrying	out	CSD	 pre-processing.	 	 Furthermore,	 integration	 between	 .txt	 files	 and	 MATLAB®	 are	possible	and	well	documented	and	so	conversion	of	data	to	the	required	file	formats	is	well	supported.	 	The	use	of	Analyzer	for	CSD	pre-processing	is	also	widely	accepted	in	the	research	community.		
																																								 																					
11	This	chapter	(3.2.2)	contains	the	products	of	joint	research	between	myself	and	Paul	Sauseng	who	aided	in	the	access	to	and	use	of	BrainVision	Analyser	
		 	 Chapter	4:	Univariate	Methods:	Permutation	Entropy	and	band	pass	pre-filtering	with	Lempel-Ziv	Complexity		 49	
4 Univariate	Methods:	Permutation	Entropy	and	band	
pass	pre-filtering	with	Lempel-Ziv	Complexity		Key	content:	From	 the	 validation	 of	 univariate	 non-linear	 signal	 processing	 methods	 and	 the	identification	of	the	requirements	for	methods	applied	in	this	PhD	in	Chapters	1	and	2	respectively,	this	chapter	includes:	
• Description	 and	 literature	 review	 of	 the	 Permutation	 Entropy	 methods	 and	input	arguments	used	in	this	study	
• Description	 and	 literature	 review	 of	 the	 pre-processing	 method	 applied	 to	Lempel-Ziv	Complexity	used	in	this	study	
• Description	 of	 the	 statistical	 analysis	 applied	 to	 the	 univariate	 results	 in	 this	study	Key	outcomes:	
• Permutation	entropy	was	chosen	as	it	was	a	novel	non-linear	signal	processing	method	 for	 Alzheimer’s	 disease	 electroencephalogram	 signals.	 	 The	method	 is	also	similar	to	Lempel-Ziv	Complexity,	which	has	shown	a	statistically	significant	ability	 to	 distinguish	 differences	 in	 electroencephalogram	 signals	 between	Alzheimer’s	 disease	 patents	 and	 healthy	 control	 subjects.	 	 Input	 arguments	select	the	pattern	of	data	points	taken	from	the	main	signal.		A	less	regular	signal	is	seen	to	have	a	wider	range	of	patterns	within	the	signal	than	a	more	regular	signal.		Synthetic	signal	analysis	would	be	used	to	investigate	the	impact	of	these	input	arguments	before	application	to	the	electroencephalograms	of	Alzheimer’s	disease.	 	 A	 modification	 of	 Permutation	 entropy,	 retaining	 the	 information	pertaining	to	repeated	values	was	also	applied	
• As	shown	in	the	literature	review,	pre-processing	of	the	signal	can	have	as	great	an	impact	on	the	outcome	of	signal	processing	as	the	main	method	applied	after.		Taking	the	slowing	of	the	electroencephalogram	in	Alzheimer’s	disease	and	the	success	 of	 spectral	 analysis,	 smaller	 frequency	 bands	 may	 increase	 the	significance	 of	 the	 differences	 between	 control	 and	 Alzheimer’s	 disease,	 as	already	 shown	 with	 one	 database	 by	 Gallego-Jutgla	 et	 al.	 (2012,	 2015a,	 b).		Lempel-Ziv	 Complexity	 was	 used	 as	 the	 main	 non-linear	 signal	 processing	method	
• Statistical	significance	was	tested	by	Student’s	t	test	or	Kruskal-Wallis,	followed	by	 Receiver	 Operating	 Characteristic	 curves	 to	 investigate	 the	 sensitivity,	percentage	of	correctly	identified	Alzheimer’s	patients,	specificity,	percentage	of	correctly	 identified	control	subjects,	and	accuracy,	percentage	of	total	correctly	identified	subjects.		Leave-one-out	bootstrapping	was	also	applied		 	
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While,	 as	 detailed	 in	 chapter	 2,	 there	 have	 been	 many	 studies	 utilising	 univariate	methods	 to	 analyse	 EEG	 signals	 of	 AD	 patients,	 there	 are	 still	 many	 areas	 left	 under	researched.	 	Within	 this	 PhD,	 two	 univariate	 areas	 are	 focused	 upon.	 	 The	 first	 is	 PE,	chosen	due	to	its	similarities	to	LZC	and	its	novality	to	AD	EEG	signals.	 	 	The	second	is	the	 effect	 of	 signal	 pre-processing,	 chosen	 due	 to	 the	 combination	 of	 non-linear	 and	spectral	 methods	 which	 have	 been	 shown	 to	 complement	 each	 other,	 increasing	 the	significance	of	the	results.	
4.1 Permutation	Entropy	PE	 was	 first	 described	 by	 Bandt	 and	 Pompe	 (2002).	 	 It	 uses	 ordinal	 patterns	 found	within	 a	 time	 series	 to	 create	 a	 range	 of	 probabilities	 for	 the	 appearance	 of	 different	pattern	 types.	 	These	are	 then	used	 in	 the	calculation	of	Shannon’s	entropy	 (Shannon,	1948).	 	Thus	PE	measures	the	regularity	of	any	given	signal	(Bandt	and	Pompe,	2002).		The	method	of	PE	is	suitable	for	application	to	biomedical	signals.		Furthermore	it	does	not	need	any	prior	knowledge	over	the	signals	to	be	tested.	 	Though	Bandt	and	Pompe	found	PE	method	 robust	 to	 noise	 (Bandt	 and	Pompe,	 2002),	 PE	has	 been	 found	 to	 be	highly	sensitive	to	the	phase	of	the	signal	(Anier	et	al.,	2010).	Given	the	similarity	of	PE	to	the	method	of	LZC,	which	has	shown	a	significant	ability	to	distinguish	AD	patients	 from	control	EEGs	 (see	chapter	2),	 it	 is	 surprising	 that	PE	has	not	been	so	widely	applied	to	this	application.		Studies	that	have	been	published	support	the	hypothesis	 that	PE	will	 similarly	be	 able	 to	distinguish	between	 these	 two	groups	but	no	consensus	has	yet	been	reached	as	to	the	choice	of	input	arguments.		These	non-trivial	arguments	are	n,	the	length	of	the	pattern	to	be	investigated,	and	τ,	the	sampling	rate	from	the	original	dataset	(Bandt	and	Pompe,	2002).	 	There	is	a	further,	previously	unidentified	 argument,	 slide,	 the	 difference	 between	 the	 first	 data	 point	 for	 two	concurrent	patterns.	
4.1.1 The	Permutation	Entropy	Method	PE	is	calculated	as	follows	(Bandt	and	Pompe,	2002):	1. Let	n	be	the	length	of	a	vector	of	values	taken	from	a	data	series.	 	Starting	with	data	 point	 1,	 then	 1+τ,	 1+2τ	 and	 so	 on,	 as	 shown	 in	 Figure	 4.1.	 	 Replace	 each	value	 in	 the	 vector	with	 integers	 from	0,	where	 0	 corresponds	 to	 the	 smallest	value	in	the	vector	and	the	maximum	integer	the	 largest.	 	For	 instance	{0.2	0.5	0.1	0.4	0.7}	would	become	{1	3	0	2	4}	2. Continue	 this	method	 along	 the	 data	 series,	 the	 first	 value	 of	 each	 subsequent	vector	slide	away	from	the	previous	vector		
	
Figure	4.1	Visual	representation	of	how	PE	patterns	are	selected	from	the	larger	signal	for	differing	
input	arguments	of	n,τ,slide	with		a)	3,1,2	and	b)	3,2,4	
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3. Once	all	symbolic	vectors	are	created	the	permutation	entropy	can	be	calculated:	
where	p(πi)	is	the	fraction	of	the	appearance	of	each	type	of	symbolic	sequence.	Given	 time	series	 {xt}	and	 the	 time	delay	embedding	Xj={xj,	xj+τ,	…,	xj+(n-1)τ},	p(πi)	can	be	defined	as	(Fadlallah	et	al.	2013):	
where	N	is	the	total	number	of	pattern	sub-vectors.	PE	can	also	be	normalised	(Bandt	and	Pompe,	2002):	
where	 0	would	 indicate	 complete	 order	 such	 as	 a	 single	 repeated	 value	 and	 1	would	indicate	a	completely	random	signal.			Repeated	values	identified	in	step	1	can	be	dealt	with	in	one	of	two	ways.		The	first	is	to	add	a	small	amount	of	noise	to	the	data	sequence	such	that	no	repeated	values	are	seen	but	 the	 pattern	 of	 the	 values	 is	 unchanged.	 	 This	 randomly	 assigns	 repeated	 values	 a	different	ranking.	 	The	second	method	gives	the	first	appearance	of	a	repeated	value	a	lower	 ranking	 than	 the	 second	 appearance,	 continuing	 until	 all	 repeated	 values	 are	ranked.		This	is	a	less	random	method	but	in	both	cases,	information	about	the	dataset	in	question	is	lost	(Bandt	and	Pompe,	2002).	
4.1.2 Permutation	Entropy	Literature	Review	Although	 first	 described	 in	 2002	 (Bandt	 and	 Pompe,	 2002),	 application	 of	 PE	 to	biomedical	 signals	 has	 been	 slow,	with	 very	 few	 studies	 focusing	 on	 AD	 (Zanin	 et	al.,	2012).		Those	studies	investigating	AD	with	PE	are	detailed	in	Table	4-1.			Key	figures,	including	the	input	arguments	and	statistical	analysis	of	results,	are	missing	from	studies	detailed	by	Labate,	Morabito	and	 their	 collaborators	 (Labate	et	al.,	 2012,	2013,	2014;	Morabito	et	al.,	2011,	2012).		While	this	gives	an	unclear	picture	of	the	exact	methods	 applied,	 the	 findings	 corroborate	 with	 other,	 more	 specifically	 described,	studies.		Further,	the	paper	by	Frantzidis	et	al.	(2012)	has	already	been	discredited	in	a	previous	chapter	(see	chapter	2).		This	is	due	to	results	contradictory	to	the	rest	of	the	body	of	evidence,	which	are	not	correctly	identified	or	discussed	in	any	way	and	other	anomalies	between	their	published	results	and	the	written	content	of	the	paper.		The	 three	 papers	 by	 Morison,	 Tieges	 and	 Kilborn	 (2012),	 Timothy	 et	 al.	 (2014)	 and	Deng	et	al.	(2015)	are	sufficiently	complete	and	coherent	to	provide	further	information	of	the	application	of	PE	to	AD	EEG	signals.	 	Morison,	Tieges	and	Kilborn	(2012)	have	a	very	 significant	 number	 of	 study	 subjects,	 probably	 the	 largest	 study	 published	currently.		This	consisted	of	63	AD	patients,	32	men	and	31	women	with	an	MMSE	score	of	 23.63±2.65	 (mean±SD),	 and	 76	 healthy	 controls,	 36	 men	 and	 40	 women	 with	 an	MMSE	 score	 of	 28.70±1.64	 (mean±SD).	 	 The	 choice	 of	 input	 arguments	 is	 within	 the	ranges	suggested	by	Bandt	and	Pompe	(2002),	which	recommend	that	n	be	in	the	region	3	 to	7	 though	n!	must	be	 less	 than	 the	 length	of	 the	original	data	series	when	n	 is	 the	
𝐻 𝑛 = − 𝑝 𝜋! 𝑙𝑜𝑔𝑝 𝜋! ,	 	(1)	
𝑝(𝜋!) = 𝑗: 𝑗 ≤ 𝑁, 𝑡𝑦𝑝𝑒 𝑋! = 𝜋!𝑁  ,	 	(2)	
𝐻!"#$ 𝑛 = 𝐻 𝑛𝑙𝑛 𝑛!  ,	 	(3)	
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maximum	 value	 used.	 	 Given	 that	 a	 range	 of	 values	 was	 not	 studied,	 it	 is	 not	 clear	whether	these	are	the	optimum	parameters	for	this	application.			The	multiscaling,	however,	is	a	little	more	unclear	in	method,	specifically	in	the	length	of	the	 signal	 tested.	 	 No	 data	were	 collected	 in	 a	 resting	 state	 for	 study	 purposes.	 	 Data	were	 collected	 throughout	 an	 episodic	 memory	 test,	 where	 an	 audio	 and	 visual	 pair	were	presented	 as	 one	of	 a	 series	 and	 the	 subject	was	 tasked	 to	 identify	whether	 the	pairing	had	been	seen	before.		Low	scales	found	little	significant	differences	between	the	two	groups,	not	unlike	many	other	multiscaling	studied	detailed	in	chapter	2.		Morison,	Tieges	and	Kilborn	(2012)	have	chosen	to	 look	at	the	average	values	within	regions	of	
Table	4-1	Published	papers	applying	PE	to	AD	patient’s	EEGs.		Only	PE	based	results	are	tabulated.	
Unless	otherwise	stated,	EEGs	are	collected	at	rest.		Key:	MPE=Multiscale	PE,	MvMPE=Multivariate	
MPE,	WPE=Weighted	PE,	HC=healthy	controls,	#=age	matched,	*=memory	task,	~=unreported	
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the	 brain,	 namely	 frontal,	 left	 and	 right	 centrals,	 central	 and	 occipital	 channels.		Statistical	significance	with	ANOVA	at	p<0.01	was	seen	at	all	three	central	channels	and	with	p<0.001	at	the	left	and	right	central	channels	at	scales	6	and	7.	Timothy	et	al.	(2014)	used	PE	to	look	at	differences	between	12	MCI	patients,	7	men	and	5	women	with	an	MMSE	score	of	26.3±1.4	(mean±SD),	and	15	healthy	controls,	9	male	and	6	female	with	an	MMSE	score	of	30.0±0	(mean±SD).	 	This	 is	a	significantly	similar	grouping,	 such	 that	 results	 must	 be	 seen	 with	 some	 criticality,	 especially	 given	significance	 is	 set	 at	 a	 higher	 standard	 significance	 of	 p<0.05.	 	 In	 a	 resting	 state,	electrodes	F4,	C4,	T3,	T4,	T5	and	T6	showed	statistically	significant	differences	between	the	two	groups.		With	addition	of	a	short-term	memory	task,	the	answering	of	questions	relating	to	a	short	audio	story	played	during	the	test,	statistically	significant	differences	between	 the	 two	 groups	 move	 to	 electrodes	 F3,	 F4,	 F7,	 F8,	 C3	 and	 P3.	 	 Sadly,	 exact	statistical	significances	are	not	reported.	Deng	et	al.	(2015)	applied	weighted	permutation	entropy	(WPE)	and	PE	to	resting	state	AD	EEGs.		WPE	is	a	modified	PE	method	that	incorporates	information	in	the	amplitude	of	each	ordinal	pattern	identified	through	the	PE	method.		14	AD	patients,	6	male	and	8	female,	and	14	healthy	controls,	4	males	and	10	females,	were	recruited	into	this	study.		No	objective	statistics	as	to	the	severity	of	the	disease	are	quoted.		The	EEG	signals	are	further	 separated	 into	 four	 frequency	 bands,	 delta	 (0.5-4Hz),	 theta	 (4-8Hz),	 alpha	 (8-15Hz)	 and	 beta	 (16-30Hz).	 	 Optimum	parameter	 analysis	was	 carried	 out	 using	 theta	band	 signals	 alone,	 the	 only	 band	 showing	 statistically	 significant	 differences	 with	ANOVA	 with	 significance	 set	 at	 p<0.01	 both	 with	 PE	 and	 WPE.	 	 This	 study	 suggests	
n,τ=6,5	 as	 optimum	parameters.	 	While	 there	 is	 an	 increase	 in	 statistically	 significant	differences	 between	 AD	 patients	 and	 controls	 with	 WPE	 over	 PE,	 in	 most	 frequency	bands,	in	the	theta	band	PE	outperformed	WPE.	PE	 has	 found	 a	 greater	 appreciation	 with	 EEG	 signals	 from	 epileptic	 seizures,	 where	
n,τ=5,3	were	found	to	be	the	optimum	parameters	for	identifying	epileptic	brain	signals	with	 lower	 n	 unable	 to	 detect	 changes	 due	 to	 seizures	 (Cao	 et	 al.,	 2004).	 	 With	anaesthesia,	n	was	found	to	have	little	effect	on	measuring	the	depth	of	anaesthesia	with	a	 combination	of	PE	parameters	needed	 to	 identify	anaesthesia	depth	suggested	 to	be	
n,τ=3,1-3	 (Li	 et	 al.,	 2010,	 2013;	 Riedl,	 Mueller	 and	 Wessel,	 2013).	 	 Tests	 with	 R-R	heartbeat	interval	dynamics	calculated	from	ECG	signals	have	been	completed	with	n=3-7	and	τ=1-4,	where	it	was	found	that	increasing	n	decreased	the	discriminatory	ability	of	the	method	 and	 τ	 had	 little	 effect	 on	 the	 outcome	 of	 the	methods	 tested	 (Bian	 et	 al.,	2012).		Synthetic	 data	 have	 been	 tested	with	n=2-16	 and	τ=1-1000	 in	many	 combinations	 by	Riedl,	Mueller	and	Wessel	(2013).		In	this	study	the	optimum	choice	of	n	and	r,	given	any	dataset,	was	studied.		They	proposed	the	creation	of	a	graph	that	plots	τ	against	PE	for	a	number	 of	 differing	 n	 values.	 	 Then	 the	 optimum	 n	 and	 τ	 are	 those	 at	 the	maximum	value	of	PE	at	the	point	of	saturation	after	the	effect	of	redundancy	has	been	eliminated.		No	studies	have	investigated	the	impact	slide	has	on	PE	results.	The	 initial	 method	 proposed	 by	 Bandt	 and	 Pompe	 (2002)	 has	 two	 major	 limitations	which	lead	to	the	loss	of	information	contained	in	the	signal.		Firstly,	repeated	values	are	not	preserved	 (Zanin	et	al.,	 2012).	 	 Secondly,	no	distinction	 is	made	between	patterns	with	differing	amplitudes,	as	seen	in	Figure	4.1.	The	first	has	been	addressed	by	Fine	Grained	Permutation	entropy	(FGPE).		This	creates	a	symbolic	metric	of	 size	n+1	where	 the	 last	digit	 is	an	 indicator	of	 the	 jump	between	
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each	of	the	numerical	values	in	the	vector.		This	indicator	is	created	using	the	following	equation	(Xiao-Feng	and	Yue,	2009):	
where	max(D(i))	 is	 the	maximum	 value	 of	 differences	 in	 the	 numerical	 values	 in	 the	current	vector,	SD(d(i))	the	standard	deviation	of	the	difference	series	and	ϵ	a	precision	regulation	factor.	 	Then	the	method	continues	as	for	the	normal	PE	method.		The	value	of	ϵ	must	be	closely	regulated	to	ensure	it	does	not	modify	the	result	of	the	method.		In	the	seminal	paper	 for	 this	method	ϵ=1	but	 little	other	 information	 is	given	 (Xiao-Feng	and	Yue,	2009).	 	Where	ϵ	 remains	 the	same	 for	all	 tests,	all	values	will	be	altered	 in	a	similar	way	and	the	effect	of	ϵ	will	also	be	similarly	controlled	by	utilising	normalisation.		However	ϵ	may	still	cause	spurious	results	(Xiao-Feng	and	Yue,	2009).			This	method	was	applied	to	biological	signals	from	epileptic	seizure	detection	with	n=6-10	 (Xiao-Feng	 and	 Yue,	 2009)	 and	 gait	 analysis	 with	 n=3	 (Sun,	 2010).	 	 However,	 all	methods	have	used	ϵ=1	and,	other	than	the	description	of	its	influence	by	Xiao-Feng	and	Yue	(2009),	no	further	information	is	available.	Another	 proposed	method	 to	 improve	 on	 amplitude	 retention	 is	 that	 of	Weighted	 PE	(WPE)	 (Fadlallah	 et	 al.,	 2013).	 	 Unlike	 FGPE,	 which	modifies	 the	 ranking	 vector,	 this	modifies	the	entropy	calculation	by	multiplying	the	numerator	(number	of	appearances	of	 a	 particular	 pattern)	 and	 denominator	 (total	 number	 of	 patterns)	 of	 the	 pattern	fraction	by	its	variance	wj.			
Note	if	the	weight	wj	is	equal	for	both	the	numerator	and	the	denominator	then	pw(π)	=	
p(π).	 	This	was	 first	applied	 to	synthetic	signals	 including	Gaussian	white	noise,	visual	invoked	 potential	 EEGs	 and	 epilepsy	 signals,	 showing	 the	 ability	 of	 WPE	 to	 detect	epileptic	seizures	(Fadlallah	et	al.,	2013).		Latterly	it	was	applied	to	EEGs	of	AD	patients	as	was	previously	detailed	in	this	chapter	(Deng	et	al.,	2015).	While	the	tested	signal	is	continuous,	repeated	values	have	little	effect	on	the	outcome	of	 the	 PE	 method.	 	 However,	 signals	 that	 are	 measured	 periodically,	 such	 as	 many	biomedical	signals,	have	a	significantly	greater	chance	of	repeated	values.		This	repeated	value	is	a	manifestation	of	the	underlying	system	similar	to	the	relative	rise	and	fall	of	values	 as	 measured	 by	 PE	 and	 should	 not	 be	 lost	 by	 the	method	 used.	 	 The	 original	approach	to	this	situation	was	to	apply	a	small	amount	of	noise	to	separate	these	signals	but	not	change	the	order	of	other	values	in	the	vector	or	to	identify	the	repeated	values	with	rank	integers,	the	lower	integer	being	assigned	to	the	first	repeated	value	and	so	on	(Bandt	and	Pompe,	2002).		A	modification	to	this	method	(modified	PE,	which	we	will	call	mPE)	gives	the	repeated	values	the	same	integer,	though	in	this	method	the	integer	is	the	index	of	the	position	of	the	numerical	value	in	the	original	vector	placed	in	a	symbolic	vector	in	ascending	order	of	the	original	value.		The	repeated	value	takes	the	identity	of	its	first	manifestation.		For	
𝑞 = 𝑚𝑎𝑥 𝐷 𝑖𝑆𝐷 𝑑 𝑖 ×𝜖 ,	 		
(4)	
𝑤! = 1𝑚 (𝑥!! !!! !! − 𝑥!!,!)!!!!! 	 	(5)		 	𝐻 𝑛 = − 𝑝! 𝜋 𝑙𝑜𝑔𝑝! 𝜋 .	 	(6)	
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example	(0.2	0.5	0.1	0.2	0.7)	becomes	(3	1	1	2	5).		Note	that	this	differs	from	the	original	method	for	pattern	identification	as	it	does	not	note	the	order	of	numbers	in	the	pattern	they	 were	 originally	 placed	 in,	 as	 before,	 but	 notes	 where	 the	 numbers	 were	 in	 the	pattern	 in	 ascending	 numerical	 value.	 	 To	 normalise	 the	 result	 it	 is	 divided	 by	 the	natural	 logarithm	of	the	total	possible	permutations,	 the	numbers	of	which	are	held	in	Table	4-2.	 	This	method	was	successfully	compared	against	 the	original	PE	method	on	electrocardiogram	signals.		Where	the	PE	method	was	unable	to	identify	changes	in	the	signal,	mPE	was	able	to	correctly	separate	the	signals	(Bian	et	al.,	2012).		
Table	4-2	The	number	of	possible	subvector	permutations	given	any	number,	pattern	and	
placement	of	repeating	values	n	 3	 4	 5	 6	 7	 8	 9	 10	Number	of	subvector	permutations	 15	 72	 435	 3108	 25,347	 231,696	 2,345,859	 26,065,020		The	 ordinal	 pattern	 component	 of	 PE	 has	 also	 found	 great	 use	 in	 other	 methods	 to	analyse	probabilities	prior	 to	 calculating	 indices	other	 than	Shannon’s	Entropy.	 	 Some	examples	 include	 the	 application	 to	 conditional	 mutual	 information	 for	 coupling	directions	 (Bahraminasab	 et	 al.,	 2008)	 and	 use	 within	 a	 statistical,	 non-parametric	independence	 test	 (Matilla-Garcia	 and	 Marin,	 2008).	 	 These	 methods	 and	 others,	however,	are	not	within	the	remit	of	this	PhD.			
4.1.3 Permutation	Entropy	Test	Regime	Given	 the	 optimisation	 of	 results	 for	 electrocardiogram	 signals	 (Bian	 et	 al.,	 2012),	 an	investigation	into	both	the	accuracy	of	the	original	PE	method	and	one	that	specifically	recorded	repeated	values	was	required.		Thus,	in	this	study,	a	modification	of	mPE	was	trialled	 alongside	 that	 of	 PE	 to	 investigate	 the	 ability	 of	 PE	 and	 its	 derivatives	 to	distinguish	between	the	brain	signals	of	AD	patients	and	controls.	 	The	modified	PE	in	this	study	(modmPE)	was	as	PE	except	for	the	handling	of	repeated	values,	where	they	were	given	the	same	ranking	value.		For	instance	(0.2	0.5	0.1	0.2	0.7)	became	(2	4	1	2	5).		This	 method	 of	 modmPE	 ensured	 only	 one	 change	 between	 the	 PE	 and	 modmPE	method,	 that	 of	 the	 process	 followed	 when	 repeated	 values	 were	 encountered.	 	 The	normalisation	values	held	above	in	Table	4-2	are	still	relevant	in	this	modification.	
4.1.3-A Synthetic	Signal	Testing	Initial	testing	with	PE	and	modmPE	used	synthetic	signals.	 	These	signals	were	chosen	both	to	investigate	the	impact	of	signal	properties	on	PE	and	modmPE	and	its	arguments	and	 the	 repeatability	 of	 PE	 and	modmPE.	 	 These	 synthetic	 signals	 have	 already	 been	applied	in	similar	studies	(Aboy	et	al.,	2006;	Escudero,	Hornero	and	Abasolo,	2009).		The	signals	tested	are	described	below	with	images	of	the	tested	signals	shown.		For	the	following	first	five	signals,	PE	and	modmPE	were	calculated	for	10s	with	a	90%	overlap.		These	inspect	the	impact	of	basic	signal	processing	concepts	on	PE	using	a	40s	signal	of	256Hz.	 	Thus	the	signal	 is	 tested	only	30	times	along	 its	 length.	 	These	signal	types	 are	 as	 tested	 by	Aboy	et	al.	 (2006).	 	More	 complex	 entropic	 impacts	 on	PE	 and	modmPE	are	 investigated	 in	 signals	 six	 and	onwards.	 	Here	 signals	of	150Hz	 for	150s	were	tested	as	in	Escudero	et	al.	(2009),	the	longer	signal	allowing	for	more	tests	to	be	done	due	to	the	more	complex	nature	of	the	signal	changes.		PE	and	modmPE	methods	are	 impacted	 by	 signal	 pattern	 due	 to	 the	 individual	 patterns	 always	 being	 identified	from	 the	 first	data	point.	 	 In	order	 to	ensure	 results	 for	all	 synthetic	 signals	along	 the	
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signal	length	can	be	compared	directly,	a	similarity	of	synthetic	signal	length	was	kept.		A	17s	signal	with	90%	overlap	was	therefore	chosen,	leading	to	1433	PE	and	modmPE	measurements	collected	along	the	changing	synthetic	signal:	1. Effects	of	frequency	on	PE	(Figure	4.2):		Two	signals	were	created	to	investigate	how	the	frequency	and	amplitude	of	the	signal	affects	PE.		The	first	was	a	chirp	signal	of	40s	of	 length	with	a	 linear	 frequency	sweep	 from	0.5-5Hz.	 	The	chirp	signal	was	modulated	by	a	pure	sinusoid	to	create	the	second	signal	
	
Figure	4.2	Synthetic	linear	frequency	sweep	chirp	signal	(a),	the	sinusoid	modulated	chirp	
signal	(b)	and	a	spectrogram	of	the	sinusoid	modulated	chirp	signal	(c)	2. Effects	of	 frequency	content	on	PE	 (Figure	4.3):	Four	10s	 signals	were	created	and	 concatenated	 to	 investigate	 how	 the	 frequency	 content	 influences	 the	 PE	result.		Each	signal	was	generated	from	the	same	periodic	signal	with	1,	2,	5	and	7	frequency	components	respectively		
Figure	4.3	Concatenated	40	second	periodic	synthetic	signal	showing	four	different	frequency	
contents	3. Effects	 of	 noise	 on	 PE	 (Figure	 4.4):	 This	 investigated	 the	 influence	 of	 noise	contamination	 on	 PE,	 specifically	 on	 quasi-periodic	 signals.	 	 Four	 10s	 quasi-periodic	 signals	were	 contaminated	with	white	Gaussian	noise	with	 increasing	power	 of	 1,	 1.1,	 1.3	 and	 1.5	 respectively.	 	 These	 four	 signals	 were	 then	concatenated	together					
Figure	4.4	Concatenated	40	second	quasi-periodic	synthetic	signal	showing	four	different	
power	contents	
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4. Effects	of	noise	power	on	PE	(Figure	4.5):		This	looked	at	the	influence	the	power	of	any	noise	has	on	 the	PE	of	 the	original	signal.	 	This	signal	was	created	 from	four	10s	 sections	 of	white	Gaussian	noise,	 each	with	 increasing	powers	 of	 0.1,	0.3,	 0.5	 and	 0.7	 respectively.	 	 These	 four	 signals	 were	 then	 concatenated	together		
Figure	4.5	Concatenated	40	second	white	Gaussian	noise	synthetic	signal	showing	four	
increasing	power	contents	5. Effects	of	noise	bandwidth	on	PE	(Figure	4.6):	This	determines	the	influence	of	the	bandwidth	of	the	noise	on	the	resulting	PE	of	the	signal.	Four	10s	signals	of	Gaussian	 white	 noise	 with	 increasing	 spectral	 bandwidth	 were	 concatenated	together		 	
Figure	4.6	Concatenated	40	second	white	Gaussian	noise	synthetic	signal	showing	four	
increasing	spectral	contents	(a)	and	the	spectrogram	of	the	same	signal	(b)	6. Effects	 of	 signal	 periodicity	 on	 PE	 (Figure	 4.7):	 A	 MIX	 process	 of	 150s	 was	created	such	that	the	signal	became	more	periodic	as	the	signal	progressed.		
where	 z	 is	 a	 random	 variable	 equal	 to	 1	 or	 0	 with	 probability	 p	 or	 1-p	respectively,	where	p	varies	linearly	from	0.9	to	0.1,	x	is	a	periodic	sequence		
	 and	y	is	a	uniformly	distributed	variable	[-√3,√3].	
𝑀𝐼𝑋 = 1 − 𝑧 𝑥 + 𝑧𝑦,	 (7)	
𝑥! = 2𝑠𝑖𝑛 2𝜋𝑘12 	 	(8)	
a)	 b)	
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Figure	4.7	150	second	MIX	signal	showing	increasing	periodicity	7. Effects	of	spectral	content	of	noise	on	PE	(Figure	4.8):	An	autoregressive	process	150s	 long	 of	 order	 1	 with	 model	 parameter	 p	 equal	 to	 0.9	 to	 -0.9	 linearly,	creating	a	signal	from	low	to	high	energies.		Where	p=0	the	signal	depicted	white	noise.		 	
Figure	4.8	150	second	autoregressive	signal	showing	increasing	signal	energy	8. Effects	 of	 changes	 in	 periodic	 and	 chaotic	 content	 on	 PE	 (Figure	 4.9):	 A	 150s	logistic	map	was	 created	with	 two	 sections.	 	 Initially	 μ=3.55,	 which	 created	 a	series	 oscillating	 between	 eight	 values.	 	 The	 second	 half	 had	 μ=3.60	 which	created	 a	 significantly	 chaotic	 signal.	 	 The	 logistic	 map	 was	 created	 from	 the	following	equation:	
	
Figure	4.9	150	second	logistic	signal	showing	oscillation	followed	by	chaotic	values	9. Effects	of	non-linear	systems	on	PE	(Figure	4.10):	A	Lorenz	attractor	was	used	with	two	sets	of	variables:	
𝑥! = 𝜇𝑥!!! 1 − 𝑥!!! .	 (9)	
𝑥 = 𝜎 𝑦 − 𝑥 	𝑦 = 𝑥 𝜌 − 𝑧 − 𝑦	 				
(10)	
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Initially,	the	system	showed	chaotic	behaviour	with	σ	=	10,	β	=	8/3	and	ρ	=	28,	followed	by	a	second	half	which	described	a	torus	knot	with	σ	=	10,	β	=	8/3	and	
ρ	=	99.96.		The	signal	was	150s	in	length.	
	
Figure	4.10	150	second	Lorenz	attractor	created	signal	showing	chaotic	signal	followed	by	a	
torus	knot	A	further	4	signal	types	were	created	in	 large	numbers	to	 investigate	the	variability	of	PE	 and	 modmPE.	 5000	 each	 of	 Gaussian	 white	 noise,	 uniform	 white	 noise,	 low-pass	coloured	noise	with	bandwidth	B1(256/4)	and	low-pass	coloured	noise	with	bandwidth	B2	(256/8)	were	also	subjected	to	PE	and	modmPE.	Both	 PE	 and	 modmPE	 were	 applied	 to	 the	 synthetic	 signals	 detailed	 above	 with	 the	same	input	variables,	detailed	in	Table	4-3.		These	were	picked	to	identify	the	influence	of	each	of	the	component	input	parameters	and	further	to	test	both	low	and	high	input	variable	combinations.		All	results	were	normalised	to	allow	for	comparison.	
Table	4-3	Input	parameters	applied	to	synthetic	signal	testing	by	PE	and	modmPE	
n	 τ	 slide	3	to	7,	10	 1	 1	3	 2	to	4,	10	 1	3	 1	 2	to	4	7	 4	 1,	4	
4.1.3-B AD	EEG	Testing	Both	PE	and	modmPE	were	also	applied	to	the	EEG	AD	database	described	in	chapter	3.		Input	 variables	 were	 the	 same	 as	 in	 Table	 4-3,	 matching	 those	 investigated	 with	synthetic	signals.		EEG	AD	signals	were	filtered	with	a	425th	order	band	pass	Hamming	window	 between	 0.5-40Hz	 prior	 to	 application	 of	 PE	 and	 modmPE	 to	 remove	contaminates	including	DC	components	from	the	EEG	measuring	devices.			
4.2 The	Effect	of	Signal	Pre-Processing	It	 is	 clear	 that	 the	 modification	 of	 the	 EEG	 signal	 prior	 to	 processing	 can	 have	 a	significant	effect	on	the	outcome	of	the	final	processing	outcome	(Dauwels,	Vialatte	and	Cichocki,	2010).	 	Given	 this,	 all	 studies	apply	pre-processing	 to	 reduce	noise,	 artefacts	and	other	 contaminants.	 	 In	 this	 research	wide	 signal	 processing	 step	 there	 is	 still	 no	consistent	 application	 of	methods;	 one	 example,	 the	 simple	 filtering	 of	 the	 initial	 EEG	signal	has	included,	but	is	not	limited	to,	a	low	pass	filter	of	70	Hz	(Stam	et	al.,	2007)	and	band	pass	 filters	 in	 the	ranges	0.3-70	Hz	(Babiloni	et	al.,	2009),	0.5-70	Hz	(Chan	et	al.,	2013;	 Koenig	 et	 al.,	 2005)	 and	 4-30	 Hz	 (Dauwels,	 Vialatte	 and	 Cichocki,	 2010).		
𝑧 = 𝑥𝑦 − 𝛽𝑧.	
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Significantly,	 more	 recently,	 a	 number	 of	 studies	 have	 utilised	 more	 extensive	 pre-processing	 than	 simple	 selection	 and	 filtering	 operations.	 	 Chan	 et	 al.	 (2013)	 used	independent	 component	 analysis	 (Belouchrani	 et	 al.,	 1997)	 to	 separate	 out	 all	 EEG	source	 components,	 enabling	 comb	 filtering	of	 only	 the	photic-influenced	 components	and	 removal	 of	 eye	 movement	 and	 heartbeat	 components	 before	 recombining	 the	modified	photic-influenced	and	unmodified	components	(Chan	et	al.,	2013).		In	another	study	focusing	on	the	EEGs	of	AD	patients,	the	empirical	mode	decomposition	(Huang	et	
al.,	 1998)	 was	 used	 to	 remove	 the	 unhelpful	 background	 noise	 by	 calculating	 all	oscillation	modes	 of	 the	 signal	 in	 question,	 called	 intrinsic	mode	 functions	 (IMF),	 and	removing	 all	 IMFs	 with	 a	 frequency	 distribution	 less	 than	 1	 Hz	 (Tsai	 et	 al.,	 2012).		Though	neither	of	these	papers	directly	identifies	the	accuracy	of	these	methods	though,	their	 findings	 are	 not	 dissimilar	 to	 the	 ranges	 seen	with	 other,	more	 standard,	 signal	processing	techniques.	A	 simple	pre-processing	 technique	 that	does	 seem	 to	have	made	a	 significant	positive	impact	 on	 the	 ability	 of	 the	 main	 signal	 processing	 technique	 is	 that	 described	 by	Gallego-Jutgla	et	al.	(2012,	2015).		Through	pre-filtering	the	signal	into	frequency	bands	from	1-30	Hz	in	length	starting	from	1-30	Hz	the	significance	of	the	differences	between	the	 AD	 patients	 and	 healthy	 control	 EEGs	 was	 increased	 by	 up	 to	 100,000	 times	(Gallego-Jutgla	et	al.,	2012).		However,	it	must	be	noted	that	the	signal	database	was	not	age	matched	and	had	both	a	greater	number	of	female	than	male	participants	along	with	unequal	numbers	of	AD	patients	and	healthy	controls,	all	of	which	have	been	previously	shown	to	cause	differences	in	the	EEG.		These	studies	follow	on	from	earlier	work	by	the	same	group	where	small	frequency	bands	of	4-7	Hz,	8-15	Hz	and	19-24	Hz,	were	found	to	optimise	the	detection	of	mild	AD	(Elgendi	et	al.,	2011).			Pre-filtering	in	frequency	bands	is	already	often	utilised	for	spectral	analysis	of	AD	EEG	signals.	 Spectral	methods	have	historically	been	applied	 in	 frequency	bands,	 generally	split	 into	 delta	 or	 1-4Hz,	 theta	 or	 4-8Hz,	 alpha	 or	 8-13Hz,	 beta	 or	 13-30Hz	 and	sometimes	also	gamma	above	30Hz.	 	As	previously	mentioned	in	section	2.3.3-C,	these	methods	have	 identified	a	 change	 in	 spectral	make-up	 in	 the	EEG	of	AD	patients	 from	those	of	healthy	age	matched	controls,	with	AD	patients	showing	a	greater	number	of	δ	and	 θ	 components	 and	 a	 lesser	 number	 of	 posterior	 α	 and	 β	 components	 (Dauwels,	Vialatte	and	Cichocki,	2010;	Jeong,	2004;	Babiloni	et	al.,	2011).		Given	this	differing	impact	of	the	filtering	to	the	signal	and,	therefore,	the	outcome,	the	pre-processing	 step	 should	 thus	 be	 seen	 as	 a	 significant	 part	 of	 the	 signal	 processing	methods	 applied	 to	 the	 signal	 as	 a	 whole.	 Is	 it	 possible	 that	 this	 pre-processing	 step	might	 be	 the	 key	 to	 understanding	 EEGs	 of	 AD	 patients	 with	 non-linear	 signal	processing	methods?	
4.2.1 Lempel-Ziv	Complexity	The	focus	of	this	part	of	the	study	was	to	analyse	the	impact	of	the	pre-processing	on	the	outcome	 of	 the	 signal	 processing	 method,	 not	 the	 outcome	 of	 the	 signal	 processing	method	 itself.	 	 Given	 this,	 the	 signal	 processing	 method	 following	 the	 filtering	 was	required	to	be:	
• Already	clearly	understood	and	analysed	from	a	signal	processing	standpoint	
• Already	applied	 to	 this	 signal	database	 to	allow	 for	easy	comparison	of	 results	where	changes	will	only	be	due	to	the	differing	pre-processing	method	
• Within	the	requirements	of	this	PhD	study	as	detailed	in	chapter	1,	such	as	non-linear	methods	matching	assumptions	with	the	EEG	signal	
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LZC	was	chosen	as	the	signal	processing	method	to	be	used.	LZC	is	a	symbolic	method	(Daw,	 Finney	 and	Tracy,	 2003)	with	 a	 number	 of	 steps;	 symbol	 creation,	 parsing	 and	calculation.	 	 A	 greater	 LZC	 value	 indicates	 more	 complexity	 in	 the	 original	 signal	(Lempel	and	Ziv,	1976).	 	It	has	been	shown	to	be	appropriate	for	non-stationary,	short	datasets	 (Wen	 and	 Li,	 2007;	 Zhang	 et	al.,	 1999)	 and	 does	 not	 need	 the	 application	 of	arbitrary	variables	(Christen	et	al.,	2006).		However,	it	can	produce	similar	decreases	in	complexity	 for	 both	 non-trivial	 deterministic	 patterns	 as	 correlated	 noise	 (Nagarajan,	2002).	 	Previous	studies	have	already	applied	LZC	to	many	biological	signals,	including	EEG	signals	 from	AD	patients	 (Labate	et	al.,	2013;	Dauwels	et	al.,	2011).	 	LZC	has	also	been	 previously	 applied	 to	 the	 study	 EEG	 dataset	 (Abasolo	 et	al.,	 2006),	 to	which	 the	results	from	this	processing	combination	can	be	compared.	
4.2.2 Pre-processing	with	Lempel-Ziv	Complexity	Initial	 pre-processing	 followed	 exactly	 the	 method	 proposed	 by	 Gallego-Jutgla	 et	 al.	(2012,	2015)	(GJ).		The	standard	band-pass	filtering	for	this	database,	0.5-40Hz,	was	not	initially	applied	to	the	signal	to	ensure	this	did	not	interfere	with	the	filtering	under	test.	The	GJ	method	is	as	follows	(Gallego-Jutgla	et	al.,	2012):	1. A	 third	order	Butterworth	 filter	was	created	within	 the	 range	F	 to	F+W	where	
F=1-30Hz	 and	 W=1-30	 Hz	 both	 using	 unitary	 values	 only.	 	 In	 all	 cases	
F+W<31Hz.		An	example	of	a	filter	is	shown	in	Figure	4.11	2. These	 filters	 were	 applied	 to	 each	 signal	 to	 create	 the	 filtered	 signals	 to	 be	processed	This	was	then	followed	by	the	computation	of	LZC.		The	method	originally	proposed	was	extended	for	use	with	biological	systems	by	creating	a	sequence	P	such	that	(Zhang,	Roy	and	Jensen,	2001):	 𝑃 = 𝑠 1 , 𝑠 2 ,… , 𝑠 𝑛 	 (11)	where	
𝑠 𝑖 = 0, 𝑖𝑓𝑥 𝑖 < 𝑇!1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  ,	 	(12)	which	has	been	proven	 to	be	an	adequate	method	 for	estimating	 the	LZC	 (Zhang,	Roy	and	 Jensen,	2001).	 	The	value	of	Td	 can	be	any	 threshold,	 such	as	 in	 (Thakor,	Zhu	and	Pan,	1990)	but	is	often	the	median	(Rapp	et	al.,	1994).		This	is	the	threshold	used	in	this	study	as	 the	median	 is	robust	 to	outliers	 (Nagarajan,	2002).	 	 It	 is	also	 the	current	LZC	parsing	method	standard.	Once	 the	 string	has	been	 converted	 to	 symbols	 it	must	be	parsed	 to	produce	 the	LZC.		The	method	of	parsing	uses	the	idea	of	a	growing	window	to	find	the	longest	new	word	within	a	given	string.		The	method	can	be	described	as	follows	(Lempel	and	Ziv,	1976):			a. S	and	Q	are	 two	 subsequences	of	P	 and	SQ	 the	 concatenation	of	 those	 two	subsequences.		Where	the	last	character	is	removed	this	is	denoted	SQπ	and	v(SQπ)	the	vocabulary	of	all	the	subsequences	of	SQπ.		Initially	c(n)	=	1,	S	=	s(1)	and	Q	=	s(2)	giving	SQπ	=	s(1)	b. Generally	S	=	s(1),	s(2),	 ...,	 s(r)	and	Q	=	s(r+1),	creating	SQπ	=	s(1),	s(2),	 ...,	
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s(r).		Critically,	if	Q	belongs	to	v(SQπ)	then	it	is	not	a	new	sequence,	merely	a	subsequence	of		SQπ	c. with	Q	=	s(r+1),	s(r+2)	again	judge	if	Q	does	or	does	not	belong	to	v(SQπ)	d. Repeat	until	Q	is	a	new	sequence,	then	c(n)	=	c(n)+1,	where	c(n)	is	the	LZC.		In	 this	 case	 Q	 =	 s(r+1),	 s(r+2),...,s(r+i)is	 not	 a	 subsequence	 of	 SQπ	 =	 s(1),	s(2),	...,	s(r+i-1)	e. Thereafter	S	=	s(1),	s(2),	...,	s(r+i)	and	Q	=	s(r+i+1).		This	is	repeated	until	Q	is	the	last	character.	Given	 the	 string	 00110010100111	 this	 will	 produce	 the	 parsing	0.01.10.010.101.00111	using	LZ76	(Christen,	Ott	and	Stoop,	2004)	and	a	LZC	of	6.			LZC	must	be	normalised	against	the	length	of	the	sequence	to	create	a	comparable	result	with	(Lempel	and	Ziv,	1976):	
𝐶 𝑛 = 𝑐 𝑛𝑏(𝑛)  𝑤𝑖𝑡ℎ 𝑏 𝑛 = 𝑛log!(𝑛) ,	 	(13)	where	 the	 number	 of	 words	 in	 a	 parsed	 sequence	 will	 be	 no	 greater	 than	 n/log2(n)	(Cover	and	Thomas,	2006).	
4.2.3 Lempel-Ziv	Complexity	with	Pre-processing	Test	Regime	The	method	described	in	4.2.2	was	applied	to	the	database	of	EEG	signal	epochs	with	P	being	 each	 filtered	 signal	 epoch	 in	 turn.	 	 The	 mean	 result	 for	 each	 frequency	 band,	electrode	 and	 subject	 was	 then	 calculated.	 	 These	 results	 were	 then	 statistically	analysed,	as	described	below.	
4.3 Univariate	Statistical	Analysis	In	order	to	evaluate	the	success	of	these	methods	at	separating	the	two	subject	groups	a	comprehensive	 set	 of	 signal	 processing	 was	 applied	 to	 the	 results.	 	 All	 of	 these	 tests	were	applied	to	results	with	PE,	modmPE	and	LZC	applied	to	EEG	AD	signals.			Where	a	significance	 threshold	was	required	 this	was	chosen	 to	be	α	=	0.01	 (Johnson,	2013).	 	While	this	is	stricter	than	the	conventional	threshold	of	0.05,	0.01	brings	these	results	 into	 direct	 comparison	 with	 other	 studies	 using	 this	 EEG	 AD	 dataset.		Furthermore,	 this	 ensures	 that	 statistically	 significant	 differences	 identify	 “strong-
	 	
Figure	4.11		Frequency	response	for	third	order	band	pass	5-6Hz	Butterworth	filter	
		 	 Chapter	4:	Univariate	Methods:	Permutation	Entropy	and	band	pass	pre-filtering	with	Lempel-Ziv	Complexity		 63	
evidence”	over	“substantial	evidence”	given	the	Jennings	scale	(Jeffreys,	1961)	and	thus	statistical	support	for	findings	was	more	reliable.	In	this	choice	of	significance	level,	the	chances	of	type	1	error,	i.e.	of	incorrectly	rejecting	the	 null	 hypothesis,	 and	 the	 chances	 of	 type	 2	 error,	 i.e.	 of	 incorrectly	 rejecting	 an	incorrect	null	hypothesis,	are	also	better	controlled	(Dodge,	2008).			
4.3.1 Data	Distribution	Initial	 tests	were	 concerned	with	 the	 distribution	 of	 results.	 	 It	 is	 imperative	 that	 the	assumptions	 for	 the	 statistical	methods	 applied	match	 the	 results	 in	 question	 for	 the	statistical	 findings	 to	 be	 reliable.	 	 The	 two	 tests	 applied	 were	 Lilliefors	 and	 then	 a	Bartlett	or	Levene	test	respectively.	The	Lilliefors	 test	 is	 a	 test	 for	 the	normal	distribution	of	data	with	an	unknown	mean	and	variance	(Lilliefors,	1967).		It	is	based	on	the	Kolmogorov-Smirnov	statistic,	making	this	 test	 particularly	 suitable	 for	 small	 datasets	 (Massey,	 1951).	 	 The	 following	calculation	is	completed:	 𝐷 =  𝑚𝑎𝑥! 𝐹∗ 𝑋 − 𝑆!(𝑋) ,	 (14)	where	F*(X)	is	the	cumulative	normal	distributive	function	with	the	sample	mean	μ	=	𝑋	and	the	sample	variance	σ2	=	s2,	defined	with	denominator	n-1,	and	SN(X)	 is	the	sample	cumulative	distribution	function.	 	If	D	exceeds	a	critical	value,	obtained	through	Monte	Carlo	 calculations	 given	 a	 specified	 significance,	 then	 the	 data	 is	 not	 seen	 to	 exhibit	 a	normal	distribution.		As	stated	in	4.3	the	specified	significance	was	p<0.01.	Tests	for	homoscedasticity,	i.e.	for	equal	variance,	was	carried	out	using	either	Bartlett’s	test	 (Bartlett,	 1937),	 where	 the	 data	 was	 found	 to	 exhibit	 a	 normal	 distribution,	 or	Levene’s	test	(Levene,	1960),	where	data	was	not	found	to	exhibit	a	normal	distribution.		For	 Bartlett’s	 test	with	 k	 samples	 of	 size	ni,	 the	 number	 of	 data	 points	N	 and	 sample	variance	Si2	then:	
𝑋! = 𝑁 − 𝑘 𝑙𝑛 𝑆!! − 𝑛! − 1 𝑙𝑛 𝑆!!!!!!1 + 13(𝑘 − 1) 1𝑛! − 1 − 1𝑁 − 𝑘!!!!  ,	 		(15)	where	the	pooled	estimate	for	the	variance	is	given	by:	
𝑆!! =  1𝑁 − 𝑘 𝑛! − 1 𝑆!!! .	 	(16)	For	Levene’s	test	the	following	is	calculated:	
𝑊 =  𝑁 − 𝑘𝑘 − 1 𝑛! 𝑧!. − 𝑧.. !!!!! 𝑧!" − 𝑧!. !!!!!!!!!!  ,	 		(17)	where,	additional	to	symbols	defined	for	the	Bartlett	test,	z..	is	the	mean	of	all	zij,	zi.	is	the	mean	of	zij	for	group	i	and	yij	is	the	jth	object	from	the	ith	group	such	that	𝑧!" = 𝑦!" − 𝑦!. .		The	 test	 statistic,	W,	 is	 then	 compared	 in	a	Fisher	 test	where	F(α,	k	-	1,	N	-	k)	 (Dodge,	2008).	
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4.3.2 Statistical	Significance	Statistically	significant	differences	between	AD	patients	and	age-matched	controls	were	identified	using	either	Student’s	t	test	or	Kruskal-Wallis	given	either	the	normal	or	non-normal	distribution	of	result	data	respectively.			Student’s	 t-test	 has	 a	 number	 of	 uses	 and	 applications.	 	 In	 this	 study,	 it	 was	 used	 to	distinguish	 if	 the	 two	 testing	 groups	 had	 similar	means	 (Student,	 1908)	 through	 one-way	analysis	of	variance	(ANOVA).	 	This	uses	a	particular	case	of	the	 linear	regression	model	(Seber,	1977)	where:	 𝑦!" = 𝑎! + 𝜀!" ,	 (18)	with	yij	result	i	of	the	jth	group,	aj	the	mean	of	population	group	j	and	εij	the	independent	and	normally	distributed	random	error,	with	mean	=	0	and	a	constant	variance.	To	 calculate	 Kruskal-Wallis	 test	 first	 all	 results	 are	 ranked	 together	with	 the	 smallest	result	rank	1	up	to	rank	N	for	the	largest	value.		Where	more	than	one	result	is	the	same	then	the	mean	ranks	are	given	in	these	cases.		Thus:	
𝐻 =  12𝑁 𝑁 + 1 𝑅!!𝑛!!!!! − 3 𝑁 + 1 ,	 	(19)	where	k	 is	 the	number	of	samples	 in	set	 i,	ni	 the	number	of	samples	 in	set	 j	and	Ri	 the	sum	of	the	ranks	given	to	Xij	where	Xij	is	the	jth	observation	of	sample	i.		It	is	important	to	note	 that	 the	 equation	 for	H	 is	 different	where	 there	 are	many	 instances	 of	 repeated	values	in	the	test	dataset	(Kruskal	and	Wallis,	1952).	Though	 the	 statistical	 rejection	 of	 the	 null	 hypothesis	 is	 stricter	 in	 this	 study	 than	 in	other	comparable	studies,	the	effect	of	multiple	comparisons	influencing	the	likelihood	of	 null	 hypothesis	 rejection	was	 checked	by	 the	 application	of	methods	 to	 control	 the	familywise	error	rate.		Both	the	Boferroni	correction	(Dunn,	1959,	1961)	and	the	Holm-Bonferroni	corrections	(Holm,	1979)	were	applied	to	these	data.			In	order	to	apply	the	Bonferroni	correction	a	new	significance	 level	was	tested	 for	 the	rejection	of	the	null	hypothesis	for	either	the	Student’s	t-test	or	the	Kruskal-Wallis	test.		This	significance	level	was	calculated	by:	
𝛼! = 𝛼𝑁,	 	(20)	where	αb	is	the	significance	with	the	Bonferroni	correction,	α	is	the	original	significance	level	 and	 N	 is	 the	 number	 of	 tests.	 	 With	 the	 Holm-Bonferroni	 method,	 statistical	significance	results	are	ranked	from	the	smallest	value	to	the	largest	value.		The	smallest	value	is	subjected	to	the	same	significance	test	as	in	the	Bonferroni	correction,	the	next	to	one	less	and	so	on	until	no	further	rejection	can	be	obtained.		Thus,	in	the	sequentially	rejective	 Bonferroni	 test,	 now	 known	 as	 the	 Holm-Bonferroni	 correction,	 statistical	significance	results	are	ranked	and	compared	in	order	to:	
𝛼!! = 𝛼𝑁 , 𝛼𝑁 − 1 ,…  ,𝛼1.	 	(21)	It	 has	 been	 noted,	 though	 the	 Bonferroni	 test	 is	 a	 stricter	 test	 than	 that	 of	 the	Holm-Bonferroni	test,	that	both	tests	have	the	same	probability	of	rejecting	any	false	positives	influenced	by	the	number	of	tests	carried	out.		Indeed	in	non-trivial	cases	this	is	seen	to	
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be	higher	in	the	Holm-Bonferroni	method	(Holm,	1979).		Thus	both	correction	methods	were	tested	and	compared.	
4.3.3 Receiver	Operating	Characteristic	Curves	Receiver	 Operating	 Characteristic	 (ROC)	 curves	 are	 a	 measure	 for	 observing	 the	classification	performance	of	 a	 given	method	and	hypothesis.	 	 It	 has	 seen	wide	use	 in	both	 the	signal	processing	and	medical	 communities.	 	Unlike	 the	previous	significance	tests,	ROC	analysis	is	able	to	identify	if	the	significance	level	of	the	test	is	such	only	due	to	improvements	over	random	guessing	due	to	chance	or	is	the	method	truly	significant	(Fawcett,	2006).	For	any	given	classifier	or	hypothesis	there	are	four	possible	outcomes.		The	first	is	the	correct	acceptance	of	 the	positive	outcome,	a	 true	positive;	 the	second	 is	 the	 incorrect	acceptance	of	the	positive	outcome,	a	false	positive.	 	Similarly	the	third	is	the	incorrect	acceptance	 of	 the	 negative	 outcome,	 a	 false	 negative	 and	 the	 fourth,	 the	 correct	acceptance	of	the	negative	outcome,	a	true	negative	(Fawcett,	2006).		Within	this	study	a	positive	 outcome	 is	 that	 of	 AD	 and	 a	 negative	 outcome	 is	 that	 of	 a	 healthy	 control.		Furthermore	 the	 classifier	 is	 that	 AD	 patients	 have	 a	 more	 regular	 EEG	 signal,	 as	measured	by	PE,	modmPE,	and	LZC,	over	the	healthy	controls.	From	 these	 four	 outcomes	 a	 number	 of	 classification	 measures	 can	 be	 calculated.		Specifically	these	are	sensitivity,	specificity	and	accuracy.		Sensitivity	is	a	measure	of	the	number	of	positive	outcomes	correctly	identified.		It	is	calculated	by	(Fawcett,	2006):	
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃𝑃 ,	 	
(22)	where	TP	 is	 the	 number	 of	 true	 positives	 calculated,	 in	 this	 study	 the	 number	 of	 AD	patients	correctly	identified,	and	P	the	number	of	positives	in	the	sample,	in	this	case	the	11	AD	patients.		Specificity	is	the	number	of	negative	outcomes	correctly	identified.		This	is	calculated	by	(Fawcett,	2006):	
𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁𝐹 ,	 	(23)	where	TN	is	the	number	of	true	negatives	calculated,	in	this	study	the	number	of	healthy	controls	correctly	 identified,	and	F	 the	number	of	negatives	 in	 the	sample,	 in	 this	case	the	 11	 healthy	 controls.	 	 Lastly,	 accuracy	 is	 a	measure	 of	 the	method	 to	 classify	 both	positive	 and	 negative	 outcomes	 correctly.	 	 In	 the	 same	 manner	 as	 above,	 this	 is	calculated	by	(Fawcett,	2006):		 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁𝑃 + 𝐹 .	 	(24)	To	 create	 a	 ROC	 space	 diagram	 the	 true	 and	 false	 positives	 are	 plotted	 against	 each	other,	 as	 shown	 in	 Figure	 4.12.	 	Where	many	 plots	 are	 done	 for	 different	 thresholds	within	 the	data,	 these	plots	 join	 to	 create	a	 line	or	 curve,	known	as	 the	ROC	curve.	 	A	strategy	of	randomly	guessing	whether	the	result	should	be	positive	or	negative	follows	the	line	y	=	x	in	ROC	space.		Any	results	worse	than	this	would	trace	a	curve	in	the	ROC	space	in	the	triangle	below	this	diagonal	line.		Results	better	than	chance	would	occupy	the	space	above	this	diagonal	 line.	 	One	further	calculation	used	in	this	study	from	the	ROC	space	is	that	of	the	area	under	the	curve	(AUC).		This	gives	a	measure	of	how	likely	it	 will	 be	 that	 one	 randomly	 chosen	 outcome	 will	 be	 higher	 than	 another	 randomly	
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chosen	outcome.	 	This	gives	a	measure	of	success	of	 the	method	akin	 to	 in	a	daily	use	environment	such	as	a	diagnostic	method	(Fawcett	,2006).			
	 	
Figure	4.12	Creation	of	a	ROC	diagram	given	a	database	of	positive	(P)	and	negative	(N)	outcomes.		
This	assumes	the	hypothesis	that	the	positive	group	provides	a	higher	result	than	that	of	the	
negative	group	(Fawcett,	2006)12	
4.3.4 Leave-One-Out	Cross	Validation	LOO-CV	is	a	specific	type	of	bootstrapping	(Dodge,	2008)	that	allows	for	testing	against	“type	 3	 errors”,	 i.e.	 the	 wrong	 test	 question	 producing	 the	 right	 answer.	 	 It	 is	 also	 a	useful	method	with	small	datasets	to	be	able	to	simulate	the	training	and	utilisation	of	a	test	system.			From	the	data,	two	sets	are	created,	a	training	set	and	a	validation	set.		The	training	set	is	used	to	test	the	system	while	the	validation	set	is	then	used	to	test	the	system.		Data	cannot	be	in	both	or	neither	set.		This	can	be	done	exhaustively,	where	all	possible	data	permutations	 are	 tested,	 or	 non-exhaustively,	 where	 test	 numbers	 are	 prescribed	 by	other	limitations.		The	mean	result	of	all	the	tests	if	the	LOO-CV	result.			In	 this	 study,	 two	 different	 LOO-CV	 versions	were	 carried	 out.	 	 The	 first	 was	 subject	based	 LOO-CV	 (SB-LOO-CV).	 	 Here	 one	 subject’s	 results	were	 used	 as	 a	 validation	 set	while	all	other	21	subjects’	results	were	used	as	the	training	set.	This	was	done	for	each	electrode.	 	Given	the	hypothesis	and	the	resultant	results,	would	the	validation	subject	be	 correctly	medically	 classified?	 	The	 second	was	 epoch	based	LOO-CV	 (EB-LOO-CV).		Here	only	one	the	result	from	one	epoch	was	removed	from	the	test	database	to	be	used	as	a	validation	set.	 	All	values	 from	other	epochs	 taken	 from	the	same	subject	and	 the	same	 electrode	were	 kept	 in	 the	 training	 dataset,	 along	with	 all	 other	 epochs.	 	 Again,	would	the	validation	epoch	be	correctly	classified?		It	is	important	to	note	that	these	two	methods	 simulate	 specifically	 the	 possible	 success	 of	 these	 tested	 methods	 within	 a	clinical	diagnostic	setting.	
																																								 																					
12	This	 figure	 was	 published	 as	 figure	 3,	 An	 introduction	 to	 ROC	 analysis,	 Fawcett,	 Pattern	Recognition	Letters,	2006.		Permission	for	reproduction	granted	by	the	copyright	holder,	Elsevier	
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5 Univariate	Signal	Processing	Results		Key	content:	
• Results	 and	 statistical	 analysis	 for	 permutation	 entropy	 and	 modified	permutation	 entropy	 for	 both	 synthetic	 signals	 and	 the	 electroencephalogram	database	
• Results	 and	 statistical	 analysis	 for	 Lempel-Ziv	 complexity	with	 band-pass	 pre-filtering	between	1-40Hz	with	a	bandwidth	of	1-30Hz	Key	outcomes:	
• Permutation	 entropy	 and	 modified	 permutation	 entropy,	 developed	 to	 retain	information	on	repeated	values,	were	tested	with	a	range	of	synthetic	signals.		It	was	 found	 both	 methods	 responded	 similarly,	 with	 increasing	 frequency	 and	increasing	frequency	components	increasing	the	entropy	result	while	noise	type	and	 power,	 and	 signal	 amplitude	 had	 little	 effect.	 	 With	 the	electroencephalogram	 database,	 control	 subjects	 showed	 a	 greater	 entropy,	indicating	 more	 wide	 ranging	 pattern	 content,	 than	 healthy	 controls.	 	 The	modified	permutation	entropy	was	less	able	to	distinguish	significantly	between	the	two	subject	groups	than	permutation	entropy.		Minimum	significance	values	were	 found	 with	 input	 arguments	 n,tau,slide	 of	 3,10,1	 at	 electrode	 Fp1	 with	
p=0.0007,	 closely	 followed	 with	 other	 electrodes	 in	 the	 frontal	 region	 of	 the	brain.	 	 This	 corresponded	 to	 86.36%	accuracy	 and	 an	 area	 under	 the	 receiver	operating	characteristic	curve	of	0.9174.			
• Pre-filtering	in	bands	lead	to	a	reduction	in	the	Student’s	t	test	results	seen	with	Lempel-Ziv	 complexity	 in	 comparison	 to	 published	 results	 with	 filtering	between	0.5-40Hz	(Abasolo	et	al.,	2006).	 	In	all	cases,	the	increased	entropy	for	electroencephalogram	 signals	 of	 healthy	 controls	was	 retained,	 as	 also	 seen	 in	the	 previously	 published	 findings.	 	 Statistically	 significant	 differences	 between	the	 two	 groups	 were	 mainly	 focused	 on	 wide	 bandwidth	 signals	 starting	between	2-5Hz	though	some	other	statistical	significances	were	focused	around	the	 inclusion	 of	 18Hz.	 	 All	 electrodes	 had	 a	 number	 of	 statistical	 significances.		The	lowest	Student’s	t	test	was	p=1.0203x10-5	for	P4	in	the	18-24Hz	band	with	an	accuracy	of	95.45%	and	an	area	under	 the	receiver	operating	characteristic	curve	of	0.9752.				 	
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Results	from	the	univariate	analysis	methods	described	in	chapter	4	are	detailed	in	this	section.		For	discussions	on	these	results,	the	reader	is	referred	to	chapter	8.	
5.1 Permutation	Entropy	Results	Results	for	analysis	of	both	synthetic	and	real	signals	with	PE	are	presented,	both	for	the	range	of	input	arguments	described	in	section	4.1.			
5.1.1 Synthetic	Signal	Permutation	Entropy	Results	As	detailed	in	section	4.1,	analysis	of	PE	to	understand	the	behaviour	of	the	method	to	signal	contents	has	been	 limited	 in	scope,	both	 in	 terms	of	 the	 input	arguments	 tested	and	 the	signal	 types	applied.	 	The	aim	of	 this	part	of	 the	study	was	 to	understand	 the	impact	 of	 signal	 components	 often	 seen	 in	 EEG	 signals	 on	 PE	 analysis,	 not	 only	 as	 a	whole	but	also	in	relation	to	each	input	argument	in	turn.	Averaged	 (mean)	 results	 for	 all	 input	 arguments	 are	 graphically	 displayed	 in	 Figure	5.1a-j	respectively,	with	individual	results	for	each	argument	input	detailed	in	Appendix	2.			Increasing	signal	frequency	produces	increasing	PE	and	modmPE	results	with	modmPE	slightly	 more	 robust	 to	 changing	 frequency	 content	 (Figure	 5.1a).	 Modulating	 the	amplitude	of	the	signal	had	no	impact	on	the	outcome	of	both	PE	and	modmPE	(Figure	5.1a	and	b).	 	Where	 the	number	of	 frequency	components	 increased	within	 the	signal,	the	PE	and	modmPE	result	 increased	to	reflect	this	fact.	 	Again,	modmPE	was	found	to	be	 less	 susceptible	 to	 changes	 in	 the	 number	 of	 frequency	 components	with	 reduced	overall	entropy	results	and	decreased	step	changes	 in	comparison	 to	PE	(Figure	5.1c).		In	all	cases,	increasing	n,	the	length	of	the	patterns	tested,	led	to	a	decrease	in	the	PE	and	modmPE	result,	as	did	decreasing	τ	and	slide	with	the	modmPE	method,	decreasing	the	overall	 entropy	 result	 in	 comparison	 to	 the	 same	 input	 arguments	with	 PE,	 shown	 in	Appendix	 2.	 	 Differences	 in	 n	 and	 τ	 had	 a	 similar	 impact	 on	 identifying	 frequency	components	 of	 a	 signal	 while	 slide	 had	 very	 little	 impact	 on	 identifying	 frequency	components.	 	 Furthermore,	 with	 frequency	 components,	 there	 is	 little	 interaction	between	the	argument	values	used	on	the	outcome	of	both	PE	and	modmPE.		It	must	be	noted	that	as	τ	 increased,	stability	decreased,	though	this	was	not	large	in	the	range	of	values	tested	here.	Both	PE	and	modmPE	showed	stability	of	results	upon	the	application	of	noise,	shown	by	 an	 almost	 horizontal	 trend	 in	 the	 results,	 with	 both	 methods	 reacting	 marginally	more	 to	 the	 bandwidth	 of	 the	 signal	 over	 the	 power	 of	 the	 noise.	 	 As	with	 the	 signal	frequency	content,	modmPE	values	were	 lower	than	those	of	corresponding	PE	values	with	reduced	response	to	the	changing	noise	content	of	the	signal	(Figure	5.1d	to	f).			Individually,	 PE	 and	 modmPE(7,4,4)	 were	 the	 most	 susceptible	 to	 increasing	 noise	power,	 followed	by	PE	and	modmPE(7,4,1),	with	modmPE	slightly	 less	 stable	 than	PE	(Appendix	2	g	and	h).	 	A	larger	noise	presence	further	affected	PE	and	modmPE(7,1,1)	and	 PE	 and	 modmPE(10,1,1)	 (Appendix	 2	 i	 and	 j).	 	 As	 in	 the	 case	 of	 the	 frequency	components	of	the	signal,	increasing	n	lead	to	a	decrease	in	the	PE	and	modmPE	result,	as	did	decreasing	τ	and	slide	with	the	modmPE	method	decreasing	the	overall	entropy	result	in	comparison	to	the	same	input	arguments	with	PE	(Appendix	2).			
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a)	 b)	
	 	c)	 d)		
	 	e)		 f)		
	 	
Figure	5.1	Mean	PE	and	modmPE	synthetic	signal	results	for	40	second	signals	for	all	input	
arguments	with	a	graph	of	the	signal	measured	below	each	graph	of	results	The	 periodicity	 of	 the	 signal	 is	 strongly	 detected	 by	 both	 PE	 and	 modmPE,	 with	increasing	periodicity	decreasing	the	entropy	value.		Though	the	periodicity	of	the	signal	varies	 linearly,	 the	 entropy	 values	 do	 not	 change	 linearly	 (Figure	 5.3a).	 	 The	 energy	content	of	the	signal,	tested	with	an	autoregressive	model,	did	not	significantly	affect	the	entropy	 of	 either	 PE	 or	modmPE	 (Figure	 5.2b).	 	 An	 increasingly	 complex	 signal	 gave	increased	 entropy	 results	 both	with	 PE	 and	modmPE	 (Figure	 5.2c)	with	 stable	 signal	chaos	producing	stable	entropy	results.		During	the	period	of	chaotic	change	the	entropy	is	significantly	higher	than	during	either	stable	area.		However,	non-linear	changes	were	described	by	higher	entropy	values	than	purely	chaotic	systems	(Figure	5.2d).	
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a)	 b)	
	 	c)	 d)	
	 	
Figure	5.2	Mean	PE	and	modmPE	synthetic	signal	results	for	150	second	signals	for	all	input	
arguments	with	a	graph	of	the	signal	measured	below	each	graph	of	results,	including	zoomed	
segments	of	the	initial	and	final	signal	charactoristics	As	previously	seen,	increasing	n	led	to	a	decrease	in	the	PE	and	modmPE	results,	as	did	decreasing	τ	and	slide	(Appendix	2	m	to	t)	with	little	 interaction	between	the	different	arguments.	 	 This	 trend	 is	 only	 different	 with	 the	 logistic	 signals	 where	 occasional,	unrelated	argument	systems	such	as	(3,1,4)	behave	very	differently	 to	 their	behaviour	with	other	signal	types	but	also	throughout	the	changing	signal	itself.	Repeatability	 of	 PE	 and	 modmPE	 was	 tested	 through	 four	 sets	 of	 5000	 nominally	repeated	signals,	each	one	created	from	possible	signal	noise	contaminants.		Results	are	detailed	 in	 Table	 5-1.	 	 The	 SD	 values	 are	 small	 in	 all	 cases,	 with	 reduced	 bandwidth	leading	 to	 slightly	 increased	 SD.	 	 Furthermore	 the	 type	 of	 noise	 does	 not	 change	 the	
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entropy	outcome.		Results	were	found	to	follow	normal	distributions,	as	shown	in	Figure	5.3b.	 	 This	was	not	 found	only	with	 the	Gaussian	 and	uniform	white	noise	 signals	 for	(3,10,1)	where	the	distribution	seen	in	Figure	5.3a	was	found.	
Table	5-1	Mean	and	standard	deviation	of	the	results	for	PE	and	modmPE	applications	to	5000	
signals	of	the	same	noise	characteristic		 PE	(mean±SD)	 modmPE	(mean±SD)	Gaussian	noise	 0.7916±0.0012	 0.5616±0.0010	Uniform	noise	 0.7916±0.0012	 0.5616±0.0010	Noise	bandwidth	B1	 0.7433±0.0019	 0.5276±0.0015	Noise	bandwidth	B2	 0.6502±0.0024	 0.4605±0.0017		a)	 b)	
	 	
Figure	5.3	PE	results	for	5000	Gaussian	white	noise	signals	as	bar	charts	of	result	incidence	a)	for	
PE(10,1,1)	and	b)	mean	for	all	input	argument	combinations	
5.1.2 Alzheimer’s	Disease	Permutation	Entropy	Results	Both	PE	 and	modmPE	were	 then	 applied	 to	 the	EEG	AD	 signals	 detailed	 in	 chapter	 3.		Mean	 and	 SD	 results	 are	 contained	 in	 additional	 files	 to	 this	 PhD.	 	 Controls	 EEGs	 had	higher	 entropy	 results	 over	 those	 of	 the	 AD	 patients.	 	 The	 difference	 in	 the	 results	produced	by	both	methods	was	small.	
5.1.2-A Result	distribution	Lilliefors	 tests,	 as	 described	 in	 section	 4.3.1,	 showed	 most	 parameter	 combinations	produced	 predominantly	 normal	 distributions.	 	 Electrode	 T3	 produced	 the	most	 non-normal	 data	 distributions.	 	 However,	 for	 both	 PE(3,10,1)	 and	 modmPE(3,10,1),	 all	results	were	found	to	predominantly	not	be	normally	distributed.		Results	for	these	two	tests	 were	 treated	 with	 non-parametric	 statistical	 analysis	 tests.	 	 Results	 are	summarised	in	Table	5-2.	
Table	5-2	Number	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test	for	PE	and	
modmPE		
(3,1,1)
	
(4,1,1)
	
(5,1,1)
	
(6,1,1)
	
(7,1,1)
	
(10,1,1 )	 (3,2,1)
	
(3,3,1)
	
(3,4,1)
	
(3,10,1 )	 (3,1,2)
	
(3,1,3)
	
(3,1,4)
	
(7,4,1)
	
(7,4,4)
	
PE	 0	 0	 1	 1	 1	 0	 0	 0	 3	 15	 0	 0	 0	 0	 2	modmPE	 0	 0	 1	 1	 1	 0	 0	 0	 3	 15	 0	 0	 0	 0	 1		
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Homoscedasticity	was	tested	using	the	two	methods	detailed	in	section	4.3.1.		Very	few	cases	of	unequal	variance	were	seen	except	for	electrode	P4,	where	86.67%	(13	of	15)	of	test	 results	 were	 found	 to	 reject	 the	 hypothesis	 of	 homoscedasticity	 both	 for	 PE	 and	modmPE.	 	 Statistical	 tests	 were	 thus	 chosen	 assuming	 homoscedasticity.	 	 Results	 are	summarised	in	Table	5-3.	
Table	5-3	Number	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test	with	PE	and	
modmPE,	*=Levene	test	substituted	for	a	Bartlett	test	on	account	of	non-normal	distribution		
(3,1,1)
	
(4,1,1)
	
(5,1,1)
	
(6,1,1)
	
(7,1,1)
	
(10,1,1
)	
(3,2,1)
	
(3,3,1)
	
(3,4,1)
	
(3,10,1
)*	
(3,1,2)
	
(3,1,3)
	
(3,1,4)
	
(7,4,1)
	
(7,4,4)
	
PE	 1	 1	 1	 0	 0	 1	 1	 1	 1	 4	 1	 1	 1	 4	 4	modmPE	 1	 1	 1	 1	 1	 1	 1	 1	 1	 2	 1	 1	 1	 2	 0		
5.1.2-B Statistical	significance	Statistical	 significance	 was	 tested	 using	 the	 methods	 outlined	 in	 section	 4.3.2.	 	 More	statistically	significant	differences	were	seen	with	PE	than	modmPE.		PE	 identified	 10	 statistically	 significant	 electrodes	 and	 PE	 argument	 pairings	 with	Student’s	t	test	and	Kruskal	Wallis.		These	were	exclusively	contained	within	arguments	(3,10,1),	(7,4,1)	and	(7,4,4)	respectively	and	covered	electrodes	Fp1,	Fp2,	F4,	F7,	F8	and	T3.	 	The	most	 statistically	 significant	method	was	PE(3,10,1)	 applied	 to	 electrode	Fp1	with	p=0.0007.			ModmPE	identified	6	statistically	significant	electrode	and	modmPE	argument	pairings.		While	 these	 matched	 those	 seen	 with	 PE	 for	 (3,10,1),	 not	 statistically	 significant	electrodes	were	seen	with	(7,4,1)	and	only	Fp2	with	(7,4,4).		Again	the	lowest	Student’s	t	test	was	seen	at	 (3,10,1)	Fp2	with	p=0.0014,	 though	this	 is	higher	 than	that	seen	with	PE.		Statistically	significant	results	are	presented	in	Table	5-4.	
Table	5-4	Student’s	t	test	p	values	with	PE	and	modmPE	(*=Kruskal	Wallis)	with	bold	results	also	
significant	with	Holm-Bonferroni	correction		 PE	 modmPE	(3,10,1)*	 (7,4,1)	 (7,4,4)	 (3,10,1)*	 (7,4,4)	Fp1	 0.0007	 0.0073	 0.0077	 0.0014	 	Fp2	 0.0064	 0.0014	 0.0009	 0.0053	 0.0046	F4	 	 0.0099	 	 	 	F7	 0.0023	 	 	 0.0023	 	F8	 0.0064	 	 	 0.0053	 	T3	 0.0095	 	 	 0.0095	 		In	increasing	τ,	distinction	between	control	and	AD	subjects	was	increased.		To	a	lesser	extent	this	was	also	seen	with	increasing	the	size	of	n.	 	Changing	slide	had	little	impact	on	differentiation	between	 the	 two	groups.	 	PE	was	more	able	 to	distinguish	between	control	 and	AD	patients’	EEGs.	 	The	difference	between	 the	 two	methods,	 however,	 is	small.	
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No	 statistical	 significance	was	 seen	when	 Bonferroni	 corrections	were	 applied	 to	 the	results.		However,	statistical	significance	was	seen	with	Holm-Bonferroni	corrections	in	four	 PE	 and	 two	modmPE	 combinations.	 	 These	 can	 be	 seen	 in	 Table	 5-4.	 	 The	most	statistically	 significant	 differences,	 seen	 with	 PE	 and	 modmPE(3,10,1)	 are	 shown	 in	Figure	5.4	and	Figure	5.5.	
	 		
Figure	5.4	Permutation	entropy	results	for	n,tau,slide	=	3,10,1,	controls	mean	per	electrode	left	and	
patients	mean	per	electrode	right.		Statistically	significant	differences	are	marked	by	*	at	each	
electrode	and	by	**	for	significance	with	multiple	comparison	correction	
	 		
Figure	5.5	Modified	permutation	entropy	results	for	n,tau,slide	=	3,10,1,	controls	mean	per	electrode	
left	and	patients	mean	per	electrode	right.		Statistically	significant	differences	are	marked	by	*	at	
each	electrode	and	by	**	for	significance	with	multiple	comparison	correction	
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5.1.2-C Receiver	operating	characteristic	significances	Statistically	 significant	 results	 were	 further	 analysed	 with	 ROC	 curves.	 	 Maximum	sensitivity	was	90.91%	with	both	PE	and	modmPE(3,10,1)	F7.		Maximum	specificity	was	90.91%,	 though	 this	did	not	directly	overlap	with	Holm-Bonferroni	 significant	 results.		Maximum	 accuracy	 of	 86.36%	 was	 found	 in	 9	 tested	 pairs,	 including	 all	 Holm-Bonferroni	significant	findings.		Also	included	in	this	group	is	modmPE(3,10,1)	F8.		The	maximum	 AROC	 findings	 directly	 correlate	 with	 the	 Holm-Bonferroni	 significance	findings	with	PE(3,10,1)Fp1	the	maximum	AROC	seen	(AROC=0.9174).		All	ROC	findings	of	 statistically	 significant	 electrodes	 and	 argument	 combinations	 for	 PE	 and	modmPE	EEG	AD	analysis	can	be	found	in	the	additional	files	to	this	PhD.	
5.1.2-D Leave-one-out	cross	validation	results	SB-LOO-CV	identified	optimum	accuracies	of	81.82%	(PE	and	modmPE(3,10,1)Fp1	and	F7,	 PE(7,4,1)Fp2	 and	 modmPE(3,10,1)F8),	 combined	 either	 with	 the	 optimum	sensitivity	of	81.82%	(PE	and	modmPE(3,10,1)Fp2	and	F7)	or	specificity	of	90.91%	(PE	and	 modmPE(3,10,1)Fp1	 and	 T3,	 PE(7,4,1)Fp2	 and	 modmPE(3,10,1)F8).	 	 However,	PE(7,4,1)Fp1	 reduced	 to	 a	 specificity	 and	 accuracy	 close	 to	 that	 close	 to	 random	guesswork	with	54.55%	and	59.09%	respectively.		All	SB-LOO-CV	results	for	statistically	significant	electrode	and	argument	combinations	can	be	found	in	the	additional	files	to	this	PhD.	EB-LOO-CV	 showed	 a	 different	 pattern,	 with	 the	 optimum	 sensitivity,	 specificity	 and	accuracy	 all	 from	 the	 same	 combination	 of	 variables	 with	 PE(7,4,1)F4	 sensitivity	 =	77.75%,	specificity	=	76.08%	and	accuracy	=	76.97%.		This	is	the	first	time	PE(7,4,1)F4	has	shown	optimum	values	with	ROC	and	LOO-CV	analysis.		Other	maximum	accuracies	include	PE(7,4,1)Fp2	=	73.56%	and	PE(7,4,1)Fp1	=	72.67%.	 	All	EB-LOO-CV	results	for	statistically	 significant	 electrode	 and	 argument	 combinations	 can	 be	 found	 in	 the	additional	files	to	this	PhD.	
5.2 Band	Pre-filtered	Lempel-Ziv	Complexity	Results	Analysis	of	results	focused	within	the	frequency	range	of	1-40Hz.	 	This	range	is	within	the	 frequencies	 known	 to	 hold	 differences	 between	 AD	 patients	 and	 control	 patients	(Jeong,	 2004;	 Dauwels	 2010).	 	More	 details	 on	 this	 range	 of	 retained	 frequencies	 are	held	in	section	4.2.3.	Control	 patients	 had	 higher	 LZC	 than	 those	 of	 AD	 patients	 in	 63.77%	 of	 variable	combinations	tested	(electrode,	 frequency	range	and	band).	 	Of	all	 results	0.19%	went	against	this	trend	by	more	than	5%	with	no	results	against	this	trend	above	10%.		Most	against	this	trend	is	F3	1-5Hz	where	AD	patients	had	higher	LZC	EEGs	than	controls	by	9.25%,	closely	followed	by	F4	1-6Hz	with	9.06%.		Mean	and	SD	results	can	be	found	in	the	additional	files	to	this	PhD.	
5.2.1 Result	Distribution	Lilliefors	tests	were	carried	out	to	analyse	the	distribution	of	the	data,	which	was	found	to	 follow	 a	 predominantly	 normal	 distribution.	 	 Those	 found	 not	 to	 follow	 a	 normal	distribution	are	shown	in	Table	5-5.		Maximum	skewed	distributions	were	found	around	9-13Hz	and	9-14Hz	 though	 this	was	 still	 less	 than	half	of	 the	electrodes	 tested	at	 that	frequency	 range.	 	 As	 frequency	 ranges	 contained	 greater	 proportions	 of	 higher	frequencies,	 data	 followed	 more	 skewed	 distributions	 again,	 continuing	 to	 increase	above	and	beyond	the	analysed	signal	range.	
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Table	5-5	Number	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test	for	GJ	LZC	where	f	
is	the	initial	frequency	of	the	bandwidth	in	Hz	and	w	is	the	width	of	the	bandwidth	in	Hz	
	As	a	normal	distribution	was	predominantly	seen,	Bartlett’s	test	was	used	over	Levene’s	test	 for	 a	 homoscedastic	 set.	 	 Similarly	 to	 Lilliefor’s	 test,	 the	 results	 of	 data	 that	were	found	 not	 to	 follow	 this	 hypothesis	 are	 contained	 in	 Table	 5-6.	 	 In	 most	 places	 the	distribution	of	heteroscedastic	signals	is	similar	to	that	of	the	skewed	distribution,	with	
	
Table	5-6		Number	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test	for	GJLZC	where	f	is	
the	initial	frequency	of	the	bandwidth	in	Hz	and	w	is	the	width	of	the	bandwidth	in	Hz	
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a	 large	presence	around	9-13Hz	and	towards	the	 larger	 frequency	contents.	 	A	 further	area	of	heterosecdastic	signals	is	around	10-28Hz.	However,	the	data	were	overall	found	to	be	homoscedastic.	
5.2.2 Statistical	Significance	Student’s	 t	 test	 was	 used	 to	 evaluate	 the	 statistical	 significance	 of	 the	 differences	between	AD	patients	 and	 controls	with	 the	 threshold	 for	 statistical	 significance	 set	 at	
p<0.01,	as	described	 in	section	4.3.	 	Significances	are	represented	 in	Figure	5.6	with	p	values	results	found	in	the	additional	files	to	this	PhD.			
	
Figure	5.6	Student’s	t	test	results	for	each	of	the	16	electrodes	given	the	tested	frequency	band	(f	to	
f+wHz)	The	greatest	concentration	of	statistically	significant	results	focused	on	frequency	bands	starting	 between	 1	 to	 5Hz.	 	 Wider	 bandwidths	 were	 required	 with	 lower	 initial	frequencies	 to	 identify	 statistically	 significant	 differences.	 	 A	 small	 scattering	 of	statistically	significant	differences	also	focused	on	initial	frequencies	of	18-19Hz	with	a	frequency	band	of	approximately	5Hz.		Most	statistically	significant	differences	relied	on	alpha	 and	 beta	 frequency	 components	 within	 the	 signals	 of	 8-13Hz	 and	 13-30Hz	respectively,	 with	 theta	 components	 between	 4-8Hz	 discriminatory	 in	 small	 bands	mainly	within	the	theta	region.			All	 electrodes	 provided	 statistically	 significant	 differences	 in	 at	 least	 one	 frequency	band.	 	Statistically	 significant	differences	 in	 large	 frequency	bands	 focused	 toward	 the	front	of	the	head	at	electrodes	Fp1,	Fp2,	F3	and	F4	and	toward	the	temporal	regions	of	T3,	T4,	T5	and	T6.		Results	for	central	and	occipital	electrodes,	C3,	C4,	O1	and	O2,	were	found	 significant	mainly	 in	 small	 ranges	 in	 the	 theta	 and	 low	alpha	 ranges	 and	 in	 the	small	 scatter	 around	 19-24Hz.	 	 Electrodes	 F7	 and	 F8	were	 only	 significant	 around	 3-
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8Hz.	 	 Lowest	 p	 values	 obtained	 were	 p=1.0203x10-5	 for	 P4	 18-24Hz	 followed	 by	
p=2.5443x10-5	P3	19-25Hz	and	p=3.5409x10-5	F4	3-15Hz.	
	 		
Figure	5.7	Lempel-Ziv	Complexity	results	for	signals	filtered	with	a	band-pass	filter	between	18-
24Hz,	controls	mean	per	electrode	left	and	patients	mean	per	electrode	right.		Statistically	
significant	differences	are	marked	by	*	at	each	electrode	and	by	**	for	significance	with	multiple	
comparison	correction	Statistically	significant	electrodes	remained	present	after	applying	both	Bonferroni,	111	electrodes	with	specific	frequencies,	and	Holm-Bonferroni,	113	electrodes	with	specific	frequencies,	 corrections.	 	 These	 are	 not	 exactly	 equal	 with	 a	 few	 only	 remaining	significant	 with	 one	 or	 the	 other	 method.	 	 In	 total,	 123	 electrode	 and	 frequency	combinations	remained	significant	after	corrections.	 	These	are	detailed	results	can	be	found	in	the	additional	files	to	this	PhD.	
5.2.3 Receiver	operating	characteristic	results	ROC	analysis	was	carried	out	on	the	123	datasets	significant	after	multiple	comparison	corrections.		ROC	results	can	be	found	in	the	additional	files	to	this	PhD.			Maximum	accuracies	were	95.45%,	found	at	C3	18-23Hz,	P4	18-24Hz	and	Fp2	4-14Hz,	all	of	which	show	only	one	miss-classified	subject.		GJLZC	was	significantly	more	able	to	correctly	detect	AD	patients,	with	21	100%	sensitivities	compared	to	only	2	cases	with	100%	specificity.		Maximum	AROC	was	equal	to	0.9835	at	C3	with	bandwidth	18-23Hz,	closely	followed	by	AROC	of	0.9752	at	P4	with	bandwidth	18-24Hz	and	AROC	of	0.9669	at	Fp2	with	bandwidth	of	4-14Hz.		There	are	no	other	correlative	features	between	the	electrode	ranges	tested	and	the	optimal	statistical	analysis	results.	
5.2.4 Leave-one-out	analysis	results	SB-LOO-CV	achieved	maximum	accuracies	of	90.91%	with	C3	18-23Hz,	P4	18-24Hz	and	Fp2	4-14Hz.		Maximum	sensitivity	dropped	to	90.91%,	present	in	9	cases	of	C3	18-23Hz,	P4	18-24Hz,	Fp2	3-13Hz,	-14Hz,	-15Hz	and	-16Hz,	F4	2-20Hz	and	-22Hz	and	T6	1-16Hz,	from	ROC	analysis	but	maximum	sensitivity	of	100%	remained	at	T5	18-25Hz	and	Fp2	4-14Hz.	 	 One	 other	 electrode	 and	 argument	 combination	 achieved	 an	 accuracy	 of	90.91%	with	 SB-LOO-CV	which	 did	 not	 achieve	 significance	with	 either	Bonferroni	 or	Holm-Bonferroni	 corrections,	 with	 P4	 18-22Hz	 achieving	 a	 significance	 of	 p=0.0015.		With	 SB-LOO-CV	 it	 achieved	 90.91%	 sensitivity,	 90.91%	 specificity	 and	 90.91%	
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accuracy,	 identical	 to	 P4	 18-24Hz	 for	 example.	 	 All	 SB-LOO-CV	 results	 for	 significant	electrodes	and	frequency	ranges	after	multiple	comparison	corrections	are	contained	in	the	additional	files	to	this	PhD.	Larger	frequency	bands	were	more	able	to	detect	differences	in	the	EEG	signals	from	AD	patients	and	controls	with	EB-LOO-CV.		Previously	significant	statistical	results	were	not	continued,	 with	 P4	 18-24Hz	 achieving	 55.49%	 sensitivity,	 59.74%	 specificity	 and	57.49%	accuracy,	just	higher	than	results	from	random	allocation.		More	successful	was	a	sensitivity	of	83.53%	with	T6	2-14Hz,	maximum	specificity	of	83.72%	with	F4	3-25Hz	and	maximum	accuracy	of	78.98%	with	F4	3-22Hz.		Again,	however,	not	all	of	the	results	with	 optimised	 accuracy	 for	 EB-LOO-CV	 were	 statistically	 significant	 after	 multiple	comparison	 corrections.	 	 Three	 results	 improved	 over	 78.98%	 accuracy.	 	 T6	 2-16Hz	obtained	 a	 sensitivity	 of	 81.79%,	 a	 specificity	 of	 76.71%	 and	 the	 absolute	 maximum	accuracy	of	79.34%	with	p=0.0008.	 	The	absolute	maximum	sensitivity	of	83.82%	was	obtained	at	O2	with	bandwidth	1-28Hz,	with	 specificity	of	74.39%	and	an	accuracy	of	79.19%	with	p=0.0021	and	 in	the	range	1-31Hz	83.53%	sensitivity,	74.39%	specificity	and	 79.04%	 accuracy	 were	 achieved,	 with	 p=0.0020.	 	 All	 EB-LOO-CV	 results	 for	significant	 electrodes	 and	 frequency	 ranges	 after	multiple	 comparison	 corrections	 can	be	found	in	the	additional	files	to	this	PhD.		
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6 Bivariate	Methods:	Coherence,	distance	based	
Lempel-Ziv	Complexity	and	Volume	Conduction		Key	content:	From	the	results	of	univariate	studies	 in	Chapter	5	and	 the	support	of	bivariate	signal	processing	methods	 in	chapter	and	 the	 identification	of	 the	requirements	 for	methods	applied	in	this	PhD	in	Chapter	1,	this	chapter	includes:	
• Description	and	literature	review	of	coherence	analysis	used	in	this	study	
• Description	 and	 literature	 review	 of	 the	 distance	 based	 bivariate	 Lempel-Ziv	complexity	methods	used	in	this	study	
• Identification	and	discussion	of	 the	 impact	of	electrical	conduction	through	the	brain	(henceforth	called	volume	conduction)	and	test	regimes	
• Description	 and	 literature	 review	 of	 the	 pre-processing	 method	 applied	 to	distance	based	bivariate	Lempel-Ziv	Complexity	used	in	this	study	
• Description	of	the	statistical	analysis	applied	to	the	bivariate	results	in	this	study	Key	outcomes:	
• While	 univariate	 methods	 identified	 the	 changes	 at	 a	 local	 level,	 bivariate	methods	identify	changes	in	communication,	at	a	regional	level	
• With	the	novelty	of	bivariate	non-linear	signal	processing	methods,	especially	to	this	electroencephalogram	database,	ensured	the	requirement	of	linear	bivariate	results	from	this	database	for	comparison	purposes.		Coherence	has	been	widely	used,	 including	 on	 other	 similar	 Alzheimer’s	 disease	 electroencephalograms.		This	 method	 would	 be	 applied	 to	 provide	 comparison	 results	 for	 the	 novel	bivariate	non-linear	signal	processing	methods	
• Distance	 based	 Lempel-Ziv	 complexity	was	 chosen	 as	 it	 was	 a	 novel	 bivariate	non-linear	signal	processing	method	based	on	Lempel-Ziv	complexity	and	wide	use	in	evolution	tree	creation.	 	Distance	methods	measure	the	difference	in	the	two	 signals,	 and	must	 satisfy	 three	 criterion	 of	 non-negativity,	 symmetry	 and	triangular	 equality.	 	 Synthetic	 signal	 analysis	would	 be	 used	 to	 investigate	 the	behaviour	 of	 this	 method	 with	 complexly	 interacting	 complex	 signals	 before	application	to	the	electroencephalograms	of	Alzheimer’s	disease	
• Volume	 conduction	 impact	 on	 bivariate	 signal	 processing	 methods	 has	historically	been	of	a	magnitude	to	change	the	outcomes	of	studies.		The	impact	of	this	assumption	inaccuracy	would	be	tested,	both	on	coherence	and	distance	based	Lempel-Ziv	complexity	
• The	optimum	bivariate	method	shown	in	results	 from	the	above	studies	would	then	be	applied	to	a	pre-processed	database	of	the	electroencephalogram	signals	as	 seen	 in	 the	 univariate	 study	 in	 chapter	 4	 to	 investigate	 the	 impact	 of	 these	two	elements	on	signal	analysis	
• Statistical	significance	was	tested	by	two-way	analysis	of	variance	with	variables	of	electrode	pairs	and	subject	groups,	 supported	by	multiple	comparison	 tests.		Univariate	 analysis	 of	 Student’s	 t	 test	 or	 Kruskal-Wallis	 with	 multiple	comparison	 corrections	 was	 also	 carried	 out	 as	 the	 bivariate	 element	 of	 the	analysis	is	already	considered	as	part	of	the	bivariate	signal	processing	method	
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Recently,	as	detailed	in	section	2.3.2,	novel	signal	processing	methods	have	focused	on	modification	 of	 previously	 established	 basic	 signal	 processing	 methods	 such	 as	modifications	 to	allow	 for	multiscale	and/or	multivariate	applications,	 reprocessing	of	final	 results	 through	 artificial	 neural	 networks	 or	 graph	 theories,	 or	 combining	many	results	 through	machine	 learning	techniques	or	similar.	 	With	this	dataset,	very	 few	of	these	 technique	 extensions	 have	 been	 applied,	 with	 the	 exception	 of	 multiscaling	 of	SampEn,	QSE	and	FuzzyEn	(Escudero	et	al.,	2006;	Simons,	Abasolo	and	Escudero,	2012,	2013).			Bivariate	methods	have	been	used	for	significantly	longer	to	investigate	the	movement	of	event	related	signals	through	the	brain	(for	a	detailed	study	the	reader	is	referred	to	(Pereda,	Quiroga	 and	Bhattacharya,	 2005)).	However,	 the	 use	 of	 bivariate	methods	 in	resting	EEGs	has	not	been	applied	so	readily.		Indeed,	no	bivariate	signal	processing	has	previously	 been	 applied	 to	 this	 dataset,	 thus	 any	 information	 in	 the	 bivariate	interactions	have	not	previously	been	identified.			It	is	widely	established	in	literature	that	AD	hinders	the	flow	of	information	around	the	brains	of	sufferers	and	thus	leads	to	the	symptoms	of	confusion	and	loss	of	abilities	in	a	patient.	 	Bivariate	techniques	could	offer	a	signal	processing	tool	to	identify	changes	in	the	 sharing	 of	 information	 between	 two	 points	 of	 the	 brain	 and	 thus	 could	 be	significantly	discriminative	in	AD	subjects	in	comparison	to	other	diseases	with	similar	symptoms	but	that	affect	the	brain	in	a	different	way.		Thus,	bivariate	results	have	a	real	tangible	clinical	link	for	AD.	
6.1 Coherence	Given	that	the	aim	of	this	part	of	the	study	was	to	investigate	novel,	non-linear,	bivariate	methods,	a	comparison	results	set	would	be	needed	representing	the	currently	accepted	bivariate	methods	and	findings	within	the	research	community.		However,	as	previously	stated	in	2.3,	there	are	no	results	from	this	database,	which	fulfil	these	criteria.		Thus	the	first	step	in	this	area	of	the	study	was	to	produce	this	set	of	results	for	comparison.	Widely	applied	bivariate	methods	 to	EEG	AD	datasets	are	all	 linear	 in	method.	 	As	 the	method	 of	 data	 collection	 (EEG	 background	 activity	 in	 AD)	 does	 not	 lend	 itself	 to	 the	identification	for	key	events	and	their	travel	through	the	brain	matter,	synchrony-based	methods	were	seen	as	a	poor	choice	for	a	comparable	signal	processing	method	group.		However,	 the	 method	 of	 coherence	 was	 seen	 to	 be	 a	 good	 choice	 for	 the	 following	reasons.		Coherence	is	a	measure	of	the	consistency	of	phase	of	two	signals	(Nunez	et	al.,	1997)	 and	was	 developed	 in	 the	 1950s	 (Pfurtscheller	 and	Andrew,	 1999;	 Barlow	 and	Brazier,	1954;	Brazier	1968).	 	Thus	the	content	of	the	signal	is	comparatively	analysed	at	 each	 time	point	 throughout	 the	 lengths	 of	 the	 signal.	 	 All	 of	 the	 components	 of	 the	signal	 in	question	influence	the	outcome	of	the	measure	of	coherence.	 	First	applied	to	EEG	signals	around	50	years	ago	(Adey	et	al.,	1967;	Walter	et	al.,	1966),	the	introduction	of	 the	 fast	 Fourier	 transform	 (FFT)	 has	 helped	 to	make	 coherence	 a	 quick	 and	 easily	calculable	method	 often	 applied	 to	 both	 EEG	 and	MEG	 signals.	 	 This	 has	 included	 the	EEG	signals	of	AD	patients,	further	discussed	in	section	6.1.2.	
6.1.1 The	Coherence	Method	Coherence	 is	 a	 normalised	 indicator	 of	 the	 coupling	 of	 two	 signals	 at	 any	 given	frequency.	 	 Initially,	 the	cross-power	spectrum	is	calculated	from	the	FFT	of	 the	signal	by	(Sankari,	Adeli	and	Adeli,	2012),	𝑓!" 𝜆 = 𝑋 𝜆 𝑌∗ 𝜆 ,	 (	25	)	
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where	fxy	is	the	cross	spectral	density	of	x	and	y	respectively,	λ	is	the	frequency	and	X(λ)	and	Y(λ)	are	 the	FFT	of	x	 and	y	 respectively.	 	 *	 is	 the	complex	conjugator.	 	The	step	of	actually	calculating	coherence,	however,	is	not	agreed	upon.		It	is	sometimes	calculated	like	this	(Babiloni	et	al.,	2009),	
𝐶𝑜ℎ!" 𝜆 = 𝑅!" 𝜆 ! = 𝑓!" 𝜆 !𝑓!! 𝜆 𝑓!! 𝜆 ,	 	 (	26	)	where	 fxx	 and	 fyy	 are	 the	 spectral	 densities	 of	 x	 and	 y	 respectively	 and	 Coh	 is	 the	coherence.		However,	the	square	root	is	also	sometimes	calculated,	such	as	(Dauwels	et	
al.,	2010),	
𝐶𝑜ℎ!" 𝜆 = 𝑓!" 𝜆𝑓!! 𝜆 𝑓!! 𝜆 .	 	 (	27	)	Either	estimate	of	coherence	produces	a	result	within	the	range	0	to	1,	where	0	indicates	complete	linear	independence	between	the	two	signals	and	1	indicates	complete	linear	dependence	between	the	two,	often	called	phase	locked,	signals	(Thatcher,	2012).			
6.1.2 Coherence	Studies	Coherence	has	been	widely	applied	to	the	EEG	signals	of	AD	patients	for	over	20	years,	both	 alone	 and	 together	 with	 other	 signal	 processing	 methods.	 	 Applications	 of	coherence	 to	 resting	 EEG	 signals	 of	 AD	 and	 MCI	 patients	 are	 detailed	 in	 Table	 6-1.		Repeated	 studies,	 i.e.	 studies	 from	 conference	 papers	 later	 included	 in	 full	 journal	papers	are	not	detailed	in	this	table.	It	 has	been	widely	 established	 through	 these	 and	other	papers	 that	AD	patients	 show	lower	 coherence	 than	 healthy	 controls,	 most	 accentuated	 in	 the	 inter-hemispheric	posterior	region	(Locatelli	et	al.,	1998)	and	the	intra-hemispheric	frontal	to	central	and	frontal	to	antero-temporal	regions	(Wada	et	al.,	1998a).		MCI	patients	showed	coherence	values	 closer	 to	 those	 of	 healthy	 controls,	 showing	 loss	 of	 coherence	 correlates	 to	disease	 severity	 (Babiloni	 et	 al.,	 2009;	 Dauwels	 et	 al.,	 2010;	 Locatelli	 et	 al.,	 1998).		Coherence	 decreased	 as	 the	 distance	 between	 paired	 electrodes	 increased	 (Sankari,	Adeli	 and	 Adeli,	 2011),	 with	 the	 decrease	 found	 to	 be	 significant	 for	 long	 range	connections	(p<0.001)	(Locatelli	et	al.,	1998).		Locatelli	et	al.	also	identified	a	difference	in	AD	patients’	coherences	with	coherences	from	pairs	starting	from	the	rear	of	the	head	and	ending	towards	the	front	of	the	head	more	reduced	than	the	reverse.		Reduced	 delta	 coherences	 were	 seen	 with	 P3-P4	 and	 T5-T6	 (p<0.05)	 (Wada	 et	 al.,	1998b).	 	Statistically	significant	increased	delta	coherences	were	also	seen	(Locatelli	et	
al.,	1998;	Sankari,	Adeli	and	Adeli,	2011)	(p<0.05)	(Babiloni	et	al.,	2009).		Reduced	theta	coherences	were	 seen	 at	 C3-C4	 (p=0.024	with	 Bonferroni	 correction)	 (Adler,	 Brassen	and	 Jajcevic,	 2003)	 and	 upper	 theta	 F7-F8,	 C3-C4	 and	 P3-P4	 (p<0.05)	 (Wada	 et	 al.,	1998b).		Statistically	significant	increased	theta	coherences	were	also	noted	at	pairs	F7-F3	 F7-C3	 F3-Fz	 T3-C3	 T3-P3	 T5-P3	 (Sankari,	 Adeli	 and	 Adeli,	 2011).	 	 Reduced	 alpha	coherence	was	seen	(Wada	et	al.,	1998b)	(p=0.016)	(Jelles	et	al.,	2008),	as	well	as	T5-T6	(p=0.009	with	Bonferroni	correction)	(Adler,	Brassen	and	Jajcevic,	2003).		Increased	AD	coherence	in	the	lower	alpha	band	was	reported	by	Babilloni	et	al.	(p<0.005)	(2009)	and	for	pairs	F3-F7	F7-C3	T3-C3	T5-C3	T3-P3	T5-P3	P3-C3	P3-O1	(Sankari,	Adeli	and	Adeli,	2011).		While	Wada	et	al.	found	lower	alpha	ranges	to	be	less	significant	(p=0.0058)		 	
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Table	 6-1	 Coherence	 literature	 review	 for	 resting	 EEG	 AD	 and	 MCI	 detection.	 	 AD-Alzheimer’s	
disease,	 MAD-mild	 Alzheimer’s	 disease,	 MCI-mild	 cognitive	 impairment,	 HC-healthy	 control,	 MID-
multi	infarct	dementia,	SCI-subjective	cognitive	impairment,	DC-depressed	control,	#-age	matched,	*-
sex	matched,	sq-equation	(	26	),	n-equation	(	27	),	~-information	not	detailed	
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than	upper	alpha	ranges	(p<0.0001)	(Wada	et	al.,	1998a)	this	was	reversed	for	Babiloni	
et	al.	(Babiloni	et	al.,	2009).		It	is	within	the	alpha	range	that	Gallego-Jutgla	et	al.	(2015a)	found	 the	most	diagnostic	difference	between	AD	patients	and	HC	(8-13Hz	p=0.0003).		Lower	 beta	 ranges	 showed	 a	 reduced	 coherence	 (Locatelli	 et	 al.,	 1998;	 Wada	 et	 al.,	1998a)	 in	 F3-F4	 (p<0.05)	 and	 F7-F8	 and	 C3-C4	 (p<0.01)	 (Wada	 et	 al.,	 1998b).	 	 This	trend	was	also	seen	with	 larger	beta	ranges	(p=0.01)	(Jelles	et	al.,	2008)	with	only	the	occasional	statistically	significant	increased	in	AD	coherence	over	HC	(Sankari,	Adeli	and	Adeli,	 2011).	 	 Gamma	 coherence	 in	 AD	 patients	 was	 higher	 than	 HC	 (p<0.0003)	(McBride	et	al.,	2013).	 	No	clear	 increase	or	decrease	pattern	for	coherence	was	found	by	Fonseca	et	al.	(2011),	however	statistically	significant	differences	were	identified	for	alpha	F3-F4	 (p=0.038)	 and	beta	F3-F4	 (p=0.017)	 and	O1-O2	 (p=0.048).	 	These	 results	have	lead	to	the	idea	of	slowing,	with	a	reduction	of	long	wave	signals	increasing	delta	and	theta	signals	and	decreasing	alpha,	beta	and	gamma	signals.	 	This	theory	was	used	with	 great	 success	 to	 produce	 p=4.86e-5	 by	 dividing	 the	 significance	 of	 the	maximum	theta	AD	coherence	band	(5-6Hz	p=0.0179)	by	the	minimum	alpha	AD	coherence	band	(8-9Hz	p=0.0002)	(Gallego-Jutgla	et	al.,	2015b).	Although	the	initial	and	final	frequency	of	interest	is	not	consistent,	there	is	consensus	on	 the	 frequency	 bands	 under	 test.	 	 Some	 key	 notable	 differences	 are	 the	 4Hz	 bands	used	by	Dunkin	et	al.	(1994),	the	large	bandwidth	of	Dauwels	et	al.	(2010)	and	McBride	
et	al.	(2013)	combining	the	delta	and	theta	frequency	bands.		Dunkin	et	al.	(1994)	have	chosen	this	range	to	allow	for	comparison	to	previously	published	results	on	EEGs	of	AD	patients	 from	their	group	(Leuchter	et	al.,	1994)	 though	the	overall	 inspected	range	 is	not	dissimilar	 from	more	modern	studies.	 	They	were	still	able	 to	 identify	reduced	AD	coherence	 in	 all	 bands	 other	 than	 the	 4Hz	 band.	 	 The	 large	 range	 of	 Dauwels	 et	 al.	(2010)	 is	 in	 response	 to	 a	 different	 study	 interest	 than	 the	 rest	 of	 these	 papers,	 to	investigate	 the	 general	 abilities	 of	 many	 synchrony	 measures	 towards	 the	 task	 of	differentiating	the	EEG’s	of	AD	patients	over	HC,	rather	than	investigating	the	outcome	of	 coherence	 specifically.	 	 Given	 other	 results	 it	 is	 clear	 that	 a	 great	 amount	 of	discriminatory	information	was	lost	in	choosing	such	a	wide	range	in	which	to	calculate	the	coherence	of	the	EEG	signals.		It	is	only	the	first	range,	that	of	“delta”	in	McBride	et	
al.	(2013)	that	could	cause	masking	of	the	results	often	seen	by	others.		This	is	because	this	 range,	 0-7.5Hz,	 contains	 both	 beta	 and	 theta	 frequency	 ranges	 which	 are	 often	calculated	 and	 analysed	 separately	 in	 other	 studies.	 	 Given	 the	 theory	 of	 slowing	 this	may	not	have	lost	as	much	information	as	the	possible	masking	effect	of	including	the	0-0.5Hz	range,	which	is	often	ignored	in	all	EEG	studies	due	to	the	presence	of	significant	signal	contaminants.			The	 indecision	between	 the	 two	coherence	measures	 is	most	clearly	 illustrated	by	 the	two	papers	by	Gallego-Jutgla	et	al.	(2015a,	2015b)	where	in	the	first	the	squared	version	is	used	but	in	the	second	the	normalised	version	is	used,	even	more	clearly	contrasted	given	 the	 similarity	 of	 the	 frequency	 bands	 used	 and	 the	 other	 signal	 processing	methods	tested	in	each	paper.		Coherence	 has	 been	 found	 to	 have	 two	 major	 drawbacks.	 	 The	 first	 is	 the	 spurious	impact	of	both	amplitude	and	phase	information,	such	that	changes	in	the	correlation	of	amplitudes	 or	 phases	 have	 been	 known	 to	 change	 coherence	 results.	 	 Secondly,	coherence	 is	 highly	 susceptible	 to	 the	 issue	 of	 VC,	 which	 can	 arbitrarily	 increase	coherence	 results	 (Greenblatt,	 Pflieger	 and	Ossadtchi,	 2012).	 	 Interestingly,	 very	 little	identification	of	these	issues	is	present	in	papers	detailing	the	use	of	coherence	for	EEG	AD	study.		This	issue	is	present	to	some	degree	with	all	bivariate	methods	and	a	number	of	published	studies	into	the	area	have	been	conducted.		More	on	the	issues	surrounding	volume	conduction	are	given	in	section	6.2.2.	
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6.1.3 Coherence	test	regime	Squared	coherence	(equation	(	26	))	was	used	in	this	study	with	the	Welch’s	overlapped	averaged	periodogram	 (Welch,	 1967)	 to	 estimate	 the	power	 spectral	 densities	 for	 the	EEG	 signal.	 	 Each	 epoch	was	 split	 into	 8	 equal	 periodic	Hamming	windows	with	 50%	overlap.	 	Each	windowed	section	was	 then	evaluated	with	an	FFT	with	256	 frequency	bands	in	calculating	the	coherence.	Mean	 coherence	 results	 were	 calculated	 for	 five	 frequency	 bands.	 	 These	 were	0.5≤δ<4Hz,	4≤θ<8Hz,	8≤α13Hz,	13≤β<30Hz	and	30≤γ≤40Hz.	Coherence	for	a	subset	of	the	EEG	signals	described	in	chapter	3,	chosen	as	all	electrodes	produced	uncontaminated	epochs	for	the	same	time	periods,	 for	both	the	original	EEG	signals	 and	 signals	 pre-processed	 to	 reduce	 the	 impact	 of	 volume	 conduction	 in	 the	method	 described	 in	 section	 6.2.2	were	 calculated	 to	 allow	 for	 direct	 comparisons	 in	both	situations.	
6.2 Bivariate	Lempel-Ziv	Complexity	Univariate	LZC,	as	detailed	in	section	4.2.1,	has	been	extensively	applied	to	EEG	signals.		Furthermore,	 the	 performance	 of	 LZC	 with	 signal	 elements	 such	 as	 frequency,	bandwidth	and	harmonic	number	and	variability	has	already	been	researched.	 	 It	was	found	 to	 be	 most	 sensitive	 to	 the	 bandwidth	 and	 harmonic	 variability	 of	 synthetic	signals	 (Aboy	 et	 al.,	 2006).	 	 Univariate	 LZC,	 as	 applied	 to	 this	 database,	 has	 shown	significant	 ability	 to	 distinguish	 between	 the	 two	 signal	 groups	 (Abasolo	 et	 al.,	 2006;	Simons,	Abasolo	and	Hughes,	2014).		Given	this	prior	understanding	and	success	of	LZC	in	 univariate	 applications,	 this	 allows	 for	 a	 greater	 understanding	 of	 the	 results	produced	when	applied	within	a	bivariate	method	to	this	database.			Within	the	label	of	“bivariate”	there	are	multiple	published	methods	for	combining	and	comparing	two	signals.	 	The	first	 is	mathematical	manipulation,	such	as	that	employed	by	Zozor,	Revere	and	Buttelli	 (2005).	 	Here,	matrix	operations	conglomerate	all	of	 the	information	contained	in	two	or	more	signals	under	review.		Another	matrix	operation	method	employed	by	Kozazewski	(2012)	involves	creating	a	new	vector	containing	only	the	 common	 sub	 sequences.	 	 The	 second	 is	 the	 application	 of	 a	 pre-	 or	 post-	 signal	processing	 method	 with	 a	 bivariate	 component.	 	 An	 example	 of	 this	 would	 be	 the	application	 of	 mutual	 information	 in	 the	 method	 by	 Han	 et	 al.	 (2011).	 	 Here	 mutual	information,	a	measure	of	the	interdependence	of	two	signals	is	first	applied	to	bivariate	short	segments	of	data	to	create	a	new	univariate	signal,	which	is	then	further	processed	with	 LZC.	 	 A	 third	method	 is	 that	 of	 “distance”,	which	measures	 the	difference	 of	 two	signals,	 and	 has	 been	 largely	 applied	 to	 phylogenic	 tree	 research	 with	 great	 success.		One	example	of	this	is	in	work	by	Christen	et	al.	(2006)	in	their	studies	on	EEG	signals	from	macaque	monkeys.	
6.2.1 Distance	based	Lempel-Ziv	complexity	As	mentioned	 in	 the	 introduction	 (6.2),	 a	 distance	 measure	 identifies	 the	 differences	seen	 between	 two	 signals.	 	 A	 true	 distance	measure	 satisfies	 three	main	 criteria	 (Otu	and	 Sayood,	 2003).	 	 If	D(x	 ,	y)	 is	 the	 distance	measure	 between	 signals	x	 and	y,	 these	criterion	can	be	identified	as:	1. Non-negative,	i.e.	D(x	,	y)	≥	0	2. Symmetric,	i.e.	D(x	,	y)	=	D(y	,	x)	3. Satisfy	the	triangle	inequality,	i.e.	D(x	,	y)	≤	D(x	,	z)	+	D(z	,	y	).	
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By	satisfying	these	three	criteria	a	distance	based	measure	makes	no	prior	assumptions	as	 to	 the	 path	 the	 information	 takes,	 and	 thus	 the	 location	 and	 timing	 of	 any	 signal	similarities,	 around	 the	 brain.	 	 This	 is	 particularly	 important	 due	 to	 the	 continuous	nature	 of	 the	EEG	 signals	 under	 test	 in	 this	 study	 as	 opposed	 to	 event	 related	 signals	such	as	epilepsy	studies.	 	Furthermore	and	more	importantly,	distance	based	bivariate	measures	 do	 not	 affect	 the	 outcome	 of	 the	 results,	 ensuring	 that	 the	 only	 signal	processing	effect	 comes	 from	 the	univariate	method	applied,	 and	ensures	 significantly	less	 loss	 of	 key	 information,	 in	 this	 case	 the	 difference	 between	 the	 two	 signals,	 over	matrix	operations.	No	distance	based	bivariate	LZC	methods	are	known	to	have	been	previously	published	on	EEG	 signals	 of	 AD	patients	 or	 of	 other	 EEG	 signals.	 	 Thus,	 first	methods	 had	 to	 be	identified	 from	 other	 similar	 signal	 processing	 successes	 with	 similar	 signals.		Deoxyribonucleic	acid	research	for	evolutionary	tree	analysis	has	a	number	of	bivariate	distance	measures	based	on	LZC.	 	Otu	and	Sayood	 (2003)	proposed	 the	 following	 five	distances:	 𝐷! 𝑥, 𝑦 = 𝑚𝑎𝑥 𝑐 𝑥𝑦 − 𝑐 𝑥 , 𝑐 𝑦𝑥 − 𝑐(𝑦) 	 (	28	)		𝐷! 𝑥, 𝑦 = 𝑚𝑎𝑥 𝑐 𝑥𝑦 − 𝑐 𝑥 , 𝑐 𝑦𝑥 − 𝑐(𝑦)max {𝑐 𝑥 , 𝑐 𝑦 } 	 			(	29	)	𝐷! 𝑥, 𝑦 =  𝑐 𝑥𝑦 − 𝑐 𝑥 + 𝑐 𝑦𝑥 − 𝑐(𝑦)	 (	30	)		𝐷! 𝑥, 𝑦 =  𝑐 𝑥𝑦 − 𝑐 𝑥 + 𝑐 𝑦𝑥 − 𝑐(𝑦)𝑐(𝑥𝑦) 	 	 (	31	)	𝐷!!"# 𝑥, 𝑦 =  𝑐 𝑥𝑦 − 𝑐 𝑥 + 𝑐 𝑦𝑥 − 𝑐(𝑦)1 2 [𝑐 𝑥𝑦 + 𝑐 𝑦𝑥 ] ,	 	 (	32	)	where	c(x)	and	c(y)	are	the	LZC	of	x	and	y	respectfully	and	c(xy)	and	c(yx)	are	the	LZC	of	strings	 x	 then	 y	 and	 y	 then	 x	 concatenated	 together.	 	 It	 is	 also	 noted	 that	 D2	 is	 the	normalisation	 of	 D1	 and	 D4	 and	 D4alt	 normalisations	 of	 D3.	 	 As	 well	 as	 successfully	applying	all	 five	measures	 to	construct	a	phylogenic	 tree	based	on	mitochondrial	DNA	with	 only	 one	 miss-placement,	 four	 of	 the	 five	 measures,	 neglecting	 D4alt,	 are	 also	mathematically	 proven	 as	 distance	 measures	 within	 an	 appendix.	 	 A	 further	 similar	method	is	applied	by	Christen	et	al.	(2006)	to	investigate	spike	trains	from	visual	nerves	of	anaesthetised	macaque	monkeys:	
𝐷! 𝑥, 𝑦 = 1 −min 𝑐 𝑥 − 𝑐 𝑥 𝑦𝑐 𝑥 , 𝑐 𝑦 − 𝑐 𝑦 𝑥𝑐 𝑦 .	 	
(	33	)	Results	to	this	application	were	less	clear	cut	as	with	the	work	by	Otu	and	Sayood	above.		Furthermore	 the	success	of	 the	method	 is	 further	obscured	by	added	clustering	of	 the	results.	 	 However	 some	 significance	 of	 ability	 in	 distinguishing	 visual	 information	patterns	was	 seen.	 	An	even	more	 similar	method	 to	 those	by	Otu	and	Sayood	 (2003)	and	Christen	et	al.	(2006)	can	be	further	seen	from	a	paper	by	Wen	and	Li	(2007):	𝐷! 𝑥, 𝑦 = 𝑑 𝑥, 𝑦 −max 𝑑 𝑥, 𝑥 ,𝑑 𝑦, 𝑦 ,	 (	34	)	where	
𝑑 𝑥, 𝑦 =  𝑐 𝑥𝑦 − 𝑐 𝑥 + 𝑐 𝑦𝑥 + 𝑐(𝑦)𝑐 𝑥𝑦 + 𝑐(𝑦𝑥) .	 	(	35	)	
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This	method	was	applied	to	look	at	the	similarities	within	the	24	coronavirus	genomic	sequences,	producing	results	“consistent”	with	previous	methods.		However,	equation	(	35	)	raises	questions	as	to	the	mathematical	correctness	of	the	third	numerator	operator	as	 a	 sum	 rather	 than	 a	 subtract	 as	 would	 be	 traditionally	 be	 seen	 in	 this	 type	 of	mathematical	equation.	The	methods	of	Otu	and	Sayood	(2003)	are	 the	most	supported	both	by	mathematical	proof	 and	 in	 successful	 application.	 	 Thus,	 this	 was	 seen	 as	 the	most	mathematically	accurate	 and	 reliable	 distance	 method	 previously	 successfully	 applied	 within	 a	biological	context.	 	For	this	reason,	it	was	deemed	to	be	a	relevant	starting	method	for	the	bivariate	LZC	investigation	into	this	dataset.	
6.2.1-A Synthetic	signal	testing	As	D1-D4alt	 (equations	(	28	)	 to	 (	32	))	had	not	been	applied	 to	EEG	signals	previously,	initial	testing	with	synthetic	datasets	was	carried	out	to	investigate	this	method	further	before	application	to	the	AD	EEG	dataset.	Synthetic	 signals	were	 obtained	 from	 the	 HERMES	 database	 (Niso	 et	 al.,	 2013).	 	 This	contains	 12	 sets	 of	 coupled	 systems	 of	 two	 types,	 6	 Rossler-Rossler	 systems	 and	 6	directed	left	to	right	Rossler	Lorenz	systems,	each	of	two	signals	of	5000	data	points	in	length,	 sampled	 at	 1000Hz.	 	 Couplings,	 α,	 were	 investigated	 from	 no	 coupling	 to	 full	coupling,	0	to	1,	in	equal	steps.		Rossler	equations	are	as	follows	(Quiroga,	Arnhold	and	Grassberger,	2000):	 𝑥! = −𝛼 𝑥! + 𝑥! 	𝑥! = 𝛼 𝑥! + 0.2𝑥! 	𝑥! = 𝛼 0.2 + 𝑥! 𝑥! − 5.7 ,	
	
	
	
(	36	)	
with	 the	 Lorenz	 equations	 with	 the	 coupling	 strength	 C=8	 (Quiroga,	 Arnhold	 and	Grassberger,	2000):	 𝑦! = 10 −𝑦! + 𝑦! 	𝑦! = 28𝑦! − 𝑦! − 𝑦!𝑦! + 𝐶𝑥!!	
𝑦! = 𝑦!𝑦! − 83 𝑦!.	
	
(	37	)	
6.2.1-B AD	EEG	testing	
D1-D4alt	(equations	(	28	)	to	(	32	))	were	also	applied	to	a	subset	of	the	EEG	AD	database	as	described	in	chapter	3.		The	subset	was	made	of	signals	where	all	16	electrodes	were	uncontaminated	for	the	same	epochs	to	ensure	temporal	misalignment	did	not	affect	the	results.		All	possible	differing	electrode	pairs	were	tested.	In	order	that	concatenation	did	not	alter	the	LZC	of	individual	signals,	concatenations	of	signals	was	completed	after	symbolisation	of	 the	signal	with	Td=median	but	before	the	calculation	of	the	LZC	(Lempel	and	Ziv,	1976).	
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6.2.2 Bivariate	methods	and	the	impact	of	volume	conduction13	As	with	all	 signals	 recorded	away	 from	the	site	of	generation,	 there	 is	 the	 issue	of	 the	inverse	problem,	i.e.	from	where	did	the	recorded	signals	actually	originate	(Nunez	and	Srinivasan,	 2006)?	 	 This	 issue,	 at	 different	 levels	 of	 severity,	 affects	 different	 signal	recording	techniques.	 	Those	recorded	sufficiently	close	to	the	source	of	 the	signal	are	less	 affected	 than	 those	 recorded	 further	 away.	 	 EEG	 signals	 have	 been	 found	 to	 be	significantly	affected	by	this	issue	(Stam,	2010).			Given	a	signal	recording	site,	it	is	assumed	in	signal	processing	that	the	signals	recorded	in	that	area	have	come	only	from	a	local	sphere	of	influence,	defined	with	each	point	in	the	sphere	closer	to	that	recording	site	than	any	other.		As	with	many	signals,	however,	the	 site	 of	 a	 signal	 origin	 can	 be	 seen	 as	 a	 point	 source,	 broadcasting	 the	 signal	 in	 a	complete	 sphere	 from	 the	 origin.	 	 Thus	 the	 signal	 is	 often	 seen	 at	 different	 times	reaching	 a	 great	many	 of	 the	 recording	 sites,	 each	with	 slightly	 different	 timings	 and	modulations	from	the	biological	attenuation	encountered	in	the	signal’s	path	and	at	the	opposite	polarity	to	the	original	signal	(Nunez	et	al.,	1997).			Where	the	location	of	a	point	of	focus,	such	as	an	epileptic	seizure,	is	required,	the	issue	of	 volume	 conduction	 can	 be	 an	 aid	 in	 the	 signal	 processing	 required	 (Nunez	 and	Srinivasan,	 2006).	 	 However,	 with	 multiple	 sites	 and	 signals	 of	 similar	 locations	 and	natures,	 this	 issue	 can	 often	 mask	 or	 even	 completely	 alter	 the	 true	 signals	 under	observation.	 	With	a	method	such	as	coherence	(see	chapter	6.1),	which	compares	 the	frequencies	of	signals	to	 indicate	similarity,	VC	is	a	serious	 issue,	often	altering	results	such	that	overall	findings	themselves	are	significantly	incorrect	(Nunez	et	al.,	1997).		With	the	arrival	of	more	modern	signal	processing	techniques,	the	issue	of	VC	seems	to	have	 reduced,	with	 far	 fewer	 studies	 acknowledging	 or	mitigating	 for	 the	 issue	 of	VC.		The	 understanding	 of	 the	 research	 community	 is	 best	 summed	 up	 by	 Babiloni	 et	 al.,	(2011)	who	suggest	that	advanced	techniques	already	acknowledge	the	issue	of	VC	and	reduce	 their	 impact	 on	 the	 results	 using	 these	 methods.	 	 However,	 this	 claim	 has	actually	been	scientifically	proven	for	very	few	methods.			Multivariate	methods,	in	comparing	all	signals,	have	shown	that	the	similarities	such	as	those	created	by	VC	can	be	effectively	 removed	(Kus,	Kaminski	and	Blinowska,	2004).		Pre-processing	methods	such	as	BSS	and	ICA	also	have	an	ability	to	reduce	the	impact	of	VC,	again	by	removing	similar	elements	of	differing	signals,	as	detailed	by	Sole-Casals	et	
al.	(2009)	and	Sole-Casals	and	Vialatte	(2015).	 	All	of	these	elements	though	are	issues	of	 preprocessing	 for	 a	 signal,	 with	 no	 evidence	 for	 how	 individual	 signal	 processing	methods	handle	the	impact	of	VC.		As	a	great	understanding	of	the	passage	of	electronic	currents	 	 is	 known,	 mathematical	 models	 have	 been	 created	 as	 to	 how	 signals,	 and	therefore	 volume	 condition,	 move	 through	 the	 brain.	 	 A	 complete	 treatise	 on	 the	creation	 of	 these	 equations,	 including	 simplifications	 to	 the	 systems	 to	 allow	 for	 easy	computation	 is	 detailed	 by	 Tenke	 and	 Kayser	 (2012),	 to	 which	 readers	 are	 referred.		From	the	study	of	the	movement	of	signals	through	space	from	a	point	locator,	the	CSD,	an	 estimate	 of	 the	 passage	 of	 electrical	 currents	 given	 spatial	 data,	 can	 be	 derived.		However,	with	an	EEG	the	outcome	of	VC	rather	than	the	original	signals	and	locations	are	known.		Thus,	Laplace	transforms	are	used	to	identify	these	signals	and	locations,	in	turn	 creating	 a	 new	 dataset	 of	 recorded	 signals	without	 interference	 from	VC	 and	 its																																									 																					
13	This	 chapter	 contains	 the	products	 of	 joint	 research	between	Paul	 Sauseng	 and	myself,	who	aided	access	to	BrainVision	Analyser	and	how	to	perform	CSD	using	it	on	our	data.	
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effects.	 	 CSD	 is	 frequently	used	 in	EEG	 signal	 studies	 from	a	psychological	 standpoint,	where	 more	 historic	 signal	 processing	 methods	 are	 still	 regularly	 used	 for	 signal	analysis	(see,	for	example,	the	study	by	Sauseng	et	al.,	(2011)).			The	same	method	as	detailed	in	section	6.2.1-B	was	re-run	but	with	CSD	pre-processed	signals	 to	 reduce	 the	 impact	 of	 VC.	 	 CSD	 was	 applied	 by	 the	 BrainVision	 Analyzer	program	 as	 detailed	 in	 section	 3.2.2.	 	 These	were	 then	 compared	 to	 the	 results	 from	section	6.2.1-B	to	analyse	the	impact	of	VC	on	these	methods.	
6.2.3 Bivariate	Lempel-Ziv	complexity	with	banded	prefiltering	It	 has	 already	 been	 noted	 that	 the	 pre-processing	 of	 a	 signal	 prior	 to	 the	main	 signal	processing	 has	 a	 measurable	 impact	 on	 the	 outcome	 of	 the	 entire	 signal	 processing	system	 (see	 chapter	2	and	 sections	4.2	and	6.1.1	 for	 extensive	discussions).	 	Thus	 the	impact	at	a	bivariate	level	of	pre-filtering	of	signals	was	investigated.	The	method	as	described	in	section	6.2.1-B	was	reused	with	CSD	signal	pre-processing,	as	described	in	section	6.2.2	followed	by	signal	filtering	in	bands	described	by	Gallego-Jutgla	 et	 al.	 (2012,	 2015a)	 and	 described	 in	 section	 4.2	 prior	 to	 the	 calculation	 of	bivariate	LZC.	
6.3 Statistical	Analysis	As	 previously	 stated	 with	 univariate	 analysis	 (section	 4.3),	 a	 comprehensive	 set	 of	statistical	 tests	 were	 applied	 to	 the	 results	 of	 these	 bivariate	 tests	 to	 evaluate	 their	ability	to	distinguish	between	the	two	sets	of	signals.		All	of	these	tests	were	applied	to	methods	utilising	the	EEG	AD	database	of	signals.	Also	as	previously	stated,	statistically	significant	thresholds	were	set	at	α	=	0.01	(section	4.3).		Statistical	tests	were	chosen	to	be	appropriate	for	bivariate	testing.	
6.3.1 Data	Distribution	Initial	distribution	tests	were	run	as	in	section	4.3.1.		These	univariate	methods	are	still	appropriate	 due	 to	 the	 nature	 of	 the	methods	 used	 to	 calculate	 the	 results	 creating	 a	univariate	result	output.	 	Each	possible	electrode	pair	combination	was	tested	both	for	normality	and	for	equal	variance	 individually	 in	comparison	to	single	electrode	checks	for	normality	with	the	univariate	result	data.	
6.3.2 Statistical	Significance	Unlike	tests	for	the	normality	and	variance	of	the	data	described	in	the	previous	section	(section	6.3.1),	tests	for	statistical	significance	must	analyse	the	interaction	between	the	subject	diagnostic	as	well	as	the	electrode	pairing.	 	Thus,	statistical	tests	that	take	into	account	 this	 were	 used.	 	 The	 significance	 for	 electrode	 pairing	 can	 be	 described	 as	evaluating	whether	 the	 inclusion	 of	 a	 specific	 electrode	 in	 the	 bivariate	 pairing	 has	 a	significant	effect	of	the	outcome	of	that	pair,	something	that	is	not	present	in	univariate	methodologies.		Where	data	was	found	to	follow	a	homoscedastic,	normal	distribution,	a	balanced	 two-way	 analysis	 of	 variance	 (ANOVA2),	was	 used	with	 factors	 of	 electrode	pairs	 and	 subject	 groups.	 	 Where	 one	 or	 both	 of	 these	 assumptions	 were	 not	 met,	Friedman’s	two-way	analysis	of	variance	(FANOVA2)	was	used	instead	(Everitt,	1998).	A	two-way	ANOVA	assumes	some	level	of	interaction	between	the	two	variables	under	test	and	seeks	 to	measure	 the	significance	of	 this	 interaction	as	well	as	measuring	 the	significance	of	the	two	original	individual	variables.		Statistically,	ANOVA2	is	calculated	using	 the	F	 test,	 based	 on	 the	 F	 distribution,	 named	 after	 Sir	 Ronald	 A	 Fisher.	 	 Given	
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independent	random	variables	U	and	V	with	v1	and	v2	degrees	of	 freedom	respectively	(Miller	and	Miller,	1999):	
𝐹 = 𝑈 𝑣!𝑉 𝑣!	 	
(	38	)	is	a	random	variable	with	an	F	distribution,	i.e.	with	a	probability	density	of	(Miller	and	Miller,	1999):	
𝑔 𝑓 = Γ 𝑣! + 𝑣!2Γ 𝑣!2 Γ 𝑣!2 𝑣!𝑣!
!!! . 𝑓!!! !! 1 + 𝑣!𝑣! 𝑓 !!! !!!!! 	 		
(	39	)	for	f	>	0	and	g(f)	=	0	elsewhere.	From	this	probability	distribution	ANOVA2	calculates	a	number	of	metrics.		The	sum	of	the	squares,	ss,	is	(Miller	and	Miller,	1999)	
𝑠𝑠 =  𝑥!" − 𝑥. . !!!!!
!
!!! ,	 		(	40	)	where	xij	is	the	jth	value	of	the	ith	population	of	an	independent	random	sample	of	size	n	from	k	populations.	 	ANOVA2	also	calculates	the	degrees	of	freedom,	df,	mean	squares,	
ms,	 which	 is	 the	 sum	 of	 squares	 divided	 by	 the	 degrees	 of	 freedom,	 the	 F	 statistic,	F,	from	 equation	 (	 38	 )	 and	 the	 p	 value,	 prob>f.	 	 Thus	 the	 significance	 of	 the	 differing	components	and	their	interactions	are	calculated.	The	FANOVA2	method	differs	from	the	ANOVA2	method	only	through	using	a	different	analysis	of	the	data	distribution.		Ranks	are	used	to	enable	the	distribution	of	the	data	to	be	ignored	during	testing	for	comparable	means.	 	The	test	statistic	is	(Friedman,	1937,	1939)	
𝑋𝑟! = 𝑝 − 1𝑝𝜎! 𝑟! − 𝜌 !!!!! ,	 		
(	41	)	where	rj	is	the	rank	of	the	jth	column,	the	mean,	ρ,	the	variance,	σ2,	the	number	of	ranks,	
p,	 and	 the	 Friedman	 test	 statistic,	Xr2.	 	 For	 very	 large	 datasets	 the	 distribution	 of	 the	ranks	 approximates	 that	 of	 a	 chi-squared	 probability	 distribution	 (Friedman,	 1940),	which	is	(Everitt,	1998)	
𝑓 𝑥 =  12!!Γ 𝑣2 𝑥!!!! 𝑒!!!,	 	(	42	)	where	v	are	the	number	of	independent	variables.	While	the	significance	thresholds	of	the	factors	are	detailed	by	ANOVA2	and	FANOVA2,	neither	method	 actually	 provides	 information	 as	 to	 the	 nature	 of	 those	 significances.		This	 is	mitigated	by	 the	 subsequent	 application	of	 a	multi-comparison	method	 (Miller	and	Miller,	1999).			This	multiple	comparison	test	also	takes	into	account	the	statistics	of	the	previous	statistical	significance	test.		This	produces	the	significance	of	the	means	for	each	test	unit,	i.e.	the	electrode	pair	at	differentiating	between	AD	patients	and	controls	
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(MathWorks).	 	It	is	to	these	p	values	that	Bonferroni	and	Holm-Bonferroni	corrections,	as	described	in	section	4.3	were	again	applied.		
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7 Bivariate	Signal	Processing	Results		Key	content:	From	the	methods	detailed	in	chapter	6,	this	chapter	includes:		
• Results	reviewing	individual	electrode	pairs,	pairs	characterising	local	and	distal	information	 transition	 and	 regional	 analysis	 for	 Coherence	 and	distance	based	bivariate	 Lempel-Ziv	 complexity	 results	 including	 synthetic	 signal	 analysis	 for	the	latter	method	
• Novel	 normalisation	 investigations	 for	 distance	 based	 bivariate	 Lempel-Ziv	Complexity	including	synthetic	signal	analysis	
• Volume	 conduction	 impact	 analysis	 on	 both	 Coherence	 and	 distance	 based	bivariate	Lempel-Ziv	Complexity	
• Combining	of	statistically	successful	method	components	to	create	results	from	volume	 conduction	mitigated,	 band	 pass	 pre-filtered,	 distance	 based	 bivariate	Lempel-Ziv	Complexity	Key	outcomes:	
• Distance	 based	 Lempel-Ziv	 Complexity	 did	 not	 perform	 as	 expected	 by	previously	published	mathematical	proofs.	 	One	method	was	 found	not	 to	be	a	true	 distance	 measure	 and	 normalisations	 modified	 the	 trends	 of	 the	 results.		Methods	D1	 and	D3	 showed	 the	 strongest	 result	 stability.	 	Novel	normalisation	methods	 were	 created	 based	 on	 modifications	 of	 univariate	 normalisation	 of	Lempel-Ziv	Complexity.		While	success	was	seen,	result	ranges	were	small	
• Coherence,	prior	to	volume	conduction	mitigation,	showed	AD	patients	to	have	larger	 coherences	 than	 healthy	 controls.	 	 With	 mitigation,	 results	 were	significantly	 reduced	 overall,	 with	 controls	 indicated	 as	 having	 a	 higher	coherence	 in	 the	alpha	band.	 	However,	changes	between	pre	and	post-volume	conduction	 results	 for	 distance	 based	 bivariate	 Lempel-Ziv	 Complexity	 was	much	less	and	did	not	reverse	findings	
• Volume	 conduction	mitigated,	 band	 pass	 pre-filtered,	 distance	 based	 bivariate	Lempel-Ziv	 Complexity	 had	 results	which	matched	 in	 trends	 overall	with	 both	the	univariate	band	pass	pre-filtered	Lempel-Ziv	Complexity	and	distance	based	bivariate	 Lempel-Ziv	 Complexity.	 	 Statistically	 significant	 differences	 between	the	 two	 subject	 groups	 with	 this	 method	 increased	 to	 the	 smallest	 ever	 seen	with	this	database,	with	p=5.14x10-7	for	D3	F7-T6	3-9Hz	and	p=5.17x10-7	for	D1	
• Both	 information	 transition	 and	 region	 analysis	 provided	 results	 in	collaboration	 to	 individual	 electrode	 pair	 analysis,	 increasing	 the	 clarity	 of	trends	with	increasing	database	sizes	
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Results	 from	 the	 bivariate	 analysis	 detailed	 in	 chapter	 6	 are	 detailed	 in	 this	 section,	along	with	 relevant	 further	analysis	of	methods.	 	 For	discussions	on	 these	 results,	 the	reader	is	referred	to	chapter	8.	
7.1 Coherence	Larger	 coherences	 were	 found	 in	 the	 signals	 of	 AD	 patients	 over	 that	 of	 controls	 in	almost	 all	 cases.	 	 	 Most	 results	 not	 conforming	 to	 this	 were	 found	 in	 the	 delta	 band,	decreasing	as	the	frequencies	analysed	increased.		All	mean	and	SD	results	are	detailed	in	 supplementary	 tables	 to	 this	PhD.	 	 Strong	coherences	were	 found	 in	 similar	 results	for	 both	 controls	 and	 AD	 patients,	 focusing	 on	 local	 connections	 and	 low	 frequency	components	of	the	EEG	signals.	 	Weak	coherences	were	found	in	both	controls	and	AD	patients	 for	 electrode	 pairs	 more	 than	 one	 electrode	 apart	 from	 each	 other,	 further	decreasing	with	higher	frequency	signals.	 	One	area	which	did	not	follow	this	trend	for	AD	 patients	 or	 controls	 was	 temporal	 short	 range	 connections	 at	 high	 frequencies,	where	coherences	were	found	to	be	very	low.	Coherences	were	 high	 for	 control	 subjects	within	 the	 frontal	 and	 temporal	 areas	 and	also	between	 temporal	 and	occipital	 regions.	 	 Identifying	 the	maximum	and	minimum	coherences	 in	 each	 frequency	 band	 can	 clearly	 show	 decreasing	 coherences	 with	increasing	 frequency	 content,	 as	 demonstrated	 by	 Table	 7-1.	 	 Delta	 coherences	 were	largest	at	O1-T5	with	0.8032,	O1-O2	with	0.7850	and	P3-T5	0.7401	and	smallest	at	F4-O2	with	0.3346,	 F4-O1	with	0.3403	 and	Fp1-O2	with	0.3418.	 	 Theta	 coherences	were	largest	with	O1-T5	 at	 0.7945,	 closely	 followed	 by	 both	 P3-T5	with	 0.7825	 and	O1-O2	with	 0.7824	 and	 smallest	 with	 F4-O1	 at	 0.1501,	 F4-T5	 with	 0.1546	 and	 F4-P3	 with	0.1630.	 	Maximum	alpha	 coherence	was	between	Fp1-Fp2	at	0.7926,	O1-P3	at	0.7336	and	P5-T5	with	0.7330,	decreasing	to	F4-T5	with	0.1662,	F3-P3	with	0.1738	and	Fp2-P3	with	 0.1747.	 	 Fp1-Fp2	 also	 had	 the	 highest	 coherence	 in	 the	 beta	 band	 with	 0.7230,	followed	 by	 P3-T5	 with	 0.6830	 and	 O2-P4	 with	 0.6411.	 	 However,	 minimum	 beta	coherence	was	observed	in	the	central	region	with	C3-T4	at	0.1668,	C4-T5	at	0.1721	and	C4-P3	at	0.1730.		Maximum	values	of	coherence	for	the	gamma	band	were	found	at	P3-T5	of	0.6471,	O2-P4	of	0.5891	and	Fp1-Fp2	of	0.5735,	whilst	 the	 lowest	coherences	 in	the	 gamma	 band	 were	 obtained	 at	 Fp2-O1	 of	 0.1452,	 C3-T4	 of	 0.1453	 and	 F4-O1	 of	0.1467.		
Table	7-1	Mean	and	standard	deviation	of	results	for	Coherence	averaged	(mean)	for	all	electrode	
pairs	for	all	five	frequency	bands		 Delta	 Theta	 Alpha	 Beta	 Gamma	Control	 0.4778±	0.0950	 0.3632±		0.0691	 0.3469±	0.0877	 0.3106±	0.0936	 0.2381±	0.0736	AD	 0.4893±	0.0965	 0.3828±		0.0913	 0.3930±	0.1152	 0.3776±	0.1610	 0.2756±	0.1092		As	well	as	high	coherences	in	the	frontal	and	temporal	regions	of	the	brain,	AD	patients	had	 increased	 coherence	 in	 the	 central,	 occipital	 and	 parietal	 regions	 over	 control	subjects.	A	 lesser	decrease	 in	coherence	within	higher	 frequency	bands	was	also	seen.		Maximum	and	minimum	delta	 coherences	were	 found	at	O1-O2	with	0.8049,	 Fp1-Fp2	with	 0.7603,	 O1-T5	with	 0.7529,	 and	 at	 F7-P4	 with	 0.3344,	 Fp1-O2	with	 0.3420	 and	Fp1-O1	with	0.3477	respectively.		The	highest	theta	coherences	were	seen	between	O1-O2	with	 0.7731,	 Fp1-Fp2	with	 0.7719	 and	 O1-T5	with	 0.7636	while	 the	 lowest	 theta	coherences	were	 observed	 at	 F3-O2	 at	 0.1980,	 F3-O1	 at	 0.2026	 and	 C4-T5	 at	 0.2073.		Largest	 coherences	within	 the	 alpha	 band	were	 found	 between	 Fp1-Fp2	with	 0.7752,	
		 Chapter	7:	Bivariate	Signal	Processing	Results		 93	
O1-O2	with	 0.7720	 and	 Fp2-F8	with	 0.7588	with	 smallest	 found	 between	 C4-P3	with	0.2121,	 C4-T5	 with	 0.2128	 and	 C4-T3	 with	 0.2201.	 	 The	 largest	 beta	 and	 gamma	coherences	were	 found	with	 the	 same	electrode	pairs;	O1-O2	with	0.7514	and	0.6238	respectively,	 P3-T5	with	 0.7391	 and	 0.6371	 respectively,	 and	 O1-P3	with	 0.7094	 and	0.6019	respectively.		Minimum	coherences	were	also	similar	with	beta	minima	at	C4-T3	with	0.2301,	C3-T4	with	0.2308,	and	C3-C4	with	0.2335,	and	gamma	minima	at	T3-T4	with	0.1699,	C4-T3	with	0.1745	and	C3-T4	with	0.1758.	
7.1.1 Data	distribution	Data	were	found	to	predominantly	follow	a	normal	distribution	with	increasing	skew	in	results	 with	 increasing	 frequency	 content	 of	 the	 signal.	 	 Only	 in	 Gamma	 was	 the	proportion	 of	 skewed	 results	 greater	 than	 half	 with	 61	 pairs	 of	 120	 skewed.		Percentages	for	all	skewed	datasets	are	held	in	Table	7-2.	 	All	datasets	were	treated	as	following	a	normal	distribution	in	further	statistical	analysis.	
Table	7-2	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	Coherence	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 2.5%	 10.0%	 19.2%	 42.5%	 50.8%		Bartlett	tests	showed	that	the	data	were	homoscedastic	in	almost	all	cases	with	very	few	cases	of	unequal	variance.		Percentages	for	heteroscedastic	dataset	are	held	in	Table	7-3.			
Table	7-3	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	Coherence	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 0.8%	 8.3%	 4.2%	 30.0%	 29.2%		
7.1.2 Statistical	significance	ANOVA2	was	 used	 to	 analyse	 the	 significance	 of	 the	 choice	 of	 electrode	 pair	 and	 the	disease	 state	of	 the	 subject.	 	 In	all	 cases	 the	electrode	pair	 chosen	was	 seen	 to	have	a	significant	 factor	 in	the	outcome.	 	This	was	also	seen	with	whether	the	subject	was	an	AD	 patient	 or	 a	 control	 with	 larger	 but	 still	 significant	 p	 values.	 	 No	 significant	interaction	 between	 the	 electrode	 pairs	 and	 the	 pathological	 condition	 of	 the	 subject	was	seen.		All	probabilities	are	detailed	in	Table	7-4.	
Table	7-4	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	coherence	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Electrode	pairs	 0.0000	 0.0000	 0.0000	 33.72x10-264	 7.24x10-305	Pathological	condition	 0.0024	 5.60x10-9	 9.17x10-28	 4.65x10-35	 2.14x10-20	Interactions	 0.8104	 0.1485	 1.0000	 0.9955	 0.2858		Statistically	significant	differences	between	coherence	results	were	also	analysed.	 	The	most	 unique	 electrode	 pairings,	 i.e.	 the	 electrode	 pairs	 with	 the	 most	 statistically	significant	differences	between	that	pair	and	all	other	pairs,	were	focused	towards	the	front	 of	 the	 head.	 	 Differences	 between	 pairs	 also	 focused	 on	 the	 theta	 and	 alpha	
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frequency	 bands	 with	 few	 pairs	 statistically	 different	 in	 the	 beta,	 gamma	 and	 delta	frequency	bands	 though	maximum	 statistically	 significant	 differences	 in	 these	 regions	were	still	clearly	identifiable,	highlighting	pairings	Fp1-Fp2,	O2-P4	and	P3-T5,	Fp1-Fp2,	F4-F8	 and	 O2-P4	 and	 Fp1-Fp2,	 F3-F7	 and	 T4-T6	 respectively.	 	 Theta	 and	 alpha	differences	were	optimal	for	pairs	Fp1-Fp2,	Fp1-F3,	Fp1-F7,	Fp2-F4,	Fp2-F8,	F3-F7,	F4-F8	and	T4-T6.			Bonferroni	and	Holm-Bonferroni	corrections	for	120	comparisons	were	carried	out	on	ANOVA	 results.	 	 These	 results	 are	 held	 in	 supplementary	 tables	 to	 this	 PhD.	 	 Prior	 to	multiple	 comparison	 corrections,	 statistically	 significant	 differences	were	 seen	within	the	 beta	 band	 at	 F4-F8	 (0.0074),	 within	 the	 theta	 band	 at	 F4-O1	 (0.0023),	 F4-P3	(0.0009)	 and	C3-C4	 (0.0019)	 and	within	 the	 beta	 band	 at	 P3-P4	 (0.0064).	 	With	 both	Bonferroni	 and	 Holm-Bonferroni	 corrections	 for	 120	 comparisons,	 no	 results	 were	found	to	remain	statistically	significant.	
7.1.3 Information	Transfer	In	order	to	evaluate	the	loss	of	 information	transition	over	local	and	remote	distances,	38	key	pairings	were	analysed	of	the	120	possible	pairings.	 	Local	pairs	focused	on	the	local	anterior	(Fp1-F7,	Fp2-F8,	Fp1-F3,	Fp2-F4,	Fp1-C3,	Fp2-C4,	F7-C3,	F8-C4,	F3-C3	and	F4-C4)	and	the	local	posterior	(O1-P3,	O2-P4,	O1-T5,	O2-T6,	O1-C3,	O2-C4,	P3-C3,	P4-C4,	T5-C3	and	T6-C4)	while	distant	pairs	spanned	the	central	line	(Fp1-O1,	Fp2-O2,	F7-O1,	F8-O2,	F3-O1,	F4-O2,	Fp1-P3,	Fp2-P4,	F7-P3,	F8-P4,	F3-P3,	F4-P4,	Fp1-T5,	Fp2-T6,	F7-T5,	 F8-T6,	 F3-T5	 and	 F4-T6).	 	 These	 pairs	 have	 been	 previously	 used	 in	 coherence	analysis	of	EEG	signals	of	AD	patients	 (Jeong,	Gore	and	Peterson,	2001;	Locatelli	et	al.,	1998).	 	These	 results	 are	held	 in	 supplementary	 tables	 to	 this	PhD	with	mean	and	SD	results	in	Table	7-5.	The	 distinction	 between	 AD	 patients	 and	 controls	 increased	 with	 increasing	 the	component	frequencies	of	the	signals	analysed.		For	the	10	electrode	pairs	representing	the	 local	anterior	area,	means	 reduced	with	 increasing	sizes	of	 frequency	components	for	both	AD	patients	and	control	subjects.	 	For	delta,	theta	and	alpha	bands,	F7-C3	and	F3-C3	signals	were	greater	in	controls,	changing	to	Fp1-F7,	Fp2-F8	and	Fp1-F3	for	beta	and	 gamma	 bands.	 	 In	 all	 other	 cases	 AD	 patients	 had	 a	 higher	mean	 coherence	 than	controls.		The	10	electrode	pairs	representing	the	local	posterior	region,	on	average,	had	higher	mean	coherences	than	those	of	the	anterior	local	grouping.		AD	patients	became	less	homogenous	in	comparison	to	control	subjects	with	increasing	size	of	the	included	frequency	 components.	 	 Again,	 means	 reduced	 with	 increasing	 sizes	 of	 frequency	components	 for	 both	 AD	 patients	 and	 control	 subjects,	 though	 this	 was	 more	 severe	with	 control	 subjects.	 	 This	 lead	 to	 greater	 numbers	 of	 control	 subjects	 with	 an	increased	mean	over	AD	patients	 in	 the	delta	and	theta	bands	and	greater	numbers	of	AD	patients	with	an	increased	mean	over	controls	in	the	alpha,	beta	and	gamma	bands.	For	the	distant	electrodes,	mean	coherences	decreased	again	overall.		AD	patients	were	found	to	be	the	most	variable	in	these	electrodes	across	all	frequency	components.		This	set	 of	 electrodes	 showed	 the	 clearest	 trend	 of	 changing	 coherence	 through	 different	frequency	components	with	11	of	18	pairs	showing	control	coherences	higher	then	AD	patients	in	the	delta	band	and	5	of	18	pairs	in	the	theta	band	with	all	pairs	in	the	alpha,	beta	 and	 gamma	 bands	 showing	 mean	 AD	 coherences	 higher	 than	 those	 of	 controls.		However,	gradually	reducing	coherences	with	increasing	size	of	frequency	components	was	not	 seen	 in	 these	 signals,	with	beta	 range	means	higher	 than	 alpha	 range	means.		Some	of	this	trend	was	noticeable	between	the	delta,	theta	and	gamma	bands.	
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Table	7-5	Mean	and	standard	deviation	of	results	for	Coherence	averaged	(mean)	for	all	electrode	
pairs	for	all	five	frequency	bands	in	each	of	the	three	electrode	pair	groups		 	 Delta	 Theta	 Alpha	 Beta	 Gamma	Local	anterior	 Control	 0.5554±	0.1100	 0.5007±		0.1111	 0.4938±	0.1225	 0.4281±	0.1292	 0.3357±	0.1239	AD	 0.6010±	0.0873	 0.5398±		0.1121	 0.5225±	0.1150	 0.4481±	0.1487	 0.3418±	0.1376	Local	posterior	 Control	 0.6080±	0.0963	 0.5540±		0.0932	 0.5144±	0.1131	 0.4398±	0.1105	 0.3535±	0.1091	AD	 0.6054±	0.0944	 0.5400±		0.1056	 0.5362±	0.1157	 0.5279±	0.1692	 0.4242±	0.1598	Distant	 Control	 0.3946±	0.0894	 0.2440±		0.0509	 0.2210±	0.0614	 0.2287±	0.0686	 0.1712±	0.0391	AD	 0.3917±	0.1056	 0.2579±		0.0759	 0.2787±	0.1035	 0.3277±	0.1644	 0.2290±	0.1042		Data	were	found	to	predominantly	follow	a	normal	distribution	with	increasing	skew	in	results	 with	 increasing	 frequency	 content	 of	 the	 signal.	 	 This	 increasing	 skew	 was	predominately	in	distant	electrodes,	rising	to	13	of	18	electrode	pairs	showing	skewed	results	 in	 the	 gamma	band.	 	 All	 percentages	 are	 held	 in	Table	 7-6.	 	 Further	 statistical	analysis	assumed	normal	distributions.	
Table	7-6	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	Coherence	information	transfer	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 2.6%	 5.3%	 18.4%	 31.6%	 42.1%	Local	anterior		 0%	 10.0%	 10.0%	 20.0%	 10.0%	Local	posterior	 10.0%	 0%	 20.0%	 30.0%	 20.0%	Distant	 0%	 5.6%	 22.2%	 38.9%	 72.7%		Bartlett’s	 test	 showed	a	 strong	homoscedastic	nature	 in	 the	 results.	 	Again,	 increasing	heteroscedasticity	was	found	in	distant	electrodes,	increasing	with	increasing	frequency	components	to	10	of	18	electrode	pairs	representing	distant	connections	in	the	gamma	band.	 	 All	 percentages	 are	 held	 in	 Table	 7-7.	 	 Further	 statistical	 analysis	 assumed	homoscedasticity.	
Table	7-7	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	Coherence	information	transfer	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 2.6%	 2.6%	 0%	 26.3%	 31.6%	Local	anterior		 10.0%	 0%	 0%	 0%	 0%	Local	posterior	 0%	 10.0%	 0%	 20.0%	 20.0%	Distant	 0%	 0%	 0%	 44.4%	 55.5%		ANOVA2	 investigated	all	38	electrode	pairs	 individually,	which	were	 found	 to	provide	significant	differences.		This	was	not	as	significant	than	all	120	electrodes.		There	was	no	significant	interaction	in	results	between	the	electrode	pairs	chosen	and	the	two	subject	
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groups.	 	Unusually,	 the	difference	between	 the	 two	 subject	 groups	was	not	 significant	for	the	delta	and	theta	frequency	bands	with	the	0.01	significance	level	though	the	theta	band	 would	 be	 classed	 as	 significant	 with	 a	 0.05	 significance	 level.	 	 All	 ANOVA2	probabilities	are	held	in	Table	7-8.			
Table	7-8	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	coherence	information	transfer	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Electrode	pairs	 2.90x10-143	 4.15x10-248	 5.19x10-213	 6.73x10-91	 8.36x10-91	Pathological	condition	 0.1478	 0.0387	 3.01x10-8	 1.48x10-14	 5.58x10-9	Interactions	 0.7152	 0.5265	 0.9999	 0.9903	 0.9453		Multiple	 comparison	 testing	 showed	 statistically	 significant	 differences	 between	electrode	 pairs	 at	 all	 frequency	 bands,	 with	 the	 theta	 band	 producing	 the	 most	statistically	significant	differences	between	electrode	pairs.	 	Any	two	pairs	 in	the	theta	band	 were	 different	 at	 a	 statistically	 significant	 level	 62.9%	 of	 the	 time,	 followed	 by	54.9%	in	the	alpha	band	and	51.2%	in	the	delta	band.	 	Both	the	gamma	and	beta	band	produced	 more	 similar	 results	 for	 each	 electrode	 pair,	 producing	 pairs	 of	 pairs	statistically	different	in	40.1%	and	35.7%	of	cases	respectively.		Most	unique	pairs	were	to	 be	 found	 in	 the	 local	 posterior	 grouping	 in	 the	 lowest	 three	 frequency	 bands,	specifically	 O1-P3,	 O2-P4,	 O1-T5	 and	 O2-T6.	 	 Statistically	 significant	 differences	 for	univariate	 significance	 were	 not	 seen	 for	 any	 of	 these	 electrode	 pairs.	 	 The	 most	optimum	pairs	were	p=0.0117	 for	Fp2-F4	 theta	band	results,	p=0.0137	 for	P4-F4	beta	band	results,	p=0.0190	for	Fp1-P3	gamma	band	results,	p=0.0215	for	Fp2-P4	delta	band	results	and	p=0.0501	for	Fp1-P3	theta	band	results.	 	Student’s	t	test	results	are	held	in	supplementary	tables	to	this	PhD.	
7.1.4 Region	analysis	Another	method	 for	analysis	of	 results	 is	within	regions	across	 the	whole	of	 the	head.		This	 is	 regularly	 used	 in	 MEG	 analysis	 with	 many	 channels	 in	 close	 proximity	 and	historically	allowed	for	quick	computation	on	early	computers.		It	is	regularly	applied	to	EEG	 signals	 in	 current	 published	 analysis.	 	 In	 this	 study	 the	 16	 channel	 EEG	 was	separated	into	five	regions,	shown	in	Figure	7.1.	 	Frontal	electrodes	included	Fp1,	Fp2,										Figure	7.1	Region	analysis	groups.		Electrodes	are	placed	into	the	frontal	(red)	group,	central	(yellow)	group,	occipital	(orange)	group,	left	temporal	(blue)	group	and	right	temporal	(green)	group.		An	average	(mean)	of	all	electrode	pairs	between	each	pair	of	regions	is	used	in	analysis	
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F3	and	F4,	central	included	C3	and	C4,	occipital	included	P3,	P4,	O1	and	O2	and	left	and	right	temporal	included	F7,	T3	and	T5	and	F8,	T4	and	T6	respectively.		Results	from	all	electrode	pairs	spanning	from	one	region	to	another	were	averaged	(mean)	to	identify	the	 coherence	 between	 each	 of	 the	 zones.	 	 Electrode	 pairs	 within	 a	 region	 were	 not	included	in	this	analysis.	Means	and	SD	of	results	are	in	Table	7-9.		AD	patients’	means	were	higher	than	those	of	healthy	controls	in	almost	all	cases,	only	deviating	from	this	in	the	delta	range		
Table	7-9	Mean	and	standard	deviation	of	results	for	Coherence	averaged	(mean)	for	all	region	pairs	
for	all	five	frequency	bands		 	 Delta	 Theta	 Alpha	 Beta	 Gamma	Frontal	 to	left	temporal	region	
Control	 0.4413±	0.0604	 0.3922±		0.0367	 0.3525±	0.0719	 0.3137±	0.0836	 0.2323±	0.0543	AD	 0.4837±	0.0627	 0.3818±		0.0617	 0.4035±	0.0930	 0.3638±	0.1366	 0.2584±	0.0847	Frontal	 to	central	region	 Control	 0.4898±	0.0627	 0.3970±		0.0325	 0.4175±	0.0819	 0.3758±	0.0943	 0.2829±	0.0724	AD	 0.5378±	0.0613	 0.4404±		0.0631	 0.4578±	0.0914	 0.4090±	0.1249	 0.2918±	0.0942	Frontal	 to	right	temporal	region	
Control	 0.4368±	0.0679	 0.3249±		0.0311	 0.3378±	0.0608	 0.3157±	0.0753	 0.2368±	0.0464	AD	 0.4702±	0.0753	 0.3576±		0.0674	 0.3896±	0.1037	 0.3650±	0.1430	 0.2535±	0.0852	Frontal	 to	occipital	region	 Control	 0.4283±	0.0634	 0.2972±		0.0216	 0.3142±	0.0602	 0.2955±	0.0738	 0.2236±	0.0471	AD	 0.4631±	0.0697	 0.3396±		0.0557	 0.3645±	0.0858	 0.3705±	0.1318	 0.2675±	0.0827	Left	temporal	 to	central	region	
Control	 0.3884±	0.0634	 0.2248±		0.0388	 0.2241±	0.0431	 0.2165±	0.0567	 0.1699±	0.0302	AD	 0.3870±	0.0818	 0.2507±		0.0531	 0.2726±	0.1007	 0.2903±	0.1412	 0.2138±	0.0782	Left	 to	 right	temporal	region	 Control	 0.5079±	0.0656	 0.4003±		0.0407	 0.3972±	0.0642	 0.3315±	0.0828	 0.2598±	0.0579	AD	 0.5357±	0.0774	 0.4363±		0.0597	 0.4264±	0.1021	 0.3652±	0.1578	 0.2726±	0.0962	Left	temporal	 to	occipital	region	
Control	 0.4787±	0.0581	 0.3653±		0.0484	 0.3466±	0.0518	 0.3008±	0.0658	 0.2407±	0.0480	AD	 0.5040±	0.0638	 0.3914±		0.0757	 0.3779±	0.1014	 0.3596±	0.1461	 0.2752±	0.0995	Central	 to	right	temporal	region	
Control	 0.4663±	0.0823	 0.3447±		0.0657	 0.3041±	0.0624	 0.2741±	0.0670	 0.2095±	0.0504	AD	 0.4618±	0.0841	 0.3548±		0.0789	 0.3376±	0.1037	 0.3309±	0.1508	 0.2450±	0.0988	Central	 to	occipital	region	 Control	 0.5029±	0.0758	 0.4270±		0.0336	 0.4413±	0.0766	 0.3949±	0.1030	 0.2858±	0.0799	AD	 0.5430±	0.0666	 0.4741±		0.0656	 0.4922±	0.1065	 0.4224±	0.1527	 0.2869±	0.0881	Right	temporal	 to	occipital	region	
Control	 0.3891±	0.0585	 0.2203±		0.0313	 0.2250±	0.0528	 0.2010±	0.0424	 0.1654±	0.0234	AD	 0.3983±	0.0900	 0.2473±		0.0697	 0.2555±	0.0959	 0.2853±	0.1473	 0.2260±	0.0982	
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between	 the	 central	 and	 left	 temporal	 and	 central	 and	 right	 temporal	 areas.		Connections	 with	 high	 coherences	 were	 found	 between	 the	 central	 and	 frontal	 and	central	and	occipital	regions,	while	connections	with	low	coherence	were	seen	between	the	central	and	left	temporal	regions	and	the	right	temporal	and	occipital	regions.		The	highest	means	were	 found	 in	 the	delta	 region	 followed	by	 the	alpha	and	beta	 regions.		Gamma	means	were	again	the	lowest.	Data	skew	was	found	within	results	from	larger	frequency	components	of	the	EEG	with	half	 of	 all	 beta	 range	 results	 not	 following	 a	 normal	 distribution.	 	 All	 percentages	 are	held	in	Table	7-10.		Further	statistical	analysis	assumed	normal	distribution	of	results.	
Table	7-10	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	Coherence	region	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 0%	 0%	 10.0%	 50.0%	 40.0%		Bartlett	 tests	 for	 homoscedasticity	 showed	 little	 deviation	 from	 this	 hypothesis.		Percentages	of	heteroscedastic	results	are	held	in	Table	7-11.	
Table	7-11	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	Coherence	region	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 0%	 10.0%	 0%	 20.0%	 20.0%		Both	 the	 regions	 under	 analysis	 and	 the	 medical	 state	 of	 the	 subjects	 showed	statistically	significant	differences	with	no	significant	interaction	in	the	results	between	the	two	variables.	 	The	choice	of	 the	regions	under	comparison	have	a	more	profound	effect	on	the	result	outcome	than	the	pathological	condition.	 	The	theta	region	allowed	for	the	most	statistically	significant	distinction	between	the	variables	tested	while	delta	regions	were	 least	able	to	distinguish	between	the	pathological	conditions	and	gamma	regions	 were	 least	 able	 to	 distinguish	 between	 regional	 areas	 of	 the	 EEG	 signal.	 	 All	significance	results	are	held	in	Table	7-12.	
Table	7-12	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	coherence	region	EEG	results		 Delta	 Theta	 Alpha	 Beta	 Gamma	Region	pairs	 2.83x10-13	 8.03x10-40	 3.76x10-21	 1.64x10-5	 4.48x10-5	Pathological	condition	 0.0077	 4.98x10-6	 0.0003	 0.0006	 0.0052	Interactions	 0.9451	 0.9765	 0.9999	 0.9977	 0.9601		Uniqueness	of	signals	between	regions	was	reduced	in	comparison	to	previous	analysis	of	 coherence	 results.	 	 Coherences	 between	 the	 frontal	 and	 occipital	 regions	were	 the	most	unique,	 closely	 followed	by	 those	of	 the	 left	 temporal	 and	 central	 regions	 to	 the	occipital	region.		These	are	seen	mainly	in	the	theta	region	of	the	signal	spectrum.			
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Univariate	 Student’s	 t	 test	 showed	 no	 statistically	 significant	 region	 pairs.	 	 Optimum	significances	were	p=0.0263	 in	 the	 theta	 region	 for	 frontal	 to	 left	 temporal	 coherence,	followed	by	p=0.0604	 and	0.0831	 in	 the	 gamma	and	beta	 regions	 respectively	 for	 the	right	 temporal	 to	 occipital	 regions,	 closely	 followed	 by	 p=0.0845	 for	 the	 frontal	 to	central	region	in	the	delta	band.		Only	the	theta	band	contained	statistical	significances	below	0.05.	 	All	significances	are	held	in	supplementary	tables	to	this	PhD.	 	Thus,	with	the	 application	 of	 both	 Bonferroni	 and	 Holm-Bonferroni	 corrections	 for	 10	 multiple	comparisons	no	pairs	were	found	to	be	statistically	significant.	
7.2 Distance	based	bivariate	Lempel-Ziv	Complexity	This	 section	 details	 the	 results	 found	 for	 the	 distance	 based	 bivariate	 Lempel-Ziv	Complexity	detailed	in	section	6.2	(dLZC03).			
7.2.1 Synthetic	data	Results	 of	 application	 of	 dLZC03	 to	 the	 coupled	 chaotic	 signals	 from	 the	 HERMES	database	are	held	in	Table	7-13.	Rossler-Rossler	 coupled	 systems	produced	 reduced	dLZC03	 in	 comparison	 to	Rossler-Lorenz	coupled	signals.		The	range	of	results	seen	for	the	large	range	of	input	signals	is	small,	 though	 clearest	 with	 methods	 D3	 followed	 by	 D1.	 	 	 DLZC03	 results	 cross	 over	between	 the	 two	 signal	 types	 most	 with	 D4,	 with	 ranges	 of	 0.83-0.95	 and	 0.91-0.99	
	
Table	7-13	HERMES	database	pairs	of	synthetic	signal	results	for	distance	based	bivariate	Lempel-
Ziv	complexity	with	increasing	coupling	between	signal	pairs	of	similarly	complex	and	differently	
complex	signals	
Sheet1
Page 1
Signal type Coupling D1 D2 D3 D4 D4alt
0 30 0.8108 59 0.88 0.90
0.05 30 0.9375 54 0.87 0.92
0.1 25 0.8065 48 0.86 0.87
0.15 25 0.8333 50 0.93 0.92
0.2 27 0.8182 49 0.89 0.88
0.25 28 0.7778 55 0.87 0.87
0.3 21 0.9130 36 0.95 0.95
0.35 28 0.8235 53 0.90 0.90
0.4 29 0.7436 56 0.85 0.85
0.45 30 0.8108 60 0.90 0.90
0.5 29 0.7632 57 0.86 0.86
0.55 28 0.8000 55 0.93 0.90
0.6 28 0.7368 55 0.85 0.85
0.65 28 0.7368 53 0.85 0.83
0.7 30 0.7500 57 0.84 0.84
0.75 28 0.8000 55 0.89 0.89
0.8 27 0.7941 50 0.89 0.85
0.85 28 0.7000 55 0.86 0.83
0.9 28 0.7368 54 0.83 0.84
0.95 28 0.7179 55 0.83 0.85
1 29 0.7250 57 0.85 0.84
0 39 0.8667 63 0.91 0.95
0.05 43 0.9556 61 0.97 0.98
0.1 40 0.9302 78 0.96 0.96
0.15 40 0.9091 75 0.95 0.94
0.2 46 0.9020 88 0.96 0.95
0.25 43 0.8958 84 0.94 0.93
0.3 54 0.9153 94 0.97 0.96
0.35 41 0.9111 77 0.95 0.96
0.4 45 0.8491 87 0.99 0.95
0.45 61 0.8971 101 0.96 0.95
0.5 44 0.9167 84 0.94 0.95
0.55 52 0.8525 92 0.96 0.93
0.6 38 0.9048 75 0.94 0.96
0.65 54 0.8852 95 0.93 0.93
0.7 57 0.9194 98 0.97 0.96
0.75 42 0.9333 78 0.96 0.96
0.8 51 0.8793 91 0.95 0.94
0.85 47 0.8704 86 0.93 0.93
0.9 41 0.9111 69 0.95 0.95
0.95 41 0.8542 81 0.91 0.94
1 40 0.8696 61 0.91 0.95
Rossler-Rossler
Rossler-Lorenz
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between	Rossler-Rossler	and	Rossler-Lorenz	respectively.	 	Further	crossover	of	results	was	present	between	the	two	groups	with	D2	between	0.8491-0.9375	within	a	complete	range	of	0.7000-0.9556	and	D4alt	between	0.93-0.95	within	a	range	of	0.83-0.98.				Trends	 in	 the	results	are	unclear.	 	For	Rossler-Rossler	systems,	 two	trends	were	seen.		For	D1	and	D3,	maximum	results	were	seen	with	no	coupling	and	with	middling	coupling	of	45%	and	similar.		Minimal	results	were	seen	with	30%	coupling.		For	D2,	D4	and	D4alt,	maximal	results	were	seen	with	minimal	coupling,	highest	with	5%	coupling	with	D2	and	30%	coupling	with	D4	and	D4alt.		Minimal	results	were	seen	with	high	coupling,	between	65-95%.		For	Rossler-Lorenz	systems,	two	patterns	were	again	seen.		Method	D4	moved	to	be	more	 like	the	patterns	seen	 in	D1	and	D3,	with	maximum	results	again	seen	with	middling	coupling	of	45%	for	D1	and	D3	and	40%	for	D4.		Minimal	results	were	seen	with	the	maximum	and	minimum	coupling	except	 for	D1,	where	the	minimum	coupling	was	seen	with	60%	coupling.		With	D2	and	D4alt,	maximum	distance	results	were	found	with	5%	coupling	with	minimal	 results	 found	with	40%	 for	D2	 and	25,	 55	65	 and	85%	 for	D4alt.	The	ability	of	D2,	D4	and	D4alt	 as	a	normalised	method	of	D1	and	D3	 respectively	 found	support	as	all	results	were	within	the	range	of	0	to	1.	 	However,	the	patterns	were	not	carried	across	except	for	D4	shadowing	D3	with	Rossler-Lorenz	though	even	this	was	not	found	 to	 directly	match.	 	 Given	 these	 pattern	modifications,	 methods	 D2,	 D4	 and	 D4alt	were	found	not	to	be	true	normalising	methods	with	these	synthetic	signals.	
7.2.2 EEG	data	When	applied	to	the	EEG	data	of	AD	patients	and	healthy	controls,	D4	was	found	not	to	be	 a	 true	distance	measure,	 as	both	 the	 forward	and	 reverse	 connections	 to	 the	 same	electrode	pair	did	not	produce	the	same	result.		Thus	this	method’s	results	are	omitted	from	statistical	 analysis.	 	Mean	results	are	 in	Table	7-14.	 	All	other	 results	are	held	 in	supplementary	tables	to	this	PhD.	
Table	7-14	Mean	and	standard	deviation	of	results	for	distance	based	bivariate	Lempel-Ziv	
complexity	averaged	(mean)	for	all	region	pairs		 D1	 D2	 D3	 D4alt	Control	 48.37±6.05	 0.8033±	0.0182	 86.86±11.95	 0.8911±	0.0093	AD	 42.91±8.33	 0.8060±	0.0143	 76.48±11.95	 0.8936±	0.0072		For	D1,	means	for	control	patients	were	higher	than	that	of	AD	patients	in	almost	all	120	cases,	 only	 changing	with	 electrode	pairs	 F4-T4,	 F7-T4,	 C3-T4	 and	C4-T4.	 	 Pair	 F7-T4	was	 the	 most	 reversed,	 showing	 in	 increase	 of	 2.8%	 over	 the	 mean	 of	 the	 control	patients.	 	 Pairs	 including	 the	 electrode	T3	 showed	 the	highest	mean	distances,	with	 a	maximum	at	O1-T3,	closely	followed	by	pairs	including	the	electrode	O1.		Pairs	around	the	 front	of	 the	head,	 comparing	electrodes	Fp1,	Fp2,	F3	and	F4	had	 the	 lowest	mean	control	 dLZC03.	 	 For	 the	 means	 for	 AD	 patients,	 D1	 results	 were	 similar	 to	 those	 of	control	 patients.	 T4	 results,	 in	 comparison	 were	 significantly	 higher	 than	 the	 other	means,	making	this	the	second	highest	electrode	for	distance	results.		Results	comparing	Fp1,	Fp2	and	F3	were	again	some	of	the	lowest	distances	seen	but	the	reduced	distance	results	to	the	peripheral	of	the	frontal	electrodes	were	significantly	less,	including	pairs	involving	 electrodes	 F4,	 F7	 and	 F8.	 	 Reduced	 distance	 results	 in	 AD	 patients	 for	 D1	instead	is	focused	on	two	small	areas,	that	to	the	direct	front	of	the	head	and	one	within	
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the	peripheral	 region,	 shown	by	 reduced	distances	with	pairs	 including	 electrodes	P3	and	P4.	The	normalised	results	of	D1,	D2,	had	a	different	pattern	to	those	of	D1.		AD	patients	had	a	higher	mean	distance	than	controls	in	81	of	120	electrode	pairs.	 	The	mean	distance	of	AD	 patients	 was	 more	 than	 1%	 higher	 than	 the	 control	 mean	 in	 11	 electrode	 pairs.		These	were	Fp2-P4,	 Fp2-T3,	 Fp2-T5,	 F4-O1,	 F4-O2,	 F4-P4,	 F4-T3,	 F4-T5,	 F4-T6,	 F7-T5	and	F8-T3.		The	maximum	deviation	was	for	electrode	pair	F4-O1	with	a	1.6%	increase	in	mean	distance	between	 control	 and	AD	patients.	 	Maximum	control	distances	were	found	in	relation	to	electrode	Fp2,	except	for	Fp1-Fp2,	closely	followed	by	electrode	F4.		Specifically,	 the	 electrode	 pair	 of	 Fp1-Fp2	 produced	 the	 smallest	 mean	 distances	 for	control	electrodes.	 	Though	this	pairing	is	specifically	different	in	location	to	other	low	distance	 electrodes,	 which	 focus	 towards	 the	 parietal	 region	 of	 the	 brain.	 	 For	 AD	patients	 the	 pattern	 again	 is	 different,	with	maximum	distance	means	 found	with	 the	long	range	connections	of	Fp1,	and	to	a	lesser	extent	Fp2,	to	all	four	temporal	electrodes.				Low	 distance	means	 for	 AD	 patients	 were	 found	 in	 pairs	 closer	 together	 focusing	 on	electrodes	O1,	O2,	P3,	P4,	T5	and	T6.	 	Taken	 together,	 the	 results	 for	 controls	and	AD	patients	were	found	to	be	quite	similar	however	and	in	a	very	small	range,	with	control	means	ranging	from	0.7568	to	0.8239	and	AD	means	ranging	from	0.7869	to	0.8212.	Only	one	electrode	pair	for	D3	showed	mean	distance	results	for	AD	patients	higher	than	controls	 at	 F4-T4	 though	 the	 magnitude	 of	 the	 increase	 between	 controls	 and	 AD	patients	 was	 0.86%.	 	 Electrode	 T3	 showed	 the	 greatest	 control	 distance	 measures,	closely	 followed	by	O2	 and	O1.	 	 Specifically	 the	maximum	mean	 control	 distance	was	found	at	O1-T3.		Minimum	control	distances	were	focused	towards	the	front	of	the	head,	including	results	concerning	electrodes	Fp2	and	Fp1.		Fp1-Fp2	was	found	to	be	the	pair	with	 the	 lowest	mean	control	distance	with	D3.	 	Thus,	 for	 control	 results,	 the	patterns	seen	 with	 both	 D1	 and	 D3	 are	 similar.	 	 For	 AD	 patients,	 D3	 showed	 maximum	 mean	distances	with	electrodes	T3	and	T4	with	the	maximum	distance	being	between	the	two	electrodes,	 T3-T4.	 	 Minimum	 distances	 focused	 on	 the	 electrodes	 to	 the	 front	 of	 the	brain	 with	 Fp1,	 Fp2	 and	 F3	 electrode	 pairs	 most	 likely	 to	 produce	 reduced	 distance	results.	 	Again,	 in	 this	way,	 the	results	of	D3	are	similar	 to	 those	of	D1	 for	AD	patients,	though	D3	places	less	emphasis	on	the	discriminatory	ability	of	the	parietal	region.	The	results	of	D4alt,	like	D2	in	comparison	to	D1,	are	not	an	exact	match	to	the	pattern	of	results	from	D3.		AD	patients	had	smaller	distance	means	in	comparison	to	controls	in	all	bar	29	cases.	 	None	of	 these	cases	were	greater	 than	controls	by	more	than	1%	of	 the	control	mean.	 	Electrode	T3	produced	maximum	control	distances,	closely	 followed	by	electrode	 P4.	 	 These	 were	most	 optimum	when	 compared	 to	 Fp2.	 	 Minimum	 control	distance	 was	 between	 Fp1-Fp2,	 which	 was	 significantly	 lower	 than	 the	 next	 lowest	results	 focusing	 on	 electrode	 P3.	 	 The	 electrode	 pair	 Fp1-P4	 produced	 the	 largest	 AD	distance	 mean,	 followed	 by	 other	 pairs	 with	 electrode	 P4	 and	 Fp1	 respectively.		Minimum	 AD	 distance	 means	 focused	 on	 the	 occipital,	 parietal	 and	 temporal	 areas,	specifically	 electrodes	O1,	O2,	P3	and	T5.	 	As	with	D2,	 the	 ranges	of	 results	were	very	similar	 both	 for	 control	 and	 AD	 means,	 measuring	 0.8565	 to	 0.9022	 and	 0.8815	 to	0.9033.	
7.2.2-A Data	distribution	Results	 were	 checked	 for	 normal	 distribution	 with	 a	 Lilliefor’s	 test.	 	 Percentages	 of	skewed	 results	 are	 held	 in	 Table	 7-15.	 	 Results	 were	 found	 to	 be	 predominately	normally	 distributed	 and	 further	 statistical	 analysis	 was	 carried	 out	 with	 this	assumption.	
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Table	7-15	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results		 D1	 D2	 D3	 D4alt	dLZC03	 0%	 20.8%	 0%	 16.7%		Tests	 for	 homoscedasticity	 were	 carried	 out	 using	 a	 Bartlett	 test.	 	 Percentages	 of	heteroscedastic	results	are	held	in	Table	7-16.		Results	were	found	to	be	predominately	homoscedastic.	
Table	7-16	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results		 D1	 D2	 D3	 D4alt	dLZC03	 2.5%	 8.3%	 0%	 7.5%		
7.2.2-B Statistical	significance	ANOVA2	results	showed	that	both	the	electrode	pairs	and	the	pathological	condition	of	the	subjects	had	statistical	 significance	on	 the	outcome,	with	no	significant	 interaction	between	 the	 two.	 	 D1	 and	 D3	 found	 the	 pathological	 condition	 of	 the	 subjects	 more	discriminatory	 than	 the	 electrode	 pairs	 but	 this	 was	 reversed	 for	 D2	 and	 D4alt.	 	 All	ANOVA2	probabilities	are	held	in	Table	7-17.	
Table	7-17	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results		 D1	 D2	 D3	 D4alt	Electrode	pairs	 6.96x10-28	 2.49x10-33	 2.82x10-25	 9.88x10-47	Pathological	condition	 1.88x10-73	 0.0001	 2.00x10-80	 1.72x10-11	Interactions	 0.9245	 0.2692	 0.9965	 0.2298		Electrode	pairs	that	were	found	to	be	most	unique	were	Fp1-Fp2,	the	most	unique	in	all	dLZC03	methods,	followed	by	Fp2-T3,	Fp1-T4,	Fp2-P4	and	F4-T3,	which	were	in	the	top	5%	 of	 unique	 pairs	 for	 both	 D2	 and	 D4alt.	 	 D4alt	 was	 the	 most	 able	 to	 distinguish	statistically	significant	differences	within	electrode	pairs	with	12	of	22	of	the	top	5%	of	differences	 in	 electrode	 pairs	 found	 with	 that	 method.	 	 D2	 had	 6	 of	 22	 top	 5%	 of	electrode	pair	differences,	D3	had	three	and	D1	had	one.			Univariate	 ANOVA	 results	 were	 not	 as	 significant	 as	 multiple	 comparisons	 with	ANOVA2.	 	 Significances	 are	 held	 in	 supplementary	 tables	 to	 this	 PhD.	 	 21	 of	 120	electrode	pairs	were	statistically	significant	with	D1,	closely	followed	by	18	of	120	with	D3.		D2	and	D4alt	faired	much	worse,	with	only	one	and	four	statistically	significant	pairs	respectively.	 	 Most	 statistically	 significant	 electrode	 pairs	 included	 Fp1-P3	with	 D3	 at	
p=0.0016,	 C4-P3	 and	 C4-T6	 with	 D4alt	 at	 p=0.0022,	 Fp2-P3	 and	 O1-T5	 with	 D1	 at	
p=0.0028	and	Fp1-C4	with	D2	at	p=0.0029.		With	both	Bonferroni	and	Holm-Bonferroni	corrections	for	120	comparisons,	none	of	these	statistically	significances	remained.	
7.2.3 Information	Transfer	The	 same	 38	 electrode	 pairs	 as	 described	 previously	 in	 section	 7.1.3	 were	 tested	 to	evaluate	the	success	of	dLZC03	in	identifying	possible	changes	in	information	transition	
		 Chapter	7:	Bivariate	Signal	Processing	Results		 103	
present	 in	 the	EEG.	 	Mean	results	of	mean	and	SD	are	 in	Table	7-18	with	all	 results	 in	tables	supplementary	to	this	PhD.	
Table	7-18	Mean	and	standard	deviation	of	results	for	distance	based	bivariate	Lempel-Ziv	
complexity	averaged	(mean)	for	all	electrode	pairs	in	each	of	the	three	electrode	pair	groups		 	 D1	 D2	 D3	 D4alt	Local	anterior	 Control	 44.51±5.18	 0.8006±	0.0190	 79.71±11.40	 0.8889±	0.0079	AD	 41.45±6.91	 0.8062±	0.0146	 72.80±13.14	 0.8923±	0.0060	Local	posterior	 Control	 48.70±6.26	 0.7945±	0.0191	 90.15±11.44	 0.8860±	0.0100	AD	 41.38±8.66	 0.7998±	0.0146	 75.52±15.56	 0.8899±	0.0074	Distant	 Control	 48.81±5.72	 0.8109±	0.0188	 86.00±10.60	 0.8947±	0.0098	AD	 41.13±7.46	 0.8086±	0.0131	 73.47±13.17	 0.8948±	0.0063		All	 controls	 had	 higher	 distance	means	 than	 AD	 patients	 for	 D1	 and	D3.	 	 For	 D2,	 local	means	were	 predominantly	 higher	 for	 AD	 patients	while	 distant	 electrode	 pairs	were	predominately	higher	for	control	subjects.		For	D4alt	this	was	also	the	case	though	distant	electrode	pairs	were	more	equal	 in	maximum	means	between	control	subjects	and	AD	patients.		Patterns	of	results	between	D1	and	D3	were	consistent	but	neither	D2	nor	D4alt	followed	a	pattern	matched	by	any	other	method.		In	the	case	of	D1,	local	anterior	means	were	 the	 lowest	 for	control	patients,	 increasing	 for	 local	posterior	electrode	pairs	and	increasing	 again	 for	 distant	 electrode	 pairs.	 	 Mean	 distances	 for	 AD	 patients	 with	 D1	remained	 relatively	 consistent.	 	 In	 the	 case	 of	 D2,	 both	 local	 posterior	 and	 anterior	electrode	 pairs	 showed	 similar	 control	 subject	 distance	means,	 increasing	 for	 distant	electrode	 pairs.	 	 For	 AD	 patients,	 mean	 distance	 results	 for	 distant	 electrodes	 were	similar	to	that	of	local	anterior	results,	with	local	posterior	results	reduced.		For	D3,	the	local	 posterior	 region	 gave	 the	 largest	 control	 distance	means.	 	 This	was	 followed	 by	distant	 and	 then	 the	 local	 anterior	 electrode	 pairs.	 	 For	 AD	 patients,	 local	 posterior	distances	 were	 also	 the	 largest,	 however	 local	 anterior	 and	 distant	 electrode	 means	were	 equal	 in	magnitude.	 	 For	D4alt,	 control	means	were	 greatest	 for	distant	 electrode	pairs	followed	by	local	anterior	and	then	local	posterior	means.		AD	patient	means	were	equal	in	magnitude.	Data	were	found	to	predominantly	follow	a	normal	distribution	with	increased	skew	in	D2	and	D4alt.	All	percentages	are	held	in	Table	7-19.		Further	statistical	analysis	assumed	normal	distributions.	
Table	7-19	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	
information	transition		 D1	 D2	 D3	 D4alt	dLZC03	 0%	 23.7%	 0%	 7.9%	Local	anterior		 0%	 20.0%	 0%	 0%	Local	posterior	 0%	 40.0%	 0%	 10.0%	Distant	 0%	 16.7%	 0%	 11.1%	
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	Bartlett’s	 test	 showed	 predominantly	 homoscedastic	 results.	 	 Increasing	heteroscedasticity	was	found	in	distant	electrodes	over	local	electrodes.		All	percentages	are	held	in	Table	7-20.		Further	statistical	analysis	assumed	homoscedasticity.	
Table	7-20	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	
information	transition		 D1	 D2	 D3	 D4alt	dLZC03	 0%	 13.2%	 0%	 13.2%	Local	anterior		 0%	 10.0%	 0%	 10.0%	Local	posterior	 0%	 20.0%	 0%	 10.0%	Distant	 0%	 11.1%	 0%	 16.7%		ANOVA2	results	identified	the	statistical	significance	of	the	pathology	of	the	subjects	for	D1	and	D3	and	the	statistical	significance	of	the	chosen	electrode	pairs	with	D2	and	D4alt.		The	only	deviation	from	this	was	with	D3,	where	both	the	pathological	condition	of	the	subjects	 and	 the	 electrode	pairs	 analysed	were	 found	 to	be	 significant.	 	 There	was	no	significant	interaction	between	the	two	variables	in	any	dLZC03	methods.		All	ANOVA2	significances	are	held	in	Table	7-21.	
Table	7-21	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	information	
transition		 D1	 D2	 D3	 D4alt	Electrode	pairs	 0.2024	 4.31x10-13	 0.0076	 1.78x10-18	Pathological	condition	 2.58x10-37	 0.1336	 1.56x10-36	 0.0998	Interactions	 0.8804	 0.6250	 0.9569	 0.2548		Statistically	significant	results	are	in	Table	7-22.		Differences	in	electrode	pairs	focused	on	 local	 posterior	 electrode	 pairs	 with	 only	 O1-P3,	 O2-P4	 and	 O1-T5	 showing	statistically	significant	differences	between	electrode	pairs	with	D2	and	D4alt	and	O2-T6	showing	statistically	significant	differences	between	electrode	pairs	with	D4alt.		Pair	O2-
							
Table	7-22	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	Student’s	t	test	
for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	information	transition	
Stats-Jeong
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D1 D2 D3 D4alt D1 D2 D3 D4alt
Local	Ant. Fp1 F7 0.2563 0.7423 0.0777 0.4102 T6 C4 0.2347 0.0263 0.1368 0.0022
Fp2 F8 0.3331 0.6239 0.2950 0.4350 Distant O1 Fp1 0.0114 0.7046 0.0026 0.7857
Fp1 F3 0.0287 0.0414 0.0254 0.0302 O2 Fp2 0.0052 0.3346 0.0182 0.4461
Fp2 F4 0.5030 0.8897 0.6972 0.7472 O1 F7 0.0092 0.9541 0.0377 0.7998
Fp1 C3 0.1436 0.2969 0.0401 0.1010 O2 F8 0.0127 0.9958 0.0232 0.8070
Fp2 C4 0.3671 0.1112 0.3311 0.0305 O1 F3 0.0067 0.8174 0.0044 0.8789
F7 C3 0.2706 0.5792 0.3425 0.4082 O2 F4 0.0120 0.1396 0.0692 0.6080
F8 C4 0.3183 0.2091 0.2489 0.2987 P3 Fp1 0.0067 0.2769 0.0016 0.2198
F3 C3 0.2232 0.3348 0.1214 0.2293 P4 Fp2 0.0031 0.2309 0.0232 0.2018
F4 C4 0.3961 0.7127 0.5762 0.9093 P3 F7 0.0264 0.2751 0.0496 0.1164
Local	Pos. O1 P3 0.0057 0.4460 0.0028 0.4241 P4 F8 0.0173 0.5931 0.0345 0.5826
O2 P4 0.0147 0.2407 0.0111 0.2100 P3 F3 0.0073 0.5323 0.0074 0.4324
O1 T5 0.0028 0.7825 0.0050 0.6640 P4 F4 0.0342 0.1257 0.1665 0.3227
O2 T6 0.0251 0.6346 0.0104 0.4168 T5 Fp1 0.0133 0.7703 0.0038 0.8807
O1 C3 0.0101 0.8402 0.0162 0.6810 T6 Fp2 0.0136 0.8460 0.0444 0.7356
O2 C4 0.1201 0.4440 0.0284 0.2155 T5 F7 0.0400 0.0965 0.0702 0.3512
P3 C4 0.0411 0.2444 0.0266 0.2131 T6 F8 0.0278 0.9483 0.0338 0.2769
P4 C4 0.2121 0.3186 0.0872 0.2155 T5 F3 0.0275 0.3907 0.0167 0.5381
T5 C3 0.0602 0.6845 0.0365 0.4521 T6 F4 0.0270 0.1638 0.1604 0.4503
dLZC03Subjects
electrode	pair electrode	pair
dLZC03 Subjects
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P4	was	 the	most	 unique	 electrode	 pair	 tested.	 	 None	 of	 the	 electrode	 pairs	 remained	significant	when	multiple	comparison	corrections	 for	38	comparisons	with	Bonferroni	and	Holm-Bonferroni	corrections.	
7.2.4 Region	analysis	Data	were	grouped	into	regions	as	defined	in	section	7.1.4	to	analyse	trends	across	the	EEG	signals.		Mean	and	SD	results	are	held	in	Table	7-23.	
Table	7-23	Mean	and	standard	deviation	of	results	for	distance	based	bivariate	Lempel-Ziv	
complexity	EEG	results	for	all	region	pairs	for	all	five	frequency	bands		 	 D1	 D2	 D3	 D4alt	Frontal	 to	left	temporal	region	
Control	 48.43±5.58	 0.8129±		0.0104	 84.16±10.78	 0.8945±		0.0045	AD	 43.59±6.01	 0.8083±		0.0108	 75.77±10.26	 0.8948±		0.0045	Frontal	 to	central	region	 Control	 45.07±4.68	 0.8010±		0.0102	 80.75±9.85	 0.8894±		0.0041	AD	 42.08±7.71	 0.8082±		0.0107	 73.60±13.19	 0.8939±		0.0047	Frontal	 to	right	temporal	region	
Control	 47.48±3.81	 0.8081±		0.0093	 83.44±8.49	 0.8928±		0.0043	AD	 43.78±8.10	 0.8099±		0.0127	 76.16±12.38	 0.8958±		0.0057	Frontal	 to	occipital	region	 Control	 48.36±4.41	 0.8111±		0.0099	 85.03±8.21	 0.8950±		0.0050	AD	 40.26±6.85	 0.8089±		0.0116	 71.63±11.93	 0.8945±		0.0060	Left	temporal	 to	central	region	
Control	 49.44±5.35	 0.8040±		0.0104	 88.51±10.51	 0.8919±		0.0054	AD	 45.03±6.92	 0.8077±		0.0117	 80.24±13.96	 0.8938±		0.0043	Left	 to	right	temporal	region	 Control	 50.44±5.25	 0.8042±		0.0075	 90.87±11.06	 0.8931±		0.0051	AD	 46.17±8.16	 0.8058±		0.0105	 82.62±14.45	 0.8942±		0.0045	Left	temporal	 to	occipital	region	
Control	 50.74±4.77	 0.8011±		0.0056	 91.89±10.67	 0.8917±		0.0029	AD	 43.18±6.86	 0.8030±		0.0069	 78.07±13.26	 0.8925±		0.0043	Central	 to	right	temporal	region	
Control	 47.45±4.41	 0.7982±		0.0097	 87.50±9.12	 0.8886±		0.0060	AD	 45.29±8.85	 0.8080±		0.0131	 80.61±14.93	 0.8946±		0.0055	Central	 to	occipital	region	 Control	 48.16±4.51	 0.8003±		0.0141	 88.88±9.24	 0.8895±		0.0069	AD	 42.16±8.27	 0.8059±		0.0111	 76.10±14.95	 0.8933±		0.0048	Right	temporal	 to	occipital	region	
Control	 49.70±4.11	 0.8002±		0.0127	 91.15±8.63	 0.8901±		0.0072	AD	 43.53±9.01	 0.8049±		0.0105	 78.61±15.39	 0.8942±		0.0063		
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For	dLZC03	methods	D1	and	D3,	control	means	were	greater	than	those	of	AD	patients.		For	D2	and	D4alt	this	was	reversed	with	AD	means	greater	than	control	means.		Only	two	instances	in	D2	results	did	not	follow	this	pattern,	between	the	frontal	and	left	temporal	and	 frontal	 and	occipital	 regions	and	one	 instance	 in	D4alt	 results	between	 frontal	 and	occipital	regions.	 	Maximum	and	minimum	differences	between	control	and	AD	means	does	not	 follow	a	 repeating	pattern	except	 in	 the	case	of	 the	central	 to	 right	 temporal	regions,	which	showed	the	greatest	difference	with	D2	and	D4alt	and	the	closest	results	with	 D1	 and	 D3.	 	 Comparing	 the	 frontal	 and	 occipital	 regions	 provided	 the	 greatest	difference	between	groups	with	D1,	the	left	temporal	region	with	the	occipital	region	for	D3,	and	the	closest	results	were	seen	between	frontal	and	right	temporal	regions	with	D2	and	 frontal	and	 left	 temporal	 regions	with	D4alt.	 	 In	all	 cases,	 result	 ranges	were	small.		Methods	D1	and	D3	had	similar	ranges	 in	comparison	to	results.	 	D2	had	a	 larger	range	than	D4alt.			Lilliefors	 test	 analysed	 the	 distribution	 of	 the	 results.	 	 Percentages	 of	 results	 with	skewed	distributions	 are	 detailed	 in	 Table	 7-24.	 	 As	 skewed	 results	 only	 existed	with	method	D2,	the	assumption	of	normal	distribution	of	results	was	verified.		Bartlett	tests	for	homoscedasticity	showed	all	results	were	homoscedastic.	
Table	7-24	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	between	
regions		 D1	 D2	 D3	 D4alt	dLZC03	 0%	 30.0%	 0%	 0%		Bivariate	 ANOVA2	 results	 are	 held	 in	 Table	 7-25.	 	 The	 pathological	 condition	 of	 the	subjects	 was	 found	 to	 be	 a	 statistically	 significant	 for	 D1,	 D3	 and	 D4alt,	 with	 the	significance	of	D4alt	significantly	less	than	D1	and	D3.		For	all	these	cases,	the	region	pairs	were	 not	 found	 to	 be	 statistically	 significant,	 neither	was	 the	 interaction	 between	 the	two	variables.		D2	was	found	not	to	be	statistically	significant.				
Table	7-25	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	between	regions		 D1	 D2	 D3	 D4alt	Region	pairs	 0.3848	 0.0416	 0.0992	 0.1881	Pathological	condition	 2.01x10-8	 0.0433	 2.96x10-9	 0.0005	Interactions	 0.8930	 0.5491	 0.9659	 0.5429		No	 region	 pairs	were	 found	 to	 be	 uniquely	 significant	 upon	 further	multi-comparison	statistical	 analysis	 with	 ANOVA2.	 	 Univariate	 ANOVA	 identified	 three	 statistically	significant	regional	differences,	two	with	D1,	 from	frontal	to	occipital	and	left	temporal	to	 occipital	 regions	 and	 one	 with	 D3	 from	 the	 frontal	 to	 the	 occipital	 region.	 	 These	produced	p=0.0036,	0.0070	and	0.0060	respectively.		Further	analysed	with	Bonferroni	and	Holm-Bonferroni	corrections	 for	10	comparisons,	no	results	remained	statistically	significant.		All	ANOVA	significances	are	held	in	Table	7-26.	
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Table	7-26	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	Student’s	t	test	
for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	region	analysis.		Statistically	
significant	electrodes	are	highlighted	in	green			
7.2.5 Normalising	distance	based	bivariate	Lempel-Ziv	Complexity	In	the	original	paper	for	dLZC03,	method	D2	is	described	as	the	normalised	method	of	D1	and	D4	 and	D4alt	 both	 alternative	 definitions	 of	 each	 other,	 both	 a	 normalisation	 of	D3	(Otu	 and	 Sayood,	 2003).	 	 However,	 the	 results	 held	 in	 the	 previous	 sections,	 sections	7.2.2,	7.2.3	and	7.2.4,	show	both	that	D4	and	D4alt	are	not	alternative	definitions	of	each	other,	neither	that	D2	and	D4	or	D4alt	are	normalisations	of	D1	and	D3	respectively	in	this	specific	 case	due	 to	 the	differing	 result	patterns	 seen,	 initially	with	 the	 synthetic	data,	but	more	strongly	with	the	EEG	data.	In	order	to	normalise	D1	and	D3	for	the	complex	EEG	signals	to	which	it	was	applied,	five	different	methods	were	attempted	in	an	effort	to	both	reduce	results	between	the	region	of	 -1	 and	 1	 while	 retaining	 the	 pattern	 the	 initial	 results	 took.	 	 Results	 for	 these	attempted	normalisations	were	also	inspected	for	a	larger	numeric	range	of	the	results,	indicating	an	increased	ability	to	differentiate	between	the	EEG	signals.	Normalisation	 method	 one	 utilised	 the	 normalisation	 method	 for	 univariate	 LZC,	equation	(13).	 	This	normalisation	was	applied	to	each	of	the	LZC	results	prior	to	their	use	in	dLZC03.		Thus	equations	(	28	)	and	(	30	)	became:	𝐷!!"#$! 𝑥, 𝑦 = 𝑚𝑎𝑥 𝐶 𝑥𝑦 − 𝐶 𝑥 ,𝐶 𝑦𝑥 − 𝐶(𝑦) 	 (	43	)		𝐷!!"#$! 𝑥, 𝑦 =  𝐶 𝑥𝑦 − 𝐶 𝑥 + 𝐶 𝑦𝑥 − 𝐶(𝑦)	 (	44	)		Another	application	using	equation	(13)	is	to	divide	by	the	maximum	LZC	for	he	whole	of	the	dLZC03	result.		This	was	normalisation	method	two,	such	that:	
𝐷!!"#$! 𝑥, 𝑦 = 𝑚𝑎𝑥 𝑐 𝑥𝑦 − 𝑐 𝑥 , 𝑐 𝑦𝑥 − 𝑐(𝑦)𝑏(𝑛) 	 		(	45	)	𝐷!!"#$! 𝑥, 𝑦 =  𝑐 𝑥𝑦 − 𝑐 𝑥 + 𝑐 𝑦𝑥 − 𝑐(𝑦)2(𝑏 𝑛 ) 	 		(	46	)	where	n	is	the	length	of	the	signal	under	test.		As	both	x	and	y	are	of	equal	length	in	this	test,	either	one	can	be	used	in	the	denominator	term.		For	the	EEG	database	this	is	1280	data	points.	The	 LZC	 method	 is	 such	 that	 c(s)=c(ss).	 	 This	 rule	 can	 be	 used	 to	 modify	 the	 test	 of	normalisation	two	to	normalisation	three,	proposing:	
Stats-Regions
Page 1
D1 D2 D3 D4alt
F LT 0.0644 0.3197 0.0761 0.8679
F C 0.2853 0.1208 0.1655 0.0266
F RT 0.1858 0.7126 0.1235 0.1877
F O 0.0036 0.6339 0.0060 0.8615
LT C 0.1103 0.4356 0.1323 0.3809
LT RT 0.1603 0.6825 0.1480 0.5898
LT O 0.0070 0.4893 0.0140 0.6524
C RT 0.4186 0.0619 0.2063 0.0246
C O 0.0475 0.3161 0.0255 0.1592
RT O 0.0522 0.3725 0.0287 0.1700
Subjects
Region	pairs
dLZC03
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𝐷!!"#$! 𝑥, 𝑦 = 𝑚𝑎𝑥 𝑐 𝑥𝑦 − 𝑐 𝑥𝑥 , 𝑐 𝑦𝑥 − 𝑐(𝑦𝑦)𝑏(𝑛) 	 		(	47	)	𝐷!!"#$! 𝑥, 𝑦 =  𝑐 𝑥𝑦 − 𝑐 𝑥𝑥 + 𝑐 𝑦𝑥 − 𝑐(𝑦𝑦)𝑏 𝑛 	 		(	48	)	where	n	is	twice	the	length	of	the	signal,	i.e.	2560	data	points.	Combining	 the	 ideas	 proposed	 in	 normalisation	 one	 and	 normalisation	 three,	normalisation	four	was	investigated	with	the	following	two	equations:	𝐷!!"#$! 𝑥, 𝑦 = 𝑚𝑎𝑥 𝐶 𝑥𝑦 − 𝐶 𝑥𝑥 ,𝐶 𝑦𝑥 − 𝐶(𝑦𝑦) 	 (	49	)		𝐷!!"#$! 𝑥, 𝑦 =  𝐶 𝑥𝑦 − 𝐶 𝑥𝑥 + 𝐶 𝑦𝑥 − 𝐶(𝑦𝑦)	 (	50	)		Lastly,	normalisation	five	was	based	on	more	basic	mathematical	concepts	with	D1	and	D3	divided	by	their	variances,	such	that:	
𝐷!!"#$! 𝑥, 𝑦 = 𝑚𝑎𝑥 𝑐 𝑥𝑦 − 𝑐 𝑥 , 𝑐 𝑦𝑥 − 𝑐(𝑦)𝜎!(𝑚𝑎𝑥 𝑐 𝑥𝑦 − 𝑐 𝑥 , 𝑐 𝑦𝑥 − 𝑐(𝑦) )	 		(	51	)	𝐷!!"#$! 𝑥, 𝑦 =  𝑐 𝑥𝑦 − 𝑐 𝑥 + 𝑐 𝑦𝑥 − 𝑐(𝑦)𝜎!(𝑐 𝑥𝑦 − 𝑐 𝑥 + 𝑐 𝑦𝑥 − 𝑐(𝑦))	 		(	52	)	As	these	were	novel	methods,	synthetic	signal	 testing	was	 initially	carried	out	prior	to	EEG	 analysis	 to	 investigate	 the	 relationship	 between	 the	 input	 signal	 and	 the	 result	output	with	each	of	these	methods.		Furthermore,	the	same	statistical	analysis	applied	to	the	previously	reported	results,	detailed	in	section	6.3,	was	applied	to	these	results	for	further	analysis.	
7.2.5-A Synthetic	data	Results	 from	synthetic	data	 are	held	 in	Table	7-27.	 	Negative	 results	were	 found	with	normalisation	methods	one	and	four	for	Rossler-Rossler	and	normalisation	method	four	for	Rossler-Lorenz	signals.		Thus	these	methods	would	not,	therefore,	support	the	three	criteria	 for	distance	based	measures.	 	Normalisation	method	 five	 results	were	outside	the	 range	of	 -1	 to	1	usually	expected	 for	normalised	 results.	 	Comparing	 results	of	D1,	normalisation	method	five,	two	and	three	all	showed	close	matches	to	the	original	result	patterns	 shown	 in	 Table	 7-13.	 	 In	 the	 case	 of	 normalisation	 methods	 one	 and	 four,	Rossler-Rossler	 results	 achieved	high	distances	with	 small	 coupling	and	 low	distances	with	high	coupling.		For	Rossler-Lorenz	results,	normalisation	method	one	showed	high	distance	 measures	 for	 low	 coupling,	 highest	 with	 5%	 coupling,	 and	 low	 distance	measures	for	high	coupling,	optimised	at	95%	coupled.		Normalisation	method	four	also	produced	a	maximum	distance	 result	with	5%	coupling	but	 a	minimum	distance	with	25%	 coupled	 signal	 pairs.	 	 Comparing	D3	 results	 between	Table	 7-27	 and	Table	 7-13,	normalisation	methods	five,	two	and	three	all	produced	results	matching	the	pattern	of	the	original	D3	results.		Normalisation	method	one	produced	maximum	distance	results	with	70%	coupling	and	minimum	with	85%,	without	any	trends.		Normalisation	method	five	produced	maximum	distance	results	with	45%	coupling	but	 this	was	between	the	two	lowest	distance	results	at	5	and	100%	respectively.	
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Table	7-27	HERMES	database	pairs	of	synthetic	signal	results	for	distance	based	bivariate	Lempel-
Ziv	complexity	for	normalisation	testing	with	increasing	coupling	between	signal	pairs	of	similarly	
complex	and	differently	complex	signals	
	Within	each	of	the	coupled	signal	types,	results	followed	the	pattern	seen	with	D1	and	D2	results	 in	 Table	 7-13.	 	 For	 Rossler-Rossler	 coupled	 signals,	 70%	 and	 100%	 coupled	signals	 produced	 maximum	 distances,	 with	 85%	 also	 providing	 a	 maximum	 distance	with	 D1.	 	 Minimum	 distances	 were	 with	 30%	 coupled	 Rossler-Rossler	 signals.	 	 For	Rossler-Lorenz	 coupled	 signals,	45%	coupling	produced	maximum	distances,	with	5%	coupling	 producing	 minimum	 distances	 in	 all	 cases.	 	 Rossler-Rossler	 coupled	 signals	produced	 lower	 distance	 results	 than	 Rossler-Lorenz	 coupled	 signals.	 	 Result	 ranges	within	each	coupled	signal	type	are	small,	but	in	all	cases	were	greater	for	the	Rossler-Lorenz	coupled	signals.	 	D1	produced	slightly	larger	ranges	than	D2	with	normalisation	method	two	and	three	producing	the	maximum	ranges.			
7.2.5-B EEG	data	Mean	and	SD	results	are	held	in	Table	7-28.		All	results	are	held	in	supplementary	tables	to	this	PhD.		The	pattern	of	the	results	was	the	same	for	all	normalisation	methods	bar	method	one,	which	was	found	to	be	significantly	less	able	to	normalise	results	over	the	other	four	normalisation	methods.			For	 D1	 for	 normalisation	 method	 one,	 64	 of	 120	 electrode	 pairs	 had	 mean	 distance	results	that	were	larger	for	AD	patients	over	control	subjects.		This	increased	to	105	of	120	 electrode	 pairs	with	D3	 for	 the	 same	 normalisation	method.	 	 Further	 for	 D3	with	normalisation	method	one,	all	mean	results	were	negative	except	for	AD	Fp1-T4	and	P3-T4.	 	Maximum	distance	measures	were	 found	with	Fp2-T3	and	Fp1-T4	 for	D1	controls	and	AD	patients	 respectively	 and	 Fp2-P4	 and	 Fp1-T4	 for	D3	 controls	 and	AD	patients	respectively.	 	Minimum	distance	measures,	 in	comparison,	were	found	between	O1-O2	
Sheet1
Page 1
Signal type Coupling D1 norm. 1 D3 norm. 1 D1 norm. 2 D3 norm. 2 D1 norm. 3 D3 norm. 3 D1 norm. 4 D3 norm. 4 D1 norm. 5 D3 norm. 5
0 -0.0010 -0.0029 0.2419 0.2379 0.1327 0.2609 -0.0698 -0.1444 6.8777 2.3081
0.05 0.0037 -0.0005 0.2419 0.2177 0.1327 0.2388 -0.0591 -0.1263 6.8777 2.1125
0.1 -0.0018 -0.0062 0.2016 0.1935 0.1106 0.2123 -0.0627 -0.1281 5.7314 1.8778
0.15 0.0005 -0.0002 0.2016 0.2016 0.1106 0.2211 -0.0565 -0.1161 5.7314 1.9560
0.2 0.0031 -0.0049 0.2177 0.1976 0.1194 0.2167 -0.0539 -0.1267 6.1900 1.9169
0.25 -0.0023 -0.0071 0.2258 0.2218 0.1238 0.2433 -0.0711 -0.1466 6.4192 2.1516
0.3 0.0087 0.0027 0.1694 0.1452 0.0929 0.1592 -0.0247 -0.0759 4.8144 1.4083
0.35 0.0022 -0.0029 0.2258 0.2137 0.1238 0.2344 -0.0587 -0.1307 6.4192 2.0734
0.4 -0.0021 -0.0102 0.2339 0.2258 0.1283 0.2477 -0.0729 -0.1576 6.6485 2.1908
0.45 -0.0019 -0.0038 0.2419 0.2419 0.1327 0.2654 -0.0746 -0.1492 6.8777 2.3472
0.5 -0.0032 -0.0089 0.2339 0.2298 0.1283 0.2521 -0.0759 -0.1563 6.6485 2.2299
0.55 -0.0002 -0.0025 0.2258 0.2218 0.1238 0.2433 -0.0631 -0.1342 6.4192 2.1516
0.6 -0.0046 -0.0116 0.2258 0.2218 0.1238 0.2433 -0.0773 -0.1590 6.4192 2.1516
0.65 -0.0057 -0.0142 0.2258 0.2137 0.1238 0.2344 -0.0804 -0.1616 6.4192 2.0734
0.7 -0.0030 -0.0123 0.2419 0.2298 0.1327 0.2521 -0.0777 -0.1656 6.8777 2.2299
0.75 -0.0012 -0.0048 0.2258 0.2218 0.1238 0.2433 -0.0680 -0.1404 6.4192 2.1516
0.8 -0.0025 -0.0092 0.2177 0.2016 0.1194 0.2211 -0.0693 -0.1409 6.1900 1.9560
0.85 -0.0059 -0.0138 0.2258 0.2218 0.1238 0.2433 -0.0786 -0.1652 6.4192 2.1516
0.9 -0.0046 -0.0129 0.2258 0.2177 0.1238 0.2388 -0.0773 -0.1603 6.4192 2.1125
0.95 -0.0034 -0.0116 0.2258 0.2218 0.1238 0.2433 -0.0742 -0.1590 6.4192 2.1516
1 -0.0044 -0.0123 0.2339 0.2298 0.1283 0.2521 -0.0790 -0.1656 6.6485 2.2299
0 0.0236 0.0047 0.3145 0.2540 0.1725 0.2786 -0.0255 -0.1329 0.8979 0.4560
0.05 0.0368 0.0099 0.3468 0.2460 0.1902 0.2698 0.0014 -0.1139 0.9900 0.4415
0.1 0.0069 0.0088 0.3226 0.3145 0.1769 0.3450 -0.0737 -0.1563 0.9210 0.5646
0.15 0.0080 0.0048 0.3226 0.3024 0.1769 0.3317 -0.0706 -0.1602 0.9210 0.5428
0.2 0.0092 0.0074 0.3710 0.3548 0.2034 0.3892 -0.0812 -0.1832 1.0591 0.6369
0.25 0.0030 0.0033 0.3468 0.3387 0.1902 0.3715 -0.0914 -0.1854 0.9900 0.6080
0.3 0.0232 0.0098 0.4355 0.3790 0.2388 0.4157 -0.0613 -0.1907 1.2433 0.6804
0.35 0.0105 0.0075 0.3306 0.3105 0.1813 0.3406 -0.0662 -0.1576 0.9440 0.5573
0.4 0.0113 0.0072 0.3629 0.3508 0.1990 0.3848 -0.0732 -0.1814 1.0361 0.6297
0.45 0.0314 0.0078 0.4919 0.4073 0.2698 0.4467 -0.0551 -0.2123 1.4045 0.7310
0.5 0.0077 0.0066 0.3548 0.3387 0.1946 0.3715 -0.0808 -0.1761 1.0130 0.6080
0.55 0.0194 0.0037 0.4194 0.3710 0.2300 0.4069 -0.0670 -0.2026 1.1972 0.6659
0.6 0.0051 0.0082 0.3065 0.3024 0.1681 0.3317 -0.0715 -0.1510 0.8749 0.5428
0.65 0.0176 0.0032 0.4355 0.3831 0.2388 0.4202 -0.0768 -0.2110 1.2433 0.6876
0.7 0.0261 0.0106 0.4597 0.3952 0.2521 0.4334 -0.0604 -0.1977 1.3124 0.7093
0.75 0.0118 0.0088 0.3387 0.3145 0.1858 0.3450 -0.0649 -0.1563 0.9670 0.5646
0.8 0.0170 0.0047 0.4113 0.3669 0.2256 0.4025 -0.0715 -0.1978 1.1742 0.6586
0.85 0.0117 0.0025 0.3790 0.3468 0.2079 0.3804 -0.0768 -0.1920 1.0821 0.6225
0.9 0.0195 0.0059 0.3306 0.2782 0.1813 0.3052 -0.0414 -0.1435 0.9440 0.4994
0.95 0.0035 0.0038 0.3306 0.3266 0.1813 0.3582 -0.0830 -0.1770 0.9440 0.5863
1 0.0283 0.0043 0.3226 0.2460 0.1769 0.2698 -0.0149 -0.1293 0.9210 0.4415
Rossler-Rossler
Rossler-Lorenz
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for	both	AD	and	control	subjects	with	D1	and	Fp1-Fp2	and	O1-O2	with	control	and	AD	patients	 respectively	 with	 D3.	 	 Numerical	 ranges	 of	 results	 was	 small	 with	 a	 great	amount	of	overlap	between	results	 from	AD	patients	and	controls,	however	numerical	results	were,	overall,	higher	for	control	patients	over	AD	patients.	
Table	7-28	Mean	and	standard	deviation	of	results	for	distance	based	bivariate	Lempel-Ziv	
complexity	EEG	results	for	normalisation	testing		 	 D1	 D3	dLZC03	 normalisation	 method	one	(eqn	43	and	44)	 Control	 0.0394±0.0265	 -0.0095±0.0071	AD	 0.0389±0.0275	 -0.0058±0.0044	dLZC03	 normalisation	 method	two	(eqn	45	and	46)	 Control	 0.3901±0.0488	 0.3503±0.0482	AD	 0.3461±0.0672	 0.3084±0.0585	dLZC03	 normalisation	 method	three	(eqn	47	and	48)	 Control	 0.2140±0.0267	 0.3842±0.0529	AD	 0.1898±0.0368	 0.3383±0.0642	dLZC03	 normalisation	 method	four	(eqn	49	and	50)	 Control	 0.2139±0.0267	 0.3841±0.0529	AD	 0.1898±0.0368	 0.3382±0.0642	dLZC03	 normalisation	 method	five	(eqn	51	and	52)	 Control	 0.4478±0.0560	 0.2467±0.0340	AD	 0.3972±0.0771	 0.2172±0.0412		For	all	normalisation	methods	 from	two	to	 five	 inclusive,	AD	patients	had	 lower	mean	distances	 over	 control	 subjects	 in	 almost	 all	 cases.	 	 For	 D1,	 this	 was	 not	 the	 case	 for	electrode	 pairs	 F4-T4,	 F7-T4,	 C3-T4	 and	 C4-T4.	 	 For	 D3	 this	 was	 not	 the	 case	 for	electrode	pair	F4-T4.	 	Distance	result	 ranges	were	similar	 in	size	 for	both	AD	patients	and	 controls	 with	 a	 great	 amount	 of	 overlap	 between	 the	 two	 subject	 groups.	 	 The	magnitude	 of	 the	 range	 was	 slightly	 larger	 for	 the	 AD	 patients.	 	 Maximum	 distance	measures	were	found	with	electrode	pairs	O1-T3	and	T3-T4	for	control	and	AD	patients	respectively	for	both	D1	and	D3	for	all	 four	normalisation	methods.	 	Minimum	distance	measures	were	all	found	with	electrode	pair	Fp1-Fp2.	Lilliefors	 test	was	 used	 to	 identify	 results	 that	 followed	 a	 skewed	 distribution	 over	 a	normal	 distribution.	 	 Skewed	 results	were	 only	 seen	with	 normalisation	method	 one.		The	 percentages	 of	 these	 skewed	 results	 are	 held	 in	 Table	 7-29.	 	 Further	 statistical	analysis	assumed	a	normal	distribution	of	results.	
Table	7-29	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	
normalisation	testing		 D1	 D3	dLZC03	normalisation	method	one	(eqns	43	and	44)	 40.8%	 10.8%	dLZC03	normalisation	method	two	(eqns	45	and	46)	 0%	 0%	dLZC03	normalisation	method	three	(eqns	47	and	48)	 0%	 0%	dLZC03	normalisation	method	four	(eqns	49	and	50)	 0%	 0%	dLZC03	normalisation	method	five	(eqns	51	and	52)	 0%	 0%		As	results	were	found	to	be	predominantly	normally	distributed,	Bartlett’s	test	was	used	to	 check	 homoscedasticity	 in	 the	 results.	 	 As	with	 the	 results	 from	 the	 Lilliefors	 test,	normalisation	 method	 one	 produced	 greater	 heteroscedastic	 results	 than	 all	 other	normalisation	 methods,	 which	 produced	 the	 same	 results.	 	 However,	 percentages,	 as	
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seen	 in	 Table	 7-30,	 were	 still	 low	 and	 so	 data	 was	 further	 statistically	 analysed	 as	homoscedastic.	
Table	7-30	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	
normalisation	testing		 D1	 D3	dLZC03	normalisation	method	one	(eqns	43	and	44)	 10.8%	 27.5%	dLZC03	normalisation	method	two	(eqns	45	and	46)	 3.3%	 0%	dLZC03	normalisation	method	three	(eqns	47	and	48)	 3.3%	 0%	dLZC03	normalisation	method	four	(eqns	49	and	50)	 3.3%	 0%	dLZC03	normalisation	method	five	(eqns	51	and	52)	 3.3%	 0%		For	normalisation	method	one,	the	electrode	pairs	were	found	to	be	significant	for	both	of	 the	 dLZC03	 methods	 tested.	 	 The	 pathological	 condition	 of	 the	 subjects	 was	 only	significant	 for	 D3.	 	 No	 significant	 interaction	 between	 the	 two	 variables	 was	 seen.		Results	for	normalisation	methods	two	to	five	inclusive	were	again	identical	except	for	one	case	where	the	condition	of	the	subjects	in	normalisation	method	four	was	slightly	higher	than	those	of	two,	three	and	five.	 	Both	the	electrode	pairs	and	the	pathological	condition	 of	 the	 subjects	 were	 found	 to	 be	 significant	 with	 no	 significant	 interaction	between	the	two	variables.		All	significances	are	held	in	Table	7-31.	
Table	7-31	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	distance	based	bivariate	Lempel-Ziv	complexity	EEG	results	for	normalisation	
testing		 	 D1	 D3	dLZC03	 normalisation	method	 one	 (eqns	 43	and	44)	 Electrode	pairs	 2.03x10-30	 7.78x10-48	Pathological	condition	 0.7035	 4.07x10-44	Interactions	 0.3160	 0.0982	dLZC03	 normalisation	method	 two	 (eqns	 45	and	46)	 Electrode	pairs	 6.96x10-28	 2.82x10-25	Pathological	condition	 1.88x10-73	 2.00x10-80	Interactions	 0.9245	 0.9965	dLZC03	 normalisation	method	three	(eqns	47	and	48)	 Electrode	pairs	 6.96x10-28	 2.82x10-25	Pathological	condition	 1.88x10-73	 2.00x10-80	Interactions	 0.9245	 0.9965	dLZC03	 normalisation	method	 four	 (eqns	 49	and	50)	 Electrode	pairs	 6.96x10-28	 2.82x10-25	Pathological	condition	 1.89x10-73	 2.00x10-80	Interactions	 0.9245	 0.9965	dLZC03	 normalisation	method	 five	 eqns	 51	and	52)	 Electrode	pairs	 6.96x10-28	 2.82x10-25	Pathological	condition	 1.88x10-73	 2.00x10-80	Interactions	 0.9245	 0.9965		Statistically	 significant	 electrode	 pairs	 were	 found	 in	 a	 greater	 number	 with	normalisation	 method	 one	 over	 any	 other	 normalisation	 method.	 	 Overall,	 Fp1-Fp2	provided	the	most	statistically	unique	distance	results.	 	For	normalisation	method	one,	D3	 identified	 the	 most	 unique	 distance	 measures,	 identifying	 three	 of	 the	 top	 four	electrode	pairs	of	Fp1-Fp2,	O1-O2	and	O2-P4.	 	The	next	most	unique	pair	was	Fp2-T3	when	analysed	with	D1	with	normalisation	one.	 	All	 other	normalisation	methods	had	almost	 identical	 results,	 with	 only	 Fp1-Fp2,	 Fp2-F3	 and	 Fp2-F4	 in	 the	 top	 5%	 of	
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statistically	unique	electrode	pairs.		In	these	normalisation	methods,	only	four	electrode	pairs	 with	 D1	 and	 a	 further	 8	 with	 D3	 showed	 any	 statistically	 significant	 differences	between	 other	 electrode	 pairs.	 	 With	 normalisation	 method	 one,	 D1	 identified	 16	electrode	pairs	and	D3	a	further	70	electrode	pairs.	Univariate	ANOVA	was	also	applied	to	these	results	along	with	a	correction	for	multiple	comparisons.	 	 With	 univariate	 ANOVA,	 normalisation	 method	 one	 showed	 no	statistically	significant	electrode	pairs	for	D1.	 	For	D3,	12	electrode	pairs	were	found	to	be	 significant	 with	 the	 optimal	 pair	 of	 C4-P3	 with	 p=0.0005.	 	 This	 is	 the	 optimal	statistical	significance	for	all	normalised	results.		The	results	for	normalisation	methods	two	 to	 five	 inclusive	 were	 the	 same.	 	 Method	 D1	 identified	 21	 statistically	 significant	electrode	 pairs	with	 Fp2-P3	 and	O1-T5	 both	 showing	 the	most	 significant	 differences	with	 p=0.0028.	 	 For	 method	 D3,	 18	 electrode	 pairs	 showed	 statistically	 significant	differences	 with	 Fp1-P3	 the	 most	 significant	 pair	 with	 p=0.0016.	 	 All	 univariate	significances	 are	 held	 in	 tables	 supplementary	 to	 this	 PhD.	 	 Given	 these	 univariate	ANOVA	 results,	 no	 electrode	 pairs	 remained	 significant	 with	 the	 application	 of	 both	Bonferroni	and	Holm-Bonferroni	corrections	for	120	comparisons.	
7.3 Volume	conduction14	As	noted	 in	 section	 6.2.2,	 VC	 is	 known	 to	 alter	 results	 from	EEG	 signals,	with	 varying	levels	 of	 effects	 depending	 on	 the	 signal	 processing	 methods	 used.	 	 In	 this	 section,	results	pre-processed	with	CSD	are	placed	through	the	same	signal	processing	methods	as	before	for	an	investigation	of	the	effects	of	VC	on	these	novel	methods.	
7.3.1 Coherence	with	volume	conduction	mitigation	Coherences	were	greater	for	AD	patients	in	general	in	all	frequency	bands	except	for	the	alpha	 band	 where	 mean	 coherences	 were	 greater	 for	 control	 subjects.	 	 There	 were	exceptions	to	this	at	all	frequency	bands.		For	the	delta	band,	48	of	120	electrode	pairs	had	 control	 coherences	higher	 than	 those	 of	AD	patients.	 	 There	were	 a	 further	22	of	120	in	the	theta	band,	15	of	120	in	the	beta	band	and	33	of	120	in	the	gamma	band.		In	the	alpha	band,	36	of	120	electrode	pairs	had	higher	coherence	means	for	AD	patients	over	control	subjects.		Mean	and	SD	results	are	held	in	Table	7-32.	
Table	7-32	Mean	and	standard	deviation	of	results	for	volume	conduction	compensated	Coherence	
EEG	analysis			 Delta	 Theta	 Alpha	 Beta	 Gamma	Control	 0.3611±	0.0935	 0.1872±		0.0515	 0.2045±	0.0624	 0.1802±	0.0423	 0.2006±	0.0635	AD	 0.3812±	0.1034	 0.2105±		0.0771	 0.1934±	0.0492	 0.2065±	0.0617	 0.2259±	0.0761		Maximum	coherences	were	found	both	in	AD	patients	and	controls	between	P3-T5,	P4-T6	or	T4-T6,	except	for	the	control	mean	for	the	delta	band,	which	was	found	between	Fp1-F7.		Minimum	coherence	means	were	found	between	the	frontal	and	either	parietal	or	temporal	regions,	specifically	F3-P4,	F4-P3,	F7-P4,	F7-T4,	F8-O1,	F8-O2,	F8-P3,	F8-T3																																									 																					
14	This	 chapter	 contains	 the	products	of	 joint	 research	between	myself	 and	Paul	Sauseng,	who	facilitated	access	and	helped	use	BrainVision	Analyser	in	order	to	complete	these	results	
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and	two	between	F8-T5.		These	follow	overall	trends,	which	show	increased	coherences	for	closer	electrode	pairs	and	decreased	coherences	for	more	distant	electrode	pairs.	Coherence	 results	 were	 found	 to	 be	 greatest	 overall	 within	 the	 delta	 band,	 which	contained	results	with	a	magnitude	approximately	one	third	higher	than	the	rest	of	the	mean	 results.	 	 Results	 for	 the	 other	 four	 bands	 were	 of	 a	 similar	 magnitude	 to	 each	other.	 	 For	 completeness,	 all	 coherence	 mean	 and	 SD	 results	 are	 held	 in	 tables	supplementary	to	this	PhD.	
7.3.1-A Data	distribution	Lilliefors	 tests	 showed	 the	 absence	 of	 skewed	 results	 in	 the	 delta	 band,	 with	 more	skewed	 results	 for	 the	 other	 four	 bands.	 	Only	 the	 theta	 band	 contained	more	 results	with	 a	 skewed	 distribution	 than	 a	 normal	 distribution	 with	 67	 of	 120	 results	 not	following	the	normal	distribution.	 	All	percentages	of	skewed	results	are	held	 in	Table	7-33.		Further	statistical	analysis	assumed	a	normal	distribution.	
Table	7-33	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	volume	conduction	compensated	Coherence	EEG	analysis		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 0%	 55.8%	 37.5%	 44.2%	 49.2%		Bartlett	tests	also	identified	no	heteroscedastic	results	in	the	delta	band.		Percentages	of	failed	Bartlett	 tests,	 indicating	heteroscedastic	 results	are	held	 in	Table	7-34.	 	Further	statistical	analysis	assumed	homoscedastic	distribution	of	results.	
Table	7-34	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	volume	conduction	compensated	Coherence	EEG	analysis		 Delta	 Theta	 Alpha	 Beta	 Gamma	Coherence	 0%	 20.8%	 15.8%	 26.7%	 25.8%		
7.3.1-B Statistical	significance	For	 all	 frequency	 bands,	 the	 pathological	 condition	 of	 the	 subjects	 was	 found	 to	 be	statistically	 significant.	 	 Except	 for	 the	delta	 frequency	band,	 the	 electrode	pairs	were	also	 statistically	 significant,	 more	 significant	 than	 the	 pathological	 condition	 of	 the	subjects.		Only	in	the	gamma	band	is	there	a	statistically	significant	interaction	between	the	 electrode	 pairs	 and	 the	 pathological	 state	 of	 the	 subjects.	 	 All	 probabilities	 are	detailed	in	Table	7-35.	
Table	7-35	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	volume	conduction	compensated	Coherence	EEG	analysis		 Delta	 Theta	 Alpha	 Beta	 Gamma	Electrode	pairs	 0.0587	 4.42x10-49	 1.84x10-116	 5.31x10-118	 1.02x10-116	Pathological	condition	 3.71x10-7	 1.47x10-16	 4.84x10-6	 5.05x10-26	 1.70x10-14	Interactions	 0.9807	 0.8235	 0.9840	 0.1271	 1.59x10-5		
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Statistically	significant	differences	between	electrode	pairs	focused	between	the	parietal	and	temporal	regions	of	the	brain	with	the	most	unique	electrode	pairs	P3-T5	followed	by	P4-T6	and	F3-F7.		No	statistically	significant	unique	electrode	pairs	were	found	in	the	delta	frequency	band.			Univariate	 ANOVA	 identified	 18	 statistically	 significant	 electrode	 pairs.	 	 For	 the	 delta	frequency	region	these	were	C3-P3	and	P3-T5,	 for	theta,	Fp1-F3,	P3-T5	and	P4-T6,	 for	beta,	F3-O1,	F3-T5,	F4-C3,	F4-T6,	F8-O1,	C3-O2	and	C4-T5	and	for	gamma,	F3-O1,	F3-T6,	F4-O1,	 F4-O2,	 F4-P3,	 F4-T6,	 C4-O1,	 C4-P3	 and	 O1-T4.	 	 There	 were	 no	 statistically	significant	 electrode	 pairs	 for	 the	 alpha	 frequency	 band.	 	 Theta	 band	 P4-T6	 was	 the	most	 optimal	 electrode	 pair	 with	 p=0.004,	 also	 seen	 with	 F4-T6	 in	 the	 gamma	 band.		This	 was	 followed	 by	 C3-O2	 and	 C4-T5	 in	 the	 beta	 band	 with	 p=0.0005	 and	 0.0007	respectively.	 	 With	 Bonferroni	 and	 Holm-Bonferroni	 corrections	 for	 120	 multiple	comparisons,	 none	 of	 these	 remained	 statistically	 significant.	 	 All	 univariate	 ANOVA	results	are	held	in	tables	supplementary	to	this	PhD.	
7.3.2 Distance	based	bivariate	Lempel-Ziv	complexity	with	volume	conduction	
mitigation	D4	results	were	found	not	to	be	distance	measures	as	they	did	not	satisfy	the	symmetric	criteria	detailed	in	section	6.2.1.		These	results	were	removed	from	any	further	analysis.		Mean	and	SD	of	control	and	AD	results	are	held	in	Table	7-36.		All	other	results	are	held	in	 tables	 supplementary	 to	 this	 PhD.	 	 Increased	 frontal	 to	 temporal,	 occipital	 and	parietal	distances	were	seen	with	reduced	frontal	to	frontal	and	frontal	to	central	region	distances.			
Table	7-36	Mean	and	standard	deviation	of	results	for	volume	conduction	compensated	distance	
based	bivariate	Lempel-Ziv	complexity			 D1	 D2	 D3	 D4alt	Control	 53.49±9.23	 0.8173±	0.0213	 97.28±18.81	 0.8967±	0.0108	AD	 49.52±8.93	 0.8207±	0.0159	 84.57±16.54	 0.8991±	0.0073		For	methods	D1	and	D3,	controls	showed	 larger	mean	distances	 than	AD	patients,	only	reversed	in	18	and	16	of	120	electrode	pairs	respectively.		In	the	case	of	D2	and	D4alt,	this	situation	 is	reversed	with	control	subjects	showing	smaller	mean	distances	over	 those	of	AD	patents.	 	However,	the	number	of	non-conforming	electrode	pairs	is	significantly	higher	with	41	and	37	of	120	electrode	pairs	respectively	not	following	this	trend.			Maximum	 and	 minimum	 results	 showed	 little	 correlation	 both	 between	 the	 dLZC03	methods	 used	 and	 the	 two	 subject	 groups	 tested	 upon	 the	 electrode	 pair	 with	 these	extreme	results.		For	D1,	control	maximum	distance	was	found	at	O1-T3	and	minimum	at	F3-F4	but	with	AD	patients	 this	was	at	T3-T4	and	P3-P4	respectively.	 	 For	D2,	 control	maximum	distance	was	between	Fp2-T3	and	minimum	between	P4-T6	and	AD	maxima	was	between	P3-T4	and	minima	between	O1-O2.	 	The	greatest	control	distance	 for	D3	was	between	O1-T3	and	the	lowest	was	between	F3-F4,	while	these	were	between	T3-T4	and	P3-P4	for	AD	patients	respectively.		Lastly,	the	largest	control	distance	with	D4alt	was	 between	 Fp2-T3	 and	 the	 smallest	 between	 F3-F7,	moving	 to	 P3-T4	 and	 Fp1-Fp2	respectively	for	AD	patents.	
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In	 all	 cases	 except	 for	 D2,	 the	 range	 of	mean	 values	 seen	was	 greater	 in	 AD	 patients’	results	over	those	of	the	control	subjects.	 	In	comparison	to	the	largest	recorded	mean	values	 for	 each	 dLZC03	 measure	 and	 subject	 group,	 D1	 AD	 had	 the	 largest	 range,	followed	 by	 D3	 AD,	 controls	 and	 D1	 controls.	 	 These	 ranges	 were	 five	 times	 the	magnitude	of	results	seen	with	D2	and	D4alt.	
7.3.2-A Data	distribution	Results	 were	 found	 to	 be	 normally	 distributed	 in	 over	 85%	 of	 cases.	 	 Percentages	 of	those	not	 found	to	be	normally	distributed	are	held	 in	Table	7-37.	 	All	other	statistical	analysis	assumed	all	results	had	a	normal	distribution.	
Table	7-37	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Lilliefors	test,	indicating	a	
non-normal	distribution,	for	volume	conduction	compensated	distance	based	bivariate	Lempel-Ziv	
complexity	EEG	results		 D1	 D2	 D3	 D4alt	dLZC03	 0%	 14.2%	 1.7%	 13.3%		Bartlett’s	test	for	homoscedasticity	only	identified	heteroscedastic	results	with	methods	D2	and	D4alt,	 the	percentages	of	which	are	held	 in	Table	7-38.	 	Thus,	 further	 statistical	analysis	assumed	homoscedastic	results.	
Table	7-38	Percentage	of	electrodes	rejecting	the	null	hypothesis	with	a	Bartlett	test,	indicating	non-
homoscedastic	results,	for	volume	conduction	compensated	distance	based	bivariate	Lempel-Ziv	
complexity	EEG	results		 D1	 D2	 D3	 D4alt	dLZC03	 0%	 10.0%	 0%	 16.7%		
7.3.2-B Statistical	significance	ANOVA2	results	showed	that	both	the	electrode	pairs	and	the	pathological	condition	of	the	 subjects	 had	 statistical	 significance	 on	 the	 outcome.	 	 There	 was	 significant	interaction	between	these	two	variables	only	for	method	D4alt.	 	Though	still	statistically	significant,	the	significance	of	the	pathological	condition	of	the	subjects	with	D2	and	D4alt	is	 noticeably	 less	 than	 all	 other	 statistically	 significant	 variables.	 	 All	 ANOVA2	probabilities	are	held	in	Table	7-39.	
Table	7-39	Statistical	significances	for	both	electrode	pairs	and	subject	groups	from	a	two-way	
balanced	ANOVA	for	volume	conduction	compensated	distance	based	bivariate	Lempel-Ziv	
complexity	EEG	results		 D1	 D2	 D3	 D4alt	Electrode	pairs	 7.38x10-33	 5.19x10-32	 3.69x10-27	 4.85x10-44	Pathological	condition	 1.65x10-27	 8.68x10-6	 1.48x10-27	 1.22x10-9	Interactions	 0.3801	 0.7000	 0.9139	 0.0009		Statistically	 significant	 electrode	 pairs	 were	 most	 prevalent	 with	 D4alt	 though	 some	statistically	 significant	 differences	 between	 two	 sets	 of	 electrode	 pairings	 were	 seen	with	all	methods.		Unique	electrode	pairs	focused	on	pairs	around	the	parietal,	temporal	and	occipital	regions	of	the	brain.		The	most	unique	electrode	pair	was	that	of	P3-P4.	
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Bonferroni	and	Holm-Bonferroni	corrections	for	120	comparisons	were	also	applied	to	univariate	 ANOVA	 results.	 	 Prior	 to	 multiple	 comparison	 corrections,	 statistically	significant	differences	were	 found	 for	 all	methods	except	 for	D2.	 	The	most	 significant	electrode	pair	was	 found	to	be	P3-T4	with	p=0.0003	with	D4alt.	 	Maximum	significance	with	 the	 other	 methods	 was	 seen	 at	 F3-O2	 for	 D1	 with	 p=0.0035,	 O1-T4	 with	 D2	(p=0.0170)	and	O2-P3	for	D3	with	p=0.0019.		None	of	these	results	remained	statistically	significant	with	both	Bonferroni	and	Holm-Bonferroni	multiple	comparison	corrections.		All	univariate	significances	are	held	in	tables	supplementary	to	this	PhD.	It	is	clear	from	the	difference	in	results	between	signals	with	and	without	VC	mitigating	pre-processing	 that	 VC	 does	 still	 have	 an	 impact	 on	 results	 with	 more	 modern	 non-linear	bivariate	methods.	 	While	this	impact	is	not	large	enough	to	alter	the	findings	of	studies,	it	significantly	alters	the	results	of	analysis	and	thus	care	must	be	taken	that	VC	is	considered	even	with	these,	more	robust,	signal-processing	methods.	
7.4 Band	pass	pre-filtered	distance	based	bivariate	Lempel-Ziv	complexity	
with	volume	conduction	mitigation	As	VC	has	been	shown	to	directly	impact	results	of	dLZC03,	removal	of	contamination	or	mitigation	 within	 results	 must	 be	 applied	 to	 ensure	 findings	 are	 related	 only	 to	 the	uncontaminated	EEG	signals.		Further	pre-processing,	which	has	been	shown	in	this	and	other	studies	to	improve	selectivity	of	signal	processing	methods,	 is	the	filtering	of	the	EEG	signal	to	reduce	and	focus	the	bandwidths	investigated	(Gallego-Jutgla	et	al.,	2012,	2015a,	 b).	 	 This	 study	 combined	 these	 two	 pre-processing	 steps,	 investigating	 the	improvement	over	a	wide-ranging	filter	for	bivariate	analysis.	D4	was	 again	 found	not	 to	 be	 a	 distance	measure,	 as	 reversed	 electrode	pairs	 did	 not	have	 the	 same	 distance	 result	 as	 the	 forward	 pair.	 	 These	 results	 were	 not	 further	statistically	 analysed.	 	 Further,	 D2	 and	 D4alt	 were	 found	 again	 not	 to	 be	 true	normalisation	 methods	 of	 D1	 and	 D3	 respectively	 as	 the	 pattern	 of	 results	 were	 not	equal.		Results	are	held	in	tables	supplementary	to	this	PhD.	For	all	dLZC03	methods,	increasing	bandwidth,	w,	decreased	the	distance	result	for	both	control	 and	 AD	 subjects.	 	 Increasing	 the	 initial	 frequency	 of	 the	 bandwidth,	 f,	 had	differing	 results	 for	 different	 dLZC03	 methods.	 	 For	 D1	 and	 D3,	 distance	 results	significantly	 decrease	 up	 to	 f=4Hz.	 	 Results	 for	 larger	 f	 remain	 consistent.	 	 For	 D2	increasing	f	decreases	distance	results.	 	This	decrease	is	more	constant	and	less	severe	than	 seen	 with	 D1	 and	 D3.	 	 Uniquely,	 D4alt	 shows	 increasing	 distance	 results	 with	increasing	 f.	 	 For	 D1	 and	 D3,	 patterns	 of	 maximum	 means	 between	 AD	 patients	 and	healthy	controls	were	similar,	with	some	describable	partial	trends.		Between	3<f<8Hz,	almost	 all	 AD	 means	 were	 greater	 than	 those	 of	 their	 comparable	 control	 means.		Furthermore,	 more	 AD	 means	 were	 greater	 than	 controls	 for	 most	 of	 the	 small	bandwidth	signals.		With	both	D2	and	D4alt,	the	trend	of	high	AD	means	can	also	be	seen	for	 f=5	and	6Hz	and	2<f<7Hz	respectively.	 	The	further	incidences	of	AD	means	higher	than	 control	 means	 are	 more	 equally	 spaced	 across	 all	 f	 and	 w	 combinations.	 Data	distribution	Lilliefors	test	was	used	to	identify	the	distribution	of	the	results.	 	Normal	distributions	were	seen	in	most	results	though	a	few	variables	lead	to	more	non-normal	distributions	than	 normal	 distributions.	 	 These	 are	 found	 with	 7-10Hz	 and	 8-10Hz	 with	 D1	 with	64/120	and	78/120	electrode	pairs	showing	skewed	data	distributions	respectively,	7-11Hz	with	D2	with	61/120	electrode	pairs	showing	skewed	results	and	8-10Hz	with	D3	with	75/120	electrode	pairs	showing	skewed	results.		No	predominantly	skewed	results	were	 seen	 with	 D4alt.	 	 Most	 skewed	 results	 were	 seen	 with	 D2	 overall.	 	 Numbers	 of	
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skewed	results	are	held	in	tables	supplementary	to	this	PhD.		Further	statistical	analysis	assumed	normal	result	distribution.	As	results	predominately	demonstrated	a	normal	distribution,	a	Bartlett	 test	was	used	to	 investigate	whether	 results	were	homoscedastic	or	heteroscedastic.	 	Predominately	heteroscedastic	 results	were	 seen	with	 7-11Hz	 and	 8-10Hz	with	 D1	with	 63/120	 and	74/120	results	respectively,	6-11Hz,	7-11Hz	and	21-36Hz	for	D2	with	73/120,	62/120	and	 60/120	 pairs	 respectively	 and	 8-10Hz	 for	 D3	 with	 70/120	 electrode	 pairs	respectively.	 	 No	 combinations	 of	 f	 and	 w	 produced	 predominately	 heteroscedastic	results	with	D4alt.		Again	also,	D2	produced	the	most	heteroscedastic	results,	focusing	on	higher	values	of	 f.	 	The	assumption	of	homoscedastic	results,	 therefore,	was	sustained.		Results	of	heteroscedastic	results	are	held	in	tables	supplementary	to	this	PhD.	
7.4.1 Statistical	significance	ANOVA2	was	used	to	investigate	the	significance	of	these	results.	 	These	results	can	be	found	in	tables	supplementary	to	this	PhD.		For	D1,	pathology	is	found	to	be	consistently	significant	 for	all	 f	and	w	combinations	and	 is,	most	often,	higher	significance	than	the	electrode	pairs.	 	Significance	of	pathology	 is	greatest	around	3-12Hz	with	an	optimum	significance	found	with	3-9Hz,	3-10Hz	and	4-8Hz	with	p=0.		Electrode	pairs	are	found	to	be	most	significant	with	low	f,	not	unlike	the	pathological	condition,	across	a	wide	range	of	w.	 Interaction	 between	 electrode	 pairs	 and	 the	 clinical	 diagnosis	 are	 found	 to	 be	significant	 (p<0.01)	 for	 almost	 all	w	 with	 f=1-2Hz,	 with	 a	 few	 other	 instances.	 	 With	increasing	f	and	w,	the	significances	are	found	to	drop	dramatically.			D3	results	are	similar	in	trend	to	D1.	 	Again	the	pathology	of	the	subjects	was	the	most	significant	overall	with	a	focus	of	significance	for	pathology	of	2-10Hz.		Significances	of	
p=0	 were	 again	 seen	 in	 the	 cases	 of	 2-10,	 3-8,	 -9,	 -10	 and	 4-8	 and-9Hz	 respectively.		Electrode	 combinations	 were	 also	 found	 to	 be	 significant,	 focusing	 on	 f<20Hz	 with	 a	wide	range	of	w.		Indeed	the	numbers	of	significant	electrode	pairs	are	greater	in	these	argument	 combinations	 than	 the	 pathological	 condition,	 though	 the	 magnitude	 is	decreased.	 	 Interactional	significance	between	electrode	pairs	and	the	pathology	of	the	subjects	is	significantly	less	than	seen	with	D1.		These	are	again	focused	to	f=1Hz.			The	 least	 significances	 were	 found	 with	 method	 D2.	 	 Pathological	 conditions	 and	electrode	pairs	were	found	to	be	significant	in	approximately	equal	numbers	and	similar	magnitudes.	 	 For	pathology,	 the	magnitudes	 of	 these	 significances	 are	many	orders	 of	magnitude	 lower	 with	 no	 clear	 areas	 of	 significantly	 raised	 magnitudes.	 	 Interaction	significances	are	focused	with	larger	w	for	f<4Hz.		For	higher	f	and	lower	w	arguments,	significances	were	 few.	 	Most	 of	 the	 significances	 for	 D4alt	 are	 seen	with	 f<13Hz	with	
w>4Hz.	 	 Pathological	 significance	 focused	 on	 3-8Hz	 signals.	 	 A	 large	 proportion	 of	pathological	significances	with	f<13Hz	coincide	with	both	electrode	pair	and	interaction	significances	 of	 similar	 magnitudes.	 	 Beyond	 the	 initial	 range	 of	 f,	 interaction	significances	 decrease	 sharply,	 leaving	 similar	 numbers	 of	 electrode	 and	 pathological	significances.	Multiple	 comparisons	 with	 ANOVA2	 showed	 statistically	 significant	 electrode	 pairs	were	predominately	found	with	f<14Hz	and	w>15Hz	with	a	few	concentrations	with	D1	and	D3	for	low	w.		D4alt	produced	the	most	statistically	significant	electrode	pairs	overall,	followed	by	D1,	D3	and	lastly	D2.	 	 In	the	case	of	D4alt,	significant	electrode	pairs	focused	towards	the	rear	of	the	head,	specifically	pairs	spanning	and	including	occipital,	parietal	and	 temporal	 regions	of	 the	brain.	 	Rear	 frontal	 and	 central	 regions	were	 found	 to	be	most	significant	with	methods	D1	and	D3.		With	low	frequency	ranges,	the	frontal	areas	were	found	to	be	most	significant	with	D1	and	D3.			
		 Chapter	7:	Bivariate	Signal	Processing	Results		 118	
With	ANOVA,	f>12Hz	produced	few	statistically	significant	results	with	no	clear	trend	or	pattern	with	any	w.	 	The	majority	of	statistically	significant	electrode	pairs	were	found	in	 the	 region	 of	 2-12Hz	 and	with	methods	 D1	 and	 D3.	 	 Larger	 statistical	 significances	were	 found	more	 frequently	 towards	 the	 sides	 of	 the	 head	with	 temporal	 electrodes,	followed	by	central	and	rear	areas	of	the	occipital	and	parietal	regions.		Frontal	regions	were	the	least	represented	in	the	statistically	significant	results	with	ANOVA.		Minimum	
p	values	indicating	the	strongest	statistical	significance	were	found	with	D4alt	for	C3-T3,	6-27Hz	with	p=1.87x10-7.	 	 This	was	 followed	by	 F7-T6	3-9Hz	with	p=5.14x10-7	 for	D3	and	 5.17x10-7	 with	 D1	 respectively.	 	 All	 p	 values	 can	 be	 found	 in	 the	 supplementary	appendix.	With	both	Bonferroni	and	Holm-Bonferroni	corrections	for	120	comparisons	only	a	few	statistically	significant	differences	remained.		Bonferroni	correction	was	found	to	be	the	most	 conservative	 with	 0.39,	 0.04,	 0.60	 and	 0.14%	 of	 electrode	 pairs	 remaining	significant	respectively	for	methods	D1,	D2,	D3	and	D4alt,	increasing	to	0.44,	0.04,	0.72	and	0.14%	 respectively	 with	 Holm-Bonferroni	 corrections.	 	 All	 corrected	 results	 that	remained	statistically	significant	after	multiple	comparison	corrections	are	indicated	in	the	supplementary	appendix.	
7.4.2 Information	transfer	Results	 for	 information	 transition	are	held	 in	supplementary	appendix	B.	 	 In	all	 cases,	results	 were	 found	 to	 be	 negative,	 with	 decreasing	 results	 with	 increasing	 f	 and	 w.		Decreases	 were	 most	 severe	 with	 changes	 in	 f<11Hz.	 	 With	 D1	 and	 D3	 both	 AD	 and	control	results	decreased	at	similar	rates	for	increasing	w,	with	little	impact	on	the	value	of	f.		This	decrease	was	more	severe	for	decreasing	f	with	D4alt	with	similar	rates	for	both	control	 and	 AD	 patients.	 	 With	 low	 f	 and	 high	w	 the	 decrease	 was	 found	 to	 reverse	slightly.			With	D2,	different	regions	could	be	seen	to	produce	differing	results	for	the	control	and	AD	 results.	 	 These	 were	 most	 clear	 with	 maximum	 and	 minimum	 f	 ranges.	 	 Distant	electrode	pairs	showed	a	great	difference	between	higher	control	results	and	lower	AD	results.	 	 Further	 region	 differences	 were	 clearly	 seen	 with	 D4alt	 where	 increased	bandwidths	decreased	the	differences	seen	between	the	different	regions	of	the	brain.	Controls	were	found	to	be	predominately	higher	than	AD	patients.		This	was	found	to	be	reversed	 for	 similar	 bandwidths	 for	 all	 four	methods.	 	 The	 first	 area	was	 f<6Hz	with	bandwidths	 including	 signals	 of	 5Hz	 and	 greater.	 	 With	 both	 D2	 and	 D4alt,	 f=1Hz	 was	predominately	 found	to	produce	control	results	higher	 than	AD.	 	The	second	area	was	13<f<17Hz	with	w<7Hz.		This	is	least	prevalent	with	D4alt	and	most	with	D3.		The	last	was	bandwidths	 containing	 higher	 frequency	 components,	 most	 prevalent	 with	 D4alt	 but	almost	indistinct	with	D2.	Overall	 results	were	 found	 to	 predominately	 be	 normally	 distributed	when	 inspected	with	Lilliefors	test.	 	Out	of	38	electrode	pairs,	only	29-40Hz	with	D3	and	27-32	and	18-24Hz	with	 D4alt	 were	 seen	 to	 have	more	 than	 half	 the	 numbers	 of	 results	 following	 a	skewed	 distribution.	 	 However,	 though	 this	 was	 not	 seen	 with	 D1,	 there	 were	 17	instances	with	 D2.	 	 Again,	 apart	 from	D2	where	 the	 trend	was	more	 vague,	 increased	skew	of	results	correlated	with	w<6Hz	and	with	the	inclusion	of	high	frequency	waves	within	 the	 analysed	bandwidth.	 	With	D2,	 results	were	 found	 to	be	most	 skewed	with	5<f<11Hz.	 	 Total	 numbers	 of	 skewed	 results	 are	 held	 in	 tables	 supplementary	 to	 this	PhD.	
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A	 Bartlett	 test	was	 used	 to	 identify	 homoscedastic	 and	 heteroscedastic	 signal	 results.		For	 both	 D1	 and	 D3	 the	 same	 pattern	 was	 seen,	 with	 both	 methods	 showing	predominately	 homoscedastic	 results.	 	 Heteroscedastic	 results	 were	 focused	 around	
w<5Hz	and	6<f<9Hz.	 	 In	both	cases,	 three	bandwidths	produced	more	heteroscedastic	results	than	homoscedastic	results.	 	D4alt	was	found	to	be	more	heteroscedastic	than	D1	and	D3,	increasing	with	increasing	f.		Increasing	heteroscedasticity	with	increasing	f	was	also	 seen	 with	 D2,	 along	 with	 a	 second	 focus	 around	 10-14Hz.	 	 23	 bandwidths	 were	found	 to	be	more	heteroscedastic	 than	homoscedastic.	 	Overall,	however,	 results	were	found	 to	 be	 predominately	 homoscedastic,	 as	 demonstrated	 by	 the	 tables	 in	 tables	supplementary	to	this	PhD.	ANOVA2	results	showed	the	pathology	to	be	a	more	significant	factor	than	the	electrode	pairs	 analysed.	 	 Few	 interactions	 were	 significant	 between	 the	 two	 variables.	 	 All	 of	these	were	found	towards	the	low	initial	frequencies.	 	The	most	statistically	significant	bandwidths	 for	 pathology	 were	 D3	 3-10Hz	 with	 p=1.74x10-123.	 	 This	 was	 the	 focal	bandwidth	 for	 pathology	 significance	 with	 D3	 and	 reflected	 a	 similar	 trend	 with	 D1,	which	 overall	 provides	 lower	magnitude	 statistical	 significances	 in	 comparison	 to	 D3.		For	 f<11Hz	 the	 choice	 of	 electrode	 pair	 is	 significant	 for	 most	 w	 with	 D1	 and	 D3.		Between	10<f<18Hz	 the	 choice	of	 electrode	pair	was	no	 longer	 significant	 for	w<9Hz.		For	 D2,	 similar	 trends	 were	 seen	 although	 the	 number	 of	 statistically	 significant	variables	was	reduced.		Statistical	significance	for	both	electrode	pairs	and	pathological	condition	were	most	 prevalent	with	 f<11Hz	 and	 increasing	w	with	 increasing	 f.	 	With	D4alt,	 significance	 was	 also	 prevalent	 with	 f<11Hz.	 	 However	 the	 second	 focus	 of	statistically	 significant	 differences	 was	 shifted	 closer	 to	 the	 upper	 frequencies	 of	 the	bandwidth	range.	 	All	 statistical	 significances	can	be	 found	 in	 tables	supplementary	 to	this	PhD.	Electrode	pairs	were	found	not	to	be	statistically	significant	with	multiple	comparisons	for	 w>15Hz.	 	 For	 D1,	 most	 significant	 differences	 were	 found	 with	 the	 frontal	 local	anterior	 pairs	 with	 f<4Hz.	 	 Local	 posterior	 pairs	 increase	 statistical	 significance	 with	increased	w	 and	 f,	 focusing	 on	parietal	 and	 central	 pairs	with	w>15Hz	 and	8<f<14Hz.		This	 pattern	was	 similar	 for	 D3,	 especially	 for	 local	 anterior	 electrode	 pairs.	 	 Though	local	 posterior	 electrode	 pairs	 are	 found	 to	 be	 more	 significant	 with	 D3	 than	 D1,	 the	bandwidth	must	be	approximately	10Hz	wider	before	they	were	significant	with	D3	over	D1.	 	D2	 found	statistically	significant	differences	between	electrode	pairs	 in	all	 regions.		These	were	focused	around	f<10Hz	and	were	more	prevalent	with	higher	w	values.		D4alt	produced	 the	most	 statistically	 significant	 electrode	 pairs	 overall.	 	 From	w>3Hz,	 local	posterior	 electrode	 pairs	were	 found	 to	 noticeably	 increase	 in	 significance,	with	 local	anterior	electrodes	 increasing	 in	significance	 from	9<w<16Hz	and	again	 from	w>24Hz	and	distant	electrodes	from	w>14Hz.			With	 D1	 and	 D3,	 significant	 ANOVA	 electrode	 pairs	 were	 found	 when	 including	frequencies	 of	 6-10Hz.	 	 Very	 few	 electrode	 pairs	 were	 found	 to	 show	 statistically	significant	differences	 for	 f>6Hz.	 	With	 f=1	and	2Hz,	 local	posterior	electrodes	showed	higher	statistical	significances	than	distant	electrode	pairs	but	this	was	reversed	for	f=3-6Hz.		Maximum	significances	were	with	local	posterior	results	with	p=1.53x10-6	for	O2-T6	4-8Hz	for	D1,	decreasing	to	p=7.56x10-6	for	P3-F7,	a	distant	electrode	pair,	for	3-13Hz	and	p=1.94x10-6	and	p=1.36x10-6	for	O2-T6	and	O2-Fp2	respectively,	local	posterior	and	distant	electrode	pairs	 for	D3.	 	 Few	electrode	pairs	were	 significant	with	D4alt	where	a	week	 trend	 was	 observed	 with	 f<7Hz	 similar	 to	 D1	 and	 D3.	 	 Maximum	 statistical	significance	for	D4alt	was	reached	with	distant	electrode	pair	T5-F3	with	p=2.00x10-5	for	4-8Hz.	 	 Even	 less	 statistically	 significant	 differences	 were	 seen	 with	 D2.	 	 Maximum	significance	was	 found	 in	 the	bandwidth	 region	of	w>15Hz	 for	 f<5Hz,	optimising	with	
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distant	 pair	 P3-F7	 3-28Hz	 with	 p=2.33x10-4.	 	 All	 p	 values	 are	 held	 in	 tables	supplementary	to	this	PhD.	After	 multiple	 comparison	 corrections	 for	 38	 electrode	 pairs,	 differences	 between	subjects	were	still	found	to	be	significant	with	all	four	methods	tested.		No	results	were	found	to	only	remain	significant	with	Bonferroni	correction,	which	found	32,	2,	390	and	30	significant	pairs	for	D1,	D2,	D3	and	D4alt	respectively,	but	a	further	32	and	58	electrode	pairs	with	D1	and	D3	respectively	were	found	to	only	remain	significant	with	Bonferroni-Holm	 corrections.	 	 For	 D1,	 no	 electrode	 pairs	 remained	 significant	 with	 f>5Hz,	 with	decreasing	w	 more	 significant	 with	 increasing	 f.	 	 Only	 two	 results,	 both	 P3-F7	 with	
f=3Hz,	 remained	 significant	 with	 D2.	 	 With	 D3,	 only	 one	 electrode	 pair	 remained	significant	outside	of	 f<6Hz,	again	with	decreasing	w	 increasing	 the	significance	of	 the	electrode	 pair	with	 increasing	 f.	 	 The	 outlier	was	 local	 posterior	 electrode	 pair	 P3-C3	with	 10-11Hz.	 	 With	 D4alt,	 28	 significant	 electrode	 pairs	 and	 bandwidths	 remained,	scattered	to	f<15Hz.		All	p	values,	which	remained	significant	with	both	Bonferroni	and	Holm-Bonferroni	corrections,	are	indicated	in	tables	supplementary	to	this	PhD.	
7.4.3 Regions	Mean	and	SD	of	region	analysis	are	held	in	tables	supplementary	to	this	PhD.		All	results	were	negative,	with	increasing	w	and	f	decreasing	results.		For	both	D1	and	D3,	this	was	found	to	be	more	proportional	to	w.	 	D2	showed	clear	differences	between	control	and	AD	results	and	between	regions	with	minimal	f.		With	maximum	f	and	w	ranges,	control	results	were	found	to	be	increasingly	higher	than	AD	patient’s	results.	 	With	minimal	 f	values	 with	 D4alt,	 AD	 patients	 have	 consistent	 results	 across	 the	 brain	 while	 control	results	were	 lower	 in	 frontal	areas	and	higher	elsewhere.	 	Unusually,	 for	high	 f	values	with	D2	 and	 low	 f	 values	with	D4alt,	 results	 decreased	 to	 a	minimum	at	 approximately	
w=8Hz	before	again	increasing.		Control	 means	 were	 higher	 than	 those	 of	 AD	 patients	 in	 two	 regions.	 	 The	 first	 was	around	f=8Hz	for	all	w.		This	trend	was	found	to	be	strongest	with	D1,	followed	by	D2	and	D3.	 	 D4alt	 only	 partially	 followed	 this	 trend.	 	 The	 second	 was	 the	 inclusion	 of	 high	frequencies	within	the	bandwidth.		For	D1,	this	focused	around	the	30Hz	frequency,	for	D2	around	the	35Hz	frequency	and	for	D3	around	the	38Hz	frequency.		In	the	case	of	D4alt	this	is	most	prominent	for	f>20Hz.	Results	were	found	to	be	predominately	normally	distributed	in	most	of	the	bandwidths	tested.		Method	D2	produced	the	least	normally	distributed	results,	with	30	bandwidths	tested	producing	predominately	skewed	results.		These	were	found	for	a	wide	range	of	
w	 with	 f>5Hz.	 	 D4alt	 showed	 11	 bandwidths	 producing	 predominately-skewed	 results.		Again	their	distribution	was	not	related	to	w	but	was	concentrated	in	the	region	f>15Hz.		For	both	D1	and	D3,	very	few	cases	were	seen	where	results	were	predominately	skewed	with	a	significant	increase	in	normally	distributed	results	overall.		These	were	found,	in	both	cases,	in	the	regions	of	8-10,	23-26	and	14-38Hz.		All	totals	for	skewed	results	can	be	seen	in	tables	supplementary	to	this	PhD.			A	 Bartlett	 test	 demonstrated	 the	 predominately	 homoscedastic	 nature	 of	 the	 results.		This	was	most	supported	by	method	D3,	followed	by	D1	and	least	supported	by	method	D2.		With	method	D3,	results	were	found	to	be	more	heteroscedastic	with	1<w<4Hz	and	1<w<5Hz	with	D1.		Input	argument	f	had	little	effect	on	the	results	in	these	cases.		In	the	results	 from	 D4alt,	 heteroscedasticity	 increased	 with	 increasing	 f,	 with	 most	 cases	present	with	f>20Hz.		Again,	as	with	D1	and	D3,	small	w	also	decreased	homoscedasticity	of	 the	 results.	 	 This	pattern	was	 also	 seen	with	D2	but	more	 strongly,	 both	within	 the	argument	 f>15Hz,	 and	 with	w<8Hz.	 	 In	 these	 least	 homoscedastic	 results,	 40	 of	 690	
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bandwidths	 had	 half	 or	 more	 heteroscedastic	 distributions.	 	 Thus	 these	 results	 were	further	 statistically	 analysed	 as	 homoscedastic	 in	 nature.	 	 All	 Bartlett	 results	 can	 be	found	in	tables	supplementary	to	this	PhD.	Bivariate	ANOVA	identified	the	pathology	of	the	subjects	as	the	most	significant	variable	followed	 by	 the	 region	 pairs	 analysed.	 	 Statistically	 significant	 interactions	 between	these	variables	were	only	present	for	f<3Hz	for	D1	and	f<8	for	D4alt.		The	pathology	was	most	statistically	significant	when	analysing	frequencies	between	3-9Hz,	with	the	most	significance	 with	 method	 D3	 with	 p=1.25x10-43	 for	 3-9Hz.	 	 Significance	 decreased	 for	pathology	 with	 higher	 f.	 	 Also	 as	 f>10Hz,	 variable	w	 impacted	 the	 significance	 of	 the	pathology,	with	significances	decreasing	with	increasing	middle	frequencies.		Electrode	pairs	were	significant	for	similar	variables	for	most	methods	with	f<9Hz	combined	with	larger	bandwidths	increasing	the	significance	of	the	region	pairing	analysed	though	this	was	 not	 the	 case	 in	 this	 instance	 with	 D3,	 which	 were	 found	 but	 with	 a	 lower	 w.		Unusually,	there	were	very	few	statistically	significant	variables	for	D3	with	f=6	and	7Hz.		All	significances	are	held	in	tables	supplementary	to	this	PhD.	An	area	of	higher	 statistical	 significance	 for	 electrode	pairs	was	 seen	with	 f<6Hz	with	decreasing	 w	 up	 to	 approximately	 w=16Hz.	 	 These	 were	 most	 prevalent	 for	 pairs	including	 the	 frontal	 region.	 	 This	 trend	 was	 seen	 strongest	 with	 D1.	 	 Significance	 of	electrode	pairs	decreased	more	sharply	with	increasing	w	with	D3	in	comparison	to	D1.		The	 trend	 was	 weaker	 with	 D2	 and	 D4alt.	 	 A	 further	 strong	 trend	 in	 D1	 and	 D3	 for	statistically	 significant	 electrode	 pairs	 focused	 on	 f=9Hz	 for	 w>9Hz,	 with	 increasing	bandwidths	showing	greater	significance	for	a	wider	range	of	 f.	 	The	range	of	f	 for	this	trend	with	D2	was	both	higher	and	smaller	at	11<f<15Hz	than	with	D1	and	D3,	greatest	with	left	to	right	temporal	regions.		This	was	the	most	significant	method	for	this	region	pairing.	 	For	D4alt	 this	 trend	was	 influenced	more	by	 the	bandwidth	of	 the	signal,	with	decreasing	f	and	increasing	w	increasing	the	significance	of	frontal	region	pairs.	With	Student’s	t	test,	one	focus	of	significance	was	seen	with	every	method	except	D4alt,	where	two	focuses	were	seen.		In	all	cases	the	main	focus	of	significance	was	seen	with	
f<7Hz	 with	 decreasing	 bandwidth	 with	 increasing	 initial	 frequency.	 	 There	 were	 few	significant	region	pairs	outside	this	range.		With	D1	and	D3	these	increased	significances	focused	around	8-12Hz	frequencies.		With	D2,	bandwidth	became	more	influential	in	the	significance	of	region	pairs	with	significance	following	the	path	of	w=18	to	2Hz	with	f=2	to	5Hz.	 	However	not	all	region	pairs	within	this	sweeping	path	were	found	to	identify	statistically	 significant	 differences.	 	 D4alt	 significances	 were	 the	 most	 unusually	distributed	with	 a	 focus	 of	 significance	when	 6-9Hz	 frequencies	were	 included	 in	 the	bandwidth.		A	more	diffuse,	second	region	of	significance	focused	around	frequencies	of	14-35Hz	for	f<15Hz,	specifically	for	the	results	between	the	central,	right	temporal	and	occipital	regions.		Lowest	p	values	were	found	with	p=3.76x10-6	for	left	to	right	temporal	regions	 with	 a	 bandwidth	 of	 3-9Hz	 for	 D1,	 p=6.36x10-5	 for	 frontal	 to	 right	 temporal	regions	 with	 a	 bandwidth	 of	 3-16Hz	 for	 D2,	 p=1.90x10-6	 for	 left	 temporal	 to	 central	regions	 with	 a	 3-9Hz	 bandwidth	 with	 D3	 and	 p=2.27x10-6	 for	 left	 to	 right	 temporal	regions	 with	 a	 6-8Hz	 bandwidth	 for	 D4alt.	 	 All	 significances	 are	 held	 in	 tables	supplementary	to	this	PhD.		Region	pairs	remained	significant	with	both	Bonferroni	and	Bonferroni-Holm	 corrections	 for	 454	 region	 pairs	 with	 a	 further	 59	 with	 only	 Holm-Bonferroni	corrections.	 	These	were	found	across	all	region	pairs,	 focused	in	the	range	
f<6Hz	 and	 1<w<22Hz.	 	 	 	 For	 methods	 D1	 and	 D3,	 the	 number	 of	 electrode	 pairs	 that	remain	significant	after	multiple	comparison	corrections	was	reduced	by	approximately	half.		With	D2	and	D4alt,	less	than	a	quarter	remained	significant.		These	are	also	indicated	in	the	significance	tables	in	tables	supplementary	to	this	PhD.	
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8 Result	and	Thesis	Discussion	and	Conclusions		Key	content:	From	the	literature	reviews	held	in	Chapters	1,	2,	4	and	6	and	the	results	held	in	5	and	7	this	chapter	contains:		
• Discussions	pertaining	to	the	results	of	methods	applied	with	this	database	
• Discussions	 and	 conclutions	 pertaining	 to	 the	 findings	 of	 these	 results	 in	comparison	 to	 the	 underlying	 biological	 changes	 in	 AD	 and	 clinical	 merits	 of	these	results	
• Discussions	and	conclutions	on	the	results	of	 this	study	in	relation	to	the	aims,	objectives	and	hypothesis		
• Identification	of	further	work	beyond	this	study	and	key	limitations	
• Identification	of	state	of	the	art	contained	in	this	study	Key	outcomes:	
• Results	were	found	to	follow	the	trends	seen	in	previously	published	results	of	decreased	 complexity	 in	 the	 EEG	 signal	 of	 AD	 patients	 in	 comparison	 to	 age-matched	healthy	controls.	 	The	combined	methods	of	band	pass	filtered	signals	applied	 to	 bivariate	 Lempel-Ziv	 complexity	 applied	 to	 volume	 conduction	mitigated	datasets	was	able	to	distinguish	between	the	two	groups	with	greater	statistical	significance,	many	times	that	than	previously	seen	with	this	database	
• Though	 a	 direct	 causation	 between	 specific	 changes	 in	 AD	 pathology	 and	 EEG	complexity	 decreases	 cannot	 yet	 be	 proven,	 correlation	 between	 statistically	significant	 electrodes	 and	 regions	 of	 focus	 for	 pathological	 changes	 in	 AD	was	seen.	 	 Loss	 of	 complexity	 is	 also	 thought	 to	 correlate	 with	 the	 alteration	 of	neuronal	pathology	in	AD	
• This	study	achieved	all	aims	and	objectives	set	out	at	the	beginning	of	the	study.		All	hypothesis	were	supported	with	statistical	significance	
• This	 study	 is	 limited	 by	 the	 small	 sample	 size	 of	 the	 database.	 	 Results	 are	specific	 to	 this,	 along	 with	 the	 specific	 methods	 and	 input	 arguments	 chosen.		Further	work	must	 focus	 on	 validating	 these	 results,	 as	well	 as	 increasing	 the	understanding	 of	 the	 behaviour	 of	 the	 EEG	 signals	 of	 other	 pathologies	 with	similar	clinical	symptoms	with	these	signal	processing	methods	
• State	of	the	art	include	the	application	of	Permutation	Entropy	to	this	database	and	 to	 the	 synthetic	 signals,	 the	 second	 database	 to	 apply	 the	 band	 pass	 pre-filtering,	the	first	application	of	bivariate	signal	processing	to	this	database,	the	first	 application	 of	 the	 distance	 based	 Lempel-Ziv	 complexity	 to	 an	EEG	 signal	and	the	first	test	of	volume	conduction	impact	on	the	same.		Many	of	these	have	already	 been	 published	 in	 relevant,	 peer	 reviewed	 journals	 and	 conference	proceedings		 	
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Given	the	results	detailed	in	chapters	5	and	7,	along	with	research	detailed	in	chapter	2,	findings	 from	 this	 study	will	now	be	discussed	with	 the	 context	of	 the	 state	of	 the	art	published	 research,	 both	 on	 non-linear	 signal	 processing	 of	 the	 EEG	 and	 in	 the	wider	context	 of	 the	 implications	 for	 AD	 and	 its	 diagnosis	 from	 resting	 EEG	 signals.		Discussions	will	 focus	 on	 all	 the	 stages	 of	 signal	 collection,	 pre-processing,	 non-linear	analysis	and	statistical	findings.		Key	limitations	of	this	study	will	also	be	identified	and	discussed.	Discussions	are	followed	by	the	conclusions	of	this	study,	including	identification	of	the	novel	contributions	within	this	work	to	the	research	community,	indicating	state	of	the	art	research.		Key	future	fields	of	research	are	lastly	detailed,	including	specific	lines	of	future	enquiry.	
8.1 Discussion	Within	this	study,	EEG	signals	of	resting	AD	patients	were	analysed	to	characterise	the	changes	in	EEG	signals	that	might	be	concurrent	with	AD	diagnosis.		These	signals	were	previously	collected	non-invasively,	one	of	the	supportive	reasons	for	the	use	of	an	EEG	in	a	clinical	setting,	along	with	its	ease	of	use,	portability	and	low	cost.		This	study	aimed	to	identify	the	changing	characteristics	of	EEG	signals	in	AD	patients	from	healthy	controls	through	the	global	objective	of	identification	and	testing	of	non-linear	signal	processing	methods,	 including	 use	 of	 suitable	 input	 arguments,	 where	 appropriate,	 followed	 by	systematic	statistical	analysis	and	comparison	of	results	to	further	the	understanding	of	EEG	signal	changes	in	AD.	Univariate	and	bivariate	methods	were	tested	in	this	study.		Univariate	methods	focused	on	 PE,	 a	 novel	 application	 to	 this	 dataset,	 and	 pre-filtering	 to	 increase	 the	 specific	frequencies	 of	 the	 EEG	 signals	 under	 test.	 	 Bivariate	 methods	 were	 applied	 with	 the	increased	 understanding	 gained	 from	 the	 univariate	 analysis	 and	 focused	 on	 the	univariate	method	of	 LZC,	which	had	 already	 shown	 to	be	 able	 to	distinguish	 the	 two	groups	 of	 this	 EEG	 dataset	 with	 statistical	 significance	 (Abasolo	 et	 al.,	 2006).	 	 No	previous	bivariate	signal	analysis	has	been	applied	to	the	EEG	dataset	in	this	study	and	so	coherence	was	 first	applied	 to	provide	a	comparable	set	of	 results.	 	Distance	based	bivariate	LZC	measures	were	applied,	with	further	study	on	the	normalisation	for	these	methods	with	EEG	signals	and	the	 impact	of	VC	with	 these	particular	methods.	 	Lastly	this	 method	 was	 also	 applied	 to	 the	 specifically	 pre-filtered	 signals	 tested	 with	univariate	 LZC	 with	 VC	 mitigation.	 The	 following	 sections	 will	 discuss	 in	 detail	 the	results	obtained	with	these	methods.	
8.1.1 Univariate	Permutation	Entropy	PE	 is	 an	 ordinal	 measure	 of	 entropy	 based	 on	 the	 number	 of	 differing	 patterns	 of	modulations	within	a	signal.		This	was	a	novel	application	of	this	method	to	the	EEG	AD	dataset.	 	 Furthermore,	 synthetic	 signal	 analysis	 was	 also	 carried	 out	 to	 further	understand	the	PE	method	in	the	context	of	well-understood	signal	processing	concepts.		In	 this	 study	 two	methods	 of	 PE	were	 tested.	 	 The	 first	was	 suggested	 by	 Bandt	 and	Pompe	(2002).		The	second,	modmPE,	is	based	on	a	modification	of	PE	based	on	mPE	by	Bian	et	al.	(2012),	which	retains	information	of	repeated	values	within	a	signal	pattern.		More	 description	 of	 the	modmPE	method	 is	 contained	 in	 section	 4.1.	 	 	 In	 both	 cases,	three	 input	 arguments	must	 be	 provided	 to	 fully	 describe	 the	method.	 	 These	 are,	 in	order,	 n,	 the	 size	 of	 the	 patterns	 tested,	 tau,	 the	 number	 of	 signal	 values	 jumped	between	 each	 value	 in	 n	 and	 slide,	 the	 number	 of	 signal	 values	 jumped	 between	 the	initial	signal	value	for	each	successive	n.			
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The	method	of	PE	and	modmPE	was	found	not	to	respond	to	changes	of	amplitude	of	the	signal,	 or	 to	 the	 application	 of	 Gaussian	 white	 noise	 with	 different	 powers	 and	bandwidths,	 and	 spectral	 noise	 to	 a	 base	 signal.	 	 Results	 were	 also	 found	 to	 remain	consistent	 with	 both	 changing	 periodicity	 and	 signal	 content.	 	 Within	 an	 EEG	 signal,	noise	 is	 an	 inevitable	 consequence,	 as	 is	 signal	 amplitude	 modulation	 (Sanei	 and	Chambers,	 2007),	 due	 to	 the	 small	 changes	 in	 electrical	 signal	 that	 the	 electrodes	measure	and	the	many	processes	in	signal	collection.		Thus,	both	PE	and	modmPE	show	they	are	 robust	with	noise-contaminated	 signals	of	differing	amplitudes.	 	This	 reflects	the	findings	of	Bandt	and	Pompe	(2002).	PE	 and	 modmPE	 results	 were,	 however,	 found	 to	 be	 directly	 proportional	 to	 both	increasing	signal	frequency,	identifying	that	a	greater	signal	frequency	can	contain	more	information	over	a	lower	signal	frequency.		Increasing	component	signal	bandwidth	also	increased	 both	 PE	 and	 modmPE	 results,	 again	 indicating	 the	 greater	 content	 and	complexity	of	information	in	these	signal	types.		The	low	impact	of	the	slide	variable	in	these	cases	could	be	due	to	the	equal	distribution	of	the	frequencies	along	the	length	of	the	 signal	 under	 inspection.	 	 Increased	 chaotic	 components	 created	 through	manipulating	a	logistic	map	to	provide	both	periodic	and	chaotic	components	and	non-linear	 complexity	 described	 through	 the	 creation	 of	 a	 Lorenz	 attractor	with	 a	 chaotic	element	followed	by	an	element	describing	a	torus	knot	also	increased	PE	and	modmPE	results.	Larger	 pattern	 sizes	 decreased	 the	 overall	 PE	 of	 the	 result,	 suggesting	 a	 reduced	complexity	of	a	signal	when	 inspected	with	greater	pattern	 lengths,	even	 for	 the	same	signals.		With	a	larger	pattern	size	the	chance	of	variations	is	increased	dramatically	as	the	 number	 of	 possible	 permutations	 is	 the	 factorial	 of	 the	 pattern	 length.	 	 However,	with	making	the	pattern	only	one	bigger,	the	possible	increase	of	pattern	variation	is	by	that	pattern	length.		Thus	the	maximum	number	of	possible	patterns	increases	by	(n-1)!,	decreasing	 the	 complexity	 ratio	 used	 to	 calculate	 the	 PE.	 	 The	 number	 of	 patterns	analysed	within	any	given	signal	also	affects	this	reduction	in	the	ratio	of	patterns	in	the	PE	calculation.	 	 It	 is	 this	reason	that	 increasing	both	tau	and	slide,	 thus	decreasing	the	number	of	patterns	 interrogated,	also	decreased	PE	results.	 	 Specifically	 in	 the	case	of	
tau,	 increasing	tau	 is	also	equivalent	to	down	sampling	the	signal	under	test.	 	 	 	Within	the	 synthetic	 signal	 results	 is	 an	 indication	 that	 increased	 values	 of	 tau	 produce	 less	consistent,	 unstable	 results,	 identified	 by	 the	 increased	 variation	 in	 results	 along	 the	signals	 while	 the	 characteristics	 of	 the	 signal	 itself	 remained.	 	 An	 increase	 of	 tau	increases	 the	 range	 along	 the	 signal	 under	 interrogation	 that	 the	 pattern	 is	 selected	from.	 	 If	 information	 in	 a	 signal	 is	 a	 response	 to	prior	 information,	 this	wider	pattern	base	 could	 be	 described	 as	 less	 predictable	 than	 a	 smaller	 pattern	 base	 due	 to	 the	increased	 time	 for	 information-response	 cycles	 to	 occur	 and	 influence	 the	 signal.		Viewed	in	this	way,	the	longer	the	pattern	base	is	along	the	interrogated	signal,	the	less	stability	in	the	PE	and	modmPE	result	would	be	expected.		Given	the	differing	impacting	factors	on	each	of	the	three	input	arguments	for	PE	and	modmPE,	it	is	unsurprising	that	there	is	little	interaction	between	the	choices	of	arguments	on	the	results.			The	 trends	 of	 results	 for	 both	 PE	 and	 modmPE	 were	 similar.	 	 The	 consistently	 low	modmPE	result	is	most	likely	to	be	due	to	the	same	issues	as	mentioned	in	the	previous	paragraph	with	the	impact	of	changing	n	on	ratios	within	the	final	entropy	calculation.		As	 the	 possibilities	 of	 multiples	 increase	 the	 number	 of	 permutations	 so	 the	 ratios	decrease	further.			Upon	application	of	both	PE	and	modmPE	 to	5000	 signals	with	 similar	 contaminating	noise	 of	 Gaussian	 and	 uniform	 white	 noise	 and	 low-pass	 coloured	 noise	 with	 two	
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different	bandwidths,	results	were	found	to	have	a	small	SD	from	the	mean	result.		This	suggests	that	the	overall	nature	of	the	noise	impacts	the	result	rather	than	the	individual	noise	 patterns.	 	 It	 is	most	 probable	 that	 the	 non-Gaussian	 distribution	 of	 results	with	arguments	 (10,1,1)	 is	 due	 to	 the	 pattern	 sections	 of	 the	 signal	 coinciding	 with	 the	oscillations	 of	 the	 computed	 added	 signal	 noise.	 With	 coloured	 noise,	 increasing	 the	noise	 bandwidth	 increased	 the	 SD	 of	 the	 results,	 indicating	 increased	 variability.		However	this	is	still	a	relatively	small	SD,	indicating	that	this	type	of	noise	had	no	impact	on	both	PE	and	modmPE.	The	increased	PE	and	modmPE	results	for	control	subjects	over	AD	patients	 indicate	a	greater	 complexity	 of	 patterns	 and	 therefore	 information	within	 the	EEG	 signals	 from	control	 subjects	 over	 AD	 patients.	 	 This	 is	 in	 agreement	 with	 previous	 findings	 of	decreased	complexity	in	EEG	signals	from	AD	patients.		Increasing	tau	increased	the	distinction	between	the	two	subject	groups.		As	mentioned	previously,	increasing	tau	 increases	the	size	of	the	section	of	the	signal	from	which	the	pattern	is	selected	from,	not	dissimilar	to	increasing	n.		This	suggests	that	changes	in	the	EEG	between	AD	patients	and	controls	are	more	acute,	and	thus	clearer,	over	a	 longer	signal	section.	 	This	 is	 in	agreement	with	the	slowing	of	EEG	signals	 in	AD	reported	 in	spectral	 analysis	 results	 (see	 chapter	 2).	 	 The	 ability	 to	 indirectly	 measure	 slowing	through	 identifying	different	 levels	of	 change	 for	different	pattern	 lengths	has	already	been	noted	by	Morabito	et	al.	(2011).	 	It	is	hypothesised	that	this	is	the	reason	for	this	trend	in	the	PE	method.			It	 can	be	noted	 that	 the	application	of	 successively	 increasing	 tau	 for	stationary	n	 and	
slide	 can	 be	 likened	 to	 coarsegraining,	 as	 seen	 in	 MSE	 (Costa,	 Goldberger	 and	 Peng,	2002).		This	too	saw	increasing	complexity	for	successive	coarsegraining	of	the	signal	in	a	 number	 of	 studies	 (Yang	 et	 al.,	 2013).	 	 In	 three	multiscale	methods	 applied	 to	 this	dataset,	MSE,	MSQSE	and	MSFuzzyEn,	this	too	was	seen	(Escudero	et	al.,	2006;	Simons,	Abasolo	and	Escudero,	2012a,	b).	Statistically	significant	electrodes	remained	similar	for	a	range	of	both	PE	and	modmPE	input	 arguments.	 	 Other	 than	 electrode	 T3,	 all	 other	 electrodes	 were	 in	 the	 frontal	region	 of	 the	 brain.	 	 Once	 Holm-Bonferroni	 corrections	 were	 applied,	 statistically	significant	 electrodes	 were	 only	 found	 at	 electrodes	 Fp1,	 Fp2,	 and	 F7.	 	 The	 Holm-Bonferroni	 correction	 method	 is	 known	 to	 be	 less	 conservative	 than	 the	 Bonferroni	correction	method	(Holm,	1979).		However,	given	the	wide	use	of	the	Holm-Bonferroni	method,	 the	 lack	of	statistical	significance	with	the	Bonferroni	correction	method	does	not	reduce	the	validity	of	these	Holm-Bonferroni	significance	results.		It	is	important	to	note,	however,	the	possibility	of	contamination	due	to	ocular	artefacts	within	the	signals	collected	from	electrode	positions	Fp1	and	Fp2.		For	PE,	four	results	remained	significant	after	multiple	comparison	correction,	with	Fp1	and	F7	from	arguments	(3,10,1)	and	Fp2	with	(7,4,1)	and	(7,4,4).		For	modmPE	only	Fp1	and	F7	were	found	with	(3,10,1).		This	suggests	that	the	inclusion	of	repeated	results	in	the	 patterns	 did	 not	 increase,	 instead	 decreasing	 the	 ability	 of	 the	 method	 to	discriminate	in	this	case.		This	retention	of	repetition	was	found	to	be	most	crucial	when	analysing	 ECG	 signals	 (Bian	 et	 al.,	 2012).	 	 However	 these	 signals	 had	 been	 further	processed	 to	 identify	 the	 R-R	 intervals	with	 sampling	 reducing	 the	 resolution	 to	 4ms	before	 PE	 and	mPE	were	 applied.	 	 Comparing	 the	 two	 signal	 types,	 the	 probability	 of	repeated	 results	was	 significantly	higher	 in	 the	ECG	 test	over	 this	EEG	 test	due	 to	 the	reduced	information	content	of	the	ECG	signals.	 	 It	 is	also	important	to	note	that	these	significant	results	are	 from	the	 larger	tested	ranges	of	tau.	 	This	 further	reinforces	the	
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importance	 of	 the	 larger	 range	 of	 the	 signal	 under	 analysis	 from	which	 the	 pattern	 is	extracted	 in	 identifying	 the	 differences	 between	 these	 two	 subject	 groups.	 	 This	 is	helped	by	the	large	n	result.		In	the	case	of	n=3	it	is	important	to	note	the	non-Gaussian	distribution.	 	 It	may	be	 that	 the	 results	with	 this	 combination	of	 arguments	 identified	something	not	identified	by	any	other	argument	combination.	ROC	and	LOO-CV	analysis	provides	 the	 closest	 indication	of	 sensitivity,	 specificity	 and	accuracy	for	a	small	database	of	results.		Optimal	accuracies	of	86.36%,	indicating	19	of	22	 correct	 classifications,	 were	 found	 in	 7	 cases	 with	 individual	 sensitivities	 and	specificities	 not	 improving	 on	 90.91%,	 i.e.	 10	 of	 11	 subjects	 correctly	 classified.	 	 This	shows	that	 there	 is	a	clear	overlap	between	the	two	groups.	 	The	AUC,	a	measure	that	one	 randomly	 selected	 result	 would	 be	 higher	 than	 another	 (Fawcett,	 2006),	 was	maximum	for	PE(3,10,1)	at	Fp1	with	0.9174.		High	AUC	results	seen	with	(3,10,1)	at	Fp1,	(7,4,1)	at	Fp2,	and	(3,10,1)	at	F7	suggest	these	electrodes	would	be	the	most	accurate	in	a	 clinical	 diagnostic	 setting.	 	 With	 SB-LOO-CV	 (7,4,1)	 results	 were	 found	 to	 be	 most	susceptible	to	subject-based	variation	with	this	dataset.		Maximum	sensitivities	dropped	to	 81.82%,	 i.e.	 9	 of	 11	 subjects	 correctly	 identified	 while	 maximum	 specificities	remained	 at	 90.91%.	 	 Maximum	 accuracies	 dropped	 to	 81.82%.	 	 The	 same	 variable	combinations	presented	the	greatest	accuracies	both	in	ROC	and	SB-LOO-CV.		However	the	SB-LOO-CV	was	slightly	reduced,	reflecting	the	increased	variability	in	the	AD	group	results,	 to	 81.82%.	 	 Epoch	 to	 epoch	 variability,	 as	 measured	 by	 EB-LOO-CV,	 was	significantly	 greater	 than	 subject	 based	 variability.	 	 PE(7,4,1)	 F4	 performed	 optimally	for	both	the	sensitivity,	specificity,	and	the	accuracy,	with	the	sensitivity	and	accuracies	improving	on	 those	seen	with	SB-LOO-CV.	 	However,	accuracies	remained	above	70%,	the	 current	 suggested	 clinical	 accuracy	 for	 AD	 detection	 (Chui	 and	 Lee,	 2002)	 in	 a	further	two	cases,	PE(7,4,1)	at	Fp1	and	at	Fp2.			In	 the	study	by	Timothy	et	al.	 (2014),	PE(5,5,1)	was	 tested,	 showing	reduced	PE	 in	all	tested	 channels,	 except	 Fp1	 and	 Fp2	which	were	 removed	 in	 case	 of	 ocular	 artefacts.		Significance	(p<0.05)	was	 found	 in	all	 channels	except	P3,	P4,	O1	and	O2,	 regions	 that	are	reflected	in	the	results	of	this	study.	 	With	MCI	patients	with	an	MMSE	of	26.3±1.4,	previously	reported	studies	suggest	that	these	results	should	be	closer	between	the	two	groups	 than	 the	 results	 of	 this	 study.	 	 With	 results	 from	 only	 four	 electrodes	 given	without	 any	 numerical	 significance	 results,	 the	 findings	 of	 this	 study	 may	 have	 been	reported	in	a	skewed	manner.		However	there	appears	to	be	a	greater	difference	than	in	this	study.		It	is	hypothesised	this	is	partially	due	to	the	choice	of	tau=5,	along	with	n=5	which	allowed	 for	a	 large	overview	of	 the	 tested	signal	at	 each	 inspection	 though	 this	cannot	be	verified	with	the	current	results	in	this	study.		The	regions,	which	were	found	to	be	significant	with	p<0.01	in	the	study	by	Deng	et	al.	(2015)	in	delta	and	theta	bands	also	 match	 the	 regions	 found	 in	 this	 study.	 	 They	 also	 found	 increased	 differences	between	the	two	groups	with	increasing	n	to	n=6	and	increasing	tau	to	tau=5.		From	the	presented	 results,	 the	 differences	 between	 the	 two	 tested	 groups	 of	 AD	 and	 control	subjects	 were	 very	 small,	 similar	 to	 the	 results	 of	 this	 study.	 	 Decreasing	 PE	 with	increasing	severity	of	AD	was	also	noted	by	Morabito	(2011)	and	Labate	et	al.	(2014).	Comparing	the	results	already	published	with	this	database	held	in	the	appendix,	PE	and	modmPE	 produced	 ROC	 and	 LOO-CV	 results	 akin	 to	 the	 best	 results	 obtained	 using	other	non-linear	methods.	 	Previously	optimal	 results	were	 seen	with	 the	 slope	of	 the	MSE	graph	from	scales	6	to	12	inclusive	(Escudero	et	al.,	2006).	Electrode	Fp1	produced	AUC	 =0.9339,	 the	 optimal	 AUC,	 while	 Fp2	 produced	 the	 optimal	 sensitivity	 of	 100%.		The	 optimal	 specificity	 matched	 that	 of	 PE	 and	 modmPE.	 	 Fp1	 produced	 the	 only	accuracy	above	86.36%.		Other	results	with	accuracies	of	90.91%	were	P3	with	the	AMI	(Abasolo	et	al.,	2008).		This	also	matched	the	maximum	AUC	seen	with	this	dataset.			
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Previously,	the	only	other	results	at	T3	of	statistical	significance	for	this	database	were	obtained	using	spectral	analysis	of	the	alpha	band	(Abasolo	et	al.,	2008).		While	SB-LOO-CV	results	produced	an	accuracy	indicating	results	equal	to	chance	of	50%,	EB-LOO-CV	results	 had	 a	 better	 than	 chance	 sensitivity	 of	 89.02%,	 higher	 than	 both	 PE	 and	modmPE(3,10,1)	EB-LOO-CV	sensitivity.		PE	 and	 modmPE	 have	 demonstrated	 the	 ability	 to	 identify	 differences	 between	 EEG	signals	 of	 AD	 patients	 and	 controls	 with	 AD	 patients	 showing	 reduced	 complexity	 of	signals,	 as	 seen	 in	 many	 previously	 published	 studies.	 	 The	 increasing	 length	 of	 tau	increasing	the	sensitivity	of	the	method	is	hypothesised	to	relate	weakly	to	the	slowing	of	EEG	signals	in	AD	patients.		Input	arguments	should	be	chosen	to	inspect	a	large	area	of	the	signal	at	any	one	time	with	n≤3	and	tau≤4	recommended.		Though	the	method	has	proven	 robust	 for	use	with	EEG	signals,	 the	optimal	 input	arguments	are	 still	unclear.		Results	from	this	study	suggest	that	PE	has	the	potential	to	identify	differences	between	EEG	signals	from	AD	patients	and	age-matched	control	subjects.		In	the	particular	case	of	EEG	signals,	however,	repeated	results	are	not	a	key	element	and	thus	PE	is	an	adequate	method	for	the	specific	case	of	repetition	present	in	EEG	signals.	
8.1.2 Univariate	Lempel-Ziv	complexity	with	banded	pre-filtering	The	 impact	 of	 the	 pre-processing	 on	 signal	 analysis	 has	 long	 been	 appreciated	 as	 a	factor	 in	 the	outcome.	 	 In	 this	part	of	 the	study	the	signal	was	 first	pre-processed	 into	different	frequency	bands	before	being	tested	with	LZC,	chosen	due	to	its	prior	success	in	differentiating	between	the	two	test	groups	of	this	database	(Abasolo	et	al.,	2006)	and	previously	 published	 synthetic	 signal	 study	 (Aboy	 et	 al.,	 2006),	 and	 can	 be	 run	 in	 a	timely	manner.	 	 Filter	 ranges	were	 identified	by	 f=1-30Hz,	 the	 initial	 frequency	of	 the	range,	and	w=1-30Hz,	the	bandwidth	of	the	pre-processed	signal.		Included	frequencies	did	not	exceed	40Hz	 to	ensure	 results	 focused	on	 the	normal	 range	of	 frequencies	 for	EEG	 at	 rest,	 not	 including	 the	 gamma	 band.	 	 This	 filtering	 was	 chosen	 after	 showing	significant	 improvement	 over	 more	 traditional	 large	 bandwidth	 filtering	 in	 work	 by	Gallego-Jutgla	et	al.	(2012,	2015a,b).		Results	are	presented	in	section	5.2.	Overall	control	subjects’	EEG	signals	were	characterised	by	a	higher	LZC	than	their	AD	counterparts.		Of	the	36.23%	of	tests	where	this	hypothesis	was	reversed	this	difference	was	a	more	than	5%	only	in	0.19%	of	cases.	 	Mainly	found	with	frequency	widths	w=3	and	4Hz,	these	were	also	present	with	w=2,	5	and	6Hz.		Indeed	this	reflects	the	trend	of	the	 reverse	 of	 the	 hypothesis	 overall,	 where	 high	w	 had	 more	 healthy	 controls	 with	lower	 regularity	 of	 signals,	 decreasing	 with	 decreasing	 w,	 before	 starting	 to	 return	before	w=3Hz.		These	results	suggest	that	a	frequency	range	can	be	too	small	to	clearly	define	the	differences	between	AD	patients	and	control	EEGs.		In	all	cases	except	for	two,	which	were	both	with	electrode	P4	with	f=7Hz,	all	of	these	larger	reversals	of	hypothesis	were	with	 f=1Hz.	 	This	 further	 suggests	 that	any	 frequency	width	 including	 the	1-2Hz	band	contains	information	very	different	to	all	other	frequencies	 in	the	signal.	 	Overall	however,	these	results	followed	the	trend	of	increasing	signal	regularity	in	AD	patients’	EEGs	of	previously	published	studies.		Previously	published	spectra	studies	have	clearly	identified	 a	 decreasing	 activity	 of	 signals	 in	 low	 frequency	 signals	 in	 the	 EEGs	 of	 AD	patients,	 particularly	 those	 of	 the	 delta	 and	 theta	 bands	 (e.g.	 (Abasolo	 et	 al.,	 2008)).		These	findings	also	support	the	results	of	these	studies.		Statistical	 significance	was	evaluated	with	Student’s	 t	 test	 as	 results	were	 found	 to	be	predominantly	normal	in	distribution	and	homoscedastic.	Statistically	significant	results	were	found	in	specific	frequency	bands	of	the	EEG	signal,	identified	by	the	decreasing	w	of	 statistically	 significant	 results	 with	 increasing	 f,	 focusing	 on	 frequencies	 of	approximately	 10-15Hz	 in	 the	 upper	 alpha	 and	 lower	 beta	 bands.	 	 A	 further	 area	 of	
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statistically	significant	differences	was	found	around	22-25Hz,	in	the	mid	to	upper	beta	band	 area.	 	 Significant	 results	 were	 seen	 within	 all	 frequency	 regions	 though	 delta	frequency	 results,	 1-4Hz,	 were	 the	 least	 significant	 followed	 by	 gamma	 frequency	results	 of	 30Hz	 and	 greater.	 	 These	 results	 suggest	 changes	 in	 EEG	 signals	 are	 most	acute	in	the	alpha	and	beta	band	regions.	Significances	were	lowest,	 indicating	the	largest	consistent	differences,	 for	P4	18-24Hz	with	p=1.0203x10-5,	closely	followed	by	P3	19-25Hz	with	p=2.5443x10-5	and	F4	3-15Hz	with	p=3.5409x10-5.		Of	the	123	electrode	and	frequency	band	tests	which	were	found	to	remain	 significant	 after	 either	 Bonferroni,	 Holm-Bonferroni	 or	 both	 multiple	comparison	 corrections,	 low	 frequencies	 focused	 on	 electrodes	 T3	 and	 T4	 with	occasional	 O2,	 C3	 and	 C4	 significances,	 moving	 to	 electrodes	 Fp2,	 F4	 and	 T5	 with	occasional	T4	and	T6	for	middling	frequencies	and	electrodes	T5,	F4	and	O1	for	larger	frequencies.			Within	the	study	by	Gallego-Jutgla	et	al.	(2012),	optimal	frequency	ranges	were	found	in	22-23Hz	for	cross-correlation,	9-10Hz	for	phase	synchrony,	1-2Hz	for	coherence,	3-4	for	partial	coherence,	6-7Hz	for	directed	transfer	function	(DTF)	and	1-2Hz	for	ffDTF,	1-4Hz	for	 partial	 directed	 coherence	 (PDC)	 and	 3-4Hz	 for	 direct	 directed	 transfer	 function	(dDTF).	 	 None	 of	 these	 frequency	 bands	 match	 those	 seen	 as	 optimal	 in	 this	 study	though	 the	 cross-correlation	 frequency	 is	 in	 the	 same	 range	 but	 with	 a	 smaller	bandwidth.	 	 Gallego-Jutgla	 et	 al.	 (2012,	 2015a)	 suggest	 that	 the	 optimised	 frequency	given	 their	 results	 is	 5-6Hz.	 	 PDC	 produced	 the	 optimum	 significance	 with	 a	 Mann-Whitney	test	of	p=2x10-6.		This	was	followed	by	DFA	and	ffDFA,	both	with	p=3x10-6	and	dDFA	with	p=9.5x10-5.		LOO-CV	measured	the	optimal	error	rate	of	just	4.88%	with	DTF,	followed	 by	 17.07%	 for	 coherence.	 	 In	 comparison	 to	 previous	 results	 from	 a	 more	traditional	 bandwidth	 of	 4-30Hz,	 significance	 increases	 by	 up	 to	 105	 times.	 	 It	 is	important	to	note	that	these	results	are	not	on	an	electrode-by-electrode	basis,	as	in	this	PhD	theses,	but	are	the	significance	results	from	an	Mann-Whitney	U	test	on	mean	and	SD	values	for	one	of	five	zones	in	the	brain.		These	zones	were	Fp1,	Fp2,	Fpz,	F3	and	F4	for	the	frontal	region,	F7,	T3	and	T5	for	the	left	temporal	region,	Fz,	C3,	C4,	Cz	and	Pz	for	the	central	region,	F8,	T4	and	T6	for	the	right	temporal	region	and	P3,	P4,	O1,	O2	and	Oz	for	the	occipital	region.	The	improvement	on	distinction	between	the	two	groups	for	this	study	is	not	so	marked	as	seen	by	Gallego-Jutgla	et	al.	(2015a).		Electrode	P3,	for	example,	found	a	significance	of	p=0.0017	with	band	pass	filtering	between	0.5-40Hz	(Abasolo	et	al.,	2006),	dropping	to	p=2.5x10-5	with	more	specific	filtering.		The	most	optimal	increase	is	electrode	P4	18-24Hz	with	p=1.0x10-5	 compared	 to	 0.0124	 (Abasolo	et	al.,	 2006).	 	 Gallego-Jutgla	 et	al.	(2015a)	 report	 sensitivities,	 specificities	 and	 accuracies	 for	 their	 analysis,	 reaching	97.56%	 accuracy	 (94.12%	 sensitivity	 and	 100.0%	 specificity)	 with	 4-7Hz	 for	 relative	power,	 95.12%	 accuracy	 (100.0%	 sensitivity	 and	 91.67%	 specificity)	 with	 5-6Hz	 for	DTF	and	82.93%	accuracy	 (76.47%	sensitivity	 and	87.50%	specificity)	with	1-2Hz	 for	Granger	coherence.		Though	these	ranges	are	not	a	direct	match	to	the	optimum	ranges	seen	in	this	PhD	thesis,	reported	sensitivities,	specificities	and	accuracies	are	similar	to	those	seen	in	this	study.	ROC	 and	 LOO-CV	 results	 were	 only	 calculated	 for	 the	 123	 results	 found	 to	 remain	significant	 after	one	or	more	multiple	 comparison	 corrections.	 	Maximum	sensitivities	were	100%	in	21	tests,	with	maximum	specificities	of	100%	only	present	 in	two	tests,	T5	 7-25Hz	 and	 Fp2	 12-16Hz.	 	Maximum	 accuracy	 obtained	was	 95.45%,	 i.e.	 21	 of	 22	subjects	 correctly	 classified	 in	 three	 test	 cases,	 C3	 18-23Hz,	 P4	 18-24Hz	 and	 Fp2	 2-16Hz.		These	related	to	AUC	of	0.9835,	0.9752	and	0.9669	respectively.	
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Comparing	these	ROC	results	to	ROC	analysis	of	significant	electrodes	from	this	EEG	AD	dataset	with	two	and	three	symbolisation	LZC,	noticeable	improvement	is	seen	in	both	sensitivity	 and	 specificity	 results	 with	 a	 reduced	 bandwidth	 signal.	 	 For	 two-symbol	decomposition,	sensitivity	reached	90.9%	for	O1	and	specificity	achieved	90.9%	for	P3.		Accuracy	 attained	 81.8%	 for	 both	 electrodes	 with	 an	 optimum	 AUC	 of	 0.876	 for	 P3.		These	maximum	sensitivity,	specificity	and	accuracy	results	were	also	seen	with	three-symbol	 decomposition	 with	 electrodes	 O1,	 P4	 and	 P3,	 P4	 and	 O1	 respectively.	 	 The	maximum	AUC	rose	to	0.893	at	electrode	P3	(Abasolo	et	al.,	2006).		Sensitivity	of	100%	was	 found	 in	 comparison	 with	 P4	 with	 18-24Hz,	 including	 matching	 specificity	 of	90.91%.	 	 This	 test	 also	 measured	 the	 maximum	 seen	 accuracy	 of	 95.45%	 and	 the	optimum	AUC	for	these	four	electrodes	of	0.9752.		A	further	five	100%	sensitivities	were	seen	with	electrode	T5	at	2-20,	2-22,	1-23,	1-24	and	1-25Hz.		However,	in	all	five	cases	a	low	specificity	of	72.73%	reduced	the	accuracy.	 	Both	electrodes	P3	and	O1	also	had	a	number	 of	 significant	 frequency	 bands	 with	 optimum	 ROC	 results	 at	 19-25Hz	 with	90.91%	sensitivity,	 specificity	 and	accuracy	and	0.9587	AUC	and	1-21Hz	with	90.91%	sensitivity,	 81.82%	specificity	86.36%	accuracy	 and	0.9132	AUC	 respectively.	 	Results	that	have	achieved	100%	sensitivity	with	this	EEG	dataset	previously	include	Fp2	with	MSE	slopes	of	tau≤6	(Escudero	et	al.,	2006),	P3	with	AMI	rate	of	decrease	(Abasolo	et	al.,	2008)	and	MSQSE	slopes	of	tau≤6	(Simons,	Abasolo	and	Escudero,	2013),	and	Fp1	and	O2	binary	 sequence	decomposition	with	 Shannon’s	 entropy	 (Tosun	et	al.,	 2014).	 	One	previous	 specificity	 of	 100%	 has	 been	 achieved	with	 P4	with	 fuzzy	 entropy	 (Simons,	Abasolo	 and	 Escudero,	 2012a).	 	 ROC	 accuracies	 and	 AUC	 results	 for	 all	 previous	significant	results	were	lower	than	the	optimum	results	found	in	this	study.	SB-LOO-CV	 specificities	 remained	 at	 100%	 for	 T5	 7-25Hz	 and	 Fp2	 12-16Hz	 but	sensitivities	were	reduced	to	a	maximum	of	90.91%,	i.e.	10	of	11	AD	patients	correctly	identified	 for	 9	 test	 results.	 	 These	were	 C3	 18-23Hz,	 P4	 18-24Hz,	 Fp2	 3-13,	 3-14,	 3-15Hz	and	3-17Hz,	T6	1-16Hz	and	F4	2-10	and	2-22Hz.		Maximum	accuracy	was	slightly	reduced	to	90.91%	i.e.	20	of	22	subjects	correctly	classified.	 	These	were	 from	the	top	three	 tests	 with	 ROC	 analysis,	 C3	 18-23Hz,	 P4	 18-24Hz	 and	 Fp2	 2-16Hz.	 	 Maximum	sensitivities,	 specificities	 and	 accuracies	 for	 EB-LOO-CV	 were	 all	 from	 tests	 that	 had	previously	not	provided	optimal	ROC	or	SB-LOO-CV	results.	 	Maximum	sensitivity	was	83.53%	with	T6	2-14Hz,	closely	followed	by	F8	3-12Hz	and	Fp2	4-15Hz.		Of	the	123	EB-LOO-CV	analysed	results,	8	had	sensitivities	above	80%.		Maximum	specificity	was	found	at	 F4	 3-25Hz	 with	 83.72%.	 	 A	 further	 5	 specificities	 were	 above	 80%.	 	 Maximum	accuracy	was	78.98%.		This	was	for	F4	3-19Hz.		A	further	3	accuracies	were	above	78%.		These	 were	 F4	 3-25,	 3-26	 and	 2-26Hz.	 	 Previously	 reported	 sensitivities	 with	 this	dataset	matched	the	optimised	results	with	SB-LOO-CV	at	O1	with	 theta	band	spectral	analysis	and	superseded	these	optimised	results	with	89.02%	for	EB-LOO-CV	T3	alpha	band	spectral	analysis	 (Abasolo	et	al.,	2008).	 	 Specificities	have	only	superseded	 these	results	with	EB-LOO-CV	 for	T5	with	DFA	 for	α2	with	85.19%	and	F7	 and	O1	 for	 theta	band	 spectral	 analysis	 with	 92.90%	 and	 87.50%	 respectively	 (Abasolo	 et	 al.,	 2008).		Previously	 published	 accuracy	 results	were	 lower	 than	 reported	 in	 this	 study,	 though	closest	 for	EB-LOO-CV	at	O1	 theta	band	 spectral	 analysis	with	78.78%	 (Abasolo	et	al.,	2008).	Though	 increasing	 detection	 between	 the	 two	 groups	 was	 not	 as	 large	 as	 the	 study	carried	 out	 by	 Gallego-Jutgla	 et	 al.	 (2012,	 2015a),	 it	 is	 clear	 that	 restricting	 the	bandwidth	of	 the	signal	under	analysis	allows	 for	more	 information	 to	be	gained	 than	using	a	wider	bandwidth	from	the	same	EEG,	improving	overall	on	all	previous	results	published	 with	 this	 dataset.	 	 However	 care	 must	 be	 taken	 that	 the	 frequencies	 and	bandwidths	chosen	are	not	too	small	or	frequencies	to	low	or	too	high	so	as	to	mask	any	changes	 that	 may	 be	 present	 in	 the	 signal.	 	 This	 study	 suggests	 frequency	 ranges	
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including	 5-25Hz	with	 a	 bandwidth	 of	 5-10Hz	 are	 the	most	 optimum	 for	 this	 dataset	overall	with	C3	18-23Hz	most	optimum.			
8.1.3 Coherence	As	bivariate	methods	were	a	new	application	to	this	dataset,	initial	methods	were	based	on	known	methods	and	results	to	allow	for	extrapolation	from	these	previous	findings.		Coherence	 was	 chosen,	 as	 a	 linear	 bivariate	 method	 with	 historic	 use	 on	 EEG	 AD	databases,	to	obtain	bivariate	results	specifically	to	allow	for	discussion	of	the	ability	of	the	dLZC03	method	to	distinguish	between	the	two	subject	groups.			Coherence	was	 found	 to	 be	 higher	 overall	 in	 AD	 patient’s	 EEGs	 over	 those	 of	 control	subjects,	identifying	increased	similarity	in	AD	signals	between	electrode	pairs.		In	those	results	 that	 did	 not	 follow	 this	 predominant	 trend,	 a	 secondary	 trend	was	 seen	 with	parietal,	occipital	and	temporal	electrode	pairs	 in	delta	and	theta	bands	more	 likely	to	follow	 the	 reverse	 hypothesis	 though	 this	 was	 not	 statistically	 significant.	 	 This	secondary	trend	is	similar	to	the	results	of	Sankari,	Adeli	and	Adeli	(2011),	which	found	increased	coherence	in	delta,	theta	and	alpha	frequency	bands	for	left	intrahemispheric	frontal	electrode	pairs,	except	 that	 the	 frequency	band	 is	much	 lower	 than	 the	usually	highlighted	alpha	and	beta	bands	(Locatelli	et	al.,	1998;	Dunkin	et	al.,	1994;	Wada	et	al.,	1998a,	b;	Fonseca	et	al.,	2011).	The	 ANOVA	 results	 showed	 statistically	 significant	 changes	 due	 to	 the	 variable	 of	 the	pathological	condition	of	subjects,	increasing	with	the	frequencies	within	the	bandwidth	under	 analysis	 except	 for	 the	 gamma	 band,	 which	 showed	 a	 statistical	 significance	between	 that	of	 the	 theta	and	alpha	 frequency	bands.	 	Electrode	pairs	 inspected	were	found	to	be	a	significantly	more	significant	variable	over	pathology	in	all	cases,	rising	to	
p=0.0000.	 	 As	 it	 is	 the	 pathology	 of	 the	 subjects	 that	 is	 of	 paramount	 interest	 in	 this	study,	this	result	is	sub-optimal.			Especially	in	the	case	of	gamma	frequency	bands,	the	indication	from	the	Lilliefors	test	is	 that	 there	 are	 more	 non-normally	 distributed	 results	 than	 normally	 distributed.		While	 this	was	only	marginally	above	50%	at	50.8%	and	all	others	were	substantially	below	50%	 the	assumption	of	normally	distributed	 results	was	upheld.	 	However,	 the	ANOVA2	 results	 of	 gamma	 especially	must	 be	 viewed	with	 caution	 as	 they	may	 have	been	 influenced	 by	 the	 disparity	 of	 the	 assumptions	 of	 the	 ANOVA2	method	 and	 the	gamma	results	to	which	it	was	applied.		Given	the	general	fit	of	these	results	within	the	trend	of	the	other	ANOVA2	results,	it	is	felt	that	this	impact	is	small.	Optimal	 electrode	 pair	 differences,	 found	 with	 multiple	 comparison	 corrections	 with	ANOVA2	on	the	electrode	pair	variable,	were	focused	towards	the	front	of	the	head	for	theta	and	alpha	bands,	highlighting	electrodes	Fp1,	Fp2,	F3,	F4,	F7	and	F8	followed	by	temporal	electrode	pairs.		Delta,	beta	and	gamma	pairs	further	highlighted	pairings	O2-P4	 and	 P3-T5.	 	 Univariate	 multiple	 comparison	 corrections	 of	 both	 Bonferroni	 and	Holm-Bonferroni	 for	 120	pairs	 found	no	 significant	 electrode	pairs.	 	Without	multiple	comparison	 corrections,	 statistically	 significant	 differences	 between	 AD	 patients	 and	controls	 were	 found	 in	 F4-F4	 for	 the	 delta	 band,	 F4-O1,	 F4-P3	 with	 the	 minimum	significance	of	p=0.0009,	and	C3-C4	in	the	theta	band	and	P3-P4	in	the	beta	band.		This	significance	 is	 lower	 than	 those	 seen	 by	 Fonseca	 et	 al.	 (2011)	 who	 were	 unable	 to	identify	 a	 significance	more	 optimal	 than	p=0.017	 for	 F3-F4	 in	 the	 beta	 band	but	 less	optimal	 than	 results	 by	 Adler,	 Brassen	 and	 Jajcevic	 (2003)	 where	 results	 remained	significant	after	Bonferroni	corrections	for	multiple	comparison.			
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Analysing	 the	 38	 electrode	 pairs	 for	 information	 transition,	 the	 trend	 of	 increasing	differences	 in	AD	 and	 control	 results	with	 increasing	 signal	 frequencies	was	 retained.		Both	 Lilliefors	 and	Bartlett	 tests	 showed	 that	 this	 smaller	 selection	 of	 electrode	 pairs	were,	overall,	more	normally	distributed	than	those	results	with	all	120	electrode	pairs.		However,	in	the	specific	case	of	the	18	electrode	pairs	representing	distant	information	transfer,	 results	 were	 found	 to	 become	 more	 skewed	 and	 heteroscedastic	 with	increasing	 frequency	 components,	 rising	 to	 72.7%	 skewed	 results	 and	 55.5%	heteroscedastic	results	with	 the	gamma	frequency	band.	 	Thus	application	of	ANOVA2	results	in	the	specific	case	of	distant	electrode	pairs	must	be	interpreted	with	caution.			All	significances	for	both	electrode	pairs	and	pathological	condition	were	reduced	from	those	with	120	electrode	pairs,	probably	reflecting	the	reduction	in	information	caused	by	 the	 loss	of	82	pairs.	 	However,	 as	with	 the	means	and	SDs	of	 the	 results,	 the	 trend	seen	 with	 the	 38	 electrode	 pairs	 matched	 that	 of	 the	 120	 electrode	 pairs.	 	 The	significances	 of	 the	 electrode	 pairs	 from	 ANOVA2	 were	 matched	 by	 results	 from	individual	multiple	comparison	corrections	with	ANOVA2	on	the	electrode	pair	variable,	which	highlighted	the	theta	band	as	most	significant	in	identifying	differences	between	the	 two	 pathological	 groups,	 followed	 by	 the	 alpha	 and	 delta	 bands	 respectively,	focusing	towards	the	rear	of	the	head	and	electrode	pairs	O1-P3,	O2-P4,	O1-T5	and	O2-T6.	 	Noticeably	absent,	however,	were	any	statistically	significant	results	 for	electrode	pairs	 with	 Student’s	 t	 test,	 even	 without	 Bonferroni	 or	 Holm-Bonferroni	 multiple	comparison	corrections.	Region	analysis	again	identified	the	increased	similarity	of	signals	for	AD	patients	over	those	 of	 control	 subjects	 except	 between	 central	 and	 temporal	 regions	 for	 delta	frequency	signals.	 	While	highly	skewed	beta	and	gamma	frequency	results	were	seen,	homoscedastic	results	increased	to	at	least	80%	in	each	frequency	band,	indicating	the	smoothing	 ability	 of	 this	 analysis	 method.	 	 Thus,	 the	 correlation	 of	 assumptions	 for	ANOVA2	 with	 the	 results	 to	 which	 it	 was	 applied	 was	 the	 closest	 yet	 seen	 with	coherence,	 indicating	 the	 best	 reliability	 of	 these	 findings.	 	 Pathological	 differences	between	 the	 two	subject	groups	were	shown	to	be	significant	 in	all	 cases,	as	were	 the	region	pairings.	 	Region	pairs	were	also	found	to	be	significant	for	all	frequency	bands,	with	theta	band	showing	the	clearest	ability	to	differentiate	between	signal	types	given	the	 lowest	 significances	 for	 both	 the	 variable	 of	 region	 pairings	 and	 pathological	condition.	 	 For	 the	 first	 time	 in	 this	 study,	 the	 most	 significant	 differences	 with	individual	multiple	 comparison	 corrections	with	 ANOVA2	 on	 the	 region	 pair	 variable	were	found	to	be	from	the	most	distant	regions	of	the	frontal	to	occipital	regions.		Again,	as	with	 the	 38	 electrode	 pairs,	 no	 Student’s	 t	 test	 significances	 remained	 after	 either	Bonferroni	 or	Holm-Bonferroni	 corrections.	 	 Indeed	no	 region	pairs	were	 found	 to	be	significant	at	all	with	Student’s	t	test	with	the	lowest	significance	of	p=0.0263	for	frontal	to	left	temporal	theta	coherence.			As	coherence	is	known	to	be	strongly	affected	by	VC	(Nunez	et	al.,	1997),	these	results	must	be	viewed	with	caution,	as	the	effect	of	VC	has	not	been	mitigated	in	any	way	in	the	results	 described	 above.	 	 Coherence	 results	 with	 VC	 mitigation	 using	 CSD	 still	 had	 a	majority	of	 coherences	 for	AD	patients	higher	 than	 those	of	 control	 subjects	except	 in	the	alpha	band,	where	this	trend	was	predominately	reversed.		This	focus	on	the	alpha	band	was	 not	 seen	without	 CSD	 pre-processing	 but	 is	more	 in	 agreement	with	 other,	previously	published	methods	with	coherence	of	AD	EEG	signals	(McBride	et	al.,	2013;	Locatelli	 et	 al.,	 1998;	 Dunkin	 et	 al.,	 1994;	Wada	 et	 al.,	 1998a,	 b;	 Fonseca	 et	 al.,	 2011;	Adler,	Brassen	and	Jajcevic,	2003).		Maximum	coherences	focused	on	electrode	pairs	P3-T5,	 P4-T6	 and	 T4-T6	 and	minimal	 between	 frontal	 and	 parietal	 or	 temporal	 regions.		This	 lowering	 of	 coherence	 with	 increasing	 distance	 was	 explicitly	 noted	 in	 other	
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published	studies	(Locatelli	et	al.,	1998;	Sankari,	Adeli	and	Adeli,	2011)	with	the	location	of	the	lowest	coherences	closest	to	results	described	by	Wada	et	al.	(1998a).				Significances,	as	measured	by	ANOVA2,	were	most	changed	for	the	delta	frequency	band	from	 those	without	 CSD,	with	 the	magnitude	 of	 the	 change	decreasing	with	 increased	signal	 frequency.	 	 This	 may	 suggest	 that	 the	 impact	 of	 VC	 was	 greatest	 in	 the	 lower	frequency	 bands.	 	 One	 significant	 interaction	 in	 the	 gamma	 band	 was	 seen.	 	 This	indicates	 that	 there	 was	 some	 influence	 between	 the	 two	 variables	 and	 limits	 the	reliability	of	these	specific	significances.	 	In	all	cases,	the	pathology	of	the	subjects	was	found	to	be	significant,	while	only	delta	electrode	pairs	were	found	to	not	be	significant.		Overall,	 however,	 all	 significances	 decreased.	 	 The	 trend	 of	 more	 focused	 results	continued	with	multiple	 comparison	 corrections.	 	With	 ANOVA2	multiple	 comparison	corrections	 for	 multiple	 electrode	 pairs,	 frontal	 and	 parietal	 to	 temporal	 connections	were	found	to	be	most	significant	though	no	Student’s	t	test	significances	remained	after	either	Bonferroni	or	Holm-Bonferroni	corrections.	These	 results	were	 the	 least	normally	distributed	 across	 all	 signal	 frequencies	 though	again,	overall,	were	predominately	normally	distributed.	 	 Indeed,	all	 coherence	results	are	 found	 to	 be	 the	 least	 normally	 distributed	 in	 this	 entire	 study.	 	 As	 the	 only	 linear	method	 contained	 in	 this	 study	 it	 is	 suggested	 that	 this	may	 be	 the	 cause	 behind	 this	unusual	result	distribution	and	may	be	caused	by	some	interaction	between	the	 linear	aspects	 of	 the	 coherence	method	 and	 the	non-linear	 aspects	 of	 the	EEG	 signals	 under	test.			As	 previously	 applied	 methods	 to	 this	 AD	 EEG	 database	 have	 all	 been	 univariate	 in	nature,	comparison	of	these	coherence	results,	and	those	of	any	other	bivariate	method,	cannot	be	directly	carried	out.		This	is	the	main	reason	that	coherence	has	been	applied	to	this	database,	as	an	example	of	a	traditional	bivariate	signal	processing	method	often	applied	to	EEG	AD	databases	to	allow	for	result	comparisons	and	evaluations.		However,	some	indirect	comparisons	can	be	reached,	especially	with	ANOVA	results.		Without	CSD	pre-processing,	 the	 few	 statistically	 significant	 electrodes	 were	 within	 many	 of	 the	ranges	 of	 statistically	 significant	 results	 previously	 published	 with	 this	 dataset.		However	the	minimum	of	p=0.0004	seen	with	F4-T6	with	gamma	frequencies	and	P4-T6	with	 theta	 frequencies	 is	 much	 more	 significant,	 matching	 previously	 published	significances	 for	 T5	 upper	 slope	 of	 MSE	 (Escudero	 et	 al.,	 2006)	 and	 P3	 AMI	 rate	 of	decrease	(Abasolo	et	al.,	2008)	and	is	only	improved	over	with	Fp1	upper	slope	of	MSE	(Escudero	 et	al.,	 2006)	 and	O2	 and	 P3	with	 binary	 symbolic	 sequence	 decomposition	with	Shannon’s	entropy	(Tosun	et	al.,	2014).		Thus,	any	bivariate	results	that	improve	on	these	CSD	coherence	results	are	in	line	with	these	optimal	univariate	results.	
8.1.4 Distance	based	bivariate	Lempel-Ziv	complexity	As	 the	dLZC03	method	applied	 in	 this	 study	had	only	been	applied	 to	phylogenic	 tree	construction	(Otu	and	Sayood,	2003),	investigation	was	first	commenced	with	a	range	of	non-linear	 pairs	 of	 signals	 with	 differing	 coupling	 strengths	 that	 have	 been	 made	available	 through	 the	HERMES	 database	 (Niso	 et	al.,	 2013).	 	 Both	 Rossler	 and	 Lorenz	systems	are	chaotic,	dynamic	systems,	though	the	Lorenz	system	is	more	complex	as	it	describes	a	plot	close	to	that	of	a	figure	of	8	over	a	system	rotating	about	a	central	point,	as	described	in	the	Rossler	system.		Given	the	closer	match	of	a	Rossler-Rossler	system	over	a	Rossler-Lorenz	system	with	the	same	coupling	level,	dLZC03	correctly	describes	the	former	with	lower	distance	results	than	the	latter.			Results	for	the	Rossler-Rossler	and	Rossler-Lorenz	coupled	signals	did	not	overlap	with	methods	D1	and	D3	but	did	overlap	with	differing	 levels	of	severity	 for	D2,	D4	and	D4alt.		
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This	 suggests	 that	D1	and	D3	were	most	 sensitive	 to	 the	changes	 in	 the	 two	compared	signals	and	could	clearly	differentiate	between	them	mathematically	where	as	the	other	methods	found	this	mathematical	distinction	harder	to	achieve.		In	comparison,	coupling	level,	 especially	 within	 the	 Rossler–Rossler	 signal	 comparisons,	 was	 more	 clearly	distinguished	by	D2,	D4	and	D4alt	over	D1	and	D3.		For	Rossler-Lorenz	systems,	however,	this	was	not	seen,	suggesting	preservation	of	coupling	level	within	the	mathematics	was	overshadowed	by	the	greater	differences	between	the	two	signals.	 	The	small	range	of	the	results	from	no	coupling	to	complete	coupling	further	suggests	that	this	method	may	be	more	suited	 to	wide	ranging	signal	 comparisons	 rather	 than	small	 changes	such	as	the	differences	in	EEG	patterns	in	these	two	subject	groups.		However,	the	range	seen	by	D3	is	the	largest	of	all	seen,	reaching	40%	of	the	maximum	result,	 indicating	that	there	may	be	good	delineation	with	certain	signal	types.			All	results	from	D2,	D4	and	D4alt	were	within	the	range	of	0	to	1,	 fulfilling	this	aspect	of	result	normalisation.		However,	the	pattern	of	results	with	increasing	couplings	did	not	remain	 the	 same	 except	 for	 D4	 with	 Rossler-Lorenz	 coupling.	 	 Furthermore	 these	discontinuations	in	result	patterns	were	significant,	showing	almost	complete	reversal.		In	this	way,	normalisation	in	full	was	not	achieved	by	any	of	the	methods	described	by	Otu	 and	 Sayood	 (2003).	 	 This	 is	 most	 likely	 attributed	 to	 the	 normalisation	denominators	altering	results	 in	different	magnitudes	rather	 than	simply	scaling	 them	down.	The	failure	of	method	D4	as	a	distance	measure	is	a	significant	deviation	from	the	results	and	mathematical	 proofs	 of	 the	 seminal	 paper	 (Otu	 and	 Sayood,	 2003).	 	 This	 is	most	likely	 due	 to	 the	 directionality	 of	 the	 LZC	 method,	 which	 identifies	 component	sequences	 from	 left	 to	 right	 altering	 the	 denominator	 depending	 on	 the	 forward	 or	backward	 pairing	 of	 the	 electrodes.	 	 The	 numerator	 alone	 performing	 correctly	 as	 a	distance	 measure	 with	 method	 D3	 further	 supports	 this	 cause.	 	 This	 noticeable	difference	 in	 denominator	 is	 more	 significant	 in	 this	 study	 over	 the	 phylogenic	 tree	construction	of	Otu	and	Sayood	(2003)	due	to	the	greater	variations	 in	EEG	signals.	 	A	more	robust	and	detailed	pattern	identification	method	such	as	the	modification	to	LZC	described	in	1978	(Ziv	and	Lempel,	1978)	may	be	more	successful	utilising	method	D4	due	to	more	rigorous	pattern	choice	rules.	The	incomplete	normalisation	of	methods	D2	and	D4alt	as	seen	in	synthetic	signal	testing	was,	once	again,	seen	with	the	EEG	database	as	patterns	of	results	were	not	preserved.		This	 increased	 level	 of	 result	 distortion	 through	 normalisation	 highlights	 the	subjectability	of	 any	denominators,	when	combined	with	 the	 issues	 seen	with	method	D4alt;	 something	 that	was	 less	 significant	with	 simple	 signal	patterns	 (Otu	and	Sayood,	2003).		Predominately	 increased	 control	 distances	 indicate	 increased	 differences	 in	 the	 two	compared	signals	for	control	subjects	over	AD	patients.		This	is	in	agreement	with	most	published	 studies	 comparing	 EEG	 signals	 of	 AD	 patients	 and	 controls.	 	 In	most	 cases,	results	 of	 AD	 patients	 with	 larger	 distances	 than	 controls	 produce	 such	 results	 that	there	 is	actually	significant	overlap	when	the	SD	 is	 included	as	a	 factor.	 	This	suggests	that	 this	 is	 due	 in	 part	 to	 subject-to-subject	 variation	 with	 an	 amount	 of	 overlap	between	 the	 results	 from	 both	 the	 control	 and	AD	 patients	 in	 those	 cases.	 	 Given	 the	randomised	nature	of	 the	results	 in	D2	and	D4alt	 in	comparison	to	the	results	of	D1	and	D3,	the	findings	of	these	results	should	be	viewed	with	less	significance	than	those	of	D1	and	 D3	 as	 results	 that	 have	 clearly	 been	 arbitrarily	 affected	 by	 the	 method	 of	 signal	analysis	above	and	beyond	the	signal	under	analysis.	 	ANOVA2	results	 further	support	the	 clear	 destruction	 of	 information	 influenced	 by	 the	 pathological	 condition	 of	 the	
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subjects	contained	in	the	EEG	signal,	the	information	that	is	most	significant	to	preserve	within	this	study.			Within	 D1	 and	 D3,	 electrode	 T4	 is	 always	 present	 in	 higher	 AD	 distance	measures	 in	comparison	to	controls.		The	unusual	results	at	electrode	T4	has	been	seen	before	with	other	methods	 applied	 to	 this	 EEG	 database.	 	 These	 include	 SampEn,	where	AD	were	found	to	have	a	higher	entropy	than	controls	(Abasolo	et	al.,	2006),	ApEn	where	again	AD	were	found	to	have	a	higher	entropy	than	controls,	and	AMI	rate	of	decrease	where	AD	patients	were	found	to	have	a	slower	rate	of	decrease	then	controls	(Abasolo	et	al.,	2008).	The	 38	 electrode	 pairs	 used	 to	 investigate	 the	 information	 transition	 of	 dLZC03	successfully	 demonstrated	 the	 key	 trends	 seen	 with	 all	 120	 electrode	 pairs,	 which	suggests	 that	 these	 electrode	 pairs	 include	 key	 electrodes	 while	 removing	 electrodes	which	 contain	 more	 spurious	 signal	 recordings.	 	 This	 included	 the	 similarity	 and	stability	 of	 D1	 and	 D3,	 the	 shuffled	 and	 complex	 nature	 of	 results	 with	 D2	 and	 D4alt,	increased	 control	 distances	 overall,	 reduced	 anterior	 distances	 in	 comparison	 to	posterior	 distances	 and	 further	 increased	 for	 distant	 electrode	 pairs.	 	 ANOVA2	significances	for	both	electrode	pairs	and	the	pathological	differences	between	the	two	subject	 types	are	reduced,	 in	some	 instances	causing	variables	 to	become	 insignificant	statistically.	 	 Indeed,	 the	pathological	condition	of	 the	subjects,	 the	key	 interest	of	 this	study,	 are	 found	 to	 be	 insignificant	 with	method	 D2	 and	 D4alt.	 	 Occipital,	 parietal	 and	temporal	 electrodes	 were	 found	 to	 be	 more	 distinctly	 significant	 electrodes	 with	ANOVA2	 multiple	 comparison	 analysis,	 reinforcing	 the	 reliability	 of	 the	 results	 with	these	electrodes.		As	the	electrode	pairs	themselves	are	not	changed,	statistical	analysis	of	ANOVA	is	not	changed.		Multiple	comparison	analysis	still	found	no	significance,	even	with	the	reduced	number	of	comparisons.	Region	 analysis	 results	 also	 identified	 higher	 control	 distances	 for	 D1	 and	 D3.		Conformity	was	 also	 reached	with	D2	 and	D4alt,	where	AD	 distances	were	 found	 to	 be	higher	than	those	of	control	subjects.		As	many	results	have	been	combined,	the	reduced	definition	 is	 not	 unexpected.	 	 However,	 the	 pattern	 seen	 with	 D1	 and	 D3	 is	 retained	within	the	results.		A	more	consistent	pattern	is	seen	for	the	first	time	with	D2	and	D4alt	of	 the	 reverse	 findings	 for	 D1	 and	D3.	 	Without	 the	 findings	 and	 statistical	 analysis	 of	previous	dLZC03	 results,	 there	 is	 little	 support	 that	 these	 reversed	 findings	 of	D2	 and	D4alt	 should	 be	 discredited.	 	 Only	D2	 provides	 some	 results	with	 unusual	 distributions	and	all	results	were	found	to	be	homogeneous.		With	ANOVA2,	statistical	significance	for	both	 region	 pairs	 and	 the	 pathological	 condition	 of	 the	 subjects	 was	 the	 lowest	 seen	with	 dLZC03,	 again	 indicating	 the	 reduced	 distinction	 brought	 by	 averaging	 many	results.	 	 The	 choice	 of	 region	 pairings	 is	 not	 significant	 for	 any	method,	 nor	 are	 any	found	 to	 be	 significantly	 unique	 with	 ANOVA2	 multiple	 comparison	 analysis.	 	 This	suggests	 that	 the	regions	themselves	are	not	 in	an	optimised	 form	for	 this	analysis.	 	 It	may	be	 that	 either	more	 regions	or	 a	differing	pattern	of	 separation	may	 create	more	significant	 region	differences.	 	Pathological	 condition	of	 the	 subjects,	however,	 remain	the	 most	 significant	 factor	 overall,	 especially	 with	 D1	 and	 D3.	 	 This	 reduction	 of	significance	 is	 also	 seen	 with	 univariate	 ANOVA	 results,	 with	 a	 multiple	 comparison	factor	 of	 only	 10	 not	 indicating	 significant	 region	 pairings	 due	 to	 a	 large	 increase	 in	significance	 results	with	 Student’s	 t	 test.	 	 It	 is	 important	 to	 note,	 however,	 that	 these	univariate	ANOVA	results	do	show	noticeably	more	significance	of	results	for	D1	and	D3	overall	in	comparison	to	D2	and	D4alt.	Given	the	impact	of	VC	on	coherence,	the	results	of	dLZC03	will	not	be	compared	with	coherence	here	but	both	will	be	compared	with	CSD	pre-processing	later	in	this	chapter.	
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8.1.5 Distance-based	bivariate	Lempel-Ziv	complexity	normalisation	studies	The	issue	of	normalisation	for	dLZC03	is	one	of	the	most	important	in	expanding	the	use	of	 these	 methods	 for	 more	 complex	 signal	 types.	 	 Negative	 results	 seen	 with	normalisation	methods	one	and	four	were	due	to	unequal	normalisation	denominators	based	on	the	individual	normalisations	of	differing	pattern	lengths.		The	high	results	of	normalisation	 five	 also	 remove	 this	 option	 as	 a	 successful	 distance	 measure.		Normalisation	 methods	 two	 and	 three	 were	 successful	 in	 replicating	 the	 pattern	 of	results	seen	when	un-normalised	within	a	range	of	0	to	1.			When	applied	to	the	EEG	AD	database,	normalisation	method	one	was	the	only	method	to	 produce	 negative	 results,	 all	 with	 D3.	 	 The	 same	 normalisation	 method	 produced	more	control	means	lower	than	those	of	AD	both	for	D1	and	D3	with	64	and	105	of	120	respectively	in	this	pattern.		However,	SD	indicates	that	the	results	for	both	control	and	AD	subjects	overlap	significantly.		Maximum	distances	were	found	between	frontal	and	temporal	regions	on	opposing	sides	of	the	brain.		Minimum	distances	were	found	in	the	occipital	region	between	neighbouring	electrodes	with	a	few	low	distances	in	the	frontal	areas.	 	 These	 distance	 results	 show	 increasing	 differences	 in	 signals	 with	 increasing	geographical	distance	with	both	AD	and	control	subjects.	Normalisation	methods	two	to	five	all	produced	results	within	the	range	of	0	to	1	with	no	 negative	 results,	 indicating	 the	 increased	 stability	 of	 these	 normalisation	methods	over	 normalisation	 method	 one.	 	 SD	 of	 the	 control	 and	 AD	 patient	 results	 indicate	 a	reduced	 overlapping	 of	 distance	 results	 for	 the	 two	 subject	 groups	 than	 with	normalisation	method	one.		The	reduction	of	control	subjects	with	lower	mean	distances	is	also	supportive	of	 this	 increased	alignment	 to	previously	published	results.	 	Lowest	distance	measures	were	 found	 in	 the	 frontal	 parietal	 electrode	 pair	with	 other	 lower	results	 from	 the	 surrounding	 area.	 	 Maximum	 distance	measures	 for	 control	 subjects	and	AD	patients	focused	on	slightly	different	areas	of	the	brain,	towards	the	central	line	of	the	brain	with	control	subjects	and	across	to	the	opposing	side	of	the	brain	with	AD	patients.	 	However,	 ranges	of	 results	 remained	around	30%	 for	 all	 four	normalisation	methods.	Statistical	 analysis	 further	highlights	 the	difference	of	normalisation	method	one	 from	all	 others.	 	 Results	 were	 found	 to	 be	 notably	 more	 skew	 and	 heterogeneous	 in	distribution	 and	 pathological	 differences	 in	 subjects	 were	 found	 to	 not	 be	 significant	with	D1	and	less	significant	than	the	electrode	pairs	with	D3.		With	ANOVA,	no	electrode	pairs	were	found	to	be	significant	with	D1	but	the	optimal	significance	is	seen	with	D3.		These	results	are	similar	to	those	seen	with	D2	and	D4alt,	with	results	arbitrarily	modified	by	 signal	 lengths.	 	 Thus	 results	 of	 this	 normalisation	 method	 should	 be	 viewed	 as	unreliable	for	understanding	the	EEG	signals	of	AD	patients.			Pathological	 condition	 of	 the	 subjects	 was	 found	 to	 be	most	 significant	 as	 a	 variable,	above	 the	electrode	pairs	 chosen	which	was	also	 found	 to	be	 significant	with	 the	 four	most	reliable	normalisation	methods.		Taken	together,	both	synthetic	normalisation	and	EEG	normalisation	results	 suggest	 that	methods	 two	and	 three	be	 the	most	promising	for	 normalising	 the	 method	 of	 dLZC03	 with	 methods	 one,	 four	 and	 five	 showing	indications	of	unreliable	normalisation	patterns.			
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8.1.6 Volume	Conduction15	The	 differences	 between	 the	 results	 of	 dLZC03	 analysis	 with	 and	 without	 CSD	 pre-filtering	are	able	 to	 identify	 the	effect	of	VC	on	dLZC03.	 	Overall	 the	results	 from	both	control	 and	AD	 subjects	 are	more	mixed	 than	without	CSD.	 	 Patterns	of	 results	 for	D2	and	D4alt	 again	did	not	 follow	the	patterns	with	D1	and	D3	respectively.	 	SDs	were	also	larger	with	CSD	than	without.		The	trends	of	greater	means	are	retained,	though	with	a	lower	percentage	of	cases,	with	control	means	greater	than	AD	means	for	D1	and	D3	and	reversed	for	D2	and	D4alt.		Most	noticeable	are	the	changes	to	results	towards	the	front	of	the	brain,	with	the	almost	method	wide	lowest	distance	measure	at	Fp1-Fp2	reduced	to	one	instance	with	AD	D4alt.		Again	focusing	on	D1	and	D3,	the	pattern	of	dLZC03	results	is	more	 region	 focused,	 allowing	 for	 clearer	 differences	 in	 patterns	 between	 the	 AD	patients	 and	 control	 subjects,	 with	 AD	 patients	 lowest	 in	 neighbouring	 parietal	electrodes	and	highest	in	neighbouring	temporal	electrodes	but	controls	highest	across	the	occipital	and	temporal	regions	and	lowest	across	the	rear	frontal	electrodes.			Statistically,	 the	 significance	 of	 results	 was	 reduced	 with	 CSD	 pre-processing	 for	pathological	conditions,	except	for	D2,	but	remained	similar	for	the	electrode	pairs.	 	As	the	only	change	was	CSD,	this	was	to	be	expected.		A	significant	interaction	between	the	pathological	condition	and	the	chosen	electrode	pairing	for	D4alt	is	unusual	and	strongly	supports	 the	unreliability	 of	 this	method	on	 analysing	 the	EEG	 signals	 of	AD	patients.		Multivariate	 analysis	 further	 highlighted	 the	 shift	 of	 significant	 differences	 from	 the	frontal	regions	without	CSD,	specifically	electrodes	Fp1	and	Fp2,	to	the	parietal	occipital	and	temporal	regions.		It	also	highlights	the	increased	difference	of	results	between	AD	patients	 and	 controls	 for	 neighbouring	 electrode	 pairs	 with	 CSD	 pre-processing	 over	distant	electrode	pairs.	In	 comparison,	 with	 CSD	 pre-processing,	 coherence	 results	 became	 more	 consistent.		Differences	 here	 with	 dLZC03	 were	 smaller	 between	 those	 with	 and	 without	 CSD	 in	comparison	 to	 those	 with	 and	 without	 CSD	 for	 coherence.	 	 In	 both	 dLZC03	 and	coherence,	 significances	dropped	 for	 the	 variable	 of	 pathological	 condition	of	 subjects	by	a	similar	amount.		For	electrode	pairs,	the	significance	drop	was	markedly	greater	in	the	case	of	electrode	pairs,	suggesting	that	the	effect	of	VC	on	dLZC03	was	less	than	that	seen	with	coherence.		This	supports	the	similar	results	of	dLZC03	with	and	without	CSD.		The	 significant	 reduction	 of	 significance	 of	 the	 frontal	 electrode	 pairs	 seen	 with	coherence	 upon	 the	 application	 of	 CSD	 was	 not	 seen	 in	 dLZC03	 where,	 again,	 the	significances	with	ANOVA2	multicomparison	for	electrode	pairs	was	similar	to	that	seen	without	CSD.		Here	the	previously	seen	trend	was	retained.		With	univariate	ANOVA,	the	number	 of	 statistically	 significant	 electrode	 pairs	 rose	 significantly	 from	 five	 to	 18	though	the	significance	did	not	increase	enough	for	electrode	pairs	to	remain	significant	after	 multiple	 comparison	 corrections.	 	 The	 reverse	 was	 seen	 with	 dLZC03	 as	 the	number	of	significant	electrode	pairs	decreased	with	the	application	of	CSD.	 	However,	in	 some	 cases	 the	 actual	 significance	 rose,	 increasing	 the	 maximum	 statistically	significant	difference	overall	 to	p=0.0003	 for	P3-T4	D4alt	 in	comparison	 from	p=0.0016	with	Fp1-P3	with	D3.	
																																								 																					
15	This	 chapter	 contains	 the	products	of	 joint	 research	between	myself	 and	Paul	Sauseng,	who	viewed	the	 initial	results	and	suggested	that	 the	changes	 in	results,	while	significant	enough	to	recommend	the	continued	use	of	CSD	with	any	bivariate	method,	did	not	significantly	affect	the	outcome	of	the	results	
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These	 results	 suggest	 that	 the	 statement	 by	 Babiloni	 et	 al.	 (2011)	 is	 not	 completely	correct.	 	These	results	suggest	 that	more	modern	techniques	may	be	 less	subjective	to	the	 impact	of	VC	but	 that	 this	 statement	cannot	be	made	 for	any	bivariate	or	partially	multivariate	method	without	explicit	study	to	prove	or	disprove	it	in	each	case.			
8.1.7 Distance	 based	 bivariate	 Lempel-Ziv	 complexity	 with	 volume	 conduction	
mitigation	and	band	pass	pre-filtering	With	 bandwidth	 reduction	 of	 GJ	 filtering	 as	well	 as	 CSD	 in	 the	 pre-processing	 stages,	dLZC03	was	again	applied	 to	 the	EEG	AD	database.	 	There	was	a	clear	 focus	of	results	with	AD	means	greater	 than	 control	means.	 	A	 similar	 focus	was	 seen	with	univariate	LZC	analysis	with	GJ	pre-filtering.		This	was,	however,	shifted	towards	higher	frequency	ranges	within	bivariate	results	over	univariate	results.		Bivariate	results	were	also	more	consistent	across	all	electrode	pairings.		This	strong	trend	suggests	that	the	differences	between	AD	EEG	signals	and	control	EEG	signals	have	a	frequency	shift	component,	as	has	 already	 been	 reported	 in	 numerous	 studies,	 such	 as	 with	 this	 EEG	 AD	 database	(Abasolo	et	al.,	2008).		Again	methods	D2	and	D4alt	only	showed	partial	normalisation	of	methods	D1	and	D3	respectively	by	reducing	results	to	the	range	of	0	to	1	but,	in	doing	so,	noticeably	altering	the	pattern	of	results.		ANOVA2	 results,	 especially	 for	 pathological	 diagnosis	 of	 the	 subjects,	 reached	 levels	significantly	higher	than	seen	both	with	dLZC03	previously	but	with	any	other	previous	results.	 	 ANOVA2	 results	 for	 electrode	 pairs	 were	 comparable	 to	 the	 results	 from	coherence	 with	 CSD	 pre-filtering.	 	 These	 increased	 significances	 again	 focus	 on	 low	frequencies	 with	 a	 bandwidth	 of	 between	 4-10Hz,	 including	 mainly	 theta	 and	 alpha	bandwidth	signals.		Optimum	bandwidths	for	both	D1	and	D3	start	in	the	range	of	3-4Hz,	matching	 the	 optimal	 coherence	 frequencies	 in	 some	 studies	 (Adler,	 Brassen	 and	Jajcevic,	 2003;	 Sankari,	 Adeli	 and	Adeli,	 2011).	 	 The	 statistical	 significance	 of	 some	 of	these	 highly	 significant	 terms	 correlate	 with	 statistically	 significant	 interactions	between	the	electrode	pairs	and	pathological	condition,	most	prevalent	to	the	lower	end	of	this	optimal	frequency	band.		In	these	cases	the	reliability	of	the	ANOVA2	results	for	both	 variables	may	 be	 influenced	 by	 the	 other	 and	must	 be	 seen	 as	 a	 suggestion	 of	 a	trend	 rather	 than	 reliable	 results.	 	 However	 this	 trend	 fully	 supports	 the	 increasing	significance	of	the	differences	in	these	regions.			Optimal	 ANOVA2	 results	 are	 further	 supported	 by	 optimal	 univariate	 Student’s	 t	 test	significances.	For	univariate	GJLZC,	optimum	significance	of	p=2.5x10-5	was	found	with	P3	 and	 O1	with	 an	 optimal	 significance	 of	 p=3.5x10-4.	 	 For	 GJ	 CSD	 dLZC03,	 optimum	significances	 rose	 to	 F7-T6	 3-9Hz,	 with	 p=5.14x10-7	 and	 p=5.17x10-7	 for	 D3	 and	 D1	respectively.	 	The	results	seen	between	C3-T3	D4alt,	although	more	significant,	may	not	be	 reliable	 due	 to	 the	 unusual	 normalisation	 patterns	 in	 comparison	 to	 D3.	 	 These	significances	 are	more	 comparable	 to	 those	 seen	 with	 studies	 by	 Galeglo-Jutgla	 et	 al.	(2012,	 2015a,b).	 	 A	 number	 of	 results	 were	 found	 to	 remain	 significant	 with	 both	Bonferroni	and	Holm-Bonferroni	corrections.		These	further	support	the	significance	of	the	low	frequencies	in	bandwidths	between	4-10Hz.			Interaction	electrode	pairs	showed	a	greater	range	of	bandwidths	with	reduced	control	means	over	AD	means.	 	These	were,	however,	focused	in	the	same	area	as	with	all	120	electrode	 pairs.	 	 A	 further	 area	 of	 inversion	 was	 apparent	 in	 results	 containing	 high	frequency	 components	 from	 the	 tested	 range.	 	 This	 secondary	 area	 may	 indicate	 a	further	band	of	frequencies	that	carry	key	differences	between	AD	patients	and	controls	EEGs	 or	 may	 indicate	 the	 increasing	 unreliability	 of	 information	 within	 these	frequencies.	 	Method	D2	 especially	 produced	 results	 that	were	 both	 significantly	 non-normal	 and	 heteroscedastic	 across	 a	 wide	 range	 of	 bandwidths,	 especially	 focused	
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towards	higher	initial	frequency	bandwidths.		While	overall	these	results	were	found	to	be	predominately	normally	distributed	and	homoscedastic,	ANOVA2	and	ANOVA	results	for	D2,	especially	for	higher	initial	frequency	bandwidths,	may	not	be	reliable.		Given	the	poor	normalisation	of	both	D2	and	D4alt	with	this	electrode	selection	this	also	suggests	all	statistical	analysis	for	these	two	methods	may	be	measuring	some	difference	in	the	EEG	signals	not	due	to	either	the	electrode	pairs	or	the	pathology	of	the	subjects.	 	ANOVA2	and	ANOVA	results	for	these	38	pairs	were	lower	than	with	all	120	pairs,	with	maximum	significances	half	of	those	with	the	120	electrode	pairs.	 	However,	trends	in	the	results	were	 preserved.	 	 The	 number	 of	 statistically	 significant	 interaction	 terms	 dropped	 in	accordance	with	this	decrease	of	significance.	 	Statistical	significance	with	ANOVA	was	also	 reduced	 by	 approximately	 a	 power	 of	 10.	 	 Again	 patterns	 of	 results	 remained	similar	 to	 those	 seen	with	 all	 120	 electrode	 pairs.	 	 Some	 results	 remained	 significant	with	both	Bonferroni	and	Holm-Bonferroni	corrections	for	38	comparisons.	Region	 analysis	 identified	 most	 clearly	 the	 different	 trends	 of	 larger	 means	 between	control	and	AD	subjects.	 	Especially	 in	 the	case	of	D1,	more	means	were	higher	 for	AD	subjects	 than	 controls	 in	 more	 than	 half	 the	 tested	 cases.	 	 However,	 patterns	 in	 the	differences	 in	 these	 means	 again	 strongly	 support	 that	 key	 differences	 between	 AD	patients	and	controls	include	a	frequency-based	change.		The	least	normally	distributed	and	 most	 heteroscedastic	 results	 from	 this	 study	 were	 found	 in	 this	 case,	 with	 all	methods	 identifying	 bandwidths	 which	 were	 more	 predominantly	 skewed	 or	heteroscedastic	than	not.	 	Though	results	were	predominately	found	to	be	normal	and	homoscedastic,	 statistical	 results	 for	 bandwidths	 where	 this	 was	 found	 not	 to	 be	 the	case	should	be	viewed	with	caution.		This	is	especially	true	for	results	from	methods	D2	and	D4alt	due	to	high	numbers	of	these	instances.				Very	 few	 statistically	 significant	 interactions	were	 seen	with	ANOVA2	between	 region	pairs	 and	 the	 pathological	 condition	 of	 subjects.	 	 This	 could,	 again,	 be	 due	 to	 another	decrease	in	significance	levels	from	the	interactional	study	of	38	electrode	pairs,	given	that	the	overall	trend	of	these	results	match	those	of	both	38	and	120	electrode	pairs.		It	is	important	to	note	that	these	reduced	ANOVA2	significances	are	still	within	the	ranges	seen	 with	 coherence	 and	 dLZC03	 without	 these	 two	 pre-processing	 elements,	suggesting	 that	 the	 loss	 of	 specificity	 by	 grouping	 electrodes	 into	 regions	 may	 be	balanced,	in	this	instance,	by	the	increase	of	specificity	due	to	decreasing	the	sizes	and	ranges	of	the	bandwidths	under	test.		Unlike	ANOVA2,	Student’s	t	test	significances	were	not	 much	 reduced	 from	 those	 seen	 with	 38	 electrodes,	 though	 the	 number	 of	statistically	significant	region	pairs	did	decrease.		Multiple	comparison	corrections	with	both	Bonferroni	 and	Holm-Bonferroni	methods	also	 indicated	 significant	 region	pairs-the	only	significant	region	pairs	of	this	study	with	multiple	comparison	corrections.	
8.1.8 Clinical	Relevance	of	signal	processing	results	In	 results	 from	 all	 methods	 there	 are	 clear	 demonstrations	 of	 the	 loss	 of	 signal	complexity	overall	in	AD	EEG	signals	over	those	of	control	subjects.		In	some	cases	these	are	 found	 to	 be	more	 clearly	 defined	 than	 in	 others.	 	 This	 loss	 of	 signal	 complexity	 is	seen	 by	many	 as	 an	 indication	 of	 the	 decreased	 information	 propagation	 through	 the	brain	(Dauwels	et	al.,	2011)	caused	by	the	degeneration	of	both	neurones	and	synapses	in	 both	 the	 medial	 temporal	 and	 cortical	 areas	 of	 the	 brain	 (Blennow,	 de	 Leon	 and	Zetterberg,	2006).			In	 the	 case	 of	 any	 of	 the	 hypothesis	 mentioned	 in	 chapter	 2	 for	 AD,	 including	 the	amyloid	 cascade	 hypothesis	 (Hardy	 and	 Selkoe,	 2002),	 tau	 hyperphosphorylation	reducing	axial	signal	transport	(Iqbal	et	al.,	2005)	or	disconnection	syndrome	due	to	the	loss	of	neurone	connections	(Delbeuck,	Van	der	Linden	and	Collette,	2003),	supporting	
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evidence	would	 be	 found	 in	 the	 increased	 difference	 of	 signals	 between	more	 distant	signal	pairs.	 	The	 studies	of	 this	PhD	 thesis	 are	unable	 to	provide	 results	 that	may	be	used	 to	 support	or	dismiss	any	one	of	 these	 theories	 individually.	 	However,	bivariate	results	can	be	used	to	support	or	disprove	the	ease	of	propogation	of	information	across	the	 brain.	 	 Wide	 bandwidth	 results	 do	 not	 support	 this	 theory,	 indicating	 that	information	across	the	brains	of	AD	patients	is	more	similar	than	in	controls,	supported	by	 both	 dLZC03	 and	 coherence	 results.	 	 However,	 with	 more	 specific	 bandwidths,	reduced	 information	 transition	 is	 supported	 by	 evidence	 in	 specific	 frequency	 bands.		This	includes	alpha	band	signals	with	coherence	results	and	similar	from	GJ	CSD	dLZC03	results.	 	 	 One	 further	 supporting	 element	 of	 results	 are	 the	 repeated	 increased	significance	of	distant	electrodes	in	the	38	information	transition	electrode	pairs	which	further	 suggests	 transfer	of	 information	across	greater	distances	are	more	affected	by	AD	than	closer	distances.			AD	 is	known	to	alter	 the	pathology	of	 the	 frontal,	parietal	and	temporal	regions	of	 the	brain	 with	 other	 areas	 often	 left	 relatively	 untouched	 (Minati	 et	 al.,	 2009).	 	 These	changes	are	strongly	supported	by	PE	results	where	statistically	significant	differences	focused	on	 the	 frontal	area	and	one	 temporal	electrode,	T4.	 	GJ	LZC	results	also	 found	the	majority	of	statistically	significant	results	from	these	three	areas	over	all	frequencies	for	 frontal	 and	 temporal	 electrodes	 and	 towards	 lower	 frequencies	 for	 parietal	electrodes.	 	 Highly	 statistically	 significant	 results	 were	 also	 occasionally	 found	 with	other	electrodes,	however,	such	as	C4	attaining	the	maximum	seen	accuracy.		Bivariate	results	are	less	focused	on	these	three	key	areas	for	AD	with	pairs	spanning	all	areas	of	the	brain.		Indeed	the	statistically	significant	pairs	often	either	start	or	end	in	this	region	and	span	outside	 it.	 	 If	 changes	are	 found	 in	AD	 in	 these	regions	but	not	outside	 them	this	would	be	in	agreement	with	these	areas	of	AD	focus,	while	pairs	either	completely	within	 or	 without	 having	 similar	 proportionalities	 of	 signal	 propagation,	 producing	similar	coherence	and	distance	results	whether	for	an	AD	or	control	signal.	Current	clinical	success	of	AD	diagnosis	is	described	through	sensitivity	and	specificity	results,	 the	 numbers	 of	 AD	 and	 non-AD	 patients	 correctly	 identified.	 	 A	 direct	comparison	 of	 statistical	 results	 with	 ROC	 and	 LOO-CV	 is	 therefore	 possible	 but	 only	relatively	possible	to	describe	for	bivariate	results.		Recently,	no	clinical	thresholds	have	improved	 upon	 the	 65%	 and	 75%	 respectively	 in	 general	 clinic	 (Chui	 and	 Lee,	 2002)	rising	to	70%	and	80%	with	specialist	knowledge	of	AD	and	the	patient	(Knopman	et	al.,	2001).	 	 Both	 SB-LOO-CV	 and	 EB-LOO-CV	 for	 PE	 achieved	 this	 range	 with	 maximum	sensitivities	and	specificities,	 increasing	again	with	GJ	LZC	to	over	90%	for	SB-LOO-CV	and	around	80%	for	EB-LOO-CV.			Comparing	ANOVA	results,	optimal	significance	findings	for	CSD	coherence,	CSD	dLZC03	and	especially	GJ	CSD	dLZC03	are	at	least	as	significant	as	the	univariate	results,	which	were	tested	with	LOO-CV.		This	suggests	that	these	bivariate	results	which	are	found	to	be	 significantly	 statistically	 significant	 achieve	 at	 least	 this	 level	 of	 sensitivity	 and	specificity	and	are,	therefore,	reliably	within	this	suggested	range	for	future	diagnostic	methods,	noticeably	more	successful	than	probable	current	clinical	methods.			
8.1.9 Study	Limitations	There	are	a	number	of	limitations	to	this	study,	which	must	be	identified	and	discussed	as	to	their	impact.			
• All	significances	detailed	directly	relate	to	the	specific	subject	database	used	in	this	study,	consisting	of	22	subjects	equally	split	into	11	AD	patients	and	11	age-matched	 controls,	 further	 described	 in	 chapter	 3.	 	 This	 database	 has	 equal	
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numbers	 of	 subjects	 within	 each	 group,	 allowing	 for	 ease	 of	 comparison,	 and	age-matched	controls	to	ensure	that	the	changes	in	the	EEG	are	not	age	related	(Jeong,	2004).		Even	though	the	size	of	this	database	is	a	good	representation	of	the	 standard	 study	 group	 size	 of	 this	 type,	 this	 database	 is	 too	 small	 to	 be	considered	any	more	than	a	pilot	study.		It	has,	however,	been	previously	shown	that	 many	 published	 results	 on	 AD	 EEG	 signals	 are	 based	 on	 even	 smaller	datasets,	 for	 example	 8	 AD	 and	 three	 age-matched	 healthy	 controls	(Latchoumane	 et	 al.,	 2012),	 three	 AD,	 three	 MCI	 and	 three	 healthy	 controls	(Morabito	 et	 al.,	 2012),	 and	 even	 one	 each	 of	 AD,	 MCI	 and	 healthy	 control	(Labate	et	al.,	2013).		Largest	datasets	include	82	AD,	25	vascular	dementia	and	41	healthy	controls	(Babiloni	et	al.,	2004),	and	103	AD	patients	with	124	healthy	controls	 (B.	Wan	 et	al.,	 2011,	Wan	 et	al.,	 2008).	 	With	 different	 databases,	 the	results	 found	with	 the	methods	 detailed	 in	 this	 PhD	 thesis	would	 be	 likely	 to	change.	 	 These	 differences	 in	 datasets	may	 include	 different	 subjects	with	 the	same	 pathological	 make-up	 but	 may	 also	 include	 differing	 pathological	 cases,	such	as	MCI	or	other	types	of	dementia		
• Further,	 the	quality	of	 the	recordings	contained	in	this	database	may	also	have	been	found	to	 limit	 the	 findings	of	 this	PhD	thesis.	 	This	 includes	the	 impact	of	decisions	at	the	point	of	recording	such	as	initial	filtering,	frequencies	and	A-to-D	conversion	but	also	the	removal	of	artefacts	post-recording	and	the	selection	of	 epochs	 as	 all	 these	methods	 are	 known	 to	 only	 incompletely	 remove	 noise	from	 a	 signal	 (Dauwels,	 Vialatte	 and	 Cichocki,	 2010).	 	 The	 decision	 to	 identify	artefacts	through	the	use	of	a	specialist	clinician	rather	than	BSS	or	ICA	ensures	the	 application	 of	 human	 understanding	 and	 knowledge	 to	 the	 EEG	 but	 does	continue	 to	 include	a	 subjective	person-to-person	variation.	 	 It	 is	 also	possible	slight	impacts	of	pharmaceuticals	or	drowsiness	may	have	been	missed.		Indeed	the	success	of	both	BSS	and	ICA	themselves	is	based	only	on	the	sensitivity	of	the	model	 applied	 (Dauwels,	 Vialatte	 and	 Cichocki,	 2010).	 	 In	 some	 cases,	 often	those	 using	 BSS	 or	 ICA,	 artefact	 contaminated	 sections	 are	 still	 included	 in	analysis	 but	 with	 the	 artefact	 components	 removed.	 	While	 this	 increases	 the	signal	 lengths	 available	 for	 analysis,	 the	 removal	 may	 have	 altered	 the	characteristic	of	that	part	of	the	signal.		A	compromise	between	these	two	issues	is	 the	 checking	 of	 computational	 artefact	 removal	 by	 a	 specialist	 clinician	 and	this	too	has	been	applied	to	similar	studies	(Babiloni	et	al.,	2004).		Especially	in	the	 case	 of	 non-linear	 signal	 analysis,	 the	 assumption	 of	 stationary	 must	 be	addressed	in	the	choice	of	epoch	length	while	ensuring	the	epoch	is	large	enough	for	 reliable	 results	 from	 the	 applied	 signal	 processing	methods.	 	 In	 this	 study,	multiple	 short	 epochs	 were	 utilised	 in	 order	 to	 try	 to	 overcome	 these	assumption	issues.		Other	studies	have	used	different	epoch	lengths	such	as	60s	at	128Hz	(7680	data	points)	(Kang	et	al.,	2015)	and	16s	at	256Hz	(Babiloni	et	al.,	2004).	 	The	use	of	multiple	epochs	has	also	been	regularly	applied,	 such	as	by	Stam,	Nolte	and	Daffershofer	(2007)	where	11	epochs	of	4096	data	points	were	used.	 It	 is	 also	 important	 to	 note	 the	 differing	 recording	 methods	 and	 their	impacts	 on	 signal	 clarity.	 	 Stam,	 Nolte	 and	 Daffershofer	 (2007),	 for	 example,	applied	 16	 A-to-D	 conversion	 to	 a	 signal	 of	 500Hz	 with	 a	 70Hz	 cut	 off,	 later	filtered	 between	 0.5-48Hz.	 	While	 these	 recording	 parameters	 have	 increased	the	 possible	 information	 within	 each	 epoch,	 the	 potential	 for	 noise	 and	contaminants	is	also	increased.			
• With	 the	 poor	 understanding	 of	 the	 mechanisms	 of	 AD	 and	 the	 relationship	between	 the	 changes	 in	 the	 EEG	 signal	 due	 to	 AD	 or	 other	 influences,	 exact	interpretation	of	results	is	significantly	difficult.		By	comparing	results	from	this	PhD	 thesis	 to	 the	 large	 body	 of	 other	 published	 studies	 and	 their	 consensus,	reliability	 in	 the	 interpretation	 of	 results	 due	 to	 EEG	 changes	 in	 AD	 has	 been	improved	 (Jeong,	 2004;	 Dauwels,	 Vialatte	 and	 Cichocki,	 2010;	 Stam,	 2005).		
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Furthermore,	 analysis	 of	 known	 signals	 of	 a	 synthetic	 signal	 database,	 for	instance	 that	 of	 the	 HERMES	 signal	 set	 detailed	 in	 section	 6.2.1-A,	 allows	 for	prior	understanding	of	the	behaviour	of	signal	processing	methods	in	relation	to	particular	signal	characteristics	
• Related	to	the	poor	understanding	of	the	changes	in	the	behaviour	of	the	brain	due	to	AD,	the	method	of	recording	of	the	EEG	in	a	resting	but	awake	state	may	not	be	the	optimum	situation	to	see	differences	 in	the	EEG	signal	that	relate	to	the	changes	in	the	neuronal	structure	of	the	brain	due	to	AD.	 	Some	task	based	EEG	 AD	 studies	 which	 have	 found	 statistically	 significant	 changes	 include	Morison,	 Tieges	 and	Kilborn	 (2013),	 Thurm	 et	al.	 (2013)	 and	Benvenuto	 et	al.	(2002).	 	 It	 may	 be	 found	 in	 future	 studies	 that	 the	 resting	 EEG	 is	 not	 the	optimum	EEG	recording	for	clinical	analysis	of	the	EEG	in	AD.	
8.2 Thesis	Conclusions	This	PhD	thesis	applied	non-linear	signal	processing	to	EEG	signals	of	22	subjects,	11	AD	patients	 and	11	 age-matched	healthy	 controls,	 in	 order	 to	 investigate	 the	 information	these	methods	may	 provide	 in	 addition	 to	 other	 results	 published	with	 similar	 signal	processing	methods	 historically.	 	 The	 EEG	measures	 the	 changing	 electrical	 signals	 of	neurones	within	the	brain	(Steriade	et	al.,	1990)	and	is	seen	as	a	method	able	to	record	information	 about	 changes	 in	 the	 brain	 due	 to	AD	 as	AD	 is,	 itself,	 a	 cortical	 dementia	affecting	 the	 transmission	 of	 information	 through	 the	 brain	 (Dauwels,	 Vialatte	 and	Cichocki,	2010).			This	study	had	the	following	research	hypothesis:	
• Changes	in	the	EEG	signal	between	AD	patients	and	age-matched	controls	will	be	clearly	 different	with	 statistical	 significance	 using	 non-linear	 signal	 processing	methods	
• EEG	 signals	 from	 similarly	 aged,	 healthy	 controls	 will	 have	 an	 increased	complexity	than	EEG	signals	from	AD	patients	It	 further	 had	 the	 aim	 to	 study	 the	 changing	 complexities	 of	 EEG	 signals	 in	 AD	 in	comparison	to	the	EEGs	from	healthy	controls.	 	 It	can	be	shown	in	this	thesis	that	this	aim	 has	 been	 achieved.	 	 Furthermore	 it	 has	 been	 shown	 that	 the	 first	 hypothesis	 is	supported	 by	 this	 study.	 	 The	 second	 hypothesis	 has	 been	 shown	 to	 have	 an	 added	influential	 variable,	 even	with	 non-linear	 signal	 processing	methods,	 of	 the	 frequency	range	under	analysis.			Based	 on	methods	 detailed	 in	 chapters	 4	 and	 6,	 results	 held	 in	 chapters	 5	 and	 7	 and	discussions	held	in	this	chapter,	the	following	conclusions	are	drawn:	1. PE	is	a	good	candidate	for	application	to	EEG	signals.		This	is	due	to	the	low	impact	of	many	different	noise	elements	such	as	power	and	bandwidth.		It	is	also	sensitive	 to	 changes	 in	 signal	 frequency	 but	 not	 in	 signal	 amplitude.	 	 In	comparison,	modmPE	showed	 the	same	 trends.	 	However,	 the	 true	 impact	and	best	practice	for	the	choice	of	input	arguments	is	not	yet	fully	understood	2. PE	 and	modmPE	 identified	 increased	 regularity	 in	 the	 EEG	 signals	 of	 AD	
patients.		Statistically	significant	differences	were	found	with	PE(3,10,1),	(7,4,1)	and	 (7,4,4)	 and	 with	 modmPE(3,10,1)	 and	 (7,4,4)	 and	 focused	 on	 the	 frontal	electrodes	 and	 T3.	 	 Optimal	 significance	 was	 found	 at	 Fp1	 PE(3,10,1)	 with	
p=0.0007	and	an	accuracy	of	86.36%.	 	This	 is	 in	agreement	with	 findings	 from	other	non-linear	methods	such	as	LZC,	SampEn	and	QSE	
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3. The	 impact	of	 repeated	values	 in	EEG	signal	patterns	 is	negligible	 for	PE.		The	ability	of	modmPE	to	identify	differences	between	EEG	signals	from	AD	and	control	 patients	 was	 similar	 in	 comparison	 to	 PE,	 shown	 by	 consistently	 less	significant	 statistical	 analysis	 results	 based	 on	 a	 wider	 range	 of	 possible	patterns.	 	 No	 further	 information	 complementary	 to	 that	 found	 with	 PE	 was	found	with	modmPE	results	in	this	case	4. dLZC03	 was	 able	 to	 identify	 increased	 differences	 in	 pairs	 of	 electrode	
signals	with	control	subjects.		This	was	most	clear	with	method	D1	and	D3	but	also	 the	 case	 with	 D2	 and	 D4alt.	 	 This	 may	 be	 an	 indication	 of	 the	 increased	complexity	of	the	neurological	signals	in	control	subjects	over	AD	patients	5. Not	all	previously	published	dLZC03	methods	performed	as	 suggested	by	
previously	 published	 mathematical	 analysis.	 	 Method	 D4	was	 found	 to	 not	describe	a	distance	measure	with	EEG	signals	and	synthetic	complex	signals,	as	reverse	 differences	 were	 different	 to	 forward	 differences	 with	 the	 same	electrode	pairs.		Furthermore,	methods	D2	and	D4alt,	normalisations	for	methods	D1	and	D3	respectively,	were	found	not	to	be	true	normalisations.		While	results	were	scaled	to	between	0	and	1,	the	pattern	of	the	results	was	not	maintained	6. Normalisations	 for	 dLZC03	 based	 on	 LZC	 normalisations	 hold	 the	 most	
promise	 for	 EEG	 signal	 normalisations.	 	 Of	 the	 five	 novel	 normalisations	tested,	 these	methods	were	 the	most	 able	 to	 project	 the	 result	 pattern	 in	 the	range	of	0	to	1	with	both	EEG	and	synthetic	signals.		Care	must	be	taken	with	any	method	 of	 normalisation	 that	 denominators	 remain	 constant.	 	 Normalisation	methods	based	on	traditional	mathematical	methods	faired	most	poorly	7. VC	 was	 found	 to	 noticeably	 impact	 results	 from	 dLZC03.	 	 Key	 differences	were	 seen	 between	 results	 with	 and	 without	 volume	 conduction	 mitigation	using	CSD	pre-processing.		While	these	were	not	enough	to	completely	overturn	overall	findings,	measurable	changes	in	nearly	all	results	and	statistical	analysis	were	 seen.	 	 Thus	 it	must	 be	 noted	 that	 VC	must	 be	 assessed	 for	 impact	 on	 all	bivariate	and	partially	multivariate	methods	8. Band	 pre-filtering	 on	 LZC	 univariate	 signal	 analysis	 identifies	 greatest	
differences	 between	 control	 and	 AD	 patients	 around	 lower	 beta	
frequencies.	 	Optimal	 accuracies	 of	 95.45%	were	 found	with	 C3	 18-23Hz,	 P4	18-24Hz	 with	 the	 optimum	 statistical	 significance	 of	 p=1.02x10-5,	 and	 Fp2	 4-16Hz.	 	 Statistically	 significant	 bandwidths	 were	 most	 prevalent	 between	 the	upper	alpha	and	full	beta	ranges	9. Band	pre-filtering	on	dLZC03	univariate	signal	analysis	identifies	greatest	
differences	 between	 control	 and	 AD	 patients	 in	 theta	 and	 alpha	
frequencies.	 	 Highest	 significances	 were	 found	 when	 analysing	 frequencies	within	the	region	of	2-12Hz.		The	optimum	significances	were	from	F7-T6	3-9Hz	with	p=5.14x10-7	and	5.17x10-7	for	D3	and	D1	respectively	10. AD	 complexities	 are	 higher	 than	 controls	 with	 key	 ranges	 in	 band	 pre-
filtering	results.	 	These	ranges	focused	on	small	bandwidths	from	lower	alpha	frequency	bands	and	beyond.		With	dLZC03	these	areas	increased	further,	with	a	larger	and	more	consistent	range	focused	again	on	small	bandwidths	from	lower	alpha	 frequency	 bands	 and	 beyond	 but	 also	 bandwidths	 including	 gamma	frequencies.	 	 It	 is	 important	 to	 note,	 however,	 that	 these	 reversals	 were	 not	statistically	significant	11. Band	 pre-filtering	 improves	 the	 statistical	 significance	 of	 differences	
between	 the	 two	 subject	 groups.	 	 This	 improvement,	 however,	 is	 not	consistent	for	all	bandwidths.		In	the	case	of	EEG	AD,	maximum	improvements	of	method	identification	of	differences	are	most	likely	to	be	found	in	the	alpha	and	beta	 bands	 though	 specific	 bandwidths	 are	 also	 dependent	 on	 the	 signal	processing	methods	used	and	the	electrodes	under	analysis.		It	is	also	important	to	 note	 that	 very	 small	 bandwidths	 of	 up	 to	 2Hz	 are	 poor	 at	 identif
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differences,	 as	 are	 those	 bandwidths	 concerning	 partial	 or	 complete	 delta	frequency	ranges	or	low	or	complete	theta	ranges	12. Information	 transition	 electrode	 pairs	 are	 able	 to	 demonstrate	 the	main	
findings	 of	 all	 electrode	 pairs.	 	 In	 all	 cases	 in	 bivariate	 analysis,	 the	 small	subsection	of	38	electrode	pairs	showed	the	same	trends	in	results	as	seen	by	all	120	 electrode	 pairs.	 	 This	was,	 however,	mainly	 accompanied	with	 significant	reductions	in	statistical	significance	due	to	the	loss	of	 information	contained	in	the	other	electrodes.		The	use	of	these	electrodes	for	analysis	and	understanding	of	results	is	supported	by	this	study	13. Region	analysis	supported	the	information	already	gained	from	electrode	
pair	results.		Trends	were	seen	to	be	similar	between	individual	electrode	pairs	and	 region	 analysis,	 increasing	 clarity	 of	 trends	 with	 increasing	 volumes	 of	results.	 	Some	information	about	the	performance	of	specific	electrode	pairings	was	 lost	 through	generalisation.	 	However,	with	the	 increased	focus	from	band	pre-filtering,	 the	 loss	 of	 spatial	 information	 was	 mitigated	 by	 the	 increased	frequency	information.	Thus,	 this	 PhD	 thesis	 has	 achieved	 its	 aim	 to	 analyse	 the	 changing	 complexity	characteristics	 of	 EEG	 signals	 from	 AD	 patients	 and	 controls	 using	 novel,	 non-linear	methods.		While	these	findings	are	promising,	especially	in	the	area	of	band	pre-filtering	and	bivariate	analysis,	care	must	be	taken	due	to	the	small	nature	of	the	dataset	used	in	this	PhD.	
8.3 Original	Contributions	of	Study	This	doctoral	 thesis	has	contributed	 to	 the	state	of	 the	art	 research	 in	changes	 in	EEG	signals	 in	 AD	 patients	 through	 the	 following	 novel	 applications	 of	 non-linear	 analysis	and	study.		Furthermore,	elements	of	this	Doctoral	Thesis	have	been	peer	reviewed	and	published	in	conference	proceedings	detailed	further	in	chapter	9:	
• PE	 application	 to	 synthetic	 signals	 spanning	 both	 signal	 component	 elements	and	noise	component	elements	increased	the	understanding	of	the	ability	of	PE	to	ignore	noise	contaminants	of	signals	within	results			Signal	elements,	such	as	frequency	 content,	most	 influential	 on	 results	were	 also	 identified,	 as	was	 the	influence	of	different	 input	arguments.	 	Previously	published	synthetic	analysis	of	PE	did	not	 include	 such	 a	 large	 range	of	 synthetic	 signal	 types	 (Zanin	et	al.,	2012)	
• PE	 was	 applied	 to	 the	 EEG	 AD	 database	 and	 results	 were	 interpreted	 with	reference	 to	 the	 information	 found	 due	 to	 synthetic	 signal	 analysis.	 	 Clear	increased	regularity	of	AD	EEG	signals	were	 identified	 in	support	of	previously	published	findings	with	similar	methods	such	as	LZC	with	statistical	significance.		This	was	a	novel	application	of	PE	to	this	EEG	database.			
• This	is	only	the	second	database	to	apply	a	range	of	bandwidths	from	one	signal	to	a	non-linear	signal	processing	method	and	the	first	application	of	this	type	to	this	 EEG	 AD	 database.	 	 While	 stepped	 reduced	 bandwidths	 are	 often	 used	 in	spectral	 analysis,	 sliding	 bandwidth	 sizes	 and	 starting	 points	 offer	 a	 greater	resolution	on	the	relationship	between	signal	processing	results	and	the	signal	to	 which	 it	 was	 applied.	 	 Of	 the	 signal	 processing	 methods	 applied	 to	 the	database	 described	 in	 Galego-Jutgla	 et	 al.	 (2012,	 2015a,b),	 most	 are	 linear	bivariate	methods.		This	is	the	first	application	with	LZC	and	its	derivatives	
• This	thesis	details	the	only	application	of	bivariate	signal	processing	methods	to	this	 database	 to	date,	 all	 of	which	 are	novel	 applications.	 	 Though	 comparison	with	previously	published	univariate	 results	 can	only	be	 indirectly	 carried	out	
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through	 trends,	 these	 bivariate	 methods	 have	 produced,	 to	 date,	 the	 most	statistically	significant	differences	between	the	two	subject	groups	
• It	 is	 believed	 that	 this	 is	 the	 first	 application	 of	 dLZC03	 outside	 of	 genetic	analysis.	 	 This	 has	 lead	 to	 the	 first	 identification	 of	 the	 failures	 of	 the	mathematical	proofs	 to	which	 these	methods	were	published	with.	 	This	 study	details	 the	 first	 attempts	 at	 both	 understanding	 and	mitigating	 these	 failures,	especially	in	normalisation	
• It	 is	 believed	 that	 this	 study	 is	 the	 first	 time	 the	 statement	 by	 Babiloni	 et	 al.	(2011)	 as	 to	 the	 susceptibility	 of	 VC	 on	 “more	 modern”	 signal	 processing	methods,	 i.e.	 methods	 designed	 specifically	 with	 the	 express	 application	 to	biological	datasets	through	the	matching	of	mathematical	assumptions,	has	been	scientifically	tested.		Novel	application	of	CSD	pre-processing	was	applied	to	this	signal	 database	 and	 dLZC03	 results	 with	 and	 without	 VC	 mitigation	 were	compared.	 	This	leads	to	the	understanding	that,	while	VC	impact	on	dLZC03	is	less	than	that	of	coherence,	which	is	known	to	be	badly	affected	by	VC,	VC	does	have	 a	 noticeable	 effect	 and	must	 be	 taken	 into	 account	with	 all	 bivariate	 and	partially	multivariate	methods	until	mitigation	through	comparable	VC	studies	is	completed	for	each	method		
8.4 Future	Work	
• This	PhD	thesis	has	based	its	results	on	analysis	of	a	small	database	of	subjects	with	only	two	pathological	states,	that	of	AD	and	that	of	an	age-matched	healthy	control.		One	major	avenue	of	future	work	is	to	validate	the	findings	of	this	PhD	thesis	 with	 a	 larger	 database	 of	 subjects	 with	 a	 wider	 range	 of	 pathologies.		Suggestions	 of	 pathologies	 with	 a	 close	 clinical	 relevance	 to	 AD	 include	 MCI,	frontal	temporal	dementia,	dementia	with	Lewy’s	bodies	and	vascular	dementia,	depression	 and	 Parkinson’s	 disease.	 	 It	 is	 expected	 that,	 while	 elements	 of	results	 for	these	differing	pathologies	will	be	the	same	as	AD,	some	differences	will	be	identifiable,	such	as	different	electrodes	finding	similar	patterns	
• Extension	 of	 signal	 processing	 methods	 applied	 within	 this	 PhD	 studies	 will	allow	 for	 further	 understanding	 where	 this	 thesis	 has	 remained	 inconclusive.		This	 includes	 further	 improving	 the	 understanding	 of	 the	 method	 of	 PE	 and	increased	bivariate	method	studies		
• Research	 into	possible	optimisation	of	 the	GJ	pre-filtering	 in	 the	 context	of	AD	EEG	 analysis,	 directed	 by	 results	 of	 frequency	 analysis	 studies	 for	 AD	 EEGs	would	 also	 support	 the	 results	 of	 this	 PhD	 thesis,	 especially	 as	 the	 impact	 of	differing	pre-processing	methods	is	not	clearly	understood	in	literature	
• For	most	bivariate	methods	the	impact	of	VC	is	also	unclear	and	undocumented.		Given	the	findings	of	this	study	on	the	impact	of	VC	on	bLZC03,	previous	beliefs	of	 the	 superiority	 of	 modern	 non-linear	 methods	 against	 VC	 (Babiloni	 et	 al.,	2011)	must	be	called	into	question	
• Extension	of	methods	beyond	bivariate	to	univariate	analysis	may	also	provide	complementary	 and	 insightful	 results	 into	 the	 changes	 of	 the	 EEG	 signal	 in	 a	patient	 with	 AD,	 given	 the	 increased	 understanding	 provided	 by	 bivariate	analysis	 and	 this	 should	 also	 be	 investigated.	 	 This	 may,	 however,	 be	unsuccessful	as	multivariate	methods	will	remove	spatial	information	contained	within	the	EEG	
• Lastly,	 incomplete	 current	 knowledge	 about	 the	 causes,	 triggers	 and	developments	 of	 AD	 continues	 to	 ensure	 that	 the	 optimal	 findings	 for	 EEG	analysis	are	not	clear.		Though	this	continuing	area	of	research	is	not	within	the	remit	 of	 this	 study,	 the	 impact	 of	 this	 research	 s	 of	 great	 importance	 to	understand	and	further	develop	signal	processing	of	the	EEG	for	AD	analysis		
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Appendix	1	All	statistically	significant	results	published	with	this	EEG	AD	database	of	22	subjects.			
SB=subject-based	leave-one-out	cross	validation,	EB=epoch-based	leave-one-out	cross-validation,	
UR=unreported	Method	 (most	 accurate	variables	found)	 Electrode	 Threshold	 Sensitivity	(%)	 Specificity	(%)	 Accuracy	(%)	 Area	Under	Curve	ApEn	(m=1,	r=0.25)	(Abasolo,	Hornero	and	Espino	2009)	
P3	 0.7326	 72.73	 81.82	 77.27	 0.8595	P4	 0.7381	 63.64	 81.82	 72.73	 0.8264	O1	 0.8181	 81.82	 72.73	 77.27	 0.8595	O2	 0.8190	 90.91	 63.64	 77.27	 0.7769	SampEn	(m=1,	r=0.25)	(Abasolo	et	al.	2006)	 P3	 0.6658	 72.73	 81.82	 77.27	 0.8512	P4	 0.6740	 63.64	 90.91	 77.27	 0.8347	O1	 0.7492	 81.82	 72.73	 77.27	 0.8595	O2	 0.7367	 90.91	 63.64	 77.27	 0.7769	SpecEn	(Abasolo	et	al.	2006)	 No	statistically	significant	electrodes	Slope	of	MSE	for	𝜏 ≤ 5	(m=1,	r=0.25,	12	scales)	(Escudero	et	al.	2006)	 No	statistically	significant	electrodes	Slope	of	MSE	for	𝜏 ≥ 6	(m=1,	r=0.25,	12	scales)	(Escudero	et	al.	2006)	 F3	 -0.0037	 81.82	 81.82	 81.82	 0.8430	F7	 -0.0020	 81.82	 72.73	 77.27	 0.8347	Fp1	 -0.0026	 90.91	 90.91	 90.91	 0.9339	Fp2	 -0.0113	 100.00	 72.73	 86.36	 0.8512	T5	 -0.0167	 90.91	 81.82	 86.36	 0.9174	T6	 -0.0155	 81.82	 81.82	 81.82	 0.9008	P3	 -0.0119	 81.82	 90.91	 86.36	 0.9174	P4	 -0.0097	 72.73	 90.91	 81.82	 0.8512	O1	 -0.0116	 81.82	 90.91	 86.36	 0.9174	O2	 -0.0079	 81.82	 81.82	 81.82	 0.8760	AMI	rate	of	decrease	(Abasolo	et	al.	2008)	 T5	 -31.60	 90.91	 72.73	 81.82	 0.8678	T6	 -31.03	 81.82	 81.82	 81.82	 0.8512	P3	 -34.43	 100.00	 81.82	 90.91	 0.9339	P4	 -30.70	 81.82	 81.82	 81.82	 0.9091	O1	 -31.86	 81.82	 81.82	 81.82	 0.8678	O2	 -30.72	 81.82	 81.82	 81.82	 0.8264	LZ	 complexity	 (2	 symbol	conversion)	(Abasolo	et	al.	2006)	 P3	 0.3995	 72.73	 90.91	 81.82	 0.8760	O1	 0.4538	 90.91	 72.73	 81.82	 0.8512	LZ	 complexity	 (3	 symbol	conversion)	(Abasolo	et	al.	2006)	 T5	 0.4161	 72.73	 72.73	 72.73	 0.8017	P3	 0.3962	 81.82	 81.82	 81.82	 0.8926	P4	 0.3485	 72.73	 90.91	 81.82	 0.8430	O1	 0.4412	 90.91	 72.73	 81.82	 0.8512	CTM	(Abasolo	et	al.	2006)	 No	statistically	significant	electrodes	DFA	for	α1		
(Abasolo	et	al.	2008)	
No	statistically	significant	electrodes	
DFA	for	α2	(Abasolo	et	al.	2008)	 T5	SB	 UR	 54.55	 81.82	 68.18	 UR	T6	SB	 UR	 72.73	 72.73	 72.73	 UR	O1	SB	 UR	 54.55	 72.73	 63.64	 UR	T5	EB	 UR	 54.05	 85.19	 69.10	 UR	T6	EB	 UR	 60.98	 79.50	 69.91	 UR	O1	EB	 UR	 60.98	 81.71	 71.07	 UR	DFA	α	intersection	(Abasolo	et	al.	2008)	 No	statistically	significant	electrodes	Spectral	analysis	Delta	band	(Abasolo	et	al.	2008)	 O2	SB	 UR	 81.82	 72.73	 77.27	 UR	O2	EB	 UR	 68.82	 70.73	 69.76	 UR	Spectral	analysis		Theta	band	(Abasolo	et	al.	2008)	 F3	SB		 UR	 63.64	 90.91	 77.27	 UR	F7	SB		 UR	 63.64	 72.73	 68.18	 UR	O1	SB		 UR	 90.91	 81.82	 86.36	 UR	F3	EB	 UR	 64.54	 76.92	 70.43	 UR	F7	EB		 UR	 53.76	 92.90	 72.69	 UR	O1	EB		 UR	 70.52	 87.50	 78.78	 UR	Spectral	analysis	Alpha	band	(Abasolo	et	al.	2008)	 T3	SB		 UR	 54.55	 45.46	 50.00	 UR	T4	SB		 UR	 63.64	 63.64	 63.64	 UR	T3	EB		 UR	 89.02	 47.81	 69.22	 UR	T4	EB		 UR	 65.32	 72.46	 68.66	 UR	Spectral	analysis	 O1	SB		 UR	 81.82	 72.73	 77.27	 UR	
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Beta	band	(Abasolo	et	al.	2008)	 O2	SB		 UR	 81.82	 63.64	 72.73	 UR	O1	EB		 UR	 68.79	 72.56	 70.62	 UR	O2	EB		 UR	 76.77	 72.26	 74.55	 UR	MSQSE	 Area	 (m=1,	 r=0.1,	 12	scales)	(Simons,	 Abasolo	 and	Escudero	2013)	
P3	 10.6009	 72.72	 81.82	 77.27	 0.7438	
Slope	 of	 MSQSE	 for	𝜏 ≤ 5	(12	scales)	(Simons,	 Abasolo	 and	Escudero	2013)	
No	statistically	significant	electrodes	
Slope	 of	 MSQSE	 for	 𝜏 ≥ 6	(m=1,	r=0.1,	12	scales)	(Simons,	 Abasolo	 and	Escudero	2013)		
F3	 -0.0059	 81.82	 72.73	 77.27	 0.7438	F4	 -0.0035	 81.82	 72.73	 77.27	 0.7355	F7	 -0.0053	 90.91	 72.73	 81.82	 0.7355	Fp1	 -0.0038	 90.91	 90.91	 90.91	 0.8182	Fp2	 -0.0053	 90.91	 72.73	 81.82	 0.7273	T5	 -0.0229	 90.91	 72.73	 81.82	 0.7769	T6	 -0.0020	 63.64	 90.91	 77.27	 0.7603	P3	 -0.0225	 100.00	 72.73	 86.36	 0.8099	P4	 -0.0204	 81.82	 72.73	 77.27	 0.7521	O1	 -0.0154	 90.91	 81.82	 86.36	 0.8430	O2	 -0.0079	 81.82	 81.82	 81.82	 0.8017	MSQSE	single	τ	(m=1,	r=0.25,	12	scales)	(Simons,	 Abasolo	 and	Escudero	2013)		
F4(g11-12)	 UR	 UR	 UR	 UR	 UR	P3	(g1-5)	 UR	 UR	 UR	 UR	 UR	P4	(g1-4)	 UR	 UR	 UR	 UR	 UR	O1	(g1-5)	 UR	 UR	 UR	 UR	 UR	O2	(g1-3)	 UR	 UR	 UR	 UR	 UR	FuzzyEn	(n=1,m=2,r=0.25)	(Simons,	 Abasolo	 and	Escudero	2012a)	 T6	 0.5206	 81.82	 81.82	 81.82	 0.8264	P3	 0.4564	 81.82	 81.82	 81.82	 0.9008	P4	 0.4182	 63.64	 100.00	 81.82	 0.8182	O1	 0.4926	 81.82	 72.73	 77.27	 0.8099	O2	 0.4727	 90.91	 81.82	 86.36	 0.8595	MSFuzzyEn	 (n=1,	 m=1,	r=0.25,	12	scales)	(Simons,	 Abasolo	 and	Escudero	2012a)	
Fp1	(g1)	 UR	 UR	 UR	 UR	 UR	T5	(g6)	 UR	 UR	 UR	 UR	 UR	T6	(g1-3)	 UR	 UR	 UR	 UR	 UR	P3	(g1-4)	 UR	 UR	 UR	 UR	 UR	P4	(g2-4,7)	 UR	 UR	 UR	 UR	 UR	O1	(g2-7)	 UR	 UR	 UR	 UR	 UR	O2	(g1-4)	 UR	 UR	 UR	 UR	 UR	DMA	for	α1	(Abasolo	et	al.	2009)	 T5	 1.0971	 81.82	 72.73	 77.27	 0.8099	P3	 1.0998	 81.82	 72.73	 77.27	 0.8678	P4	 1.1100	 72.73	 81.82	 77.27	 0.8595	O1	 1.0969	 81.82	 81.82	 77.27	 0.8595	DMA	for	α2	(Abasolo	et	al.	2009)	 F4	 0.8770	 90.91	 72.73	 81.82	 0.8430	DMA	α	intersection	(Abasolo	et	al.	2009)	 UR	Binary	 symbolic	 sequence	decomposition	 with	Shannon’s	Entropy	(Tosun	et	al.	2014)	
Fp1	 0.6686	 100	 50.0	 77.27	 UR	O2	 0.6222	 100	 50.0	 77.27	 UR	P3	 0.6797	 85.7	 75.0	 77.27	 UR	T4	 0.6899	 71.4	 75.0	 72.73	 UR	T5	 0.6987	 85.7	 75.0	 77.27	 UR	QSE	max	value	of	(m,r)	(Simons,	 Abasolo	 and	Escudero,	2015)	 P3	SB	 UR	 UR	 UR	 77.27	(1,	<0.25)	77.27	(2,	0.25-0.35)	 UR	P4	SB	 UR	 UR	 UR	 63.64	(1,	>0.45)	61.36	(2,	0.15,0.4,0.45)		 UR	O1	SB	 UR	 UR	 UR	 77.27	(1,	>0.4)	77.27	(2,	0.4-0.8)	 UR	O2	SB	 UR	 UR	 UR	 77.27	(1,	>0.25)	77.27	(2,	>0.8)	 UR			 	
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Appendix	2	Graphs	of	individual	PE	and	modmPE	synthetic	signal	results	for	40	second	signals	for	
all	input	arguments	with	a	graph	of	the	signal	measured	below	each	graph	of	results		a)	 b)	
	 	c)	 d)	
	 	e)	 f)	
	 	g)	 h)	
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		 		i)	 j)	
	 	k)	 l)	
	 	m)	 n)	
	 	o)	 p)	
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		 	q)	 r)	
	 	s)	 t)	
	 		
