Expressive animation (such as gesturing or conducting) is typically generated using procedural animation techniques. These techniques offer precision in both timing and limb placement, but they lack physical realism. On the other hand, physical simulation offers physical realism, but does not provide the precision offered by procedural motion. We introduce a new animation technique that combines the advantages of procedural animation and physical simulation. The technique is based upon simultaneously using kinematics and physics, applied to different regions of the human body, combined with a torque feedback method that couples the two. It is efficient and easy to implement as a plugin for a wide range of physical simulation engines. Source code is available online.
Introduction
Synthesis of expressive motion, such as conducting or gesturing, for virtual humans in interactive, real-time applications is a challenging task. Such motion is often tightly synchronized to other internal output modalities, such as speech, or external output modalities such as user input or music. Motion (capture) editing 1 methods are not flexible enough to deal with the many control parameters and the tight synchronization to other modalities, that is needed for such expressive motion [Thalmann 08, Gleicher 08] . Physi- cally simulated animation steers the body of a virtual human using muscle forces, taking gravity and inertia into account. While such motion is physically realistic, precise timing and limb positioning is still an open problem in real-time physical simulation [van Welbergen et al. 09] . Therefore, timed expressive motion, as used in talking and gesturing virtual humans, is typically the domain of procedural motion techniques [Perlin 95, Chi et al. 00, Howe et al. 05, van Welbergen et al. 06, Neff et al. 08] . However, procedural animation does not explicitly model physical integrity. As a result, the generated motion can look unnatural, as it does not seem to respond to gravity or inertia . The inset 'on procedural animation and physical simulation' provides some background information on the animation techniques used throughout this article. We refer the interested reader to [van Welbergen et al. 09 ] for a more elaborate discussion on the trade-offs between naturalness, control and calculation time of different animation techniques. Our system builds on the notion that the requirements of physical integrity and tight synchronization are often of different importance for different body parts. For example, for a gesturing avatar, tight synchronization with speech is primarily important on the arm and head movement. At the same time, a physically valid balancing motion of the whole body could be achieved by moving only the lower body, where precise timing is less important.
Our mixed dynamics system can apply kinematic motion (including procedural motion) on certain selected body parts, and combine this with physical simulation on the remaining body parts. [Isaacs and Cohen 87] show how a combination of inverse and forward dynamics can be used to animate an articulated body in a physically coherent manner, if either the joint acceleration or the joint torque is known for each joint in the body, at each time frame. A similar approach is commonly used in biomechanics to visualize the biomechanical movement model of interest on some body parts (using joint torques), enhanced with known motion on other body parts (using kinematic motion) [Otten 03] . Our system builds upon the ideas in [Isaacs and Cohen 87] in an interactive application, using physical motion controllers and procedural kinematic motion. Implementing the system described in [Isaacs and Cohen 87] entails implementing a full physical simulator. Implementing such a new physical simulator from the ground up is a daunting task. Nowadays, many physical simulators are available that handle the movement of articulated bodies, collision detection and friction (among others: [Smith 08, Coumans 08 , Sherman and Rosenthal 01, Nvidia 08, Havok 08]). We introduce a simplification in Isaac's simulation model, which allows us to use efficient iterative techniques to calculate the torques exerted by the kinematically steered joints. Using this simplification, our system can be used as plugin for existing physical simulators.
The mixed dynamics system is integrated in our open source gesture/speech synthesis system Elckerlyc [van Welbergen et al. ] .
2 One of the applications of Elckerlyc is a virtual conductor [Reidsma et al. 08] . The virtual conductor can conduct human musicians in a live performance interactively. Using knowledge of the musical score (tempo, volume, the different voices, etc.) combined with real-time analysis of the music currently played by the orchestra, he leads the musicians through the piece and corrects them when certain types of mistakes occur. Another application is our reactive virtual trainer [Ruttkay and van Welbergen 08] . She exercises along with a user, continuously monitoring the user's state (exercise tempo and performance, tiredness, etc.). During the exercise she gives him feedback and encouragement and, if needed, she adapts the tempo or difficulty of the exercise. These application requires real-time motion adaptation as well as precise control of the timing of motion. Similar timing and control requirements apply to other interactive talking virtual human applications that generate a wide range of parameterized gestures, which are aligned to the timing of speech [Chi et al. 00, Howe et al. 05, van Welbergen et al. 06, Neff et al. 08] .
While our focus is on combining procedural motion with physical simulation, our system can, in principle, combine all kinds of kinematically specified motion with physical simulation. For instance, a combination of motion capture editing techniques and physical simulation can be useful to prevent physical anomalies, such as foot skate and lack of balance, that can arise when using motion editing. We have demonstrated that combining motion capture with physical simulation also allows the user-evaluation of physical balance controllers that act on a selected set of joints [Jansen and van Welbergen 09] . This is done in motion Turing tests: subjects are asked to select the natural moving character from a pair of characters: one is moved by combined motion capture and physically simulated motion (with the physical controller that is to be evaluated) and the other shows the original motion capture motion.
Our technique is demonstrated on a virtual humans by combining a physical controller for lower body balancing with kinematic animation for the upper body movements. We show how our algorithm is used with different types of kinematic arm and head animations, including parameterized procedural animation (for example, conducting motions or speech-accompanying gestures) and motion captured animation. This paper will discuss the implementation of our system in detail, providing enough information for a robust implementation.
Throughout the paper we make use of Featherstone's concise notation of the equations of motion using 'spatial' 6-vectors. The transformation from such spatial vectors to the traditional 3-vectors is shown in the appendix. For a more thorough overview of spatial algebra, we refer to [Featherstone 07] .
Source code of the Featherstone inverse dynamics-algorithm, the mocap filter and the numerical differentiation is available online at the address listed at the end of this paper.
On procedural animation and physical simulation Procedural animation is a kinematic technique that uses mathematical formulas for motion control, given motion time and a set of movement parameters. This can be used to directly control the rotation of joints [Perlin 95] . A typical application is at a slightly higher level: the movement path of hands through space is defined mathematically to generate gestures [Chi et al. 00, Neff et al. 08, Howe et al. 05] . This approach offers precise timing and limb positioning. However, authoring physically natural full body motion using mathematical formulas is a difficult task, as physical correctness has to be explicitly addressed for all possible parameter instances. 
in which x d is the desired state, x is the actual state and kp and k d are the proportional and derivative gains. Such a system reacts like a springdamper system, with spring gain kp and damper gain k d . The goal of the system is to minimize the discrepancy between the actual and desired state. It can, to a certain extent, cope with external perturbation, in the form of external forces or torques exerted on the body. However, precise limb positioning and timing is an open problem in real-time physical simulation, as in general, you can not predict when the desired state will be reached, or even if it will be reached at all.
Our approach
In our approach (see figure 1), motion is executed by a kinematic model (which can consist of motion editing method(s) and/or procedural motion model(s)) and by physical controller(s). The motion can be adapted in realtime by changing the parameters and timing of the kinematic motion or the desired state of the physical controller. The kinematic model directly rotates the joints in the virtual human. We use inverse dynamics to calculate the torque applied by the kinematically steered body parts onto the physically steered body part, based on their rotations, angular velocities and angular accelerations. The physical controller calculates the joint torques that reduce the discrepancy between a desired physical state and the current physical state. An existing physical simulation engine is then used to calculate the joint rotations on the physically steered joints. The body of the virtual human is divided in one physically steered part and one or more kinematically steered parts. Each part consists of joints, connected by rigid bodies. We denote the set of joints on the physically steered part by P . In our example, these joints are located on the lower body. Groups of kinematically steered joints are denoted by K 1 , ..., K n . The joints in each K j are required to be connected to each other in a tree. P and all K j 's are mutually disjoint, that is, if a joint is steered, it is either steered by the kinematic model or by a physical controller. The groups are set up in such a way that each K j connects to P at a single connector location C j . C j is located on the position of the root joint of K j , in the rigid body in P that connects to this joint. See Figure 2 for an example structure.
To realistically model the effect that kinematic motion has on the physically steered body, we transfer the force exerted by each K j to P via C j . This force is calculated using inverse dynamics. The inverse dynamics algorithm needs the position, velocity and acceleration of each joint in K j and the velocity and acceleration of C j . The velocity and acceleration of C j is dependent on the movement of all joints in the body, and can only be calculated accurately by an algorithm that takes the accelerationsq k (of all joints in K 1 , ..., K n ) and torques τ p (of all joints in P ) into account simultaneously. The equation of motion then has the form
where q,q andq are vectors of generalized joint position, velocity and acceleration, f x is a vector of external forces (including gravity), H is the joint-space inertia matrix and C is the joint-space bias force. q,q, f
x , H and C are considered inputs for the algorithm. Intuitively,q p and τ k can be calculated ifq k and τ p are known.
Currently no real-time physics engine exists that solves the equation of motion for such a hybrid specification of joint torque and acceleration. Furthermore, solving the equation of motion given both forces and accelerations can not be done using efficient iterative approaches such as the recursive New- (n), where n denotes the number of joints. Typically, in a hybrid system, the equations of motion are solved using a Lagrangian approach, which has a complexity of O(n 3 ).
Because of this, we opted to sacrifice a slight amount of accuracy to gain calculation efficiency and allow our hybrid method to be used with current real-time physics engines. Rather than calculating the acceleration a C j of C j , at the current frame, we use a C j , the acceleration of C j at the previous frame to calculate the forces that each K j exerts on P . Using this simplification, we can model the movement of the K j 's as movement of isolated systems, connected to a moving base C j , that moves with acceleration a C j . The torque of each joint in each K j can then efficiently be calculated using the recursive Newton Euler approach. The reactive torque of the parent joint in K j is then applied to the rigid body in P that is connected to this parent joint. We make use of Featherstone's formulation of recursive Newton Euler approach, using 'spatial' 6-vectors [Featherstone 07 ]. The transformation from such spatial vectors to the traditional 3-vectors is shown in the appendix. Table  1 summarizes the terms used in Featherstone's formulation of the recursive Newton Euler approach.
For the sake of clarity (and in our practical applications) we model each K j as a chain of joints. This is not a limitation of our system, as the recursive Newton Euler approach can easily deal with a branching tree of joints. joint (joint 1) connects the chain to P at its connector location. The bodies are sequentially numbered 1..N B , starting with body 1, which is connected at the connector location C j by means of joint 1. The remaining joints connect the rigid bodies in the chain: joint i ∈ 2..N B connects body i − 1 with body i. Figure 3 illustrates the numbering convention used. The spatial velocity of body i can be calculated as the sum of the spatial velocity of its parent and the spatial velocity across the joint connecting it to its parent:
where λ(i) denotes the number of the parent of joint i.q i is the n-dimensional vector of generalized joint velocity, in which n is the number of degrees of freedom of the joint. S i is a 6×n matrix that mapsq i to spatial joint velocity. The spatial acceleration of body i can be calculated by differentiating equation 2:
The net force acting on body i is given by the equation of motion
in which I i is the 6 × 6 spatial inertia tensor. × * is the spatial cross product of force and velocity operator (see equation 22 in the Appendix). Successive iteration of equations 2, 3 and 4 with i ranging from 1 to N B provides the net forces acting on all bodies in the chain.
The spatial force transmitted from body λ(i) to body i, across joint i is given by:
in which µ(i) is the set of children of a body. For a chain of bodies
is the net external spatial force acting on body i. The values of such external forces are assumed to be known. For instance, gravity can be modeled as an external spatial force 3 . Figure 4 illustrates equation 5 for a chain of rigid bodies. Successive iterations of equation 5 with i ranging from N B down to 1 will calculate the spatial forces acting on all joints in the chain.
Finally, the torque at joint i is given by:
The reactive torque −τ 1 is the torque excerted by K j on a physicical body consisting of P and K j . We assume that the inertia of K j is small compared to the inertia of P and apply a reactive torque −kτ 1 directly to the rigid body from P that is connected to K j . Alternatively, one can augment the inertia of P with the current combined inertia of the rigid bodies in K j , by modifying the inertia tensor of rigid body from P that is connected to K j on each simulation frame if the physical simulator allows one to do this. If this is not the case, one could use the articulated body method ( [Featherstone 07 ], chapter 7) to calculate the spatial acceleration of a physical body P augmented with K j resulting from applying −τ 1 . We can then calculate the torque to be applied on a physical body consisting solely of P (as used in the simulator) to achieve this desired spatial acceleration. In practice the assumpution holds for kinematic gesture motion on the arms and neck combined with physical motion on the lower body and physically convincing motion is generated without requiring such computations. For a value of k = 1, the exact torque generated by the kinematic chain is applied to the rigid body in P . Values of k in the range 0 < k < 1 can be used to increase the stability of the physical simulation. This can be seen as a crude way to model an increase in muscle tension to dampen the effect of large movements. Values of k > 1 can be used to exaggerated the effect of the joint torques of in the kinematic motion.
Illustration
We illustrate our mixed kinematic/physical simulation approach by combining a physical balancing model for the lower body with kinematic motion: a procedural arm swing, conducting arm gesture, a speech-accompanying gesture or a motion capture recording. Videos of these animations are available Figure 5 . Segmentation of the virtual human into rigid bodies and the inertial properties of the bodies on the web address listed at the end of this paper.
Physical model of our virtual human
The physical model of our virtual human consists of 15 rigid bodies, connected by 14 joints (see Figure 5 ). Meshes of these rigid bodies were constructed by segmenting the mesh of the original virtual human, adapting it to be skin-tight, and closing the gaps in the resulting segments. We assume that the rigid bodies have a uniform density ρ. This density can be measured directly, from cadavers for instance, or using scanning systems that produce the cross-sectional image at many intervals across the segments [Winter 04 ]. We use the density table from [Winter 04 ], which provides densities for all our segments but the sacroiliac, where we use the density given in [Dempster and Gaughran 67] . Given the uniform density of each body and its closed polyhedral shape, we can determine its mass, its center of mass and its inertia tensor, using [Mirtich 96] . The results are shown in Figure 5 . We base the joint rotation limits for the physically steered joints on data from male US air force personal [Woodson et al. 92] (see table 2 ).
Precise collision shapes are not crucial in our applications, and collision detection is fast when simple bounding shapes, such as boxes, capsules and spheres are used. We set the collision shape of the rigid bodies to the bounding box of their mesh. If mores precise collision detection is needed, the actual mesh of the rigid body can be used as a collision shape, or the collision shape can be approximated with a combination of simple bounding shapes.
Obtaining joint velocity and acceleration
The joint velocities and accelerations for each joint are calculated from its rotation data at time t, t − h and t + h. We define p(t) as the rotation of a joint at time t. If the simulation rate is set to step size h, it is possible to reuse the p(t + h) and p(t) values from the previous simulation step, so that in each step only p(t + h) needs to be calculated. In our examples, h is 3 ms.
Reparameterization
The rotation of the joints is represented by quaternions. The quaternions p and −p represent the same rotation. For a sequence of quaternions, representing the rotation of a joint, switches between these alternate representation cause large differences between the quaternion components of quaternions that actually present (nearly) the same rotation. This is undesired for our signal analysis techniques that work on quaternion components, like filtering and numerical differentiation. Therefore we reparameterize p(t) and p(t + h) so that the distance between the quaternion components of p(t − h) and p(t) and between p(t) and p(t + h) is minimized:
wherep(t) is a reparameterized quaternion rotation at time t and p(t) is the original rotation at time t.
Filtering
Motion capture data contains high frequency noise. This noise gets amplified with time differentiation [Winter 04 ]. Noise will dominate the signal after double differentiation. To prevent this, we make use of the 2-pass Butterworth low pass filter proposed in [Winter 04 ] to cut off high frequency noise before differentiating. The filter is described by:
wherex i is the filtered data at frame i and x i is the raw data at frame i. In a Butterworth filter, the filter coefficients a 0 , a 1 , a 2 , b 1 and b 2 are calculated as follows:
where f c is the desired cut-off frequency, f s is the sample frequency. The digital filter introduces a phase shift in the output signal relative to the input signal. To cancel out this phase shift, the once-filtered data is filtered again in the reverse direction of time [Winter 04 ]. C is a correction factor for each additional pass of the Butterworth filter: n is the number of filter passes. In our case, C = 0.802. The exact value of f c is not very critical, values of around 15-25 Hz work well in our applications. We filter the s, x, y and z components of the quaternions in the keyframe data separately and re-normalize the quaternions after filtering. If the quaternions are reparameterized according to equation 8, the renormalization only slightly adjusts the filtered quaternions in our experience. Procedural motion is typically already smooth by design and does not need filtering.
Calculating angular velocity and angular acceleration
For ease of calculation, we model all joints driven by kinematic motion as ball joints, i.e. with three rotational degrees of freedom. If we choose a joint's angular velocity vector ω in the joint's own coordinate system as its velocity variable q i , S reduces to
[Featherstone 07]. ω andω can be determined from the quaternion rotation p(t) and its derivatives:
p(t) andp(t) are determined using numerical differentiation of the reparameterized and optionally filtered joint rotations p(t − h), p(t) and p(t + h):
Simulation details
The Open Dynamics Engine (ODE) [Smith 08 ] is used to generate the motion of the lower body, based on the joint torques provided by the balance controller and the torques calculated by inverse dynamics. It also handles the collision detection and contact of the physical model of the lower body with the floor. Friction of the feet with the floor is handled using ODE's simplification of Coulomb friction. In very long simulations (longer than 1 hour), small foot-lifts and accumulated simulation errors can slightly move the feet over time. If extra stability or calculation speed is needed, friction handling can be omitted by setting foot constraints that effectively 'glue' the feet to the floor, preventing them from moving completely. To take advantage of multi-processor systems, the physical simulation runs in a separate thread.
Our balancing controller
We use the balancing controller described in [Wooten and Hodgins 00]. Our controller dampens the velocity of the center of mass and steers it toward its desired position, specified by a predefined hip height and a horizontal balance location which lies in between the feet. The output of the controller are the torques, to be applied to hips, knees and ankles. To adapt to a body with different inertial properties, a single stiffness multiplier is used on all spring gains in the PD-controllers used in the balance controller. An estimation of the value of this stiffness multiplier can be calculated (see [Hodgins and Pollard 97] ), but in practice its easier to tweak it manually. A video of the balance controller, using virtual humans with different physical properties (fat vs thin) is shown on the web address listed at the end of this paper.
Results
Figure 6 shows a series of captured frames of animation generated with our system, using a combination of our physical balance model with a procedurally generated large arm swing. The motion enhancement created by our system is subtle for smaller kinematic motions and therefore hard to capture on a series of images. We refer the interested viewer to the videos on the web address listed at the end of this paper to see the system in action with more subtle kinematic motions, including several procedural conducting and other gestures and motion captured arm and head movements. We also reproduce one of the motions described in [Isaacs and Cohen 87]: a physical swing is put into motion with a kinematically moving body.
Performance
In a performance test, our system animated up to 30 conducting virtual humans in real-time on a desktop computer (2.83 GHz, Quad core, 4Gb ram, Nvidia GeForce 8800 GTS videocard). Each conductor is animated by its own procedural animation model and physical balance model. The physical simulation frame rate is set to 200 fps and the visual framerate is around 50 fps. Roughly half of the simulation time is spent in the procedural animation, the other half in physical simulation. See the web address listed at the end of this paper for a video of this performance test. Like our method, motion tracking can be used with any existing physics engine. Motion tracking (see [van Welbergen et al. 09] for an overview of techniques) uses physical simulation on the whole body. A tracking controller is used to compute the torque on each joint. The desired state of this controller is the desired rotation of the joint, as specified in motion capture or other kinematic data. Motion capture noise, tracking errors and environmental changes can easily disturb the balance of a character whose body is animated using a tracking controller. Therefore an explicit physical balance controller is still needed. Because tracking makes use of physical controllers, the motion generated by tracking has a time-lag relative to the kinematically specified motion and it is not guaranteed that the joint rotations specified in the mocap data are actually achieved. This makes tracking unsuitable for applications where precise timing and limb placement is needed. Our method potentially preserves the characteristics of the kinematic motion better than tracking methods. Furthermore, our method is far more efficient than tracking methods, not only because solving the equations of motion in our hybrid system is more efficient ( O((n − k) 3 + k) vs O(n 3 ) using ODE), but also because it avoids the expensive double integration of acceleration for the kinematically steered joints and does not need to do collision detection on those joints. A tracking method would be preferred over our method if realistic collision detection and response on kinematically steered joints is needed and precise timing and limb placement is less crucial.
Unlike methods that model the physical balancing solely through the displacement and velocity of the center of mass [Neff 05, Oore et al. 02] , our method also models the force transference from the arms to the trunk. This results in a more natural 'sharper', less smooth movement of the lower body when large accelerations occur in arm and head movement. The videos on the web address listed at the end of this paper illustrate this with a clapping motion and several conducting motions.
Discussion
We developed a system that can combine kinematic motion with physical simulation in a physically correct way. What we did not model yet is the fact that human balancing is not a purely reactive process. Our system lacks the notion of anticipation. For example, it does not move backward in advance to anticipate a large arm swing forward, like real humans might do. We aim to develop a new physical balancing system that can take this into account.
Other hybrid physical simulation/kinematic systems [Shapiro et al. 03, Zordan et al. 05, Zordan et al. 07] have been designed to switch between full-body kinematic motion and full-body physical simulation, depending on the current situations' needs. Such systems can show realistic interaction with the environment (e.g. falling) when needed. Rather than doing full body switches, we allow switching to a different mix of physically and kinematically steered joints in real-time. One of the usage scenarios for this is the conductor. A conductor typically conducts with his right hand and uses the left hand only for expressive cues. If the left hand is not needed, it should hang down loosely. We modeled this loose movement using a simple PD pose controller (see movie on the website mentioned at the end of the paper). The desired state for the controller is the desired rotation of the shoulder and elbow joints. The animation needed to create the expressive left hand cues require tight syn- chronization to the music and is therefore generated by procedural motion. Switching from loosely hanging arm movement to expressive left hand conducting gesture and back occurs in real time and requires switching between different mixes of physically and kinematically steered joints. A switch from kinematical to physical control on K j is implemented by augmenting P with the rigid body representation of K j and applying the current joint velocity and rotation to the matching joints in the new physical representation. This will obviously result a similar torque being executed on P . Therefore such a switch results in smooth movement. A switch from the physical to kinematic control removes the physical representation of a body part from P and inserts a new kinematic chain K j . To ensure that no sudden torques occur on the new physical body, the movement on K j directly after the switch must be similar to the movement in its former physical representation. We refer the interested reader to [van Welbergen et al. ] for a more thorough discussion on our switching mechanisms.
The inverse dynamics analysis of kinematic movement does not only yield the reactive torque, but also the torque on all other kinematically steered joints. This type of information can potentially be used in the motion planning stage, for example to drop a load if it is too heavy, or to show an angry facial expression when some motion costs more effort than anticipated.
