Abstract. A generalized Moreau-Yosida based primal-dual active set algorithm for the solution of a representative class of bilaterally control constrained optimal control problems with boundary control is developed. The use of the generalized Moreau-Yosida approximation allows an e cient identi cation of the active and inactive sets at each iteration level. The method requires no step-size strategy and exhibits a nite termination property for the discretized problem class. In a series of numerical tests the e ciency of the new algorithm is emphasized.
Introduction
In this paper we consider the following class of bilaterally control constrained optimal control problems with boundary control: Problems of the type (1.1) frequently occur in practical applications. For example, consider the optimal control of a simpli ed Ginzburg-Landau model for superconductivity T] MT] . These methods use a step-size strategy which is in some cases (especially in the case of box constraints) combined with a gradient projection step in order to activate or inactivate a whole subset of constraints at once. The projection step increases the e ciency for the underlying class of problems. For details one may refer to B] , MT] .
The method which will be presented in the subsequent sections is based on a development due to BIK] . While in BIK] optimal control problems with distributed control and unilateral bounds are considered, we extend the constraints to bilateral ones and take into account boundary control which is of extreme interest and importance for practical applications. In contrast to the strategies mentioned above, the new method is based on both primal and dual variables in order to identify the active and inactive sets at each iteration level, and it does not need a step-size strategy, i.e a line search, to nd the next iterate. In combination with the projection idea which is realized by utilizing a generalized Moreau-Yosida approximation of the indicator function of U ad , a very e cient behaviour in practice is observed.
The paper is organized as follows: In x2 we develop the rst order conditions for the model problem (1.1). Moreover, the basic tools for the algorithm are introduced. The in nite dimensional algorithm is displayed in x3. The convergence analysis for the in nite dimensional algorithm and a detailed discussion of the su cient conditions for decrease of the proposed merit function are exhibited in x4. Section 5 contains the analysis of the nite dimensional algorithm. A report on an excerpt of intensive numerical tests is given in x6. Finally, in x7 conclusions for our approach are drawn.
Preliminaries
This section is devoted to the development of rst order conditions of the model problem (1.1). Moreover, we shall introduce all the tools needed for the de nition of our algorithm. For the following lemma which establishes the existence of an unique solution of the state equation (1.1b), we de ne the closed subspace V of H 1 ( ) by V = fv 2 H 1 ( )j v j?2 = 0g. Here, v j?2 denotes the restriction of the trace of v on ? 2 . By ( ; ) V = ( ; ) H 1 ( ) the inner product on V is given. In order to make the paper self-contained, the proof of Lemma 2.1 is displayed in the appendix. Then the weak form of the state equation (1.1b) becomes e(y; u) = 0 in V : By e 0 (y; u) we denote the gradient of e(y; u) with respect to y and u: e 0 (y; u) = e y (y; u) e u (y; u) : Our next aim is to prove that e 0 is surjective which is needed to guarantee the existence of a Lagrange multiplier in the rst order conditions. Lemma 2.2. The gradient e 0 (y; u) is surjective for all (y; u) 2 V L 2 (? 1 ). Now we are prepared to derive rst order optimality conditions. For this purpose we make use of the Lagrangian function de ned bỹ L(y; u; p) = J(y; u) + (e(y; u); p) V ;V :
Let (y ; u ) denote the optimal solution of (1.1). Uniqueness follows from the fact that J is strictly convex, (1.1b) admits a unique solution for every u, and U ad is convex. This contradicts the optimality of u . Hence, we must have meas(A + a ) = 0.
(ii) One can prove in the same way than in (i) that meas(A ? b ) = 0 with This contradicts the optimality of u . Thus, there must be meas(I) = 0.
Note that for the above rst order conditions it su ces to consider one multiplier for both inequalities characterizing feasibility. The bene t of this fact will become clear in x5 where the discretized problem class is considered: The restriction to one multiplier for both inequalities reduces the number of variables and consequently the amount of memory needed by an implementable algorithm.
Before we state the algorithm we make use of a result from convex analysis. 
The algorithm
In this section we present the generalized Moreau-Yosida based active set algorithm. We make use of the characterization (2.5) of the optimal Lagrange multiplier. Let superscript n denote the actual iteration level. Then we de ne the a-active and b-active sets of the nth iteration by A n a = fx 2 ? 1 ju n?1 (x) + ?1 n?1 (x) < a(x) a.e. g A n b = fx 2 ? 1 ju n?1 (x) + ?1 n?1 (x) > b(x) a.e. g and A n = A n a A n b and I n = ? 1 n A n . Note that the de nition of A n and I n involves both the primal variable u and the dual variable . This strategy turns out to be very e cient in practice (see x6). In the algorithm below we use the identi cation A n = A n?1 which is understood in the A n a fx 2 ? 1 ju n?1 (x) + ?1 n?1 (x) < a(x) a.e. g A n b fx 2 ? 1 ju n?1 (x) + ?1 n?1 (x) > b(x) a.e. g A n A n a A n b ; I n ? 1 n A n u n jA n a a jA n a ; u n jA n b b jA n b ; n jI n 0: Determine y n ; p n and u n jI n ; n jA n such that (y n ; u n ; p n ; n ) satis es (3.2a) { (3.2c).
end Di erent initialization routines may be used. We use the following scheme which is intended to obtain a feasible start-up con guration. In parenthesis an alternative is denoted. Proof. By construction of the iteration sequence the conditions (3.2a) { (3.2c) are satis ed. Therefore we only have to concentrate on the feasibility of the control and the sign of the corresponding Lagrange multiplier. For this purpose, consider rst I n+1 . Here we have n = 0 by construction. The set I n+1 is de ned as the set of x 2 ? 1 such that a(x) u n (x) + ?1 n (x) b(x) a.e. yielding a u n b in I n . In A n a we have u n = a. The way how A n+1 a is de ned yields n < 0 in A n a . Analogous arguments yield u n = b and n > 0 in A n b .
4. Convergence analysis Our convergence analysis is based on an appropriately chosen merit function. In fact, we will use the modi ed augmented Lagrangian functional L : V L 2 (? 1 ) L 2 (? 1 ) ! R de ned by L(y n ; u n ; n ) =J(y n ; u n ) + 1 By + and ? we denote the positive and negative part of the multiplier which are de ned by + = maxf0; g and ? = minf0; g :
We will prove that under the condition on and given by + < + 2 C 2 ? 2 and ( ? )ju n?1 ? u n j 2 P n ? ja ? bj 2 P n 0 for some > 0, the modi ed augmented Lagrangian satis es L(y n ; u n ; n ) ? L(y n?1 ; u n?1 ; n?1 ) < 0 : The set P n is de ned by (4.3).
Before we can prove the above convergence assertion, we have to establish a few auxiliary results. The rst result relates the di erence of objective functionals to the primal variables (y; u) and the dual variable .
Lemma 4.1. Suppose (y; u) 2 V L 2 (? 1 ) satis es ? y + cy = g in ; @y @n = u on ? 1 ; y = 0 on ? 2 : Then for all iteration levels n 1 we have J(y n ; u n ) ? J(y; u) = ? 1 2 jy ? y n j 2 ? 2 ju ? u n j 2 ?1 + (u ? u n ; n ) A n : Proof. The construction of the iteration sequence of Algorithm AS and jpj 2 ? jqj 2 = ?jp ? qj 2 + 2(p ? q; p) yield J(y n ; u n ) ? J(y; u) where the last equality comes from n jI n = 0 completing the proof.
If we consider the di erence of the objective functionals of two successive iterates of Algorithm AS, then we obtain the immediate corollary of Lemma 4.1.
Corollary 4.2. Let (y i ; u i ; i ), i = n?1; n, denote two successive iterates of Algorithm AS. Then J(y n ; u n ) ? J(y n?1 ; u n?1 ) = ? 1 2 jy n?1 ? y n j 2 ? 2 ju n?1 ? u n j 2 ?1 + (u n?1 ? u n ; n ) A n ;
( 4.2) with A n the subset of A n de ned by A n = (A n a n A n?1 a ) (A n b n A n?1
Proof. The assertion immediately follows when considering u n?1 ?u n = 0 on (A n a \A n?1 a ) (A n b \ A n?1 b ) and A n = A n n ? (A n a \ A n?1 a ) (A n b \ A n?1
The following lemma estimates the term under brackets in the de nition (4.1) of the modi ed augmented Lagrangian function. For convenience we use
The analysis in the proof of the following Lemma 4.3 will show that especially the set I n is of interest in view of its history. For this purpose we use the following splitting of ? 1 :
where I n ? = fx 2 I n j u n (x) < a(x) a.e.g and I n + = fx 2 I n j u n (x) > b(x) a.e.g. For later use we shall de ne P n = P n a P n b . Let us give a few comments on this splitting: First of all observe that I n F n a F n b P n = I n :
The splitting basically serves as a monitor for the movement of the respective sets form one iteration level to the next.
Compared to the unilateral constrained problem, i.e the problem with either u b or u a de ning the set of admissible controls, the sets P n a and P n b cause problems. Details will be given below. But for convenience let us give a schematic graph (Figure 1 ) for the meaning of P n a . For the sake of simplicity we assume that A n?1 b = ; in the following exposition: First consider the set of points x 2 ? 1 where the corresponding control u n?1 of iteration level n?1 is active at the lower bound a, but the Lagrange multiplier indicates that u n?1 should be inactive, i.e n?1 0. This set corresponds to the left part of A n?1 a in Figure 1 . Consequently this part becomes a subset of I n in iteration level n. Now, P n a contains all x 2 A n?1 a \ I n whose corresponding u n (x) exceeds the upper bound b(x) in the almost everywhere sense. The second case, i.e P n b , is an analogue. Now we are well prepared to prove the following lemma which gives estimates for d n (x) for all iteration levels n. Lemma 4.3. Let (y i ; u i ; i ), i = n; n ? 1 denote two successive iterates of Algorithm AS. Then d n (x) 2 ju n?1 (x) ? u n (x)j 2 for a.a. x 2 I n ; (4.4a) d n (x) = 0 for a.a. x 2 F n a F n b (A n?1 \ A n ) ; (4.4b) d n (x) < 2 (ju n?1 (x) ? u n (x)j 2 ? ja(x) ? b(x)j 2 ) for a.a. x 2 P n ;
? 2 ju n?1 (x) ? u n (x)j 2 for a.a. x 2 T n?1 ; Proof. The proof considers the di erent subsets of iteration levels n and n ?1 and nally extracts our desired result. For convenience we skip the argument x and argue for almost all (a.a.) x in the respective sets.
(i) I n?1 \ I n : By construction n?1 = n = 0 and a u n?1 b by the way how I n is de ned.
Hence d n = j( (u n ? b)) + j 2 + j( (a ? u n )) + j 2 2 (j(u n ? u n?1 ) + j 2 + j(u n?1 ? u n ) + j 2 ) = 2 ju n ? u n?1 j 2 : (ii) A n?1 a \ I n : By construction we have n = 0, u n?1 = a and 0 n?1 (b ? a) by the de nition of I n . Therefore d n = j( (u n ? b)) + j 2 + j( (a ? u n )) + j 2 :
We distinguish three cases:
( ) u n < a. Then d n = 2 ja ? u n j 2 = 2 ju n?1 ? u n j 2 : 
d n = 2 ju n ? bj 2 = 2 ju n ? u n?1 j 2 : (iv) T n?1 = I n?1 \ A n . We split A n into its disjoint components A n a and A n b and consider therefore the following two cases:
( ) I n?1 \ A n a . By construction n?1 = 0, u n = a, and u n?1 < a by de nition of A n a . Hence d n = j(? n ? ) + j 2 ? j n ? j 2 ? j( (a ? u n?1 ) + j 2 = ? 2 ju n ? u n?1 j 2 : ( ) I n?1 \ A n b . By construction n?1 = 0, u n = b, and u n?1 > b by de nition of A n b . Hence d n = j( n + ) + j 2 ? j n + j 2 ? j( (u n?1 ? b)) + j 2 = ? 2 ju n ? u n?1 j 2 : (v) A n?1 \ A n . Since the active set of each iteration level can be decomposed into two disjoint sets the following four cases have to be considered: ( ) A n?1 a \ A n a . By construction of the iterates we have u n = u n?1 = a, and n?1 < 0 by the de nition of A n a . Therefore The cases (i), (ii ) and (iii ) yield (4.4a). Assertion (4.4b) follows from (ii ), (iii ) and (v), and (4.4c) comes from (ii ) and (iii ). Finally, case (iv) yields (4.4d).
To estimate the descent in the modi ed augmented Lagrangian functional we need another estimate on the set I n . The next lemma provides the desired result. Lemma 4.4. Let (y i ; u i ; i ; p i ), i = n; n?1 denote two successive iterates of Algorithm AS. Then d n (x) 2 ju n (x) ? u n?1 (x)j 2 2 2 j p n (x) ? p n?1 (x)j 2 for a.a. x 2 I n :
Proof. We again skip the argument x and argue for almost all x like in the previous proof. The basic tool is equation (3.2b) which we repeat for convenience:
u n + n ? p n j?1 = u d on ? 1 : We consider now the components of I n . In all cases the rst inequality in the assertion of the lemma comes from Lemma 4.3.
(i) I n?1 \ I n . From (3.2b) and n = n?1 = 0 we obtain u n = 1 p n + u d and u n?1 = 1 p n?1 + u d : and ( ? )ju n?1 ? u n j 2 P n ? ja ? bj 2 P n 0 for some > 0, then L(y n ; u n ; n ) ? L(y n?1 ; u n?1 ; n?1 ) 0 :
Proof. We rst relax the bound on d n in two speci c situations. In (i) and (ii) below we skip the argument x for convenience. Next we compute an upper bound to the inner product (u n?1 ? u n ; n ? n?1 ) A n by (u n?1 ? u n ; n ? n?1 ) A n = (u n?1 ? u n ; p n ? p n?1 ) A n + ju n?1 ? u n j 2 A n j p n ? p n?1 j ?1 ju n?1 ? u n j A n + ju n?1 ? u n j 2 A n Cj n y j ju n?1 ? u n j A n + ju n?1 ? u n j 2 A n ;
(4.9) where we used (3.2b) and then (4.6). Now let us estimate the di erence of the modi ed augmented Lagrangian functional for two successive iterates. L(y n ; u n ; n ) ? L(y n?1 ; u n?1 ; n?1 ) = (4:2) = ? 1 2 j n y j 2 ? 2 j n u j 2 ?1 + (u n?1 ? u n ; n ) A n + 1 2 Z ?1 d n ds (4:4) ? 1 2 j n y j 2 ? 2 j n u j 2 ?1 + (u n?1 ? u n ; n ) A n + 2 j n u j 2 I n ? 2 j n u j 2 T n?1 + (u n?1 ? u n ; ? n?1 ) T n?1 + 2 j n u j 2 P n ? 2 ja ? bj 2 P n ? 2 j n u j 2 \A n a = ? 1 2 j n y j 2 ? 2 j n u j 2 ?1 + (u n?1 ? u n ; n ? n?1 ) A n + 2 j n u j 2 I n ? 2 j n u j 2 A n + 2 j n u j 2 P n ? 2 ja ? bj 2 P n C 2 ? 2 2 ? 1 2 j n y j 2 + Cj n y j j n u j A n + 1 2 ( ? )j n u j 2 A n + 1 2 ( ? )j n u j 2 P n ? 2 ja ? bj 2 P n ? 2 j n u j 2 ?1n(I n A n P n ) =: n For the last inequality above we used (4.5), (4.6), (4.9) and . We continue by making use of st 1 2 (s 2 ?1 + t 2 ) for every > 0 and obtain n 1 2 C 2 ? 2 ? 1 j n y j 2 + C 2 j n y j 2 + C 2 j n u j 2 A n + 1 2 ( ? )j n u j 2 A n + 1 2 ( ? )j n u j 2 P n ? 2 ja ? bj 2 P n = 1 2 C + C 2 ? 2 ? 1 j n y j 2 + 1 2 (C + ? )j n u j 2 A n + 1 2 ( ? )j n u j 2 P n ? 2 ja ? bj 2 P n If we set = C then L(y n ; u n ; n ) ? L(y n?1 ; u n?1 ; n?1 ) 0 provided that C 2 + C 2 ? 2 ? 1 0 and + ? 0 and whenever P n is nonempty ( ? )j n u j 2 P n ? ja ? bj 2 P n 0 :
This proves the assertion.
As an important consequence of Theorem 4.5 we obtain Corollary 4.6. Suppose that A n 6 = A n?1 (in the sense of (3.1)). If
2 and ( ? )ju n?1 ? u n j 2 P n ? ja ? bj 2 P n 0 (4.10) for some > 0, then L(y n ; u n ; n ) ? L(y n?1 ; u n?1 ; n?1 ) < 0 :
If and satisfy the conditions of Corollary 4.6 then the modi ed augmented Lagrangian functional is strictly decreasing. This fact prevents Algorithm AS from chattering, i.e. the algorithm will never compute the same active and inactive sets twice.
In order to check that for given the interval of c-values satisfying (4.10) is nonempty, let us rst closer analyse the condition ( ? )ju n?1 ? u n j 2 P n ? ja ? bj 2 P n 0 (4.11) which clearly depends on the iteration sequence. We investigate the components of P n , i.e. P n a and P n b . First we concentrate on P n a : Since P n a contains those x for which u n (x) > b( The analogous condition to (4.12) with n a replaced by Lemma 4.7. The iterates (y n ; u n ; p n ; n ), n 2 N, of Algorithm AS are uniformly bounded, i.e. there exists a constant 2 R + such that maxfjy n j H 1 ( ) ; ju n j ? ; jp n j H 1 ( ) ; j n j ? g for all n : Proof. First we construct a feasible pair (ỹ n ;ũ n ) for the auxiliary problem (4.14) at each iteration level. For this aim putũ n jA n a = a jA n a ,ũ n jA n b = b jA n b andũ n jI n = 0. Since (y n ; u n ) is the unique solution to the auxiliary problem (4.14) we have 0 J(y n ; u n ) J(ỹ n ;ũ n ) J ; where the non-negativity of J follows from its de nition and the existence of the constant J > 0 is due to the uniform boundedness of (ỹ n ;ũ n ). This proves the uniform boundedness of y n and u n in L 2 ( ) and L 2 (? 1 ), respectively.
A similar procedure like in the proof of the uniform boundedness ofỹ n in H 1 ( ) (now u n taking the role ofũ n ) yields the uniform boundedness of y n in H 1 ( ). The following lemma guarantees that n is bounded away from 1.
Lemma 4.8. Suppose that essinffb(x) ? a(x)jx 2 P n g > 0 for all n 2 N : (essinf = +1 if meas(P n ) = 0)
Then there exists 0 < 1 such that 0 n for all iteration levels n.
Proof. We will only argue for n a since similar arguments apply for n b . From (4.19) we know that > 1 has to be satis ed. Hence, for our choice of the condition < (q + 1)=(q + 2) must hold. end The identi cation A n = A n?1 is understood in the (discretized) sense of (3.1). An example for a simple initialization strategy is the following procedure (min is understood in the componentwise sense). In parenthesis we denote an alternative. end
The convergence analysis of Algorithm AS nite is based on the same ideas as in the in nite dimensional context. We make use of the discrete analogue of the modi ed augmented Lagrangian function of the previous section: L(Y n ; U n ; n ) = Q(Y n ; U n ) + 1 where ( ) + is understood componentwise, and S n a = I n A n a , analogously for S n b . The following convergence theorem states that Algorithm AS nite stops after a nite number of iterations in the exact solution of problem (5.1). We denote by > 0 the smallest and by the largest eigenvalue of M ? . The set P n is the discrete analogue of P n of Section 4. Theorem 5.1. Suppose that A n 6 = A n?1 and inffB i ? A i ji 2 P n g > 0 hold. If 2) holds for all n n, n 2 N, then Algorithm AS nite stops after a nite number of iterations at the exact solution (Y ; U ) of (5.1). Proof. First observe that if there exists an iteration level n such that A n?1 = A n then the discrete algorithm stops at the exact solution.
Next we establish the descent property of the discrete modi ed augmented Lagrangian function. We will only display the major steps since the ideas and computations are similar to the in nite dimensional case. For convenience we de ne n Y = Y n ? Y n?1 and n U = U n ? U n?1 . We have Q(Y n ; U n ) ? Q(Y n?1 ; U n?1 ) = ? Remark: The example is constructed such that there exist several active and inactive regions in the interior and on the boundary of ? 1 . Moreover, both bounds are active at the optimal (numerical) solution. = 10 ?4 ,^ = 10 ?2 . Remark: The bounds are chosen such that there exist x 1 2 (0; 1) with a(x 1 ) = b(x 1 ) and such that measfx 1 2 (0; 1)ja(x 1 ) = b(x 1 )g = 0. 6.2. Results. Table 2 gives the results for a run of Algorithm AS nite for Example 6.1 and h = 1=200. By jS n j, S n N ? , we denote the number of components i of U n with i 2 S n . Thereby r n is the maximal violation of the bound constraints. If we extrapolate Table 1 then r n jA n a j jA n b j j P n j J n L n 2:4920e-1 0 69 0 4:225353e-2 8:939324e-2 0:0000 34 69 0 4:225588e-2 4:225588e-2 0:0000 34 69 0 4:225588e-2 4:225588e-2 Table 2 . Performance for Example 6.1. = 10 ?3 satis es > 2C 2 h (see the discussion in x4) for h 1=20. The algorithm also exhibits a descent behaviour of L n for h = 1=10. Moreover, for all h i = 1=i, i = 10; 20; : : : ; 200, only two iterations are needed until the algorithm stops with the optimal discrete solution. This meshindependent behaviour for control constrained examples is also observed in BHHK] for distributed and unilaterally constrained optimal control problems. The low number of iterations is typical for most of the test runs. Although the algorithm stops at the exact solution, the merit function is not strictly decreasing.
Since P n 6 = ; for n = 3 we shall further analyse the dependence on^ . The second condition of Theorem 5.1 which involves P n 6 = ; also depends on the di erence^ ? . Hence, we reduce^ tô = 1:1 10 ?6 (for = 10 ?6 ), and nd that L n exhibits a descent behaviour in each iteration. Note that due to our initialization, i.e. U o = B, the choice of^ has no in uence on the sequence of iterates. It only guarantees that L n is strictly decreasing. In Figure 3 we give plots for the optimal control U and the corresponding multiplier for h = 1=50 and = 10 ?6 . The left graph of Figure 3 shows a "bang-bang" control which is the result of the increasing singularity of the problem for decreasing . Hence, there is a switching point where U jumps from the lower bound to the upper bound. Consequently the inactive set at the optimal solution is empty. Now we turn to Example 6.3. The aim of the construction is twofold: At rst we want to test the in uence of nonconstant c. And secondly, only the lower bound is active at the optimal solution, and the iteration process is started with U o set to the "wrong" bound which, in addition, is rather oscillatory. Let us give the plots of the optimal state, adjoint state, control and multiplier in yields the result of Table 4 . Now there is also a part of B which is active at the optimal solution.
Although is less than 2C 2 h the modi ed augmented Lagrangian function is decreasing. Moreover, the identi cation and correction process is very e cient again. Let us remark that we also tested the case where c 0. The constants of Table 1 change only slightly (in the last digit). In all cases, i.e. h i = 1=i, i = 10; : : : ; 50, the algorithm stopped after two iterations at the exact (discrete) solution.
r n jA n a j jA n b j j P n j J n L n 5:1502e+1 0 12 0 2:366900e-1 1:276744e+3 0:0000 37 12 0 2:397982e-1 2:397982e-1 0:0000 37 12 0 2:397982e-1 2:397982e-1 Table 4 . Example 6.3 for = 10 ?5 .
We consider Example 6.4. There exist points x 1 such that the Slater condition, i.e the interior of U ad is non-empty, does not hold. Since measfx 1 2 (0; 1)ja(x 1 ) = b(x 1 )g = 0, the lack of the Slater condition is benign. The mesh-size h was chosen such that there exist components i with A i = B i numerically. Again the algorithm terminates after two iterations at the exact (discrete) solution. Figure 5 displays the optimal control (together with the bounds A and B) and the corresponding multiplier for h = 1=100.
Finally, we consider the aspect of lack of strict complementarity, i.e. there exist i 2 A such that i = 0. Sometimes this fact is referred to as degeneracy of the problem. It is known for the methods based on gradient projection (see for instance MT] ) that their performance degrades with increasing degree of degeneracy. Since the sequence of iterates of Algorithm AS nite depends on the sign of n i for i 2 A n and the sign of U n i ? B i respectively U n i ? A i for i 2 I n , and since the precision of n ; U n essentially depends on the condition number of S and round-o errors, the active and inactive sets may start to chatter near the optimal solution with lack of strict complementarity. Therefore we introduce an additional stopping criterion which is similar to a rule developed in BHHK] . For this purpose de ne S n = fi 2 A n b j n i 0g fi 2 A n a j n i 0g and T n = fi 2 I n j(U n i > B i ) _ (U n i < A i )g and r n S = max i2S n fj n i jg and r n T = max i2T n fminfjU n i ? B i j; jU n i ? A i jgg : If we nd that r n S and r n T are of the order of the precision expected for the solution of the linear system which has to be solved in each iteration of Algorithm AS nite we cannot rely on the determination of active and inactive sets. Hence we stop the algorithm. We constructed examples with lack of strict complementarity at the exact solution. The algorithm immediately detects the correct active and inactive sets and terminates after one iteration.
Conclusions
Algorithms for solving optimal control problems with inequality constraints on the control are still a signi cant challenge. In this paper we have developed an e cient, easy to implement algorithm for a representative class of control constrained optimal control problems. We have proved global convergence in nite dimensions and a descent property in in nite dimensions under certain conditions on the parameters involved, respectively. Based on a very well suited identi cation strategy for the active and inactive sets which allows multiple activation and inactivation of constraints, in the discrete case the new algorithm proved to be very competitive in practice, exhibits a low number of iterations needed to nd the exact optimal solution and turns out to be very robust even in the case of lack of strict complementarity.
