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 要  旨 
実数値環境の問題は離散値環境の問題と比べて現実世界の問題に多く，実数値環境下で最適
な政策を獲得することは非常に困難である．実数値環境の問題に対するアプローチとして，
関数近似， Direct Policy Search: DPSや学習分類子システムを適用した例がある．DPSの
例として，正例のIF-THENルールとして表現されるexemplar を政策表現に適用し
exemplarの集合を遺伝的アルゴリズムによって最適化を試みた．しかしながら、実数値問題
において適切な政策を獲得するまでは試行時間を非常に多く必要としていた．一方，LCSは
環境との相互作用を通じて分類子と呼ばれる条件-行動ルールを学習し，一般化されたルール
を獲得する．しかし，初期に与えられるルールはランダムであるか，ルールの無い状況から
ルールを作り上げていくため、一般化されたルールを獲得するのには効率が悪く時間がかか
る．これは，LCSの実問題応用への展開にとって克服すべき課題の1 つである．これらの課
題に対し，我々はexemplar(模範，手本) に着目し，不必要なexemplar(一部重複しているな
ど)を可能な限り削除することによって一般化されたルール群を効率的に構築するExemplar 
に基づく学習分類子システム(Exemplar-based LCS: ECS)を提出したが，ECSには照合範囲
を事前に固定する必要があり，問題空間に対して均一な範囲のみ一般化されたexemplarの抽
出しかできない．これにより，固定の照合範囲を用いた従来のECSには一般化能力に限界が
生じる．そこで，本研究ではECSの照合条件と照合範囲を改良し，環境との相互作用を通し
て適切な照合範囲を動的に設定するように改善した動的照合範囲型ECSを提案し，その有効
性を示すことを目的とする．具体的には，各exemplarに基底関数を用いた照合範囲を設定し，
各exemplarが照合範囲を拡大・縮小していくことでより尐ないexemplarで問題を解く．さ
らに，ECSのメカニズムに適切な選択手法を導入することでECSの性能向上を目指す． 
 上記の提案システムと改良案を検証するために宇宙機12個の重さの異なる単純なカーゴレ
イアウトのシミュレーションをした結果，(1)動的範囲型ECSの一般化能力と一般化された最
適解の従来ECSと比較したところ，従来ECSに比べてより尐ないExemplarで問題を解くこ
とが可能であり，(2)学習時における選択手法と選択の指標となる要素の組合せを比較し適切
な組合せを検証したところ，ECSの学習時における選択手法と選択の指標とする要素には適
切な組合せとして基底関数の値を用いたルーレット選択がECSの性能向上に貢献している
ことを明らかにした． 
 
