







Mestrado em Ciência de Computadores
Departamento de Ciência de Computadores
2014
Orientador 
Alípio Mário Guedes Jorge
Coorientadora 
Inês de Castro Dutra
M

Todas as correções determinadas 
pelo júri, e só essas, foram efetuadas.







Para os meus pais, e todos aqueles que me apoiaram, dando est´ımulo, carinho, amor e




Comec¸o por expressar a minha gratida˜o aos meus orientadores, Professor Al´ıpio Jorge e
Professora Ineˆs Dutra, pelo apoio, orientac¸a˜o, pela confianc¸a que me incutiram, bem como
agradecer pelas oportunidades que me deram, porquanto contribu´ıram muito para a minha
carreira e sucesso acade´mico.
Com o propo´sito de escrever esta tese e um artigo cient´ıfico, agradec¸o tambe´m o financia-
mento dado pela FCT no aˆmbito do projeto Sibila - Scientific Grant (NORTE-07-0124-FEDER-
000059).
Quero agradecer, ainda, aos meus amigos pelo tempo que disponibilizaram para me apoiarem
moralmente, sobretudo ao Mestre Se´rgio Oliveira Marques, f´ısico/matema´tico, dotado de grande
aptida˜o inata, que me ajudou na elaborac¸a˜o das demonstrac¸o˜es matema´ticas, presentes nesta
dissertac¸a˜o, relativas a` minimizac¸a˜o da expressa˜o do algoritmo ALS.
Um agradecimento especial a` Professora Fa´tima Sør˚as pela ajuda na revisa˜o final dos textos.
Por fim, gostaria de agradecer aos meus pais por todo apoio que me teˆm dado ao longo
da minha vida acade´mica. Sem eles, dificilmente, teria alcanc¸ado mais uma etapa nesta longa




T his thesis has a bidisciplinary character, as it is deals with the two areas of data mi-ning and parallel systemns. Regarding the area of data mining, the recommendationsystems and their respective algorithms are defined. Concerning the area of parallel
systems, the distinction between classical systems and systems using graphics cards is clarified.
Finally, involving both areas, we discuss the implementation of recommendation algorithms th-
rough parallel programming on General Purpose Graphics Processing Units (GPGPU ), using
NVIDIA CUDA (Compute Unified Device Architecture). Next, the thesis focuses on matrix
factorization algorithms, particularly the algorithms Alternating Least Squares (ALS ), Sto-
chastic Gradient Descent (SGD) and Cyclic Coordinate Descent (CCD). We describe GPGPU
implementations of the recommendation algorithms CCD++ and ALS, which were designed for
this thesis. The processing time and the predictive ability of the GPGPU implementations are
compared with the same algorithms and implemented in existing multicore versions. The results
show that it is possible to obtain good speedups in GPGPU (maximum 14.8). The speedups
in GPGPU are better than those obtained with the multicore versions. The GPU-CCD++




E sta dissertac¸a˜o tem um cara´cter bidisciplinar, uma vez que abrange duas a´reas deespecializac¸a˜o: data mining e sistemas paralelos. Relativamente a` a´rea de data mi-ning, apresenta-se a definic¸a˜o dos sistemas de recomendac¸a˜o e respetivos algoritmos.
No que concerne a` a´rea de sistemas paralelos, esclarece-se a definic¸a˜o dos sistemas cla´ssicos e de
sistemas, utilizando placas gra´ficas. Por fim, envolvendo as duas a´reas, e´ abordada a implemen-
tac¸a˜o de algoritmos de recomendac¸a˜o atrave´s da programac¸a˜o paralela em Unidades de Proces-
samento Gra´fico de Propo´sito Geral (GPGPU ), utilizando, para esse efeito, NVIDIA CUDA
(Compute Unified Device Architecture). Seguidamente, a dissertac¸a˜o centra a sua atenc¸a˜o nos
algoritmos de fatorizac¸a˜o de matrizes, em particular os algoritmos Alternating Least Squares
(ALS), Stochastic Gradient Descent (SGD) e Cyclic Coordinate Descent (CCD). Descrevem-se,
posteriormente, as implementac¸o˜es GPGPU dos algoritmos de recomendac¸a˜o baseados em fa-
torizac¸a˜o de matrizes CCD++ e ALS, que foram concebidas para esta dissertac¸a˜o. O tempo de
processamento e a capacidade preditiva das implementac¸o˜es GPGPU sa˜o comparados com os
mesmos algoritmos em verso˜es multicore existentes e implementadas. Os resultados mostram
que e´ poss´ıvel obter em GPGPU bons speedups (ma´ximo 14.8). Os speedups em GPGPU sa˜o
melhores em relac¸a˜o aos obtidos com as verso˜es multicore. O algoritmo GPU-CCD++ e´ mais
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O s Sistemas de Recomendac¸a˜o surgiram a partir da necessidade da filtragem inteligentede dados e da definic¸a˜o automa´tica de prioridades e prefereˆncias dos utilizadores pordeterminados itens. O primeiro sistema de recomendac¸a˜o, Tapestry [24], criado no
in´ıcio da de´cada de 90, consistia num sistema experimental de filtragem inteligente de mensagens
de e-mail. Foi neste momento, tambe´m, que surgiu o conceito de collaborative filtering que
consiste em gerar recomendac¸o˜es, partindo da colaborac¸a˜o da comunidade de utilizadores.
Hoje em dia, com o crescimento da Internet, devido a` grande variedade de produtos e ser-
vic¸os disponibilizados, os utilizadores teˆm dificuldade em escolher entre as va´rias alternativas
que lhes sa˜o apresentadas. E´ neste contexto que os Sistemas de Recomendac¸a˜o sa˜o u´teis. Ti-
picamente, sa˜o sistemas que, tendo como ponto de partida as prefereˆncias dos utilizadores de
uma comunidade, cruzam a informac¸a˜o e agregam-na, de maneira a produzirem novas recomen-
dac¸o˜es personalizadas dentro das prefereˆncias do utilizador. A ideia consiste num sistema que
simula caracter´ısticas sociais relacionadas com a partilha de conhecimento, como, por exemplo,
perguntar a um amigo se ele conhece um filme interessante numa determinada a´rea [54].
Muitos sistemas de recomendac¸a˜o sa˜o implementados, utilizando algoritmos baseados em
fatorizac¸a˜o de matrizes [35, 57]. Dada a matriz de interac¸a˜o utilizador-item A, o objetivo destes
algoritmos e´ encontrar duas matrizes W e H de modo a que W ˆHT resulte numa aproximac¸a˜o
da matriz A. A matriz W representa os utilizadores segundo um conjunto de caracter´ısticas
latentes, e a matriz H representa os itens segundo um conjunto de caracter´ısticas latentes.
Considerando W e H, e´ fa´cil calcular as previso˜es para um utilizador i relativamente a um item
j com o qual ainda na˜o tenha interagido. O facto destes algoritmos de recomendac¸a˜o serem
baseados em ca´lculos matriciais torna-os apropriados para paralelizac¸a˜o.
Como e´ necessa´rio gerar recomendac¸o˜es a partir de conjuntos de dados cada vez maiores, sera´
do interesse dos provedores de servic¸os responder em tempo real a grandes nu´meros de pedidos
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em simultaˆneo. Portanto, a soluc¸a˜o para acelerar o processo, passa, primordialmente, por
recorrer ao paralelismo. O paralelismo consiste em dividir um problema em va´rios subproblemas
independentes que podem ser processados, simultaneamente, em va´rios processadores.
Pelas razo˜es mencionadas, va´rios autores teˆm proposto soluc¸o˜es paralelas para os algoritmos
baseados em fatorizac¸a˜o de matrizes. Por exemplo, algoritmos populares como o Alternating
Least Squares (ALS) e o Stochastic Gradient Descent (SGD) teˆm verso˜es paralelas tanto para
arquiteturas em memo´ria distribu´ıda como para memo´ria partilhada [66, 75, 76, 80]. Recente-
mente, Yu et al. [75] demonstraram que os algoritmos baseados no me´todo Cyclic Coordinate
Descent (CCD) teˆm uma maior eficieˆncia na regra de atualizac¸a˜o relativamente ao ALS e,
relativamente ao SGD, uma convergeˆncia mais esta´vel. Utilizando por base o me´todo de fato-
rizac¸a˜o CCD, Yu et al. implementaram o algoritmo de recomendac¸a˜o CCD++, utilizando um
sistema de memo´ria distribu´ıda com 256 no´s (ma´quinas) e demonstraram que este e´ 20 vezes
mais ra´pido que o Distributed-ALS e 40 vezes mais ra´pido que o Distributed-SGD.
Com o aumento da popularidade de General Purpose Graphics Processing Units (GPGPU),
e a sua adequac¸a˜o para programac¸a˜o paralela, algoritmos baseados em matrizes, geralmente,
funcionam bem na plataforma supracitada. No contexto de collaborative filtering, para GPGPU,
so´ e´ conhecida a implementac¸a˜o do algoritmo baseado em vizinhanc¸a de Zhanchun et al. [77].
Para esta dissertac¸a˜o, foi feita, pela primeira vez, a implementac¸a˜o para GPGPU de dois algo-
ritmos baseados em fatorizac¸a˜o de matrizes, na˜o se conhecendo qualquer outra implementac¸a˜o
deste ge´nero. Os algoritmos aqui implementados na versa˜o GPU sa˜o o ALS e o CCD++. Para
isso, utiliza-se o modelo de programac¸a˜o CUDA nos sistemas operativos Windows e Linux. Es-
tas verso˜es dos algoritmos sa˜o testadas com avaliac¸o˜es comummente encontradas na literatura.
No CCD++, os resultados sa˜o comparados com a versa˜o multicore de Yu et al. [75], e no ALS
sa˜o comparados com a versa˜o multicore deste algoritmo, tambe´m implementada nesta disserta-
c¸a˜o. Os melhores resultados, utilizando as verso˜es GPU-CCD++ e GPU-ALS, no que concerne
a`s verso˜es sequenciais (single core) atingem um speedup de 14.8 e 6.2, respetivamente. A ver-
sa˜o CUDA mais ra´pida (CCD++ em Windows) supera a versa˜o de 32 cores. Relativamente
a`s verso˜es sequenciais, todos os resultados, utilizando GPU e multicore, geram recomendac¸o˜es
exatamente com a mesma qualidade (root mean squared error).
Levando em considerac¸a˜o que o custo por core de uma ma´quina GPGPU com milhares
de cores e´ muito inferior ao custo de uma multicore, facilmente se conclui que a versa˜o GPU-
CCD++ permite um desempenho ideˆntico ou superior com um investimento menos elevado
relativamente a` versa˜o multicore.
Esta dissertac¸a˜o esta´ dividida em 8 cap´ıtulos. No Cap´ıtulo 1, e´ contextualizado o traba-
lho e sa˜o discutidos objetivos e contribuic¸o˜es. No Cap´ıtulo 2, sa˜o apresentados os conceitos
fundamentais em sistemas de recomendac¸a˜o e sa˜o discutidas algumas te´cnicas utilizadas nestes
sistemas. No Cap´ıtulo 3, sa˜o apresentados os sistemas paralelos cla´ssicos e sistemas paralelos
recorrendo a placas gra´ficas. No Cap´ıtulo 4, sa˜o apresentadas te´cnicas de paralelizac¸a˜o multi-
core dos algoritmos descritos no Cap´ıtulo 2. No Cap´ıtulo 5, e´ descrita a paralelizac¸a˜o em GPU
dos algoritmos ALS e CCD++. No Cap´ıtulo 6, sa˜o explicados todos os detalhes relativos a`s
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ma´quinas utilizadas e aos conjuntos de dados utilizados. No Cap´ıtulo 7, sa˜o apresentados os







N este Cap´ıtulo apresentam-se as motivac¸o˜es, os conceitos e alguns algoritmos dosSistemas de Recomendac¸a˜o. Sa˜o tambe´m descritas as me´tricas e as metodologiasde avaliac¸a˜o experimental.
Sempre que sa˜o mencionadas as palavras “itens”ou “item”, pretende-se aludir ao que o sis-
tema recomenda no contexto do problema. Podem referir-se a pessoas, a viagens, a textos, a
mu´sicas, a livros, a v´ıdeos, a anu´ncios, a pa´ginas de Internet, a produtos de uma loja virtual e
a tudo o que e´ poss´ıvel ser recomendado.
2.1 Definic¸a˜o
Os sistemas de recomendac¸a˜o sa˜o programas capazes de, inteligentemente, sugerir ao utili-
zador itens de sua prefereˆncia [9, 40, 54]. Geralmente, sa˜o utilizados em sites relacionados com
mu´sicas, v´ıdeos, venda de artigos tang´ıveis ou intang´ıveis e tudo o que no contexto explorato´rio
dos mesmos possa ser relevante dar a conhecer ao utilizador. Redes sociais como o Facebook
tambe´m usam estes sistemas [2, 27].
Devido ao enorme nu´mero de itens que um site pode oferecer, e´ comum os utilizadores
sentirem-se perdidos. Por isso, os sistemas de recomendac¸a˜o permitem ajuda´-los nas suas
deciso˜es [54]. Tome-se como exemplo a Amazon.com, que implementa um Sistema de Reco-
mendac¸a˜o para personalizar ao cliente a loja online [32]. E´ de realc¸ar que existem sistemas de
recomendac¸a˜o na˜o personalizados, consistindo nas 10 selec¸o˜es mais vistas da lista de livros ou
CDs.
No dia a dia, e´ comum as pessoas trocarem ideias e sugesto˜es relativamente a tomarem
deciso˜es, como, comprar um produto, ver um filme, etc. Normalmente, as pessoas escolhidas
para a troca de ideias sa˜o amigos ou colegas que partilham gostos ideˆnticos, ou pessoas que sa˜o
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peritas numa a´rea espec´ıfica. E´ da natureza humana tomar deciso˜es rotineiras com base nas
experieˆncias de conhecidos ou de pessoas em quem se confia. Alguns sistemas de recomendac¸a˜o
tentam imitar, no meio digital, estas caracter´ısticas sociais. A isto chama-se collaborative
filtering. Parte-se do princ´ıpio racional de que, se o histo´rico de utilizac¸a˜o do utilizador ativo e´
ideˆntico ao de outros utilizadores, existe concordaˆncia preferencial. Por isso, com base naquilo
que outros utilizadores, com um gosto ideˆntico, viram, sa˜o recomendados itens que o utilizador
ativo ainda na˜o viu e, provavelmente, gosta [40, 42].
2.2 Aplicac¸o˜es
Os sistemas de recomendac¸a˜o, para ale´m de ajudarem as pessoas nas suas tomadas de
decisa˜o, sa˜o tambe´m utilizados pelos provedores de servic¸os para:
1. Aumentar a quantidade de itens vendidos - Esta e´ uma das razo˜es que mais motiva
os provedores de servic¸os para a utilizac¸a˜o de sistemas de recomendac¸a˜o, fruto da apre-
sentac¸a˜o de itens que interessam ou induzem curiosidade no utilizador. Mesmo no caso
de aplicac¸o˜es na˜o comerciais, o simples facto de manter os utilizadores mais tempo no
site, indiretamente acaba por gerar lucros [58].
2. Vender uma maior diversidade de itens - Esta aplicac¸a˜o consiste em ajudar o uti-
lizador a encontrar itens, que, de outra forma, seriam dif´ıceis ou mesmo imposs´ıveis de
encontrar, dando-lhe a conhecer itens agrada´veis de que, possivelmente, nem fazia ideia
da sua existeˆncia [19].
3. Melhorar a satisfac¸a˜o dos utilizadores - Um sistema de recomendac¸a˜o, bem imple-
mentado e desenhado, melhora a experieˆncia de utilizac¸a˜o. E´ importante ter um sistema
que fac¸a recomendac¸o˜es precisas, aliado a uma interface usa´vel e agrada´vel [34, 53].
4. Aumentar a fidelizac¸a˜o dos utilizadores - O simples facto de promover a personali-
zac¸a˜o do servic¸o, adaptando-o ao perfil de cada um dos utilizadores, faz com que estes se
sintam bem tratados, promovendo, por conseguinte, a fidelizac¸a˜o [58].
5. Perceber quais os desejos dos utilizadores - As empresas de grande dimensa˜o sa˜o
muito complexas a n´ıvel de gesta˜o de stocks, principalmente, no caso da existeˆncia de
va´rios armaze´ns dispersos geograficamente. A informac¸a˜o proveniente do sistema de re-
comendac¸a˜o pode incluir informac¸a˜o geogra´fica relativamente a prefereˆncias associadas
a regio˜es, permitindo, desta forma, uma gesta˜o mais eficaz dos stocks e uma melhor ca-
pacidade de resposta aos pedidos. Como consequeˆncia, obte´m-se a reduc¸a˜o de custos
relacionados com a ma˜o de obra [12, 33, 72].
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2.3 Implementac¸a˜o
Um sistema de recomendac¸a˜o e´ o resultado da unia˜o multidisciplinar de va´rias a´reas, tais
como: interac¸a˜o pessoa ma´quina, paralelismo, utilizac¸a˜o intensa de data mining/machine le-
arning e todos os subcampos da inteligeˆncia artificial, podendo, tambe´m, envolver estudos
relacionados com caracter´ısticas sociais dos utilizadores, etc. Conforme o caso, pode ate´ ser
necessa´rio te´cnicas inteligentes de recuperac¸a˜o de informac¸a˜o (information retrieval) tal como
text mining. Por fim, e´ feito o tratamento da informac¸a˜o previamente extra´ıda, de forma a
conseguir-se prever itens ao gosto do utilizador, para, seguidamente, apresentar as recomenda-
c¸o˜es de uma forma na˜o invasiva que promova a aceitac¸a˜o por parte do mesmo [16, 22, 67, 70].
Para a concec¸a˜o de um sistema de recomendac¸a˜o, existem va´rias te´cnicas com propo´sitos
diferentes, a saber: content-based, user-based, collaborative filtering, demographic, knowledge-
based, community-based, hybrid recommender systems, entre outras [7, 8, 39, 50, 55, 71]. Devido
a` popularidade em competic¸o˜es recentes, como a do Netflix 1, este trabalho focar-se-a´ nas te´c-
nicas de collaborative filtering que, com base em informac¸a˜o impl´ıcita, o histo´rico de utilizac¸a˜o,
ou classificac¸a˜o expl´ıcita, introduzida pelos utilizadores, criam uma vizinhanc¸a de pessoas com
gosto ideˆntico. Estas te´cnicas permitem, ainda, recomendar ao utilizador itens que os seus
vizinhos tambe´m gostam, sem necessitar de informac¸a˜o exo´gena por parte dos utilizadores ou
itens [28]. Para implementar collaborative filtering, existem diversos algoritmos baseados em
data mining. No entanto, devido a` capacidade de escalabilidade, ao desempenho preditivo e aos
resultados obtidos em competic¸o˜es, como a do Netflix 1, os algoritmos de fatorizac¸a˜o de matrizes
teˆm vindo a suscitar interesse de investigac¸a˜o [65]. Este trabalho focar-se-a´ nos algoritmos de
recomendac¸a˜o baseados em fatorizac¸a˜o de matrizes. Devido a` natureza na˜o esta´tica dos dados,
a` medida que o tempo passa, os modelos ficam desatualizados. Existem, no entanto, duas
maneiras de atualizar os modelos baseados em fatorizac¸a˜o de matrizes: uma faz-se incremental-
mente, a outra realiza-se em batch. Pore´m, devido ao desempenho dos algoritmos, o facto de ser
incremental na˜o e´ de importaˆncia absoluta; logo, neste trabalho na˜o e´ abordada a atualizac¸a˜o
incremental. Os sistemas de recomendac¸a˜o baseados em collaborative filtering podem utilizar
dois tipos de feedback do utilizador: valores nume´ricos ou valores bina´rios. Considerando a
competic¸a˜o do Netflix 1, neste trabalho sera˜o utilizados valores nume´ricos, tambe´m designados
por ratings.
Apesar de existirem duas formas poss´ıveis de recuperar dados para sistemas de recomenda-
c¸a˜o baseados em collaborative filtering : uma, expl´ıcita com base nas classificac¸o˜es dos utiliza-
dores; a outra, impl´ıcita fundamentada pelos dados bina´rios (histo´rico de utilizac¸a˜o viu ou na˜o
viu), este trabalho ira´ utilizar, unicamente, as classificac¸o˜es expl´ıcitas dos utilizadores.
1 Consultar a Secc¸a˜o 6.3.
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2.4 Algoritmos baseados em fatorizac¸a˜o de matrizes
A fatorizac¸a˜o de matrizes e´ um problema de otimizac¸a˜o para o qual existem va´rios algorit-
mos. Os algoritmos variam entre a facilidade da implementac¸a˜o, a facilidade da paralelizac¸a˜o,
a parametrizac¸a˜o, a convergeˆncia e a qualidade das previso˜es.
2.4.1 Noc¸o˜es de Singular Value Decomposition (SVD)
SVD e´ te´cnica de a´lgebra linear (ramo da matema´tica), que tem muitas aplicac¸o˜es relaci-
onadas com compressa˜o e representac¸a˜o de matrizes, portanto tem uma variedade grande de
utilizac¸o˜es em cieˆncia de computadores, e e´ comum surgir em compressa˜o de imagens e v´ıdeos.
No contexto de collaborative filtering, permite resolver o problema de gerar modelos baseados
em fatorizac¸a˜o de matrizes. SVD consiste em decompor uma matriz A de dimensa˜o mˆn num
produto de treˆs matrizes tal como ilustrado na Figura 2.1 [1, 6, 57].





















Figura 2.1: Ilustrac¸a˜o das treˆs matrizes geradas pela fatorizac¸a˜o da matriz A, em que a matriz
Σ e´ composta por zeros a` excec¸a˜o da diagonal σ onde residem os valores singulares, que sa˜o
nu´meros positivos e servem para atribuir a forc¸a de cada um dos conceitos.
Para calcular as treˆs matrizes da Figura 2.1, tomando como exemplo uma matriz A de






























































p8´ λqp2´ λq ´ 0 “ 0
λ1 “ 8
λ2 “ 2


























Primeiro e´ necessa´rio calcular os vetores singulares de AAT , recorrendo aos valores sin-
gulares λ previamente calculados:











































































4. Calcular V :
O processo e´ igual ao de calcular U , apenas com a diferenc¸a de ser com a expressa˜o:
pATA´ λIqx “ 0
Com base no que foi calculado em U , adaptando a V , tem-se o seguinte kernel :
Ei “ ker
«
















































5. Por fim, com tudo calculado, e´ poss´ıvel escrever:























Os valores singulares σ presentes na diagonal da matriz Σ, no final do ca´lculo, ficam organi-
zados de forma decrescente a partir de Σ11, permitindo, por isso, facilmente fazer aproximac¸o˜es
a A. Quantos mais valores singulares forem considerados, mais exata e´ a aproximac¸a˜o a A.
Visto que as matrizes U e V sa˜o reduzidas em conformidade, enta˜o, a matriz reconstru´ıda
Ak “ UkSkV 1k e´ a aproximac¸a˜o rank ´ k da matriz A. Ak minimiza a norma de Frobenius [57]
(dada por ||A ´ Ak||)perante todas as matrizes rank ´ k. Por isso, esta te´cnica fornece as
melhores aproximac¸o˜es de A com a classificac¸a˜o mais baixa poss´ıvel ao n´ıvel da norma de
Frobenius [57].
SVD no contexto de collaborative filtering/UV-Decomposition
No contexto de collaborative filtering, pretende-se um algoritmo capaz de gerar um modelo
a partir de dados de aprendizagem incompletos, por isso, quando se fazem previso˜es, sa˜o ob-
tidos dados completos, com aproximac¸a˜o. A utilizac¸a˜o de SVD serve para capturar relac¸o˜es
latentes entre clientes e itens. Neste espac¸o conjunto de fatores latentes de dimensionalidade
k, as interac¸o˜es utilizador-item sa˜o modeladas como produtos internos. O espac¸o latente tenta
11
caracterizar cada um dos fatores k entre utilizadores e itens inferidos, automaticamente, a par-
tir do conjunto de interac¸o˜es utilizador-item. Por exemplo, quando os produtos sa˜o filmes, os
fatores podem ter medic¸o˜es o´bvias de dimenso˜es como come´dia vs. drama, quantidade de ac¸a˜o,
ou orientac¸a˜o para as crianc¸as. No entanto, tambe´m existem dimenso˜es menos bem definidas,
tal como profundidade do desenvolvimento do cara´ter, ‘estranheza’ ou, ate´ mesmo, dimenso˜es
na˜o interpreta´veis [57, 75].
Esparsa
A W Hx
Matriz de interação 
utilizador-item.









Figura 2.2: Ilustrac¸a˜o das matrizes de um modelo baseado em fatorizac¸a˜o de matrizes.
Devido a` matriz A ser muito esparsa, grande parte e´ desconhecida, por isso a aplicac¸a˜o
do SVD convencional e´ indefinida. O SVD so´ pode ser aplicado a matrizes completamente
definidas. Para ser poss´ıvel capturar o que foi supracitado, sa˜o necessa´rias alterac¸o˜es ao SVD
original. A diferenc¸a e´ que, agora, pretende-se uma fatorizac¸a˜o que na˜o seja apenas reduzir
o tamanho de uma matriz completa com recurso a aproximac¸o˜es, mas sim que seja capaz de
produzir previso˜es, recorrendo a aproximac¸o˜es que partem de uma matriz muito esparsa. No
SVD, as aproximac¸o˜es de U e V sa˜o obtidas a partir da matriz Σ, em collaborative filtering,
as aproximac¸o˜es de W e H sa˜o obtidas a partir da Func¸a˜o 2.1. Para isso, sendo A P Rmˆn a
matriz de interac¸a˜o utilizador-item onde m e´ o nu´mero de utilizadores e n o nu´mero de itens,
pretende-se gerar duas matrizes W P Rmˆk e H P Rnˆk em que W ˆ HT « A. Portanto, os




pAij ´ ωTi hjq2 ` λp||W ||2F ` ||H||2F q. (2.1)






pAij ´ ωTi hjq2 ` λp||W ||2F ` ||H||2F q. (2.2)
Onde Ω e´ o conjunto de ı´ndices relativos a`s classificac¸o˜es observadas, i e´ mapeado direta-
mente pelo nu´mero de utilizador e j pelo nu´mero de item. O paraˆmetro λ e´ o de regularizac¸a˜o,
e serve para contornar o efeito de overfitting2. A norma de Frobenius e´ indicada por ||‹||F que,
2 Overfitting - Consiste num modelo demasiado ajustado aos dados de treino. O caso extremo acontece
quando o modelo so´ apenas consegue prever o dados que aprendeu; neste caso, na˜o tem utilidade.
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neste contexto, se pode explicar a partir da matriz A e a sua aproximac¸a˜o rank ´ k “ Ak.




Por isso, quanto menor for o inteiro produzido pelo somato´rio, mais pro´xima e´ a matriz Ak
da A [31, 43]. O vetor ωTi corresponde a`s linhas i da matriz W , e o vetor hj corresponde a`s
linhas j da matriz H. O objetivo e´ conseguir, a partir do calculo de WHT , uma aproximac¸a˜o
da matriz A, em que W e H sa˜o matrizes rank ´ k.
Do ponto de vista matema´tico, a representac¸a˜o dos dados e´ indiferente. Mas, geralmente,
utiliza-se uma representac¸a˜o esparsa que e´ constitu´ıda por tuplos i, j, classificac¸a˜o. Os tu-
plos visualizam-se como i=linha, j=coluna, classificac¸a˜o=valor. Em virtude das dimenso˜es da
matriz A poderem ser muit´ıssimo elevadas e pelo facto de a matriz ser praticamente toda cons-
titu´ıda por zeros (pares i, j que ainda na˜o interagiram), nestes casos a representac¸a˜o esparsa e´
obrigato´ria. O que se pretende e´ prever os pares i, j que ainda na˜o interagiram.
Para determinar o mı´nimo da Func¸a˜o (2.1), existem va´rios algoritmos. E´ poss´ıvel com um
u´nico algoritmo obter diretamente os mı´nimos exatos W e H a partir da equac¸a˜o de mini-
mizac¸a˜o3 da Func¸a˜o (2.1); no entanto, envolve ca´lculos muito complexos que na˜o sa˜o via´veis,
computacionalmente; por isso e´ um problema de otimizac¸a˜o que tem va´rias formas de ser resol-
vido. Nesta dissertac¸a˜o, sera˜o apresentados treˆs algoritmos: ALS, SGD e CCD/CCD++. Os
dois primeiros obtiveram bons resultados na competic¸a˜o promovida pela empresa Netflix 1. O
u´ltimo, segundo os autores [75], consegue unir as vantagens dos dois primeiros.
2.4.2 Alternating Least Squares (ALS)
Como a Func¸a˜o (2.1) tem dois mı´nimos, a ideia deste algoritmo consiste em alternar a
otimizac¸a˜o entre cada um dos mı´nimos, otimiza W , mantendo H fixa, e otimiza H, mantendo
W fixa. O algoritmo consegue, por isso, tornar a Func¸a˜o (2.1) na˜o convexa numa soluc¸a˜o
convexa. Quando se fixa H e minimiza W , por forma a, independentemente das linhas de W ,




pAij ´ ωTi hjq2 ` λ||ωi||2, i “ 1...n. (2.3)




pAij ´ ωTi hjq2 ` λ||ωi||2. (2.4)
Para resolver o Problema (2.4) e´ necessa´rio recorrer a` minimizac¸a˜o da Func¸a˜o (2.3). Por
isso, onde A e´ uma matriz m ˆ n, ωi e´ um vetor linha de uma matriz W P Rmˆk, e hj o vetor
linha de uma matriz H P Rnˆk. O valor de Ωi corresponde ao subconjunto do conjunto dos
ı´ndices das colunas de A, de forma a que as entradas respetivas na linha i possuam valores.
3 Equac¸a˜o de minimizac¸a˜o - Em matema´tica, os pontos cr´ıticos de fpxq sa˜o obtidos a partir da equac¸a˜o de
minimizac¸a˜o de fpxq, que e´ dada por f 1pxq “ 0 resolvida em ordem a x.
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Exemplo para m “ n “ 3 e k “ 2.
A “
»—–a11 a12 a13a21 ´ a23
´ a32 ´
fiffifl
Neste exemplo, tem-se Ω1 “ t1, 2, 3u, uma vez que a linha 1 possui todas as entradas
definidas. Por outro lado, Ω2 “ t1, 3u e Ω3 “ t2u.








pretende-se minimizar a Func¸a˜o (2.3) para ω2, tem-se
fpω2q “ pA21 ´ ω21h11 ´ ω22h12q2 ` pA23 ´ ω21h31 ´ ω22h32q2 ` λpω221 ` ω222q
calcula-se a derivada parcial em ordem a ω21. Tem-se, enta˜o,
Bf
Bω21 “ ´2h11pA21 ´ ω21h11 ´ ω22h12q ´ 2h31pA23 ´ ω21h31 ´ ω22h32q ` 2λω21
a equac¸a˜o BfBω21 “ 0 fica depois de expandir e passar os termos em Aij para o segundo membro,
ω21ph211 ` h231 ` λq ` ω22ph11h12 ` h31h32q “ h11h12 ` h31h32
por outro lado, tem-se
Bf
Bω22 “ ´2h12pA21 ´ ω21h11 ´ ω22h12q ´ 2h32pA23 ´ ω21h31 ´ ω22h32q ` 2λω23
a equac¸a˜o BfBω22 “ 0 resultante simplifica-se, do mesmo modo, em
ω21ph12h11 ` h32h31q ` ω22ph212 ` h232q “ h12A21 ` h32A23
colocando em sistema tem-se$&%ω21ph211 ` h231 ` λq ` ω22ph11h12 ` h31h32q “ h11h12 ` h31h32ω21ph12h11 ` h32h31q ` ω22ph212 ` h232 ` λq “ h12A21 ` h32A23
em forma matricial˜«
h211 ` h231 h11h12 ` h31h32













onde I denota a matriz identidade. Ora,«
h211 ` h231 h11h12 ` h31h32

















h211 ` h231 h11h12 ` h31h32
h12h11 ` h32h31 h212 ` h232
ff
“ HTΩ2HΩ2

















o sistema admite uma soluc¸a˜o caso
|HTΩ2HΩ2 ` λI| ‰ 0
que se verifica sempre que λ ą 0.




“ pHTΩ2HΩ2 ` λIq´1HTa2
Generalizac¸a˜o a um nu´mero arbitra´rio de dimenso˜es: Seja enta˜o A P Rmˆn,W P

















como as linhas i e j respetivamente das matrizes,
W “
»——–




ωn1 . . . ωnk
fiffiffifl , H “
»——–




hm1 . . . hmk
fiffiffifl .





hjrpAij ´ ωTi ¨ hjq ` 2λωri.
A equac¸a˜o BfBωri “ 0 reduz-se aÿ
jPΩi























A equac¸a˜o BfBωri “ 0 escreve-se, portanto, na forma matricial como
pM ` λIqωi “ HTai

















fiffiffiffiffifl “ HTΩiHΩi .
Se |HTΩiHΩi ` λI| ‰ 0 enta˜o os pontos cr´ıticos de fpωiq sa˜o
ω˚i “ pHTΩiHΩi ` λIq´1HTai.
onde HTΩi e´ a submatriz que se obte´m de H, considerando apenas as linhas cujos ı´ndices
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encontram-se em Ωi.
Mostra-se que, de facto, tem-se sempre |HTΩiHΩi ` λI| ‰ 0. Ora, sabe-se que
|HTΩiHΩi ` λI| “ pp´λq
sendo ppxq o polino´mio caracter´ıstico da matriz HTΩiHΩi . Ale´m disso, e´ verdade que
pp´λq “ λk ` TrpHTΩiHΩiqλk´1 ` Trr2spHTΩiHΩiqλk´2 ` . . .` |HTΩiHΩi |,
representando TrrjspHTΩiHΩiq o trac¸o generalizado de ordem j da matriz HTΩiHΩi .
Para determinar o valor de TrrjspHTΩiHΩiq introduz-se a seguinte notac¸a˜o: dada a matriz
M P Rnˆn, e´ representada por M rAs a submatriz de M constitu´ıda pelas linhas e colunas cujos
ı´ndices se encontram no conjunto A. Define-se ainda Inj como sendo o conjunto de todos os







|pHΩirα; ˚sqT pHΩirα; ˚sq|.
Analisada HΩirα; ˚s, a submatriz que resulta de HΩi tem em considerac¸a˜o apenas os ı´ndices
da matriz A que teˆm representac¸a˜o nas linhas. Este subconjunto α, constitu´ıdo pelos ı´ndices
anteriormente referidos, mapeia as linhas de H que geram a submatriz de HΩi . Com base nas
regras sobejamente conhecidas da a´lgebra linear |AB| “ |A| ¨ |B| e |AT | “ |A|, e baseando-se,




|HΩirα; ˚s|2 ě 0.
Segue-se portanto
|HTΩiHΩi ` λI| ě λk ą 0
como pretend´ıamos. Resta determinar a natureza do ponto cr´ıtico
ω˚i “ pHTΩiHΩi ` λIq´1HTai.

























$&%1, r “ s0, r ‰ s
corresponde ao s´ımbolo de Kronecker. Enta˜o, Ri e´ dada precisamente por
Ri “ HTΩiHΩi ` λI.
Viu-se ja´ que |HTΩiHΩi ` λI| ą 0. O mesmo artif´ıcio permite mostrar que todos os seus
menores principais (ver pa´gina 494 de [43]) satisfazem a mesma inequac¸a˜o, sendo a matriz, por
conseguinte, definida positiva. Esta´-se, portanto, na presenc¸a de um mı´nimo.
Tal como provado acima, neste momento com H fixa ja´ se pode seguramente escrever,
ω˚i “ pHTΩiHΩi ` λIq´1HTai (2.5)
que e´ um ponto cr´ıtico, visto que λ e´ sempre positivo, logo o vetor ωi˚ e´ mı´nimo de (2.3).
E para calcular H com W fixa com base na Equac¸a˜o (2.5) fica-se com
h˚j “ pW TΩjWΩj ` λIq´1W Taj (2.6)
O objetivo e´ minimizar a Func¸a˜o (2.1), por isso, o algoritmo alterna entre W e H, ate´
convergir segundo um nu´mero T fixo de iterac¸o˜es definido pelo utilizador [66, 75, 76]. De
seguida apresenta-se o ALS no Algoritmo 1.
Algoritmo 1: ALS [66]
input : A,W,H, λ, T
1 begin
2 inicializar(H Ð (nu´meros aleato´rios pequenos));
3 for iter Ð 1 to T Step “ 1 do
4 Calcular W que minimiza (2.1) mantendo H fixa, utilizando
ωi˚ “ pHTΩiHΩi ` λIq´1HTai;
5 Calcular H que minimiza (2.1) mantendo W fixa, utilizando
hj˚ “ pW TΩjWΩj ` λIq´1W Taj;
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Exemplo do ca´lculo do vetor ω0˚ na primeira iterac¸a˜o para uma matriz A de classificac¸o˜es,
de dimenso˜es pequenas:




0 1 2 3 4
0 4 2 0 1 0
1 2 0 0 0 3
2 1 3 0 0 2
3 0 1 0 4 0
4 0 0 3 4 0
5 0 0 0 0 1
Para k “ 3 e λ “ 0.1, tem-se W inicializada a 0 e H inicializada com nu´meros aleato´rios
pequenos (de modo a garantir que na˜o sejam feitas multiplicac¸o˜es por 0):
W “
0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0
H “
0 1 2
0 0.2 0.7 0.3
1 0.1 0.9 0.5
2 0.4 0.5 0.3
3 0.3 0.1 0.2
4 0.2 0.6 0.8
Enta˜o ωi representa o i vetor linha de W e hj representa o j vetor linha de H. Com i “ 0
para calcular ω0˚ e´ primeiramente necessa´rio extrair os ı´ndices coluna j observados na linha




0 0.2 0.7 0.3
1 0.1 0.9 0.5
3 0.3 0.1 0.2






»—–0.2 0.1 0.30.7 0.9 0.1
0.3 0.5 0.2
fiffiflˆ
»—–0.2 0.7 0.30.1 0.9 0.5
0.3 0.1 0.2
fiffifl` 0.1ˆ





»—–0.2 0.1 0.4 0.3 0.20.7 0.9 0.5 0.1 0.6












»—–0.14 0.26 0.170.26 1.31 0.68
0.17 0.68 0.38
fiffiflˆ






























Substituindo ω0˚ em W , tem-se:
W “
0 1 2
0 97.438 89.742 ´141.027
1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0
Para calcular as restantes linhas ω1˚ . . . ω5˚ de W , o racioc´ınio e´ o mesmo que para ω0, sendo
apenas alterado o ı´ndice da linha.
Apo´s estarem calculadas todas as linhas de W , a partir de H fixa, e´ necessa´rio calcular as
linhas de H com W fixa; o racioc´ınio continua igual ao de calcular W . A u´nica diferenc¸a e´ que,
para calcular H, passa-se a trabalhar com as colunas da matriz A.
O processo de atualizac¸a˜o para W e H tem de ser repetido T vezes. Normalmente, e´
escolhido um valor T fixo que se considere suficiente para a convergeˆncia do algoritmo. A
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convergeˆncia e´ atingida quando numa nova iterac¸a˜o H e W continuam ideˆnticas a H e W da
iterac¸a˜o anterior.
2.4.3 Stochastic Gradient Descent (SGD)
O Algoritmo 2 tem por base a utilizac¸a˜o da fo´rmula do gradiente [5]. O gradiente e´
constitu´ıdo por um vetor de derivadas que permite encontrar a direc¸a˜o da maior variac¸a˜o
da Func¸a˜o. Por isso, para minimizar a Func¸a˜o (2.1), utiliza-se um mu´ltiplo do gradiente da
Func¸a˜o (2.1) em ordem a ω e outro em ordem a h, isto com base na fo´rmula do gradiente que
permite escrever,
ωi Ð ωi ´ η
ˆ
λ





hj Ð hj ´ η
ˆ
λ





em que valor de Ωi corresponde aos ı´ndices das colunas de A com valores na linha i e o valor de
Ω¯j corresponde ao dos ı´ndices das linhas de A com valores na coluna j. A parte estoca´stica e´
utilizada a cada iterac¸a˜o para escolher uma linha coluna pi, jq do conjunto Ω, por isso a escolha
de ı´ndices pi, jq e´ aleato´ria. O paraˆmetro η define o avanc¸o do gradiente a cada iterac¸a˜o,
servindo, por isso, para controlar a velocidade de descida. A cada iterac¸a˜o, o vetor linha e o
vetor coluna de A aos quais se aplicam as Equac¸o˜es (2.7) e (2.8), respetivamente, sa˜o escolhidos
de maneira estoca´stica, sendo, por isso, afetada a convergeˆncia; logo, para os mesmos dados de
treino, o tempo de aprendizagem varia [4, 5, 21, 75].
Algoritmo 2: SGD [21, 75]
input : A,W,H, λ, η
1 begin
2 inicializar(W Ð 0, H Ð 0);
3 while not converged do
4 ω1i Ð ωi ´ η
´
λ
|Ωi|ωi ´ pAij ´ ωTi hjqhj
¯
;
5 hj Ð hj ´ η
´
λ
|Ω¯j |hj ´ pAij ´ ωTi hjqωj
¯
;
6 ωi Ð ω1i;
Na descida do gradiente, comec¸a-se por um ponto qualquer da func¸a˜o obtida pela fo´rmula
do gradiente e vai-se descendo por qualquer um dos lados ate´ ao mı´nimo global. Na func¸a˜o
da Figura 2.3, e´ fa´cil encontrar esse mı´nimo. A existeˆncia de va´rios mı´nimos locais, conforme
ilustrado na Figura 2.4, traduz-se na principal fraqueza deste algoritmo. Neste caso, o algoritmo
pode convergir num mı´nimo que na˜o e´ o melhor por ser apenas local.
Os mı´nimos locais sa˜o contornados pela introduc¸a˜o de ru´ıdo estoca´stico, criando um efeito
ideˆntico ao ilustrado na Figura 2.5.
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Figura 2.5: Func¸a˜o com os mı´nimos locais atenuados por ru´ıdo estoca´stico.
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2.4.4 Cyclic Coordinate Descent (CCD)
Este algoritmo e´ muito semelhante ao ALS, so´ que, no caso do ALS, a atualizac¸a˜o e´ feita
sobre a minimizac¸a˜o da Func¸a˜o (2.1) em ordem a H ou W . Ja´ no que diz respeito ao CCD, a
atualizac¸a˜o e´ feita com a minimizac¸a˜o da Func¸a˜o (2.1) em ordem a uma u´nica posic¸a˜o de H
ou W . Enquanto o ALS atualiza H de linha em linha e alterna para W , novamente de linha
em linha ate´ convergir, o CCD atualiza H de ce´lula em ce´lula e alterna para W tambe´m de
ce´lula em ce´lula e assim sucessivamente, ate´ convergir [30, 75]. Sendo ωi o vetor linha referente
a` linha i de W , enta˜o ωit representa o elemento da linha i na coluna t. Para tornar poss´ıvel a
atualizac¸a˜o ce´lula a ce´lula, e´ necessa´rio modificar o Problema (2.2) de forma a que apenas ωit







pAij ´ pωTi hj ´ ωithjtq ´ zhjtq2 ` λz2, (2.9)
visto que se trata de fatorizac¸a˜o na˜o negativa de matrizes, e a Func¸a˜o (2.9) e´ invariavelmente
quadra´tica; logo e´ de concavidade para cima, contendo, garantidamente, um u´nico mı´nimo. Por









Calcular o mı´nimo z˚ por (2.10) requer Op|Ωi|kq iterac¸o˜es. No caso do valor de k ser um
valor elevado, este passo pode ser otimizado para, logo a partir da primeira iterac¸a˜o, so´ passar
a necessitar de Op|Ωi|q iterac¸o˜es, bastando, para isso, manter uma matriz residual R tal que









Com z˚ calculado, a atualizac¸a˜o de ωit e Rij e´ feita da seguinte forma
Rij Ð Rij ´ pz˚ ´ ωitqhjt, @j P Ωi (2.12)
ωit Ð z˚. (2.13)
Apo´s atualizar cada uma das varia´veis ωit com (2.13) pertencentes a W , passa a ser ne-
cessa´rio atualizar de forma semelhante as varia´veis hjt pertencentes a H, em que na primeira
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e a matriz residual R e´ novamente calculada da mesma forma com Rij ” Aij´ωTi hj, @pi, jq P Ω.









Com s˚ calculado, a atualizac¸a˜o de hjt e Rij e´ feita da seguinte forma
Rij Ð Rij ´ ps˚ ´ hjtqωit, @i P Ω¯j (2.16)
hjt Ð s˚. (2.17)
Tendo as regras de atualizac¸a˜o dadas pelas Equac¸o˜es (2.12), (2.13), (2.16) e (2.17), torna-se
poss´ıvel aplicar qualquer sequeˆncia de atualizac¸a˜o sobre as varia´veis de W e H. Sera˜o abordadas




Neste tipo de atualizac¸a˜o, W e H sa˜o atualizadas da seguinte forma:
Whkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkj
ω11, . . . , ω1klooooomooooon
ω1




h11, . . . , h1klooooomooooon
h1
, . . . , hn1, . . . , hnklooooomooooon
hn
.
Na primeira iterac¸a˜o do Algoritmo 3, para a matriz residual R ser igual a` matriz A, a
matriz W e´ inicializada a 0. O paraˆmetro T define o nu´mero de iterac¸o˜es CCD.
Algoritmo 3: CCD [75]
input : A,W,H, λ, k, T
1 begin
2 inicializar(W Ð 0, RÐ A);
3 for iter Ð 1 to T Step “ 1 do
4 for iÐ 1 to m Step “ 1 do // B Atualiza W.
5 for tÐ 1 to k Step “ 1 do
6 obter z˚, utilizando (2.11);
7 atualizar R e ωit, utilizando (2.12) e (2.13);
8 for j Ð 1 to n Step “ 1 do // B Atualiza H.
9 for tÐ 1 to k Step “ 1 do
10 obter s˚, utilizando (2.15);
11 atualizar R e hjt, utilizando (2.16) e (2.17);
A n´ıvel de complexidade, pode perceber-se que o ca´lculo de cada valor ωit em W tem
complexidade Op|Ωi|q e que o ca´lculo de cada valor hjt em H tem complexidade Op|Ω¯j|q. Logo,














Na atualizac¸a˜o item/user-wise, H e W sa˜o percorridas pelas linhas; na atualizac¸a˜o feature-
wise, H e W sa˜o percorridas pelas colunas. O que garante a igualdade dos ca´lculos e´ dado pela
observac¸a˜o de WHT : o ca´lculo dos produtos internos de vetores linha de W e H e´ equivalente a`






com quatro classificac¸o˜es dadas por dois utilizadores a dois itens, e supondo uma fatorizac¸a˜o



























˜ ω¯1 ω¯2 ω¯3
ω1 1 2 3
ω2 2 7 8
¸
e H
˜ h¯1 h¯2 h¯3
h1 1 5 3
h2 3 4 2
¸


















A partir do exemplo acima, como ω¯t corresponde aos vetores coluna da matriz W , h¯
T
t
equivale aos vetores coluna transpostos da matriz H. h¯t e´ um vetor representado em coluna
que necessita de ser transposto para indicar que passa a ter uma representac¸a˜o em linha. Logo,
e´ fa´cil perceber a igualdade da seguinte expressa˜o, em que WHT pode ser representado como
um somato´rio de k produtos exteriores






Com esta conclusa˜o, em vez de W e H serem percorridas de utilizador em utilizador m e
de item em item n, respetivamente, W e H passam a ser percorridas de caracter´ıstica latente
em caracter´ıstica latente k. Enta˜o, ω¯t P Rm, h¯t P Rn e t P Rk.
Para tornar poss´ıvel esta forma de pensar, passam a ser necessa´rias algumas alterac¸o˜es a`s
func¸o˜es originais do CCD. Sendo u˚ e v˚ os vetores a serem respetivamente injetados sobre ω¯t
4 Produto exterior - Em ingleˆs outer product. Trata-se de um caso especial do produto de Kronecker [69],
porque, em vez de aplicado a duas matrizes, e´ aplicado a dois vetores. O produto exterior aplicado a dois vetores
resulta sempre numa matiz, na˜o tendo nada que ver com o muito conhecido produto externo/vetorial. Este
u´ltimo, aplicado a dois vetores, resulta sempre num vetor.
26
e h¯t, u





pRij ` ω¯tih¯tj ´ uivjq2 ` λp||u||2 ` ||v||2q, (2.19)
onde Rij ” Aij´ωTi hj, @pi, jq P Ω e´ a entrada residual de pi, jq; mas nesta forma de atualizac¸a˜o,
ainda ha´ a possibilidade de se fixarem mais valores pre´-calculados, recorrendo a uma segunda
matriz residual que e´ dada por Rˆij
Rˆij “ Rij ` ω¯tih¯tj, @pi, jq P Ω. (2.20)





pRˆij ´ uivjq2 ` λp||u||2 ` ||v||2q. (2.21)








, i “ 1, . . . ,m, (2.22)








, j “ 1, . . . , n. (2.23)
Note-se que devido a` independeˆncia dos vetores u˚ e v˚ em relac¸a˜o a`s restantes varia´veis,
para cada k, u˚ e v˚ apenas dependem um do outro para atingirem a ma´xima otimizac¸a˜o. Logo,
com esta hipo´tese, apo´s o ambiente estar criado por Rˆij, basta aplicar CCD para otimizar as
posic¸o˜es dos vetores u˚ e v˚, alternando entre um e outro tantas vezes quantas as necessa´-
rias. Por isso, cada conjunto u˚ e v˚ apenas e´ visitado uma u´nica vez pelas iterac¸o˜es CCD.
Segundo [75], uma boa forma para inicializar u˚ e v˚ faz-se utilizando ω¯t e h¯t, respetivamente.
Por fim, u˚ e v˚ obtidos, basta atualizar pω¯t, h¯tq e Rij da seguinte forma
pω¯t, h¯tq Ð pu˚, v˚q, (2.24)
Rij Ð Rˆij ´ u˚i v˚j , @pi, jq P Ω. (2.25)
De seguida, apresenta-se o CCD++ no Algoritmo 4.
27
Algoritmo 4: CCD++ [75]
input : A,W,H, λ, k, T
1 begin
2 inicializar(W Ð 0, RÐ A);
3 for iter Ð 1 . . . Step “ 1 do
4 for tÐ 1 to k Step “ 1 do
5 construir Rˆ, utilizando (2.20);
6 for inneriter Ð 1 to T Step “ 1 do // B T iterac¸~oes CCD
para (2.21).
7 atualizar u, utilizando (2.22);
8 atualizar v, utilizando (2.23);
9 atualizar pω¯t, h¯tq e R, utilizando (2.24) e (2.25);
2.4.5 Comparac¸o˜es entre os algoritmos ALS, SGD e CCD/CCD++




Op|Ω|k2 ` pm` nqk3qq [52] Op|Ω|kq Op|Ω|kq
Convergeˆncia Esta´vel Sens´ıvel a` parametrizac¸a˜o Esta´vel
Considerando a Tabela 2.1, percebe-se que ambas as sequeˆncias de atualizac¸a˜o
CCD/CCD++ conseguem juntar os pontos melhores entre o ALS e o SGD. E´ conclusivo dizer
que CCD/CCD++, comparativamente, deteˆm a complexidade mais baixa aliada a uma
convergeˆncia esta´vel.
O algoritmo ALS minimiza vetor a vetor ωi ou hj por inteiro,
Whkkkkkikkkkkj
ω1, . . . , ωm,
Hhkkkkikkkkj
h1, . . . , hn; ja´
CCD minimiza ciclicamente posic¸a˜o a posic¸a˜o de ωit ou hjt. Logo, para minimizar cada um dos
vetores, necessita de k iterac¸o˜es. No entanto, a expressa˜o de minimizac¸a˜o e´ consideravelmente
menos elaborada; por conseguinte, o algoritmo CCD++ torna-se muit´ıssimo ra´pido a otimizar
as k posic¸o˜es em cada um dos vetores.
A sequeˆncia de atualizac¸a˜o aplicada em CCD++ permite ter um ambiente de atualizac¸a˜o no-
tavelmente mais esta´vel que CCD. Esta observac¸a˜o justifica-se pelo facto de Rij ser menos vezes
atualizado, fazendo com que consiga aproveitar melhor o ambiente de ca´lculos pre´-preparados,
levando, consequentemente, a que a convergeˆncia seja mais ra´pida. O problema dos me´todos
baseados em CCD esta´ relacionado com a manutenc¸a˜o de Rij. Nos casos em que a matriz de
entrada na˜o e´ esparsa, Rij torna-se imposs´ıvel de manter. No entanto, no contexto de sistemas
de recomendac¸a˜o, como as matrizes sa˜o muito esparsas, e´ fa´cil manter Rij para problemas de
larga escala.
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A convergeˆncia do algoritmo SGD e´ sens´ıvel a` parametrizac¸a˜o η e tem problemas com
os mı´nimos locais (ver Secc¸a˜o 2.4.3). Teoricamente, e´ percet´ıvel que os algoritmos ALS e
CCD/CCD++ acabam por ter vantagem por garantirem que convergem sempre no mı´nimo
global.
2.5 Avaliac¸a˜o
Em virtude de haver necessidade de avaliar se o modelo gerado pelo algoritmo e´ bom ou na˜o
a prever as classificac¸o˜es dos itens, sera˜o mencionadas algumas das me´tricas mais utilizadas
no contexto de collaborative filtering. De um ponto de vista gene´rico, avaliar um modelo de
um sistema de recomendac¸a˜o, baseado em classificac¸o˜es de utilizadores, e´ semelhante a avaliar
um modelo associado a um problema de regressa˜o comum, uma vez que a varia´vel objetivo e´
nume´rica e cont´ınua. Devido a` heterogeneidade dos objetivos de cada sistema de recomendac¸a˜o,
na˜o ha´ uma me´trica perfeita, mas existem va´rias que podem ser escolhidas conforme a adequac¸a˜o
do que se pretende que o sistema recomende. As me´tricas sa˜o importantes para possibilitar a
escolha do algoritmo e o ajuste de paraˆmetros do Algoritmo [17, 59, 74].
Seguidamente, sera˜o apresentadas algumas das me´tricas utilizadas para avaliar o desempe-
nho preditivo do modelo gerado pelo algoritmo.
Root Mean Squared Error (RMSE)
A utilizac¸a˜o da RMSE e´ muito comum como me´trica de erro de propo´sito geral para pre-
viso˜es nume´ricas. Comparativamente com a MAE (Mean Absolute Error), a RMSE amplifica
e pune severamente os erros grandes, logo enfatiza o recall.5 E´ pior recomendar um item que
o utilizador na˜o gosta do que na˜o recomendar um que ele gosta; logo, o recall e´ a medida
com maior importaˆncia. A me´trica RMSE, geralmente, e´ das mais adequadas para sistemas de
recomendac¸a˜o. Na˜o e´ por acaso que foi a eleita na competic¸a˜o Netflix Prize1 [11, 18, 59, 78].
Sendo n o nu´mero de linhas do conjunto de dados de teste, y e´ a coluna referente a` varia´vel







pyi ´ yˆiq2. (2.26)
5 O recall pune os falsos negativos; por isso, e´ 100% quando acerta em todos os que sa˜o classificados como
positivos. Isto acontece, mesmo que estejam a ser classificados muitos dos positivos como negativos. O precision
pune os falsos positivos; por conseguinte, e´ 100% quando classifica todos os positivos que existem. Este facto
acontece, mesmo que estejam a ser classificados muitos dos negativos como positivos.
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Mean Squared Error (MSE)
A MSE e´ ideˆntica a` RMSE ; a diferenc¸a e´ a dimensionalidade do resultado. A interpretac¸a˜o
da RMSE torna-se mais fa´cil, porque o resultado e´ da mesma dimensa˜o dos valores previstos [17].
Sendo n o nu´mero de linhas do conjunto de dados de teste, y e´ a coluna referente a` varia´vel





pyi ´ yˆiq2. (2.27)
Mean Absolute Error (MAE) / Mean Absolute Deviation (MAD)
No contexto de collaborative filtering, a me´trica MAE na˜o e´ muito utilizada [41]. MAE e´
uma me´trica que enfatiza o precision5 [17, 68].
Sendo n o nu´mero de linhas do conjunto de dados de teste, y e´ a coluna referente a` varia´vel





|yi ´ yˆi|. (2.28)
Normalized Mean Absolute Error (NMAE)
A normalizac¸a˜o e´ interessante quando se pretende fazer comparac¸o˜es do desempenho predi-
tivo, entre conjuntos de dados com escalas diferentes. Assim, os resultados ficam compreendidos
entre r0, 1s, independentemente da escala presente nos dados de teste [18, 25].
Sendo n o nu´mero de linhas do conjunto de dados de teste, y e´ a coluna referente a` varia´vel
objetivo que nos dados de teste e´ conhecida, e yˆ e´ a coluna prevista pelo modelo, rhigh e´ o valor
mais alto poss´ıvel que a varia´vel objetivo pode ter, e rlow e´ o valor mais baixo poss´ıvel que a
varia´vel objetivo pode ter. Assim,
NMAE “ 1
nˆ prhigh ´ rlowq
nÿ
i“1
|yi ´ yˆi|. (2.29)
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2.6 Metodologias
Existem va´rias metodologias para estimar as me´tricas supracitadas, como, por exemplo, as
apresentadas de seguida.
holdout
Esta metodologia consiste em dividir o conjunto de dados em duas partes, geralmente 80%
para treinar o modelo e os restantes 20% para testar o modelo. Estas percentagens podem
variar conforme o problema. A divisa˜o no contexto de sistemas de recomendac¸a˜o, de forma
geral, e´ feita, escolhendo aleatoriamente avaliac¸o˜es de alguns ou todos os utilizadores [17].
k-fold cross validation
Consiste em dividir o conjunto de dados em k partes iguais. Dividindo o conjunto de dados
D, fica-se com k folds Fi; por isso, D “ tF1, F2, . . . , Fku.
Sa˜o gerados k modelos, em que os dados de treino para i “ 1 sa˜o D´F1 e os dados de teste
sa˜o F1 e assim sucessivamente ate´ i “ k. Resumidamente, esta metodologia consiste em treinar
e testar, tendo por base o particionamento de dados mencionado. Por fim, sa˜o obtidos k testes
e o resultado final e´ a me´dia dos testes [17].
Avaliac¸a˜o online
Baseia-se em ter o sistema em pleno funcionamento, e verificar se os resultados das previso˜es
sa˜o consistentes com o comportamento dos utilizadores [59]. Os me´todos holdout e k-fold cross
validation enquadram-se na avaliac¸a˜o oﬄine. Nem sempre e´ poss´ıvel testar num ambiente real.
2.7 Suma´rio
Neste Cap´ıtulo, foram explicadas as bases necessa´rias para a compreensa˜o dos sistemas de
recomendac¸a˜o. Comec¸ou-se por apresentar a definic¸a˜o e aplicac¸a˜o dos sistemas de recomen-
dac¸a˜o. Foram, tambe´m, apresentadas va´rias te´cnicas de implementac¸a˜o destes sistemas. Foi,
ainda, explicado que este trabalho focaliza-se nas te´cnicas de collaborative filtering baseadas
em algoritmos de fatorizac¸a˜o de matrizes. De seguida, foi dada uma explicac¸a˜o gene´rica do que
e´ a fatorizac¸a˜o de matrizes, e passou-se a` explicac¸a˜o de 3 algoritmos utilizados em sistemas de
recomendac¸a˜o (ALS, SGD, CCD++). Por fim, foram discutidas as me´tricas e metodologias
que geralmente se utilizam para avaliar estes sistemas.
No pro´ximo Cap´ıtulo, sera´ discutida a motivac¸a˜o para os sistemas paralelos e quais os limites
computacionais. Sera˜o, tambe´m, apresentados os conceitos relacionados com sistemas paralelos






D evido a` associac¸a˜o intr´ınseca do limite computacional a`s leis da f´ısica [38], a partirde um certo limite, e´ imposs´ıvel aumentar a velocidade dos processadores. Coma tecnologia de processadores atual ja´ na˜o e´ poss´ıvel aumentar a velocidade muito
mais. No entanto, os limites mante´m-se, mesmo utilizando outro tipo de tecnologias tal como
processadores quaˆnticos. Apesar da expectativa gerada a` volta da descoberta da computac¸a˜o
quaˆntica, esta tem vindo a ser estudada ha´ muito tempo, mas o desenvolvimento e´ lento e
penoso [3, 60, 61]. A irreversibilidade lo´gica e´ outro problema que limita a computac¸a˜o. Se
as operac¸o˜es lo´gicas fossem revers´ıveis, era poss´ıvel criar um computador que so´ consumisse
energia no seu arranque [37]. Isto acontece, porque, a partir da primeira operac¸a˜o lo´gica, na˜o
era necessa´rio gastar mais energia, na medida em que, sendo a operac¸a˜o revers´ıvel, na˜o haveria
dissipac¸a˜o te´rmica nem eletromagne´tica. Logo, a mesma energia era aproveitada para a pro´xima
operac¸a˜o e assim sucessivamente.
Paralelismo e´ uma estrate´gia para contornar os problemas de limitac¸a˜o f´ısica de um u´nico
processador. Permite o aumento do poder computacional, ao adicionar va´rias unidades de pro-
cessamento; ao mesmo tempo tambe´m permite a resoluc¸a˜o de problemas maiores, ao combinar
as memo´rias das va´rias unidades de processamento.
3.1 Sistemas paralelos cla´ssicos
Tradicionalmente, arquiteturas paralelas sa˜o divididas em dois grandes grupos: (1) ma´quinas
com memo´ria partilhada, onde todos os processadores teˆm acesso uniforme a um u´nico espac¸o
de enderec¸amento e (2) ma´quinas de memo´ria distribu´ıda, onde cada processador tem a sua
unidade de memo´ria independente. Este trabalho e´ focado em ma´quinas de memo´ria partilhada.
Os modelos de programac¸a˜o para estas arquiteturas sa˜o mais simples e, no contexto deste
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trabalho, as implementac¸o˜es utilizadas, como base para comparac¸a˜o, sa˜o implementadas em
memo´ria partilhada.
Contudo, existem algoritmos que dependem da execuc¸a˜o sequencial. Em certos casos pontu-
ais, na˜o e´ poss´ıvel paralelizar obtendo vantagem, em virtude de cada linha de execuc¸a˜o depender
literalmente de toda a execuc¸a˜o anterior.
Alguma nomenclatura u´til utilizada em sistemas paralelos:
• Processador - Unidade f´ısica destinada ao processamento dos dados.
• Core - Nu´cleo de processamento paralelo de um processador. Um processador com
quatro cores e´ capaz de executar simultaneamente quatro tarefas diferentes.
• Processo - Nome referente a` execuc¸a˜o de um programa. O processo esta´ sempre asso-
ciado ao main thread. Nos modelos de programac¸a˜o paralela comuns, os processos na˜o
partilham memo´ria entre si. Mesmo assim, ha´ possibilidade de criar va´rios processos
que comuniquem entre si; no entanto, essa comunicac¸a˜o requer trabalho por parte do
programador.
• Thread - Pedac¸o de co´digo paralelo que e´ criado pelo processo. Um processo pode
controlar va´rias threads, sendo a execuc¸a˜o de cada thread delegada a um core. O custo
em tempo de criar uma thread e´ muito inferior ao custo de criar um processo. No am-
biente interno do processo, as threads criadas por ele dispo˜em de memo´ria partilhada e
sincronismo.
Usando o dobro dos recursos de hardware, e´ expecta´vel que o programa execute em metade do
tempo. Mas, nos sistemas paralelos, raramente isso acontece por causa do overhead associado.
Geralmente, os tipos de overhead sa˜o os seguintes:
• Interprocess Interaction - Qualquer sistema paralelo requer comunicac¸a˜o entre os
elementos de processamento. O tempo gasto na comunicac¸a˜o normalmente e´ a principal
fonte de overhead [26].
• Idling - Os elementos de processamento, por vezes, sa˜o obrigados a esperar (ficam em va-
zio). Isto acontece devido a diversas razo˜es, tal como carga na˜o balanceada, sincronizac¸a˜o
e presenc¸a de componentes sequenciais no co´digo. Por exemplo, quando um elemento de
processamento trabalha numa zona sequencial, os restantes elementos teˆm de esperar [26].
• Excess Computation - Muitas vezes, as implementac¸o˜es sequenciais mais ra´pidas de
certos algoritmos sa˜o imposs´ıveis de paralelizar. Quando existe uma soluc¸a˜o, esta pode
residir num aumento do nu´mero de operac¸o˜es e numa gesta˜o de memo´ria menos eficiente.
Por exemplo, o caso do algoritmo Fast Fourier Transform - na versa˜o sequencial, e´ pos-
s´ıvel reutilizar os resultados de algumas das operac¸o˜es; na versa˜o paralela, isso ja´ na˜o e´
poss´ıvel [26].
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3.1.1 Programac¸a˜o em memo´ria distribu´ıda
A programac¸a˜o paralela expl´ıcita requer que o programador programe toda a especifica-
c¸a˜o necessa´ria para as tarefas paralelas. Esta especificac¸a˜o envolve sincronizac¸a˜o entre tarefas,
comunicac¸a˜o dos resultados interme´dios e garantia de que os dados requeridos para o proces-
samento de cada um dos elementos esta˜o carregados na memo´ria do respetivo processador.
Existem va´rias linguagens e bibliotecas que suportam a programac¸a˜o paralela expl´ıcita. O mo-
delo usado em memo´ria distribu´ıda chama-se message-passing programming paradigm e e´ um
dos modelos mais antigos usados na computac¸a˜o paralela. A origem deste modelo vem do in´ıcio
da computac¸a˜o paralela. A raza˜o deve-se ao facto de ser um modelo que pode ser suportado
com hardware relativamente simples [26]. Uma das bibliotecas mais conhecidas e usadas e´
a Message Passing Interface (MPI) e suporta as linguagens Fortran, C/C++ e Java [23, 26].
Atualmente, este modelo de programac¸a˜o e´ muito utilizado para processamento multino´ (va´rias
ma´quinas ligadas por rede). Este modelo de programac¸a˜o paralela e´ baseado em processos.
No bloco de Co´digo 3.1, e´ dado um exemplo muito simples de um programa em MPI. Este
programa faz com que cada um dos processos imprima no ecra˜ a mensagem “Hello World!”.
Quando os processos imprimem texto no ecra˜, todos concorrem ao mesmo tempo pelo mesmo
local de escrita. Por isso, a ordem em que o texto aparece pode na˜o corresponder exatamente
a` altura em que o processo acabou.
Co´digo 3.1: Hello World em MPI
#include <mpi.h>
#include <stdio.h>
main(int argc , char *argv [])
{
int nprocs , myrank;
char name [500];
MPI_Init (&argc , &argv);// Inicia o ambiente MPI
MPI_Comm_size(MPI_COMM_WORLD , &nprocs);//Conta o nu´mero de processos
MPI_Comm_rank(MPI_COMM_WORLD , &myrank);// Identifica o nu´mero do processo que esta´ a ser
executado
MPI_Get_processor_name(name , &length);// Identifica o nome do no´
printf("Hello world from process %d of %d running on: %s\n",myrank , nprocs , name);
MPI_Finalize ();// Finaliza o ambiente MPI
}
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Para compilar o Co´digo 3.1, utiliza-se o comando shell$ mpicc your app.c -o your app.
Para executar uma aplicac¸a˜o num ambiente multino´, primeiro e´ necessa´rio criar um ficheiro
de texto com o nome de cada uma das ma´quinas segundo o seguinte formato:
shell$ cat my-hosts
node0 slots=2 max slots=20
node1 slots=2 max slots=20
De seguida, para executar, utiliza-se o seguinte comando shell$ mpirun –hostfile my-hosts
-np 8 your app em que -np define o nu´mero de processos e –hostfile define o nome do ficheiro
com os nomes das ma´quinas. Usando o comando mencionado, para executar o Co´digo 3.1,
produz output semelhante ao seguinte:
Hello World I am rank 0 of 8 running on: node0
Hello World I am rank 1 of 8 running on: node0
Hello World I am rank 2 of 8 running on: node1
Hello World I am rank 3 of 8 running on: node1
Hello World I am rank 4 of 8 running on: node0
Hello World I am rank 5 of 8 running on: node0
Hello World I am rank 6 of 8 running on: node1
Hello World I am rank 7 of 8 running on: node1
Para na˜o sair demasiado do escopo desta dissertac¸a˜o, mais pormenores sobre este modelo
de programac¸a˜o e esta biblioteca sa˜o delegados para a literatura [23, 26, 48].
3.1.2 Programac¸a˜o em memo´ria partilhada
Este modelo de programac¸a˜o necessita que todos os processadores partilhem o mesmo espac¸o
de enderec¸amento na memo´ria. Consequentemente, este modelo e´ focado na concorreˆncia e na
sincronizac¸a˜o das threads. Criar threads so´ e´ poss´ıvel em memo´ria partilhada. Neste modelo
de programac¸a˜o, existem va´rios mecanismos para gerir a partilha de dados, a concorreˆncia e a
sincronizac¸a˜o. Geralmente, nos sistemas baseados em processos (memo´ria distribu´ıda), os dados
sa˜o privados para cada um dos processos. Este tipo de protec¸a˜o e´ importante no caso de sistemas
para va´rios utilizadores, mas, geralmente, quando a cooperac¸a˜o dos va´rios processadores e´
para resolver um u´nico problema, esta protec¸a˜o pode ser relaxada. Devido a` protec¸a˜o que os
processos teˆm, faz com que tenham um overhead maior em relac¸a˜o a`s threads [26].
Relativamente aos modelos de programac¸a˜o baseados em processos, os modelos de pro-
gramac¸a˜o baseados em threads teˆm va´rias vantagens, tal como portabilidade, diminuic¸a˜o da
lateˆncia na comunicac¸a˜o, escalonamento/balanceamento de carga, e sa˜o mais simples de pro-
gramar. Por outro lado, necessitam de uma maior atenc¸a˜o no que concerne a` escrita dos dados
em varia´veis partilhadas [26].
Grande parte das linguagens de programac¸a˜o suporta a criac¸a˜o de threads. Mas como este
trabalho e´ focado na linguagem C/C++, para esta linguagem, mencionam-se duas bibliotecas.
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A primeira e´ a API 1 POSIX que e´ conhecida por Pthreads e e´ baseada na criac¸a˜o expl´ıcita das
threads pelo programador. Mais pormenores podem ser encontrados na literatura [10, 26]. A
segunda e´ a OpenMP2 [13, 26]. Esta e´ baseada em diretivas ao pre´-processador.
Neste trabalho, nas verso˜es em memo´ria partilhada, o paralelismo e´ obtido pela utilizac¸a˜o
da biblioteca OpenMP. Por isso, e´ feita uma descric¸a˜o dos pormenores considerados principais
desta API.
Em OpenMP, todos os programas iniciam a execuc¸a˜o com um processo, a master thread.
A master thread executa sequencialmente ate´ encontrar um construtor paralelo, altura em que
cria um team of threads. O co´digo delimitado pelo construtor paralelo e´ executado em paralelo
pelo master thread e pelo team of threads. Ao completar a execuc¸a˜o paralela, o team of threads
sincroniza numa barreira impl´ıcita com o master thread. Quando o team of threads termina a
execuc¸a˜o, a master thread continua a execuc¸a˜o sequencial ate´ encontrar um novo construtor

























Figura 3.1: Exemplo de um fluxo de execuc¸a˜o de uma aplicac¸a˜o em OpenMP que usa o modelo
fork-join.
No bloco de Co´digo 3.2 e´ mostrada uma estrutura simples para um programa em OpenMP.
Co´digo 3.2: Estrutura base de um programa em OpenMP
#include <omp.h>
...
main(int argc , char *argv [])
{
... // regi~ao sequencial executada apenas pela master thread
#pragma omp parallel // construtor paralelo do OpenMP
{// master thread cria um team of threads
... // regi~ao paralela executada por todas as threads
}//team of threads sincroniza com a master thread e termina
... // regi~ao sequencial executada apenas pela master thread
}
1 Application Programming Interface
2 Open Multi-Processing
37
Descric¸a˜o de algumas das func¸o˜es ba´sicas do OpenMP :
• int omp get num threads(void) - Retorna o nu´mero de threads que e´ utilizado nas
regio˜es paralelas.
• int omp get max threads(void) - Retorna o nu´mero ma´ximo de threads que o sistema
consegue processar em simultaˆneo (retorna o nu´mero de cores).
• int omp set num threads(void) - Define o nu´mero de threads que sera´ utilizado nas
regio˜es paralelas.
• int omp get num procs(void) - Retorna o nu´mero de processadores f´ısicos existentes
na ma´quina.
• int omp get thread num(void) - Retorna o identificador da thread corrente. As N
threads a executar numa regia˜o paralela sa˜o numeradas de 0 a N ´ 1 e a master thread e´
sempre identificada pelo nu´mero 0.
• int omp in parallel(void) - Quando chamada de uma zona paralela retorna o 1, re-
torna 0, caso seja chamada a partir de uma zona sequencial.
Descric¸a˜o de duas das diretivas principais do OpenMP :
• #pragma omp parallel [argumento1,argumento2,...] - Serve para indicar que o
bloco de co´digo passa a ser executado em paralelo. O nu´mero de threads e´ definido antes
pela master thread com a chamada a` func¸a˜o omp set num threads(), ou, enta˜o, e´ definido
pela utilizac¸a˜o do argumento num threads. Os argumentos principais desta diretiva sa˜o
os seguintes:
– if(expr) - Executa em paralelo, se expr for verdadeiro.
– num threads(val) - Define que o nu´mero de threads a ser executado seja igual ao
valor val.
– private(var1,var2,...) - Serve para definir que as varia´veis teˆm acesso privado
em cada uma das threads. O valor inicial e´ indefinido.
– firstprivate(var1,var2,...) - Serve para definir que as varia´veis teˆm acesso pri-
vado em cada uma das threads. As varia´veis sa˜o iniciadas em cada uma das threads
com o valor que tinham antes da regia˜o paralela.
– shared(var1,var2,...) - Indica que as varia´veis sa˜o partilhadas pelas threads. Por
omissa˜o, todas as varia´veis sa˜o partilhadas.
– reduction(operador:var) - A varia´vel var e´ duplicada em cada uma das threads e
o seu acesso passa a ser privado. No final da execuc¸a˜o paralela, e´ aplicado o operador
a cada uma das co´pias e var recebe o resultado final. Alguns dos operadores poss´ıveis
sa˜o `,´, ˚, {.
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• #pragma omp for [argumento1,argumento2,...] - E´ uma diretiva de work-sharing
colocada antes de um ciclo for e serve para o paralelizar. A` entrada desta diretiva, na˜o
existe nenhuma barreira impl´ıcita nem qualquer tipo de sincronismo. Apenas na sa´ıda,

























Figura 3.2: Exemplo de um fluxo de execuc¸a˜o de um for paralelo em OpenMP.
Esta diretiva, para ale´m de usar os argumentos mencionados para a diretiva #pragma
omp parallel, utiliza alguns argumentos pro´prios. Um deles e´ o argumento sche-
dule(type,chunck). Este argumento e´ muito importante, porque serve para definir como e´
que as N iterac¸o˜es do ciclo devem ser divididas pelas T threads da regia˜o paralela, con-
figurando, simultaneamente, o funcionamento do balanceamento da carga. O argumento
schedule e´ dado pelos seguintes esquemas:
– static - As iterac¸o˜es sa˜o divididas em conjuntos (chunks) N
T
iterac¸o˜es cont´ınuas que
sa˜o atribu´ıdas estaticamente a cada thread. Este e´ o esquema atribu´ıdo por defeito.
– static, C - As iterac¸o˜es sa˜o divididas em conjuntos de C iterac¸o˜es cont´ınuas que
sa˜o, depois, atribu´ıdas a cada thread.
– dynamic, C - As iterac¸o˜es sa˜o divididas em conjuntos de C iterac¸o˜es cont´ınuas que
sa˜o, depois, atribu´ıdos dinamicamente a cada thread. Esta atribuic¸a˜o e´ feita sempre
que o conjunto anterior acaba de executar. Por omissa˜o, C e´ 1.
– guided, C - Ideˆntico ao dynamic, mas as iterac¸o˜es sa˜o divididas em conjuntos pro-
porcionais ao nu´mero de threads e ao nu´mero de iterac¸o˜es por executar, decrescendo
de forma exponencial ate´ um mı´nimo de C iterac¸o˜es cont´ınuas por conjunto. Por
omissa˜o, C e´ 1. A ideia e´ ter um esquema adaptativo em que os conjuntos de ite-
rac¸o˜es comec¸am por ser maiores no in´ıcio e menores no fim, diminuindo, assim, a
probabilidade de uma thread ficar sem nada para fazer prematuramente.
– runtime - O esquema a utilizar e´ escolhido em tempo de execuc¸a˜o a partir da
varia´vel de ambiente OMP SCHEDULE.
Seguidamente, sera˜o apresentados alguns exemplos pra´ticos do funcionamento desta biblio-
teca. Comec¸a-se pelo exemplo cla´ssico Hello!, de seguida apresenta-se reduction e, por fim, um
ciclo for em paralelo para reduzir um vetor.
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main(int argc , char* argv []){
int tid = -1, n = NTHREADS;
#pragma omp parallel if(n>=1) num_threads(n) private(tid) shared(n)
{
tid = omp_get_thread_num ();
printf("Thread %d: Hello!\n", tid);
}
printf("Thread %d: Bye!\n", tid);
}





The reduction result is: 10




main(int argc , char* argv []){
int sum=0;
#pragma omp parallel num_threads (NTHREADS) reduction (+:sum)
{
sum = omp_get_thread_num () + 1;
printf("Thread id: %d\n", sum);
}
printf("\nThe reduction result is: %d\n", sum);
}
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O programa apresentado no bloco de Co´digo 3.5 produz o seguinte output :
The reduction result is: 34




main(int argc , char* argv []){
int myVector [] = { 3, 2, 5, 6, 10, 8};
int num_threads_old = omp_get_num_threads ();
int sum=0;
omp_set_num_threads(NTHREADS);
#pragma omp parallel for reduction (+:sum) schedule(static ,1)
for (int x = 0; x < 6; ++x){
sum += myVector[x];
}
printf("The reduction result is: %d\n", sum);
omp_set_num_threads(num_threads_old);
}
Os programas que usam OpenMP teˆm de ser compilados com a opc¸a˜o -fopenmp, caso con-
tra´rio todas as diretivas sera˜o ignoradas.
3.2 Sistemas paralelos usando General Purpose Graphics Processing
Unit (GPGPU)
Os microprocessadores das placas gra´ficas (Graphics Processing Units (GPUs)) teˆm muita
capacidade de processamento, motivo pelo qual a sua utilizac¸a˜o para processamento de propo´-
sito gene´rico (General Purpose Graphics Processing Unit (GPGPU)) tem vindo a ganhar cada
vez mais notoriedade.
As ferramentas mais utilizadas na programac¸a˜o para estes dispositivos sa˜o Compute Unified
Device Architecture (CUDA) [29, 56, 73] e OpenCL [45]. A diferenc¸a entre estas duas ferramen-
tas reside no facto de CUDA ser proprieta´ria e apenas funcionar em GPUs NVIDIA, enquanto
OpenCL e´ Open Source e funciona em GPUs NVIDIA, AMD e Intel. Para esta dissertac¸a˜o,
opta-se pela ferramenta CUDA, porque e´ desenhada especificamente para a arquitetura da
NVIDIA e, por isso, tira o ma´ximo proveito destas placas. A programac¸a˜o para GPGPUs con-
siste em usar o microprocessador gra´fico (GPU ) contido na placa gra´fica para processar, para
ale´m de gra´ficos, programas gene´ricos que, normalmente, apenas se executam em processadores.
A ideia e´ usar a placa gra´fica como se fosse um processador (CPU ).
Alguma nomenclatura u´til para descrever o modelo de programac¸a˜o CUDA:
• host - Ma´quina principal onde se encontra a/s placa/s gra´fica/s conectada/s; refere-se
ao/s NUMA node/s (NUMA node e´ definido pelo conjunto: socket com o CPU instalado
e respetiva memo´ria RAM ).
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• device - Placa gra´fica.
• Co´digo kernel - Co´digo que e´ enviado para ser processado no GPU.
• Lanc¸ar o kernel - Quando no host e´ feita uma chamada a uma func¸a˜o com co´digo
kernel, e´ neste momento que e´ definido o ambiente de execuc¸a˜o com o nu´mero de threads
por bloco. Note-se que, previamente, e´ necessa´rio copiar para a memo´ria do device os
dados necessa´rios a` execuc¸a˜o do co´digo.
• Func¸o˜es de co´digo kernel marcadas como global - Podem ser chamadas a partir
do host ou a partir do device.
• Func¸o˜es de co´digo kernel marcadas como device - Estas func¸o˜es device -
apenas podem ser chamadas por func¸o˜es global e dependem do ambiente de blocos e
threads previamente criado.
• nvcc - Compilador desenvolvido especificamente pela NVIDIA para compilar o conteu´do
dos ficheiros com co´digo kernel e extensa˜o “.cu”.
Figura 3.3: 3 Foto do interior de um GPU Kepler 2 GK110, neste caso com 15 multiprocessadores
de 192 cores num total de 15ˆ192 “ 2880 CUDA cores. Do lado direito, encontra-se a descric¸a˜o
de alto n´ıvel de cada uma das unidades principais [49, 62].
3 Baseado em: http://technewspedia.com/more-details-of-nvidia-tesla-cgpu-k20-gk110/
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3.2.1 A arquitetura Compute Unified Device Architecture (CUDA)
O modelo de programac¸a˜o Compute Unified Device Architecture (CUDA), criado pela
NVIDIA, e´ uma plataforma de computac¸a˜o paralela, implementada pelos microprocessadores
gra´ficos (GPUs). Uma ma´quina host pode ter um microprocessador gra´fico (GPU ) ou va´rios
microprocessadores gra´ficos (GPUs); a quantidade de microprocessadores gra´ficos (GPUs) dis-
pon´ıveis varia conforme o tipo e o nu´mero de placas gra´ficas instaladas. Geralmente, uma placa
gra´fica conte´m um microprocessador gra´fico (GPU ). Este modelo de programac¸a˜o e´ suportado
apenas por hardware gra´fico NVIDIA. Utilizando CUDA, os GPUs passam a poder ser utilizados
como unidades para processamento de propo´sito geral (General Purpose Graphics Processing
Unit - GPGPU ). Por outras palavras, sa˜o utilizados na˜o exclusivamente para gra´ficos mas sim
para executar outras tarefas [29, 56, 73].
Para programar em CUDA, e´ necessa´rio ter em conta um aspeto fundamental que e´ o
hardware. Um GPU e´ constitu´ıdo por va´rios multiprocessadores multicore. Neste contexto, e´
aqui que surge o conceito de blocos e threads. Cada bloco pode ser constitu´ıdo por uma ou
mais threads, e e´ lanc¸ado em cada multiprocessador. As threads, por sua vez, sa˜o lanc¸adas nos
cores do multiprocessador. Quando o nu´mero de blocos excede o nu´mero de multiprocessadores,
e´ criada uma fila e, a` medida que os blocos va˜o sendo conclu´ıdos, entram os blocos que esta˜o
na fila de espera. O mesmo acontece quando o nu´mero de threads excede o nu´mero de cores
do multiprocessador. Apenas e´ necessa´rio ter em conta que o nu´mero ma´ximo de threads por
bloco e´ 1024, para as arquiteturas fermi e kepler (GPUs NVIDIA). A n´ıvel de sincronizac¸a˜o,
no device, so´ e´ poss´ıvel sincronizar as threads dentro de cada bloco; a sincronizac¸a˜o de blocos
na˜o e´ poss´ıvel, porque a implementac¸a˜o e´ dispendiosa tanto em desempenho como em custo
de fabrico. Para sincronizar os blocos, e´ necessa´rio usar o host. E´ fundamental ter em conta
que a memo´ria do host e´ separada da memo´ria do device; por isso, cabe ao programador fazer
a gesta˜o expl´ıcita da memo´ria. A memo´ria do lado do device tambe´m tem diviso˜es, porque,
para ale´m da memo´ria principal, cada um dos multiprocessadores tem a sua pro´pria memo´ria
(cache) que e´ muito mais ra´pida em relac¸a˜o a` memo´ria principal. Este aspeto e´ transparente
ao programador, dado que, tal como na programac¸a˜o para CPU, a memo´ria do device pode
ser vista como uma so´ partilhada [29, 56, 73]. Uma das te´cnicas comuns para reduzir a leitura
na memo´ria global chama-se coalesced memory access, e consiste em ter as threads a lerem
consecutivamente a mesma zona de memo´ria, o que permite que o hardware junte todas as
leituras numa so´.
O trabalho e´ enviado para o device do seguinte modo: o fluxo e´ controlado por uma thread
na plataforma do host, esta thread, primeiro copia os dados da memo´ria do host para a memo´ria
do device, de seguida, invoca as threads do device, executando nelas o kernel para processar os
dados. Cada thread no device tem um identificador u´nico, que e´ utilizado para identificar qual
e´ a parte dos dados que ira´ processar. Quando o trabalho termina, o device envia um sinal para
a thread no host, esta copia os dados da memo´ria do device para a memo´ria do host, e o fluxo
continua.
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A Figura 3.4 ilustra como se dividem os multiprocessadores com os seus cores e respetivas
memo´rias. Neste caso, e´ ilustrada uma placa fermi com 14 multiprocessadores de 32 cores cada,
num total de 14ˆ 32 “ 448 CUDA cores; no entanto, estes nu´meros variam conforme o modelo
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Figura 3.4: 4 lustrac¸a˜o de alto n´ıvel do hardware CUDA numa arquitetura fermi em que cada
Streaming Multiprocessor (SM) e´ de 32 cores.
Os algoritmos ideais para implementar em CUDA sa˜o aqueles que, nas suas partes parale-
liza´veis, na˜o requerem sincronismo, devendo, tambe´m, ser associados a ca´lculos matriciais ou
vetoriais. Implementar reduction em CUDA, para ale´m de na˜o ser trivial a eficieˆncia, tambe´m
e´ um problema. No caso do algoritmo original, se na˜o se encaixar nestes padro˜es, e´ necessa´rio
reformula´-lo de forma a ter estas caracter´ısticas. Claro esta´ que isto acontece dentro das limi-
tac¸o˜es impostas pelo problema que se pretende resolver. Em alguns algoritmos, a utilizac¸a˜o
de CUDA na˜o e´ poss´ıvel; no entanto, para os restantes algoritmos que encaixam neste modelo
de programac¸a˜o os resultados sa˜o sempre excelentes. Por fim, a forma como o co´digo kernel e´
escrito, tambe´m influencia o desempenho, porque em ambas as arquiteturas fermi e kepler a
memo´ria de 64KB associada a cada um dos blocos e´ consideravelmente mais ra´pida em relac¸a˜o
a` memo´ria partilhada. Por isso, tambe´m e´ interessante na medida do poss´ıvel, tirar proveito
desta cache pequena. Devido a` lateˆncia do slot PCIe5, para possibilitar uma implementac¸a˜o
4 Baseado em: http://www.cs.rit.edu/~ark/lectures/cuda01/
5 Ranhura na motherboard, pro´pria para encaixar placas.
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eficaz, as transfereˆncias de dados host to device e device to host devem ser tanto quanto poss´ıvel
reduzidas. A arquitetura do device e´ 32bit ; por conseguinte, e´ va´rias vezes mais ra´pido a efetuar
ca´lculos em single precision (float) do que em double precision (double).
O nvcc e´ o compilador desenvolvido pela NVIDIA espec´ıfico para compilar ficheiros com
co´digo kernel. A linguagem C e´ a u´nica suportada pelo nvcc, e a extensa˜o dos ficheiros com
co´digo kernel e´ “.cu”. Grac¸as ao facto de o compilador de C++ ser compat´ıvel com C, e´ poss´ıvel
criar um projeto em C++ que consuma diretamente func¸o˜es provenientes de ficheiros “.cu”. Os
ficheiros cpp sa˜o compilados pelo compilador de C++, e os ficheiros “.cu” pelo nvcc. Contudo,
CUDA na˜o e´ apenas suportado por C/C++, porque qualquer linguagem, tal como java, c#,
python entre outras, que suportam importac¸a˜o de pacotes, pode ser utilizada, desde que o
pacote esteja escrito em C/C++.
No exemplo dado pelo programa apresentado no bloco de Co´digo 3.6, o kernel e´ executado
numa thread de um dos blocos da placa gra´fica. O objetivo e´ mostrar o mecanismo ba´sico de
funcionamento para a execuc¸a˜o de co´digo kernel.






__global__ void add(int a, int b, int *c) {
*c = a + b;
}




cudaStatus = cudaMalloc ((void **)&dev_c , sizeof(int));//aloca memo´ria na placa gra´fica
if (cudaStatus != cudaSuccess) {
fprintf(stderr , "cudaMalloc failed!");
}
add <<<1, 1 >>>(2, 7, dev_c);//chama o kernel add com um bloco de uma thread
cudaStatus = cudaMemcpy (&c, dev_c , sizeof(int), cudaMemcpyDeviceToHost);//copia para o
host o valor do resultado
if (cudaStatus != cudaSuccess) {
fprintf(stderr , "cudaMemcpy failed!");
}
printf("2 + 7 = %d\n", c);// imprime no ecr~a "2 + 7 = 9"




No exemplo dado pelo programa apresentado no bloco de Co´digo 3.7, o kernel e´ executado
com uma thread por bloco em um conjunto de 16 blocos. Por este motivo, sa˜o executadas 16
co´pias do kernel e cada uma trabalha em zonas diferentes do vetor. Neste caso, cada uma das
posic¸o˜es do vetor e´ copiada em paralelo. Logo, o vetor e´ todo copiado ao mesmo tempo. Neste
exemplo, e´ mostrado o mecanismo de co´pia device to host, host to device. O output produzido
pelo programa e´ o seguinte:
The myVector values:1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
The copyVector current values:1944550800 32763 -2104831048 228 -2103077296 228 -
2103160928 228 -2103160880 228 1 33 1 3 1 2
The copyVector final values:1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16






__global__ void copyVector(const int numItens , const int *first , int *returnVec){
int ii = threadIdx.x + blockIdx.x * blockDim.x;




main(int argc , char* argv []){
cudaError_t cudaStatus;
int vecSize = 16,nBlocks =16, nthreadsPerblock =1;




cpyVector = (int*) malloc(vecSize*sizeof(int));
printf("The myVector values:");
for (size_t x = 0; x < vecSize; ++x){
printf("%d ", myVector[x]);
}
printf("\nThe copyVector current values:");
for (size_t x = 0; x < vecSize; ++x){
printf("%d ", cpyVector[x]);
}
cudaStatus = cudaMalloc ((void **)&dev_myVector , vecSize*sizeof(int));
if (cudaStatus != cudaSuccess) {
fprintf(stderr , "cudaMalloc failed!");
}
cudaStatus = cudaMalloc ((void **)&dev_cpyVector , vecSize*sizeof(int));
if (cudaStatus != cudaSuccess) {
fprintf(stderr , "cudaMalloc failed!");
}
cudaStatus = cudaMemcpy(dev_myVector , myVector , vecSize*sizeof(int),
cudaMemcpyHostToDevice);
if (cudaStatus != cudaSuccess) {
fprintf(stderr , "cudaMemcpy failed!");
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}copyVector <<<nBlocks , nthreadsPerblock >>>(vecSize , dev_myVector , dev_cpyVector);
cudaStatus = cudaMemcpy(cpyVector , dev_cpyVector , vecSize*sizeof(int),
cudaMemcpyDeviceToHost);
if (cudaStatus != cudaSuccess) {
fprintf(stderr , "cudaMemcpy failed!");
}
printf("\nThe copyVector final values:");








Os restantes pormenores sa˜o delegados para a literatura [29, 56, 73].
3.2.2 O futuro das placas gra´ficas
No presente ano de 2014, a velocidade ma´xima de comunicac¸a˜o entre a memo´ria do GPU
e CPU depende da velocidade da PCIe x16, que na sua versa˜o 3.0 atinge o ma´ximo de 8
gigabyte por segundo [51]. Mas, para o ano 2016, esta´ anunciado o lanc¸amento de uma nova
tecnologia chamada NVLink, criada pela NVIDIA juntamente com a IBM. Relativamente aos
17 gigabyte por segundo entre o CPU e a memo´ria DDR4 lanc¸ada agora em 2014 [63], esta
tecnologia vai permitir uma comunicac¸a˜o muito mais ra´pida entre o GPU e o CPU. A velocidade
de transfereˆncia de dados por NVLink ira´ ser compreendida entre os 80 e 200 gigabyte por
segundo [20, 44]. Note-se que, em 2016, a memo´ria standard para CPU sera´ a DDR4. Pelo que
esta´ anunciado, esta conexa˜o revoluciona´ria apenas ira´ estar dispon´ıvel na plataforma tesla.
Os u´nicos processadores que ira˜o suportar a conexa˜o NVLink sera˜o os processadores Power
desenvolvidos pela IBM. Estes processadores sa˜o espec´ıficos para processamento sime´trico em





























Figura 3.5: 6 Ilustrac¸a˜o da conexa˜o NVLink entre GPUs e CPU ; do lado esquerdo, apenas um
























Figura 3.6: 6 No caso do CPU na˜o suportar NVLink, tal como atualmente em 2014, toda a
comunicac¸a˜o passa a ser pela PCIe. Mas entre GPUs continua a ser poss´ıvel utilizar NVLink.
Outra tecnologia que esta´ anunciada para 2016 e´ a Stacked Memory. Esta sera´ a atualizac¸a˜o
da GDDR5 existente nas placas atuais. Vai suportar velocidades de transfereˆncia de dados na
ordem de 1 terabyte por segundo. A Stacked Memory e´ uma tecnologia que permite o empilha-
mento vertical de va´rias camadas de componentes DRAM sobre a placa. Comparativamente
com a GDDR5, a Stacked Memory, para ale´m de fornecer uma largura de banda va´rias vezes su-
perior, em densidade, fornece mais do dobro da capacidade e quadruplica eficieˆncia energe´tica.
Pelo facto de ser empilhada, permite um melhor aproveitamento do espac¸o, tornando poss´ıvel
colocar os VRMs7 mais perto do GPU o que se traduz numa melhor eficieˆncia. [20, 44]
Em 2016, o nome da arquitetura que ira´ suportar as tecnologias NVLink e Stacked Memory,
sera´ Pascal. E trara´, para ale´m de placas mais compactas e muito mais poderosas, uma eficieˆncia
energe´tica, de longe, nunca antes alcanc¸ada.
6 Imagem retirada de:
http://devblogs.nvidia.com/parallelforall/nvlink-pascal-stacked-memory-feeding-appetite-big-data/
7 VRM - Voltage Regulator Module
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3.3 Me´tricas de desempenho
Existem va´rias me´tricas para avaliar o desempenho de um sistema paralelo. Na litera-
tura [26], encontram-se me´tricas para avaliar o overhead, o speedup, a eficieˆncia, os efeitos da
granularidade, etc. Nesta dissertac¸a˜o, a me´trica usada e´ o speedup S que e´ dado pela Fo´r-
mula 3.1, em que Ts e´ o tempo que demora a execuc¸a˜o sequencial, Tp e´ o tempo que demora




O valor ideal do speedup e´ quando a eficieˆncia E, que e´ dada pela Fo´rmula 3.2, tem valor
E “ 1. Embora seja poss´ıvel obter este valor, em alguns casos, tambe´m, e´ poss´ıvel E ą 1.
Nesta situac¸a˜o, o speedup e´ super-linear. Isto acontece quando sa˜o maximizados os acessos
a`s memo´rias cache dos processadores. Ter mais unidades de processamento f´ısicas aumenta a





Neste Cap´ıtulo, comec¸ou-se por falar um pouco do futuro e limitac¸a˜o dos sistemas informa´-
ticos, e apresentou-se a motivac¸a˜o para os sistemas paralelos. De seguida, apresentaram-se os
sistemas paralelos cla´ssicos; por fim, foi referido o modelo de programac¸a˜o GPGPU e me´tricas
de desempenho.
No pro´ximo Cap´ıtulo, sera´ apresentada a paralelizac¸a˜o multicore de 3 algoritmos de reco-





Paralelizac¸a˜o de algoritmos de recomendac¸a˜o
N este Cap´ıtulo, sera˜o discutidas as estrate´gias de paralelismo dos algoritmos descritosno Cap´ıtulo 2. Embora o foco, como mencionado anteriormente, seja as arquiteturasde memo´ria partilhada, no Cap´ıtulo seguinte, sera´ discutida a paralelizac¸a˜o em
GPGPUs.
4.1 Paralelizac¸a˜o do algoritmo ALS
A primeira utilizac¸a˜o deste algoritmo para fatorizac¸a˜o na˜o negativa de matrizes foi publicada
em 1994 por Paatero et. al. [47]. Devido a`s caracter´ısticas inatas, desde sempre foi, um
algoritmo paraleliza´vel.
A estrate´gia de paralelizac¸a˜o do algoritmo ALS consiste em dividir equitativamente as linhas
das matrizes W e H pelas threads, tal como descrito no Algoritmo 5 [78].
Algoritmo 5: Versa˜o paralela do algoritmo ALS para sistemas multicore [78]
input : A,W,H, λ, T
1 begin
2 inicializar(H Ð (nu´meros aleato´rios pequenos));
3 for iter Ð 1 to T Step “ 1 do
4 Calcular em paralelo W que minimiza (2.1), mantendo H fixa, utilizando
ωi˚ “ pHTΩiHΩi ` λIq´1HTai; // Sincroniza;
5 Calcular em paralelo H que minimiza (2.1), mantendo W fixa, utilizando
hj˚ “ pW TΩjWΩj ` λIq´1W Taj; // Sincroniza;
A cada thread corresponde um conjunto de linhas de W . Devido ao facto de a matriz H
estar fixa, as linhas ωi de W podem ser calculadas de forma independente. Supondo que se
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pretendem usar d threads, sa˜o definidos d conjuntos disjuntos S1, ..., Sd de ı´ndices de linhas de
W ; enta˜o, WSthreadID e´ calculado em paralelo, sendo threadID o nu´mero que identifica a thread.
Por exemplo, para d “ 4, os valores de threadID variam entre threadID “ 1, ..., threadID “ 4.
O mesmo racioc´ınio e´ aplicado para a matriz H.
4.2 Paralelizac¸a˜o do algoritmo SGD
O SGD tem um cara´cter intrinsecamente sequencial, o que torna a sua paralelizac¸a˜o mais
complexa. No entanto, existem algumas implementac¸o˜es paralelas, tal como DSGD [21],
HOGWILD [46, 79] entre outras. Na˜o e´ por acaso que a sua primeira implementac¸a˜o paralela
foi apresentada em 2010 [75, 80].
4.2.1 Versa˜o Distributed Stochastic Gradient Descent (DSGD)
Distributed Stochastic Gradient Descent (DSGD) e´ uma estrate´gia de paralelismo proposta
por Gemulla et. al. [21].
A implementac¸a˜o DSGD tem por base uma separac¸a˜o estratificada por utilizadores da
matriz A. Por isso, A passa a ser um conjunto S de q estratos S “ tA1, . . . , Aqu em que o
processamento de cada estrato Ae Ď A pode ser feito paralelamente. Cada estrato Ae tem que
ser d-monomial, o que significa que tem de poder ser particionado em d conjuntos na˜o vazios
A1e, A
2
e, . . . , A
d
e, tal que i ‰ i1 e j ‰ j1, sempre que pi, jq P Ab1e e pi1, j1q P Ab2e para b1 ‰ b2. Enta˜o
a matriz de treino Ae e´ d-monomial apenas se for constitu´ıda por um estrato d-monomial.
O conjunto de estratos tem de cobrir por inteiro o conjunto de dados de treino A, pelo queřq
e“1Ae “ A, para tal a sobreposic¸a˜o de estratos e´ permitida. O paralelismo e´ obtido pelo
paraˆmetro d que define o nu´mero de threads pretendido, tal como descrito no Algoritmo 6.
Algoritmo 6: Versa˜o DSGD do algoritmo SGD para sistemas multicore [21]
input : A,W,H, λ, η, d
1 begin
2 inicializar(W Ð 0, H Ð 0);
// Particionar Z{W {H em respetivamente dˆ d{dˆ 1{1ˆ d blocos;
3 while not converged do
4 for tÐ 1 to d Step “ 1 do
5 Gerar d blocos tA1j1 , . . . , Adjdu;
6 for bÐ 1 to d Step “ 1 do // For em paralelo.
7 Executar SGD em Abjb , utilizando as equac¸o˜es (2.7) e (2.8)
// Sincroniza as threads.
O facto da matriz A estar dividida em estratos ou submatrizes permite que cada um desses
estratos seja atualizado em paralelo. A cada iterac¸a˜o, as threads necessitam de ser sincroniza-
das [79].
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A matriz A e´ esparsa, por conseguinte, os estratos so´ teˆm os valores provenientes das inte-
rac¸o˜es utilizador-item.
4.2.2 Versa˜o Hogwild do algoritmo SGD
Esta versa˜o parte da ideia de que a matriz de interac¸a˜o utilizador-item A e´ muito esparsa, e
assume que entre duas amostras a atualizac¸a˜o e´ equivalente a ser independente. A raza˜o prende-
se com o facto de entre duas amostras nunca ser atualizado o mesmo utilizador-item. Logo,
as atualizac¸o˜es podem ser executadas em paralelo, e, com base nos pressupostos explicitados
anteriormente, na˜o necessitam de sincronizac¸a˜o. Como na˜o ha´ garantias de atualizac¸a˜o ato´mica,
uma varia´vel pode, ocasionalmente, ser atualizada por duas threads. Assim, logo podera´ afetar
a convergeˆncia, embora esta, geralmente, ocorra porque a matriz de interac¸a˜o utilizador-item
A e´ muito esparsa [46, 79]. A versa˜o Hogwild e´ apresentada no Algoritmo 7.
Algoritmo 7: Versa˜o Hogwild do algoritmo SGD para sistemas multicore [46, 79]
input : A,W,H, λ, η, d
1 begin
2 inicializar(W Ð 0, H Ð 0);
3 for bÐ 1 to d Step “ 1 do // For em paralelo.
4 while not converged do
5 Selecionar de A aleatoriamente uma instaˆncia au,v;
6 Atualizar ωu com a equac¸a˜o (2.7) e atualizar hv com a equac¸a˜o (2.8);
Este algoritmo tem a vantagem de na˜o necessitar de sincronizac¸a˜o. Mas, devido a` possibi-
lidade de, por vezes, na˜o convergir, deve ser utilizado com precauc¸a˜o.
4.3 Paralelizac¸a˜o do algoritmo CCD++
No algoritmo CCD++, a soluc¸a˜o aproximada e´ obtida atualizando u e v, alternadamente.
Quando v e´ fixo por (2.22), cada varia´vel ui e´ atualizada independentemente. Portanto, a
atualizac¸a˜o de u pode ser dividida em m tarefas independentes e tratada em va´rios cores.
A t´ıtulo de exemplo, numa ma´quina com p cores, sa˜o definidas as partic¸o˜es dos ı´ndices
linha de W, t1, . . . ,mu como sendo S “ S1, . . . , Sp. O vetor u fica decomposto em p vetores
u1, u2, . . . , up, sendo ur o subvetor de u correspondente a Sr. Quando a matriz W e´ dividida
em pedac¸os iguais |S1| “ |S2| “ . . . “ |Sp| “ mp , em virtude de o tamanho dos vetores linha
(Ωi), contidos em A, variar, surge um problema de balanceamento de carga. Neste caso, o
trabalho exato para que cada r core atualize ur e´ dado por
ř
iPSr 4|Ωi|, logo o trabalho na˜o e´ o
mesmo para todos os cores. Este e´ um dos problemas deste algoritmo que pode ser contornado,
utilizando o escalonamento dinaˆmico fornecido pela maioria das livrarias de processamento
paralelo, tal como OpenMP [75], entre outras.
Partindo dos aspetos referidos em [75], poder-se-a´ afirmar que, para cada subproblema, cada
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core r constro´i Rˆ com
Rˆij Ð Rij ` ω¯tih¯tj, @pi, jq P ΩSr , (4.1)








, @i P Sr. (4.2)
A atualizac¸a˜o de H e´ feita com o mesmo princ´ıpio que em W por (4.2). Por isso, para p









, @j P Gr. (4.3)
Como todos os cores partilham a mesma memo´ria, na˜o e´ necessa´rio haver comunicac¸a˜o para
aceder a u e v. Portanto, apo´s obter os vetores pu˚, v˚q, a atualizac¸a˜o de R e dos vetores pω¯rt , h¯rt q
e´ tambe´m implementada em paralelo pelos r cores da seguinte forma
pω¯rt , h¯rt q Ð pur, vrq, (4.4)
Rij Ð Rˆij ´ ω¯tih¯tj, @pi, jq P ΩSr . (4.5)
A versa˜o multicore do CCD++, anteriormente descrita, esta´ representada no Algoritmo 8.
Algoritmo 8: Versa˜o paralela do algoritmo CCD++ para sistemas multicore [75]
input : A,W,H, λ, k, T
1 begin
2 inicializar(W Ð 0, RÐ A);
3 for iter Ð 1 . . . Step “ 1 do
4 for tÐ 1 to k Step “ 1 do
5 em paralelo construir Rˆ dividido por r cores utilizando (4.1);
6 for inneriter Ð 1 to T Step “ 1 do
7 em paralelo atualizar u dividido por r cores, utilizando (4.2);
8 em paralelo atualizar v dividido por r cores, utilizando (4.3);
9 em paralelo atualizar pω¯rt , h¯rt q, utilizando (4.4);
10 em paralelo atualizar R, utilizando (4.5);
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4.4 Suma´rio
Neste Cap´ıtulo, foram apresentados os me´todos de paralelizac¸a˜o dos algoritmos (ALS, SGD,
CCD++).
Na Tabela 4.1 e´ exposta uma comparac¸a˜o entre algoritmos apresentados neste Cap´ıtulo.
Tabela 4.1: Considerando a informac¸a˜o anteriormente apresentada, poder-se-a´ verificar que, a




‚ Garantia de que as threads na˜o
acedem, para escrita, a` mesma
posic¸a˜o de memo´ria (a escrita e´
ato´mica).
‚ Necessidade de sincronizac¸a˜o e
consequente consumo de recursos.
SGD
DSGD
‚ Garantia de que as threads na˜o
acedem, para escrita, a` mesma
posic¸a˜o de memo´ria (a escrita e´
ato´mica).
‚ Necessidade de sincronizac¸a˜o e
consequente consumo de recursos.
‚ Consumo de recursos para gerar
o conjunto de q estratos.
‚ A paralelizac¸a˜o do SGD e´ com-
plexa devido ao cara´cter intrinse-
camente sequencial.
Hogwild
‚ Na˜o necessita de pontos de sin-
cronizac¸a˜o.
‚ As threads podem ocasional-
mente escrever na mesma posi-
c¸a˜o de memo´ria, implicando a na˜o
convergeˆncia.
‚ Necessita de precauc¸a˜o na utili-
zac¸a˜o, porque pode nunca conver-
gir.
‚ A paralelizac¸a˜o do SGD e´ com-




‚ Garantia de que as threads na˜o
acedem, para escrita, a` mesma
posic¸a˜o de memo´ria (a escrita e´
ato´mica).
‚ Necessidade de sincronizac¸a˜o e
consequente consumo de recursos.
‚ Granularidade mais fina, neces-
sitando de uma maior quantidade
de pontos de sincronismo relativa-
mente ao ALS.
No pro´ximo Cap´ıtulo, sera˜o apresentados os me´todos de paralelizac¸a˜o em GPU dos algorit-





Paralelizac¸a˜o para GPU de dois algoritmos de
recomendac¸a˜o
A tecnologia CUDA e´ desenvolvida pela NVIDIA Corporation e permite utilizar o hard-ware gra´fico como ma´quina de processamento paralelo. Pelas razo˜es apresentadaspelos autores de [75], o algoritmo CCD++ demonstra ser uma boa soluc¸a˜o de pa-
ralelizac¸a˜o. Pelo facto de ser um algoritmo associado a ca´lculos matriciais e na˜o necessitar
de sincronizac¸a˜o nas suas partes paraleliza´veis, dete´m boas caracter´ısticas que possibilitam
uma implementac¸a˜o eficiente em CUDA. Contudo, devido a` popularidade do algoritmo ALS,
permanece interessante averiguar a sua potencialidade quando implementado em CUDA. Por
isso, e´ tambe´m feita uma implementac¸a˜o de raiz do algoritmo ALS e, seguidamente, a sua
paralelizac¸a˜o.
No contexto de sistemas de recomendac¸a˜o paralelos baseados em fatorizac¸a˜o de matrizes,
existe muito trabalho feito, tal como demonstrado no Cap´ıtulo anterior. No entanto, geralmente,
o que existe e´ para ambientes multicore ou multino´, na˜o se conhecendo nenhuma implementac¸a˜o
em CUDA ou para GPU dos algoritmos mencionados. Assim, pretende-se verificar ate´ que
ponto estes algoritmos podem ser implementados nessa tecnologia e analisar as vantagens ou
desvantagens em relac¸a˜o a implementac¸o˜es multicore. Esta investigac¸a˜o podera´ ser do interesse
geral, na medida em que, relativamente aos CPUs, os GPUs teˆm um baixo consumo energe´tico
e o custo por core muito inferior.
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5.1 Implementac¸a˜o do algoritmo CCD++ em CUDA
LIBPMF 1 e´ uma biblioteca open source para linux elaborada pelos autores do algoritmo
CCD++. Esta conte´m a implementac¸a˜o paralela do algoritmo CCD++ [75]. A implementac¸a˜o
da LIBPMF e´ em C++ e e´ para ambientes multicore em memo´ria partilhada; o paralelismo
utiliza a biblioteca OpenMP.
Na LIBPMF existem dois projetos: O pmf-train que e´ para gerar o modelo para um conjunto
de dados de treino. E o pmf-predict que e´ para medir o RMSE para um conjunto de dados de
teste.
A implementac¸a˜o em CUDA do algoritmo CCD++ tem por base a implementac¸a˜o da
LIBPMF. Para converter para CUDA a versa˜o paralela em OpenMP da LIBPMF, utiliza-se
o projeto pmf-predict. Os passos tomados sa˜o os seguintes:
1. Alterac¸a˜o do co´digo para ser compila´vel em Windows e Linux. Em Windows, o IDE 2
selecionado e´ o Microsoft Visual Studio 2013. No Microsoft Visual Studio 2013, o projeto
e´ configurado para compilar C++, utilizando o compilador do IDE 2, e para compilar
os ficheiros “.cu”, utilizando o nvcc. Em Linux, como o co´digo foi alterado para ser o
mesmo que em Windows, na˜o e´ utilizado nenhum IDE 2, apenas se recorre a um makefile e
utiliza-se o compilador g++ para compilar C++ e o nvcc para compilar os ficheiros “.cu”.
Eventuais edic¸o˜es de co´digo sa˜o realizadas com recurso a um editor de texto comum.
Para finalizar este passo, e´ feita a ana´lise do funcionamento do co´digo da LIBPMF, com
o intuito de saber e entender quais as func¸o˜es que implementam o algoritmo CCD++.
2. Apo´s entender o passo anterior, visto que na LIBPMF todas as func¸o˜es esta˜o em double
precision, e´ feita uma reimplementac¸a˜o dessas func¸o˜es para passarem a utilizar float (single
precision), dado que o device dete´m um comportamento muito mais eficaz em float.
3. Modificac¸a˜o das func¸o˜es em C++ que implementam o algoritmo CCD++, para passarem
a ser compiladas em extern “C” 3. Para que isto seja poss´ıvel, e´ necessa´rio fazer uma
ponte que permita a passagem de dados entre o ambiente C++ e C.
4. Alterac¸a˜o das func¸o˜es em C, para ficarem de acordo com o modelo de programac¸a˜o CUDA
utilizando a gesta˜o de memo´ria expl´ıcita.
Nos passos supracitados, em relac¸a˜o a` implementac¸a˜o de Yu et. al. [75], e´ garantida a
equivaleˆncia medida em RMSE (ver Secc¸a˜o 2.5).
O balanceamento da carga entre threads, na versa˜o paralela do algoritmo CCD++, na˜o e´
uniforme [75]. Este problema acontece, pelo facto de o nu´mero de classificac¸o˜es associado a cada
1 LIBPMF - Library for Large-scale Parallel Matrix Factorization
2 IDE - Integrated Development Environment e´ um software que reu´ne caracter´ısticas e ferramentas de apoio
ao desenvolvimento de software. Tem como objetivo agilizar e facilitar o processo de desenvolvimento.
3 Marcar uma func¸a˜o com extern “C” serve para indicar ao compilador de C++ que essa func¸a˜o e´ para ser
compilada em C ; caso dentro dela exista C++ em algum ponto, retorna erro de compilac¸a˜o
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utilizador na˜o ser homoge´neo. No caso de uma implementac¸a˜o para um ambiente multicore,
geralmente, as bibliotecas suportam escalonamento dinaˆmico; por conseguinte, e´ assegurado o
facto de alguns cores na˜o terminarem cedo demais o processamento. O escalonamento dinaˆmico
em CUDA na˜o e´ suportado pelas func¸o˜es kernel [64], mas, sabendo que criar threads em CUDA
e´ um procedimento barato, apesar de na˜o ser a ideal, uma soluc¸a˜o e´ executar muito mais threads
em relac¸a˜o ao nu´mero de cores de cada um dos multiprocessadores.
Seguidamente apresenta-se a versa˜o GPU do CCD++ no Algoritmo 9.
Algoritmo 9: Versa˜o GPU do algoritmo CCD++
input : A,W,H, λ, k, T
1 begin
2 inicializar(W Ð 0, RÐ A);
3 Aloca memo´ria no device para as matrizes A e R e para os vetores u e v;
4 Copia as matrizes A e R do host para o device;
5 for iter Ð 1 to T Step “ 1 do
6 for tÐ 1 to k Step “ 1 do
7 uÐ ω¯t and v Ð h¯t;
8 Copia os vetores u e v do host para o device;
9 Chama o kernel para atualizar Rˆ no device, utilizando (4.1);
10 for inneriter Ð 1 to T Step “ 1 do
11 Chama o kernel para atualizar u e v no device, utilizando (4.2) e (4.3);
12 Copia os vetores u e v do device para o host ;
13 ω¯t Ð u e h¯t Ð v;
14 Chama o kernel para atualizar Rˆ no device, utilizando (4.5);
5.2 Implementac¸a˜o do algoritmo ALS
Como na˜o foi encontrada nenhuma implementac¸a˜o em C/C++ do algoritmo ALS, foi neces-
sa´rio elaborar uma de raiz com base na informac¸a˜o disponibilizada nos artigos [66, 75, 76, 78].
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5.2.1 Ponto de partida para a implementac¸a˜o e tratamento dos dados esparsos
Como ponto de partida para carregar e ordenar a representac¸a˜o esparsa da matriz A, utiliza-
se a base da biblioteca LIBPMF. Como o algoritmo CCD++ apenas necessita de percorrer a
matriz A, coluna a coluna, na representac¸a˜o esparsa os dados sa˜o carregados e ordenados por
coluna. No entanto, no ALS, tambe´m, e´ necessa´rio que os dados sejam ordenados por linha.
Logo, a soluc¸a˜o foi criar um vetor de ı´ndices que, quando acedido contiguamente, mapeia as
linhas de A, diretamente, nos dados ordenados por coluna. Seguidamente, sera˜o explicados, em
detalhe, os pormenores.




0 1 2 3 4
0 4 2 0 1 0
1 2 0 0 0 3
2 1 3 0 0 2
3 0 1 0 4 0
4 0 0 3 4 0
5 0 0 0 0 1
A representac¸a˜o esparsa de A ordenada por colunas em que o vetor Utilizador mapeia o
ı´ndice de utilizador, o vetor Item mapeia o ı´ndice do item, e o vetor Valor conte´m a classificac¸a˜o
respetiva. E´ dada por:
ASparse “
Utilizador Item V alor
0 0 0 4
1 0 1 2
2 0 3 1
3 1 0 2
4 1 4 3
5 2 0 1
6 2 1 3
7 2 4 2
8 3 1 1
9 3 3 4
10 4 2 3
11 4 3 4
12 5 4 1
(5.1)
No caso do ficheiro de entrada para a LIBPMF o formato e´ o mesmo de ASparse, apenas os
ı´ndices comec¸am em 1. O facto de estarem ordenados por linhas ou colunas na˜o e´ relevante.
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Neste caso, ASparse esta´ ordenada por linhas. Na Tabela (5.1), as linhas horizontais, os ita´licos
e os negritos servem para destacar a mudanc¸a de linha/utilizador na matriz A.
Primeiramente, na representac¸a˜o esparsa, e´ necessa´rio saber qual o ı´ndice onde comec¸a cada
linha e cada coluna. Percorrendo a matriz A por linhas, a primeira linha comec¸a no ı´ndice 0 e
tem 3 valores, a segunda comec¸a no ı´ndice 0`3 “ 3 e tem 2 valores, a terceira no ı´ndice 3`2 e
tem 3 valores, e assim sucessivamente tal como na Tabela (5.2). Para as colunas, o racioc´ınio e´
o mesmo, com a diferenc¸a de que a matriz A e´ percorrida por colunas tal como na Tabela (5.3).


















A biblioteca LIBPMF ordena os utilizadores por colunas, os itens por linhas e os valores
por colunas. A representac¸a˜o esparsa resultante fica:
Utilizador Item V alor
0 0 0 4
1 1 1 2
2 2 3 1
3 0 0 2
4 2 4 3
5 3 0 1
6 4 1 3
7 0 4 1
8 3 1 4
9 4 3 4
10 1 2 3
11 2 3 2
12 5 4 1
(5.4)
Na Tabela (5.4) as linhas horizontais, os negritos e os ita´licos servem para assinalar o
seguinte relativamente a` matriz A: no vetor Utilizador, assinalam a mudanc¸a de coluna/item;
no vetor Item, assinalam a mudanc¸a de linha/utilizador; no vetor Valor, assinalam a mudanc¸a
de coluna/item.
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Para atualizar H, apenas e´ necessa´rio aceder aos vetores Utilizador e Valor que ja´ esta˜o
ordenados por colunas; na˜o e´ necessa´rio acrescentar nem alterar nada. Mas, para atualizar W ,
e´ necessa´rio aceder aos vetores Item e Valor. Apesar do vetor Item estar devidamente ordenado
por linhas, o vetor Valor esta´ ordenado por colunas. Logo, e´ necessa´rio acrescentar um vetor
Map que fac¸a o mapeamento dos ı´ndices, de forma a que no vetor Valor se possa aceder aos
mesmos, estando estes devidamente ordenados por linhas (este vetor foi criado para o algoritmo
ALS ):
Map Utilizador Item V alor
0 0 ´ 0 0 4
1 3 ´ 1 1 2
2 7 ´ 2 3 1
3 1 ´ 0 0 2
4 10 ´ 2 4 3
5 2 ´ 3 0 1
6 4 ´ 4 1 3
7 11 ´ 0 4 1
8 5 ´ 3 1 4
9 8 ´ 4 3 4
10 6 ´ 1 2 3
11 9 ´ 2 3 2
12 12 ´ 5 4 1
,
Por exemplo, para identificar o valor de Item7, faz-se V alorMap7 : sendo Map7 “ 11, fica
V alor11 “ 2. Por isso, o valor de Item7 e´ 2.
Para mapear Item7 diretamente na matriz A, basta fazer UtilizadorMap7 . SendoMap7 “ 11,
fica Utilizador11 “ 2. Uma vez que Item7 “ 4, logo, na coluna 4 e linha 2 da matriz A encontra-
se um 2.
Nesta implementac¸a˜o, o vetor Map e´ calculado apenas percorrendo uma u´nica
vez o vetor Utilizador.
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Com os problemas inerentes a` representac¸a˜o esparsa resolvidos da forma citada, passa-se a`
implementac¸a˜o da equac¸a˜o ωi˚ “ pHTΩiHΩi ` λIq´1HTai. Os passos para implementar o ALS
esta˜o citados na Subsecc¸a˜o 2.4.2. No entanto, e´ importante citar as te´cnicas utilizadas para
otimizar a velocidade dos ca´lculos, a saber:
• Pelo facto de HTΩiHΩi resultar sempre numa matriz sime´trica (R “ RT ) definida positiva-
mente:
– Para calcular HTΩiHΩi , sendo HΩi “ M , para Mij, a posic¸a˜o transposta correspon-
dente e´ Mji. Mas, como a matriz resultante R e´ sime´trica, percorrendo os ij na parte
triangular de cima, incluindo a diagonal, basta calcular Rij e copiar o valor para a
parte triangular de baixo Rji.
– Sendo pHTΩiHΩi ` λIq “ SubMatrix, para calcular a inversa de SubMatrix
pSubMatrixq´1, utiliza-se a decomposic¸a˜o de Andre´ Cholesky por ser um dos me´-
todos mais eficientes que permite reduzir o nu´mero de operac¸o˜es [36]. No entanto,
inverter uma matriz continua a ter uma complexidade cu´bica. Como SubMatrix
tem dimenso˜es k ˆ k, logo aumentar k neste algoritmo tem complexidade cu´bica.
• Para calcular HTai, ignoram-se as multiplicac¸o˜es por zero; com a representac¸a˜o esparsa
de ai e´ simples ignorar os zeros.
5.2.2 Implementac¸a˜o multicore
Na versa˜o multicore, utiliza-se OpenMP e o me´todo de paralelizac¸a˜o e´ o citado na Secc¸a˜o 4.1.
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5.2.3 Implementac¸a˜o CUDA
Na versa˜o CUDA, os dados sa˜o copiados uma u´nica vez para a placa gra´fica e so´ se utiliza o
host para sincronizar. Como no host W e H sa˜o representadas de maneira bidimensional, estas
matrizes sa˜o transformadas para uma representac¸a˜o a uma dimensa˜o e, assim, transferidas para
o device onde sa˜o tratadas a uma dimensa˜o. No final, as matrizes W e H sa˜o copiadas do device
para o host, e sa˜o novamente transformadas para voltar a ter representac¸a˜o bidimensional. Estas
transformac¸o˜es so´ sa˜o feitas uma vez no in´ıcio e outra no fim do processamento; por isso, o
tempo gasto por elas e´ insignificante.
Seguidamente apresenta-se, no Algoritmo 10, a versa˜o GPU do ALS.
Algoritmo 10: Versa˜o GPU do algoritmo ALS
input : A,W,H, λ, T
1 Aloca memo´ria no device para as matrizes A, W e H;
2 Copia as matrizes A, W e H do host para o device;
3 begin
4 inicializar(H Ð (nu´meros aleato´rios pequenos));
5 for iter Ð 1 to T Step “ 1 do
6 Chama o kernel para atualizar W que minimiza (2.1) mantendo H fixa,
utilizando ωi˚ “ pHTΩiHΩi ` λIq´1HTai; // Sincroniza no host ;
7 Chama o kernel para atualizar H que minimiza (2.1) mantendo W fixa,
utilizando hj˚ “ pW TΩjWΩj ` λIq´1W Taj; // Sincroniza no host ;
8 Copia as matrizes W e H do device para o host ;
65
5.3 Utilizac¸a˜o
Primeiro, e´ necessa´rio preparar a ma´quina para funcionar em CUDA. Para compilar o co´digo
e executar em Linux, consultar o Anexo A.1. Para compilar o co´digo e executar em Windows,
consultar o Anexo A.2.
A utilizac¸a˜o da versa˜o da biblioteca LIBPMF cuda enabled e´ semelhante a` utilizac¸a˜o definida
originalmente; apenas acrescem alguns paraˆmetros ao argumento.
Na linha de comandos, executa-se cuda-or-omp-pmf-train [options] data dir [model filename],
onde [options] e´ definido pelas seguinte opc¸o˜es:
‘-k’ valor : Define o valor de k nas matrizes do modelo; por defeito e´ 10.
‘-n’ threads: Define o nu´mero de threads utilizadas na versa˜o OpenMP ; por defeito e´ 4.
‘-l’ lambda : Define o paraˆmetro de regularizac¸a˜o λ; por defeito e´ 0.1.
‘-t’ max iter : Define o nu´mero de iterac¸o˜es CCD ; por defeito e´ 5.
Opc¸o˜es acrescentadas:
‘-ALS’ : Quando presente, utiliza o algoritmo ALS. Caso na˜o esteja presente, utiliza
o algoritmo CCD++.
‘-Cuda’ : Quando presente, ativa a versa˜o CUDA enabled. Caso na˜o esteja presente,
e´ executada a versa˜o OpenMP em float precision. Na˜o pode ser utilizado em conjunto
com ‘-runOriginal’.
‘-runOriginal’ : Quando presente, executa a versa˜o original OpenMP em double
precision. Na˜o pode ser utilizado em conjunto com ‘-Cuda’.
‘-nBlocks’ valor : Define o nu´mero de blocos a utilizar em CUDA; por defeito e´
16. Este paraˆmetro esta´ associado a cada um dos Streaming Multiprocessors.
‘-nThreadsPerBlock’ valor : Define o nu´mero de threads por bloco a utilizar em
CUDA; por defeito e´ 32. Este paraˆmetro esta´ associado a cada uma das threads de
cada um dos Streaming Multiprocessors.
O argumento ‘data dir’ serve para indicar o nome do direto´rio, com os ficheiros referentes
aos dados de treino e teste.
O Formato dos dados em ‘data data dir’ e´ o seguinte: o direto´rio ‘data dir’ tem de conter
treˆs ficheiros, um chamado ‘meta’, outro para os dados de treino e outro para os dados de teste.
O ficheiro ‘meta’ conte´m as seguintes linhas:
1a: m n
2a: num training ratings training file name
3a: num test ratings test file name
‘m’ corresponde ao nu´mero de utilizadores, ‘n’ ao nu´mero de itens, ‘num training ratings’
ao nu´mero de observac¸o˜es existentes no ficheiro de treino, ‘training file name’ ao nome do
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ficheiro de treino, ‘num test ratings’ ao nu´mero de observac¸o˜es existentes no ficheiro de teste
e ‘test file name’ ao nome do ficheiro de teste. Para mais, pormenores ver o exemplo ‘toy-
example’ fornecido com a biblioteca LIBPMF.
5.4 Suma´rio
Neste Cap´ıtulo, comec¸ou-se por falar dos GPUs no contexto de sistemas de recomendac¸a˜o
e da motivac¸a˜o para utilizac¸a˜o em processamento paralelo. De seguida, foram apresentados os
me´todos de paralelizac¸a˜o em GPU dos algoritmos ALS e CCD++. Por fim, foi explicada a
forma como se utiliza o programa anexo a esta dissertac¸a˜o.
O Cap´ıtulo seguinte sera´ iniciado com a discussa˜o de que existem muitos modelos de placas
gra´ficas e o seu desempenho varia muito de modelo para modelo. Ainda no aˆmbito deste mesmo
Cap´ıtulo, sera´ apresentada a metodologia experimental relativamente a` escolha do hardware e






E m testes de desempenho algor´ıtmico que envolvem tempos de execuc¸a˜o, o tipo dehardware e´ um fator que influencia os resultados obtidos. No caso da tecnologiaCUDA, a capacidade de processamento das placas gra´ficas varia muito entre modelos.
Ale´m disso, a evoluc¸a˜o das placas gra´ficas tem vindo a ser frene´tica. Por isso, para testar e
utilizar programas em CUDA, o tipo de placa gra´fica e´ um fator decisivo.
Devido a` influeˆncia que o hardware assume na execuc¸a˜o de experieˆncias que envolvem tempo
de execuc¸a˜o de algoritmos, neste Cap´ıtulo, e´ apresentada uma descric¸a˜o pormenorizada do
hardware que e´ utilizado na ana´lise experimental, facto pelo qual cada uma das ma´quinas
utilizadas sera´ descrita numa Secc¸a˜o.
Os conjuntos de dados afetam, tambe´m, o comportamento dos algoritmos. Aspetos como o
tamanho, a distribuic¸a˜o dos dados por linhas e colunas bem como a relac¸a˜o entre o nu´mero de
linhas e colunas sa˜o fatores importantes. Por este motivo, cada um dos conjuntos de dados e´
descrito numa Secc¸a˜o.
As me´tricas de avaliac¸a˜o utilizadas sa˜o o speedup “ sequentialT ime
parallelT ime
(consultar Secc¸a˜o 3.3) e o




Esta ma´quina e´ um servidor da Faculdade de Cieˆncias da Universidade do Porto, com
suporte CUDA.
Detalhes do sistema operativo:
• Linux Fedora release 20 (Heisenbug). Versa˜o do kernel : Linux version
3.13.9-200.fc20.x86 64 (mockbuild@bkernel01.phx2.fedoraproject.org) (gcc version 4.8.2
20131212 (Red Hat 4.8.2-7) (GCC) ) #1 SMP Fri Apr 4 12:13:05 UTC 2014
Detalhes do hardware:
• Placa gra´fica: Tesla C2050
– Total Dedicated Memory 3GB GDDR5
– # of CUDA Core 448
– Single Precision floating point performance 1.03 Tflops
– GPU Clock 1015 MHz
– Architecture Fermi
• Processadores: 2 ˆ Intel R© Xeon R© E5620
– 12M Cache
– 2.40 GHz
– # of Cores 4
– # of Threads 8
– Max TDP1 80W
– Microarchitecture Nehalem
– Socket Supported FCLGA1366
• Memo´ria RAM : 12GB
1 TDP - Thermal Design Power, representa a poteˆncia ma´xima que o CPU consegue atingir sem sobrea-
quecer durante per´ıodos longos de utilizac¸a˜o.
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6.2 Ma´quina hyperthreading
Detalhes do sistema operativo:
• Linux Fedora release 20 (Heisenbug). Versa˜o do kernel : Linux version
3.13.9-200.fc20.x86 64 (mockbuild@bkernel01.phx2.fedoraproject.org) (gcc version 4.8.2
20131212 (Red Hat 4.8.2-7) (GCC) ) #1 SMP Fri Apr 4 12:13:05 UTC 2014
• Microsoft Windws 8.1 pro
Detalhes do hardware:
• Placa gra´fica: Gainward GeForce GTX 580 Phantom, prec¸o = $600
– Total Dedicated Memory 3GB GDDR5
– # of CUDA Core 512
– Single Precision floating point performance 1.58 Tflops
– GPU Clock 1544 MHz
– Architecture Fermi
• Processadores: 2 ˆ Intel R© Xeon R© X5550, prec¸o = 2 ˆ $999 = $1998
– 8M Cache
– 2.66 GHz
– # of Cores 4
– # of Threads 8
– Max TDP1 95W
– Microarchitecture Nehalem
– Socket Supported FCLGA1366
• Memo´ria RAM : 24GB 6 ˆ 4GB HYNIX HMT151R7BFR4C-H9
– DDR3 PC3-10600 1333MHz
– ECC Registered DIMM Memory
• Motherboard : Tyan S7020WAGM2NR
• Disco r´ıgido para o Windows: Samsung SSD 840 PRO 256GB MZ-7PD256BW
– Velocidade de leitura sequencial 540 MB/s
– Velocidade de escrita sequencial 520 MB/s
• Disco r´ıgido para o Linux : Samsung SSD 840 PRO 128GB MZ-7PD128BW
– Velocidade de leitura sequencial 530 MB/s
– Velocidade de escrita sequencial 390 MB/s
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6.3 Conjunto de dados Netflix
A Netflix e´ uma empresa americana de aluguer online de filmes, se´ries e programas de
televisa˜o. O conjunto de dados Netflix foi publicado para a famosa competic¸a˜o Netflix prize que
teve in´ıcio em 2 de Outubro de 2006 e terminou a 21 de Setembro de 2009. O concurso consistia
em atribuir um pre´mio de 1 milha˜o de do´lares ao grupo que melhor resultado conseguisse, e a
medir pelo RMSE, fosse, no mı´nimo, melhor 10% em relac¸a˜o ao sistema CinematchSM existente
na empresa. O pre´mio foi atribu´ıdo ao grupo BellKor’s Pragmatic Chaos que conseguiu um
melhoramento de 10.06% no RMSE.
• Nu´mero de utilizadores: Nos dados, os nu´meros de utilizador na˜o sa˜o cont´ıguos,
variam entre 1 e 2.649.429. O nu´mero de utilizadores e´ 480.189.
• Nu´mero de itens (filmes): 17.770
• Variac¸a˜o dos valores de classificac¸a˜o: Variam entre 0 e 5, provenientes de uma escala
de cinco estrelas.
• Nu´mero de entradas (classificac¸o˜es) em representac¸a˜o esparsa: 100.580.527 apro-
ximadamente 100 milho˜es.
• Dimenso˜es da matriz na˜o esparsa: A2.649.429ˆ17.770.
Para medir o resultado das previso˜es, e´ necessa´rio dividir os dados num conjunto de treino
e noutro de teste. Para isso, juntamente com os dados da Netflix esta´ o ficheiro probe.txt,
contendo uma sugesta˜o de divisa˜o dos dados. Por conseguinte, utilizando o probe, fica-se com
• Nu´mero de entradas para treino (classificac¸o˜es), em representac¸a˜o esparsa:
100.480.507.
• Nu´mero de entradas para teste (classificac¸o˜es), em representac¸a˜o esparsa:
100.020.
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6.4 Conjunto de dados MovieLens 10M
Este conjunto de dados prove´m do site MovieLens que e´ especializado em recomendac¸o˜es de
filmes. Quem utiliza o MovieLens recebe recomendac¸o˜es de filmes e contribui para o funciona-
mento do site com as suas classificac¸o˜es. Todos os utilizadores selecionados para este conjunto
de dados votaram em pelo menos vinte filmes.
• Nu´mero de utilizadores: Nos dados, os nu´meros de utilizador na˜o sa˜o cont´ıguos,
variam entre 1 e 71.567. O nu´mero de utilizadores e´ 69.878.
• Nu´mero de itens (filmes): 65.133.
• Variac¸a˜o dos valores de classificac¸a˜o: Variam entre 0 e 5, provenientes de uma escala
de cinco estrelas.
• Nu´mero de entradas (classificac¸o˜es) em representac¸a˜o esparsa: 10.069.932 apro-
ximadamente 10 milho˜es.
• Dimenso˜es da matriz na˜o esparsa: A71.567ˆ65.133.
Para medir o resultado das previso˜es, e´ necessa´rio dividir os dados num conjunto de treino
e noutro de teste. O conjunto de dados de teste consiste numa amostragem estratificada por
utilizador:
• Nu´mero de entradas para treino (classificac¸o˜es), em representac¸a˜o esparsa:
10.000.054.
• Nu´mero de entradas para teste (classificac¸o˜es), em representac¸a˜o esparsa:
69.878.
6.5 Suma´rio
Neste Cap´ıtulo, foram demonstradas as metodologias usadas na avaliac¸a˜o do desempenho
dos algoritmos. Foi, igualmente, descrito o hardware utilizado bem como os conjuntos de dados
usados na avaliac¸a˜o dos algoritmos.







U tilizando a metodologia experimental descrita no Cap´ıtulo 6, sa˜o apresentados ecomparados aqui os resultados obtidos em ambientes multicore e CUDA. Comoeste trabalho incide nas implementac¸o˜es em CUDA, e´ feita uma ana´lise do com-
portamento de cada um dos algoritmos executados na placa gra´fica.
Independentemente do conjunto de dados, salvo indicac¸a˜o contra´ria, em todos os testes,
os paraˆmetros utilizados nos algoritmos CCD++ e ALS sa˜o k “ 5, λ “ 0.1 e T “ 15. Foi
escolhido o valor k “ 5, porque, como sera´ mostrado adiante para o conjunto de dados Netflix
(Secc¸a˜o 6.3), um k maior na˜o melhora o RMSE. O λ na˜o afeta a velocidade de processamento,
portanto, na˜o se opta por uma ana´lise exaustiva do mesmo, preferindo utilizar-se o valor por
defeito da LIBPMF. A escolha do valor elevado de T garante que o algoritmo convirja sempre.
Em cada um dos testes apresentados, o tempo em segundos e´ obtido a partir da me´dia de 10
execuc¸o˜es. Voltando a` escolha de k, o facto de ser elevado na˜o se traduz, obrigatoriamente, em
valores de RMSE mais baixos; a escolha correta depende da ana´lise das dimenso˜es existentes nos
dados. O valor ideal de k, geralmente, e´ igual ao nu´mero de dimenso˜es dos dados. Discutir-se-a´
tambe´m a escalabilidade e valores de RMSE entre cada um dos algoritmos implementados.
Para os testes em CUDA, a definic¸a˜o do valor do nu´mero de blocos esta´ relacionada com o
nu´mero de multiprocessadores disponibilizados pela placa.
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7.1 Resultados utilizando o conjunto de dados Netflix (Secc¸a˜o 6.3)
Para o conjunto de teste probe, na˜o foram encontrados valores de refereˆncia para o RMSE.
O que se sabe e´ que na competic¸a˜o organizada pela empresa Netflix (Secc¸a˜o 6.3), no conjunto
de dados privado, o valor do RMSE que ganhou a competic¸a˜o foi 0.8567.
7.1.1 Testes em precisa˜o double na versa˜o original do CCD++ da LIBPMF em
OpenMP
Em todos os testes referidos na Tabela 7.1, nas previso˜es do conjunto de dados probe, o
valor do RMSE e´ sempre 0.94.
Tabela 7.1: Speedups do CCD++ da LIBPMF em OpenMP.
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 521, 512s
2 threads « 316, 701s 1, 6
8 threads « 136, 2s 3, 8
16 threads « 126, 81s 4, 1
32 threads « 136, 023s 3, 8
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Windows
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 717, 307s
2 threads « 407, 873s 1, 8
8 threads « 179, 499s 4, 0
16 threads « 166, 746s 4, 3
32 threads « 161, 48s 4, 4
Ma´quina cracs-gpu (Secc¸a˜o 6.1), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 596, 245
2 threads « 307, 624s 1, 9
8 threads « 117, 005s 5, 0
16 threads « 110, 476s 5, 3
32 threads « 109, 526s 5, 4
O Windows na linguagem C/C++ e´ mais lento que o Linux.
Na ma´quina cracs-gpu (Secc¸a˜o 6.1), apesar da velocidade dos processadores ser ligeiramente
menor, em virtude de terem uma cache maior, no geral, em tempos de processamento, os
resultados sa˜o, ligeiramente, inferiores.
Contudo, na versa˜o do CCD++, implementada para esta dissertac¸a˜o, utiliza-se a precisa˜o
decimal single/float. Os resultados sa˜o os mesmos relativamente ao RMSE, mas, especialmente
em Windows, o desempenho e´ muito beneficiado por este tipo de dados. Utilizando float em vez
de double, e´ atingido um speedup de 9.5 (com 32 threads) o que e´ mais do dobro relativamente
a` versa˜o em precisa˜o double.
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7.1.2 Testes em precisa˜o float na versa˜o modificada do CCD++ em OpenMP e
em CUDA
Em todos os testes, nas previso˜es do conjunto de dados probe, o valor do RMSE e´ 0.94.
Tabela 7.2: Speedups na versa˜o modificada do CCD++ em OpenMP e em CUDA.
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 528, 538s
2 threads « 309, 707s 1, 7
8 threads « 111, 968s 4, 7
16 threads « 98, 1266s 5, 3
32 threads « 99, 8027s 5, 2
CUDA com 16 blocos de 512 threads « 168,109s 3,1
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Windows
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 1252, 35s
2 threads « 540, 973s 2, 3
8 threads « 181, 501s 6, 9
16 threads « 131, 881s 9, 5
32 threads « 131, 661s 9, 5
CUDA com 16 blocos de 512 threads « 84,7718s 14,8
Ma´quina cracs-gpu (Secc¸a˜o 6.1), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 480, 628s
2 threads « 247, 219s 1, 9
8 threads « 85, 8724s 5, 5
16 threads « 76, 8607s 6, 3
32 threads « 74, 9617s 6, 4
CUDA com 14 blocos de 512 threads « 350,21s 1,3
O melhor speedup (14.8) e´ obtido na versa˜o CUDA em Windows, porquanto, mostra que,
relativamente ao prec¸o, uma multicore, que custa mais do dobro do prec¸o, consegue ser ul-
trapassada pela placa gra´fica. Sendo assim, esta tecnologia tem grande potencialidade para a
implementac¸a˜o de sistemas de recomendac¸a˜o baseados em fatorizac¸a˜o de matrizes.
O Windows em precisa˜o float na linguagem C/C++ e´ mais lento que em double enquanto
o Linux e´, precisamente, o contra´rio. Na precisa˜o float, o Linux e´ consideravelmente mais
ra´pido que o Windows. Mas em CUDA, o Windows e´ duplamente mais ra´pido que o Linux,
encontrando-se uma poss´ıvel explicac¸a˜o na maior sofisticac¸a˜o do driver Windows.
Na ma´quina cracs-gpu (Secc¸a˜o 6.1), apesar da velocidade dos processadores ser ligeiramente
menor, em virtude de terem uma cache maior, em tempos de processamento, os resultados sa˜o,
ligeiramente, inferiores. A placa gra´fica da ma´quina cracs-gpu (Secc¸a˜o 6.1), pelo facto da
velocidade dos cores ser inferior e ter menos cores, e´ mais lenta, em relac¸a˜o a` da ma´quina
hyperthreading (Secc¸a˜o 6.2).
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7.1.3 Testes em precisa˜o float no ALS em OpenMP e em CUDA
Em todos os testes, representados na Tabela 7.3, nas previso˜es do conjunto de dados probe,
o valor do RMSE e´ sempre 0, 97.
Tabela 7.3: Speedups no ALS em OpenMP e em CUDA.
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 429, 539s
2 threads « 224, 99s 1, 9
8 threads « 93, 8716s 4, 6
16 threads « 98, 3057s 4, 3
32 threads « 95, 8294s 4, 5
CUDA com 16 blocos de 512 threads « 98,71s 4,4
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Windows
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 665, 74s
2 threads « 355, 144s 1, 9
8 threads « 158, 912s 4, 2
16 threads « 121, 667s 5, 5
32 threads « 122, 121s 5, 5
CUDA com 16 blocos de 512 threads « 107,214s 6,2
Ma´quina cracs-gpu (Secc¸a˜o 6.1), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 386, 614s
2 threads « 196, 25s 2, 0
8 threads « 76, 6014s 5, 0
16 threads « 80, 0473s 4, 8
32 threads « 80, 5598s 4, 8
CUDA com 14 blocos de 512 threads « 149,663s 2,6
A versa˜o CUDA em Windows e´ mais lenta que em Linux. A raza˜o esta´ relacionada com a
granularidade grossa dos kernels do ALS. Quando o conjunto de dados, do tamanho do Netflix
(Secc¸a˜o 6.3), e´ executado numa placa na˜o dedicada e dependendo da poteˆncia da mesma, pode
gerar instabilidade no sistema (o driver necessita que o ecra˜ seja refrescado). Este facto explica
o aumento do tempo. Sabendo que em relac¸a˜o ao Linux, o Windows, para manter o ambiente
de trabalho, consome mais recursos gra´ficos, para atingir tempos de execuc¸a˜o mais precisos, e´
necessa´rio uma segunda placa gra´fica dedicada apenas para CUDA.
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7.2 Resultados utilizando o conjunto de dados MovieLens 10M (Sec-
c¸a˜o 6.4)
O conjunto de dados MovieLens 10M (Secc¸a˜o 6.4) e´ demasiado pequeno para atingir um
speedup significativo. Nos testes multicore, em geral, a partir das oito threads, o speedup comec¸a
a decair.
7.2.1 Testes em precisa˜o double na versa˜o original do CCD++ da LIBPMF em
OpenMP
Em todos os testes, representados na Tabela 7.4, nas previso˜es do conjunto de dados de
teste, o valor do RMSE e´ sempre 2, 572.
Tabela 7.4: Speedups do CCD++ da LIBPMF em OpenMP.
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 23, 4608s
2 threads « 13, 492s 1, 7
8 threads « 7, 71895s 3, 0
16 threads « 8, 58666s 2, 7
32 threads « 8, 84259s 2, 6
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Windows
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 33, 1817s
2 threads « 17, 8441s 1, 9
8 threads « 9, 27782s 3, 6
16 threads « 9, 73639s 3, 4
32 threads « 9, 7224s 3, 4
Ma´quina cracs-gpu (Secc¸a˜o 6.1), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 29, 5452
2 threads « 14, 5926s 2, 0
8 threads « 7, 38381s 4, 0
16 threads « 9, 13583s 3, 2
32 threads « 8, 91894s 3, 3
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7.2.2 Testes em precisa˜o float na versa˜o modificada do CCD++ em OpenMP e
em CUDA
Em todos os testes, representados na Tabela 7.5, nas previso˜es do conjunto de dados de
teste obtido com o me´todo mencionado na Secc¸a˜o 6.4, o valor do RMSE e´ sempre 2, 570.
Tabela 7.5: Speedups na versa˜o modificada do CCD++ em OpenMP e em CUDA.
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 25, 2886s
2 threads « 13, 3587s 1, 9
8 threads « 5, 69531s 4, 4
16 threads « 6, 86471s 3, 6
32 threads « 7, 24346s 3, 4
CUDA com 16 blocos de 512 threads « 25,0212s 1,0
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Windows
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 61, 5171s
2 threads « 29, 5249s 2, 1
8 threads « 10, 8432s 5, 7
16 threads « 10, 0441s 6, 1
32 threads « 9, 93356s 6, 2
CUDA com 16 blocos de 512 threads « 11,3952s 5,4
Ma´quina cracs-gpu (Secc¸a˜o 6.1), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 29, 6824s
2 threads « 15, 126s 2, 0
8 threads « 6, 10678s 4, 9
16 threads « 7, 06194s 4, 2
32 threads « 7, 08091s 4, 2
CUDA com 14 blocos de 512 threads « 45,4349s 0,7
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7.2.3 Testes em precisa˜o float no ALS em OpenMP e em CUDA
Em todos os testes, representados na Tabela 7.6, nas previso˜es do conjunto de dados de
teste obtido com o me´todo mencionado na Secc¸a˜o 6.4, o valor do RMSE e´ sempre 2, 570.
Tabela 7.6: Speedups no ALS em OpenMP e em CUDA.
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 20, 8461s
2 threads « 11, 1398s 1, 9
8 threads « 3, 8365s 5, 4
16 threads « 4, 35807s 4, 3
32 threads « 4, 13933s 5, 0
CUDA com 16 blocos de 512 threads « 14,725s 1,4
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Windows
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 34, 6181s
2 threads « 17, 461s 2, 0
8 threads « 9, 64755s 3, 6
16 threads « 6, 82955 5, 1
32 threads « 7, 30159s 4, 7
CUDA com 16 blocos de 512 threads « 13,8062s 2,5
Ma´quina cracs-gpu (Secc¸a˜o 6.1), SO: Linux
Tipo de teste Tempo de execuc¸a˜o Speedup
1 thread « 20, 3254s
2 threads « 11, 4484s 1, 8
8 threads « 4, 4823s 4, 5
16 threads « 4, 33758s 4, 7
32 threads « 4, 54055s 4, 5
CUDA com 14 blocos de 512 threads « 21,9959s 0,9
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7.3 Ana´lise do comportamento relativamente a` parametrizac¸a˜o dos al-
goritmos implementados
Na versa˜o CUDA do algoritmo CCD++, o speedup diminui a` medida que o paraˆmetro k
aumenta. Na versa˜o em OpenMP, o speedup apesar de diminuir ligeiramente, e´ bastante esta´vel
tal como ilustrado na Figura 7.1.





Análise do speedup relativamente a k. 







CUDA Speedup, 16 blocos com 512 threads
OpenMP Speedup, 16 threads
Figura 7.1: Comportamento do algoritmo CCD++ relativamente a k. A parametrizac¸a˜o e´
λ “ 0.1, T “ 5.
Para realizar os testes da Figura 7.1, a escolha do sistema operativo e da ma´quina justifica-se
pelo conjunto de dados que obteve melhores resultados em CUDA. Para ma´quinas diferentes,
o comportamento relativamente ao aumento de k e´ igual.
O facto da versa˜o CUDA do algoritmo CCD++ ser sens´ıvel ao aumento de k, prende-se
com o nu´mero de co´pias host to device, device to host. Quanto maior for k, relativamente ao
nu´mero total de iterac¸o˜es, o nu´mero de co´pias de dados aumenta.
Alterar k no algoritmo ALS, tanto em CUDA como em OpenMP, na˜o interfere no speedup.
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A Figura 7.2 mostra que o algoritmo CCD++, relativamente ao algoritmo ALS, e´ mais
ra´pido para valores altos de k.












Análise do aumento de k. 













ALS OpenMP com 16 threads
CCD++ OpenMP com 16 threads
Figura 7.2: Ana´lise comparativa do tempo de processamento entre os algoritmos ALS e
CCD++, relativamente ao aumento de k. A parametrizac¸a˜o e´ λ “ 0.1, T “ 15.
Para realizar os testes da Figura 7.2, a escolha do sistema operativo e da ma´quina deve-se
ao conjunto que obteve melhores resultados em OpenMP. Para ma´quinas diferentes, o compor-
tamento, relativamente ao aumento de k, e´ igual.
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A Figura 7.3 mostra os valores de RMSE, relativamente aos testes realizados na Figura 7.2.











Análise do RMSE relativamente ao aumento de k. 







ALS OpenMP com 16 threads
CCD++ OpenMP com 16 threads
Figura 7.3: Ana´lise comparativa do RMSE entre os algoritmos ALS e CCD++, relativamente
ao aumento de k. A parametrizac¸a˜o e´ λ “ 0.1, T “ 15.
Para um valor de k, superior a 10, o algoritmo ALS aumenta o RMSE, enquanto o algoritmo
CCD++ mante´m-se esta´vel. Tal como esperado, o algoritmo CCD++, normalmente, tem
melhores resultados [75].
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7.4 Ana´lise do comportamento em CUDA dos algoritmos recorrendo a
profiling visual
Para analisar visualmente o comportamento de cada um dos kernels, utiliza-se um conjunto
de dados pequeno. Os detalhes deste conjunto de dados na˜o sa˜o importantes, porque nesta
ana´lise o que se torna relevante e´ apenas investigar a forma como os kernels sa˜o executados,
para perceber ate´ que ponto eles esta˜o a aproveitar o processamento dispon´ıvel. Por outro lado,
um conjunto de dados pequeno facilita a interpretabilidade da timeline visual, porque o nu´mero
de eventos ao longo do tempo e´ muito inferior. Tanto os paraˆmetros como o conjunto de dados
utilizados sa˜o os mesmos para os dois algoritmos CCD++ e ALS em estudo. O programa
utilizado e´ a versa˜o Linux do NVIDIA Visual Profiler (NVVP).
7.4.1 Ana´lise do algoritmo CCD++
Figura 7.4: Timeline para 1 iterac¸a˜o de CCD++ no GPU.
Na linha [0] GeForce GTX 580, os c´ırculos azuis representam a variac¸a˜o da rotac¸a˜o da
ventoinha da gra´fica, e os c´ırculos amarelos representam a variac¸a˜o da temperatura da gra´fica.
Quanto mais altos, maior e´ o valor lido pelos sensores. A linha Compute e´ expandida em duas
linhas, uma para cada kernel. Pela ana´lise da Timeline, verifica-se que a maior parte do tempo
e´ despendido a processar os dois kernels. Assim que o espac¸o e´ alocado e os dados sa˜o copiados
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para o device, a execuc¸a˜o dos kernels e´ praticamente cont´ıgua. Apenas se veem algumas co´pias
de dados device to host (linha MemCopy (DtoH)), host to device (linha MemCopy (HtoD)) que
sa˜o insignificantes, relativamente ao tempo de execuc¸a˜o ocupado pelos kernels. Note-se que
o kernel RankOneUpdate e´ executado va´rias vezes seguidas e o UpdateRating e´ executado k
vezes. Pela timeline, percebe-se que k “ 5.
Na Figura 7.5, e´ apresentada a visualizac¸a˜o da execuc¸a˜o com 15 iterac¸o˜es.
Figura 7.5: Timeline para 15 iterac¸o˜es de CCD++ no GPU.
Nesta segunda timeline, em que o nu´mero de iterac¸o˜es e´ mais elevado, as co´pias de dados
durante a execuc¸a˜o dos kernels device to host, host to device, teˆm linhas muito finas. Outro
facto e´ que o tempo gasto e´ preenchido pelo processamento praticamente cont´ıguo dos kernels.
Por fim, falta ainda saber ate´ que ponto os recursos disponibilizados esta˜o a ser inteiramente
utilizados. Por isso, seguidamente, recorre-se a uma ana´lise adicional que consiste em averiguar
as mensagens de alerta emitidas pelo NVVP.
Figura 7.6: Ana´lise adicional do CCD++ com o NVVP.
Estas mensagens sa˜o independentes do nu´mero de iterac¸o˜es utilizadas. Mas o seu conteu´do
pode ter ligeiras variac¸o˜es, conforme o conjunto de dados e o valor de k. Contudo, as mensagens
sa˜o sempre as mesmas. Apenas as percentagens podem variar ligeiramente. Na Figura 7.6, sa˜o
apresentadas algumas destas mensagens, produzidas apo´s a execuc¸a˜o das 15 iterac¸o˜es. As duas
primeiras mostram a eficieˆncia de acesso a` memo´ria global da placa gra´fica, sendo a primeira
relativa a`s leituras e a segunda a`s escritas. Segundo estas percentagens (3.3% para leituras e
12.5% para escritas), a eficieˆncia das transfereˆncias e´ baixa. Isto poderia ser corrigido com uma
modificac¸a˜o nas estruturas de dados, de forma a obter um melhor alinhamento dos dados a`s
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linhas de memo´ria. Mas, mesmo assim, dependendo do padra˜o de acesso aos dados durante a
execuc¸a˜o, esta modificac¸a˜o poderia na˜o resultar em melhorias na eficieˆncia. A terceira linha da
Figura 7.6 diz respeito a` eficieˆncia da execuc¸a˜o das threads num “warp” (multiprocessador).
Para analisar o comportamento mais detalhado dos sensores da placa gra´fica, existe, para
Windows, a aplicac¸a˜o GPU-Z.
Figura 7.7: Informac¸a˜o proveniente dos sensores da placa gra´fica com o algoritmo CCD++.
Desta ana´lise, salienta-se a baixa carga na controladora de memo´ria, o que corrobora aquilo
que ja´ foi dito anteriormente. O conjunto de dados utilizado para criar a Figura 7.7 e´ o Netflix
(Secc¸a˜o 6.3). Na Figura 7.7, do lado esquerdo, encontra-se a placa gra´fica em vazio e, do direito,
encontra-se em pleno processamento dos kernels. A quantidade de memo´ria consumida com
este conjunto de dados e´ 1934´ 316 “ 1618MB.
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7.4.2 Ana´lise do algoritmo ALS
Figura 7.8: Timeline para 1 iterac¸a˜o de ALS no GPU.
Na linha [0] GeForce GTX 580, os c´ırculos azuis representam a variac¸a˜o da rotac¸a˜o da
ventoinha da gra´fica, e os c´ırculos amarelos representam a variac¸a˜o da temperatura da gra´fica.
Quanto mais altos, maior e´ o valor lido pelos sensores. A linha Compute e´ expandida em duas
linhas, uma para cada kernel. Pela ana´lise da Timeline, verifica-se que a maior parte do tempo
e´ despendido a processar os dois kernels. Assim que o espac¸o e´ alocado e os dados sa˜o copiados
para o device, a execuc¸a˜o dos kernels e´ cont´ıgua. Apenas no final do processamento e´ que sa˜o
copiadas para o host as matrizes W e H.
Passa-se a` analise do comportamento para mais do que uma iterac¸a˜o.
Figura 7.9: Timeline para 15 iterac¸o˜es de ALS no GPU.
Nesta segunda timeline, em que o nu´mero de iterac¸o˜es e´ mais elevado, a` excec¸a˜o do in´ıcio e
do fim da execuc¸a˜o, na˜o existem co´pias de dados durante a execuc¸a˜o dos kernels device to host,
host to device.
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Por fim, falta ainda saber ate´ que ponto os recursos disponibilizados esta˜o a ser inteiramente
utilizados. Por isso, seguidamente, recorre-se a uma ana´lise adicional, que consiste em averiguar
as mensagens de alerta emitidas pelo NVVP.
Figura 7.10: Ana´lise adicional do ALS com o NVVP.
Estas mensagens sa˜o independentes do nu´mero de iterac¸o˜es utilizadas. Mas o seu conteu´do
pode ter ligeiras variac¸o˜es, conforme o conjunto de dados e o valor de k. Contudo, as mensagens
sa˜o sempre as mesmas. Apenas as percentagens podem variar ligeiramente. Na Figura 7.10, sa˜o
apresentadas algumas destas mensagens, produzidas apo´s a execuc¸a˜o das 15 iterac¸o˜es. As duas
primeiras mostram a eficieˆncia de acesso a` memo´ria global da placa gra´fica, sendo a primeira
relativa a`s leituras e a segunda a`s escritas. Segundo estas percentagens (2.9% para leituras e
13.8% para escritas), a eficieˆncia das transfereˆncias e´ baixa. Isto poderia ser corrigido com uma
modificac¸a˜o nas estruturas de dados, de forma a obter um melhor alinhamento dos dados a`s
linhas de memo´ria. Mas, mesmo assim, dependendo do padra˜o de acesso aos dados durante a
execuc¸a˜o, esta modificac¸a˜o poderia na˜o resultar em melhorias na eficieˆncia. A terceira linha da
Figura 7.10 diz respeito a` eficieˆncia da execuc¸a˜o das threads num “warp” (multiprocessador).
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Ana´lise em Windows utilizando a aplicac¸a˜o GPU-Z.
Figura 7.11: Informac¸a˜o proveniente dos sensores da placa gra´fica com o algoritmo ALS.
Desta ana´lise, salienta-se a baixa carga na controladora de memo´ria, o que corrobora aquilo
que ja´ foi dito anteriormente. O conjunto de dados utilizado para criar a Figura 7.11 e´ o
Netflix (Secc¸a˜o 6.3). Na Figura 7.11, do lado direito, encontra-se a placa gra´fica em vazio
e, do esquerdo, encontra-se em pleno processamento dos kernels. A quantidade de memo´ria
consumida com este conjunto de dados e´ 2147´ 316 “ 1831MB.
7.4.3 Comparac¸a˜o entre ALS e CCD++
A quantidade de trabalho atribu´ıda a cada kernel no ALS e´ muito superior a` do CCD++.
Para uma iterac¸a˜o no ALS, cada um dos kernels apenas e´ executado uma vez. A n´ıvel de
escalabilidade, o CCD++ e´ melhor, porque necessita de alocar uma menor quantidade de
memo´ria. Enquanto o CCD++, apenas necessita alocar uma coluna de W e uma de H, o
ALS necessita alocar W e H por inteiro. Um fator, tambe´m, importante esta´ na quantidade
de trabalho associada a cada kernel. No caso do ALS, para conjuntos de dados de grandes
dimenso˜es, o tempo que cada kernel demora a executar pode ser relativamente elevado. No
algoritmo ALS, a granularidade dos kernels e´ muito mais grossa em relac¸a˜o ao CCD++.
A partir da ana´lise adicional, conclui-se que ambos os algoritmos teˆm problemas com o
acesso cont´ıguo a` memo´ria. No entanto, a execuc¸a˜o do algoritmo ALS consegue utilizar com
maior eficieˆncia os recursos disponibilizados, devido a` na˜o existeˆncia de co´pias de dados device
to host, host to device.
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7.4.4 Erros conhecidos
“Runtime API error 6: the launch timed out and was terminated.” - Este
erro ocorre, quando a execuc¸a˜o de um u´nico kernel demora mais que oito a dez segundos.
Pode surgir em conjuntos de dados de tamanho superior ao Netflix (Secc¸a˜o 6.3), sobretudo no
algoritmo ALS, residindo a sua explicac¸a˜o na granularidade grossa dos kenels do ALS. Neste
caso, e´ necessa´rio instalar uma placa gra´fica secunda´ria sem nenhum ecra˜ conectado. E´ um
problema que acontece tanto em Windows como em Linux, e e´ a forma que o driver tem para
prevenir que o ecra˜ do computador na˜o deixe de responder por longos per´ıodos de tempo.
7.4.5 Artigo submetido
Com base no trabalho criado para esta dissertac¸a˜o e devido aos bons resultados obtidos nas
experieˆncias realizadas, foi submetido e aceite pelo ju´ri um artigo cient´ıfico com o t´ıtulo Acce-
lerating Recommender Systems using GPUs, para a confereˆncia ACM SAC 2015 (Association
for Computing Machinery Symposium on Applied Computing).
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7.5 Suma´rio
Neste Cap´ıtulo, comec¸ou-se por falar dos paraˆmetros escolhidos e das respetivas razo˜es. De
seguida, foram apresentados os resultados e feita uma ana´lise do comportamento dos algorit-
mos relativamente a` parametrizac¸a˜o. Por fim, foi realizada uma ana´lise mais pormenorizada,
recorrendo a profiling visual.
Os spedups obtidos nos algoritmos CCD++ e ALS com o conjunto de dados Netflix (Sec-
c¸a˜o 6.3) podem ser vistos, sumariamente, lado a lado na Tabela 7.7.
Tabela 7.7: Comparac¸a˜o de Speedups entre o CCD++ e o ALS em OpenMP e em CUDA.
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Linux
Tipo de teste CCD++ double CCD++ float ALS float
2 threads 1, 6 1, 7 1, 9
8 threads 3, 8 4, 7 4, 6
16 threads 4, 1 5, 3 4, 3
32 threads 3, 8 5, 2 4, 5
CUDA com 16 blocos de 512 threads 3,1 4,4
Ma´quina hyperthreading (Secc¸a˜o 6.2), SO: Windows
Tipo de teste CCD++ double CCD++ float ALS float
2 threads 1, 8 2, 3 1, 9
8 threads 4, 0 6, 9 4, 2
16 threads 4, 3 9, 5 5, 5
32 threads 4, 4 9, 5 5, 5
CUDA com 16 blocos de 512 threads 14,8 6,2
Ma´quina cracs-gpu (Secc¸a˜o 6.1), SO: Linux
Tipo de teste CCD++ double CCD++ float ALS float
2 threads 1, 9 1, 9 2, 0
8 threads 5, 0 5, 5 5, 0
16 threads 5, 3 6, 3 4, 8
32 threads 5, 4 6, 4 4, 8
CUDA com 14 blocos de 512 threads 1,3 2,6





E sta dissertac¸a˜o mostra a vantagem da utilizac¸a˜o de GPUs na implementac¸a˜o de al-goritmos de recomendac¸a˜o baseados em fatorizac¸a˜o de matrizes. Sa˜o comparadas asverso˜es sequenciais e multicore dos algoritmos ALS e CCD++ com a versa˜o GPU,
verificando-se que existe um melhor desempenho a n´ıvel da velocidade/tempo de processa-
mento. Pelo conhecimento proveniente da investigac¸a˜o para esta dissertac¸a˜o, neste trabalho, e´
apresentada a primeira implementac¸a˜o de ALS e de CCD++ em CUDA.
Relativamente a um servidor multicore, as vantagens de uma implementac¸a˜o CUDA sa˜o o
baixo consumo de energia, o baixo prec¸o por core, relativamente aos CPUs, e a libertac¸a˜o dos
cores do CPU para outras tarefas. Atualmente, os computadores integram va´rias PCI slots
que podem ser utilizadas para instalar um GPU ou va´rios GPUs. Por isso, e´ relativamente
simples aumentar a capacidade computacional do hardware existente.
As placas gra´ficas de gama posterior a` utilizada no suporte experimental desta disserta-
c¸a˜o teˆm uma capacidade superior de processamento e densidade de memo´ria. Futuramente,
pretende-se testar nestas novas placas gra´ficas os algoritmos implementados. Pretende-se, tam-
be´m, testar conjuntos de dados (data sets) maiores, existindo, pore´m, problemas relacionados
com a limitac¸a˜o da memo´ria das placas gra´ficas. No entanto, para conjuntos de dados com o
dobro do tamanho do Netflix, por exemplo, na˜o constitui qualquer problema para a densidade
de memo´ria das placas utilizadas neste trabalho (consultar a Subsecc¸a˜o 7.4.1). Sera´ poss´ıvel
eliminar os problemas associados a este limite da memo´ria, se se implementar uma gesta˜o de
memo´ria que suporte paginac¸a˜o e que permita trabalhar com conjuntos de dados de tamanhos
superiores ao da memo´ria dispon´ıvel. Tomando, ainda, como exemplo o conjunto de dados
Netflix, que obteve um speedup de 14.8, verificou-se que este aumento da velocidade foi melhor
do que o speedup melhor obtido na literatura para ma´quinas multicore [75].
Considerando a simplicidade e a facilidade inerentes a` implementac¸a˜o do algoritmo SGD,
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aquando da investigac¸a˜o realizada para a elaborac¸a˜o desta dissertac¸a˜o, houve a preocupac¸a˜o de
dedicar algum tempo de estudo a este algoritmo. No entanto, devido a factos encontrados na
literatura [75], nomeadamente, a convergeˆncia insta´vel, os mı´nimos locais e a menor capacidade
preditiva (relativamente ao ALS e CCD++), optou-se pela na˜o implementac¸a˜o do mesmo.
Futuramente, para quem for usar os algoritmos implementados neste trabalho, e´ aconselha´vel
utilizar uma placa gra´fica dedicada para poder ter o melhor desempenho poss´ıvel.
Para trabalho futuro, e´ necessa´rio investigar formas de melhorar o balanceamento de carga
e a gesta˜o da memo´ria do GPU (paginac¸a˜o?), a fim de permitir executar aplicac¸o˜es de maior
dimensa˜o, experieˆncias em mais conjuntos de dados, e de possibilitar a ana´lise em maior detalhe
dos fatores que afetam o desempenho dos algoritmos e a relac¸a˜o destes fatores com a arquitetura




Instalac¸a˜o do ambiente de programac¸a˜o
A.1 Instalac¸a˜o do CUDA toolkit 6.0 no Linux fedora 20
Lista de comandos para instalar o CUDA toolkit 6.0 no Linux fedora 20 ). O driver ins-
talado por esta lista de comandos foi desenvolvido para as seguintes series de placas, GeForce
8/9/200/300/400/500/600/700 series.
• Atualizar o kernel do Linux :
$ su -
# yum update kernel* selinux-policy*
# reboot
• Instalar o driver da NVIDIA para a placa:
$ su -





# yum install akmod-nvidia xorg-x11-drv-nvidia-libs kernel-devel acpid
# mv /boot/initramfs-$(uname -r).img /boot/initramfs-$(uname -r)-nouveau.img
# dracut /boot/initramfs-puname´ rq.img(uname -r)
# reboot
$ su -
# yum install vdpauinfo libva-vdpau-driver libva-utils
# exit
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• Restaurar o plymouth:
$ su -
# vi /etc/default/grub
No ficheiro editado acima, identificar e comentar com “#” a linha










# cp /boot/grub2/grub.cfg /boot/grub2/grub.cfg.bkp
# grub2-mkconfig -o /boot/grub2/grub.cfg
# reboot
• Instalar o CUDA toolkit 6.0 :
$ su -
# yum install perl-Env
# yum install environment-modules.x86 64





cuda/6 0/rel/installers/cuda 6.0.37 linux 64.run
$ chmod +x cuda 6.0.37 linux 64.run




No ficheiro “.bashrc” editado acima, adicionar as duas seguintes linhas:
PATH=$PATH:/usr/local/cuda-6.0/bin; export PATH








# echo /usr/local/cuda-6.0/lib ąą cuda.conf
# echo /usr/local/cuda-6.0/lib64 ąą cuda.conf
# ldconfig
# exit
• Comandos de verificac¸a˜o:
$ lspci -v | grep -i nvidia
$ nvidia-settings -q NvidiaDriverVersion
$ cat /proc/driver/nvidia/version
$ lsmod | grep -i nvidia
$ nvcc -V
$ nvidia-smi
A.2 Executar o projeto do VS 2013 em Windows
Para executar o projeto do VS 2013, e´ necessa´rio instalar os seguintes programas pela ordem
abaixo:
1. Instalar o u´ltimo driver da placa gra´fica.
2. Instalar o Microsoft Visual Studio Ultimate 2012
3. Instalar o Microsoft Visual Studio Ultimate 2013
4. Instalar o CUDA toolkit 6.0







B.1 Configurac¸a˜o de um projeto em C++ e CUDA com o Microsoft
Visual Studio Ultimate 2013
1. Abrir o Microsoft Visual Studio Ultimate 2013 :
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2. Clicar em New project. Na dialog box, escolher as seguintes opc¸o˜es e dar um nome ao
projeto:
3. Selecionar o modo debug :
4. Para executar o projeto, clicar em:
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5. O resultado e´ o seguinte:
6. Configurar o projeto para funcionar em CUDA no modo debug requer os seguintes passos:
(a) No Solution Explorer, clicar com o bota˜o direito do rato sobre o nome do projeto
e selecionar Build Dependencies –> Build Customisations (caso o Solution Explorer
na˜o esteja vis´ıvel fazer CTRL+ALT+L):
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(b) Na dialog box, colocar um visto na opc¸a˜o selecionada e clicar em OK :
(c) Ir ao menu Tools –> Options :
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(d) Na dialog box, colocar um visto na opc¸a˜o selecionada e clicar em OK :
(e) Ir ao menu Project –> projName Properties...:
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(f) Na dialog box, fazer as seguintes configurac¸o˜es:
• Modificar o que esta´ marcado com o retaˆngulo vermelho:
• Modificar o que esta´ marcado com o retaˆngulo vermelho:
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• Na opc¸a˜o marcada com o retaˆngulo vermelho, escrever
“cudart.lib;%(AdditionalDependencies)”. Clicar em Apply, OK (apenas clicar
em OK na˜o e´ suficiente, porque as alterac¸o˜es sa˜o ignoradas):
7. Co´digo para testar:
(a) Abrir ou selecionar o ficheiro com o nome do projeto “projectName.cpp”. Caso na˜o
esteja aberto, e´ necessa´rio procurar no Solution Explorer :
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(b) No ficheiro com o nome do projeto“projectName.cpp”, apagar tudo e colar o seguinte
co´digo:





extern "C" void kernel_wrapper(int vecSize , int nBlocks , int nthreadsPerblock , int
*myVector , int * &cpyVector);
int main(int argc , char * argv [])
{
int vecSize = 16, nBlocks = 16, nthreadsPerblock = 1;
int myVector [] = { 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 };
int * cpyVector;
cpyVector = (int *) malloc(vecSize * sizeof (int));
printf("The myVector values :");
for (size_t x = 0; x < vecSize; ++x){
printf("%d ", myVector[x]);
}
printf("\n\nThe copyVector current values :");
for (size_t x = 0; x < vecSize; ++x){
printf("%d ", cpyVector[x]);
}
kernel_wrapper(vecSize , nBlocks , nthreadsPerblock , myVector , cpyVector);
printf("\n\nThe copyVector final values :");
for (size_t x = 0; x < vecSize; ++x){
printf("%d ", cpyVector[x]);
}






(c) No Solution Explorer, selecionar a pasta Source Files e fazer Ctrl+Shift+A.
(d) E´ aberta uma dialog box para acrescentar um novo ficheiro. Este ficheiro tem que ter
extensa˜o “.cu”. De seguida, tendo o nome dado com a extensa˜o pretendida, clicar
em Add. No caso do exemplo, o nome dado e´ “CUDAsum.cu”:
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cudaError_t NVcode(int vecSize , int nBlocks , int nthreadsPerblock , int *myVector ,
int * &cpyVector);
__global__ void copyVector(const int numItens , const int *first , int * returnVec);
__global__ void copyVector(const int numItens , const int *first , int * returnVec){
int ii = threadIdx.x + blockIdx.x * blockDim.x;




extern "C" void kernel_wrapper(int vecSize , int nBlocks , int nthreadsPerblock , int
*myVector , int * &cpyVector){
cudaError_t cudaStatus = NVcode(vecSize , nBlocks , nthreadsPerblock , myVector ,
cpyVector);
cudaStatus = cudaDeviceReset ();
}





cudaStatus = cudaMalloc ((void **)& dev_myVector , vecSize * sizeof (int));
if (cudaStatus != cudaSuccess) {
fprintf(stderr , " cudaMalloc failed ! %s\n", cudaGetErrorString(cudaStatus));
goto Error;
}
cudaStatus = cudaMalloc ((void **)& dev_cpyVector , vecSize * sizeof (int));
if (cudaStatus != cudaSuccess) {
fprintf(stderr , " cudaMalloc failed ! %s\n", cudaGetErrorString(cudaStatus));
goto Error;
}
cudaStatus = cudaMemcpy(dev_myVector , myVector , vecSize * sizeof (int),
cudaMemcpyHostToDevice);
if (cudaStatus != cudaSuccess) {
fprintf(stderr , " cudaMemcpy failed ! %s\n", cudaGetErrorString(cudaStatus));
goto Error;
}
copyVector << <nBlocks , nthreadsPerblock >> >(vecSize , dev_myVector ,
dev_cpyVector);
cudaStatus = cudaMemcpy(cpyVector , dev_cpyVector , vecSize * sizeof (int),
cudaMemcpyDeviceToHost);
if (cudaStatus != cudaSuccess) {











(f) Para executar o projeto em C++ que usa CUDA, basta clicar em:
(g) O resultado da execuc¸a˜o e´ o seguite:
8. Agora e´ necessa´rio que o projeto compile e execute no modo release. Por isso, seleciona-se
o modo release:
9. Para compilar e executar no modo release, apo´s garantir que o modo release esta´ selecio-
nado, e´ necessa´ria a seguinte configurac¸a˜o:
(a) Ir ao menu Project –> projName Properties...:
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(b) Na dialog box, fazer as seguintes configurac¸o˜es:
• Modificar o que esta´ marcado com o retaˆngulo vermelho:
• No caso de se pretender compilar tambe´m com suporte para OpenMP, modificar
o que esta´ marcado com o retaˆngulo vermelho:
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• Modificar o que esta´ marcado com o retaˆngulo vermelho:
• Modificar o que esta´ marcado com o retaˆngulo vermelho:
111
• Na opc¸a˜o marcada com o retaˆngulo vermelho, escrever
“cudart.lib;%(AdditionalDependencies)”. Clicar em Apply, OK (apenas clicar
em OK na˜o e´ suficiente, porque as alterac¸o˜es sa˜o ignoradas):
10. Para trabalhar com big data, e´ necessa´rio ter o projeto compilado em 64 bit. Para isso,
sa˜o necessa´rias as seguintes configurac¸o˜es:
(a) Com o modo release ativo, clicar em Configuration Manager...:
(b) Na dialog box do configuration manager, fazer as seguintes configurac¸o˜es:
• Em Active Solution Configuration, clicar em <New...>:
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• Usar a seguinte configurac¸a˜o e clicar em OK :
• Em Active Solution Platform, clicar em <New...>:
• Usar a seguinte configurac¸a˜o e clicar em OK :
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• Em Active Solution Configuration, selecionar Release e garantir que Active So-
lution Platform esteja na opc¸a˜o Win32 :
• Em Active Solution Configuration, selecionar Release64 e garantir que Platform
esteja na opc¸a˜o x64. Por fim, clicar em Close:
(c) Fechar o Microsoft Visual Studio 2013, voltar a abrir e carregar o projeto em que se
estava a trabalhar.
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(d) Ir ao menu Project –> projName Properties...:
(e) Na dialog box, fazer as seguintes configurac¸o˜es:
• Na opc¸a˜o marcada com o retaˆngulo vermelho, escrever
“ UNICODE;UNICODE;%(PreprocessorDefinitions)”:
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• Apagar o que estiver escrito dentro do retaˆngulo vermelho:
• Modificar o que esta´ marcado com o retaˆngulo vermelho:
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• Modificar o que esta´ marcado com o retaˆngulo vermelho:
(f) Quando se pretende executar a aplicac¸a˜o com um conjunto de dados grande, deve-se
assegurar que o modo Release64 esta´ ativo, e deve-se, tambe´m, executar o projeto
da seguinte forma:
Este tipo de configurac¸a˜o serve para criar um projeto completo, para todas as plataformas,
que seja capaz de ter func¸o˜es em C++ que consumam CUDA C. Garante, tambe´m, o funciona-
mento correto do debugging. O exemplo de co´digo dado mostra como se pode fazer a passagem
de dados entre plataformas.
Assume-se que, primeiramente, todos os componentes foram instalados, tal como mencio-
nado no Anexo A.2.
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B.2 Configurac¸a˜o de um makefile para compilar C++ e CUDA em
Linux
O co´digo apresentado no Anexo B.1 e´ compila´vel em Linux. Os ficheiros sa˜o “thesisExam-
ple.cpp”e“CUDAsum.cu”. Apo´s remover no ficheiro“thesisExample.cpp” o include, “<#include
“stdafx.h”>”, basta ter o seguinte makefile:
CXX=g++
nvcc=nvcc -c -arch=compute_20 -code=sm_20





${CXX} ${CXXFLAGS} -o thesisExample thesisExample.cpp CUDAsum.o
CUDAsum.o:
${nvcc} CUDAsum.cu
O resultado na consola e´ o seguinte:
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