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Beginning the study with a regional network map with an intent to perform a 
detailed harmonic study for a certain location, the first question that comes up is how far 
out in the system should detailed modeling of individual devices (transmission lines, 
loads, transformers, capacitor banks, etc) be done.  The reason why this is extremely
important is because system components that will affect the frequency response 
characteristics in the specific location should not be missed or poorly modeled.   
Frequency scan is the simplest and most commonly used simulation technique 
used to characterize the response of a power system network as a function of frequency.  
Unfortunately, there are two major problems using frequency scan techniques when real 
harmonic studies are considered: 1) the size of the admittance matrices (this calculation is 
repeated using discrete frequency steps throughout the range of interest) may be so large 
that an exact mathematical model of the system is not realistic and 2) the complexity of a










extent to which system components affect the frequency response characteristics in a 
specified location.  It is seldom clear how much of the system must be represented in 
order to get accurate results in a harmonic study.
Realistic procedures to identify whether to include a particular element in a
detailed model or to lump the element into a simplifying equivalent are yet to be
developed in the industry. It is safe to say that practicing engineers are using tools and 
techniques of questionable validity.  Two new computer-oriented methods that use eigen 
analysis techniques to identify easily and accurately the boundary between system areas 
to be modeled in detail and those represented by equivalents are proposed in this 
dissertation. The key here is to recognize that not all elements present in the “external” 
system will participate in the resonant harmonic modes and could therefore be lumped
into a simplified short-circuit equivalent. Achieving these objectives from either one of 
the two methods can be economically attractive.  In short, the work described in this 
dissertation is a fundamentally sound alternative for the purposes of network 














     
 
   
  
ACKNOWLEDGMENTS 
I would like to thank all those people who provided a constant source of help and 
encouragement all throughout my work.  First and foremost, I would like to express my
sincere gratitude to my advisor and major professor Dr. S. Mark Halpin.  His expert 
guidance and support will always be remembered. I would like to thank my other 
committee members, Dr. Roger L. King, Dr. Bert Nail, and Dr. Nicholas Younan for their 
assistance and valuable time in reviewing this research. 
I would like to express my deepest appreciation to my parents whose blessings 
and encouragement made me pursue my higher education abroad.  Finally, I would like to 
convey a special thanks to my wife for her patience, understanding, and moral support 




































TABLE OF CONTENTS 
      Page
ACKNOWLEDGMENTS......................................................................................  ii 
LIST OF TABLES ................................................................................................. v 
LIST OF FIGURES................................................................................................ viii 
CHAPTER 
I. INTRODUCTION................................................................................... 1 
SCOPE OF THIS RESEARCH............................................................... 9 
II.  BACKGROUND.....................................................................................  12 
STEPS REQUIRED TO NETWORK MODELING .............................. 17 
III. FORMULATION OF NETWORK STATE EQUATIONS ................... 20 
LINEAR GRAPH THEORY .................................................................. 22 
TOPOLOGICAL CONSIDERATIONS – TREE GENERATION ........ 24 
BRANCH VOLTAGE-CURRENT (V-I) RELATIONSHIPS ............... 34 
ELIMINATION OF “UNWANTED” STATES ..................................... 36 
Elimination of iCT, iCL, and VCL............................................................  36 
Elimination of iLT, vLL, and vLT ............................................................  37 
Elimination of iRL and vRT ....................................................................  39 
IV.  CAPACITOR IDENTIFICATION ALGORITHM ................................ 45 
SYSTEM FREQUENCY RESPONSE CHARACTERISTICS.............. 47 
STEPS REQUIRED FOR A DETAILED EIGEN ANALYSIS ............. 48 
Selecting the Frequency Range of Interest........................................... 51 
Evaluating the Natural Modes and Zeros ............................................. 52 
Computer Implementation................................................................. 55 
Evaluating Eigenvectors and Participation Factors.............................. 61 
Evaluating the Dominant Poles ............................................................ 68 
Generation of a Bus List....................................................................... 70 


































   
       
 
   
               
 
   
               
 
   





V. OVERALL REDUCED-ORDER NETWORK MODEL VALIDATION    
– ONLY "ACTIVE/DOMINANT" CAPACITORS .......................... 79 
7-BUS TEST SYSTEM .......................................................................... 80 
IEEE TEST SYSTEMS........................................................................... 88 
IEEE 14-bus System............................................................................. 89 
IEEE 57-bus System............................................................................. 95 
IEEE 118-bus System........................................................................... 100 
IEEE 300-bus System........................................................................... 106 
VI. OVERALL REDUCED-ORDER NETWORK MODEL VALIDATION
– ALL "ACTIVE/DOMINANT" ELEMENTS ................................ 111 
EXAMPLE SYSTEMS ........................................................................... 112 
7-bus Test System ................................................................................ 113 
IEEE 14-bus System............................................................................. 121 
IEEE 57-bus System............................................................................. 128 
IEEE 118-bus System........................................................................... 133 
IEEE 300-bus System........................................................................... 136 
VII. MODELING ERRORS – A COMPARISON......................................... 139 
COMPARISON – "ONLY CAPACITORS" AND "ALL ELEMENTS" 140 
IEEE 57-bus System............................................................................. 141 
IEEE 118-bus System........................................................................... 145 
IEEE 300-bus System........................................................................... 146 
VIII. CONCLUSION ....................................................................................... 149 
REFERENCES.......................................................................................................  151 
APPENDIX
A. SYSTEM DATA AND EIGEN ANALYSIS RESULTS
– (IEEE 14-BUS) ............................................................................... 157 
B. SYSTEM DATA AND EIGEN ANALYSIS RESULTS
– (IEEE 57-BUS) ............................................................................... 163 
C. SYSTEM DATA AND EIGEN ANALYSIS RESULTS
– (IEEE 118-BUS) ............................................................................. 174 
D. SYSTEM DATA AND EIGEN ANALYSIS RESULTS





































 3-1. Branch Priority Scheme ............................................................................ 26 
3-2. Topological Branch Partitioning for Voltages and Currents .................... 29 
3-3. Sub-matrix Dimensions ............................................................................ 31 
4-1. Linearly Independent State Variables Obtained with a Computer ........... 51 
4-2. Parallel Resonances (poles) ...................................................................... 59 
4-3. Series Resonances (zeros)......................................................................... 61 
4-4. Right Eigenvectors of Only Capacitor Voltages....................................... 64 
4-5. Left Eigenvectors of Only Capacitor Voltages ......................................... 64 
4-6. Participation Factors of Only Capacitor Voltages .................................... 66 
4-7. Dominant Poles ......................................................................................... 70 
5-1. System Parameters Used in the 7-bus System 
(Base Values 100MVA, 230kV) .......................................................... 81 
5-2. Transformer Data Used in the 7-bus System ............................................ 81 
5-3. Load Data Used in the 7-bus System........................................................ 81 
5-4. Capacitor Bank Data Used in the 7-bus System ....................................... 82 
5-5. Net Capacitance Connected at Individual Buses (7-bus System) ............. 82 
5-6. Parallel Resonances of the Circuit (7-bus System)................................... 82 
5-7. Series Resonances of the Circuit (7-bus System) ..................................... 83 
5-8. Participation Factors of Only Capacitor Voltages (7-bus System) ........... 83 
5-9. Dominant Poles (7-bus System)................................................................ 84 
5-10. Bus List (7-bus System)............................................................................ 85 
5-11. Bus List (IEEE 14-bus System) ................................................................ 90 
5-12. Bus List (IEEE 57-bus System) ................................................................ 96 
5-13. Bus List (IEEE 118-bus System) .............................................................. 101 
5-14. Bus List (IEEE 300-bus System) .............................................................. 107 
 5-15. Percentage Reduction – A Statistical Comparison ................................... 110 
































 6-2. Bus List (7-bus System)............................................................................ 115 
6-3. Participation Factors of Other System Components – Parallel Resonance
(IEEE 14-bus System) .......................................................................... 122 
6-4. Participation Factors of Other System Components  - Series Resonance  
(IEEE 14-bus System) .......................................................................... 123 
6-5. Bus List (IEEE 14-bus System) ................................................................ 124 
6-6. Bus List (IEEE 57-bus System) ................................................................ 129 
6-7. Percentage Reduction – A Statistical Comparison ................................... 138 
7-1. Error Comparisons (IEEE 57-bus System) ............................................... 142 
7-2. Actual Raw Data (Driving Point Impedances in SI Units) At Which 
Maximum Percentage Error Occurs (IEEE 57-bus System)................ 142 
7-3. Error Comparisons (IEEE 118-bus System) ............................................. 146 
7-4. Actual Raw Data (Driving Point Impedances in SI Units) At Which 
Maximum Percentage Error Occurs (IEEE 118-bus System).............. 146 
7-5. Error Comparisons (IEEE 300-bus System) ............................................. 148 
7-6. Actual Raw Data (Driving Point Impedances in SI Units) At Which 
Maximum Percentage Error Occurs (IEEE 300-bus System).............. 148 
A-1. System Parameters (Base Values 100MVA, 100kV) ............................. 159 
A-2. Transformer Data .................................................................................... 159 
A-3. Load Data ................................................................................................ 160 
A-4. Data for Capacitor Bank.......................................................................... 160 
A-5. Net Capacitance Connected At Individual Buses ................................... 160 
A-6. Parallel Resonances (poles)..................................................................... 161 
A-7. Series Resonances (zeros) ....................................................................... 161 
A-8. Participation Factors of Only Capacitor Voltages – Parallel Resonance 161 
A-9. Participation Factors of Only Capacitor Voltages – Series Resonance .. 162 
A-10. Dominant Poles ....................................................................................... 162 
B-1. System Parameters (Base Values 100MVA, 100kV).............................. 165 
B-2. Transformer Data .................................................................................... 167 
B-3. Load Data ................................................................................................ 168 




















 B-5. Net Capacitance Connected At Individual Buses ................................... 169 
B-6. Parallel Resonances (poles)..................................................................... 170 
B-7. Series Resonances (zeros) ....................................................................... 171 
B-8. “Active/dominant” Capacitor List........................................................... 172 
B-9. Dominant Poles ....................................................................................... 173 
C-1. System Parameters (Base Values 100MVA, 100kV).............................. 176 
C-2. Transformer Data .................................................................................... 181 
C-3. Load Data ................................................................................................ 181 
C-4. Data for Capacitor Banks ........................................................................ 183 
C-5. Net Capacitance Connected At Individual Buses ................................... 184 
C-6. “Active/dominant” Capacitor List........................................................... 186 
D-1. System Parameters (Base Values 100MVA, 100kV) ............................. 190 
D-2. Transformer Data .................................................................................... 198 
D-3. Load Data ................................................................................................ 200 




































LIST OF FIGURES 
FIGURE             Page
 1-1. System Map Showing Specific Area Under Study ................................... 6 
1-2. A Possible Boundary Sketch..................................................................... 7 
2-1. Simplified Block Diagram of a Typical Power System Network............. 13 
2-2. Network Modeling Based on Distance Approach .................................... 15 
3-1. Example Network for State Space Formulation (Original and Modified) 22 
3-2. Sign Convention of Voltages and Currents to be Used ............................ 24 
3-3. A “Directed” Graph .................................................................................. 25 
3-4. Possible Fundamental Loops and Fundamental Cut-Sets......................... 27 
3-5. Network Degeneracy................................................................................. 28 
3-6. Automatic Generation of Tree and Co-Tree Branches ............................. 32 
4-1. An Example Power System Network ....................................................... 45 
4-2. Example Network for Method Development............................................ 50 
4-3. Automatic Generation of Tree and Co-tree with a Computer................... 51 
4-4. “Inverse System” ......................................................................................  54 
4-5. Short Circuit Equivalents .......................................................................... 77 
5-1. An Example 7-bus Network...................................................................... 81 
5-2. Boundary Selection (7-bus System).......................................................... 85 
5-3. Overall Reduced-Order Model (7-bus System) ........................................ 86 
5-4. Comparison of “Full” and “Reduced” System Frequency Response 
(7-bus System)...................................................................................... 87 
5-5. Buses Preserved Inside the Boundary (IEEE 14-bus System).................. 91 
5-6. Overall Reduced-Order Model (IEEE 14-bus System) ............................ 92 
5-7. Comparison of “Full” and “Reduced” System Frequency Response ....... 93 




















   
   
   
 
 








    
  
 5-9. Comparison of “Full” and “Open-Circuit Reduced Order” System
Frequency Response (IEEE 14-bus System)........................................ 95 
 5-10. Buses Preserved Inside the Boundary (IEEE 57-bus System).................. 97 
5-11. Comparison of “Full” and “Reduced” System Frequency Response ....... 99 
5-12. Comparison of “Full” and “Open-Circuit Reduced Order” System
Frequency Response (IEEE 57-bus System)........................................ 100 
 5-13. Buses Preserved Inside the Boundary (IEEE 118-bus System)................ 103 
5-14. Comparison of “Full” and “Reduced” System Frequency Response 
(IEEE 118-bus System) ........................................................................ 104 
5-15. Comparison of “Full” and “Open-Circuit Reduced Order” System
Frequency Response (IEEE 118-bus System)...................................... 105 
5-16. Comparison of “Full” and “Reduced” System Frequency Response 
(IEEE 300-bus System) ........................................................................ 108 
5-17. Comparison of “Full” and “Open-Circuit Reduced Order” System
Frequency Response (IEEE 300-bus System)...................................... 109 
6-1. An Example 7-bus System........................................................................ 113 
6-2. Buses to the Retained (7-bus System) ...................................................... 116 
6-3. Overall Reduced-Order Model (7-bus System) ........................................ 117 
6-4. Comparison of “Full” and “Reduced” System Frequency Response 
(7-bus System)...................................................................................... 118 
6-5. Comparison of “Full” and “Reduced” System Frequency Response 
 (7-bus System)...................................................................................... 119 
6-6. “Open-Circuit” Reduced-Order Network Model (7-bus System) ............ 120 
6-7. Comparison of “Full” and “Open-Circuit Reduced-Order" System
Frequency Response (7-bus System) ................................................... 120 
6-8. Buses Preserved Inside the Boundary (IEEE 14-bus System).................. 125 
6-9. Overall Reduced-Order Model (IEEE 14-bus System) ............................ 126 
6-10. Comparison of “Full” and “Reduced" System Frequency Response........ 127 
 6-11. Buses Preserved Inside the Boundary (IEEE 57-bus System).................. 130 
6-12. Comparison of “Full” and “Reduced" System Frequency Response........ 132 
6-13. Comparison of “Full” and “Reduced" System Frequency Response........ 132 
6-14. Comparison of “Full” and “Open-Circuit Reduced-Order" System























 6-15. Comparison of “Full” and “Reduced" System Frequency Response   
(IEEE 118-bus System) ........................................................................ 135 
6-16. Comparison of “Full” and “Reduced" System Frequency Response   
(IEEE 118-bus System) ........................................................................ 135 
6-17. Comparison of “Full” and “Reduced" System Frequency Response  
(IEEE 300-bus System) ........................................................................ 137 
6-18. Comparison of “Full” and “Reduced" System Frequency Response  
(IEEE 300-bus System) ........................................................................ 137 
7-1. Comparisons – A Graphical Representation (IEEE 57-bus System)........ 142 
7-2. Comparisons with Distance Approaches – Case 1 (IEEE 57-bus System) 
..............................................................................................................  143 
7-3. Comparisons with Distance Approaches – Case 2 (IEEE 57-bus System) 
..............................................................................................................  144 
7-4. Comparisons with Distance Approaches – Case 3 (IEEE 57-bus System) 
..............................................................................................................  144 
7-5. Comparisons – A Graphical Representation (IEEE 118-bus System)...... 146 
7-6. Comparisons – A Graphical Representation (IEEE 300-bus System)...... 147 
A-1. IEEE 14-bus System ................................................................................ 158 
B-1. IEEE 57-bus System................................................................................. 164 
C-1. IEEE 118-bus System............................................................................... 175 



















As most conventional ac power systems were designed to operate with sinusoidal 
voltages and currents, devices connected to such electrical systems were assumed to be 
linear. However, in order to help conserve energy and provide better control of 
traditional and new processes, power system networks in the recent past have 
experienced a tremendous growth in the applications of solid-state power electronic 
devices. Power electronic based nonlinear devices are constantly replacing conventional 
electromagnetic based devices.  One downside to this technology replacement, however, 
has been the growing increase of harmonic pollution (voltage and current distortions) on 
power system networks.  The specific non-linearity of these devices is responsible for the 
harmonic disturbances they generate.   
With such widespread usage of semiconductor based electronic devices, harmonic 
penetration levels are becoming more and more significant on both transmission as well 
as distribution networks. This has become a source of major concern for suppliers of 
electricity, facilities, and consulting engineers.  Moreover, as modern distribution and 
transmission networks are interconnected, it has been shown in [1-4] that greater distance 
from these nonlinear devices does not necessarily mean less distortion.  In power 












In fact, power systems are quite tolerant of the current injected by harmonic producing
loads unless there is some adverse interaction with the impedance of the system. 
Identifying the sources is only half the job of harmonic analysis.  The response of the 
power system network at each harmonic frequency determines the true impact of the 
nonlinear load on harmonic voltage distortion. 
Harmonic studies have, therefore, become an important aspect of power system 
analysis and design in recent years.  Suppliers of electricity are trying to mitigate levels 
of harmonic propagation through interconnected transmission as well as distribution 
facilities to better serve the energy demands of consumers.  Simulation is at present the
most preferred tool to analyze harmonic propagation conditions in large power systems. 
Harmonic propagation based simulation studies begin with the identification of a 
network topology and the subsequent development of a system model derived from 
individual devices models. The rationale behind such simulation approaches is to be able 
to develop a network model that can accurately describe the general behavior of any
given system with respect to harmonic disturbances.  The goal involves determining the 
state and performance of a system under study at harmonic frequencies and analyzing the 
effects with regard to the consequences on the whole network.  In other words, harmonic 
simulations are used to provide insights on the harmonic distortion levels and at the same 
time are used to determine the existence and mitigations of these problems.  Such studies
can also determine the existence of dangerous resonant conditions which dominate the 
frequency response characteristics of any given system and at the same time verify




















In harmonic studies, it is essential that the driving point impedance as seen from 
the harmonic source bus (or the bus of interest) over a defined frequency range be
examined to identify the series and parallel resonance frequencies and resulting
impedances. Peaks and valleys of the impedance-frequency characteristic correspond to 
the network resonant frequencies associated with the poles (parallel resonance) and zeros 
(series resonance) of the system.  A frequency range lying between 60Hz and 3000Hz is 
considered typical for harmonic analyses.  Most harmonic producing device elements 
operate inside this range. Individual resonant frequencies that lie in the frequency range 
of interest that is typically chosen for harmonic study are termed as “harmonic modes”
throughout this document.   
Frequency scan is the simplest and most commonly used simulation technique 
that is used to characterize the response of a power system as a function of frequency for 
harmonic analysis. The term "scan" arises from the systematic variation of frequency
from an initial value f0 to some final value fh. Mathematically, the frequency scan 
analysis is conducted through repeated solution of (1.1) with the admittance matrix
formed for each frequency of interest. 
~ ~ I = [ ]Y V  (1.1)(h) (h) (h) 
Unfortunately, there are two major problems with this application when real
harmonic studies are considered: 1) the size of the admittance matrices (this calculation is 
repeated using discrete frequency steps throughout the range of interest) may be so large 
that an exact mathematical model of the system is not realistic and 2) the complexity of a











    
4 
extent to which system components affect the frequency response characteristics in a 
specified location.  Unfortunately, it is seldom clear how much of the system must be 
represented in order to get accurate results in a harmonic study.
One of the major difficulties faced by research and application engineers engaged 
in analyzing and solving harmonic problems is "how far" and "to what extent" is detailed 
modeling of complex distribution and transmission networks necessary?  Beginning the 
study with a regional network map with an intent to perform a detailed harmonic study
for a certain location, the first question that will come up is how far out in the system 
should detailed modeling of individual devices (transmission lines, loads, transformers, 
capacitor banks, etc) be done.  The reason why this is extremely important is because 
system components that will affect the frequency response characteristics in the specific 
location should not be missed or poorly modeled. 
Line charging capacitances of transmission lines, insulated cables, and capacitor 
banks used for voltage control and power factor improvement are the major components 
that affect a system’s frequency response characteristics.  Capacitor banks are very
common in industrial and overhead distribution systems and installation of large 
capacitor banks at transmission voltage levels is becoming more common. It is possible 
that a capacitor located far away (in a part of the system called the “external” system)
from the immediate system under study can contribute significantly to a major resonance 
mode. Moreover, especially for smaller systems, load compositions and feeder 
(distribution as well as transmission) configurations could also have a significant impact 




   
   










Accurate representations of devices that affect frequency response will therefore 
have to be made.  Otherwise, severe resonance peaks can be exaggerated and existing
resonance conditions can be missed.  The rational behind accurate network modeling is
that “over-represented” high order models with too many parameters may cause difficulty
in estimating some of the parameters or gathering data.  Another problem with too much
data is how to sift through the results. On the other hand, “under-represented” low order 
models may not be adequate to simulate the interaction effects between the immediate
system under study and other more remote parts of the system.  Other parts of a given 
network, more remote to the specific location being studied, will be termed throughout 
this document as the “external” system.   
Even though full representation of large networks might greatly improve 
accuracies of harmonic simulation algorithms, this is done at the expense of solution 
time, measurement costs, and computer memory requirements and is therefore not 
feasible. Consider the power system network shown in Figure 1-1.  Assume a portion of 
the system where analysis results needs to be obtained has been identified. This is 
represented as "System Area 1" in Figure 1-1.  All components present inside the circle 
will have to be modeled in detail.  The question then is, “how far and to what extent is 
detailed modeling of system elements beyond the circle required?”  All system elements
outside the circle, for the sake of illustration in Figure 1-1, are considered to be present in 












Figure 1-1.  System Map Showing Specific Area Under Study
In practice, the key to accurate and efficient network modeling lies in identifying
a smaller subset of buses in the “external” network such that buses connecting elements 
expected to be important are retained.  This region, indicated in Figure 1-2 as "System 
Area 2," is a subset of the "external" system shown in Figure 1-1 and includes all 
components that impact the study results desired in "System Area 1."  Study results for 
"System Area 2" are not really desired, but elements present in this region affect the 
results that are desired. A sketch around the two regions ("System Areas 1 and 2") would 
then form a boundary implying all system elements inside this boundary would be 
retained for a detailed harmonic analysis.  The region inside the boundary would then be 
defined as the "study system."  A "study system" represents the portion of a system map 











illustrated as "System Area 3" in Figure 1-2, which contains all components that do not 
impact the study results in "System Area 1" will then be reduced to a short-circuit 
equivalent. An example boundary sketch through the system shown in Figure 1-1 could 
then indicate the extent of modeling required as illustrated in Figure 1-2. 
Figure 1-2.  A Possible Boundary Sketch 
Note that the ability to define accurately a boundary such that smaller subsets of 
buses are identified forms the basis of the modeling philosophy necessary to insure 
accurate study results.  It should be also noted here that simulation and modeling
assumptions have a significant impact on the results obtained and the conclusions drawn 










areas modeled in detail and system areas modeled using simplifying equivalents may
result in misrepresentations of resonant conditions.   
However, generalized effective procedures to identify accurately and uniquely the 
system elements present in the “System Area 2” that affect the frequency response 
characteristics of "System Area 1," are at present not available in the industry.  An 
overview of the existing tools and techniques available at this time for network 
equivalencing is given in the next chapter.  Based on this overview, it is safe to say that 
practicing engineers today are using tools and techniques of questionable validity.  The 
work described in this dissertation is a fundamentally sound alternative to what is 
presently used to define network boundaries for the purposes of network equivalencing
and model reduction. 
In fact, the concepts used here are not new.  These same techniques form the basis 
for constructing reduced-order dynamic equivalents in efficient small signal stability
analyses of large power system networks.  The rational from these prevailing methods to 
be used in the approaches proposed in this dissertation is to recognize that not all system 
components present in the “external” system will contribute to the harmonic mode or 
modes of interest of a “study” system.  Weak contributors to the modes of interest do not 
have to be retained and can be lumped into a single short-circuit equivalent.  The 
retention of the “active/dominant” system components forms the basis of the proposed 
approach. The difference between the two approaches described in this dissertation and 
all the other approaches, outlined in the next chapter, is that the participation of network 















error approaches, individual experiences, or distance approaches will therefore not be
required. 
Successful development of a methodology to identify "active/dominant"
components will provide insights about the location of these devices as well as the extent 
of network modeling required.  The net result is an overall reduced-order network model 
where:
1. The overall damping of the original network is preserved, and  
2. The frequency response characteristics match with that of the original system over 
a defined frequency range. 
SCOPE OF THIS RESEARCH 
Assuming that reasonable estimates to develop device models (transmission lines, 
transformers, loads, etc.) are readily available, the emphasis is to develop a method that 
can easily and accurately determine the extent up to which any given power system 
network containing hundreds and thousands of buses needs to be modeled for harmonic 
studies. 
In summary, the scope of the work described here is two-fold. The first 
component of this work is to provide a new method to identify accurately the network 
boundary between system areas that will have to be modeled in detail and those 
represented by equivalents.  One possible approach could be based on forming a 
boundary around only capacitors (power factor correction capacitors and line charging
capacitances of transmission lines and cables) that significantly participate over a defined 













range of “significance.” This issue will be discussed at length in Chapters IV and V.  
This approach will be termed as “only active/dominant capacitors” throughout this 
document. Selection of the network topology around "active/dominant" capacitors forms 
the initial basis of the work proposed in this dissertation.   
A more accurate approach could be to evaluate the participation of every single 
element in the system.  Buses to which elements that significantly participate within a
desired frequency range would have to be retained in the subset.  This approach will be
termed as “all active/dominant system components” throughout this document.  The 
discussion regarding the range of "significance" that was used for the other components 
(besides the capacitors) will be provided in Chapter VI.   
In both approaches, eigenvalue analysis is the solution technique chosen for the 
identification process. Numerous example systems are provided in Chapters IV, V, and 
VI to demonstrate the validity of both these approaches. 
Once such an identification process is formalized (a list of buses to which one or 
more “active/dominant” system component is obtained), the second component of this 
work is to apply an equivalencing technique to acquire the overall reduced-order network 
model such that the overall damping and frequency response of the system is preserved.  
The rationale to be used during the development of the overall reduced-order network 
model is that all "active/dominant" system elements will have to be retained.  The rest of 
the system (weak contributors) will be represented by an equivalent obtained using short-
circuit analysis.  The importance of representing the "weak" contributors by lumping




Chapters V and VI where frequency scans with and without retaining the "weak"






















The need to model large portions of transmission and distribution networks for the 
specific purpose of harmonic studies cannot be over-emphasized [2-3, 6-16].  However, 
guidelines for uniquely identifying and retaining system components based on the extent 
to which they participate in the harmonic mode or modes of interest are at present not 
available in the industry.  Ascertaining how much of a system to model and the basis 
behind correctly determining the extent of network modeling and the techniques to use is 
as much of an art as it is a science.  Present approaches used to develop a boundary for 
the remote system in harmonic analysis are neither rigorous nor generic and provide little
information about modeling errors.  A brief history of the techniques that are at presently
used for network equivalencing and model reductions for both transmission and 
distribution networks is discussed in this chapter. 
A very simplified block diagram of a power system network is shown in Figure
2-1. The overall network shown is partitioned into a study system, a boundary, and an 
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 External System
 Study System 
 Boundary 
Figure 2-1.  Simplified Block Diagram of a Typical Power System Network 
The question is how far and to what extent is detailed modeling of complex
transmission and distribution networks necessary? In present harmonic studies, only a 
limited portion of either the transmission or distribution network, referred to in Figure 2-1 
as the “study system,” is usually modeled in detail.  All "buses of interest" where 
harmonic analysis results are desired are retained in the "study" system.  The remaining
parts of the network are reduced to equivalents (referred to as the “external” system).  By
such equivalencing, the "external" system is replaced by an equivalent heuristic structure 
much simpler than the original external system.  However, it is necessary that the
equivalents simulate, with acceptable accuracy, the interconnection effects of the original 
external system over the frequency range of interest. 
Existing approaches [2-3, 6-7, 11-16] used in harmonic analysis can be broadly
classified into either an individual based experience approach, a distance approach, or 
 









some form of sensitivity approach.  In the individual experience approach [11], the
engineers conducting the study decide on what part of the system needs to be modeled in 
detail and where equivalents can be used.  This approach works well if the engineers 
possess detailed knowledge of the network, but it will fail when the network is outside 
the range of the engineer’s expertise.  In the distance approach, the distance from some
central bus (where analysis results are sought) is used as the criteria to determine at what
points equivalents may be used. Breuer et al. [8] measured distance from the harmonic 
sources by counting the number of buses from the point of interest.   
As an illustration, consider a power system network shown in Figure 2-2 where 
bus 1 is identified as the location where harmonic analysis results are sought.  It is also 
assumed that the extent of network modeling is ascertained by counting, for example, 6 
bus levels from the bus of interest.  Based on the distance approach, system components 
that are connected to buses marked by " √" in Figure 2-2 would then made to be modeled 
in details.  However, it will be demonstrated in the later chapters that this type of 
approach 1) include unimportant device models that are at a similar distance as the
sensitive elements from the source and 2) fails to include one or more system components 













































































































































































































































































Figure 2-2.  Network Modeling Based on Distance Approach 
Some of the earlier and more commonly used representations of network 
equivalents [2-3, 6-7, 9, 12-16] are derived from the fundamental frequency short circuit 
impedances at terminal buses.  Although this approach obviously has an advantage of 
simplicity, it cannot reproduce the network’s behavior at frequencies appreciably
different from the power frequency [9,15-16].  It is assumed that when representation of 
equivalent models is made far enough from the point of interest, the effect will be
minimal. However, as mentioned earlier, greater distances from harmonic sources do not 
necessarily mean less voltage and current distortions.  While the study demonstrated in 
[11] shows good agreement with measurements using the preceding approach, there is no 








representation [16] in terms of frequency response can be obtained by shunting the 
fundamental frequency short circuit impedances with the equivalent surge impedances of 
the lines attached to the buses.  However, this type of equivalencing approach ignores the 
potentially beneficial effects of damping due to load in the “external” system as well as 
the detrimental effects of resonances in the “external” system.     
Other types of external system equivalencing through a sensitivity approach 
involve the use of frequency scan techniques [6-7].  Frequency scanning is used as a 
preliminary approach to identify network resonances.  The scans provide driving-point 
impedances as a function of frequency with respect to a pre-specified terminal.  The 
criterion to determine at what points equivalents may be used are solely based on either 
individual experience or distance based approaches and may involve a one step at a time 
expansion approach which involves including more and more buses in the equivalent 
model until the scan results do not change. As a result, the strong coupling between 
external system and the study system, especially for large networks, may or may not be
reflected by only using these frequencies scans.  A more recent sensitivity study [2-3] 
that attempted to provide a technique to model the “external” system used adjoint 
network sensitivity analysis and the bilinear theorem.  Based on the direct discussions 
with the author, however, it was gathered that these approaches are also based on trail 
and error and are not effective for large networks.   
Based on all of these existing approaches, it is impossible to predict accurately
whether a particular component outside the area where analysis results are sought will 
affect the frequency response characteristics of the overall network.  Therefore, it is 


















element into a simplifying equivalent.  In general, more realistic methodologies are yet to 
be developed. 
A more generic approach to develop network boundaries based on eigen structure 
of the state matrix is proposed in this document.  Detailed descriptions of the proposed 
algorithms are provided in the chapters that follow.  Results obtained are analyzed and 
the validity of the proposed approach is illustrated.  Furthermore, these procedures can be
easily implemented with a computer thereby providing a more direct and modular 
approach to ascertain the boundary of the “external” system.  A summary of the steps 
required for complete method formulation is provided in the next section.   
STEPS REQUIRED TO NETWORK MODELING
Whereas the literature on applications of eigenvalues [17-34] for large power
systems has been rich in recent years, the techniques of using eigenstructures of the state 
matrix for equivalencing and network reduction for harmonic studies has not been 
developed. A summary of the procedures required for method development on a modular 
basis is: 
Step 1: Formulate a computer-oriented approach to develop general forms of state 
equations for power system networks with any degree of complexity.  Network 
degeneracy and state variable redundancies are to be identified and avoided in the 
computer algorithm.
Step 2: Formulate a general procedure based on eigenstructure of the state matrix to 















harmonic modes within a frequency range of interest.  The method is to be based on the 
evaluation of the natural modes (parallel resonances), zeros (series resonances), dominant 
poles, eigenvectors, and participation factors.  Only those modes that lie in the frequency
range of interest are to be considered.  Two possible approaches are considered for using
the active/dominant elements to formulate a boundary outside of which a short-circuit 
equivalent will be used. 
1. Only “active/dominant” capacitors (power factor correction capacitors and line 
charging capacitances of transmission lines and cables) that significantly
participate in the harmonic modes within a frequency range of interest are used
for boundary identification.  
2. All “active/dominant” system components that significantly participate in the 
harmonic modes within a frequency range of interest are used for boundary
identification. 
Step 3: Formulate a boundary for the “external” system around those “dominant” system
components obtained in step 2. 
Step 4: Apply a short-circuit equivalencing technique outside the boundary to formulate 
an overall reduced-order network model such that the damping of the original network is 
preserved.  Retention of all “active/dominant” system components and the application of 
the equivalencing technique form the basis for model reduction. 
Step 5: Validate the reduced order model by comparing the driving point impedances of











between these results then serves as an indicator to quantify the accuracy of the proposed 
approach. Note that this last step would not be done in practice but is necessary at this 
stage to verify the overall technique. 
Implementations of these individual steps are discussed at length in later chapters 
and are also demonstrated through example systems.  However, those example systems 
that contain only a few buses are generally too small to be of practical value.  They are 
only used to demonstrate the overall procedures for method development.  Moreover, for 
smaller systems, the concept of creating a boundary around “active/dominant” capacitors 
to decide how far and to what extent to model a network might be incorrect.  For larger 
systems, it is more realistic to expect that the retained part of the system would include
enough damping from the original system so that the errors associated with discarding
damping in the equivalent would be minor.  Of course, it is also possible to have a system 
where this is not the case. Ideally, forming the boundary around “all active/dominant"
system components (transmission and distribution lines, capacitor banks, loads, etc.) 
would be a more general approach and would be expected to give a much more accurate


























FORMULATION OF NETWORK STATE EQUATIONS 
If reasonably good estimates to develop device models for loads, transmission 
lines, transformers, etc. are readily available, the first step then involves writing state-
space based differential equations based on the input-output behavior of the network.  In
~standard matrix format this is of the form shown in (3.1)-(3.2), where symbols ~u and y 
represent the injected current vector at a terminal and the resulting voltage vector.  The
~ state vector denoted by x  in (3.3) is comprised of a minimum set of capacitor voltages 
(vC1, vC2, … vCn) and inductor currents (iL1, iL2, … iLm) such that the state equations 
formed are said to be linearly independent. 
~ • A ~ B ~ x = [ ]x + [ ]u  (3.1) 
~ C ~ D ~ y = [ ]x + [ ]u  (3.2) 
 
T 
~ x = i i ... i v v ... v L1 L2 Lm C1 C2 Cn  (3.3)
 
However, to deal with networks of any degree of complexity, it is necessary to 
adopt a computer-oriented approach for formulating general forms of state equations 
from a branch level description.  To attempt an answer of such generality will require a 










system networks, the problem of deciding whether a selected set of current or voltage 
variables (states) is not only independent but also adequate to describe the system’s 
behavior at any given time may become quite difficult and complex.  State variable
redundancies and network degeneracies (loops of capacitors and/or cut-sets of inductors) 
will also have to be identified and avoided.   
It is therefore desirable to develop systematic procedures that can be implemented 
on a computer. Without an accurate computer-oriented approach, implementation of the 
overall process for large power system networks would be virtually impossible.  A 
general method to formulate system equations on a modular basis is provided in this 
chapter. Step-by-step techniques required for computer implementation are discussed.  
One sample network is used throughout this chapter to illustrate the different approaches 
as they are presented.  This circuit is shown in Figure 3-1(a).   
It should be noted that because the objective of the proposed approach is to obtain 
the driving point impedance at a bus of interest - where 1Amp current is injected – this is 
represented as a current source in Figure 3-1) - all voltage sources are included as short-
circuits (an ideal voltage source possesses zero internal impedance) and all current 
sources (except the bus of interest) are represented as open-circuits (an ideal current 




   
  
         
















R1 R2 R3L1 L3 
 where: R1 = 0.00857Ω R2 = 1.11Ω R3 = 0.0299Ω R4 = 30.0Ω
L1 = 0.51mH L2 = 19.14mH L3 = 0.0066mH L4 = 190.0mH








R1 R2 R3L1 L3 
 Voltage and current sources are graphed by short-circuit and open circuit respectively
 (b)
Figure 3-1.  Example Network for State Space Formulation (Original and Modified) 
LINEAR GRAPH THEORY 
As with the general formulation of the familiar loop or node equations, the 
development of the proposed method to formulate single input-output state relations for 
large power system networks relies heavily on some elementary concepts of network 
















avoids many of the intermediate manipulations required in most standard techniques [38]
for obtaining state space equations. The graphs allow several important network 
equations (Kirchhoff’s voltage and current laws in matrix form) to be evaluated by
inspection. 
However, to use linear graph theory effectively, an ability to use a network tree
and co-tree is required.  A branch of a network comprises of either a resistor, an inductor, 
or a capacitor.  A tree of a network is defined as any interconnected set of branches 
containing all the nodes of the network that does not form a closed loop.  Every branch in 
a tree is called a tree branch.  Any branch not assigned to the tree is assigned to the co-
tree. A branch of the co-tree is defined as a link.  
The choice of a tree and a co-tree for a given network is generally not unique.  
Whenever more than one type of network element (capacitors, inductors, resistors) is 
present, some care must be exercised in choosing a tree and co-tree.  Certain kinds of 
network elements are preferred for tree branches while others are preferred for co-tree 
branches. A computer algorithm to perform a preferred sorting of tree and co-tree 
branches from a branch level description for any given network will have to be made part 
of the overall state matrix formulation process.  A special rule-based topological 
partitioning [36, 37, 39] which will have to be adopted is discussed in the next section.  
While these rules do not have to be followed rigorously for smaller systems wherein the 
tree and co-tree can be easily chosen by inspection, they must be strictly adhered to for 






















TOPOLOGICAL CONSIDERATIONS – TREE GENERATION 
As in most other procedures, the first step is to formulate a nodal incidence matrix
(Ai). This matrix has one less row than there are nodes of the network and as many
columns as the network has branches.  Each row expresses Kirchhoff’s current law at one 
node. In matrix form this is of the form shown in (3.4). 
~[ ]i = 0Ai  (3.4) 
Obviously, each branch of a network has associated with it preciously two nodes.  
These two nodes and the branch are said to be incident.  The column of matrix [Ai] 
corresponding to each branch will therefore contain exactly two non-zero elements, 
namely +1 and –1. However, some of the columns will not contain both a "+1" and a "– 
1".  Any such column corresponds to a branch incident with the reference node of the 
network; the sign of the single nonzero element will indicate the orientation of the 
pertinent branch.  Passive sign convention for the voltages and currents are used. This is 
illustrated in Figure 3-2. 
ajk = +1, if branch k is incident with node j and oriented away from it
 ajk = -1, if branch k is incident with node j and oriented towards it


















The structure of the linear graph for the network shown in Figure 3-1 may be 
represented as shown in Figure 3-3; this is known as the “directed” graph of the given 
network and is composed of 11 branches and 7 nodes (including the reference node).   
n2 n3 n4 n5n1 








b stands for the branches 
n6 
Nreference n stands for the nodes 
Figure 3-3.  A “Directed” Graph 
Whenever more than one type of network element is present, some care should be 
exercised in arranging the branches of the incidence matrix [Ai].  The branches and 
therefore columns should be arranged based on the tree branch priority scheme shown in 
Table 3-1. This is based on the reasoning that certain kinds of elements are preferred for 
tree branches while others are preferred for co-tree branches. For example, the tree must
contain as many capacitors in the network and as few inductors as possible.  Moreover, 


















Table 3-1. Branch Priority Scheme 




4. Current Source 
In our example, the nodal incidence matrix [Ai] is of the form shown below.
C1 C2 R1 R2  R3  R4  L1 L2  L3  L4 J 
0 0 -1 0 0 0 1 0 0 0 0 
1 1 0 1 0 0 -1 0 0 0 -1 
0 0 0 -1 0 0 0 1 0 0 0 
0 0 0 0 1 1 0 -1 0 0 0 
0 0 0 0 -1 0 0 0 1 0 0 
0 0 0 0 0 -1 0 0 0 1 0 
An important step in the development process requires the formulation of 
Kirchhoff’s voltage and current laws in matrix form as shown in (3.5)-(3.7).  Subscripts 
for tree and co-tree are “T” and “L,” respectively.
~ 
~   iT ~ ~ U Q [ ]Q i = [ ] [ ]
 
 = i + [ ]Q i = 0  (3.5) L  ~ T L L
  iL 
~  v T ~ ~[ ]B ~v = [ ] [ ]BT U   = [ ]BT vT + vL = 0  (3.6)~  vL 
[ ]B = −[ ]T QL T  (3.7) 
For explanatory purposes, assume a network with n nodes and b branches.  Sub-
matrix [QL] is the fundamental cut-set matrix of dimension (n-1)×(b-n+1) and sub-matrix
















with a set of co-tree elements is incident to a unique node around which exists a 
fundamental cut-set.  Every co-tree element along with a set of tree branches forms a 
unique closed loop called a fundamental loop.  Assuming that the branches b5 b2, b3, b4, 
b9, and b7 in Figure 3-3 (represented by heavy lines) form tree elements and the 
remaining elements (represented by dotted lines) constitute the co-tree branches, two 
possible fundamental loops and fundamental cut-sets are shown in Figure 3-4. 
 Possible Fundamental Cut-Sets
 Possible Fundamental Loops 
Figure 3-4.  Possible Fundamental Loops and Fundamental Cut-Sets 
If loops of capacitors and cut-sets of inductors are not present, the equations 
provided in (3.5)-(3.7) could be obtained in a very systematic fashion by performing row 
reduction techniques (Gauss Elimination) on Ai. The method of reduction guarantees that 
the columns to the left are preferred for inclusion in the tree over the columns on the
















tree contains every capacitor present in the network along with resistors, if necessary.  All 
the inductors of the network together with those resistors that are not involved in the 
construction of a proper tree constitute co-tree elements.   
In general, however, an RLC network may contain capacitor loops and inductor-
only cut-sets.  These are illustrated in Figure 3-5.  In such networks it is not possible to 
construct a proper tree because in a loop containing only capacitors, at least one capacitor 
must be excluded from the tree branches and included in the co-tree.  Similarly, in a cut-
set of inductors, at least one inductor must be excluded from the co-tree and included in 
the tree.  The modified proper tree, also called a normal tree will include the maximum 
number of capacitors and minimum number of inductors possible. 
 Capacitor Loop
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29 
For practical networks, row operations (reducing to row echelon form) may not 
immediately result in (3.5).  The row-reduced matrix may have to be brought into the 
desired form (shown in (3.5)) by transposition of columns.  This transposition will have
to be performed based on a special topological branch-partitioning scheme described in 
Table 3-2.  This type of partitioning scheme that yields tree and co-tree variables of the
order shown in Table 3-2, clearly matches the requirements discussed in Table 3-1. 
Table 3-2. Topological Branch Partitioning for Voltages and Currents 
Partitioning Inside a Tree Partitioning Inside a Co-tree
1. Capacitors 1. Capacitors 
2. Resistors 2. Resistors 
3. Inductors 3. Inductors 
4. Current source
After this rearrangement, the fundamental cut-set matrix, [QL], and the 
fundamental loop matrix, [BT], can be easily extracted from the nodal incidence matrix, 
[Ai].  Current and voltage vectors, along with sub-matrix [QL] in partitioned form, are
shown in (3.8) -(3.11). Symbols C, R, L, J represent capacitors, resistors, inductors, and 
current sources, respectively.  These matrices are obtained with respect to a modified 
proper tree (normal tree) that contains as many capacitors and resistors and as few 
inductors as possible. 
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tree ⇓ ⇒ C R L J 
Q Q Q 















] ] ]QL = R (3.10)RR RL RJ 
[ ]0 ]L LL LJ 
tree 
link ⇓ ⇒ C R L 















L = (3.11)T T[Q ] [Q ]CL RL T− − − LL 
[ ]Q [ ]Q T[Q ]LJ J T T− − − CJ RJ 
If there is a capacitor link, it will be due to an all capacitor loop.  As no resistors 
or inductors will be present in that loop, the column in [QL] corresponding to a capacitor 
link will not have a nonzero entry in the rows corresponding to the tree branches R and L
(second and third row of (3-10)).  Similarly, if there is an inductor present in the tree, it is 
due to an all inductor cut-set.  As no resistors or capacitors will be present in that cut-set, 
the row in [QL] corresponding to an inductor tree element will not have a nonzero entry
in the columns corresponding to C and R co-tree branches.   
Assume here that nCT, nRT, and nLT represents the number of capacitors, 
resistors, and inductors present in the tree.  Similarly, nCL, nRL, nLL, and nJ represents 
the number of capacitors, resistors, inductors, and current sources present in the co-tree.  

















3-3. Note that if either of the dimensions of sub-matrices (as illustrated in Table 3-3) is 
zero then that matrix does not exist. 
Table 3-3. Sub-matrix Dimensions 










To illustrate the methodology to generate a tree and co-tree using a computer and 
subsequently develop the fundamental cut-set matrix, [QL], return to the example 
considered earlier.  Initial row operations (Gauss Elimination) of the nodal incidence 
matrix result in a reduced matrix as shown below; 



































































Note, however, that this is not the desired form (shown in (3.5)).  The row-
reduced matrix will have to be brought into the desired form by transposition of columns.  
32 
Transposition of the above columns is based on the branch-ordering scheme shown in 
Table 3-2.  In our example, this results in the following matrix: 
C1 R1 R2  R3  R4  L2  C2 L1 L3  L4 J 
1 0 0 0 0 0 1 -1 1 1 -1 
0 1 0 0 0 0 0 -1 0 0 0 
0 0 1 0 0 0 0 0 -1 -1 0 
0 0 0 1 0 0 0 0 -1 0 0 
0 0 0 0 1 0 0 0 0 -1 0 
           
















The modified proper tree (normal tree) thus formed consists of C1, R1, R2, R3, R4, 
and L2 as shown by heavy lines in Figure 3-6. All other elements form the co-tree.  
Because there was one capacitor loop, one of the capacitors (C2) becomes a co-tree 
element. Similarly, because there was one inductor cut-set, one of the inductors (L2) 
becomes a tree element.
Bus of Interest 





Figure 3-6.  Automatic Generation of Tree and Co-Tree Branches 




            
 
 
            
            
           
            
 
 










QCC = [ ]1  (3.12) 
QCR = does not exist  (3.13) 
QCL = [-1 1 1]  (3.14) 
QCJ = [ ]−1  (3.15) 
QRR = does not exist  (3.16) 
 -1 0 0
 0 -1 -1 QRL =  (3.17) 0 -1 0
 0 0 -1 
0
 0 QRJ =  (3.18)0
 0 
QLL = [0 -1 -1]  (3.19) 
= does not exist  (3.20)QLJ 
With the partitioning of QL and BT proposed in (3.10)-(3.11), (3.5) and (3.6) can 
be rewritten as shown in (3.21)-(3.27). 
~ ~ ~ ~ ~ i = − [Q ]i − [Q ]i − [Q ]i − [Q ]iJ (3.21)CT CC CL CR RL CL LL CJ 
~ ~ ~ ~ i = − [Q ]i − [Q ]i − [Q ]iJ (3.22)RT RR RL RL LL RJ 



















~ T ~ vCL = [QCC ]vCT  (3.24) 
~ T ~ T ~ vRL = [QCR ]vCT + [Q RR ]vRT  (3.25) 
~ T ~ T ~ T ~ vLL = [QCL ]vCT + [Q RL ]vRT + [Q LL ]vLT (3.26) 
~ T ~ T ~ T ~ vJ = [QCJ ]vCT + [Q RJ ]vRT + [QLJ ]vLT (3.27) 
The nodal incidence matrix, therefore, not only gives all the information about the 
incidence and orientation of the branches and nodes, but also provides a unique way to 
select the tree and co-tree branches of any given network in accordance with the tree 
branch priority schemes provided in Table 3-1 and Table 3-2.  Furthermore, it forms the 
basis for topological synthesis in that any matrix ([QL] and [BT]) possessing the 
properties of an incidence matrix may be realized directly in the form of a corresponding
graph.  Of more significance for programming purposes is that only the nodal incidence 
matrix is involved.  This matrix can be trivially formed from a scan of input data
containing node connections.  Moreover, at no time is any result obtained other than 1, 0, 
or –1, leading to a more direct and modular type of computer implementation.   
BRANCH VOLTAGE-CURRENT (V-I) RELATIONSHIPS
The [QL] and [BT] matrices are only rearrangements of the KCL and KVL
equations and so provide the structural information only.  Network equations that provide 
relationships between voltages and currents, based on the partitioning mentioned earlier, 
are shown in (3.28)-(3.30). Symbols [CTT] and [CLL] are matrices of capacitors assigned 
to the tree and co-tree, respectively.  Symbols [LTT] and [LLL] are matrices of inductors 














                                                  
                                      
                                               





ignored.  Symbols [RTT] and [GLL] are matrices of resistors assigned in the tree and co-
tree, respectively.
~ ~ iCT  [ ]CTT 0  d vCT   =  (3.28)~   ~ 0 [ ] vC dt i   LL   CL  CT 
~ ~v  [ ]L 0  d  i LL LL LL=    (3.29)~    ~ v [ ] dt0 L LT   TT   iLT 
~ ~ i  [ ] 0 vRL  GRL LL  =  ~   (3.30)~ v [ ] i0 R RT   TT  RT 
It must be re-emphasized that (3.28)-(3.30) describe the network elements where 
(3.5)-(3.11) and (3.21)-(3.27) describe the network topology; together they characterize
the complete behavior of any given network.  With the choice of tree as previously
discussed, the branch parameter matrices for the network shown in Figure 3-1 are 
provided in (3.31)-(3.36). 
CTT = [8.757e - 005]  (3.31) 
CLL = [1.000e - 005]  (3.32) 















 0 0 0
30
= does not exist  (3.34)GLL 
LTT = [0.01914]  (3.35) 
 
                                       
                        














0.0005046 0 0 
=LLL  0 6.617e - 005 0 

 (3.36) 
 0 0 0.19
ELIMINATION of “UNWANTED” STATES
The task remaining is to eliminate the unwanted variables that appear in equations 
(3.21)-(3.27) and (3.28)-(3.30). As the eventual variables of interest are the voltages 
across the capacitors that are included in the tree (vCT) and currents through the inductors 
that are included in the co-tree (iLL), all other variables will have to be eliminated.  These
correspond to a minimum set of linearly independent states required to formulate state 
equations that can uniquely describe the system’s response.  The combination of 
topological and voltage-current relationships to eliminate unwanted state variable 
involves simple substitution and manipulations of (3.21)-(3.30). The steps required are 
illustrated in the following sections. 
Elimination of iCT, iCL, and vCL 
The first step involves manipulating equation (3.21) into the form shown in (3.37).  
Simple substitution and manipulation of (3.24) and (3.29) into the left-hand side of (3.37) 
results in (3.38). Matrix [C] is defined as shown in (3.39). 
~ 
~ ~   iCT  ~ ~ ~ 
CT [ CC ] CL =  U QCC ]~  = − QCR ] RL − QCL ] LL − [QCJ ]iJ (3.37)i + Q i [ ] [ [ i [ i 




















~ ~ i  [ ]C [ ]0 v  CT   d  TT  CT 
[ ] [QCC ]~  = [ ] [U QCC ]  ~ U   i    dt [ ]0 [CLL ]vCL  CL  (3.38) 
C Ud   TT [ ]0 [ ] ~ = [ ] [ ] [ ] v CC   T  CTdt U Q [ ]0 [C ] Q  LL  CC 
U  CTT [ ]0 [ ] = [ ] [QCC ]
[ ]
 T = + QCC C QCC (3.39)C  U    CTT LL[ ] [ ] [ ][ ]
T 
 [ ]0 [CLL ] QCC 
A result of subsequent substitution of (3.39) into (3.37) is shown in (3.40).
d ~ ~ ~ ~([ ]C × v )= −[Q ]i − [Q ]i − [Q ]i  (3.40)CT CR RL CL LL CJ Jdt 
Matrix [C] is the cut-set capacitance matrix for the modified proper tree (normal 
tree), i.e., the cut-set capacitance matrix for those fundamental cut-sets defined by
capacitance tree branches.  This is equal to [CTT] when there are no all-capacitor loops.  
A similar development can be made for the inductor equations.  This is shown in the next
section. 
Elimination of iLT, vLL, and vLT 
The first step involves manipulating equation (3.26) into the form shown in 
(3.41). Simple substitution and manipulations of (3.23) and (3.29) into the left-hand side 
of (3.41) result in (3.42).  Matrices [L] and [ L̂ ] are defined as shown in (3.43) and (3.44). 
 v ~ T ~ T LL T ~ T ~ v − [ ] = [ ]U − [ ]
~ 














~ ~v  [ ]L [ ]0  i  T  LL  T  d LL LL[ ] [ ]Q = [ ]U [ ]  U − − Q LL ~   LL    ~  vLT    dt [ ]0 [LTT ] iLT 
d   L [ ]0 [ ] ~ T  LL  U = [ ] − [ ]Q [ ]  iLLU LL  (3.42)dt  [ ]0 [LTT ]− [QLL ]
d  T  LLL [ ]0 [ ]0 ~[ ] [ ] [ ]+ U − Q i LL   L [ ] Jdt [ ]0 [ ] − Q  TT  LJ 
L U T  LL [ ]0 [ ]  TL = [ ] [ ]Q [ ] [ ] = [ ] [ ]Q [ ]Q U − LL    LLL + LL LTT [ LL ] (3.43)  [ ]0 [LTT ]− QLL 
ˆ [ ] [ ] [ ]LL [ ]0  [ ]  T T  L  U L = − U − QLL  −  = −[ ]QLL [ ]LTT [QLJ ] (3.44)L [ ] [ ]0 [ TT ] QLJ 
A result of subsequent substitution of (3.43) and (3.44) into (3.41) is shown in 
(3.45). 
d ~ d ~ T T ~~ ˆ([ ]L × i )= Q v − Q v + ([ ]L × iJ ) (3.45)LL CL CT RL RTdt dt 
Matrix [L] is the loop inductance matrix for the modified proper tree (normal 
tree), i.e., the loop inductance matrix for those fundamental loops defined by the 
inductance links. This is equal to [LLL] when there are no all-inductor cut-sets.  Matrix
[ L̂ ] is equal to zero when there are no cut-sets containing just inductors and independent 
current sources.  Because driving-point impedance as seen from the bus of interest is 
ultimately desired, all voltages and current sources should be graphed as short circuits 
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the current injection at the bus of interest.  A careful choice of this input node will always
make matrix [ L̂ ] equal to zero unless nodes of inductors exist. 
Elimination of iRL and vRT 
At this point, the unwanted variables associated with the capacitances and 
inductances have been eliminated.  What remains is the elimination of resistance voltages 
and currents from (3.40) and (3.45).  Simple substitutions and manipulations of (3.22) 
and (3.25) into (3.30) result in (3.46) and (3.47). 
~ T ~ T ~ 
RL [G ][ ]vRT = G [ ]QCR  (3.46)i − LL QRR [ LL ] vCT 
~ ~ ~ ~[R ][Q ]i + v = −[R ][Q ]i − [R ][Q ]i (3.47)TT RR RL RT TT RL LL TT RJ J 
Equations (3.46) and (3.47) are a pair of vector algebraic equations in the two 
variables iRL and vRT that will need to be eliminated.  The condition for the existence of a 
solution reduces to the existence of the inverse of [M1] and [M2] which are defined in 
(3.48) and (3.49). 
TM = [ ] [+ R TT ][QRR ]G LL [ ]1 U [ ]QRR 
T[R ][ ] [R ][ ]G [ ])  (3.48)= (G + Q [ ]QTT TT TT RR LL RR 
[R ][ ]= TT G 
TM 2 = [ ] [G ][QRR ]R TT [ RR ]U + LL [ ]Q 
T= [ LL ][(R ]+ [ ]RR [ ]QRR )  (3.49)G Q R TT [ ]LL 
[G ][ ]= LL R 
It is clear from (3.48) and (3.49) that matrices [M1] and [M2] will be nonsingular 
if matrices [R] and [G] are nonsingular.  Because matrix [R] is the loop resistance matrix


















conductance matrix for the fundamental cut-sets defined by the conductance tree
branches, they can be interpreted as loop-and-node parameter matrices and are 
consequently nonsingular (inverses of these matrices exist).   
The results obtained from (3.46) and (3.49) are then substituted back into (3.40) 
and (3.45). The final result expressed in matrix form is shown in (3.50).  The individual 
sub-matrices are defined in (3.51)–(3.58). 
~ ~[ ] [ ] v  − [ ] [ ]H  + H  C 0  d CT  Y +  vCT   [ ]ˆ ~ 
  ~  =  ~  +   i (3.50) 
[ ]0 [ ] dt  LL  + N [ ] iLL  − [ ]Z  JL i [ ] − Z ˆ 
−1 TY = [ ][ ]R [ ]  (3.51)Q QCR CR 
T −1Z = [ ]Q [ ] [G QRL ]  (3.52)RL 
−1 TR = [G LL ] + [ ]QRR [R TT ][QRR ]  (3.53) 
G = [R ]−1 + [Q ][ ]QTG [ ]  (3.54)TT RR LL RR 
−1 TH = −[ ] [+ Q ][ ] [ ]R [QRL ]Q R Q [ ]  (3.55)CL CR RR TT 
T T −1 T TN = −[ ] [ ]+ Q [ ] [Q ]G [ ]Q = [ ]Q G [ ] − H (3.56)CL RL RR LL CR 
ˆ −1 TH = −[ ] [QCJ + Q ][ ]R [ ]RR [R TT ][QRJ ]CR Q  (3.57) 
T −1Ẑ = QRL [ ] [G QRJ ]  (3.58) 
Coefficients of the states and the input vector are more simply defined as shown 
in (3.59)-(3.61). 
[ ]C [ ]0 S =  (3.59) 
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− [ ]Y [ ]+ H P =  (3.60) 
+ [ ]N − [ ]Z 
 ˆ+ [ ]H 
Q =    (3.61) 
− [ ]Ẑ 
More generally, (3.50) can be expressed as shown in (3.62). 
~[ ]S x 
•
= [ ]P ~x + [ ]Q ~u  (3.62) 
The form of either (3.50) or (3.62) is the same as that of (3.1) for a general 
network.  The difference in the present case is that explicit expressions for the coefficient
matrices of both the state and source vector are provided.  These would be in the standard
form if [S] were an identity matrix.  Since this is generally not the case, the procedure 
continues by applying a row reduction technique to the partitioned matrix [S ¦ P ¦ Q].  To 
complete the network model, the voltage at the bus of interest will have to be expressed 
in terms of state variables and inputs obtained from either (3.50) or (3.62) such that it is
of the standard form shown in (3.2). 
With the choice of the tree as previously discussed, the various sub-matrices
shown in equations (3.39), (3.43), (3.44), and (3.51)-(3.58) for the network shown in 
Figure 3-1 are computed as shown in (3.63)-(3.72).
C = [9.757e - 005]  (3.63) 
0.0005046 0 0 
 L = 0 0.019206 0.01914  (3.64) 
 0 0.01914 0.20914  
 
 
                                  
                                
                                
                                
 
 
                             
                            
                       
 













116.69 0 0 0 









0 0 33.446 0 
0 0 0
Y = does not exist  (3.67) 







1.11Z = 0 1.1399 (3.68) 
0 1.11 31.11 
1[























The coefficients of individual sub-matrices [S], [P], and [Q] are then obtained as 
shown in (3.73). 
 
                            
                        
                         
                                  
                      
                     
                       





                         
                             
                               
                               
            
            
            
            
 














    0.0001 0 0 0 
0 0.0005 0 0 
0 0 0.0192 0.0191 




































dt L3 L3 

















This is of the form shown in (3.62).  Observe that this is still not in the normal 
form (3.1). The procedure continues by applying a row reduction technique to the 












































i -1981.8 -16.983 0 0d 
dt 
L1 L1=
0 0 1 0 i 52.049
0.018127 0 0.13665 -157.86 
0 - 59.487 99.522L3 L3 





























L1~ y 1 0 0 0 (3.75) 
L3 
i 
A generic computer-oriented approach to formulate state equations for large 







generation algorithm uniquely identifies and avoids state variables redundancies and 
avoids any network degeneracy.  Even though the state space formulation discussed in
the preceding sections might appear to be complex, observe that the kind of mathematical 
operations required for method development are primarily matrix additions, subtractions, 
and multiplications.  Such operations are easily programmable on a computer so the work 
reduces to writing a convenient program. 
CHAPTER IV 
CAPACITOR IDENTIFICATION ALGORITHM 
Consider the power system network shown in Figure 4-1.  The network shown is 
partitioned into a study system, a boundary, and an external system.  The development of 
the boundary as shown in Figure 4-1 is based on the assumption that external elements do 
not participate in the resonant modes of interest if a harmonic analysis were to be 
performed in the study system.  From a practical standpoint, this is not necessarily the 
case. The question is, if a detailed harmonic analysis is to be carried out in the study 
system (all the individual device elements inside the study system are to be modeled in 
detail), “how far and to what extent is detailed modeling of system elements beyond the 
study system required?” 
Bus 1
 Cap bank 
 Cap bank 


























    
    
















   
46 
In practice, the key element in defining a network boundary for the purpose of 
model reduction and equivalencing lies in ascertaining which individual system elements 
(transmission and distribution lines, capacitor banks, loads, etc.) present in the “external”
system actively participate in the resonances of the study system.  More generally, line
charging capacitances of transmission lines, insulated cables, and power factor correction 
capacitors that significantly contribute to the harmonic modes (resonances) of interest 
will have to be identified.  As these are generally the dominant contributors to a system’s 
resonance conditions, selection of the network boundary around the active (dominant) 
capacitors therefore seems logical.   
As mentioned in the preceding chapters, generalized effective procedures to select
a boundary for any external system are at present not available.  A method that can 
uniquely identify buses with capacitors that significantly participate over the frequency
range of interest will have to be developed.  Successful development of such a
methodology will provide insights about the location of these devices as well as the 
extent of network modeling required.   
A generic approach to suggest a boundary for any external system by uniquely
identifying dominant capacitors (line charging capacitances of transmission lines, 
insulated cables, and power factor correction capacitors) based on eigen analysis of the 
state matrix is proposed in this chapter. Step-by-step solution approaches required for 
successful development of such a methodology are provided.  Once such an identification 
process (a list of buses to which one or more dominant capacitors are connected) is 
formalized, the next step is to apply an equivalencing technique to acquire the overall 















The details of the equivalencing algorithm and the results when tested with the IEEE 
systems (14, 57, 118, and 300 buses) are illustrated in a later chapter. 
The approaches presented in this chapter are limited to the identification of only
capacitors.  It should be noted, however, that a more accurate representation of the 
boundary for the external system would be to identify buses with other system 
components (inductance of transmission lines, cables, loads, etc.) as well.  However, once 
the dominant capacitors have been accurately identified, similar rational can be uniquely
applied to identify other system components that actively participate in the harmonic 
modes over a desired frequency range.  All buses to which one or more active/dominant 
system component is connected could be preserved for the development of an overall 
reduced-order network model.  This will be discussed in Chapter VI.   
SYSTEM FREQUENCY RESPONSE CHARACTERISTICS
An insight from circuit theory to be used is that the driving point impedance (DPI) 
as seen from the terminal of interest contains all the information regarding the resonant 
conditions present in a system.  In harmonic studies, it is therefore essential that the 
driving point impedance as seen from the terminal of interest be examined to identify the
series and parallel resonances of a system. The starting point here, therefore, is a driving
point impedance of the form of (4.1) obtained by applying the Laplace transformation to 
~the state equations (4.2) and (4.3).  Symbols ~u and y  represents the injected current
vector at a terminal and the resulting voltage vector.  Matrices [A], [B], [C] and [D] 
represent the coefficient matrices.  The state vector, denoted by ~x and defined in (4.4), is 
comprised of a minimum set of capacitor voltages (vC1, vC2, … vCn) and inductor currents






   
 
 






~ y −1DPI = [ ]{ − [ ] B  (4.1)Z(s) = = C sI A } [ ]~ u 
~ • A ~ B ~ x = [ ]x + [ ]u  (4.2) 
~ y = [ ] + [ ]u  (4.3)C ~x D ~ 
 
T 
~x = i i ... i vT v ... v L1 L2 Lm C1 C2 Cn  (4.4)
 
Once general forms of state equations of the form shown in (4.2)-(4.3) are 
obtained, the issue at hand is to identify the series and parallel resonances of a given 
network. If these resonant frequencies lie inside the range of frequencies selected for 
harmonic analysis, subsets of capacitors that “actively” participate in these resonances 
need to be preserved.  Accurate assessments of the level of participation can be obtained 
using a detailed eigenvalue analysis of the state matrix.  Step-by-step solution approaches 
required for method formulation on a modular basis are provided in the next section.  
Matrices [A], [B], and [C] that are evaluated during the state-space formulation stage are 
the only inputs necessary to calculate the poles, zeros, eigen values, eigenvectors, and 
participation factors of a given system. 
STEPS REQUIRED FOR A DETAILED EIGEN ANALYSIS
For a number of years, eigenvalue analysis has been used as a standard tool to 
derive reduced-order dynamic equivalents in small-signal stability analysis and control 
for large power systems.  However, eigenvalue analysis to identify and retain capacitors 
(based on their participation in the harmonic modes of interest) is not currently performed 
 













in industry. Implementation of the proposed approach to identify “active/dominant”
capacitors is based on the following steps: 
1. Select the frequency range to be used for harmonic analysis; 
2. Evaluate the natural modes (poles) of the network (parallel resonances); 
3. Evaluate the zeros of the network (series resonances); 
4. Evaluate the damping ratios for those natural modes that are within the frequency
range selected in step 1;
5. Evaluate the right and left eigen vectors; 
6. Evaluate the participation factors; 
7. Identify the “active/dominant” system components (in this chapter only capacitors 
are considered) that “significantly” participate within the frequency range selected 
in step 1 (Note that a decision will have to be made regarding the range of 
“significance”); 
8. Identify the dominant modes of the network, (the modes that have a high parallel 
resonance peak are considered “dominant”); 
9. Determine the capacitors that do not significantly participate in the dominant 
modes; and 
10. Generate a list of those buses to which “active/dominant” system components are 
connected (in this chapter only capacitors are considered);
11. Apply an equivalencing technique to reduce the non-active/dominant elements. 
One sample network is used throughout this chapter to illustrate the different 




             






generation of a normal tree, as described in the previous chapter, is shown in Figure 4-3.  
The proper (normal) tree, as shown by heavy lines in Figure 4-3, consists of C1, C2, C3, 
C4, C5, R1, R2, R3, R4, and R5. All other elements that are not present in the normal tree 
form the co-tree.  The linearly independent state variables obtained from the method 
developed in the previous chapter are shown in Table 4-1.  Network degeneracy is not 












R1 R2 R3 
L1 L3 
 where: R1 = 0.00857Ω R2 = 1.11Ω  R3 = 0.0299Ω  R4 = 0.5Ω R5 = 0.8Ω
L1 = 0.1923H L2 = 7.2156H L3 = 0.0025H  L4 = 71.628H L5 = 0.3581H
 C1 = 60.57µF C2 = 0.2µF C3 = 5.0µF C4 = 10.0µF C5 = 2.0µF 



























Figure 4-3.  Automatic Generation of Tree and Co-tree with a Computer 
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Selecting the Frequency Range of Interest 
The first step is to identify a frequency range of interest.  In harmonic studies, the 
analysis is usually carried out within a frequency range between 60Hz and 3000Hz.  All 
damped resonant frequencies that lie inside this range will be considered as the harmonic
modes of interest for the entire process.  It is essential that the driving point impedance as
seen from the bus of interest be examined to identify all series and parallel resonances
that lie inside this range of frequency.  All capacitors that significantly participate in 
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modes within this frequency range will have to be identified and retained in a systematic
fashion. 
Evaluating the Natural Modes and Zeros  
The next step is to evaluate the poles and zeros of a network.  All natural modes 
and zeros that lie inside the frequency range of interest will have to be considered.  Eigen 
analysis of the [A] matrix will produce eigenvalues λ. These also correspond to the poles 
of the network. Only the complex eigenvalues whose damped resonant frequencies 
(imaginary part of the eigenvalue) lie inside the harmonic frequency range of interest are 
considered for process development.  Complex eigenvalues occur in conjugate pairs, and 
each pair corresponds to an oscillatory mode.  This is demonstrated in (4.5), where ωd is 
the damped natural frequency expressed in radians per second. 
 (4.5) 
The damped natural frequency of oscillation in hertz is shown in (4.6). 
 (4.6)
 Damping ratios (ξ), the undamped natural frequency (ωn), and resonant frequency




2 + 2 d 
= 2 + 2 n d
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The obvious way to evaluate the natural modes (eigenvalues of [A]) of a network 
is to apply an eigenvalue-finding algorithm directly to the [A] matrix obtained from (4.2).  
Even though the QR algorithm of Francis [19] seems most favorable, other algorithms to 
calculate the natural modes for large power system networks have been extensively
developed [17,19].   
Given the abundant availability of such algorithms, the next step is then to 
determine the zeros of the network.  Naturally one would hope to use the QR algorithm 
for this purpose also. Now the question is, “How to construct a matrix whose
eigenvalues correspond to the zeros of the original network?”
The solution to this problem lies in the construction of an “inverse system” shown 
in Figure 4-4, a concept first proposed in [41] and then used by Pottle in [42].  Symbols 





   
   
  
    
     
    



















Figure 4-4.  “Inverse System”
~ ~ ~ y′ = u = g(~u′ − y)  (4.9) 
If the driving point impedance of the original function is Z(s) (as shown in (4.1)), 
the driving point impedance of the “inverse system” will be expressed as shown in (4.10).  
gZ′(s) =  (4.10)
1 + g * Z(s) 
Based on this method, if the original network Z(s) is placed in the feedback loop 
of an infinite gain ideal operational amplifier, then the poles of the modified network 
(inverse system) Z ’ (s) will be the zeros of the original network.  A little thought reveals 
that the driving point impedance Z’(s) of the inverse network is also the driving point 
admittance of the original network Z(s). 




















 g   g ~ ~ ~ y′ = u =  u −   C ~x  ′  [ ][ ] [ ]  [I] + g D [I] + g D
 (4.11) 
 g (~ C ~ =  u′ − [ ]x)  [I] + [ ]g D 
The usefulness of adopting the approach illustrated in (4.9)-(4.11) is that it can be 
easily implemented with a computer. Moreover, the zeros of a network are evaluated 
using the same matrices ([A], [B], and [C]) that were used to evaluate the poles of the
network. Systematic procedures for computer analysis to evaluate the zeros are discussed 
in the following section. 
Computer Implementation 
The starting point for computer implementation is the matrix of the form shown in 
(4.12). It is assumed, however, that the partitioned matrix [S ¦ P ¦ Q] is already reduced to 
row echelon form such that [Q] is a column vector with only one nonzero entry, bk, 
located at the kth row. It should be noted here that the form in (4.12) is similar to the 
standard form shown in (4.2) wherein after row operations are carried out, matrices [P]
and [Q] are similar to the [A] and [B] matrices for any given network.   
~ P ~ Q ~[ ]S x 
•
= [ ]x + [ ]u  (4.12) 
~Substituting the value of u  obtained in (4.11) into (4.12) yields (4.13a) with additional 













~[ ]~x = [ ] −  g  Q * C x +  g [ ]Q ~′S 
•
P  [ ] [ ]  u      [I] + gD   [I] + gD  
 
[ ] [ ]Q * C 

[ ]~ ~ = 
[ ]P − x +
Q u′
 1   1   [I] + [D]   [I] + [D]     g g     
 (4.13a) 
 1  •   1  ~ ~   [ ] [ ] Q * ′[I] + [D] [ ]S ~x = [ ]P  [I] + [D] Q * C x + [ ] u (4.13b) g    g  −      
The preliminary state equations of the inverse system obtained in (4.13) are now 
no different than the original system shown in (4.12) with the exception of the only
nonzero row (kth row in the [Q] matrix) discussed earlier.  The limit g → ∞ of the 
operational amplifier is applied only to this particular row in all three matrices ([S], [P], 
and [Q]) based on the derivation shown in (4.13).  The modifications required to the kth 
row of [S], [P], and [Q] are shown in (4.14).  Note that the solution in (4.14) is based on 
the case [D]=0. That is, the voltage at the bus of interest is not dependent on the input 
current at that bus.   
[ ]S = 0
(k th row) 
~[ ]P 
(k th row) 
= −b k [ ]  (4.14)C 
~[ ] = bQ k(k th row) 
Similar derivations to impose limits for the case [D]≠0 can also be easily












   
  
57 
~[ ]S = sk(k th row) 
~ −1 ~[ ]P th = a [ ]D ( )k Ck − b [ ]  (4.15)(k row) 
−1 ~b[ ] : [ ]D ( )Q k(k th row) 
With the modifications (as illustrated in (4.14 or 4.15) incorporated into the 
partitioned matrix [S ¦ P ¦ Q], the final step then is to perform row operations such that the 
[S] matrix becomes the identity matrix.  Simple manipulations will then produce the final 
state equations for the “inverse system” of the form shown in (4.12) with the correct 
number of state variables.  Applying the QR algorithm on the corresponding [P] matrix
(which is also the [A] matrix in standard matrix form) will give the poles of the “inverse 
system.”  The poles of the “inverse system” are the zeros of the original network.  As no 
assumptions are made in this approach, this method is completely generic.  
To illustrate the methodology to evaluate automatically the natural modes and 
zeros of a network using an example, return to the system considered in Figure 4-2.  The 
final form of [A] and [B] matrices are obtained by applying the algorithm illustrated in 
the previous chapter.  The results of (4.16) and (4.17) are shown in (4.18) and (4.19). 
~ ~ d vCT  vCT  ~[ ]   = [ ]P  + Q iS ~ ~ [ ] Jdt i i LL   LL 
~ ~ ~ d vCT  −1 vCT  -1 ~ vCT  ~ 
~  = [ ]S [ ]~ [ ] [ ]S iJ = [ ]~ [ ]B J * P  + * Q A  + i dt i i i LL   LL   LL 
(4.16) 
~vCT  T























































[A] =([S]-1* [P]) = 
0 0 0 0 0 16510 -16510 0 0 0 
0 0 0 0 0 0 5E+6 0 0 -5E+6 
0 0 0 0 0 0 2E+5 -2E+5 0 -2E+5 
0 0 0 0 0 0 0 1E+5 -1E+5 0 
0 0 0 0 0 0 0 0 0 5E+5 
-1981.8 0 0 0 0 -16.98 0 0 0 0 
52.3 -52.3 -52.3 0 0 0 -57.99 0 0 0 
0 0 15113 -15113 0 0 0 -451.85 0 0 
0 0 0 5.2632 0 0 0 0 -2.63 0 
0 1052.6 1052.6 0 -1052.6 0 0 0 0 -842.1 
(4.19) 
Once matrices [A] and [B] are obtained, the next step is to apply an eigenvalue-
finding algorithm (the QR algorithm of Francis is used in this case) directly to the [A] 
matrix.  However, only those harmonic modes that lie inside the frequency range between 
60 and 3000Hz need to be preserved.  For the example system shown in Figure 4-2 only
three natural (oscillatory) modes (between 60 and 3000Hz) are present.  These 
correspond to the parallel resonances of the network.  The non-oscillatory modes are not 
shown. The damping ratio (ξ), un-damped natural frequency (ωn), and resonant frequency
(ωr) evaluated from (4.7) and (4.8) for each of the oscillatory modes are shown in Table 
4-2. The units for the frequencies are expressed in radians per second.  Subscripts “p”

















                                                  
                                                  
                                                  
                                                  
                                                  
                                                  
                                                  
                                                  
                                                  











range of 377 and 18850 radians per second are preserved; the eigen value pairs at 81090 
and 64861rad/sec are marked "Neglect" in Table 4-2. 
Table 4-2. Parallel Resonances (poles) 
Real Imaginary Damping Un-damped Natural  Resonant 
λ (-ξωn) (ωd) Ratio (ξ) Freq. (ωn) Freq. (ωr) 
-380.49 ± 81090i N/A N/A N/ANeglect
Neglect -250.87 ± 64861i N/A N/A N/A 
λp1=λp2 -14.704 ± 5923.5i 0.00248 5923.5 5923.5 
λp3=λp4 -38.391 ± 4614.2i 0.00832 4614.4 4614.1 
λp5=λp6 -1.3254 ± 588.42 i 0.00225 588.42 577.73 
The next step is to evaluate the zeros of the network.  Applying the conditions 
described in (4.14) for the “inverse system” results in changes in the values of matrices
[S], [P], and [Q].  The results are shown in (4.20) and (4.21). 




























































0 1 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 1 0 


























-16510 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 5E6 0 0 -5E6 
0 0 0 0 0 0 2E5 -2E5 0 -2E5 
0 0 0 0 0 0 0 1E5 -1E5 0 
0 0 0 0 0 0 0 0 0 5E5 
-1981.8 0 0 0 0 -16.98 0 0 0 0 
52.3 -52.3 -52.3 0 0 0 -57.99 0 0 0 
0 0 15113 -15113 0 0 0 -451.85 0 0 
0 0 0 5.2632 0 0 0 0 -2.63 0 
0 1052.6 1052.6 0 -1052.6 0 0 0 0 -842.1 
(4.21) 
The final form of [A] for the “inverse system,” extracted from such reduction, is 
shown in (4.22). 
[A] =
0 0 0 0 0 5E+6 0 0 -5.E+6 
0 0 0 0 0 2E+5 -2E+5 0 -2.E+5 
0 0 0 0 0 0 1E+5 -1E+5 0 
0 0 0 0 0 0 0 0 5E+5 
0 0 0 0 -16.98 0 0 0 0 
-52.3 -52.3 0 0 0 -57.99 0 0 0 
0 15113 -15113 0 0 0 -451.85 0 0 
0 0 5.2632 0 0 0 0 -2.632 0 
1052.6 1052.6 0 -1052.6 0 0 0 0 -842.11 
(4.22) 
Recall that based on the state variable sequence obtained during the formation of 
the state equations, the state variable eliminated by this process is vC1. This is shown in 
(4.23). 
~vCT 






















The zeros of the original network can be obtained by applying an eigenvalue-
finding algorithm (the QR algorithm of Francis is used in this case) directly to the [A] 
matrix shown in (4.22).  The results are shown in Table 4-3. The units for the frequencies 
are expressed in radians per second.  Subscripts “s” correspond to series resonances. 
Table 4-3. Series Resonances (zeros) 
λ Real Imaginary Damping Un-damped Natural  Resonant 
(-ξωn) (ωd) Ratio (ξ) Freq. (ωn) Freq. (ωr) 
Neglect -380.49 ± 81090i N/A N/A N/A 
Neglect -250.87 ± 64861i N/A N/A N/A 
λs1=λs2 -44.599 ± 4778.3i 0.00933 4778.3 4778.1 
λs3=λs4 -1.3254 ±588.42i 0.00225 588.42 588.42 
The modes obtained are the zeros of the original network or the poles of the 
inverse network.  Only those modes that lie between the frequency range of 377 and 
18850 radians per second are preserved; the eigenvalue pairs at 81090 and 64861rad/sec 
are marked "Neglect" in Table 4-3. Moreover, there is a pole-zero cancellation between 
the modes λp5 and λp6 (poles) modes with λs3 and λs4 (zeros). 
Evaluating Eigenvectors and Participation Factors 
The next step is to evaluate the right and left eigenvectors.  The overall right
eigenvector matrix is of the form shown in (4.24a) with additional definition as indicated 
~ in (4.24b). For any eigenvalue λi, the ith column eigenvector i (shown in (4.24)) which 
satisfies (4.25) is called the right eigenvector of matrix [A] associated with the eigenvalue 





































the harmonic modes that lie inside the desired frequency range of interest) for series and 
parallel resonance are 2 and 3, respectively.
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The eigenvalues and eigenvectors of the transpose of the matrix [A] are also of 
considerable importance in eigen analysis.  The eigenvalues of [A]T are, by definition, 
those values of λ for which a set of equations shown in (4.26) has a non-trivial solution.   
(4.26) 
As the determinant of the [A] matrix is equal to the determinant of its transpose,
the eigenvalues of [A]T are the same as those of [A]. The eigenvectors are, in general,
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~T For any eigenvalue λi, the ith row eigenvector i which satisfies (4.28) is called 
the left eigenvector of [A] associated with the eigenvalue λi. The overall left eigenvector
matrix is of the form shown in (4.29a) with the additional definition as indicated in 
(4.29b). 
 (4.29b)
The right eigenvector gives the mode shape, i.e. provides a measure of the relative 
activity of the state variables when a particular mode is excited.  Or, in other words, 
element φki of the right eigenvector φi measures the relative activity of the state variable
xk in the ith mode. The left eigenvectors identify which combination of the original state
variables display only the ith mode. Or, in other words, the elements of the left 



















In our example, the right and left eigenvectors are shown in Table 4-4 and Table 
4-5, respectively. However, only the values of eigenvectors of capacitor voltages 
(corresponding to the modes that lie inside the frequency of interest) are shown.  Note, 
however, similar rational can be used to obtain the eigenvectors corresponding to the 
currents of other system components as well. Subscripts “p” and “s” correspond to 
parallel and series resonances, respectively.
Table 4-4. Right Eigenvectors of Only Capacitor Voltages 
Elements λp1=λp2 λp3=λp4 λp5=λp6 λs1=λs2 λs3=λs4 
C1 0.363 0.050 0.000 
C2 0.626 0.687 0.578 0.686 0.578 
C3 0.008 0.009 0.577 0.009 0.577 
C4 0.009 0.009 0.577 0.009 0.577 
C5 0.680 0.725 0.001 0.727 0.001 
Table 4-5. Left Eigenvectors of Only Capacitor Voltages 
Elements λp1=λp2 λp3=λp4 λp5=λp6 λs1=λs2 λs3=λs4 
C1 0.350 24.789 0.668 
C2 0.350 24.789 0.668 0.000 2.905 
C3 0.094 5.056 1.395 0.000 2.905 
C4 0.094 5.056 1.395 0.000 3.882 
C5 0.076 9.380 0.080 0.000 3.882 
Recall here that there is a pole-zero cancellation between the modes λp5 and λp6 
(poles) with modes λs3 and λs4 (zeros).  Therefore state variables that have a higher 
activity in these modes need not be preserved.  From the values of the right eigenvectors, 
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65 
Capacitor C2 has a higher activity in the modes λp1 (=λp2), λp3 (=λp4), and λs1 (=λs2). 
Capacitor C5 has a higher activity in the modes λp1 (=λp2), λp3 (=λp4), and λs1 (=λs2). 
However, one problem in using right and left eigenvectors individually to identify
the relationship between the states and modes is that the elements of the eigenvectors are 
dependent on units and scaling associated with the state variables.  Therefore, it is not 
prudent to estimate the participation of states among the selected modes only from the
information obtained from eigenvectors. 
As a solution to this problem, a matrix, commonly called the participation matrix, 
that combines the right and left eigenvectors is used to identify system components that 
significantly participate in the modes selected for harmonic analysis.  This combination is 
shown in (4.30a) with the additional definition as indicated in (4.30b).  Subscripts k and i 


















































Participation factors are dimensionless quantities with values ranging between 0 
and 1.  The elements of the participation matrix, commonly called the participation 
factors, measure the net participation of the state variables in the mode, independent of 
eigenvector scaling.  Due to the normalization process, the summation of individual 
participation factors in each row adds up to 1.  Similarly, the summation of individual 
participation factors in each column adds up to 1.  As the participation factors 
corresponding to other system elements are not shown in Table 4-6,  - based on the 
example system shown in Figure 4-2 - the summation does not add up to 1 (for rows and 
columns).  
Table 4-6. Participation Factors of Only Capacitor Voltages 
Elements λp1=λp2 λp3=λp4 λp5=λp6 λs1=λs2 λs3=λs4 
C1 0.4442 0.0559 0.0000 
C2 0.0044 0.0365 0.0066 0.0409 0.0066 
C3 0.0000 0.0002 0.1645 0.0002 0.1645 
C4 0.0000 0.0003 0.3289 0.0004 0.3289 
















Once these factors are evaluated, a decision has to be made regarding the range 
for “significance.” It should be noted however that the basis for this selection is 
dependent on the size of the network.  If a higher value (between 0.1 and 1) is used for 
smaller systems, the likelihood that the overall damping will not be preserved in the 
reduced-order model is greater.  In other words, higher values of the criteria would cause 
lesser buses to be included in the "external" system.  Moreover, for very large power
systems setting a higher range for “significance” might be adequate to preserve the 
overall damping of the system.  The criteria that were used (based on personal experience 
with smaller as well as relatively larger systems) to select “significant” activity for the 
participation factors are given below. 
• Participation factors for capacitor banks greater than 0.05 are considered 
“significant,” and 
• Participation factors for capacitance of transmission lines and cables greater than 
0.0185 are considered “significant.”
Based on the above criteria, values of participation factors that are shown in
italics in Table 4-6 denote significant activity. Note that similar criteria will also be used
for other larger power system networks (IEEE 14, 57, 118, and 300 bus test systems).  A 
discussion of this will be provided in the next chapter.  
The results obtained indicate that capacitors C1, C2, and C5 are the 
“active/dominant” capacitors and will have to be preserved.  The only discrepancy
between the results provided in Table 4-6 and those in Table 4-4 (right eigenvectors) is 


















As the values obtained from the right and left eigenvectors are not dependent on scaling,
the conclusions drawn from the participation factor matrix (Table 4-6) are more accurate
and will used as a basis for identifying “active/dominant” system components. Note, 
however, that the methodology presented in this chapter and the next is based on the 
assumption that the boundary is to be formed around “active/dominant” capacitors only.
The effects of including other system components will be considered in Chapters VI and 
VII.
Evaluating the Dominant Poles 
When dealing with practical networks consisting of hundreds of capacitors, it 
might often be desirable to ascertain the “dominant” parallel resonance mode or modes 
from all the other parallel resonance modes selected for harmonic studies.  Once the 
system elements that “actively” participate within the desired frequency range have been 
accurately identified and preserved (using the participation factor matrix), the next step is
to identify the parallel resonance modes that have "low" and "high" peaks. The modes 
that have "high" resonance peaks are called “dominant.”
The damping ratios provide the initial insights on which modes, among those
modes of interest, are severe.  As lower damping ratios are more severe, all system 
components that significantly participate in these resonant modes will have to be 
retained.  However, identifying dominant modes only from the damping ratios might 
often be misleading.  Even though the damping ratios (shown in Table 4-2) of modes λp1 
(=λp2) are lower than those of λp3 (=λp4), both of these values (ξ1 = 0.00248 and ξ2 = 
0.00832 respectively) seem to be comparable. 
 ~~ C i 

















A more accurate and reliable estimate can be obtained from (4.31).  For each 
specific mode i (those which are within the frequency range of interest), the absolute
value of the residue matrix Ri can be expressed as a function of right eigenvector, left 
eigenvector, matrix C, and matrix B.
 (4.31)
The concept of evaluating these dominant poles from the residues was first
proposed in [43].  However, the implementation of this approach was limited to only low 
frequency oscillation type studies.  Similar rational can be applied to identify the "high"
and "low" modes in harmonic studies as well.  Moreover, this process indirectly provides 
a relative comparison of resonant magnitudes among natural modes that were selected in 
the preceding section.  As the moduli (absolute value) of the residues of the dominant 
modes are larger, the resonant peaks for these modes will be higher.   
An element or a group of elements that significantly participate in the “dominant”
mode/modes will be retained.  The rational to be used to include the dominant mode
evaluation as a part of the overall methodology to identify “active/dominant” system
components is that even though some elements actively participate in some of the low 
resonance peak modes (these are also within the frequency range of interest), these need 
not be preserved for model reduction because the resonances are strongly damped.  
The dominant modes for the example system are shown in Table 4-9.  It is clear 
that the harmonic modes λp1 (=λp2) and λp3 (=λp4) are most dominant.  All capacitors (C1, 






















Table 4-7. Dominant Poles 
Natural Modes Residue Dominant Capacitors 
(magnitude only)
λp1=λp2 7333.8 C1 and C5 
λp3=λp4 922.84 C2 and C5 
λp5=λp6 4.2322e-5 C3 and C4 
Generation of a Bus List
Based on the identified dominant/active capacitors, the next step is to generate a
list of buses to which “active/dominant” system components (in this case the capacitors) 
are connected.  It is around these buses that the boundary will be generated such that all 
active/dominant elements are included in the detailed model.  However, generating a bus 
list of such a small system is meaningless.  Generation of a bus list and the development 
of a boundary around these buses will be illustrated in the next chapter were the 7-bus 
system (shown in Figure 4-1) and IEEE systems (14, 57, 118, and 300 bus) are used to 
test the validity and accuracy of the identification process. 
Equivalencing Techniques 
The key to a successful overall reduced-order network model is an ability to 
reproduce the driving-point impedance of the original network over the wide range of
frequencies typically used for harmonic analysis.  Preserving the damping of the original 
system in the network equivalents is critical.  Once a boundary around “active/dominant”
buses (those present in the bus list) has been accurately identified, an equivalencing
technique is required to reduce the non-active/dominant elements such that the overall 
damping of the original system is preserved in the overall reduced-order model.  A 
 










discussion of applying a basic form of Kron reduction technique is presented in this 
section. 
The first step is to build the 60-Hz nodal admittance matrix [Ymatrix] for the entire
network of the form shown in (4.32).  Due to the relative simplicity of constructing the 
[Ymatrix], the details of the formulation process are not provided. 
~ Ymatrix[ ~ V 




















Ymatrix = y y ... y y ......yi1 i2 ii ij in 
y y ............. yn1 n2 nn 
Now consider a system of “n” buses in which “m” buses are considered to have 
“active/dominant” system components connected to them.  Therefore, “n-m” buses are 
considered to be “uninteresting” and no analysis results are sought for these buses.  This 
~ is illustrated in (4.33) where "m" buses are represented as vector I1 in the upper "m" rows 
~ ~ of vector I and "n-m" buses are represented as vector I2 in the lower "n-m" rows of 
~ vector I . The system equations would then be written in matrix form as shown in 
(4.34). 
~  I1 upper "m" rows 























~ ~  I1  V1 ~   [ ]Y [ ]  11 Y12 I = .... =   ....  (4.34)   [ ] [ ]Y  Y~   21 22 ~ I V 2   2 
However, among the "n-m" buses there could also be buses to which generators 
are connected.  As operating machines are represented in Norton form (current sources in 
parallel with a machine impedance), the current injection at nodes to which generators are 
connected will not be zero.  Therefore, even though "g" generator nodes among "n-m"
uninteresting buses are considered to have "weak" system components connected to 
them, these generator nodes must also be sorted up to the top part of the current injection 
~ vector along with the "m" buses. This is represented in (4.35) as vector Ig and are 
~ represented between rows "m+1" and "m+g" of vector I . The bottom part of the current 
~ injection vector I (n-(m+g)) would then have buses about which no electrical
information is sought and all of these nodes must have zero current injection. 
~  I1  upper "m" rows ~ 
~  intermediate rows between "(m +1)" & "(m + g)"I = 
Ig
 ........ ~  lower "(n − m - g)" rowsI = 0 2 
 (4.35) 
The [Ymatrix] is then rearranged and partitioned in such a way that the “n-m-g”
buses to be eliminated by the reduction process are represented on the extreme right-hand 
side of the [Ymatrix] and “(m+g)” buses to be retained are represented on the extreme left-

















7-bus system shown in Figure 4-1. The data used and the processes involved to develop 
a list of buses to which “active/dominant” capacitors are connected are provided in the 
next chapter.  It is noteworthy to re-state that only buses 4 and 5 are considered to have
"active/dominant" system components connected to it.  However, as node 7 is a generator 
bus and because the corresponding entry in the current injection vector is not zero, this 
will be retained as well.  The rearranging process is shown in (4.36). Per unit values of 






y y y y y y y11 12 13 14 15 16 17 
y y y y y y y21 22 23 24 25 26 27 
y y y y y y y31 32 33 34 35 36 37 
y y y y y y ymatrix 41 42 43 44 45 46 47 
y y y y y y y51 52 53 54 55 56 57 
y y y y y y y61 62 63 64 65 66 67 
y y y y y y y71 72 73 74 75 76 77 
y y y y y y y44 45 47 41 42 43 46 
y y y y y y y54 55 57 51 52 53 56 
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73.948i 68.948i











1.046 - -0.025 +  
11.604i 5i
-0.025 +  9.169 -
5i 73.948i
 (4.38) 
The next step is to obtain an equivalent bus admittance matrix [YEQ] which is an
admittance matrix for the power system equivalent with four buses deleted. The equation 
to obtain the [YEQ] matrix is shown in (4.39) and is commonly referred to as the Kron 
reduction formula [44,45].  Per unit values of [YEQ] matrix for the 7-bus system (which 
reduces to 3 buses) are shown in (4.40).  
























0.16903 - 6.7119i 0.074319 + 1.5587i 0.018261 +1.0969i 
0.074319 + 1.5587i 0.22102 - 6.6377i 0.024718 + 1.012i 
0.018261 +1.0969i 0.024718 + 1.012i 0.20114 - 6.166i 
(4.40) 
Once the [YEQ] matrix has been formed, it is desirable to evaluate the values of 
mutual admittance connected between corresponding buses present in the bus list.  This is 
obtained from (4.41). Per unit values of the 3× 3mutual matrix [YMUTUAL] for the 7-bus 
system are shown in (4.42).  
-1[Y ]= −[Y ] [* Y ] *[Y ]  (4.41)MUTUAL ab BB ba 
[YMUTUAL] =
0.12802 + 2.2788i 0.074319 + 1.5587i 0.018261 +1.0969i 
0.074319 + 1.5587i 0.18002 + 2.3431 0.024718 + 1.012i 
0.018261 +1.0969i 0.024718 + 1.012i -8.9594 + 66.782i 
(4.42) 
If the values of the off-diagonal elements are not equal to zero, then an admittance
will have be connected between corresponding buses.  As an example, YMUTUAL(1,2) is 
not equal to zero and an admittance of -YEQ(1,2) will have to be connected between buses 
4 and 5. 
It is also desirable to obtain any equivalent admittance connected between buses 
present in the bus list and the reference.  This can be obtained from (4.43). Matrix
M_yeq represent the total admittance connected between a bus and the reference for the 
overall reduced-order model and is obtained from matrix YEQ. Matrix M_ymatrix represent


















obtained from matrix Ymatrix. Per unit values of the YEQMATRIX for the 7-bus system are 
shown in (4.44). 
YEQMATRIX = [M_yeq ]− [M_ymatrix ]  (4.43) 
YEQMATRIX  = 
0.24561 - 0.06625i 0 0 
0 0.30406 - 0.086903i 0 
0 0 0.22811 - 0.056956i 
(4.44) 
The overall reduced-order network model for the 7-bus system is shown in Figure 
4-5. All elements (as shown in Figure 5-1) connected to buses 4, 5, and 7 will be
modeled in details the rest of the system will be represented by a short circuit equivalent.  
Symbols ZEQ1 (1/YEQ(1,1)), ZEQ2 (1/YEQ(2,2)), and ZEQ3 (1/YEQ(3,3)) represent the 
equivalent impedance connected between bus 4 and reference, bus 5 and reference, and 
bus 7 and reference, respectively.  Symbols Zmutual1 (1/Ymutual(1,2)), Zmutual2 
(1/Ymutua2(1,3)), and Zmutual3 (1/Ymutua3(2,3)) represents the equivalent impedance 
connected between buses 4 and 5, buses 4 and 7, and buses 5 and 7, respectively.  These 
impedances include both the original line impedance between the two buses, and the 
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Figure 4-5.  Short Circuit Equivalents 
Note that this technique is not new. In fact, Kron reduction has been commonly
adopted as a standard tool for network reductions and decompositions.  The challenge in 
creating a high fidelity reduced model lies in the fact even though the size of the model is 
reduced it should still be able to accurately reproduce the circuit behavior over the 
bandwidth of interest (60Hz to 3000Hz).  Based on the basic form of Kron reduction 
discussed in the previous section, even though nodes associated with generators are 
identified as "weak" (from eigen analysis), they are retained in the reduced model.  This 
is because operating machines are represented in Norton form by a current source in
parallel to with an impedance and the current injection associated with them will be non-
zero.  This would in effect, especially for smaller systems, increase the size of the 






application of this work is for larger power system networks where there are tens and 
thousands of load buses and only a few tens generator buses (200-300).  Retaining these 
generator nodes in the reduced order model would still cause a significant savings in 
terms of matrix storage and computer memory requirements. 
Moreover, an ability to determine the exact location(s) where short-circuit 
equivalents need to be applied for the specific purpose of harmonic studies is what makes 
the adoption of this technique unique.  The overall reduced-order model would then 
provide a fundamentally sound alternative to what is presently used for the purposes of 





















OVERALL REDUCED-ORDER NETWORK MODEL
VALIDATION – ONLY "ACTIVE/DOMINANT" CAPACITORS 
Even though a detailed model of complex distribution and transmission networks 
can provide accurate results desired from a harmonic simulation, the cost associated with 
memory requirements, computer run time, measurements, etc. are prohibitive.  A generic
approach that identifies, without loss of accuracy, whether or not to include a particular 
element in a detailed model or to lump the element into a simplifying equivalent was 
proposed in the preceding chapter.  From a harmonic analysis standpoint, the application 
of this methodology to evaluate network boundaries for large power system networks 
around only “active/dominant” capacitors is completely practical and could serve as an 
excellent tool for network modeling.  Moreover, such methods are at present not 
available in the industry.  Results of five sample networks (a 7-bus system and four IEEE
test systems) are provided in this chapter to validate the overall proposed approach. 
Once the smaller subset of buses to which "active/dominant" capacitors are 
connected is accurately identified, the rest of the system that does not contribute to the 
study results can be lumped into a short-circuit equivalent.  Failure to determine this 
"boundary" between system areas modeled in detail and system areas modeled using
simplifying equivalencing may result in misrepresentation of resonance conditions.  
















"external" system) by lumping them into the short-circuit equivalent will also be
discussed using numerous examples.  Frequency scans with and without retaining the 
"weak" contributors in the overall reduced-order network model are also demonstrated.  
Note that simply discarding weak contributors is, in effect, using an open-circuit 
equivalent rather than the short-circuit equivalent that was presented in the previous 
chapter. 
7-BUS TEST SYSTEM
The example 7-bus test system is shown in Figure 5-1 and described by the data 
in Table 5-1 through Table 5-4.  Bus 5 in Figure 5-1 is identified as the location where 
analysis results needs to the obtained.  This selection was made somewhat arbitrarily for 
the purpose of method validation using this example.  All system components present 
inside the circle will have to be modeled in detail.  Table 5-5 provides a list of the net 
capacitances at individual buses.  Results of a detailed eigen analysis using only
“active/dominant” capacitors to create a network boundary for the “external” network is 
provided in this section. 
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Figure 5-1.  An Example 7-bus Network 
Table 5-1. System Parameters Used in the 7-bus System (Base Values 100MVA, 230kV) 
Line R (pu) X (pu) Y (pu) 
1-2 0.01 0.08 0.00025 
1-3 0.03 0.24 0.0004 
2-3 0.05 0.40 0.00055 
6-7 0.005 0.01 0.0 
Table 5-2. Transformer Data Used in the 7-bus System  
Transformer R (pu) X (pu) 
4-1 0.0 0.2 
2-5 0.0 0.2 
3-6 0.0 0.2 
Table 5-3. Load Data Used in the 7-bus System 
From Bus P (MW) Q (MVAR) 
1 10.0 3.0 
3 20.0 4.0 


























Table 5-4. Capacitor Bank Data Used in the 7-bus System 




Table 5-5. Net Capacitance Connected at Individual Buses (7-bus System)
Element From Bus Value (uF) 
C1 5 0.10028 
C2 6 0.00501 
C3 4 0.05010 
C4 1 0.00125 
C5 2 0.00201 
C6 3 0.00276 
For the example system shown in Figure 5-1 only two parallel resonances and one 
series resonance that are within a desired frequency range (60Hz-3000Hz) are considered.  
The damping ratio (ξ), un-damped natural frequency (ωn), and resonant frequency (ωr) 
evaluated using (4.7) and (4.8) for each of these modes are shown in Table 5-6 and Table 
5-7. The units for the frequencies are expressed in radians per second.  Subscripts “p”
and “s” correspond to parallel and series resonances, respectively.
Table 5-6. Parallel Resonances of the Circuit (7-bus System) 
Real Imaginary Damping Un-damped Natural  Resonant 
λ (-ξωn) (ωd) Ratio (ξ) Freq. (ωn) Freq. (ωr) 
λp1=λp2 - 24.837 ± 10023.1i 0.00248 10023.085 10023.024 
























Table 5-7. Series Resonances of the Circuit (7-bus System) 
Real Imaginary Damping Un-damped Natural  Resonant 
λ (-ξωn) (ωd) Ratio (ξ) Freq. (ωn) Freq. (ωr) 
λs1=λs2 - 44.613 ± 9833.17i 0.00454 9833.27 9833.07 
Participations of only capacitor voltages in the modes that lie inside the frequency
range of interest are shown in Table 5-8.  Note, however, that similar rational can also be
used to obtain the participation factors corresponding to other system components.  
Table 5-8. Participation Factors of Only Capacitor Voltages (7-bus System) 
























Once these factors are evaluated, a decision needs to be made regarding the range 
for “significance.”  The criteria that were used (based on personal experience with 
smaller as well as relatively larger systems) to select “significant” activity for the
participation factors are given below. 
• Participation factors for capacitor banks greater than 0.05 are considered 
“significant,” and 
• Participation factors for capacitance of transmission lines and cables greater than 





















Based on the above criteria, values of participation factors that are shown in
italics in Table 5-8 denote significant participation.  The next step is to evaluate the
“dominant” modes within the frequency range of interest.  The dominant modes for the
example system are shown in Table 5-9.  It is clear that the harmonic modes λp1 (=λp2) 
and λp3 (=λp4) will both have to be considered as “dominant.”  All capacitors (C3, and C1) 
that significantly contribute to these modes are preserved inside the boundary.
Table 5-9. Dominant Poles (7-bus System) 
Natural Modes Residue Dominant Capacitors 
(magnitude only)
λp1=λp2 3.447e+5 C3 
λp3=λp4 4.632e+6 C1 
The next step is to generate a list of buses to which “active/dominant” system
components (in this case the capacitors) are connected.  It is around these buses that the 
boundary is generated.  The rationale used during the development of the overall 
reduced-order network model is that all system elements that are connected to buses 
provided inside the bus list are retained.  The rest of the system outside the boundary is 
represented by a short circuit equivalent.  The list of buses and the boundary sketch for 
the given system is shown in Table 5-10 and Figure 5-2, respectively. Based on the basic 
form of Kron reduction discussed in chapter IV, even though elements connected to bus 7 
are "weak" it is retained inside the bus list.  This is because operating machines are 
represented in Norton form by a current source in parallel with an impedance and the 
current injection associated with these nodes will be non-zero.  Bus 7 would therefore 
have to be modeled inside the boundary. 
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Table 5-10. Bus List (7-bus System) 
Bus # Status 
4 Preserved 
5 Preserved 




 Cap bank 
 Cap bank 
 Bus 4 





 Results Sought 
Figure 5-2.  Boundary Selection (7-bus System) 
Once the short circuit equivalent impedances at buses 4, 5, and 7 are calculated 
(described in Chapter IV), the next step is to develop the overall reduced-order network 
model.  The overall reduced-order network model for the 7-bus system (illustrated in 
Figure 5-1) is shown in Figure 5-3.  As the size of the matrix depends on 2N , and N is 














































size and storage of 81.63% ( 1 
 7 
*100) . 
Zmutual  =Zoriginal+Zafter_reduction 
 Bus 5 
 Bus 4 Zmutual1 
ZEQ2ZEQ1
 Cap bank Cap bank
 ZEQ3
 Bus 7 
Zmutual3Zmutual2 
Figure 5-3.  Overall Reduced-Order Model (7-bus System) 
As mentioned in the earlier chapters, frequency scans are often used as a tool to
identify the network’s resonant conditions.  However, this method fails to provide 
insights about the participation of system elements in the resonant modes. However, if 
the full network is known, the validity of any reduced-order model can be directly
verified by frequency scan techniques. It should be emphasized, however, that the 
frequency scans are not used as a part of the overall reduction method formulation. These 







Only "Active" Capacitors 
















 Driving point impedances for a scan at Bus 5 where harmonic analysis results are 
desired (the bus of interest) for the “full” and “reduced” systems shown in Figure 5-1 and 









 In a small system, as is demonstrated by the comparison results in Figure 5-4, it 
might well be that the frequency scan results of the overall reduced-order network model 
poorly match with the results of the original system if capacitors were the only criteria 
used to select a boundary.  However, for larger systems it is more realistic to expect that 
the boundary would include enough damping of the original system so that the errors 
associated with discarding damping in the equivalent would be minor.  Of course, one 



















forming the boundary around “all” active/dominant system components (transmission 
and distribution lines, capacitor banks, loads, etc.) could give a much accurate result than 
forming the boundary using “active/dominant” capacitors.   
Processes required for developing a boundary for the “external” system around all 
“active/dominant” system components are provided in the next chapter.  It is however 
noteworthy to mention here that it also utilizes the same technique used to form a
boundary around only "active/dominant" capacitors and extends the eigen-solution 
algorithm to identify other system components as well.  It will be shown in the next
chapter that the scan results obtained for the original and the overall reduced-order 
network model when the boundary is formed based on all active/dominant system 
components are almost identical for the example system shown in Figure 5-1. 
It is important to realize that the real usefulness of this proposed work is for larger 
power system networks where there are tens and thousands of load buses and where 
computer size and storage becomes an important issue (a need for accurate equivalencing
technique becomes critical).  Moreover, smaller system like the one provided in Figure 5-
1 could be easily modeled in details (no equivalencing used).  In essence, a complete 
step-by-step validation of the proposed method could only be documented using smaller 
systems. 
 IEEE TEST SYSTEMS 
Generation of a list of buses to which “active/dominant” capacitors are connected 
and the development of a boundary around these buses will be illustrated in this section 























The data used and the details of the identification processes involved are provided in the 
Appendices. Appendices A, B, C, and D provide information on the IEEE 14, 57, 118, 
and 300 bus systems, respectively.
IEEE 14-bus System
Processes required to identify “active/dominant” capacitors are demonstrated in 
Appendix A.  The starting point here is the bus list shown in Table 5-11. It is around 
these buses that the boundary is generated.  The rationale used during the development of 
the overall reduced-order network model is that all system elements that are connected to
buses provided inside the bus list are retained.  The rest of the system outside the 
boundary is represented by an equivalent. Based on the basic form of Kron reduction 
discussed in chapter IV, even though elements connected to buses 6 and 8 are "weak" it is
retained inside the bus list.  This is because operating machines are represented in Norton 
form by a current source in parallel with an impedance and the current injection 
associated with these nodes will be non-zero.  Buses 6and 8 would therefore have to be 









Table 5-11. Bus List (IEEE 14-bus System) 







6 "Weak" Generator Bus Preserved 
8 "Weak" Generator Bus Preserved 
Figure 5-5 illustrates a collection of buses that will have to be preserved inside the
boundary.  The boundary sketch for this example is however not shown.  Those buses 





































Figure 5-5.  Buses Preserved Inside the Boundary (IEEE 14-bus System) 
Once short circuit equivalent impedances are calculated, the overall reduced-order 
network model, shown in Figure 5-6, can be constructed.  Symbols ZEQ1 and ZEQ2 
represent the equivalent impedances connected between buses 6 and reference and 9 and 
reference, respectively. Symbols Zmutual1, Zmutual2, Zmutual3, and Zmutual4 represent the 
equivalent impedances connected between buses 4 and 8, buses 4 and 9, buses 6 and 9, 






















impedance between the two buses, and the equivalent impedance introduced in the 
reduction process.  As the size of the matrix depends on N2 , and N is reduced from 14 to 
8 buses in the overall reduced-order model, this 1) reduced the size of the system model 


























Figure 5-6.  Overall Reduced-Order Model (IEEE 14-bus System) 
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  The validity of the overall reduced-order model (shown in Figure 5-6) is then 
evaluated by comparing the frequency scan results with the original network illustrated in 
Appendix A (Figure A-1).  Driving point impedances for a scan at Bus 3 (the bus of 
interest) for the “full” and “reduced” systems are shown in Figure 5-7.  Clearly these 
results are comparable.  Note here that the frequency scans are used only for result 
validation and are not a part of method development. 
 
 
Only "Active" Capacitors 
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Figure 5-7.  Comparison of “Full” and “Reduced” System Frequency Response  
(IEEE 14-bus System) 
 
 
The next step is to illustrate the importance of applying an equivalencing 
technique to derive the overall reduced-order network model.  The difference between the 
“open-circuit” reduced-order model (illustrated in Figure 5-8) and the “overall” reduced-
order model (illustrated in Figure 5-6) is that the equivalent impedances calculated from 
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(4.33)-(4.36), (4.39), (4.41), and (4.43) were not used in the "open-circuit" reduced-order 

























Figure 5-8.  “Open-Circuit” Reduced-Order Network Model (IEEE 14-bus System) 
Scan results for the "open-circuit" reduced order model and the "original" network 
are shown in Figure 5-9.  Clearly the frequency scan results of the “open-circuit”
reduced-order model poorly matches the original network because damping of the 
original network was not preserved.  Moreover, this difference was not due to the fact 
that the criteria used to select the boundary was based on only “active/dominant”
capacitors. A similar mismatch would result if the boundary selection were to be based 
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on all “active/dominant” system components.  These results will be demonstrated in the 
next chapter.  A closer match would be obtained if the range for "significance" were 
changed such that more elements were included in the open-circuit reduced network 
model.  However, the size of the reduced model would increase.  A trade-off between 
accuracy and size of the overall reduced-order network model is clearly required. 
 
 
Figure 5-9.  Comparison of “Full” and “Open-Circuit Reduced Order” System Frequency 
Response (IEEE 14-bus System) 
 
 
5.2.2. IEEE 57-bus System 
Processes required to identify “active/dominant” capacitors for the 57-bus system 
are demonstrated in Appendix B.  The starting point here is the bus list shown in Table 
5-12. It is around these buses that the boundary is generated.  The rationale used during 
















that are connected to buses provided inside the bus list are retained.  The rest of the 
system outside the boundary is represented by an equivalent. 
Table 5-12. Bus List (IEEE 57-bus System) 
Bus # Status Bus # Status 
1 Preserved 18 Preserved 
2 Preserved 23 Preserved 
3 Preserved 24 Preserved 
4 Preserved 25 Preserved 
5 Preserved 34 Preserved 
6 Preserved 35 Preserved 
7 Preserved 36 Preserved 
8 Preserved 37 Preserved 
9 Preserved 38 Preserved 
10 Preserved 44 Preserved 
11 Preserved 47 Preserved 
12 Preserved 48 Preserved 
13 Preserved 49 Preserved 




Figure 5-10 illustrates a collection of buses that will have to be preserved inside
the boundary.  However, the boundary sketch for this example is not shown.  Those buses 
marked by "X" are associated with "weak" contributors and are therefore combined into
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Once short-circuit equivalent impedances at buses provided in Table 5-12 are 
calculated, the overall reduced-order network model can be constructed.  As the size of 
the matrix depends on N2 , and N is reduced from 57 to 31 buses in the overall reduced-
order model, this 1) reduced the size of the system model by 45.61% (26/57*100) and 2) 






The validity of the overall reduced-order model is then evaluated by comparing
the frequency scan results with the original network illustrated in Appendix B (Figure B-
1). Driving point impedances for a scan at Bus 15 (the bus of interest) for the “full” and 
















Only "Active" Capacitors 













Figure 5-11.  Comparison of “Full” and “Reduced” System Frequency Response 
 (IEEE 57-bus System) 
 
 
 The importance of applying an equivalencing technique to derive the overall 
reduced-order network model is illustrated in Figure 5-12.  The difference between the 
“open-circuit” reduced-order model and the “overall” reduced-order model is that the 
equivalent impedances calculated from (4.33)-(4.36), (4.39), (4.41), and (4.43) were not 
used in the "open-circuit" reduced-order network model.  Clearly the frequency scan 
results of the “open-circuit” reduced-order model poorly match the original network.  
Moreover, this difference was not due to the fact that the criteria used to select the 
boundary was based on only “active/dominant” capacitors.  Similar mismatch will result 
if the boundary selection were to be based on all “active/dominant” system components.  
These results will be demonstrated in the next chapter.  A closer match would result if the 




















open-circuit reduced network model, but the size of the reduced model would increase.  
Use of the open-circuit equivalent, therefore, requires a trade-off between accuracy and 




Figure 5-12.  Comparison of “Full” and “Open-Circuit Reduced Order” System 
Frequency Response (IEEE 57-bus System) 
 
 
5.2.3. IEEE 118-bus System 
Processes required to identify “active/dominant” capacitors are demonstrated in 
Appendix C.  The starting point is a bus list shown in Table 5-13.  The rationale used 
during the development of the overall reduced-order network model is that all system 
elements that are connected to buses provided in the bus list are retained.  The rest of the 
system outside the boundary is represented by an equivalent.  Based on the basic form of 

























though elements connected to these buses are identified as "weak") are also retained 
inside the bus list.  This is because operating machines are represented in Norton form by
a current source in parallel with an impedance and the current injection associated with
these nodes will be non-zero. These are marked as "Weak Generator Bus Preserved" in 
Table 5-13. 









1 Preserved 30 Preserved 63 Preserved 36 Weak Generator Bus Preserved 
2 Preserved 31 Preserved 64 Preserved 61 Weak Generator Bus Preserved 
3 Preserved 32 Preserved 65 Preserved 62 Weak Generator Bus Preserved 
4 Preserved 33 Preserved 68 Preserved 66 Weak Generator Bus Preserved 
5 Preserved 34 Preserved 69 Preserved 73 Weak Generator Bus Preserved 
6 Preserved 38 Preserved 70 Preserved 76 Weak Generator Bus Preserved 
8 Preserved 39 Preserved 71 Preserved 91 Weak Generator Bus Preserved 
9 Preserved 40 Preserved 72 Preserved 99 Weak Generator Bus Preserved 
10 Preserved 41 Preserved 74 Preserved 103 Weak Generator Bus Preserved 
11 Preserved 42 Preserved 75 Preserved 104 Weak Generator Bus Preserved 
12 Preserved 43 Preserved 77 Preserved 105 Weak Generator Bus Preserved 
13 Preserved 44 Preserved 79 Preserved 107 Weak Generator Bus Preserved 
14 Preserved 45 Preserved 80 Preserved 111 Weak Generator Bus Preserved 
15 Preserved 46 Preserved 81 Preserved 112 Weak Generator Bus Preserved 
16 Preserved 47 Preserved 83 Preserved 116 Weak Generator Bus Preserved 
17 Preserved 48 Preserved 85 Preserved 
18 Preserved 49 Preserved 86 Preserved 
19 Preserved 50 Preserved 87 Preserved 
20 Preserved 51 Preserved 89 Preserved 
21 Preserved 52 Preserved 90 Preserved 
22 Preserved 53 Preserved 92 Preserved 
23 Preserved 54 Preserved 94 Preserved 
24 Preserved 55 Preserved 96 Preserved 
25 Preserved 56 Preserved 100 Preserved 
26 Preserved 57 Preserved 110 Preserved 
27 Preserved 58 Preserved 113 Preserved 






Figure 5-13 illustrates the collection of buses that will have to be preserved inside
the boundary.  However, the boundary sketch for this example is not shown.  Those buses 
marked by "X" are associated with "weak" contributors and therefore combined into the 





































































































































































































































































Figure 5-13.  Buses Preserved Inside the Boundary (IEEE 118-bus System) 
Only "Active" Capacitors 
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Once short-circuit equivalent impedances at buses provided in Table 5-13 are 
calculated, the overall reduced-order network model can be developed.  As the size of the 
matrix depends on N2 , and N is reduced from 118 to 96 buses in the overall reduced-
order model, this 1) reduced the size of the system model by 18.65% (22/1118*100) and 







The validity of the overall reduced-order model is then evaluated by comparing 
the frequency scan results with the original network illustrated in Appendix C (Figure C-
1).  Driving point impedances for a scan at Bus 1 (the bus of interest) for the “full” and 











Figure 5-14.  Comparison of “Full” and “Reduced” System Frequency Response  
(IEEE 118-bus System) 
104 
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 The importance of applying an equivalencing technique to derive the overall 
reduced-order network model is illustrated in Figure 5-15.  The difference between the 
“open-circuit” reduced-order model and the “overall” reduced-order model is that the 
equivalent impedances calculated from (4.33)-(4.36), (4.39), (4.41), and (4.43) were not 
used.  Clearly the frequency scan results of the “open-circuit” reduced-order model 
poorly match the original network.  A closer match would result if the range for 
"significance" were changed such that more elements were included in the open-circuit 
reduced network model but the size of the reduced model would however increase.  
Using the open-circuit equivalents, therefore, requires a trade-off between accuracy and 
size of the reduced-order network model. 
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Figure 5-15.  Comparison of “Full” and “Open-Circuit Reduced Order” System 




































Due to the significant size of this system processes required to identify the
"active/dominant" capacitors are not provided in Appendix D. The starting point here is 
the bus list shown in Table 5-14. It is around these buses that the boundary will be 
generated.  Moreover, the graphical illustration of the boundary sketch is also not 
provided. Based on the basic form of Kron reduction discussed in chapter IV, busses to 
which generators are connected (even though elements connected to these buses are 
identified as "weak") are also retained inside the bus list. This is because operating
machines are represented in Norton form by a current source in parallel with an 
impedance and the current injection associated with these nodes will be non-zero.  These 
























4 Preserve 114 Preserve 203 Preserved 206 Weak Bus Retain 
16 Preserve 115 Preserve 205 Preserved 209 Weak Bus Retain 
18 Preserve 119 Preserve 207 Preserved 212 Weak Bus Retain 
20 Preserve 120 Preserve 208 Preserved 215 Weak Bus Retain 
22 Preserve 121 Preserve 210 Preserved 218 Weak Bus Retain 
23 Preserve 122 Preserve 211 Preserved 220 Weak Bus Retain 
24 Preserve 124 Preserve 213 Preserved 221 Weak Bus Retain 
25 Preserve 125 Preserve 214 Preserved 222 Weak Bus Retain 
26 Preserve 126 Preserve 216 Preserved 247 Weak Bus Retain 
31 Preserve 128 Preserve 217 Preserved 248 Weak Bus Retain 
33 Preserve 131 Preserve 231 Preserved 249 Weak Bus Retain 
36 Preserve 132 Preserve 232 Preserved 250 Weak Bus Retain 
39 Preserve 134 Preserve 237 Preserved 251 Weak Bus Retain 
40 Preserve 137 Preserve 239 Preserved 252 Weak Bus Retain 
43 Preserve 139 Preserve 240 Preserved 253 Weak Bus Retain 
44 Preserve 140 Preserve 242 Preserved 254 Weak Bus Retain 
45 Preserve 142 Preserve 268 Preserved 255 Weak Bus Retain 
48 Preserve 143 Preserve 283 Preserved 256 Weak Bus Retain 
49 Preserve 144 Preserve 8 Weak Bus Retain 257 Weak Bus Retain 
50 Preserve 151 Preserve 10 Weak Bus Retain 258 Weak Bus Retain 
52 Preserve 152 Preserve 19 Weak Bus Retain 259 Weak Bus Retain 
54 Preserve 158 Preserve 63 Weak Bus Retain 260 Weak Bus Retain 
55 Preserve 163 Preserve 69 Weak Bus Retain 261 Weak Bus Retain 
56 Preserve 164 Preserve 76 Weak Bus Retain 262 Weak Bus Retain 
57 Preserve 169 Preserve 77 Weak Bus Retain 263 Weak Bus Retain 
58 Preserve 173 Preserve 80 Weak Bus Retain 264 Weak Bus Retain 
59 Preserve 174 Preserve 88 Weak Bus Retain 265 Weak Bus Retain 
60 Preserve 177 Preserve 98 Weak Bus Retain 266 Weak Bus Retain 
62 Preserve 179 Preserve 103 Weak Bus Retain 267 Weak Bus Retain 
64 Preserve 182 Preserve 104 Weak Bus Retain 294 Weak Bus Retain 
66 Preserve 189 Preserve 117 Weak Bus Retain 295 Weak Bus Retain 
67 Preserve 190 Preserve 135 Weak Bus Retain 296 Weak Bus Retain 
68 Preserve 193 Preserve 149 Weak Bus Retain 
71 Preserve 194 Preserve 150 Weak Bus Retain 
72 Preserve 195 Preserve 155 Weak Bus Retain 
102 Preserve 196 Preserve 156 Weak Bus Retain 
105 Preserve 197 Preserve 165 Weak Bus Retain 
108 Preserve 198 Preserve 166 Weak Bus Retain 
109 Preserve 199 Preserve 170 Weak Bus Retain 
111 Preserve 200 Preserve 192 Weak Bus Retain 
113 Preserve 202 Preserve 201 Weak Bus Retain 
108  
Once short-circuit equivalent impedances at buses provided in Table 5-14 are 
calculated, the overall reduced-order network model can be constructed.  As the size of 
the matrix depends on N2 , and N is reduced from 332 to 100 buses in the overall 
reduced-order model, this 1) reduced the size of the system model by 48.33% 







The validity of the reduced-order model is then evaluated by comparing the 
frequency scan results with the original network illustrated in Appendix D (Figure D-1).  
Driving point impedances for a scan at bus 210 (the bus of interest) for the “full” and 
“reduced” systems are shown in Figure 5-16.  Clearly these results are comparable. 
 
 
























0 5 10 15 20 25 30 35 40 45 50 
Frequency H (pu) 
 
 
Figure 5-16.  Comparison of “Full” and “Reduced” System Frequency Response  
(IEEE 300-bus System) 
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 The importance of applying an equivalencing technique to derive the overall 
reduced-order network model is illustrated in Figure 5-17.  The difference between the 
“open-circuit” reduced-order model and the “overall” reduced-order model is that the 
equivalent impedances calculated from (4.33)-(4.36), (4.39), (4.41), and (4.43) were not 
used in the "open-circuit" reduced-order network model. 
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Figure 5-17.  Comparison of “Full” and “Open-Circuit Reduced Order” System 
Frequency Response (IEEE 300-bus System) 
 
 
The frequency scan results in Figure 5-17 indicate that as the size of the system 
increases, the results obtained for the “open-circuit” reduced-order model become 
comparable to those obtained using the "overall" reduced-order model based on short-
circuit equivalents (shown in Figure 5-16).  Table 5-15 summarizes the results of five 














size and storage) and percentage reduction that could be achieved using the proposed 
approach (only "active/dominant" capacitors).  
Table 5-15. Percentage Reduction – A Statistical Comparison 
Test Systems System Size N System Size N Net Reduction Net Saving
Original Reduced Model (%) (%) 
7-bus 7 3 57.14 81.63 
IEEE 14-bus 14 8 42.86 67.35 
IEEE 57-bus 57 31 45.61 70.42 
IEEE 118-bus 118 96 18.65 33.81 
IEEE 300-bus 300 155 48.33 73.31 
Clearly a significant reduction can be achieved making it a fundamentally sound 
alternative to what is presently used for the purposes of network equivalencing and model 
reduction. A more accurate approach to ascertain the extent of network modeling could 
be determined by identifying buses with other system components that are 



















OVERALL REDUCED-ORDER NETWORK MODEL
VALIDATION – ALL "ACTIVE/DOMINANT" ELEMENTS 
A more realistic and practical process to ascertain a boundary around the 
“active/dominant” capacitors for power system networks was first proposed in Chapter V.  
The key to such an approach lies in the development of a methodology that can 
accurately identify buses to which “active/dominant” capacitors are connected.  Once a 
boundary around these buses is formed, the rest of the “external” system is then
represented by a short circuit equivalent.   
Forming a boundary using “active/dominant” capacitors for any particular power 
system network might be incorrect.  This concept was demonstrated from the comparison 
results in Figure 5-4 where, if capacitors were the only criteria used to select the 
boundary, the frequency scan results of the overall reduced-order model poorly matched 
the results of the original network.  However, for larger systems it is more realistic to 
expect that the system inside the boundary would include enough damping of the original 
system so that the errors associated with discarding components in the equivalent would 
be minor. This reduction in error was demonstrated in the results of the IEEE test 
systems shown in Chapter V.  Of course large systems could exist where this is not the 

















(transmission and distribution lines, capacitor banks, loads, etc.) would be more 
appropriate. 
The approach presented in this chapter extends the eigen-solution algorithm to 
identify other "active/dominant" system components as well.  All the step-by-step 
procedures that were used in the previous chapters to identify the “dominant” capacitors 
are also used to identify other "dominant" system components.  Once such an 
identification process is formalized, the two final steps required for the development of 
the overall reduced-order model are as follows: 
• Identify all buses to which system components (capacitors and inductors that 
correspond to transmission lines, capacitor banks, transformers, and loads) that 
“actively” participate in the harmonic modes of interest are connected.  “Weak”
contributors need not be preserved. 
• Use the same equivalencing technique described in chapter IV to develop the 
overall reduced-order network model such that the overall damping of the original 
network is preserved. 
EXAMPLE SYSTEMS
Five sample networks (a 7-bus system and four IEEE test systems) are used
throughout this chapter to illustrate the approaches required for method development.  
Recall that the results of the capacitor identification algorithm were already provided in 
the previous chapter and in Appendices A through D.  The results obtained by applying
the two additional procedures proposed in the preceding section for developing the 
overall reduced-order network model are the focus of this chapter. 
113 
7-bus Test System 
The 7-bus test system is shown in Figure 6-1 and described by the data provided 
in Table 5-1 through Table 5-5.  The values of eigenvectors and participation factors 
associated with capacitor voltages that correspond to the harmonic modes of interest are 
provided in Table 5-6 through Table 5-8. 
Bus 1
 Cap bank 
 Cap bank




























Figure 6-1.  An Example 7-bus System 
Only the values of participation factors of linearly independent inductors that 
correspond to other system components (loads, transmission lines, transformers, etc.) are 
provided in Table 6-1. From the algorithm that was proposed for state space formulation 
it was found that none of the states (inductors of transmission lines, transformers, and 

















Table 6-1. Participation Factors of Other System Components (7-bus System) 
Elements Connection λp1=λp2 λp3=λp4 λs1=λs2 
L1 m/c Imp @4 0.26091 0.040482 0.29003 
L2 m/c Imp @7 0.0049608 0.0097614 0.0078227 
L3 m/c Imp @5 0.0098345 0.28577 0 
L4 Line 1-2 0.028577 0.0043039 0.023817 
L5 Line 1-3 0.0067673 0.0037481 0.0083698 
L6 Line 2-3 0.00014241 0.0058899 3.45E-06 
L7 Cable 6-7 0.0049608 0.0097614 0.0078227 
L8 Xfmr 4-1 0.12278 0.0011643 0.11394 
L9 Xfmr 5-2 0.050514 0.089538 0.027987 
L10 Xfmr 6-3 0.0025421 0.0062935 0.0040767 
L11 Load @1 0.0034886 0.0047323 0.0050179 
L12 Load @3 0.003436 0.0071736 0.0054506 
L13 Load @2 0.0065189 0.043888 0.014061 
Once the participation factors are calculated, a decision has to be made regarding
the range for “significance.” It should be noted however that the basis for this selection 
is dependent on the size of the network. Higher values of the "significance" criteria 
would cause fewer buses to be included inside the boundary.  However, for very large 
power systems setting a higher range for “significance” might be adequate to preserve the 
overall damping of the system.  The criteria that were used (based on experience with
smaller as well as larger systems) to select “significant” activity for the participation 
factors for other system elements are:
• Participation factors for transmission line inductances greater than 0.02 are 
considered “significant,” and 













Based on these criteria, values of participation factors that are shown in italics in 
Table 6-1 denote "significant" participation.  The criteria that were used (based on 
experience) to select “significant” participation for power-factor correction capacitors 
and transmission line susceptances are similar to that used during the “active/dominant”
capacitor only identification process in chapter V.
The next step is to generate a list of buses to which all “active/dominant” system
components are connected.  It is around these buses that the boundary is generated.  The 
rationale used during the development of the overall reduced-order network model is that 
all system elements that are connected to buses provided inside the bus list are to be 
retained. The rest of the system outside the boundary is represented by an equivalent.  
The list of buses is shown in Table 6-2. Based on the basic form of Kron reduction 
discussed in chapter IV, even though elements connected to bus 7 are "weak" it is 
retained inside the bus list.  This is because operating machines are represented in Norton 
form by a current source in parallel with an impedance and the current injection 
associated with these nodes will be non-zero.  Bus 7 would therefore have to be modeled 
inside the boundary. 
Table 6-2. Bus List (7-bus System) 





7 Weak Generator Bus Preserved 
116 
Figure 6-2 illustrates the collection of buses that will have to be preserved inside 
the boundary.  However, the boundary sketch is not shown.  Those buses marked by "X" 






















    










Figure 6-2.  Buses to the Retained (7-bus System)
Once the short circuit equivalent impedances at buses 1,2, and 7 are determined, 
the overall reduced-order network model shown in Figure 6-3 can be developed.  
Symbols ZEQ1, ZEQ2, and ZEQ3 represent the equivalent impedances connected between 
bus 1 and reference, bus 2 and reference, and bus 7 and reference, respectively.  Symbol 
Zmutual1, Zmutual2, and Zmutual3 represents the equivalent impedance (after reduction 
techniques are applied) connected between buses 1 and 2.  Zmutual1 represent the net
impedance that is connected between buses 1 and 2, buses 1 and 7, and 2 and 7, 
respectively.  These impedances include both the original line impedance between buses, 
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Cap bank 
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 Cap bank 
Figure 6-3.  Overall Reduced-Order Model (7-bus System) 
Clearly, using the "all system components" approach results in more buses are 
retained inside the boundary thereby increasing the size of the overall reduced-order 
network model. As the size of the matrix depends on N2 , and N is now reduced from 7 
to 5 buses in the overall reduced-order model, this 1) reduced the size of the system 






retained using the "only active/dominant capacitors" approach.  The net percentage
reduction and net saving (in terms of matrix size and storage) that could be achieved 
using the "only active/dominant capacitors" were 57.14% and 81.63%, respectively.
If the full network is known, the validity of any reduced-order model can be
verified using frequency scan techniques as was done in the previous chapter.  Driving
point impedances for a scan at Bus 5 (the bus of interest) for the “full” and “reduced”
systems (based on the "all components" approach) shown in Figure 6-1 and Figure 6-3, 
respectively, are shown in Figure 6-4.  Clearly the frequency scan results are comparable.  
5 

storage of 48.98% 

( 1 *100) . Recall that only three buses (4, 5, and 7) were 
7 
118  
For comparison, the frequency scan results (mentioned in Chapter V) for the "full" and 
"reduced" system based on the "capacitor only" approach are repeated in Figure 6-5.  For 
smaller systems, the boundary around all “active/dominant” system components clearly 
provides much better results as compared to the case when the boundary was developed 
around only “active/dominant” capacitors. 
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 The importance of applying an equivalencing technique (short-circuit equivalents) 
to derive the overall reduced-order network model is illustrated in this section.  The 
difference between the “open-circuit” reduced-order model (illustrated in Figure 6-6) and 
the “overall” reduced-order model (illustrated in Figure 6-3) is that the equivalent 
impedances calculated from (4.33)-(4.36), (4.39), (4.41), and (4.43) were not used in the 
"open-circuit" reduced-order network model.  The weak contributors (which form the 
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Figure 6-6.  “Open-Circuit” Reduced-Order Network Model (7-bus System) 
 
 
Scan results for the open-circuit equivalents are shown in Figure 6-7.  Clearly the 




All "Active" System Components 

















0 5 10 15 20 25 30 35 40 45 50 
Frequency H (pu) 
 
 
Figure 6-7.  Comparison of “Full” and “Open-Circuit Reduced-Order" System Frequency 












































The IEEE 14-bus test system is shown in Figure A-1 and described by the data 
provided in Appendix A.  The values of eigenvectors and participation factors of 
capacitors that correspond to the harmonic modes of interest are also provided in 
Appendix A.  Only the values of participation factors of linearly independent inductors 
that correspond to other system components (loads, transmission lines, transformers, etc.) 




































Table 6-3. Participation Factors of Other System Components – Parallel Resonance
(IEEE 14-bus System) 
Elements
(Connection) λp1=λp2 λp3=λp4 λp5=λp6 λp7=λp8 λp9=λp10 λp11=λp12 
L (1-gnd.) 0.0001 0.0305 0.0007 0.0298 0.1017 0.0226 
L (2-gnd.) 0.0000 0.0179 0.0017 0.0073 0.0995 0.0256 
L (3-gnd.) 0.0006 0.0052 0.0796 0.0272 0.0360 0.0149 
L (1-2) 0.0008 0.3215 0.0153 0.0258 0.0002 0.0003 
L (2-3) 0.0004 0.0429 0.0585 0.0634 0.0171 0.0018 
L (2-4) 0.0301 0.0203 0.0153 0.0730 0.0085 0.0054 
L (1-5) 0.0131 0.0231 0.0140 0.1045 0.0021 0.0038 
L (2-5) 0.0129 0.0252 0.0422 0.0743 0.0022 0.0036 
L (3-4) 0.0392 0.0062 0.1489 0.0000 0.0023 0.0138 
L (4-5) 0.3432 0.0010 0.0271 0.0007 0.0088 0.0010 
L (7-9) 0.0002 0.0000 0.0002 0.0012 0.0224 0.1898 
L (10-11) 0.0000 0.0000 0.0001 0.0003 0.0072 0.0829 
L (12-13) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
L (13-14) 0.0000 0.0000 0.0001 0.0002 0.0046 0.00496 
L (5-6) 0.0067 0.0001 0.0126 0.0163 0.0476 0.0052 
L (4-7) 0.0174 0.0000 0.0040 0.0203 0.0501 0.0333 
L (4-9) 0.0093 0.0000 0.0023 0.0117 0.0415 0.0412 
L (2-gnd.) 0.0000 0.0018 0.0002 0.0007 0.0098 0.0025 
L (3-gnd.) 0.0006 0.0049 0.0747 0.0253 0.0299 0.0095 
L (4-gnd.) 0.0273 0.0000 0.0053 0.0254 0.0293 0.0134 
L (5-gnd.) 0.0009 0.0000 0.0016 0.0021 0.0049 0.0024 
L (6-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0005 
L (9-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0016 0.0412 
L (10-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0003 0.0105 
L (11-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0005 
L (12-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0011 
L (13-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0014 





















Table 6-4. Participation Factors of Other System Components  - Series Resonance 
(IEEE 14-bus System) 
Elements
(Connection) λs1=λs2 λs3=λs4 λs5=λs6 λs7=λs8 λs9=λs10 
L (1-gnd.) 0.0001 0.0336 0.0194 0.1027 0.0100 
L (2-gnd.) 0.0000 0.0187 0.0068 0.0878 0.0102 
L (3-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0000 
L (1-2) 0.0010 0.3465 0.0109 0.0020 0.0000 
L (2-3) 0.0000 0.0189 0.0069 0.0888 0.0104 
L (2-4) 0.0309 0.0213 0.0832 0.0114 0.0054 
L (1-5) 0.0139 0.0203 0.1183 0.0039 0.0033 
L (2-5) 0.0131 0.0331 0.1080 0.0020 0.0040 
L (3-4) 0.0298 0.0000 0.0414 0.0468 0.0339 
L (4-5) 0.3512 0.0051 0.0068 0.0164 0.0005 
L (7-9) 0.0002 0.0000 0.0015 0.0106 0.2009 
L (10-11) 0.0000 0.0000 0.0004 0.0035 0.0845 
L (12-13) 0.0000 0.0000 0.0000 0.0000 0.0000 
L (13-14) 0.0000 0.0000 0.0003 0.0023 0.00509 
L (5-6) 0.0070 0.0006 0.0285 0.0401 0.0040 
L (4-7) 0.0175 0.0000 0.0254 0.0341 0.0302 
L (4-9) 0.0094 0.0000 0.0146 0.0255 0.0534 
L (2-gnd.) 0.0000 0.0019 0.0007 0.0086 0.0010 
L (3-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0000 
L (4-gnd.) 0.0275 0.0000 0.0322 0.0235 0.0077 
L (5-gnd.) 0.0009 0.0001 0.0036 0.0044 0.0013 
L (6-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0004 
L (9-gnd.) 0.0000 0.0000 0.0000 0.0006 0.0401 
L (10-gnd.) 0.0000 0.0000 0.0000 0.0001 0.0101 
L (11-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0005 
L (12-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0009 
L (13-gnd.) 0.0000 0.0000 0.0000 0.0000 0.0012 
L (14-gnd.) 0.0000 0.0000 0.0000 0.0001 0.0182 
Once the participation factors are calculated, a decision has to be made regarding
the range for “significance.”  The criteria that were used are the same as those used in the 
identification process for the 7-bus system.  Based on these criteria, values of 
participation factors that are shown in italics in Table 6-3 and Table 6-4 denote 
"significant" participation. The list of buses to be retained and the collection of buses 
 
 









around which the boundary sketch will have to be formed are shown in Table 6-5 and 
Figure 6-8, respectively.  Those buses marked by "X" are associated with "weak" 
contributors and are therefore combined into the equivalent.  Again, the bus of interest 
was chosen arbitrarily as bus 3. 
Table 6-5. Bus List (IEEE 14-bus System) 
From Bus Status From Bus Status 
1 Preserved 8 Preserved 
2 Preserved 9 Preserved 
3 Preserved 10 Preserved 


































Figure 6-8.  Buses Preserved Inside the Boundary (IEEE 14-bus System) 
Once the equivalent impedances have been calculated, the overall reduced-order 
network model, shown in Figure 6-9 can be constructed.  Symbols ZEQ1 and ZEQ2 





















and reference, respectively.  Symbol Zmutual1 represents the equivalent impedance 












Figure 6-9.  Overall Reduced-Order Model (IEEE 14-bus System) 
Clearly, using the "all system components" approach results in more buses are 














network model. As the size of the matrix depends on N2 , and N is now reduced from 14 
to 10 buses in the overall reduced-order model, this 1) reduced the size of the system 






the "only active/dominant capacitors" approach.  The net percentage reduction and net 
saving (in terms of matrix size and storage) that could be achieved using the "only
active/dominant capacitors" were 42.86% and 67.35%, respectively.
Driving point impedances for a scan at Bus 3 (the bus of interest) for the “full”






storage of 48.98% ( 1 

*100) . Recall that only eight buses were retained using
14 
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Figure 6-10.  Comparison of “Full” and “Reduced" System Frequency Response  





   
  
























The IEEE 57-bus test system is shown in Figure B-1 and described by the data 
provided in Appendix B.  The values of eigenvectors and participation factors of 
capacitors that correspond to the harmonic modes of interest are also provided in 
Appendix B.  Given the significant length of these lists, details of individual values of 
participation factors of linearly independent inductors that correspond to other system 
components (loads, transmission lines, transformers, etc.) are not shown.  The starting
point here, therefore, is a bus list shown in Table 6-6.  It is around these buses that the 
boundary will be generated.  Clearly, more buses are included in this approach as 
compared to the one that uses only “active/dominant” capacitors to form the boundary
(shown in Table 5-12).  Shown in Figure 6-11 is a collection of buses that will have to be
preserved inside the boundary.  The boundary sketch for this example is however not 

















Table 6-6. Bus List (IEEE 57-bus System) 
Bus # Status Bus # Status Bus # Status 
1 Preserved 20 Preserved 45 Preserved 
2 Preserved 21 Preserved 47 Preserved 
3 Preserved 22 Preserved 48 Preserved 
4 Preserved 23 Preserved 49 Preserved 
5 Preserved 24 Preserved 50 Preserved 
6 Preserved 25 Preserved 51 Preserved 
7 Preserved 26 Preserved 52 Preserved 
8 Preserved 27 Preserved 53 Preserved 
9 Preserved 28 Preserved 54 Preserved 
10 Preserved 29 Preserved 55 Preserved 
11 Preserved 30 Preserved 
12 Preserved 31 Preserved 
13 Preserved 32 Preserved 
14 Preserved 34 Preserved 
15 Preserved 35 Preserved 
16 Preserved 36 Preserved 
17 Preserved 37 Preserved 
18 Preserved 38 Preserved 









Figure 6-11.  Buses Preserved Inside the Boundary (IEEE 57-bus System) 
Once the equivalent impedances have been calculated, the overall reduced-order 
network model can be constructed.  Clearly, using the "all system components" approach 
 
 












results in more buses are retained inside the boundary thereby increasing the size of the 
overall reduced-order network model.  As the size of the matrix depends on N2 , and N is 
now reduced from 57 to 48 buses in the overall reduced-order model, this 1) reduced the 






retained using the "only active/dominant capacitors" approach.  The net percentage
reduction and net saving (in terms of matrix size and storage) that could be achieved 
using the "only active/dominant capacitors" were 45.61% and 70.42%, respectively.


The validity of the reduced-order model is then evaluated by comparing the
frequency scan results with the original network illustrated in Appendix B (Figure B-1).  
Driving point impedances for a scan at Bus 15 (the bus of interest) for the “full” and 
“reduced” systems using the "all system components" approach are shown in Figure 
6-12. Clearly these results are comparable and provide much more accurate results 
relative to the case where the boundary was formed around only “active/dominant”
capacitors (which are shown in Figure 6-13).  However, a tradeoff between accuracy and 
size of the reduced network is, however, required to select the "best" representative 
approach. Statistical comparisons between these approaches in terms of accuracy (least 
percentage error) will be provided in the next chapter. 
48 

matrix size and storage of 29.09% ( 1 

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Figure 6-12.  Comparison of “Full” and “Reduced" System Frequency Response  
(IEEE 57-bus System) 
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Figure 6-13.  Comparison of “Full” and “Reduced" System Frequency Response  


















The impacts of not applying the short-circuit equivalencing technique to derive 
the overall reduced-order network model are illustrated in Figure 6-14. Clearly the 
frequency scan results of the “open-circuit” reduced-order model poorly match results 
from the original network. 
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Figure 6-14.  Comparison of “Full” and “Open-Circuit Reduced-Order" System
Frequency Response (IEEE 57-bus System) 
IEEE 118-bus System
The IEEE 118-bus test system is shown in Figure C-1. The data for this system is 
also provided in Appendix C. Given the significant 1) details involved to identify
“active/dominant” system components and 2) length of the bus list, details of these are 
not provided. The same line of reasoning applies for not including the boundary sketches 
 
 













for this example system in the document.  Only the validity of the overall reduced-order 
model for both these test systems is shown in this section. 
It is, however, noteworthy to mention that 101 buses are retained.  Clearly, using
the "all system components" approach results in more buses are retained inside the 
boundary thereby increasing the size of the overall reduced-order network model.  As the 
size of the matrix depends on N2 , and N is now reduced from 155 to 92 buses in the 
overall reduced-order model, this 1) reduced the size of the system model by 14.41% 






active/dominant capacitors" approach.  The net percentage reduction and net saving (in 
terms of matrix size and storage) that could be achieved using the "only active/dominant 
capacitors" were 18.65% and 33.81%, respectively.
Driving point impedances for a scan at Bus 1 (the bus of interest) of the IEEE 


118-bus system for the “full” and “reduced” systems (using the short circuit equivalent 
technique) are shown in Figure 6-15.  Scan results obtained using "only active/dominant 
capacitors" approach is provided in Figure 6-16.  Clearly scan results obtained using "all 
active/dominant system components" are comparable and provide much more accurate 
results than those where the boundary was formed around only “active/dominant”
capacitors.  Results obtained using "open-circuit" equivalents are not shown.  It has been 
already established that the results obtained from the "open-circuit" reduced-order models 
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Figure 6-15.  Comparison of “Full” and “Reduced" System Frequency Response  
(IEEE 118-bus System) 
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Figure 6-16.  Comparison of “Full” and “Reduced" System Frequency Response  





   
 
 




   







The IEEE 300-bus test system is shown in Figure D-1. The data for this system is 
also provided in Appendix D. Given the significant 1) details involved to identify
“active/dominant” system components and 2) length of the bus list, details of these are 
not provided. The same line of reasoning applies for not including the boundary sketches 
for this example system in the document.  Only the validity of the overall reduced-order 
model for both these test systems is shown in this section. 
It is, however, noteworthy to mention that 185 buses are retained.  Clearly, using
the "all system components" approach results in more buses are retained inside the 
boundary thereby increasing the size of the overall reduced-order network model.  As the 
size of the matrix depends on N2 , and N is now reduced from 300 to 147 buses in the 
overall reduced-order model, this 1) reduced the size of the system model by 38.33% 







active/dominant capacitors" approach.  The net percentage reduction and net saving (in 
terms of matrix size and storage) that could be achieved using the "only active/dominant 
capacitors" were 48.33% and 73.31%, respectively.
Driving point impedances for a scan at Bus 210 (the bus of interest) of the IEEE
300-bus system for the “full” and “reduced” systems (using the short circuit equivalent 
technique) are shown in Figure 6-17.  Scan results obtained using "only active/dominant 
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Figure 6-17.  Comparison of “Full” and “Reduced" System Frequency Response  
(IEEE 300-bus System) 
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Figure 6-18.  Comparison of “Full” and “Reduced" System Frequency Response  
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Clearly scan results obtained using "all active/dominant system components" are 
comparable and provide much more accurate results than those where the boundary was 
formed around only “active/dominant” capacitors.  Results obtained using "open-circuit"
equivalents are not shown.  It has been already established that the results obtained from 
the "open-circuit" reduced-order models (using either "only active/dominant capacitors"
or "all system components") would not be accurate. 
Table 6-7 summarizes the results of five sample systems in terms in percentage 
saving in computer memory requirements (matrix size and storage) and percentage
reduction that could be achieved using the proposed approach (only "active/dominant"
capacitors).  Statistical comparisons of these two approaches will be provided in the next
chapter. 
Table 6-7. Percentage Reduction – A Statistical Comparison 
Test Systems Matrix Size N – Matrix Size N – Net Reduction Net Saving
Before Reduction After Reduction (%) (%) 
7-bus 7 5 28.57 48.98 
IEEE 14-bus 14 10 28.57 48.98 
IEEE 57-bus 57 48 15.79 29.09 
IEEE 118-bus 118 101 14.41 26.74 
























MODELING ERRORS – A COMPARISON 
Comparisons between the two approaches, namely
1. using only “active/dominant” capacitors and 
2. using all “active/dominant” system components
are provided in this chapter.  The example systems used for this purpose include the IEEE 
57, 118, and 300 bus test systems.  The percentage difference between the driving-point 
impedance of the original and the driving-point impedance of the overall reduced-order 
system for the two approaches at a particular frequency “i” is evaluated as shown in (7.1). 
Symbols DPI_OR and DPI_RD represent the driving point impedances of the “original”
network and the overall reduced-order network, respectively.  Symbol P_ER at a 
particular frequency “i” represents the percentage error at each frequency.
(DPI_OR − DPI_RDi )i(% error)i = P_ERi = *100  (7.1)DPI_ORi 
A typical range over which harmonic analysis is performed is between 60 and 
3000 Hz.  The average percentage difference evaluated over this range is shown in (7.2).  
For the examples considered in this chapter, 2941 data points spread out between H=1 













   
7.1. 
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approach provides a measure of the total modeling error for the proposed technique over 
this frequency range.  Values of the maximum percentage error and the frequency at 




i =1(% average error) = *100 
n
 (7.2) 
n =#of data points 
COMPARISON – "ONLY CAPACITORS" AND "ALL ELEMENTS" 
As mentioned in Chapters V and VI, two approaches can be used to derive the 
reduced-order network model (using short-circuit equivalents).  The next step is to 
evaluate the errors associated with each model.  The comparisons for the IEEE 57, 118, 
and 300 bus systems are provided in this section. 
Note that the accuracy of the proposed approaches (expressed in terms of average 
percentage error) is directly related to the 1) criteria chosen to select "significant" activity
for the participation factors, and 2) topological properties of the network.  For instance, 
participation factor for capacitor banks greater then 0.05 was proposed throughout this 
document to denote "significant" activity. If a criterion lower than 0.05 is used, this 
could increase the accuracy of the overall "reduced-order" model (reduce the average 
percentage error).  Of course, one could also have a system where this is not the case.  A 
tradeoff between the accuracy (least average percentage error) and size of the reduced 
network model (number of buses in the "external" system that will have to be modeled in 

















A graphical comparison between the frequency scan results of the reduced models 
obtained using the two approaches (short-circuit equivalents) and the original network, is 
shown in Figure 7-1.  A more detailed comparison using (7.1) and (7.2) is provided in 
Table 7.1. The actual values of driving-point impedances at which the maximum 
percentage error occurs are provided in Table 7-2. It is clear that the results obtained 
using all “active/dominant” elements are more accurate (based on average percentage
error) than the number obtained using only “active/dominant” capacitors.  However, the 
number of elements that will be preserved inside the boundary using the all
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Reduced Network (All "Active" Elements) 
Figure 7-1.  Comparisons – A Graphical Representation (IEEE 57-bus System) 
Table 7-1. Error Comparisons (IEEE 57-bus System) 
 Only “active/dominant” All “active/dominant”
capacitors elements
Average (%) Error 4.118 0.858 
Maximum (%) 
Error 41.656 @H=38.7167 13.152 @H=38.6167 
Table 7-2. Actual Raw Data (Driving Point Impedances in SI Units) At Which 
Maximum Percentage Error Occurs (IEEE 57-bus System) 
 Only “active/dominant” capacitors All “active/dominant” elements
Original Network 86.0064 @H=38.7167 60.332 @H=38.6167 
Reduced Network 50.18 @H=38.7167 52.3974 @H=38.6167 
Graphical comparisons between the frequency scan results of the overall reduced-
order models obtained using 1) the two approaches proposed in this research, 2) original 
network, and 3) the distance-based approach, are provided in Figure 7-2 through Figure 
Original Network Proposed Approach ("Only Dominant" Capacitors) 
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7-4. It is assumed that if a distance-based approach was used then the extent of network 
modeling could be ascertained by counting (for example either 3 or 4 or 5) bus levels 




Figure 7-2.  Comparisons with Distance Approaches – Case 1 
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Original Network Proposed Approach ("Only Dominant" Capacitors) 












Figure 7-3.  Comparisons with Distance Approaches – Case 2 




Figure 7-4.  Comparisons with Distance Approaches – Case 3 

















The results obtained here suggests that the distance-based approaches 1) include 
unimportant device models that are at a similar distance as the sensitive elements from 
the source and 2) fails to include one or more system components located far away that 
can still contribute significantly to the major resonance modes.  Clearly, the average
percentage errors in all the three cases are higher as compared to that obtained from the 
approaches proposed in this research.  Even though the size of the network is expanded 
iteratively from the central buses at which harmonic analysis results are sought, the 
distance approach failed to include one or more system components located far away
which contributed significantly to the major resonance modes present in the system. 
IEEE 118-bus System
A graphical comparison between the frequency scan results of the reduced models 
obtained using the two approaches (short-circuit equivalents) and the original network, is 
shown in Figure 7-5.  A more detailed comparison using (7.1) and (7.2) is provided in 
Table 7.3. The actual values of driving-point impedances at which the maximum 
percentage error occurs are provided in Table 7-4. It is clear that the results obtained 
using all “active/dominant” elements are more accurate (based on average percentage
error) than those obtained using only “active/dominant” capacitors.  However, the 
number of elements that will be preserved inside the boundary using the all
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Original Network Reduced Network (Only "Active" Capacitors) 
Reduced Network (All "Active" Elements) 
Figure 7-5.  Comparisons – A Graphical Representation (IEEE 118-bus System) 
Table 7-3. Error Comparisons (IEEE 118-bus System) 
 Only “active/dominant” All “active/dominant”
capacitors elements
Average (%) Error 8.027 1.695 
Maximum (%) Error 154.954 @H=22.3833 31.165 @H=17.7333 
Table 7-4. Actual Raw Data (Driving Point Impedances in SI Units) At Which 
Maximum Percentage Error Occurs (IEEE 118-bus System) 
 Only “active/dominant” All “active/dominant”
capacitors elements
Original Network 233.638 @H=22.3833 125.088 @H=17.7333 
Reduced Network 595.669 @H=22.3833 86.1037 @H=17.7333 
IEEE 300-bus System
A graphical comparison between the frequency scan results of the reduced models 
















shown in Figure 7-6.  A more detailed comparison using (7.1) and (7.2) is provided in 
Table 7.5. The actual values of driving-point impedances at which the maximum 
percentage error occurs are provided in Table 7-6. It is clear that the results obtained 
using all “active/dominant” elements are more accurate (based on average percentage
error) than those obtained using only “active/dominant” capacitors.  However, the 
number of elements that will be preserved inside the boundary using the all
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Table 7-5. Error Comparisons (IEEE 300-bus System) 
 Only “active/dominant” All “active/dominant”
capacitors elements
Average (%) Error 4.145 2.167 
Maximum (%) Error 57.382 @H=11.1667 38.337 @H=15.2833 
Table 7-6. Actual Raw Data (Driving Point Impedances in SI Units) At Which 
Maximum Percentage Error Occurs (IEEE 300-bus System) 
 Only “active/dominant” All “active/dominant”
capacitors elements
Original Network 0.125249 0.214714 





















From a harmonic analysis standpoint, it is not possible to model a large 
transmission and distribution network in detail due to computer time and memory
limitations.  However, a major difficulty faced by engineers engaged in analyzing and 
solving harmonic problems is "how far" and "to what extent" is detailed modeling of 
complex distribution and transmission networks necessary.  Beginning the study with a 
regional network map with an intent to perform a detailed harmonic study for a certain 
location, the first question that comes up is how far out in the system should detailed 
modeling of individual devices (transmission lines, loads, transformers, capacitor banks, 
etc) be done.  The reason why this is extremely important is because system components 
that will affect the frequency response characteristics in the specific location should not 
be missed or poorly modeled.   
Realistic procedures to identify whether to include a particular element in a
detailed model or to lump the element into a simplifying equivalent are yet to be
developed in the industry.  Two new computer-oriented approaches that use eigen 
analysis techniques to identify the boundary (between system areas to be modeled in 
detail and those represented by equivalents) using 1) only “active/dominant” capacitors 
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These methods were based on 1) the development of general forms of linearly
independent state equations, 2) calculations of poles, zeros, dominant poles, eigenvectors, 
and participation factors, 3) generation of a bus list around which a boundary of the 
“external” system can be formed, and 4) the development of the overall reduced-order 
network model. The key concept was that not all elements present in the “external”
system will participate in the resonant harmonic modes and those that do not participate
could be lumped using a simplifying equivalent. 
The overall benefits offered by each of these approaches are summarized as 
follows: 
• Helps in providing an accurate configuration and model for the “external”
network based on the participation of system components in the harmonic modes 
of interest, 
• Helps in preserving the overall damping of the original system fairly well, 
• Able to decreases the size of the network by representing the “weak” contributors 
by a simplified short circuit equivalent, and 
• Provides a modular technique to network modeling.
Evaluations using multiple recognized test systems repeatedly demonstrated the
overall effectiveness of the technique described in this dissertation.  Achieving these 
objectives from either one of the two methods can be economically attractive.  In short, 
the work described in this dissertation is a fundamentally sound alternative for the 
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SYSTEM DATA AND EIGEN ANALYSIS RESULTS  























This section is intended to provide system data for the IEEE 14-bus system that is 
used throughout the document to validate the proposed approaches.  Moreover, results of 
a detailed eigen analysis using "only active/dominant" capacitors are also provided. 
The IEEE 14-bus test system is shown in Figure A-1 and described by the data in 































Table A-1. System Parameters (Base Values 100MVA, 100kV) 
Number From Bus To Bus R (pu) X (pu) Yc (pu) 
1 0 1 0 0.2000 0 
2 0 2 0 0.2000 0 
3 0 3 0 0.2000 0 
4 0 6 0 0.2000 0 
5 0 8 0 0.2000 0 
6 1 2 0.0194 0.0592 0.0528 
7 2 3 0.0470 0.1980 0.0438 
8 2 4 0.0581 0.1763 0.0374 
9 1 5 0.0540 0.2230 0.0492 
10 2 5 0.0570 0.1739 0.0340 
11 3 4 0.0670 0.1710 0.0346 
12 4 5 0.0134 0.0421 0.0128 
13 7 8 0 0.1761 0 
14 7 9 0 0.1100 0 
15 9 10 0.0318 0.0845 0 
16 6 11 0.0950 0.1989 0 
17 6 12 0.1229 0.2558 0 
18 6 13 0.0662 0.1303 0 
19 9 14 0.1271 0.2704 0 
20 10 11 0.0821 0.1921 0 
21 12 13 0.2209 0.1999 0 
22 13 14 0.1709 0.3480 0 
Table A-2. Transformer Data 
Number From Bus To Bus R (pu) X (pu) 
1 5 6 0 0.2520 
2 4 7 0 0.2091 
















Table A-3. Load Data 
Number From Bus P (MW) Q (MVAR) 
1 2 21.70 12.70 
2 3 94.20 19.00 
3 4 47.80 3.90 
4 5 7.60 1.60 
5 6 11.20 7.50 
6 9 29.50 16.60 
7 10 9.00 5.80 
8 11 3.50 1.80 
9 12 6.10 1.60 
10 13 13.50 5.80 
11 14 14.90 5.00 
Table A-4. Data for Capacitor Bank 
From Bus Q (MVAR) 
9 19.0 
Table A-5. Net Capacitance Connected At Individual Buses 
Element From Bus Value (uF) 
C1 9 5.0399 
C2 1 1.3528 
C3 2 2.2282 
C4 3 1.0398 
C5 4 1.1247 
C6 5 1.2732 
For the example system shown in Figure A-1, six parallel resonances and five 
series resonances that are within the desired frequency range (60Hz-3000Hz) are 
considered. The damping ratio (ξ), un-damped natural frequency (ωn), and resonant 
frequency (ωr) evaluated using (4.7) and (4.8) for each of these modes are shown in 
Tables A-6 and A-7.  The units for the frequencies are expressed in radians per second.  


































Table A-6. Parallel Resonances (poles) 
Real Imaginary Damping Un-damped Natural  Resonant 
λ (-ξωn) (ωd) Ratio (ξ) Freq. (ωn) Freq. (ωr) 
λp1=λp2 - 181.476 ± 14571i 0.012454 14572 14570 
λp3=λp4 - 62.633 ± 10423i 0.006009 10423 10423 
λp5=λp6 - 206.615 ± 8805.7i 0.023457 8808.1 8803.3 
λp7=λp8 - 202.543 ± 7896.9i 0.02564 7899.5 7894.4 
λp9=λp10 - 204.482 ± 4029i 0.050687 4034.2 4023.8 
λp11=λp12 - 153.017 ± 2349.2i 0.065 2354.1 2344.2 
Table A-7. Series Resonances (zeros) 
Real Imaginary Damping Un-damped Natural  Resonant 
λ (-ξωn) (ωd) Ratio (ξ) Freq. (ωn) Freq. (ωr) 
λs1=λs2 - 181.341 ± 14507i 0.012499 14509 14506 
λs3=λs4 - 55.026 ± 10316i 0.0053338 10316 10316 
λs5=λs6 - 196.790 ± 8100.5i 0.024287 8102.9 8098.1 
λs7=λs8 - 139.718 ± 4467.6i 0.031258 4469.8 4465.5 
λs9=λs10 - 112.751 ± 2427.8i 0.046392 2430.4 2425.2 
A.1. Identification Process Using Only “Active/dominant” Capacitors 
Participation factors corresponding to only the capacitors that participate in the 
modes that lie inside the frequency range of interest are shown in Tables A-8 and A-9.   
Table A-8. Participation Factors of Only Capacitor Voltages – Parallel Resonance






























































Table A-9. Participation Factors of Only Capacitor Voltages – Series Resonance 































Once these factors were evaluated, a decision was made regarding the range for 
“significance.”  The criteria that is used is exactly the same to the one used in the 
identification process for the 7-bus system shown in Chapter V.  Based on this criterion, 
values of participation factors that are shown in italics in Tables A-8 and A-9 denote 
"significant" participation.  The dominant modes for the example system are shown in 
Table A-10. It is clear that all the capacitors (C1 through C6) will have to be preserved 
inside the boundary. 
Table A-10. Dominant Poles 
Natural Modes Residue Dominant Capacitors 
(Magnitude Only) 
λ1=λ2 6501.3 C5 and C6 
λ3=λ4 30139 C2, C3, and C4 
λ5=λ6 3.28E+05 C3, C4, C5, and C6 
λ7=λ8 89978 C2, C3, C4, C5, and C6 
λ9=λ10 31048 C1, C2, C3, C4, C5, and C6 









































SYSTEM DATA AND EIGEN ANALYSIS RESULTS  












This section is intended to provide system data for the IEEE 57-bus system that is 
used throughout the document to validate the proposed approaches.  Moreover, results of 
a detailed eigen analysis using "only active/dominant" capacitors are also provided.   
The IEEE 57-bus test system is shown in Figure B-1 and described by the data in 
Tables B-1 through B-4.  Table B-5 provides a list of the net capacitances at individual 
buses. 






Table B-1. System Parameters (Base Values 100MVA, 100kV) 
Number From Bus To Bus R (pu) X (pu) Yc (pu) 
1 0 1 0 0.2000 0 
2 0 2 0 0.2000 0 
3 0 3 0 0.2000 0 
4 0 6 0 0.2000 0 
5 0 8 0 0.2000 0 
6 0 9 0 0.2000 0 
7 0 12 0 0.2000 0 
8 2 1 0.0083 0.0280 0.1290 
9 3 2 0.0298 0.0850 0.0818 
10 4 3 0.0112 0.0366 0.0380 
11 5 4 0.0625 0.1320 0.0258 
12 6 4 0.0430 0.1480 0.0348 
13 7 6 0.0200 0.1020 0.0276 
14 8 6 0.0339 0.1730 0.0470 
15 9 8 0.0099 0.0505 0.0548 
16 10 9 0.0369 0.1679 0.0440 
17 11 9 0.0258 0.0848 0.0218 
18 12 9 0.0648 0.2950 0.0772 
19 13 9 0.0481 0.1580 0.0406 
20 14 13 0.0132 0.0434 0.0110 
21 15 13 0.0269 0.0869 0.0230 
22 15 1 0.0178 0.0910 0.0988 
23 16 1 0.0454 0.2060 0.0546 
24 17 1 0.0238 0.1080 0.0286 
25 15 3 0.0162 0.0530 0.0544 
26 6 5 0.0302 0.0641 0.0124 
27 8 7 0.0139 0.0712 0.0194 
28 12 10 0.0277 0.1262 0.0328 
29 13 11 0.0223 0.0732 0.0188 
30 13 12 0.0178 0.0580 0.0604 
31 16 12 0.0180 0.0813 0.0216 
32 17 12 0.0397 0.1790 0.0476 
33 15 14 0.0171 0.0547 0.0148 
34 19 18 0.4610 0.6850 0 
35 20 19 0.2830 0.4340 0 
36 22 21 0.0736 0.1170 0 
37 23 22 0.0099 0.0152 0 
38 24 23 0.1660 0.2560 0.0084 
39 27 26 0.1650 0.2540 0 
40 28 27 0.0618 0.0954 0 
41 29 28 0.0418 0.0587 0 




























































































































































































Table B-2. Transformer Data 
Number From To R (pu) X (pu) 
1 4 18 0 0.5550 
2 4 18 0 0.4300 
3 21 20 0 0.7767 
4 24 25 0 1.1820 
5 24 25 0 1.2300 
6 24 26 0 0.0473 
7 7 29 0 0.0648 
8 34 32 0 0.9530 
9 11 41 0 0.7490 
10 15 45 0 0.1042 
11 14 46 0 0.0735 
12 10 51 0 0.0712 
13 13 49 0 0.1910 
14 11 43 0 0.1530 
15 40 56 0 1.1950 
16 39 57 0 1.3550 






Table B-3. Load Data 
Number From Bus P (MW) Q (MVAR) 
1 1 55.0 17.0 
2 2 3.0 88.0 
3 3 41.0 21.0 
4 5 13.0 4.0 
5 6 75.0 2.0 
6 8 150.0 22.0 
7 9 121.0 26.0 
8 10 5.0 2.0 
9 12 377.0 24.0 
10 13 18.0 2.3 
11 14 10.5 5.3 
12 15 22.0 5.0 
13 16 43.0 3.0 
14 17 42.0 8.0 
15 18 27.2 9.8 
16 19 3.3 0.6 
17 20 2.3 1.0 
18 23 6.3 2.1 
19 25 6.3 3.2 
20 27 9.3 0.5 
21 28 4.6 2.3 
22 29 17.0 2.6 
23 30 3.6 1.8 
24 31 5.8 2.9 
25 32 1.6 0.8 
26 33 3.8 1.9 
27 35 6.0 3.0 
28 38 14.0 7.0 
29 41 6.3 3.0 
30 42 7.1 4.4 
31 43 2.0 1.0 
32 44 12.0 1.8 
33 47 29.7 11.6 
34 49 18.0 8.5 
35 50 21.0 10.5 
36 51 18.0 5.3 
37 52 4.9 2.2 
38 53 20.0 10.0 
39 54 4.1 1.4 
40 55 6.8 3.4 
41 56 7.6 2.2 










Table B-4. Data for Capacitor Banks  




Table B-5. Net Capacitance Connected At Individual Buses  
Element From Bus Value (uF) 
C1 18 2.6526 
C2 25 1.5650 
C3 53 1.6711 
C4 2 2.7958 
C5 1 4.1248 
C6 3 2.3104 
C7 4 1.3077 
C8 5 0.5066 
C9 6 1.6154 
C10 7 0.6234 
C11 8 1.6075 
C12 9 3.1619 
C13 10 1.0186 
C14 11 0.5385 
C15 12 3.1778 
C16 13 2.0398 
C17 14 0.3422 
C18 15 2.5332 
C19 16 1.0106 
C20 17 1.0106 
C21 24 0.1114 
C22 23 0.1114 
C23 35 0.0637 
C24 34 0.0424 
C25 36 0.0212 
C26 38 0.0928 
C27 37 0.0265 
C28 44 0.0796 
C29 47 0.0424 
C30 46 0.0424 
C31 49 0.1035 
C32 48 0.0637 






































For the example system shown in Figure B-1, twenty-one parallel resonances and 
twenty series resonances that are within the desired frequency range (60Hz-3000Hz)
were considered. The damping ratio (ξ), un-damped natural frequency (ωn), and resonant 
frequency (ωr) evaluated using (4.7) and (4.8) for each of these modes are shown in 
Tables B-6 and B-7.  The units for the frequencies are expressed in radians per second.  
Subscripts “p” and “s” correspond to parallel and series resonances respectively.
Table B-6. Parallel Resonances (poles)  
Damping Damped Natural Un-damped Natural  Resonant 
λ Ratio (ξ) Freq. (ωd) Freq. (ωn) Freq. (ωr) 
λp1=λp2 0.0071139 17914 17915 17914 
λp3=λp4 0.010572 14983 14984 14983 
λp5=λp6 0.0057504 14610 14611 14610 
λp7=λp8 0.01083 14262 14262 14261 
λp9=λp10 0.016864 13562 13564 13560 
λp11=λp12 0.060838 11967 11989 11944 
λp13=λp14 0.031924 11596 11602 11590 
λp15=λp16 0.013603 10649 10650 10648 
λp17=λp18 0.028033 10350 10355 10346 
λp19=λp20 0.01408 10238 10239 10237 
λp21=λp22 0.044242 8916.2 8924.9 8907.4 
λp23=λp24 0.09299 8204.3 8240 8168.5 
λp25=λp26 0.014636 7950.4 7951.3 7949.5 
λp27=λp28 0.050769 8045.6 8056 8035.2 
λp29=λp30 0.051456 6659.4 6668.2 6650.5 
λp31=λp32 0.12789 6294.6 6346.7 6242 
λp33=λp34 0.078003 5185.8 5201.6 5169.9 
λp35=λp36 0.083121 3482.6 3494.7 3470.5 
λp37=λp38 0.10351 3188.2 3205.4 3170.9 
λp39=λp40 0.082348 2474.8 2483.2 2466.3 





































Table B-7. Series Resonances (zeros) 
Damping Damped Natural Un-damped Natural  Resonant 
λ Ratio (ξ) (ωd) Freq. (ωn) Freq. (ωr) 
λs1=λs2 0.0071539 17855 17855 17854 
λs3=λs4 0.010552 14980 14981 14980 
λs5=λs6 0.0058328 14471 14472 14471 
λs7=λs8 0.010808 14260 14261 14260 
λs9=λs10 0.018038 13492 13494 13490 
λs11=λs12 0.071274 11980 12011 11950 
λs13=λs14 0.024096 11159 11163 11156 
λs15=λs16 0.012155 10465 10466 10464 
λs17=λs18 0.027411 10420 10424 10416 
λs19=λs20 0.028961 9200.8 9204.7 9197 
λs21=λs22 0.039045 8448.8 8455.2 8442.3 
λs23=λs24 0.080212 8149.3 8175.6 8122.9 
λs25=λs26 0.057775 8066.9 8080.4 8053.4 
λs27=λs28 0.034234 7854.8 7859.4 7850.2 
λs29=λs30 0.1236 6183 6230.7 6134.8 
λs31=λs32 0.11682 5313.3 5350 5276.5 
λs33=λs34 0.052117 4376.2 4382.1 4370.2 
λs35=λs36 0.071173 3235.8 3244 3227.5 
λs37=λs38 0.051906 2560.5 2563.9 2557 
λs39=λs40 0.053511 2098.3 2101.3 2095.2 
B.1. Identification Process Using Only “Active/dominant” Capacitors 
The next step is to evaluate the participation factors corresponding to only the 
capacitors shown in Table B-5.  Given the significant length of these lists, individual 
values corresponding to the modes selected in Tables B-6 and B-7 are however not 





















Table B-8. “Active/dominant” Capacitor List 
Element Status Element Status 
C1 active C18 active 
C2 active C19 active 
C3 active C20 active 
C4 active C21 active 
C5 active C22 active 
C6 active C23 active 
C7 active C24 active 
C8 active C25 active 
C9 active C26 active 
C10 active C27 active 
C11 active C28 active 
C12 active C29 active 
C13 active C30 weak 
C14 active C31 active 
C15 active C32 active 
C16 active C33 weak 
C17 active 
The criteria that is used to choose a range for “significant” participation is exactly
the same to the one used in the identification process for the 7-bus system shown in 
Chapter V.  The dominant modes for the example system are shown in Table B-9.  
Clearly modes λp3(=λp4) and λp7(=λp8) can be discarded.  Capacitors that significantly
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Table B-9. Dominant Poles 
Residue Residue 
λ (Magnitude Only) λ (Magnitude Only) 
λp1=λp2  1798.8 λp23=λp24  2461.7 
λp3=λp4  181.96 λp25=λp26  5247.9 
λp5=λp6  6757.7 λp27=λp28  762.41 
λp7=λp8  44.553 λp29=λp30  55675 
λp9=λp10  3767 λp31=λp32  10118 
λp11=λp12  15904 λp33=λp34  6878.8 
λp13=λp14  48217 λp35=λp36  21003 
λp15=λp16  17980 λp37=λp38  10561 
λp17=λp18  11756 λp39=λp40  4174.5 
λp19=λp20  35409 λp41=λp41  894.94 
























































This section is intended to provide system data for the IEEE 118-bus system that 
is used throughout the document to validate the proposed approaches.  Moreover, results 
of a detailed eigen analysis using "only active/dominant" capacitors are also provided. 
The IEEE 118-bus test system is shown in Figure C-1 and described by the data in 
Tables C-1 through C-4.  Table C-5 provides a list of the net capacitances at individual 
buses. 





Table C-1. System Parameters (Base Values 100MVA, 100kV) 
Number From Bus To Bus R (pu) X (pu) Yc (pu) 
1 0 1 0 0.2000 0 
2 0 4 0 0.2000 0 
3 0 6 0 0.2000 0 
4 0 8 0 0.2000 0 
5 0 10 0 0.2000 0 
6 0 12 0 0.2000 0 
7 0 15 0 0.2000 0 
8 0 18 0 0.2000 0 
9 0 19 0 0.2000 0 
10 0 24 0 0.2000 0 
11 0 25 0 0.2000 0 
12 0 26 0 0.2000 0 
13 0 27 0 0.2000 0 
14 0 31 0 0.2000 0 
15 0 32 0 0.2000 0 
16 0 34 0 0.2000 0 
17 0 36 0 0.2000 0 
18 0 40 0 0.2000 0 
19 0 42 0 0.2000 0 
20 0 46 0 0.2000 0 
21 0 49 0 0.2000 0 
22 0 54 0 0.2000 0 
23 0 55 0 0.2000 0 
24 0 56 0 0.2000 0 
25 0 59 0 0.2000 0 
26 0 61 0 0.2000 0 
27 0 62 0 0.2000 0 
28 0 65 0 0.2000 0 
29 0 66 0 0.2000 0 
30 0 69 0 0.2000 0 
31 0 70 0 0.2000 0 
32 0 72 0 0.2000 0 
33 0 73 0 0.2000 0 
34 0 74 0 0.2000 0 
35 0 76 0 0.2000 0 
36 0 77 0 0.2000 0 
37 0 80 0 0.2000 0 
38 0 85 0 0.2000 0 
39 0 87 0 0.2000 0 
40 0 89 0 0.2000 0 
41 0 90 0 0.2000 0 
42 0 91 0 0.2000 0 


















































0 99 0 0.2000 0 
0 100 0 0.2000 0 
0 103 0 0.2000 0 
0 104 0 0.2000 0 
0 105 0 0.2000 0 
0 107 0 0.2000 0 
0 110 0 0.2000 0 
0 111 0 0.2000 0 
0 112 0 0.2000 0 
0 113 0 0.2000 0 
0 116 0 0.2000 0 
2 1 0.0303 0.0999 0.0254 
3 1 0.0129 0.0424 0.0108 
5 4 0.0018 0.0080 0.0021 
5 3 0.0241 0.1080 0.0284 
6 5 0.0119 0.0540 0.0143 
7 6 0.0046 0.0208 0.0055 
9 8 0.0024 0.0305 1.1620 
10 9 0.0026 0.0322 1.2300 
11 4 0.0209 0.0688 0.0175 
11 5 0.0203 0.0682 0.0174 
12 11 0.0060 0.0196 0.0050 
12 2 0.0187 0.0616 0.0157 
12 3 0.0484 0.1600 0.0406 
12 7 0.0086 0.0340 0.0087 
13 11 0.0223 0.0731 0.0188 
14 12 0.0215 0.0707 0.0182 
15 13 0.0744 0.2444 0.0627 
15 14 0.0595 0.1950 0.0502 
16 12 0.0212 0.0834 0.0214 
17 15 0.0132 0.0437 0.0444 
17 16 0.0454 0.1801 0.0466 
18 17 0.0123 0.0505 0.0130 
19 18 0.0112 0.0493 0.0114 
20 19 0.0252 0.1170 0.0298 
19 15 0.0120 0.0394 0.0101 
21 20 0.0183 0.0849 0.0216 
22 21 0.0209 0.0970 0.0246 
23 22 0.0342 0.1590 0.0404 
24 23 0.0135 0.0492 0.0498 
25 23 0.0156 0.0800 0.0864 
27 25 0.0318 0.1630 0.1764 
28 27 0.0191 0.0855 0.0216 
29 28 0.0237 0.0943 0.0238 
30 8 0.0043 0.0504 0.5140 


















































31 17 0.0474 0.1563 0.0399 
31 29 0.0108 0.0331 0.0083 
32 23 0.0317 0.1153 0.1173 
32 31 0.0298 0.0985 0.0251 
32 27 0.0229 0.0755 0.0193 
33 15 0.0380 0.1244 0.0319 
34 19 0.0752 0.2470 0.0632 
36 35 0.0022 0.0102 0.0027 
37 35 0.0110 0.0497 0.0132 
37 33 0.0415 0.1420 0.0366 
36 34 0.0087 0.0268 0.0057 
37 34 0.0026 0.0094 0.0098 
39 37 0.0321 0.1060 0.0270 
40 37 0.0593 0.1680 0.0420 
38 30 0.0046 0.0540 0.4220 
40 39 0.0184 0.0605 0.0155 
41 40 0.0145 0.0487 0.0122 
42 40 0.0555 0.1830 0.0466 
42 41 0.0410 0.1350 0.0344 
44 43 0.0608 0.2454 0.0607 
43 34 0.0413 0.1681 0.0423 
45 44 0.0224 0.0901 0.0224 
46 45 0.0400 0.1356 0.0332 
47 46 0.0380 0.1270 0.0316 
48 46 0.0601 0.1890 0.0472 
49 47 0.0191 0.0625 0.0160 
49 42 0.0715 0.3230 0.0860 
49 42 0.0715 0.3230 0.0860 
49 45 0.0684 0.1860 0.0444 
49 48 0.0179 0.0505 0.0126 
50 49 0.0267 0.0752 0.0187 
51 49 0.0486 0.1370 0.0342 
52 51 0.0203 0.0588 0.0140 
53 52 0.0405 0.1635 0.0406 
54 53 0.0263 0.1220 0.0310 
54 49 0.0730 0.2890 0.0738 
54 49 0.0869 0.2910 0.0730 
55 54 0.0169 0.0707 0.0202 
56 54 0.0028 0.0096 0.0073 
56 55 0.0049 0.0151 0.0037 
57 56 0.0343 0.0966 0.0242 
57 50 0.0474 0.1340 0.0332 
58 56 0.0343 0.0966 0.0242 
58 51 0.0255 0.0719 0.0179 
59 54 0.0503 0.2293 0.0598 























































59 56 0.0803 0.2390 0.0536 
59 55 0.0474 0.2158 0.0565 
60 59 0.0317 0.1450 0.0376 
61 59 0.0328 0.1500 0.0388 
61 60 0.0026 0.0135 0.0146 
62 60 0.0123 0.0561 0.0147 
62 61 0.0082 0.0376 0.0098 
64 63 0.0017 0.0200 0.2160 
65 38 0.0090 0.0986 1.0460 
64 0.0027 0.0302 0.3800 
66 49 0.0180 0.0919 0.0248 
66 49 0.0180 0.0919 0.0248 
66 62 0.0482 0.2180 0.0578 
67 62 0.0258 0.1170 0.0310 
67 66 0.0224 0.1015 0.0268 
68 65 0.0014 0.0160 0.6380 
69 47 0.0844 0.2778 0.0709 
69 49 0.0985 0.3240 0.0828 
69 0.0300 0.1270 0.1220 
70 24 0.0022 0.4115 0.1020 
71 70 0.0088 0.0355 0.0088 
72 24 0.0488 0.1960 0.0488 
72 71 0.0446 0.1800 0.0444 
73 71 0.0087 0.0454 0.0118 
74 70 0.0401 0.1323 0.0337 
70 0.0428 0.1410 0.0360 
75 69 0.0405 0.1220 0.1240 
75 74 0.0123 0.0406 0.0103 
77 76 0.0444 0.1480 0.0368 
77 69 0.0309 0.1010 0.1038 
77 75 0.0601 0.1999 0.0498 
78 77 0.0038 0.0124 0.0126 
79 78 0.0055 0.0244 0.0065 
77 0.0170 0.0485 0.0472 
80 77 0.0294 0.1050 0.0228 
80 79 0.0156 0.0704 0.0187 
81 68 0.0018 0.0202 0.8080 
82 77 0.0298 0.0853 0.0817 
83 82 0.0112 0.0366 0.0380 
84 83 0.0625 0.1320 0.0258 
83 0.0430 0.1480 0.0348 
85 84 0.0302 0.0641 0.0123 
86 85 0.0350 0.1230 0.0276 
87 86 0.0283 0.2074 0.0445 
88 85 0.0200 0.1020 0.0276 
























































89 88 0.0139 0.0712 0.0193 
89 0.0518 0.1880 0.0528 
90 89 0.0238 0.0997 0.1060 
91 90 0.0254 0.0836 0.0214 
92 89 0.0099 0.0505 0.0548 
92 89 0.0393 0.1581 0.0414 
92 91 0.0387 0.1272 0.0327 
93 92 0.0258 0.0848 0.0218 
94 92 0.0481 0.1580 0.0406 
94 93 0.0223 0.0732 0.0188 
94 0.0132 0.0434 0.0111 
96 80 0.0356 0.1820 0.0494 
96 82 0.0162 0.0530 0.0544 
96 94 0.0269 0.0869 0.0230 
97 80 0.0183 0.0934 0.0254 
98 80 0.0238 0.1080 0.0286 
99 80 0.0454 0.2060 0.0546 
92 0.0648 0.2950 0.0472 
100 94 0.0178 0.0580 0.0604 
96 95 0.0171 0.0547 0.0147 
97 96 0.0173 0.0885 0.0240 
100 98 0.0397 0.1790 0.0476 
100 99 0.0180 0.0813 0.0216 
101 100 0.0277 0.1262 0.0328 
102 92 0.0123 0.0559 0.0146 
102 101 0.0246 0.1120 0.0294 
103 100 0.0160 0.0525 0.0536 
104 100 0.0451 0.2040 0.0541 
104 103 0.0466 0.1584 0.0407 
103 0.0535 0.1625 0.0408 
106 100 0.0605 0.2290 0.0620 
105 104 0.0099 0.0378 0.0099 
106 105 0.0140 0.0547 0.0143 
107 105 0.0530 0.1830 0.0472 
108 105 0.0261 0.0703 0.0184 
107 106 0.0530 0.1830 0.0472 
109 108 0.0105 0.0288 0.0076 
103 0.0391 0.1813 0.0461 
110 109 0.0278 0.0762 0.0202 
111 110 0.0220 0.0755 0.0200 
112 110 0.0247 0.0640 0.0620 
113 17 0.0091 0.0301 0.0077 
113 32 0.0615 0.2030 0.0518 
114 32 0.0135 0.0612 0.0163 
27 0.0164 0.0741 0.0197 









228 116 68 0.0003 0.0041 0.1640 
229 117 12 0.0329 0.1400 0.0358 
230 118 75 0.0145 0.0481 0.0120 
231 118 76 0.0164 0.0544 0.0136 
232 0 5 0 2.5000 0 
233 0 37 0 4.0000 0 
Table C-2. Transformer Data 
Number From Bus To Bus R (pu) X (pu) 
1 8 5 0 0.0267 
2 26 25 0 0.0382 
3 30 17 0 0.0388 
4 38 37 0 0.0375 
5 63 59 0 0.0386 
6 64 61 0 0.0268 
7 65 66 0 0.0370 
8 68 69 0 0.0370 
9 81 80 0 0.0370 
Table C-3. Load Data  
Number From Bus P (MW) Q (MVAR) 
1 1 51.00 27.00 
2 2 20.00 9.00 
3 3 39.00 10.00 
4 4 30.00 12.00 
5 6 52.00 22.00 
6 7 19.00 2.00 
7 11 70.00 23.00 
8 12 47.00 10.00 
9 13 34.00 16.00 
10 14 14.00 1.00 
11 15 90.00 30.00 
12 16 25.00 10.00 
13 17 11.00 3.00 
14 18 60.00 34.00 
15 19 45.00 25.00 
16 20 18.00 3.00 
17 21 14.00 8.00 
18 22 10.00 5.00 
19 23 7.00 3.00 
20 27 62.00 13.00 























































29 24.00 4.00 
31 43.00 27.00 
32 59.00 23.00 
33 23.00 9.00 
34 59.00 26.00 
35 33.00 9.00 
36 31.00 17.00 
39 27.00 11.00 
20.00 23.00 
41 37.00 10.00 
42 37.00 23.00 
43 18.00 7.00 
44 16.00 8.00 
45 53.00 22.00 
46 28.00 10.00 
47 34.00 0.00 
48 20.00 11.00 
49 87.00 30.00 
17.00 4.00 
51 17.00 8.00 
52 18.00 5.00 
53 23.00 11.00 
54 113.00 32.00 
55 63.00 22.00 
56 84.00 18.00 
57 12.00 3.00 
58 12.00 3.00 
59 277.00 113.00 
78.00 3.00 
62 77.00 14.00 
66 39.00 18.00 
67 28.00 7.00 
66.00 20.00 
74 68.00 27.00 
75 47.00 11.00 
76 68.00 36.00 
77 61.00 28.00 
78 71.00 26.00 
79 39.00 32.00 
130.00 26.00 
82 54.00 27.00 
83 20.00 10.00 
84 11.00 7.00 
85 24.00 15.00 
86 21.00 10.00 











68 90 78.00 42.00 
69 92 65.00 10.00 
70 93 12.00 7.00 
71 94 30.00 16.00 
72 95 42.00 31.00 
73 96 38.00 15.00 
74 97 15.00 9.00 
75 98 34.00 8.00 
76 100 37.00 18.00 
77 101 22.00 15.00 
78 102 5.00 3.00 
79 103 23.00 16.00 
80 104 38.00 25.00 
81 105 31.00 26.00 
82 106 43.00 16.00 
83 107 28.00 12.00 
84 108 2.00 1.00 
85 109 8.00 3.00 
86 110 39.00 30.00 
87 112 25.00 13.00 
88 114 8.00 3.00 
89 115 22.00 7.00 
90 117 20.00 8.00 
91 118 33.00 15.00 
Table C-4. Data for Capacitor Banks  
Number From Bus MVAR 
1 34 14.0 
2 44 10.0 
3 45 10.0 
4 46 10.0 
5 48 15.0 
6 74 12.0 
7 79 20.0 
8 82 20.0 
9 83 10.0 
10 105 20.0 
11 107 6.0 
























Table C-5. Net Capacitance Connected At Individual Buses  
Element From Bus Value (uF) Element From Bus Value (uF) 
C1 34 5.3182 C  53 0.9494 
C2 44 3.7545 C61 54 3.5163 
C3 45 3.9789 C62 1.0663 
C4 46 4.1380 C63 56 2.2542 
C5 48 4.7717 C64 57 0.7613 
C6 74 3.7669 C  58 0.5581 
C7 79 5.6391 C66 59 4.0208 
C8 82 7.6142 C67 0.8865 
C9 83 3.9598 C68 61 0.8377 
C10 105 7.0378 C69 62 1.5024 
C11 107 2.8436 C  64 7.9047 
C12 110 3.5584 C71 63 2.8648 
C13 2 0.5454 C72 27.3750 
C14 1 0.4804 C73 66 1.7801 
C15 3 1.0586 C74 67 0.7669 
C16 5 0.8242 C  68 21.3530 
C17 4 0.2597 C76 69 6.6781 
C18 6 0.2621 C77 4.0112 
C19 7 0.1889 C78 71 0.8621 
C20 9 31.7250 C79 72 1.2366 
C21 8 22.2290 C  73 0.1562 
C22 10 16.3130 C81 3.0783 
C23 11 0.7777 C82 77 4.7052 
C24 12 1.9290 C83 76 0.6679 
C25 13 1.0801 C84 78 0.2536 
C26 14 0.9067 C 3.2720 
C27 15 2.6436 C86 81 10.7160 
C28 16 0.9019 C87 84 0.5059 
C29 17 2.0101 C88 1.9807 
C30 18 0.3236 C89 86 0.9563 
C31 19 1.5189 C  87 0.5902 
C32 20 0.6817 C91 88 0.6226 
C33 21 0.6128 C92 89 4.2619 
C34 22 0.8621 C93 2.3900 
C35 23 3.8980 C94 91 0.7173 
C36 24 2.6603 C  92 3.3571 
C37 25 3.4855 C96 93 0.5379 
C38 27 3.1430 C97 94 2.0406 
C39 28 0.6021 C98 0.3427 
C40 29 0.4257 C99 96 2.1955 
C41 30 24.4570 C  97 0.6552 
C42 26 12.0430 C101 98 1.0106 



















C44 32 3.0470 C103 100 5.0306 
C45 33 0.9090 C104 101 0.8250 
C46 36 0.1109 C105 102 0.5841 
C47 35 0.2104 C106 103 2.4032 
C48 37 1.7059 C107 104 1.3881 
C49 39 0.5639 C108 106 1.6385 
C50 40 1.5430 C109 108 0.3454 
C51 38 19.4700 C110 109 0.3687 
C52 41 0.6183 C111 111 0.2653 
C53 42 3.3555 C112 112 0.8223 
C54 43 1.3653 C113 113 0.7889 
C55 47 1.5725 C114 114 0.2525 
C56 49 7.6548 C115 115 0.2982 
C57 50 0.6889 C116 116 2.1751 
C58 51 0.8759 C117 117 0.4748 
C59 52 0.7234 C118 118 0.3387 
C.1. Identification Process Using Only “Active/dominant” Capacitors 
The next step is to evaluate the participation factors corresponding to only
capacitors shown in Table C-5.  For the example system shown in Figure C-1 thirty-nine 
parallel resonances and thirty-nine series resonances that are within the desired frequency
range (60Hz-3000Hz) were considered.  Details of individual damping ratios, undamped 
and damped natural frequencies are, however, not provided.  Individual values of 
participation factors corresponding to the selected modes are also not shown.  Only a list 






Table C-6. “Active/dominant” Capacitor List  
Element Status Element Status Element Status 
C1 active C41 active C81 active 
C2 active C42 active C82 active 
C3 active C43 active C83 weak 
C4 active C44 active C84 weak 
C5 active C45 active C85 active 
C6 active C46 weak C86 active 
C7 active C47 weak C87 weak 
C8 weak C48 weak C88 active 
C9 active C49 active C89 active 
C10 weak C50 active C90 active 
C11 weak C51 active C91 weak 
C12 active C52 active C92 active 
C13 active C53 active C93 active 
C14 active C54 active C94 weak 
C15 active C55 active C95 active 
C16 active C56 active C96 weak 
C17 active C57 active C97 active 
C18 active C58 active C98 weak 
C19 weak C59 active C99 active 
C20 active C60 active C100 weak 
C21 active C61 active C101 weak 
C22 active C62 active C102 weak 
C23 active C63 active C103 active 
C24 active C64 active C104 weak 
C25 active C65 active C105 weak 
C26 active C66 active C106 weak 
C27 active C67 weak C107 weak 
C28 active C68 weak C108 weak 
C29 active C69 weak C109 weak 
C30 active C70 active C110 weak 
C31 active C71 active C111 weak 
C32 active C72 active C112 weak 
C33 active C73 weak C113 active 
C34 active C74 weak C114 weak 
C35 active C75 active C115 weak 
C36 active C76 active C116 weak 
C37 active C77 active C117 active 
C38 active C78 active C118 weak 
C39 active C79 active 



































































This section is intended to provide system data for the IEEE 300-bus system that 
is used throughout the document to validate the proposed approaches.  The IEEE 300 Bus 
test system is shown in Figure D-1. The data for this system is provided in Tables D-1 
through D-4.  Given the significant lengths of the various lists, results of a detailed eigen 











Table D-1. System Parameters (Base Values 100MVA, 100kV) 
Number From Bus To Bus R (pu) X (pu) Yc (pu) 
1 0 8 0 0.2000 0 
2 0 10 0 0.2000 0 
3 0 19 0 0.2000 0 
4 0 55 0 0.2000 0 
5 0 63 0 0.2000 0 
6 0 69 0 0.2000 0 
7 0 76 0 0.2000 0 
8 0 77 0 0.2000 0 
9 0 80 0 0.2000 0 
10 0 88 0 0.2000 0 
11 0 98 0 0.2000 0 
12 0 103 0 0.2000 0 
13 0 104 0 0.2000 0 
14 0 117 0 0.2000 0 
15 0 120 0 0.2000 0 
16 0 122 0 0.2000 0 
17 0 125 0 0.2000 0 
18 0 126 0 0.2000 0 
19 0 128 0 0.2000 0 
20 0 131 0 0.2000 0 
21 0 132 0 0.2000 0 
22 0 135 0 0.2000 0 
23 0 149 0 0.2000 0 
24 0 150 0 0.2000 0 
25 0 155 0 0.2000 0 
26 0 156 0 0.2000 0 
27 0 164 0 0.2000 0 
28 0 165 0 0.2000 0 
29 0 166 0 0.2000 0 
30 0 169 0 0.2000 0 
31 0 170 0 0.2000 0 
32 0 177 0 0.2000 0 
33 0 192 0 0.2000 0 
34 0 199 0 0.2000 0 
35 0 200 0 0.2000 0 
36 0 201 0 0.2000 0 
37 0 206 0 0.2000 0 
38 0 209 0 0.2000 0 
39 0 212 0 0.2000 0 
40 0 215 0 0.2000 0 
41 0 217 0 0.2000 0 
42 0 218 0 0.2000 0 


















































0 221 0 0.2000 0 
0 222 0 0.2000 0 
0 247 0 0.2000 0 
0 248 0 0.2000 0 
0 249 0 0.2000 0 
0 250 0 0.2000 0 
0 251 0 0.2000 0 
0 252 0 0.2000 0 
0 253 0 0.2000 0 
0 254 0 0.2000 0 
0 255 0 0.2000 0 
0 256 0 0.2000 0 
0 257 0 0.2000 0 
0 258 0 0.2000 0 
0 259 0 0.2000 0 
0 260 0 0.2000 0 
0 261 0 0.2000 0 
0 262 0 0.2000 0 
0 263 0 0.2000 0 
0 264 0 0.2000 0 
0 265 0 0.2000 0 
0 267 0 0.2000 0 
0 292 0 0.2000 0 
0 294 0 0.2000 0 
0 295 0 0.2000 0 
0 296 0 0.2000 0 
270 266 0.0008 0.0035 0 
272 271 0.0556 0.2467 0 
268 271 0.1112 0.4933 0 
268 271 0.1112 0.4933 0 
267 273 0.0762 0.4329 0 
267 273 0.0762 0.4329 0 
274 267 0.0537 0.0703 0 
276 274 1.1068 0.9528 0 
268 272 0.0558 0.2467 0 
291 268 0.0738 0.0635 0 
269 291 0.0383 0.0289 0 
299 273 0.2355 0.9904 0 
5 1 0.0010 0.0060 0 
6 2 0.0010 0.0090 0 
8 2 0.0060 0.0270 0.0540 
7 3 0 0.0030 0 
18 3 0.0080 0.0690 0.1390 
129 3 0.0010 0.0070 0 
16 4 0.0020 0.0190 1.1270 























































12 7 0.0010 0.0090 0.0700 
110 7 0.0010 0.0070 0.0140 
11 8 0.0130 0.0595 0.0330 
14 8 0.0130 0.0420 0.0810 
11 9 0.0060 0.0270 0.0130 
13 11 0.0080 0.0340 0.0180 
20 12 0.0020 0.0150 0.1180 
19 13 0.0060 0.0340 0.0160 
15 14 0.0140 0.0420 0.0970 
31 0.0650 0.2480 0.1210 
74 15 0.0990 0.2480 0.0350 
75 15 0.0960 0.3630 0.0480 
36 16 0.0020 0.0220 1.2800 
20 18 0.0020 0.0180 0.0360 
72 18 0.0130 0.0800 0.1510 
21 19 0.0160 0.0330 0.0150 
26 19 0.0690 0.1860 0.0980 
23 0.0040 0.0340 0.2800 
22 21 0.0520 0.1110 0.0500 
24 22 0.0190 0.0390 0.0180 
231 23 0.0070 0.0680 0.1340 
25 24 0.0360 0.0710 0.0340 
26 0.0450 0.1200 0.0650 
232 25 0.0430 0.1300 0.0140 
28 27 0.0000 0.0630 0 
32 27 0.0025 0.0120 0.0130 
34 27 0.0060 0.0290 0.0200 
35 27 0.0070 0.0430 0.0260 
36 28 0.0010 0.0080 0.0420 
60 29 0.0120 0.0600 0.0080 
63 29 0.0060 0.0140 0.0020 
64 29 0.0100 0.0290 0.0030 
73 0.0040 0.0270 0.0430 
32 31 0.0080 0.0470 0.0080 
34 31 0.0220 0.0640 0.0070 
35 31 0.0100 0.0360 0.0200 
43 31 0.0170 0.0810 0.0480 
74 31 0.1020 0.2540 0.0330 
75 31 0.0470 0.1270 0.0160 
35 32 0.0080 0.0370 0.0200 
37 32 0.0320 0.0870 0.0400 
36 33 0.0006 0.0064 0.4040 
42 34 0.0260 0.1540 0.0220 
36 0.0000 0.0290 0 
43 35 0.0650 0.1910 0.0200 


















































40 36 0.0020 0.0140 0.8060 
38 37 0.0260 0.0720 0.0350 
42 37 0.0950 0.2620 0.0320 
46 37 0.0130 0.0390 0.0160 
41 38 0.0270 0.0840 0.0390 
47 38 0.0280 0.0840 0.0370 
52 39 0.0070 0.0410 0.3120 
62 39 0.0090 0.0540 0.4110 
68 40 0.0050 0.0420 0.6900 
61 41 0.0520 0.1450 0.0730 
92 41 0.0430 0.1180 0.0130 
87 42 0.0250 0.0620 0.0070 
44 43 0.0310 0.0940 0.0430 
45 44 0.0370 0.1090 0.0490 
48 45 0.0270 0.0800 0.0360 
47 46 0.0250 0.0730 0.0350 
48 47 0.0350 0.1030 0.0470 
49 48 0.0650 0.1690 0.0820 
50 49 0.0460 0.0800 0.0360 
55 49 0.1590 0.5370 0.0710 
51 50 0.0090 0.0260 0.0050 
53 51 0.0020 0.0130 0.0150 
54 52 0.0090 0.0650 0.4850 
56 54 0.0160 0.1050 0.2030 
123 54 0.0010 0.0070 0.0130 
236 55 0.0265 0.1720 0.0260 
190 57 0.0510 0.2320 0.0280 
66 57 0.0510 0.1570 0.0230 
59 58 0.0320 0.1000 0.0620 
237 58 0.0200 0.1234 0.0280 
60 59 0.0360 0.1310 0.0680 
61 59 0.0340 0.0990 0.0470 
64 60 0.0180 0.0870 0.0110 
238 60 0.0256 0.1930 0 
63 61 0.0210 0.0570 0.0300 
66 61 0.0180 0.0520 0.0180 
73 62 0.0040 0.0270 0.0500 
240 62 0.0286 0.2013 0.3790 
64 63 0.0160 0.0430 0.0040 
65 64 0.0010 0.0060 0.0070 
67 64 0.0140 0.0700 0.0380 
239 64 0.0891 0.2676 0.0290 
241 64 0.0782 0.2127 0.0220 
66 65 0.0060 0.0220 0.0110 
69 65 0.0000 0.0360 0 


















































190 67 0.0220 0.1070 0.0580 
173 68 0.0035 0.0330 0.5300 
174 68 0.0035 0.0330 0.5300 
71 70 0.0080 0.0640 0.1280 
72 71 0.0120 0.0930 0.1830 
234 71 0.0060 0.0480 0.0920 
76 74 0.0470 0.1190 0.0140 
77 75 0.0320 0.1740 0.0240 
78 76 0.1000 0.2530 0.0310 
79 76 0.0220 0.0770 0.0390 
84 77 0.0190 0.1440 0.0170 
86 77 0.0170 0.0920 0.0120 
79 78 0.2780 0.4270 0.0430 
82 79 0.0220 0.0530 0.0070 
83 79 0.0380 0.0920 0.0120 
84 79 0.0480 0.1220 0.0150 
82 80 0.0240 0.0640 0.0070 
83 80 0.0340 0.1210 0.0150 
87 81 0.0530 0.1350 0.0170 
88 81 0.0020 0.0040 0.0020 
89 81 0.0450 0.3540 0.0440 
90 81 0.0500 0.1740 0.0220 
83 82 0.0160 0.0380 0.0040 
85 83 0.0430 0.0640 0.0270 
86 84 0.0190 0.0620 0.0080 
88 85 0.0760 0.1300 0.0440 
233 85 0.0440 0.1240 0.0150 
87 86 0.0120 0.0880 0.0110 
90 86 0.1570 0.4000 0.0470 
235 88 0.0740 0.2080 0.0260 
90 89 0.0700 0.1840 0.0210 
92 89 0.1000 0.2740 0.0310 
93 89 0.1090 0.3930 0.0360 
91 90 0.1420 0.4040 0.0500 
93 91 0.0170 0.0420 0.0060 
101 94 0.0036 0.0199 0.0040 
99 95 0.0020 0.1049 0.0010 
97 96 0.0001 0.0018 0.0170 
98 97 0.0000 0.0271 0.0000 
245 97 0.0000 0.6163 0 
99 245 0.0000 0.3697 0 
100 97 0.0022 0.2915 0 
99 98 0.0000 0.0339 0 
100 98 0.0000 0.0582 0 
102 101 0.0808 0.2344 0.0290 


















































103 102 0.0360 0.1076 0.1170 
104 102 0.0476 0.1414 0.1490 
105 104 0.0006 0.0197 0 
106 105 0.0059 0.0405 0.2500 
108 105 0.0115 0.1106 0.1850 
111 105 0.0198 0.1688 0.3210 
136 105 0.0050 0.0500 0.3300 
137 105 0.0077 0.0538 0.3350 
148 105 0.0165 0.1157 0.1710 
107 106 0.0059 0.0577 0.0950 
113 106 0.0049 0.0336 0.2080 
147 106 0.0059 0.0577 0.0950 
109 107 0.0078 0.0773 0.1260 
112 107 0.0026 0.0193 0.0300 
109 108 0.0076 0.0752 0.1220 
112 108 0.0021 0.0186 0.0300 
111 109 0.0016 0.0164 0.0260 
130 109 0.0017 0.0165 0.0260 
146 109 0.0079 0.0793 0.1270 
147 109 0.0078 0.0784 0.1250 
116 112 0.0017 0.0117 0.2890 
147 112 0.0026 0.0193 0.0300 
148 112 0.0021 0.0186 0.0300 
150 112 0.0002 0.0101 0 
114 113 0.0043 0.0293 0.1800 
163 113 0.0039 0.0381 0.2580 
115 114 0.0091 0.0623 0.3850 
116 115 0.0125 0.0890 0.5400 
131 115 0.0056 0.0390 0.9530 
119 116 0.0015 0.0114 0.2840 
160 116 0.0005 0.0034 0.0210 
165 116 0.0007 0.0151 0.1260 
167 116 0.0005 0.0034 0.0210 
151 118 0.0562 0.2248 0.0810 
120 119 0.0120 0.0836 0.1230 
121 119 0.0152 0.1132 0.6840 
124 119 0.0468 0.3369 0.5190 
125 119 0.0430 0.3031 0.4630 
126 119 0.0489 0.3492 0.5380 
161 119 0.0013 0.0089 0.1190 
125 120 0.0291 0.2267 0.3420 
122 121 0.0060 0.0570 0.7670 
124 122 0.0075 0.0773 0.1190 
128 122 0.0127 0.0909 0.1350 
125 124 0.0085 0.0588 0.0870 


















































126 125 0.0073 0.0504 0.0740 
157 127 0.0523 0.1526 0.0740 
158 127 0.1371 0.3919 0.0760 
132 131 0.0137 0.0957 0.1410 
140 132 0.0055 0.0288 0.1900 
135 133 0.1746 0.3161 0.0400 
162 133 0.0804 0.3054 0.0450 
140 134 0.0110 0.0568 0.3880 
138 136 0.0008 0.0098 0.0690 
138 137 0.0029 0.0285 0.1900 
139 137 0.0066 0.0448 0.2770 
143 141 0.0024 0.0326 0.2360 
144 141 0.0018 0.0245 1.6620 
143 142 0.0044 0.0514 3.5970 
145 144 0.0002 0.0123 0 
148 146 0.0018 0.0178 0.0290 
152 151 0.0669 0.4843 0.0630 
153 151 0.0558 0.2210 0.0310 
153 152 0.0807 0.3331 0.0490 
154 152 0.0739 0.3071 0.0430 
155 152 0.1799 0.5017 0.0690 
155 154 0.0904 0.3626 0.0480 
158 154 0.0770 0.3092 0.0540 
156 155 0.0251 0.0829 0.0470 
157 156 0.0222 0.0847 0.0500 
158 157 0.0498 0.1855 0.0290 
159 157 0.0061 0.0290 0.0840 
117 160 0.0004 0.0202 0 
166 160 0.0004 0.0083 0.1150 
164 163 0.0025 0.0245 0.1640 
167 165 0.0007 0.0086 0.1150 
167 166 0.0007 0.0086 0.1150 
117 167 0.0004 0.0202 0 
187 168 0.0330 0.0950 0 
188 168 0.0460 0.0690 0.0000 
210 169 0.0004 0.0022 6.2000 
219 169 0.0000 0.0275 0 
171 170 0.0030 0.0480 0 
204 171 0.0020 0.0090 0 
184 172 0.0450 0.0630 0 
187 172 0.0480 0.1270 0 
198 173 0.0031 0.0286 0.5000 
242 173 0.0024 0.0355 0.3600 
198 174 0.0031 0.0286 0.5000 
176 175 0.0140 0.0400 0.0040 


















































177 176 0.0100 0.0600 0.0090 
190 176 0.0150 0.0400 0.0060 
181 177 0.3320 0.6880 0 
182 177 0.0090 0.0460 0.0250 
189 177 0.0200 0.0730 0.0080 
190 177 0.0340 0.1090 0.0320 
179 178 0.0760 0.1350 0.0090 
189 178 0.0400 0.1020 0.0050 
189 179 0.0810 0.1280 0.0140 
183 180 0.1240 0.1830 0 
190 182 0.0100 0.0590 0.0080 
184 183 0.0460 0.0680 0 
185 184 0.3020 0.4460 0 
186 185 0.0730 0.0930 0 
187 185 0.2400 0.4210 0 
194 191 0.0139 0.0778 0.0860 
194 193 0.0017 0.0185 0.0200 
221 193 0.0015 0.0108 0.0020 
195 194 0.0045 0.0249 0.0260 
196 195 0.0040 0.0497 0.0180 
197 196 0.0000 0.0456 0 
198 196 0.0005 0.0177 0.0200 
199 196 0.0027 0.0395 0.8320 
216 198 0.0003 0.0018 5.2000 
197 199 0.0037 0.0484 0.4300 
200 199 0.0010 0.0295 0.5030 
217 199 0.0016 0.0046 0.4020 
202 200 0.0003 0.0013 1.0000 
204 203 0.0100 0.0640 0.4800 
205 203 0.0019 0.0081 0.8600 
170 204 0.0010 0.0610 0 
210 205 0.0005 0.0212 0.0000 
208 207 0.0019 0.0087 1.2800 
210 207 0.0026 0.0917 0 
213 207 0.0013 0.0288 0.8100 
169 208 0.0000 0.0626 0 
211 210 0.0002 0.0069 1.3640 
216 210 0.0001 0.0006 3.5700 
212 211 0.0017 0.0485 0 
214 213 0.0002 0.0259 0.1440 
216 213 0.0006 0.0272 0 
217 214 0.0002 0.0006 0.8000 
230 219 0.0003 0.0043 0.0090 
224 221 0.0082 0.0851 0 
226 221 0.0112 0.0723 0 






366 224 222 0.0326 0.1804 0 
367 225 223 0.0195 0.0551 0 
368 225 224 0.0157 0.0732 0 
369 226 224 0.0360 0.2119 0 
370 226 225 0.0268 0.1285 0 
371 227 226 0.0428 0.1215 0 
372 228 227 0.0351 0.1004 0 
373 229 228 0.0616 0.1857 0 
374 0 143 0 0.4717 0 
375 0 145 0 0.9709 0 
376 0 169 0 0.6667 0 
377 0 210 0 0.3333 0 
378 0 217 0 0.6667 0 
379 0 219 0 0.7143 0 
Table D-2. Transformer Data 
Number From Bus To Bus R (pu) X (pu) 
1 270 292 0.0158 0.3749 
2 270 294 0.0160 0.3805 
3 270 295 0 0.1520 
4 270 296 0 0.8000 
5 274 275 0.4436 2.8152 
6 267 277 0.5075 3.2202 
7 276 278 0.6669 3.9440 
8 276 279 0.6113 3.6152 
9 272 297 0.4412 2.9668 
10 272 298 0.3079 2.0570 
11 268 280 0.7363 4.6724 
12 268 281 0.7698 4.8846 
13 268 282 0.7573 4.8056 
14 269 288 0.3661 2.4560 
15 269 289 1.0593 5.4536 
16 269 290 0.1567 1.6994 
17 268 283 0.1301 1.3912 
18 268 284 0.5448 3.4572 
19 268 285 0.1543 1.6729 
20 268 286 0.3849 2.5712 
21 268 287 0.4412 2.9668 
22 294 300 0 0.7500 
23 192 193 0.0025 0.0380 
24 216 201 0.0514 0.0514 
25 210 206 0.0472 0.0472 
26 220 216 0.0005 0.0154 


































































































































































































74 54 53 0 0.0590 
75 55 56 0 0.0380 
76 61 62 0 0.0244 
77 68 73 0 0.0200 
78 70 81 0 0.0480 
79 71 83 0 0.0480 
80 72 78 0 0.0460 
81 93 186 0 0.1490 
82 100 94 0 0.0280 
83 101 136 0.0005 0.0195 
84 109 110 0 0.0180 
85 109 129 0 0.0140 
86 120 153 0.0024 0.0603 
87 121 154 0.0024 0.0498 
88 122 123 0 0.0833 
89 122 127 0.0013 0.0371 
90 124 159 0.0005 0.0182 
91 132 162 0.0027 0.0639 
92 138 96 0 0.0160 
93 142 116 0.0013 0.0384 
94 143 134 0.0009 0.0231 
95 161 118 0.0003 0.0131 
96 168 189 0 0.2520 
97 172 175 0 0.2370 
98 174 191 0.0008 0.0366 
99 179 227 0 0.2200 
100 180 57 0 0.0980 
101 181 190 0 0.1280 
102 183 246 0.0200 0.2040 
103 190 191 0.0030 0.0122 
104 197 198 0.0010 0.0354 
105 202 203 0.0012 0.0195 
106 98 243 0.0010 0.0230 
107 99 244 0 0.0230 
Table D-3. Load Data 
Number From P (MW) Q (MVAR) 
1 1 90.00 49.00 
2 2 56.00 15.00 
3 3 20.00 0.01 
4 5 353.00 130.00 
5 6 120.00 41.00 
6 8 58.00 14.00 


















































10 148.00 33.00 
11 83.00 21.00 
13 58.00 10.00 
14 160.00 60.00 
15 126.70 23.00 
17 561.00 220.00 
19 595.00 120.00 
20 77.00 1.00 
21 81.00 23.00 
22 21.00 7.00 
24 45.00 12.00 
25 28.00 9.00 
26 69.00 13.00 
27 55.00 6.00 
31 85.00 32.00 
32 155.00 18.00 
34 46.00 21.00 
35 86.00 0.00 
37 39.00 9.00 
38 195.00 29.00 
41 58.00 11.80 
42 41.00 19.00 
43 92.00 26.00 
44 5.00 5.00 
45 61.00 28.00 
46 69.00 3.00 
47 10.00 1.00 
48 22.00 10.00 
49 98.00 20.00 
50 14.00 1.00 
51 218.00 106.00 
53 227.00 110.00 
55 70.00 30.00 
58 56.00 20.00 
59 116.00 38.00 
60 57.00 19.00 
61 224.00 71.00 
63 208.00 107.00 
64 74.00 28.00 
66 48.00 14.00 
67 28.00 7.00 
69 37.00 13.00 
74 44.20 0.01 
75 66.00 0.01 
76 17.40 0.00 


















































78 60.30 0.01 
79 39.90 0.00 
80 66.70 0.00 
81 83.50 0.01 
83 77.80 0.00 
84 32.00 0.01 
85 8.60 0.00 
86 49.60 0.00 
87 4.60 0.01 
88 112.10 0.01 
89 30.70 0.00 
90 63.00 0.01 
91 19.60 0.00 
92 26.20 0.01 
93 18.20 0.00 
97 14.10 650.00 
99 777.00 215.00 
100 535.00 55.00 
101 229.10 11.80 
102 78.00 1.40 
103 276.40 59.30 
104 514.80 82.70 
105 57.90 5.10 
106 380.80 37.00 
114 169.20 41.60 
115 55.20 18.20 
116 273.60 99.80 
117 826.70 135.20 
118 595.00 83.30 
119 387.70 114.70 
120 145.00 58.00 
121 56.50 24.50 
122 89.50 35.50 
124 24.00 14.00 
127 63.00 25.00 
131 17.00 9.00 
133 70.00 5.00 
134 200.00 50.00 
135 75.00 50.00 
136 123.50 24.30 
138 33.00 16.50 
140 35.00 15.00 
141 85.00 24.00 
142 0.10 0.40 
146 299.90 95.70 






























































151 26.50 0.01 
152 163.50 43.00 
154 176.00 83.00 
5.00 4.00 
156 28.00 12.00 
157 427.40 173.60 
158 74.00 29.00 
159 69.50 49.30 
73.40 0.00 
161 240.70 89.00 
162 40.00 4.00 
163 136.80 16.60 
59.80 24.30 
166 59.80 24.30 
167 182.60 43.60 
168 7.00 2.00 
489.00 53.00 
171 800.00 72.00 
10.00 3.00 
176 43.00 14.00 
177 64.00 21.00 
178 35.00 12.00 
179 27.00 12.00 
41.00 14.00 
181 38.00 13.00 
182 42.00 14.00 
183 72.00 24.00 
184 1.00 5.00 
12.00 2.00 
186 21.00 14.20 
187 7.00 2.00 
188 38.00 13.00 
96.00 7.00 
193 22.00 16.00 
194 47.00 26.00 
176.00 105.00 
196 100.00 75.00 
197 131.00 96.00 
199 285.00 100.00 
171.00 70.00 
201 328.00 188.00 
202 428.00 232.00 
203 173.00 99.00 
204 410.00 40.00 


















































207 223.00 148.00 
208 96.00 46.00 
210 159.00 107.00 
211 448.00 143.00 
212 404.00 212.00 
213 572.00 244.00 
214 269.00 157.00 
217 255.00 149.00 
222 8.00 3.00 
224 61.00 30.00 
225 77.00 33.00 
226 61.00 30.00 
227 29.00 14.00 
228 29.00 14.00 
229 23.00 17.00 
230 33.10 29.40 
231 115.80 24.00 
232 2.40 12.60 
233 2.40 3.90 
234 14.90 26.50 
235 24.70 1.20 
236 145.30 34.90 
237 28.10 20.50 
238 14.00 2.50 
239 11.10 1.40 
240 50.50 17.40 
241 29.60 0.60 
242 113.70 76.70 
243 100.31 29.17 
244 100.00 34.17 
268 2.71 0.94 
269 0.86 0.28 
274 4.75 1.56 
275 1.53 0.53 
277 1.35 0.47 
278 0.45 0.16 
279 0.45 0.16 
280 1.84 0.64 
281 1.39 0.48 
282 1.89 0.65 
283 1.55 0.54 
284 1.66 0.58 
285 3.03 1.00 
286 1.86 0.64 
287 2.58 0.89 















192 289 0.81 0.28 
193 290 1.60 0.52 
194 293 30.00 23.00 
195 297 1.02 0.35 
196 298 1.02 0.35 
197 299 3.80 1.25 
198 300 1.19 0.41 
Table D-4. Data for Capacitor Banks  
Number From MVAR 
1 96 325.01 
2 99 55.00 
3 133 34.50 
4 152 53.00 
5 158 45.00 
6 227 45.60 
7 268 2.40 
8 283 1.72 
D.1. Identification Process Using Only “Active/dominant” Capacitors 
For the example system shown in Figure D-1, forty-two parallel resonances and 
forty-one series resonances that are within the desired frequency range (60Hz-3000Hz)
were considered. Details of individual damping ratios, undamped and damped natural 
frequencies are, however, not provided.  Individual values of participation factors 
corresponding to the selected modes and the list of “active” capacitors are also not
shown. However, the criteria that were used to choose a range for “significant”
participation is similar to the one used in the identification process for the 7-bus system
shown in Chapter V. 
