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Gravitational waves from compact binary coalescence (CBC) sources can be decomposed into spherical-
harmonic multipoles, the dominant being the quadrupole ( (l, |m|) = (2, 2) ) modes. The contribution of sub-
dominant modes towards total signal power increases with increasing binary mass ratio and source inclina-
tion to the detector. It is well-known that in these cases neglecting higher modes could lead to measurement
biases, but these have not yet been quantified with a higher-mode model that includes spin effects. In this
study, we use the multi-mode aligned-spin phenomenological waveform model IMRPhenomHM [1] to investi-
gate the effects of including multi-mode content in estimating source parameters and contrast the results with
using a quadrupole-only model (IMRPhenomD). We use as sources IMRPhenomHM and hybrid effective-one-
body–numerical-relativity waveforms over a range of mass-ratio and inclination combinations, and recover the
parameters with IMRPhenomHM and IMRPhenomD. These allow us to quantify the accuracy of parameter mea-
surements using a multi-mode model, the biases incurred when using a quadrupole-only model to recover full
(multi-mode) signals, and the systematic errors in the IMRPhenomHM model. We see that the parameters re-
covered by multi-mode templates are more precise for all non-zero inclinations as compared to quadrupole
templates. For multi-mode injections, IMRPhenomD recovers biased parameters for non-zero inclinations with
lower likelihood while IMRPhenomHM-recovered parameters are accurate for most cases, and if a bias exists,
it can be explained as a combined effect of observational priors and (in the case of hybrid-NR signals) wave-
form inaccuracies. However, for cases where IMRPhenomHM recovers biased parameters, the bias is always
significantly smaller than the corresponding IMRPhenomD recovery, and we conclude that IMRPhenomHM will be
sufficiently accurate to allow unbiased measurements for most GW observations.
INTRODUCTION
The first gravitational-wave (GW) detection, from a binary
black hole (BBH) merger, was achieved on the 14th of Septem-
ber, 2015 [2] by the two Advanced LIGO (aLIGO) detectors
at Hanford and Livingston [3]. Two observing runs have since
been completed by the aLIGO detectors, and from the sec-
ond half of 2017, Advanced Virgo (AdV) [4] joined the GW
detector network, facilitating the first three-detector observa-
tion of a BBH source [5]. During the first two observation
runs of aLIGO and AdV, a total of ten binary black hole
(BBH) mergers and one binary neutron star (BNS) merger
were detected [6, 7]. Most signal measurements were per-
formed using waveform models that included only the domi-
nant quadrupole harmonic, although one signal (GW170729)
showed evidence for a binary with unequal masses, for which
models that include higher harmonics allow for improved
measurements [8]. The goal of this work is to quantify the
measurement accuracy possible with higher-multipole mod-
els.
Any GW h(θ, φ, ~λ, t) can be decomposed in terms of spher-
ical harmonics with spin-weight -2, −2Ylm(θ, φ),
h(θ, φ, ~λ, t) =
∑
l
m=l∑
m=−l
−2Ylm(θ, φ)hlm(~λ, t), (1)
where hlm(~λ, t) are the GW modes, and ~λ are the intrinsic
parameters of the source, i.e., the black-hole masses and
spins. For coalescing binary systems with aligned spins, or
in the co-precessing frame of precessing systems [9–11], the
quadrupole modes (l, |m|) = (2, 2) are the strongest. Rela-
tive to the corresponding quadrupole mode, the sub-dominant
modes (l = 3, 4, 5 . . . ; |m| ∈ [0, l]∀l) are weakest for equal-
mass systems, their strength increasing with increasing mass
ratio. In addition, for a given system, as the binary’s incli-
nation to the detector is increased from face-on (θ = 0◦) to
edge-on (θ = 90◦), the contribution of the dominant modes
decreases, as does the overall signal power, and the relative
importance of sub-dominant modes grows.
Black-hole binaries in non-eccentric orbits are charac-
terised by the two black-hole masses, m1 and m2, and the
black-hole spins S1 and S2. The inspiral rate of the binary
(and phasing of the GW signal, which is crucial to measur-
ing the properties of the binary) is effected most strongly by
combinations of these parameters: the chirp mass, Mc =
(m1m2)3/5/(m1 + m2)1/5 (during the inspiral), and the total
mass, M = m1 + m2 (during the merger and ringdown); the
mass ratio q = m1/m2, or alternatively symmetric mass ra-
tio η = m1m2/M2; and the weighted sum of the spin com-
ponents parallel to the orbital angular momentum Lˆ, χeff =
(m1χ1 + m2χ2)/M, where χi = Si · Lˆ/m2i [12–15]. The overall
strength of the GW signal scales with M/dL, where dL is the
distance from the source to the detector, and is also affected by
the binary inclination θJN, which is the angle between the total
angular momentum Jˆ (or equivalently Lˆ for aligned-spin bina-
ries) and the line of sight, Nˆ. If there are spin components per-
pendicular to Lˆ, then the binary’s orbital plane and spins will
precess, leading to modulations of the GW signal. In general,
precession has little effect on the overall GW phase [16, 17],
and so might not strongly effect the measurement of other
parameters [18, 19]. Precession has not yet been measured
in GW observations [6], and for these reasons we focus on
aligned-spin binaries in this study, and expect that the general
results will also hold for precessing systems.
Waveform models describing the inspiral-merger-ringdown
(IMR) stages of BBH mergers are available for non-spinning,
aligned-spin and precessing configurations. Many of the
aligned-spin waveform models model only the dominant
quadrupole mode, but several multi-mode models now ex-
ist. For non-spinning systems, there are effective-one-
body (EOB)–numerical-relativity (NR) multi-mode models,
EOBNRv2HM [20] and TEOBiResumMultipoles [21], and
“Phenom” models [22, 23]. The EOBNR model was recently
extended to aligned-spin systems (SEOBNRv4HM) [24], and
models the (l, |m|) = (2,2), (2,1), (3,3), (4,4) and (5,5) modes.
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2In this study we will use the phenomenological aligned-spin
multi-mode model IMRPhenomHM [1], which models the l =
(2, 3, 4) & |m| = (l, l − 1) modes; IMRPhenomHM is described
in more detail in Sec. I A. Higher modes are also included
in a series of surrogate models constructed from NR wave-
forms [25–28].
Previous studies have investigated the effect of em-
ploying higher-order mode models for gravitational wave
searches [29–32] and provided an estimate of the system-
atic errors that could be incurred from neglecting higher-order
modes in the template waveforms [33–35]. In [36] and [37]
the authors performed a full Bayesian analysis of the effects
of including and neglecting higher-order modes in template
waveforms non-spinning systems. We summarise some no-
table results relevant to the current study.
In Ref. [35], the authors used multi-mode PN-NR hybrids
as signals and computed the expected statistical and system-
atic errors from using quadrupole-only templates to estimate
source parameters over a range of total mass and mass-ratio
values, for a signal sky-averaged signal-to-noise ratio (SNR)
of 8. The statistical errors are estimated from the Fisher In-
formation Matrix, which is the noise-weighted inner product
between partial derivatives of the waveform. The authors also
estimate the systematic errors by calculating the fitting factor,
which is the noise-weighted inner product between the signal
and model waveforms, maximised over the model parameters.
The effective systematic error is proportional to the difference
between the best fit and true parameters. In this study, the au-
thors found that non-inclusion of the subdominant modes in
templates will lead to ∼10% loss in detection rate for q ≥6 and
M ≥ 100M and will lead to systematic errors larger than sta-
tistical errors for q ≥ 4 and M ≥ 150M. The results obtained
from a Fisher information matrix approximation are valid for
high SNR events. To study the waveform errors for low or
moderate SNRs and for a realistic assessment of the model’s
measurement capabilities, a full Bayesian analysis is required.
In a Bayesian analysis, the physical parameters of the
source are estimated by matching the detector data with model
waveforms. Given detector data d(t) and a waveform model
h(t), the posterior over ~λ is,
p(~λ|d(t), h(t, ~λ)) = p(~λ|h(t, ~λ))p(d(t)|~λ, h(t, ~λ))
p(d(t)|h(t, ~λ)) , (2)
where ~λ is the vector of intrinsic and extrinsic parameters.
p(~λ|h(t, ~λ)), p(d(t)|~λ, h(t, ~λ)) and p(d(t)|h(t, ~λ)) are the prior,
likelihood and evidence respectively, where the likelihood is,
p(d(t)|~λ, h(t, ~λ)) ∝ e− 12<d(t)−h(t,~λ)|d(t)−h(t,~λ)>, (3)
and the quantity < a|b > gives the noise-weighted inner prod-
uct between the two functions; this is the match if a and b
are descriptions of waveforms from systems with the same
physical parameters, optimised over a relative time and phase
shift. See Ref. [38] for more details on the techniques and
algorithms employed for GW parameter estimation. Accu-
racy of the inferred parameters depends on the accuracy of
the waveform model used to simulate the real signal and the
noise content of the detector data.
In Ref. [36], the authors injected multimode non-spinning
NR waveforms in zero-noise at different mass ratios with
fixed inclination of 60◦ and compared the systematic and
statistical errors of the posteriors recovered by nonspinning
quadrupole-only (EOBNRv2) and multi-mode (EOBNRv2HM)
waveform models for non-spinning systems. They found that
up to q = 6 and for SNRs ≤ 50, the systematic errors from
EOBNRv2HM were smaller than or comparable to the statistical
errors. The fractional systematic error (defined as the ratio be-
tween systematic bias and statistical error) for the intrinsic pa-
rameters is consistently lower for EOBNRv2HM than EOBNRv2.
Also, the posteriors were recovered at an overall higher like-
lihood by EOBNRv2HM than EOBNRv2 (see Fig. 2 of Ref. [36]).
In Ref. [37], the authors performed a comprehensive study
of the effects of using EOBNRv2HM and EOBNRv2 templates to
recover EOBNRv2HM signals across a range of total mass val-
ues (50M ≤ Mtotal ≤ 500M) and SNRs (6 ≤ ρ ≤ 18) for
q = 1.25 and q = 4 systems at two inclinations (θJN = 0, 60◦).
Consistent with Ref. [36], the posteriors are recovered at
an overall larger total evidence by EOBNRv2HM compared to
EOBNRv2 for inclined systems; see Fig. 5 of Ref. [37]. These
differences increase with increasing inclination, mass ratio
and total mass. The posteriors are better constrained by the
multi-mode model than a quadrupole-only model (see Fig. 7
of Ref. [37]) with lower systematic bias for inclined systems.
They found that the multi-mode model constrains the inclina-
tion angle better than quadrupole-only model, which in turn
leads to better constraints on the distance.
In the previous studies, the authors used non-spinning
multi-mode and quadrupole-only waveforms for the Bayesian
analysis, and hence, were restricted in the (m1, m2) space for
intrinsic parameters. In this study, we will use a multi-mode
aligned-spin waveform template (IMRPhenomHM) and increase
the dimensionality of the problem by one, i.e., covering the
(m1, m2 and χeff) space of intrinsic parameters. Of course, the
extrinsic parameter space remains the same.
One of the aims of this study is to explore the effects of
using a multi-mode waveform template (IMRPhenomHM) on
inferring source parameters from a multi-mode signal and
to contrast it with a quadrupole-only model (IMRPhenomD).
For this, we perform a set of injections at three different
mass ratios and three inclinations in zero noise using the
IMRPhenomHM model. This allows us to quantify parameter
errors from not including sub-dominant modes in templates,
and accuracy improvements when the sub-dominant modes
are included.
IMRPhenomHM is an approximate model of the sub-
dominant modes and does not model all of the higher har-
monics (all modes with l ≥ 5, all m = 0 modes, and the (3,1),
(4,2), (4,1) modes). The sub-dominant modes of the model
are not tuned to NR simulations and mode-mixing effects are
not modelled. With that in mind, the other aim of the study is
to determine the ability of IMRPhenomHM to recover parame-
ters of real physical signals. For that, we perform the same set
of injections as for IMRPhenomHM injections but with multi-
mode PN-NR hybrid waveforms and compare the parameters
recovered by IMRPhenomD and IMRPhenomHM. Hybridisation
is required to include the contributions to the signals below
the starting frequency of the NR waveforms.
Sec. I will provide a short summary of the template wave-
form models IMRPhenomHM and IMRPhenomD construction of
the multi-mode hybrids and details of the setup for parameter
estimation. The results will be introduced in general in Sec. II,
and the specific results for intrinsic and extrinsic parameters
will be given in Secs. III and IV.
3Figure 1. Match between Hybrid NR and IMRPhenomHM waveforms (blue) and IMRPhenomD waveforms (grey). The left, central and right
panel gives matches for q = (2, 4, 8) systems. The match is computed over a range of signal inclination, phase and polarisation values with
the match optimized over template phase and polarisation. We quote the minimum (dashed-lower bound), average (central black line) and
maximum value (dashed-upper bound) of the match at each signal inclination. The dashed red line shows the match between the multimode
Hybrid-NR waveform and corresponding SXS waveform. For the match, the total mass is set to 100 M with a lower-frequency bound of fmin
= 30Hz.
I. METHODS
A. Summary of waveform models
IMRPhenomD [39, 40] is a quadrupole-only frequency-
domain phenomenological waveform model describing
inspiral-merger-ringdown (IMR) stages of aligned-spin BBH
systems. IMRPhenomD is calibrated to NR simulations with
1 ≤ q ≤ 18 and spins |χi| . 0.85. The agreement between
IMRPhenomD and other quadrupole-only models is extremely
good in the region of parameter space that we consider in this
study [40, 41], and so we expect that results obtained with this
model will be indicative of the performance of any accurate
quadrupole-only model.
IMRPhenomHM [1] is a frequency domain aligned-spin phe-
nomenological waveform model, wherein results from Post-
Newtonian theory (for inspiral) and BH perturbation theory
(for ringdown) are used to map the dominant quadrupole
mode to the sub-dominant modes. So, given the quadrupole
frequency ( f22), amplitude (A22) and phase (ϕ22), the fre-
quency ( flm), amplitude (Alm) and phase (φlm) of other modes
are computed via,
h˜lm( f ) = Alm( f ) × exp {iϕlm( f )} (4)
≈ |βlm( f )| A22( fA22) × exp
{
i
[
κ( f )ϕ22( f
ϕ
22) + ∆lm( f )
]}
,
(5)
where |βlm( f )| and κ( f ) are amplitude and phase scaling func-
tions and ∆lm( f ) are phase-shifts to be computed separately
for each mode.
IMRPhenomHM uses IMRPhenomD for the quadrupole mode
information to obtain the sub-dominant modes. Though the
sub-dominant modes of IMRPhenomHM are not calibrated to
NR simulations and are thus an approximation, IMRPhenomHM
has much better matches to NR waveforms than a quadrupole-
only model; see Fig. 1. We refer the reader to Ref. [1] for fur-
ther information on the construction and validity of the model.
B. Construction and validation of multi-mode hybrids:
The discussion below closely follows that of Sec.VI of
Ref. [42].
Two perfectly accurate gravitational waveforms [ha(t) &
hb(t)] computed with different methods or with differing con-
ventions can be mapped between each other with a time and
phase shift, along with a shift in polarisation to account for
differing conventions. So, we can write ha(t) as,
ha(t, θ, φ) = hb(t + τ, θ, φ + φ0)eiψ0 . (6)
This allows us to relate the modes of the two waveforms with
each other as,
halm(t, θ, φ) = h
b
lm(t + τ, θ)e
i(ψ0+mφ0). (7)
So, given a PN inspiral waveform and a NR waveform for
the same physical configuration, if the NR waveform is long
enough, then there would be a common region where both the
waveforms are accurate and agree with each other. We can
then construct a hybrid waveform by stitching the two within
the overlapping regions. The symmetry requirements of non-
precessing systems (see Eq:11) restrict ψ0 to be either 0 or pi;
a more detailed discussion of which is given in Ref. [42].
The problem then reduces to finding appropriate time and
phase shifts between the two waveforms. To obtain the time-
shift (τ), we minimize the quantity ∆(τ, t0, dt) with respect to
τ, where ∆(τ, t0, dt) is given as,
∆(τ, t0, dt) =
∫ t0+dt
t0
(
ωPN(t) − ωNR(t − τ)
)2
dt. (8)
Using this time shift, we construct the phase integral Φ(φ0),
Φ(φ0) =
∫ t0+dt
t0
(
φNR(t − τ) − φPN(t) + φ0
)2
dt. (9)
The phase shift used for constructing the hybrid would be the
one that minimizes Φ(φ0).
Once the quantities (τ, φ0, ψ0) are computed, the hybrid
waveform is obtained by stitching the PN and NR waveforms
as,
4hlm(t) =

ei(mφ0+ψ0)hPN(t + τ) t < t0 − τ
w−(t)ei(mφ0+ψ0)hPN(t + τ) + w+(t)hNR(t) t0 − τ < t < t0 − τ + dt
hNR(t) t > t0 − τ + dt,
(10)
where w−(t) & w+(t) are the blending functions which go from
[1,0] & [0,1] respectively between t0 − τ < t < t0 − τ+ dt. We
use Planck taper windowing function [43] for blending the PN
and NR waveforms.
To construct the hybrids for injections, we use an EOB code
to generate the inspiral and hybridise it with the correspond-
ing public SXS NR waveform [44] following the procedure
summarised above. The reason for using the SXS waveforms
is that these include more inspiral cycles than any other cur-
rently available set. The EOB code used to obtain the inspiral
modes is based on the method described in Refs. [45, 46] with
the fits to the parameters as published in Ref. [47]. Since our
purpose is to construct hybrids, we only use the inspiral contri-
bution to these EOB waveforms. We construct the hybrid for
(2,2), (2,1), (3,3), (3,2), (3,1), (4,4), (4,3) & (4,2) modes and
the negative ’m’ modes are related to the positive ’m’ modes
by the relation,
hl,m(t, ~λ) = (−1)lh∗l,−m(t, ~λ). (11)
The EOB and NR waveforms are matched at the time when
the (2,2) mode has frequencies Mω2,2 = (0.072, 0.066, 0.044)
for mass ratios q = (2, 4, 8) with a hybridisation window of
dt = 200M. The hybrid NR waveforms are validated by
computing the match between the hyrbid waveform and corre-
sponding SXS waveform (which all have a starting frequency
of Mω2,2 ∼ 0.04), over the (θ, φ) space, where the match is
maximised over the phase of the hybrid waveform; see Fig. 1.
C. Setup
For this study, we use Hybrid NR waveforms and
IMRPhenomHM waveforms for injections. We create PN-NR
multimode hybrids for non-spinning q = (2, 4, 8) systems.
The waveforms are injected at a constant SNR of 25, total
mass of 100 M and at inclinations of 0◦, 60◦ and 90◦. We
choose a polarisation value (ψ) of 1.4 and the gps-time is set
to 1186741623. For the recovery PSD, we compute the me-
dian detector PSD via BayesWave [48, 49] with gps-time set
to be near to the trigger-time for GW170814 [50]. This is
so that the recovery PSD is close to the final O2 sensitivity.
The accuracy of the recovered extrinsic parameters will de-
pend strongly on the total detector response. We choose the
sky-position (for a given polarisation and gps-time) such that
the total detector response for Hanford and Livingston are of
comparable value. The right ascension and declination values
used are 0.2897 rad and 1.4323 rad respectively. All wave-
forms are injected in zero noise. The lower frequency cut-
off for both injected signal and for the parameter estimation
(PE) runs is set to 20Hz. See Ref. [51] for details regarding
the frame transformations performed during the injection and
definitions of the above parameters.
For this study we performed a total of 36 PE runs. For
each of the three mass-ratio and inclination combinations,
we perform both hybrid-NR and IMRPhenomHM injections.
For each injection the parameters were recovered using both
IMRPhenomD and IMRPhenomHM. All signals have an SNR of
25; this is at the high end of SNRs we would expect in aLIGO
and AdV observations (at best roughly only one in fifteen
observations will have a higher SNR, assuming a detection
threshold at SNR 10 [52]), so provides an indication of the
best measurement precision we could achieve, as well as the
worst impacts of measurement biases and systematic errors.
The PyCBC [53] hardware injection function
(pycbc generate hwinj) is used to generate the injec-
tion frames. We use the LALInferenceNest [38] pipeline
to obtain the posterior samples. All runs are performed with
1024 live points.
II. RESULTS
It has already been shown in a number of previous stud-
ies [36, 37, 54–56] that recovery using multi-mode models can
improve the measurement of intrinsic and extrinsic parameters
(depending on total mass of the system). Here we present the
first results that quantify these effects when recovery is per-
formed with an aligned-spin multi-mode IMR model. Given
that there is a well-known partial degeneracy between the bi-
nary’s mass ratio and the black-hole spins [15], we expect the
inclusion of spin in the recovery template to significantly af-
fect the precision of the parameter recovery, even for signals
from non-spinning binaries. Furthermore, the effects of pre-
cession (which are not considered here), in general are driven
by the in-plane spins [57, 58] and precession measurement ap-
proximately decouples from aligned-spin parameters [19, 59]
and hence, we expect that our results will in many cases carry
over to recovery using generic-binary models.
We first discuss the recovery of the intrinsic parameters
(black-hole masses and spins), and then consider the extrin-
sic parameters, i.e., the distance (dL) and inclination (θJN). As
we are considering only non-spinning or aligned-spin bina-
ries, ~L ‖ ~J and so, θJN = θLN .
IMRPhenomHM is an approximate model for the sub-
dominant modes and in particular is not tuned to fully general-
relativistic NR results through the merger and ringdown. Sys-
tematic errors due to these approximations can be tested by
using IMRPhenomHM to recover injections of hybrid-NR wave-
forms. Also, our hybrid-NR waveforms contain extra mode-
content, namely the (l,m) = (3, 1) and (4, 2) modes, but given
that these modes contribute less than 10% to total signal power
(even for edge-on configurations), we expect that the domi-
nant source of systematic errors will be amplitude and phase
errors in the modes that are present in the model.
The results from the IMRPhenomHM injections quantify the
accuracy of parameter recovery using a multi-mode model,
and any biases that may be incurred by using a quadrupole-
only model. We expect these to be largely independent of
5the choice of model; if IMRPhenomD and IMRPhenomHM were
replaced by some other (accurate) quadrupole-only and multi-
mode models, the results would show similar qualitative be-
haviours. In contrast, the results of the hybrid-NR injections
indicate the systematic errors that might be incurred when es-
timating the parameters of real data using the approximate
IMRPhenomHM model. With that in mind, we split the re-
sults of intrinsic parameter recovered for IMRPhenomHM and
hybrid-NR injections.
Our main results are in the form of the posterior distribu-
tions for each of the 18 parameter-estimation runs (three mass
ratios, three inclinations, two recovery models). The posteri-
ors are truncated at the 90% confidence interval, indicating
the uncertainty in each parameter measurement. Compari-
son against the true parameters indicates whether the mea-
surement is unbiased (the true value lies within the 90%
C.I.), or the level of bias. We also use the opacity of the
distributions to indicate the relative log likelihood (∆ logL),
which tells us how well the model agrees with the signal. In
our zero-noise injections the log likelihood is proportional to
−|hS(λ0) − hM(λ))|, where hS is the injected signal, with the
specific parameters λ0, and hM is the template model evalu-
ated with parameters λ, and the magnitude of the difference
between the signal and model is calculated using an inner
product weighted with the detector’s spectral noise density.
If the model is able to exactly reproduce the signal (as in the
case of IMRPhenomHM injection and recovery), then the max-
imum log-likelihood will be logL ≈ 0 and less than zero for
all other cases. In our figures, an opaque posterior distribution
indicates excellent agreement between the signal and model,
while a more transparent posterior distribution indicates that
the model parameters that provide the best agreement with the
signal are nonetheless a poor representation of it.
Another way to quantify the difference between the perfor-
mance of two models that we report is the Bayes factor, which
measures the probabilistic support of one model over another,
as opposed to the maximum likelihood, which provides the
goodness of fit. We can quantify the support of IMRPhenomHM
over IMRPhenomD for any injection with the logarithm of
the Bayes factor between the two models, log(BPhnHMPhnD ). For
instance, a log Bayes factor of log(BPhnHMPhnD ) = 5, means
that IMRPhenomHM is e5 more likely than IMRPhenomD. Note
that those probabilities are given by comparing the mod-
els IMRPhenomHM-plus-Gaussian-noise versus IMRPhenomD-
plus-Gaussian-noise. While in this study we use zero noise
as the noise realisation, in practice Gaussian noise is only an
approximation for detector noise and the Bayes factor is used
with an empirically set threshold.
III. RECOVERY OF INTRINSIC PARAMETERS
In this section we discuss the differences between the
source mass and spin parameters (Mc, q, χeff ,Mtotal) when re-
covered by both IMRPhenomD and IMRPhenomHM.
Overall, we see that the IMRPhenomD recovered param-
eters are consistently biased for inclined systems for both
IMRPhenomHM and hybrid-NR injections, with the bias in-
creasing with increasing mass-ratio of the system. Parame-
ters recovered by IMRPhenomHM also show a bias for large
(q, θJN) hybrid-NR injections, but this bias is always smaller
than the corresponding IMRPhenomD recovery. If a bias ex-
ists for IMRPhenomHM injection - IMRPhenomHM recovery, it
can be explained by marginalisation and prior effects (see
Sec: III 1).
For a given (mass-ratio, inclination) configuration, the im-
proved constraints on the inclination and distance parameters
by using multi-mode templates might lead to better constraints
on the intrinsic parameters. To check for that, let us define
dmodelλi = C
upper
λi
− Clowerλi , where C
upper
λi
and Clowerλi are the up-
per and lower bounds of the 90% CI for a given parameter
λi. Hence, dmodelλi would provide a measure of the posterior
width. Using this, we define the relative percentage difference
between the credible interval widths for a given configuration
(∆λi ) as,
∆λi = 100
dIMRPhenomDλi − dIMRPhenomHMλidIMRPhenomDλi
 . (12)
For a given intrinsic parameter, ∆λi would quantify the im-
provements on the parameter constraints from using multi-
mode templates.
For the following plots, the posterior over a parameter from
each run is clipped within its 90% credible intervals and we
plot them as a violin plot. For each parameter, the y-axis
shows the value of the recovered posterior and the x-axis
gives the injected inclination-recovery waveform combina-
tion. For example, if the recovery is for an edge-on injection
by IMRPhenomD, it is labelled as ι = 90◦PhnD. Posteriors for
q = 2, 4, 8 systems are shown in Blue, Grey and Orange re-
spectively. We will first discuss the results of IMRPhenomHM
injections.
1. IMRPhenomHM Injections
The results of recovered intrinsic parameters for the
IMRPhenomHM injections are given in Fig. 2. The percentage
improvement in parameter measurements, ∆λi , is shown for
λi ∈ (Mc,Mtotal, q, χeff) in Fig. 4.
We consider the face-on systems first, which are the left-
hand columns in each of the panels in Fig. 2, and the upper
panel in Fig. 4. For all mass ratios, at face-on inclination
the posteriors recovered by IMRPhenomHM and IMRPhenomD
are consistent with each other, show no bias and are recov-
ered at very similar maximum likelihood. This is expected
due to the almost zero contributions (< 10%) of higher-order
modes to total signal power at face-on inclination and due
to the underlying quadrupole model for IMRPhenomHM being
IMRPhenomD.
The log Bayes factor between IMRPhenomHM and
IMRPhenomD log(BPhnHMPhnD ) for all face-on systems is ≤ 4. At
q = 2, the confidence intervals are almost identical between
IMRPhenomHM and IMRPhenomD recovery, although the
mass-ratio recovery shows a greater preference for lower q.
Any improvements in the measurement precision are difficult
to detect in the posterior plots, but are clear in Fig. 4. We see
that q is always recovered slightly better by IMRPhenomHM
even for the q = 2 system, with an improvement of ∼5%, with
the recovery of the other parameters slightly less constrained
at q = 2. Although the effect is small, for face-on signals,
the higher-mode content does lead to a slight improvement
at higher mass ratios, where we see that the total mass and
6Figure 2. Posteriors of intrinsic parameters (Mc, q,Mtotal(M), χeff) for IMRPhenomHM waveform injected at q = 2, q = 4, q = 8 with θJN=0,
60◦, 90◦. Posteriors for q = 2 (q = 4) [q = 8] are shown in Blue (Grey) [Orange] with the opacity of each determined from the maximum
likelihood value of that run. The variation of opacity over the likelihood values is shown at the bottom of each graph. See Sec: III 1 for a
description of these results, specifically, the bi-modal posteriors recovered by IMRPhenomD at q=8, θJN = 90o.
Figure 3. Posteriors of intrinsic parameters (Mc, q,Mtotal, χeff) for Hybrid-NR waveform injected at q = 2, q = 4, q = 8 with θJN = 0, 60◦ and
90◦. Posteriors for q = 2 (q = 4) [q = 8] are shown in Blue (Grey) [Orange] with the opacity of each determined from the maximum likelihood
value of that run. The variation of opacity over the likelihood values is shown at the bottom of each graph.
7Figure 4. Plot of ∆λi for all the IMRPhenomHM injections. Re-
sults for face-on, 60◦ and 90◦ inclination injections are shown in the
top, middle and bottom panels respectively. ∆λi for the parameters
(Mc,Mtotal(M), q, χeff) are shown with red-circle, black-cross, blue-
lower triangle and green-square respectively.
effective spin are recovered more accurately, and the effective
spin measurement is also more precise.
Now consider systems with inclination 60◦. The effects
of higher modes are perhaps the most relevant for these
cases, because this is where we statistically expect to observe
greater number of signals; this is clear from, for example, the
IMRPhenomD inclination recoveries in Fig. 5, which predom-
inantly recover the observational prior. In the middle column
of each Fig. 2 panel, we see that the IMRPhenomD recovery
starts to show a bias away from the true values and the param-
eters are recovered at comparatively lower likelihood. These
effects are stronger with increasing sub-dominant mode con-
tribution to total signal power. At q = 2, the IMRPhenomD re-
covery ofMc and Mtotal are slightly biased away from the true
value towards overall higher total mass and more equal mass.
For a given q, the waveform length decreases (increases) at
higher (lower) total mass or more negative (positive) χeff . For
the q = 2 system, the shift to an overall higher total mass is
compensated by higher χeff recovery. We might expect that
the increase in total mass puts more power into the signal, to
mimic the extra power that is there from the higher harmon-
ics, but we see the opposite trend for mass ratios q = 4 and
q = 8. Regardless of the parameter shifts in the quadrupole-
only model to find the best agreement with the higher-mode
signal, it is clear that best matching IMRPhenomD signals does
not agree especially well with the true signal, as indicated by
the drop in log-likelihood for signals with increasing mass ra-
tio.
Biases in IMRPhenomD recovery increase with inclination
and are most extreme for edge-on cases. Note that there are
also biases in the IMRPhenomHM recovery, but these are caused
by the prior. The inclination prior has very low support from
edge-on inclinations, and hence, the recovered θJN posterior
tends to have more support from non-edge-on inclinations.
This leads to an overestimation of the distance. The ampli-
tude (A) of a BBH source isA ∝ M5/6c /dL = M5/6 √η/dL. At
higher masses,Mc and Mtotal are the better constrained mass
parameters. Hence, overestimating dL (with good constraints
onMc and Mtotal) would lead to a higher value of η or, equiv-
alently, a lower q. This effect is what causes the slight bias on
the IMRPhenomHM recovered q for edge-on q = 4 and q = 8
IMRPhenomHM injections.
Returning to the IMRPhenomD recovery biases, the most
extreme case we see is that of the IMRPhenomD recov-
ery of the q = 8 edge-on IMRPhenomHM injection. The
recovered posteriors show a bi-modal distribution. For
this injection, IMRPhenomD sees the signal as two com-
pletely different systems with parameters [(Mtotal, q, χeff) ∼
(85, 7,−0.25), (63, 11,−1.)], with comparable (but overall
very low) likelihood. Including the prior difference, the poste-
rior values around those two areas in the parameter space are
very similar, leading to the bimodality. As an additional test,
we checked that the bi-modal distribution is not due to sam-
pling error by performing two additional nested-sampling PE
runs with 2048 and 4096 live points and another MCMC run
with 16 parallel chains and 5000 effective samples, but the
bi-modal distribution persists. Two additional PE runs were
then done where the sky-position of the signal was random-
ized while keeping the polarisation fixed and vice versa. The
bi-modality seen by IMRPhenomD for the the run in Fig. 2 is
lost for these runs, but the corresponding parameters recov-
ered by IMRPhenomD were 1) highly biased and 2) recovered
with similar low maximum likelihood (∆Log(L) ∼ -95). The
bi-modality of recovered parameters in Fig. 2 is a consequence
of IMRPhenomD seeing the signal as from two different but
equally likely systems, which is then lost when the signal mor-
phology changes with changing sky-position and polarisation
values. But, for all sky-position and polarisation combina-
tions, parameters recovered by IMRPhenomD for q = 8 show
a consistent bias towards lower total mass and negative χeff .
Also, log(BPhnHMPhnD ) for the bi-modal run is ≈ 94, which im-
plies that the signal as seen by IMRPhenomD is highly unlikely
as compared to IMRPhenomHM. All this suggests that the ob-
served bi-modality is a combined effect of the priors over the
physical parameters and the inaccuracy of IMRPhenomD to-
wards recreating the true multi-mode signal.
Mc posteriors recovered by IMRPhenomHM are accurate for
all the cases. At face-on q = 2, recovered q has large sup-
port from near-equal mass systems, but this behaviour is lost
at higher inclinations. At edge-on q = 4 and q = 8, mass-ratio
and Mtotal are slightly biased towards lower values, with accu-
rate recovery of the mass-spin parameters for all other cases.
8Where quadrupole models tend to recover a biased χeff at
higher inclinations, IMRPhenomHM recovery does not. For the
q = 2 injections with θJN = 60◦ and 90◦, the recovered χeff
posteriors have almost the same width for IMRPhenomD and
IMRPhenomHM templates (∆χeff ∼ 0). Although the spread of
these posteriors is similar, χeff recovery with IMRPhenomHM is
accurate, whereas IMRPhenomD recovery is biased.
We now consider the relative improvement in parameter
precision (i.e., the widths of the posteriors, irrespective of any
bias from the true injected values), as shown in Fig. 4.
At inclinations of 60◦ and 90◦, the mass parameters re-
covered by IMRPhenomHM are always better constrained than
corresponding IMRPhenomD recoveries (see middle and bot-
tom panels of Fig. 4), i.e., ∆λi > 0. For a given inclination-
parameter combination, ∆λi increases with increasing q. For
e.g., for θJN = 60◦, ∆Mc ∼ 20%, 30%, 50% for q = 2, 4
and 8 respectively. The comparatively high ∆λi values for the
edge-on q = 8 configuration is due to the bi-modality of the
IMRPhenomD recovered posteriors. At q = 4 and q = 8, ∆χeff ≥
0 for all inclinations, and IMRPhenomD recovers biased χeff
posteriors for non-face-on inclinations whereas IMRPhenomHM
recovery is accurate for all configurations. Overall, we ob-
serve better constraints on the mass parameters for inclined
system across the mass-ratio space.
The results in Fig. 4 illustrate that in addition to more ac-
curate parameter recovery when using a multi-mode model,
we also find improved precision in the parameter measure-
ments. We see that other than for face-on configurations, the
recovered mass and spin parameters are better constrained
(∆λi > 0), with the constraints improving with increasing
mass-ratio and/or inclination.
2. Hybrid-NR Injections
We now consider injections of the same physical systems,
but using hybrid-NR waveforms instead of IMRPhenomHM.
The purpose of this is to assess systematic errors in the
IMRPhenomHM model. If the hybrid-NR waveforms and the
corresponding IMRPhenomHM waveforms were almost iden-
tical, then the results from hybrid-NR injections would be
nearly identical to those in the previous section. This would
require not only that the IMRPhenomHM model accurately cap-
ture all of the features of the NR waveforms, but that the nu-
merical errors in the higher-mode content of the NR wave-
forms be insignificant, along with the differences between the
hybrids’ EOB inspiral and the IMRPhenomHM inspiral. We do
not expect any of these requirements to hold, and so with
hybrid-NR injections we can determine which of the previ-
ous results is robust against uncertainties in the IMRPhenomHM
model, and for which parameters and regions of the parameter
space systematic errors may contaminate measurements.
The results of recovered intrinsic parameters for Hybrid NR
waveform injections are given in Fig. 3. For these injections,
we will not plot the ∆λis, but will discuss them when relevant.
For q = 2, q = 4 and q = 8, at face-on inclinations, posteriors
recovered by IMRPhenomHM and IMRPhenomD follow the same
behaviour that we saw for IMRPhenomHM injections. Param-
eters recovered by both models are accurate, but the posteri-
ors recovered by IMRPhenomHM show slightly improved con-
straints on the mass and spin parameters (∆λi ≥ 0). Given
the weak higher-mode content in face-on injections, it is not
surprising that the results do not depend strongly on whether
IMRPhenomHM or hybrid-NR waveforms were injected.
The same is true for q = 2 injections at all inclinations. In
some cases the posteriors are wider for the hybrid-NR injec-
tions, the most notable example being the IMRPhenomHM re-
covery of Mtotal at θJN = 60◦. However, it is not too surprising
that recovery is more accurate and precise when the injection
was an instance of the waveform model used for recovery, as
with the IMRPhenomHM injections. The lack of any notable
impact of systematic errors at q = 2 means that the bias in
the quadrupole-only recovery of χeff for the 60◦ injection is a
robust result.
For q = 4 and q = 8 injections, we do see some clear differ-
ences between the results from IMRPhenomHM and hybrid-NR
injections. To ease the interpretation of a large number of re-
sults, we first focus on the the recovery using IMRPhenomHM,
which is most relevant to future GW observations. Here we
see that for most parameters the recovery again does not
change significantly between the two classes of injections.
There are two exceptions. One is the recovery of the mass
ratio for q = 8 edge-on systems, where we see that the prior
effect, which leads to an underestimation of q, becomes yet
more pronounced with the hybrid-NR injection, and the true
value is outside the 90% C.I. The other is the measurement of
the total mass. The posteriors are broader in the q = 2 case for
both 60◦ and edge-on configurations, and for q = 4 and q = 8
the mass is clearly biased. However, we also note that these
are cases where the quadrupole-only IMRPhenomD shows ex-
tremely large biases, and the IMRPhenomHM recovery shows a
clear improvement.
As with the biases on mass parameters, biases on
IMRPhenomD recovered χeff for the hybrid-NR injections fol-
low the same behaviour as for IMRPhenomHM injections for
q = 2 and 4, but the bias for q = 8 is in the opposite direction.
However, IMRPhenomHM is able to measure the true value of
χeff within its 90% CIs for all the configurations.
If we now look at the quadrupole-only recovery, we see
that there are many differences between the IMRPhenomHM and
hybrid-NR injections. Some of these are counter-intuitive: for
example, for the q = 8 - 60◦ injections, the bias in the chirp
mass recovery is in opposite directions for the two classes of
injections. However, we note that in all of these examples,
the log-likelihood for the IMRPhenomD recovery is low, and
so it is possible for the parameters of best agreement between
IMRPhenomD and the injected waveform to show greater vari-
ation; and note also that these will also be sensitive to all of
the intrinsic and extrinsic parameters.
Overall we conclude that only in the most extreme cases
(q = 8 and edge-on) do we see a risk of biases when us-
ing IMRPhenomHM for parameter recovery, and in all cases it
shows an improvement, and often a dramatic improvement,
over a quadrupole-only model.
IV. RECOVERY OF EXTRINSIC PARAMETERS
We saw in Ref. [1] that one of the most significant impacts
of using a higher-multipole model for parameter measurement
is in the recovery of the binary’s inclination (θJN) and distance
(dL). In a quadrupole-only model, the only effect of changing
the inclination is to change the overall amplitude, which is de-
generate with a change in distance. The strength of the (2, 2)
9Figure 5. Recovery of θJN for IMRPhenomHM injection (top row) and hybrid NR injections (bottom row) for inclinations 0, 60◦ & 90◦ and
with IMRPhenomHM and IMRPhenomD as recovery waveform models. Inclination recovery for q = 2, 4, 8 configurations are shown in the left,
centre and right columns respectively, with the recovery for each inclination separated by horizontal dashed-black lines. The true value of the
injections are given in dashed Black, Blue and Red lines for 0, 60◦ & 90◦.
mode varies by a factor of two between face-on and edge-on
systems (for the plus polarisation), leading to an uncertainty of
roughly a factor of two in the distance measurement. The in-
clination measurement is then dominated by the prior, which
is a combination of the inclination dependence of the detec-
tor sensitivity (the sensitivity is twice as sensitive to face-on
systems) and the inclination probability distribution, which is
uniform in cos(θJN). The result is a distribution that peaks
at ∼30◦ and ∼150◦, and this is reflected in the IMRPhenomD
inclination recovery plots below. In general, as was seen in
Ref. [36, 37, 55, 56], the use of higher-order mode templates
break the degeneracy present between θJN , ψ and φ that al-
lows for better measurements of inclination value and hence
better distance precision. We see that IMRPhenomHM is able to
capture inclination information better than IMRPhenomD and
leads to improved constraints on the distance.
In the following sections we quantify these effects for both
IMRPhenomHM and hybrid-NR injections; the former quan-
tify the impact of higher multipoles, while the latter allow
us to investigate systematic biases due to approximations in
IMRPhenomHM.
1. θJN recovery
Fig. 5 shows the results for inclination recovery for both
the IMRPhenomHM and hybrid-NR injections. For both
IMRPhenomHM and hybrid NR injections, at all mass-ratio
and inclination configurations, θJN recovery by IMRPhenomD
shows a similar bimodal behaviour and mostly follows the
prior, as discussed above. Inclination recovery is unaffected
by mass-ratio or inclination value for the quadrupole only
model and thus it is not possible to differentiate between a
non-inclined and inclined system.
For IMRPhenomHM recovery, the bi-modality for the incli-
nation posterior persists, but the posteriors are better con-
strained. At face-on configurations for IMRPhenomHM and hy-
brid NR injections, IMRPhenomHM sees the system as strongly
face-on or face-off. For 60◦ IMRPhenomHM injections, the re-
covered inclination is peaked near the true value and the con-
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Figure 6. Recovered percent distance error ∆dL (see Eq:13) recovery for IMRPhenomHM injection (top row) and Hybrid NR injections (bottom
row) for inclinations 0, 60◦ and 90◦ with IMRPhenomHM and IMRPhenomD as recovery waveform models. Distance recovery for q = 2, 4, 8
configurations are shown in the left, center and right columns respectively. The ∆dL = 0 line is shown in horizontal dashed-black line, with the
vertical dashed lines separating recovery for different inclinations. The injected distance value for IMRPhenomHM [NR] injection for q = (2, 4, 8)
0◦ is (895, 624, 388) [880, 639, 398] Mpc, 60◦ is (537, 404, 258) [523, 376, 249] Mpc and for 90◦ is (387, 307, 199) [367, 253, 183] Mpc. For
the q = 8, 90◦ hybrid-NR recovery by IMRPhenomD, ∆dL extends up to 400%.
straint on the inclination improves with increasing mass-ratio.
The edge-on IMRPhenomHM injection posteriors show a sim-
ilar behaviour. For Hybrid NR injections, inclination recov-
ery for 60◦ is peaked just off the true value and for edge-
on q = (2, 4) systems, the recovery is strongly biased. This
is not surprising: the systematic errors in the IMRPhenomHM
model enter almost entirely into the higher multipoles, and
so the largest systematic errors will be observed for edge-on
systems, where the higher multipoles contribute most to the
signal. We find, however, that it is only for the edge-on cases
that this bias appears. Since edge-on systems are still roughly
half as strong as equivalent face-on systems, they are eight
times less likely to be observed.
2. Distance recovery
Recall that injections were made such that the signal’s SNR
was 25 in all cases. Since the signal strength decreases as
mass-ratio increases, and also as the inclination varies from
face-on to edge-on, the edge-on q = 8 system is injected at
a much smaller distance (199 Mpc) than the face-on q = 2
system (895 Mpc). Although there is some variation in the
injection distance between the IMRPhenomHM and hybrid-NR
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injections, due to the differences in their higher-multipole con-
tent; these are small and are always less than 10%. All of the
injection distances are given in the caption to Fig. 6.
Fig. 6 shows the results for distance recovery. We plot the
relative percent distance error, which we define as,
∆dL = 100
dposteriorL − dinjectedL
dinjectedL
 (13)
For IMRPhenomHM injections, the true distance value lies
within the 90% confidence intervals for most of IMRPhenomD
and all of IMRPhenomHM recovered posteriors. At larger incli-
nations, the quadrupole model tends to overestimate the dis-
tance to the binary. For q = 2 Hybrid NR injections, at inclina-
tions 60◦ and 90◦, 90% CIs for dL recovered by IMRPhenomHM
do not include the true value. For all other situations though,
90% CIs for dL recovered by IMRPhenomHM contain the true
injected value.
For quadrupole-only templates, as the recovered inclina-
tion is the same for all injected inclinations, the recovered
distance for non-zero inclinations tend towards overall larger
values leading to larger ∆dL. For IMRPhenomHM injection -
IMRPhenomHM recovery, where injected θJN lies within the
90% CIs of recovered θJN , the real distance is recovered at
all times. For the q = 2 and q = 4 hybrid-NR injection -
IMRPhenomHM template, recovered θJN at 60◦ (90◦) is slightly
(completely) off the true value which causes the recovered dis-
tance to be overestimated from the true value. This is likely
due to the different mode content in the signal and template
and the waveform inaccuracies in IMRPhenomHM. But, these
results do indicate that use of multi-mode template waveform
will lead to better distance measurements.
The improved constraints on inclination for IMRPhenomHM
recovery translates to improved constraints on the measured
distance of the system as compared to IMRPhenomD recovery.
We see this behaviour for all the configurations. At face-on
configurations, IMRPhenomHM constrains the distance about ∼
20% - 25% better as compared to IMRPhenomD. For higher
inclinations, the constraint improves by about ∼ 30% - 60%.
V. CONCLUSIONS
This is the first study that quantifies the accuracy of inferred
source parameters using a multi-mode aligned-spin model
waveform. To do that, we consider two families of non-
spinning multi-mode signal waveforms (IMRPhenomHM and
hybrid-NR) over a range of mass-ratios (q = 2, 4, 8) and in-
clinations (face-on, 60◦, and edge-on), with fixed total mass,
and compare the parameters recovered by multi-mode and
quadrupole-only templates. In all cases we consider a signal-
to-noise ratio (SNR) of 25. We fix the total mass of injected
signals at 100M, for three reasons; i) the relative measurable
signal power in the higher modes increases with mass, and so
the choice of a high mass allows us to provide an estimate of
the largest impact of higher modes in likely LIGO-Virgo ob-
servations, for which total binary masses above 100M will be
rare. ii) IMRPhenomHM is an approximate waveform model of
the sub-dominant modes that is not tuned to NR waveforms,
and the most uncertain part of the IMRPhenomHM modelling is
in the merger and ringdown phases. Hence, the choice of a
high total mass also allows us to also make a conservative es-
timate of the systematic errors due to waveform inaccuracies.
iii) IMRPhenomHM is a more computationally expensive model
than its quadrupole-only counterpart, and signals with total
mass 100M allow us to quickly perform a large PE study.
Although, as previous studies have shown [33–35], system-
atic errors due to neglecting higher-order modes in template
waveforms increase at higher masses. Optimized versions of
the model will make it easier to perform a much more exten-
sive study over a wider range of parameters, including much
lower masses.
Here is a summary of our main results.
Our key results on measurements of intrinsic parameters
are in Figs. 2 and 3. For face-on systems there is no appre-
ciable bias in the quadrupole-only recovery at any mass ratio.
There are biases in the total mass of up to 10% at 60◦ in-
clination, and 20% or 30% for edge-on configurations. For
the edge-on q = 8 configuration (IMRPhenomHM injection),
the signal matches the quadrupole-only model so poorly that
the recovery is bimodal. Mass ratio is strongly biased toward
equal-mass recovery for small mass ratios, but shows less bias
at higher mass ratios. (This point is relevant to the observa-
tion GW170729 [8], where the templates with higher-order
modes were able to resolve q between 1.25 and 3.3 at 90%
confidence, i.e., providing strong evidence that the mass-ratio
was bounded away from equal mass, while quadrupole-only
models gave a 90% C.I. from q = 1 up to q = 2.5.) The ef-
fective spin χeff shows a bias of up to 0.2 for 60◦ inclination
and cannot be measured at all in some edge-on cases. Our
results suggest that bi-modal parameters or, in less extreme
cases, double-peaked posteriors, might occur (for some cases)
when measuring high-mass-ratio systems with a quadrupole-
only model which could be resolved with multi-mode mod-
els. The overall lower likelihood of recovered parameters by
the quadrupole-only model (compared to multi-mode model)
at high-mass ratio - high-inclination combination suggest that
the model cannot be trusted for accuracy in that region.
For IMRPhenomHM injections, recovery with a higher-mode
model not only removes these biases (as we would expect,
since the injection and recovery use the same model), but also
increases the precision of the measurement. Fig. 4 shows the
percentage improvement in the size of the 90% credible inter-
vals over using a quadrupole-only model. The improvement
is up to 50% for 60◦ inclination and up to 80% for edge-on
configurations; the improvement is roughly linear with mass
ratio 1. Improvement in parameter recovery was also consid-
ered in Ref. [37], but using a higher-mode model that did not
include spin. We find that the addition of the spin dimension
can significantly increase the widths of the confidence inter-
vals. For example, recovering a q = 4, M = 100 M, 60◦-
inclination SNR=18 signal with a nonspinnng model leads to
an uncertainty in the chirp mass of ∆Mobs/Mobs = 0.056 [37].
If we naively rescale to an SNR of 25, the uncertainty would
decrease to ∼ 0.04. By contrast, the uncertainty when using a
spinning higher-mode model is 0.168, i.e., four times larger.
NR-hybrid injections show broadly consistent results, indi-
cating that the systematic errors in the IMRPhenomHM model
are in general small. The IMRPhenomHM recovery gives com-
parable results between the IMRPhenomHM and NR-hybrid in-
jections, except for biases of up to 5% in the total mass
1 Note that improvement of 80% for q = 8 edge-on is due to the bimodal
recovery of quadrupole-only model
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Figure 7. We plot the quantity δβλi for the parameters (Mc,Mtotal, q, χeff) for hybrid-NR injection results with the solid (dashed) lines indicating
the bias value for IMRPhenomD (IMRPhenomHM) recovery. δβλi for q = 2, 48 are shown in Red, Black and Blue respectively. The systematic
bias for the q = 2, 6, M/M = 51, 56 and SNR = 48 configurations from Ref. [36] are shown in red (green) with the quadrupole (multi-mode)
recovered bias shown with a star (circle).
for q = 4 and q = 8 non-face-on cases; this is less than
the bias incurred by using a quadrupole-only model. Re-
sults show larger differences in the IMRPhenomD recovery be-
tween the two injection sets, but these are cases where the
log-likelihood is poorer, and so we ascribe these less signifi-
cance. Our conclusion is that the IMRPhenomHM model leads
to improved parameter measurements over a quadrupole-only
model in all cases; and except for high-mass high-mass-ratio
high-inclination signals with an SNR of 25 or higher, system-
atic errors will not affect results.
This is quantified further in Fig. 7. Here we follow
Ref. [36], and plot the ratio of the systematic error to the sta-
tistical error, δβλi , for the parameter λi. By “systematic error”
we mean the difference between the true injected parameter
and the mean of the marginalised 1D recovered posterior (in
Ref. [36], the authors use the difference between the maxi-
mum a posteriori value and injected value), and by “statistical
error” we mean the standard deviation of the posterior. Since
the standard deviation corresponds to the 68% C.I., δβλi is a
more conservative estimate than if we had used the 90% C.I.
As such, if the ratio is below ∼ 1.645, then the systematic error
is within the 90% C.I. and the measurement is not considered
to be biased. Fig. 7 shows this error ratio for the chirp mass,
total mass, mass ratio, and effective spin. Also shown are the
results from Ref. [36], although care should be taken in com-
paring the results, since that study considered lower masses,
higher SNRs and different mode content for the injections.
Inclination recovery is always improved when recovering
with a higher-mode model. With quadrupole-only recov-
ery, the distance-inclination degeneracy means that largely
the same posterior is recovered, regardless of inclination (see
Fig. 5), while the higher-mode model is able to constrain the
inclination. The trend in the IMRPhenomD distance recovery is
consistent with expectations: for a signal with a high non-zero
inclination, a quadrupole only template model gets more sup-
port from non-edge on inclinations, suggesting that the (com-
paratively) weak signal is from further away and therefore dL
would be overestimated. A multi-mode template model can
better constrain the degeneracy between the inclination, phase
and polarisation values, leading to improved constraints on
the inclination, which then translates to a better constrained
measurement of distance. Distance recovery is greatly im-
proved with the higher-mode model. At face-on configura-
tions, IMRPhenomHM constrains the distance about 20% - 25%
better as compared to IMRPhenomD. For higher inclinations,
the constraint improves by about 30% - 60%. With improved
multi-mode models, we can expect improved inclination con-
strains and hence, distance measurements, with additional im-
provement from those three-detector observations that have
good polarisation measurements [52, 60].
Systematic errors in IMRPhenomHM are worst for edge-on
higher-mass-ratio systems, where the approximations used to
produce the higher modes are least applicable, and this shows
up in the inclination recovery: we do not identify the system
as so clearly edge-on in the NR-hybrid injections compared
to the IMRPhenomHM injections, as seen in the top panels of
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Fig. 5. As it is more likely that systematics due to the model
inaccuracies dominate at larger inclinations, we can expect
accurate parameter recovery at lower inclinations.
As expected, priors can bias results for statistically less
likely configurations, i.e., edge-on, even when using a higher-
mode model. See, for example, the edge-on recovery of the
mass ratio q for the q = 8 case in Fig. 2.
We note that this study is limited to binaries with total mass
M = 100 M, and does not include spinning signals, or pre-
cession. The effect of black-hole spin on higher-mode con-
tributions is much weaker than the effect of mass ratio, and
given that LIGO-Virgo observations to date suggest that as-
trophysical black holes in binaries predominantly have very
low spins [6, 61], we expect the results of this study to be
relevant to the majority of observations made with second-
generation detectors. Since the impact of higher modes de-
creases for lower masses, the results we report here are likely
to represent the largest impact higher modes will have on GW
observations. However, studies that include spinning config-
urations, lower masses, and precession, are still needed, to
quantify the impact of higher modes for yet stronger signals,
or larger spins, where their effects have not yet been quanti-
fied. For this study, we had fixed the azimuth phase to zero
and as was shown in [33], this parameter can strongly affect
parameter estimates. It would be interesting to perform a sim-
ilar study, but with different azimuth phase values. Studies
that consider yet higher SNRs will also benefit from more ac-
curate models tuned to NR simulations, although we expect
that the IMRPhenomHM model will be sufficiently accurate for
all but the most extreme observations.
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