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Examensarbetet ’Automatisk viktning av onlinekorrigering för
prognoser’ som syftar till att förbättra produktionsoptimering
för fjärrvärmeproducerande företag, utfördes på
företaget Energy Opticon AB under våren 2013.
Produktionsoptimeringen ger en plan för hur olika enheter
på fjärrvärmeverket bör köras för att uppnå ekonomiska så
väl som miljömässiga mål. En viktig del i optimeringen är
att kunna prediktera hur mycket fjärrvärme som behöver
produceras i den närmsta framtiden. Prediktionerna baseras
på en grundprognos för fjärrvärmelasten. Grundprognosen
baseras på parametrar som estimeras med hjälp av tidigare
års fjärrvärmelaster samt uppmätta värden av t.ex. väder som
påverkar lasten. Korrektion görs allt eftersom ny mätdata
för fjärrvärmen kommer in i syfte att förbättra precisionen
i prognosen. Korrektionen sker genom att skillnaden mellan
uppmätt fjärrvärmelast och grundmodellens föreslagna
fjärrvärmelast bildas. På så vis skapas en historisk serie
med avvikelser för varje tidpunkt t. I figur 1 presenteras
ett exempel på prognos och mätvärde kan se ut. De
erhållna avvikelserna kombineras sedan med hjälp av en
parametriserad korrektionsmodell för att skapa en korrektion
av grundprognosen. Korrektionsparametrarna väljs i nuläget
av energitekniker på företaget baserat på erfarenhet. Det är
val av dessa parametrar som examensarbetet syftar till att
automatisera.
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Figure 1: I figuren presenteras ett exempel på hur
grundprognos och mätvärde kan se ut. Markerat med blått i
grafen är grundprognosen medan mätvärdesserien markerats i
rött. Det är mellan dessa serier som felserier bildas.
Genom att vid en tidpunkt t enbart studera historiska fel kan
ett bra parametersval för framtiden estimeras. Estimeringen
går förenklat till på så sätt att man låter korrektionsmodellen
återskapa olika historiska avvikelser et−k med en skattning
eˆt−k. Detta går att göra eftersom korrektionsmodellen trivialt
kan ses som en modell för kommande fel. För att jämföra
uppmätta avvikelser med estimerade avvikelser bildas deras
kvadrerade avvikelser. Avvikelserna summeras sedan samman
för alla k där k tar alla värden i det estimeringsset man väljer
att använda. Som nämndes ovan beror korrektionerna av äldre
historiska fel samt ett par parametrar. De äldre historiska felen
kan ses som uppmätta konstanter vilket gör att summan blir
en funktionen som enbart beror av korrektionsparametarna Θ.
En sådan funktion som kallas förlustfunktion S presenteras i
ekvation 1.
S(Θ) =
∑N
k=1
(et−k − eˆt−k(Θ))2 (1)
Genom att minimera denna funktion med avseende på
parametrarna erhålls de parametrar som skulle givit det
minsta felet i estimeringssetet och antagande görs därför om
att dessa parametrar även kommer vara goda för korrektion
i den närmsta framtiden. Estimeringsmetoden beskriven
ovan kallas för Prediction Error Method (PEM) då det är
prediktionsfel som bildas och minimeras. I examensarbetet
beskrivs den exakta, något mer avancerade PEM metod, som
slutligen används för skattningen.
Komplikationer uppkom i och med att det i felserierna
förekommer stora variationer i medelvärdesnivå och
standardavvikelsenivå. Detta är något som nuvarande
korrektionsmodell inte hanterar på ett optimalt
sätt. Därför provades även andra angreppssätt till
korrektionsproblematiken. En första ansats gick ut på
att lokalt normalisera felprocessen genom subtrahera med
medelvärdesnivå och dividera med standardavvikelse som
skattades från estimeringsetet. På den normaliserade processen
anpassades sedan linjära stationära tidsseriemodeller.
Med den de anpassade tidseriemodellerna utfördes sedan
prediktion och parametersestimering med PEM metod. Den
mest framgångrika modelltypen visade sig vara vanliga
autoregressiv modell, så kallade AR-modeller. Mer om
AR-modeller och den linjära tidsserieansatsen finns att läsa i
examensarbetet.
En mer avancerat variant av samma tillvägagångssätt
prövades också. Ett försök gjordes att successivt
normera processen och sedan använda AR-modell för
att modellera den normerade processen. Med hjälp av ett
Kalmanfilter kunde modellparametrar, processmedelvärde
samt processstandardavvikelse rekursivt estimeras. För mer
information om denna ansats hänvisas till examensarbetet.
Abstract
This report aims at finding methods for reducing the errors
in district heating load forecasts by suggesting a method for
online correction of the base forecast. Online correction is
generally carried out by utilizing patterns in the historic
prediction errors. Traditionally the correction has been
made using a correction method detailed by a few governing
parameters. Values for these parameters are set according
to the experience of energy engineers. One of the major
topics for this report will be to choose these parameters
automatically and in an online fashion using historic error
data. Another approach to the correction problem is made
by modelling the errors from scratch. Starting from a time
series analysis of the error series all significant linear de-
pendencies can be identified and different models from the
Auto Regressive Moving Average (ARMA) family of mod-
els are evaluated. It is found that purely Auto Regressive
models will give the best results for these error series. In
the error series there are clearly visible non-linear phenom-
ena present i.e. a slightly varying mean level as well as a
more heavily varying variance. By putting AR-models with
varying mean and variance on a nonlinear state space form
an attempt is made at handling this. The AR-parameters,
the mean level and the varying variance is then estimated
using an Unscented Kalman Filter. The report is written
in Swedish.

Förord
Examensarbetet Automatisk viktning av onlinekorrigering för prognoser genomför-
des under våren 2013 på företaget Energy Opticon AB i syfte att förbättra deras
nuvarande korrektionsalgoritm för prognoser.
Speciellt tack riktas till min handledare Björn Malmström på Energy Opticon AB
samt till min examinator Johan Lindström från Lunds Tekniska Högskola.
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Kapitel 1
Inledning
1.1 Bakgrund
Energy Opticon (EO) AB är ett företag som tillhandahåller programvara för fjärr-
värmeproducerande företag som vill optimera sin verksamhet. Programvaran, Ener-
gy Optima 3, förser kunden med produktionsoptimering så väl som lastprognoser
för fjärrvärme. Lastprognoserna erbjuder ett mått på hur många Megawatt (MW)
värme som kommer behöva produceras i den närmsta framtiden. Detta examensar-
bete syftar till att förbättra korrektion av dessa lastprognoser. Lyckad korrektion
innebär att fjärrvärmeproducenten mer exakt kan planera sin produktion och på så
sätt undvika slöseri kopplad till för hög produktion eller brist av fjärrvärme kopplad
till för låg produktion.
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Figur 1.1. I figuren presenteras ett exempel på hur grundprognos och mätvärde
kan se ut. Markerat med blått i grafen är grundprognosen medan mätvärdesserien
markerats i rött. Det är mellan dessa serier som felserier bildas.
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1.2 Introduktion
Till att börja med beräknas en lastprognos för fjärrvärme i programvaran. Denna
lastprognos kommer hädanefter att refereras till som grundprognosen. På grund
av sekretess presenteras i den här rapporten endast de av grundprognosens grund-
läggande egenskaper som krävs för att förklara korrektionsalgoritmen. Nämnas bör
exempelvis att grundprognosen är baserad på olika parameterset för varje månad.
I figur 1.1 presenteras ett exempel på mätvärde och grundprognos.
Ofta kan bättre resultat uppnås om grundprognosen korrigeras i efterhand genom
att fel i grundmodellen analyseras. För att göra korrektion används en felserie bestå-
ende av differensen mellan en historisk mätvärdesserie och motsvarande prognosvär-
de. Korrektion görs i nuläget med hjälp av en korrektionsmodell. I korrektions-
modellen används gamla felserievärden samt ett par parametrar för att prediktera
framtida fel. I nuläget sätts korrektionsmodellens parametrar av energitekniker på
företaget. Valet är framförallt baserat på deras erfarenheter över vad som ger god
effekt.
Önskemålet från företaget är att ge användaren möjlighet att aktivera automa-
tisk korrektion av prognoser. Målet blir att finna en metod för att automatiskt göra
parameterval baserat på struktur i feldatan.
1.3 Syfte/Mål
Syftet med examensarbetet är att optimera företagets nuvarande modell för hur
korrektion av grundprognosen utförs samt att föreslå en metod för hur detta kan
ske automatiskt och rekursivt. Problemet kommer angripas på två olika sätt.
1) En metod för att onlineskatta parametrarna i företagets nuvarande modell för
korrektion kommer att tas fram.
2) En statistisk analys av felserierna (residualer från grundmodellen) kommer att
genomföras. Utifrån den analysen kommer en tidseriemodell för felen ansättas och
utvärderas. Målet är att hitta en korrektionsmodell som reducerar felet och samti-
digt är lämplig för implementation i företagets programvara.
1.4 Rapportens disposition
Efter en kort bakgrund med presentation av problemställningen i kapitel 1 följer i
kapitel 2 en genomgång av den data som finns tillgänglig för analys i examensarbe-
tet. Därefter följer i kapitel 3 en genomgång av relevanta analysmetoder och teori.
I kapitel 4 presenteras sedan Energy Opticons nuvarande korrektionsmetodik samt
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hur dess parametrar kan skattas. Efter det presenteras analys och resultat i kapitel
5. I kapital 6 återfinns diskussion och slutsats.
1.5 Angående notation
Trivialt kan det påpekas att den optimala korrektionen av prognosen skulle kunna
göras om storleken på kommande fel är känd i förväg. Eftersom detta naturligtvis
inte är möjligt skapas istället en modell för hur nya fel beror på gamla i ett försök
att komma så nära situationen som möjligt. Tanken är sedan att använda denna
modell för att prediktera kommande fel och på så sätt uppnå bästa möjliga kor-
rektion. Av denna enkla anledning formuleras problemet med att finna en lämplig
modell för korrektion av grundprognosen om till att söka efter en lämplig modell
för felet. På grund av ovan nämnda analogi kommer både orden korrektion och
fel ibland användas för att beskriva korrektionen.
Utöver detta används en viss struktur för beskrivning av matematiska samband
i ekvationer så väl som i löpande text i det här examensarbetet. Generellt gäller i
denna rapport att vanliga bokstäver (a) används för att beskriva skalärer, fetstil-
ta bokstäver (a) används för att beskriva vektorer samt att stora bokstäver (A)
används för matriser. Nedsänkning xa används i allmänhet för att beteckna den
diskreta tidpunkten. Rakt streck i nedsänkningen (xa|b) innebär samma som (xa)
givet data upp till b. Om en hatt placeras över annan notation betyder detta att det
är frågan om en skattning. Funktionsbeteckningar (vanligtvis f eller g) är aldrig
fetstilta oavsett om de är vektorvärda eller inte.
Termen lag kommer ofta användas för att beskriva en tidsförskjutning i löpande
text. Uttrycket syftar till att beskriva en generell tidpunkt m steg bakåt från ti-
den just nu. Om det generellt finns ett beroende mellan processvärden vid tiden t
och processvärden vid tiden t − m säger man att det finns ett beroende i lag m.
Tidsskiftoperatorn z−m, som flitigt kommer användas för att beskriva tidsseriemo-
deller, fungerar så att den försenar processen den opererar påm tidssteg bakåt d.v.s.
z−mxt = xt−m.
Termen residual används för att beskriva de fel som en modell lämnar efter sig
vid enstegprediktion av en tidsserie.
3

Kapitel 2
Data
Tillgängligt för analys finns felserier som bildats som skillnaden mellan uppmätt
fjärrvärmelast och predikterad fjärrvärmelast under hösten 2012. Serierna är häm-
tade från tre olika företag verksamma i tre olika länder. De tre felserierna som
refereras till som felserie A,B och C presenteras i figur 2.1. För samtliga tidsserier
är samplingstiden 1 timme.
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Figur 2.1. I figuren presenteras i tur och ordning felserierna A,B och C. Som kan
ses överlappar tidsperioderna inte fullständigt. Noteras bör att det förekommer va-
riationer i medelvärdet så väl som i varians. Detta är enligt handledaren typiskt
för residualer som fjärrvärmeprognoser lämnar. Eftersom kunderna är företag i olika
storleksordning så blir även felen olika stora.
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En positiv effekt med valet av serierna A,B och C är att dessa kommer från tre olika
länder. Detta skänker extra tyngd åt generella resultat eftersom en mer representativ
undersökning görs.
2.1 Tillgänglighet av data
I varje beräkningspunkt finns det en historisk prognos som sparats. Internt i Energy
Opticons programvara baseras denna prognos alltid på innevarande månads grund-
modellsparameterset. Detta innebär att innevarande månads grundmodellsparamet-
rar används bakåt över gränsen till tidigare månader. Detta skiljer sig beklagligt-
vis åt från den grundprognos som finns tillgänglig och kan användas för analys i
examensarbetet. Här är istället prognosen baserad på parameterset tillhörande re-
spektive månad. Detta innebär att en korrekt analys, speglande det som verkligen
sker i programvaran, bör genomföras inom gränserna för varje månad då de båda
felserierna rimligtvis sammanfaller. I praktiken innebär detta att parametrar mås-
te skattas med feldata från varje månads första del för att sedan utvärderas för
månadens andra hälft. Ett antagande måste sedan göras om att resultatet från en
sådan parameterskattning även kommer att vara giltigt för kontinuerlig skattning
i programvaran när rätt data successivt finns tillgänglig. Ytterligare ett antagande
görs om att de övergångsperioder som finns implementerade mellan månader ger
försumbar verkan och även för dessa dagar används feldatan rakt av i analysen. När
testning sker skarpt i företagets programvara (som görs mot slutet av examensar-
betet) försvinner den ovan nämnda problematiken. Data som hämtas är då alltid
baserad på innevarande månads parameterset tillräckligt långt bakåt i tiden. På
grund av detta inverkar inte heller övergångsperioderna i den historiska feldatan.
2.2 Datamängd
Den datamängd som finns tillgänglig för examensarbetet är begränsad i mängd på
grund av ändringar i hur data sparas på Energy Opticon under sommaren 2012.
Således finns bara giltig feldata från augusti-september 2012. Vid examensarbetets
början fanns ungefär 5 månaders data. Det är en nackdel att data enbart finns
tillgänglig för hösten. Eventuella längre beroende i felserien, framför allt felseriens
årliga beroende, kan då inte enkelt fångas i en modell.
2.3 Tänkbara beroenden
Felserierna bildas som skillnaden mellan återskapad grundprognos för fjärrvärme-
last och historiska mätvärden för fjärrvärmelast. I mätvärdesserien kan man vänta
sig en dygns(24h), vecko(168h) samt en årscykel. Detta eftersom fjärrvärmelasten
kraftigt styrs av industrins produktionstider samt den lokala utetemperaturen. För
att bekräfta närvaron av dessa beroende presenteras en korrelationsplot över alla
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mätvärdesserier som används i examensarbetet (serierna betecknas A,B och C) i
figur 2.2. I grafen har de typiska beroendena markerats.
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Figur 2.2. I figuren visualiseras närvarande beroenden i mätvärdesserien. Tydligt
ses beroenden i multiplar av 24 samt för lägre lag. För att underlätta för läsaren har
korrelationstoppar i lag 24 och 168 markerats.
Efter en analys av korrelationsstrukturen i figur 2.2 ser man att signifikanta bero-
enden finns för lag 1 till 24. Särskilt starka beroenden finns i lag 1 och 2. Dessutom
förekommer ett upprepat mönster i lag som är multiplar av 24. För att ett beroende
ska vara signifikant ska det i figuren 2.2 nå utanför de rödmarkerade konfidensin-
tervallsgränserna. Konfidensintervall diskuteras i kapitel 3. Om grundmodellen är
tillräckligt bra hade dessa beteenden fångats av grundmodellen. Eftersom enbart
data från hösten/vintern är tillgänglig kan eventuellt kvarvarande årsberoende ge
sig till känna som lutningar i felserierna. Sammanfattningsvis blir korrektionsalgo-
ritmens mål att fånga kvarvarande beroenden.
Beroenden som är starkast i felserierna är alltså:
• 1,2,3,...,24 timmar; framförallt 1,2,3
• 24,48,...,168 timmar; framförallt 24 och 168
• Trend i datan från årsberoende
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2.4 Alla fel är inte modelleringsfel
Alla fel i residualen har inte sitt upphov i att grundmodellen missat att fånga
typiska beteenden utan snarare i att lasten frångår sitt typiska beteende eller att
oförutsägbara saker inträffar hos fjärrvärmeproducenten. Detta är en typ av fel som
inte lätt kan fångas i en korrektionsmodell då den mänskliga faktorn avgör när de
inträffar.
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Kapitel 3
Metodik och Teori
Detta kapitel beskriver framför allt redskap för att anpassa tidsseriemodeller. I styc-
ke 3.1 presenteras schematiskt en metodik för att systematiskt förbättra valet av
modell. Sedan följer i stycke 3.2 en genomgång av de modelltyper som kommer att
övervägas vid modelleringen. Därefter beskrivs metodik för att avgöra om en fel-
serie kan anses vara vitt brus eller ej. Detta kommer visa sig vara centralt för att
avgöra om modelleringen är bra nog. När en lämplig modell fastställts är målet att
utföra prediktion av felen i syfte att utföra en bra korrektion. Metodik för predik-
tion hanteras därför sedan i stycke 3.8. I slutet på kapitlet beskrivs uppställning
på tillståndsform samt olika typer av Kalmanfilter för rekursiva skattningar. Den
matematiska notation som används i detta kapitel finns beskriven i avsnitt 1.5.
3.1 Modelleringsmetodik
Som ett allmänt angreppssätt för att finna en lämplig tidsseriemodell för att predik-
tera felen kommer följande metodik användas iterativt på residualerna (föreslagen
av Jacobsson i [2] på sidan 55-56 så väl som av Madsen i [1] på sidan 145).
• Identifiering: fastställande av lämplig modell samt lämplig modellordning
• Estimering: skattning av modellens parametrar
• Validering: kontroll om modellen är tillräckligt bra
• Om resultat inte är tillräckligt bra görs justeringar i steg 1 och proceduren
upprepas.
Ofta behöver man gå genom stegen ovan ett par gånger, det är osannolikt att man
redan från början hittar en tillfredställande modell. Identifiering, estimering och
validering beskrivs mer ingående i styckena nedan med samma namn.
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3.2 Linjära Stationära Tidsseriemodeller
Det finns en hel familj av linjära och stationära tidserier som kommer övervägas vid
modelleringen. Nedan introduceras de efter stigande komplexitet. Samma modeller
finns även presenterade i [1] på sidorna 117-130. En svagt stationär tidsserie är en
tidsserie där medelvärde så väl som kovariansstruktur förblir konstanta i tiden.
3.2.1 Auto Regressive (AR) Modell
En typ av modell som kommer visa sig användbar för att modellera felserien et är
en så kallad Auto Regressive (AR) modell presenterad i ekvation 3.1.
et = −a1et−1 − ...− apet−p + rt (3.1)
Här är p ordningen på AR modellen och rt är ett oberoende och identiskt för-
delat Gaussiskt brus. Genom att använda den så kallade tidsskiftoperatorn z kan
detta istället skrivas som i ekvation 3.2 nedan.
A(z)et = rt (3.2)
A(z) är nu ett polynom av ordning p definierat som A(z) = 1+ a1z−1+ ...+ apz−p.
Generellt gäller att om polynomets nollor ligger innanför enhetscirkeln är resulte-
rande process stationär. En AR-modell är alltid inverterbar. Teorin för AR-modeller
presenteras mer ingående på sidan 119 i [1].
3.2.2 Moving Average (MA) Modell
En annan vanlig typ av modell är den så kallade Moving Average (MA) modellen
presenterad nedan i ekvation 3.3.
et = rt + c1rt−1 + ...+ cqrt−q (3.3)
Här är q ordningen på MA modellen och ri är oberoende och identiskt fördela-
de Gaussiska brus. Genom att använda den så kallade tidsskiftoperatorn z kan
ekvation 3.3 istället skrivas som
et = C(z)rt (3.4)
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C(z) är nu ett polynom av ordning q definierat som C(z) = 1+ c1z−1 + ...+ cqz−p.
En MA process är alltid stationär den blir inverterbar om polynomets nollor ligger
innanför enhetscirkeln. Teorin för MA-modeller presenteras mer ingående på sidan
117 i [1].
3.2.3 Auto Regressive Moving Average (ARMA) Modell
Kombinationen av de ovan presenterade AR- och MA-modellerna ger ARMA mo-
dellen presenterad i ekvation 3.5.
et + a1et−1 + ...+ apet−p = rt + c1rt−1 + ...+ cqrt−q (3.5)
På samma sätt som i ekvationerna 3.2 och 3.4 kan modellen skrivas på formen
i ekvation 3.6 nedan.
A(z)et = C(z)rt (3.6)
En ARMA modell är stationär om A-polynomets rötter är innanför enhetscirkeln
och inverterbar om C-polynomets rötter är innanför enhetscirkeln.
3.3 Icke-stationära Tidsseriemodeller
3.3.1 Auto Regressive Integrated Moving Average (ARIMA) Modell
Ovan nämnda modeller är alla avsedda för att modellera stationära tidserier. I vissa
fall kan en trend i dataseriens medelvärde förekomma. För att hantera detta kan
differentieringar av datan vara nödvändig. Om residualen efter differentieringen mo-
delleras väl som en stationär ARMA modell erhålls en Auto Regressive Integrated
Moving Average modell (ARIMA). Detta enligt [1] på sidan 63.
Differentiering av datan innebär att varje datapunkt i modellen subraheras med
förgående punkt och på så sätt eliminerar en linjär trend först närvarande i en da-
taserie xt. Efter differentieringen erhålls en ny dataserie wt.
wt = (1− z−1)xt (3.7)
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3.3.2 Seasonal Auto Regressive Integrated Moving Average
(SARIMA) Modell
Om en långsam cykel ersätter trenden, exempelvis en dygns eller veckocykel, kan
det vara en bra idé att utföra en längre differentiering för att ta bort detta säsongs-
beroende. Om residualen wt efter all differentiering sedan modelleras väl som en
stationär ARMA modell erhålls en SARIMA modell.
wt = (1− z−m)xt (3.8)
Denna diffrentiering kan göras rent som ovan eller med en skattad parameter fram-
för som nedan
wt = (1− dz−m)xt , |d| < 1 (3.9)
Här erhålls egentligen inte en integrerad modell utan snarare ett första steg enligt
den iterativa metodiken introduceras i 3.7. Tillvägagångsätten är dock besläktade.
Naturligtvis kan flera differentieringar utföras efter varandra varpå resultaten kan
kombineras m.h.a. metodiken diskuterad i avsnitt 3.7.
3.3.3 Transformation av data
Det räcker inte alltid med differentieringarna i SARIMA processen för att garantera
att en process xt är normalfördelad i tiden (d.v.s. att xt är N(µ, σ)-fördelad). Det är
också vanligt att man i modelleringen kommer till ett läge där processen ligger runt
ett konstant medelvärde men uppvisar en trend i variansen. För att hantera denna
typ av problem kan det vara nödvändigt att applicera en krafttransformation för att
stabilisera variansen. Sådan krafttransformation kallas Box-Cox transformation och
diskuteras på sidan 76 i [2]. Medelvärdet kan dessutom vara konstant men trots det
inte ligga på 0. I sådant fall görs en enkel transformation av datan där medelvärdet
subtraheras. Detta görs eftersom det är önskvärt vid modelleringen att felseriens
medelvärde ligger runt 0. När ovanstående transformationer gjorts kan dataserien
antas vara stationär för att kunna gå vidare med linjär tidseriemodellering.
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3.4 Identifiering
I det första steget kommer ett paket av analysverktyg innehållande korrelations-
funktioner samt kumulativt spektrum att definieras. När analysverkygen appliceras
på residualdatan erhålls ledtrådar för hur en bra modell skulle kunna se ut. Efter
varje varv appliceras dessa analysverktyg på residualen. Avvägande görs sedan om
det finns ytterligare struktur kvar att inkludera i modellen. Modelleringen anses
färdig när alla rimliga modeller har provats och jämförts, detta enligt [1] på sidan
174.
3.4.1 Vitt Brus
Normalfördelat vitt brus är en tidserie som saknar beroende i tidsriktningen. En
slumpvis vald punkt i serien kan ses som tagen från en fix normalfördelningN(µ, σ2).
Detta innebär att inget tidsberoende finns att modellera och därmed är signalens
spektra platt. Målet när man anpassar en modell för att modellera en tidsserie är
att i slutändan endast få vitt brus kvar som residual. Först då har allt systematiskt
beroende i serien fångats och fortsatt modellering blir meningslös. Med ledning av
denna målsättning görs ofta ett par standardtester för att kontrollera om residu-
alserien kan anses vara vitt brus. Listor över tänkbara tester finns i [1] på sidan
175 samt på på sidorna 106-111 i [2]. Några av dessa har bedömts extra viktiga och
använts mer flitigt i det här examensarbetet. De presenteras nedan.
3.4.2 Auto Correlation function (ACF)
Autokorrelationsfunktionen (ACF), noterad som ρ(k), för en process Yt definieras
som den normerade autokovariansfunktionen γ(k) enligt ekvation 3.10 nedan.
γ(k) = Cov[Yt, Yt+k]
ρ(k) = γ(k)/γ(0) = γ(k)/σX2
(3.10)
Här används beteckningen Cov[Yt, Yt+k] för beräkning av kovariansen mellan Yt
och Yt+k. Denna ACF kan användas som ett redskap för att bestämma ordningen
när en process kan antas vara en ren MA-process. Detta eftersom följande gäller för
en ren MA(q) process enligt [2] på sidan 32.
ρ(k) Ó=0, k≤ q
ρ(k) =0, k > q
(3.11)
Noteras bör att skattningarna av autokorrelationsfunktionen är internt korrelerad
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d.v.s. Cov[ρ(r), ρ(r + v)] Ó= 0. Detta innebär att det kan finnas systematiskt be-
teende i en skattad ACF utan att observationer korresponderande mot dessa lag
tvunget är korrelerade. Följden blir att mönster i ACFens låga lag kan upprepas för
högre lag ([1] på sidan 147). En praktisk tumregel för att hantera detta är att bara
lita på ACFen upp till lag ungefär N/4, där N är dataseriens längd ([2] på sidan
20). Generellt bör man inte lita blint på ACFen. Den bör i stället ses som ett av
flera viktiga redskap för att identifiera beroenden i data.
Konfidensintervall
Skattningen av autokorrelationsfunktionen för vitt brus är asymptotiskt normalför-
delad, detta enligt [1] på sidan 149. Baserat på den vetskapen kan gränserna för ett
approximativt konfidensintervall beräknas som ±2√1/N . Detta enligt [4] på sidan
287-288. När bedömningar därefter görs för flera lags inverkan bör man komma ihåg
att ungefär 5 procent kommer ligga utanför konfidensinterallen, även för vitt brus,
också detta enligt [1] nu på sådan 150.
3.4.3 Partial Auto Correlation function (PACF)
Den partiella autokorrelationsfunktionen (PACF) för en process Yt är definierad
som i ekvation 3.12 nedan.
φkk = Corr[Yt, Yt+k|Yt+1, ..., Yt+k−1] (3.12)
Alltså är φkk korralationskoefficienten mellan Yt och Yt+k givet alla mellanliggande
observationer. Det kan visas att φkk motsvarar koefficient nummer k i en AR(k)
process (dock med omvänt tecken) (se sidan 124 i [1]).
I förlängningen innebär detta att PACF kan användas som ett redskap för att be-
stämma ordningen när en process tros vara en ren AR process. Teoremet på sidan
124 i [1, Th. 5.11] säger att följande gäller för en ren AR(p) process:
φkk Ó=0, k≤ p
φkk =0, k > p
(3.13)
3.4.4 Utvärderingstabell
När man inte kan anta att modellen vare sig är en ren AR eller en ren MA blir
fastsällandet av modellordning mer komplicerad. Man får hänge sig åt kvalificerade
gissningar, utvärdera gissad modell samt ta med sig resultatet in i nästa gissning.
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Följande tabell kopierad från [1] på sidan 154 sammanfattar hur ACF och PACF
kan utvärderas i detta fall.
ACF ρ(k) PACF φkk
AR(p) Dämpat expontiellt avtagande φkk = 0 for k > p
och/eller sinusfunktion
MA(q) ρ(k) = 0 for k > q Dominerad av dämpat exponentielt
avtagande och/eller sinusfunktion
ARMA(p,q) Dämpat expontiellt avtagande Dominerad av dämpat exponentielt
och/eller sinusfunktion avtagande och/eller sinusfunktion
efter lag q − p efter lag p− q
De ingående modelltyperna AR, MA och ARMA presenteras mer ingående i avsnitt
3.2. Utöver detta kan man ur ACFen tolka ett mycket långsamt avtagande som att
det finns en trend närvarande d.v.s. att hela tidsserier ökar/minskar linjärt.
3.4.5 Spektra och kummulativt spektra
Utöver ACFen och PACFen kan man även studera ett skattat spektra för att av-
göra om en residual kan anses vara vitt brus. Att studera ett spektra innebär att
man kontrollerar residualens frekvensinnehåll. Vitt brus har ingen struktur och alla
frekvenser bör därför vara lika representerade vilket resulterar i ett platt spektrum.
I det kumulativa spektrat har samma spektra successivt integrerats samman. Ef-
tersom integralen av en konstant växer linjärt bör vitt brus ge en diagonal linje.
Även för det kumulativa spektrat är det möjligt att konstruera konfidensintervall
(nu kring diagonalen). För en mer ingående beskrivning av spektra och kumulativt
spektra hänvisas till [2] på sidorna 109-110. I figur 3.1 presenteras ett exempel på
hur outputen ACFen, PACFen och ett kummulativt spektra kan se ut. Även en
vanlig tidsserieplot bifogas till redskapen.
3.4.6 Teckenbytestest
Ett enkelt första test för att kontrollera om en tidsserie kan vara vitt brus är att
kontrollera om processvärden i snitt byter tecken 50 procent av gångerna. Detta
eftersom antalet teckenbyten P trivialt är binomialfördelat som Bin(N −1, 1/2), se
[2] på sidan 110. Detta ger ett väntevärde E[P ] ≈ N/2 då N är stort. För stora N
är P approximativt normalfördelad och konfidensintervall kan enkelt konstrueras.
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Figur 3.1. I figuren presenteras den output som analysvertygen ger. Plottar över
autokorreltionsfunktion, partiell autokorrelationsfunktion, kumulativt spektra samt
tidsserien presenteras i en gemensam grafisk vy. Konfidensinterallsgränserna som an-
vändes var 95-procentiga.
3.5 Estimering
3.5.1 Prediction Error Method (PEM)
Hur Prediction Error Method fungerar presenteras omfattande i samband med
skattningen av parametrarna i Energy Opticons egen korrektionsmodell i avsnitt
4.4 och kommer därför inte närmare beskrivas här. För en mer fullständig presen-
tation av metoden hänvisas till [2] på sidorna 93-94.
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3.6 Validering
3.6.1 Korsvalidering och Avvikelsemått
Utöver kontroll av residualen bör prediktion med de skattade parametrarna utvär-
deras på ett dataset som inte använts vid skattningen. Detta sker genom att man
på ett liknande sätt som vid skattningen stegar sig framåt i tiden och för varje
tidpunkt beräknar det totala kvadratfelet över en bestämd period. Perioden som
framförallt är av intresse i det här examensarbetet är 1 till 48 timmar framåt (se
avsnitt 4.5). Denna tidsperiod används därför i följande exempel för hur validering
sker: För varje tidssteg t +m beräknas korrektionen (d.v.s. prediktionen av felet)
för tidpunkt t+m+0 upp till t+m+47. När korrektionen applicerats på felserien
erhålls en ny felserie. Termerna kvadreras och summeras för m = 0 upp till M − 1.
Ett totalt kvadratfel erhålls. Därefter kontrolleras hur stort detta kvadratfel är i
jämförelse med det totala kvadratfelet innan korrektion. Om korrektionsmodellen
är bra har den totala avvikelsen minskat i och med korrektionen och en jämförelse-
siffra under 1 erhålls.
På grund av de begränsningar i data som beskrivs i avsnitt 2.1 bör parametrar
skattas separat för varje månad. Utöver ett dataset för att skatta parametrarna be-
hövs för varje månad även ett dataset för validering av parametrarna. För enkelhets
skull väljs både fönsterstorleken N på estimeringsetet och storleken M på valide-
ringssetet till 2 ·168 timmar. Tidpunkterna t för skattning av parametrarna kommer
när inte annat anges väljas i mitten på varje månad. En för liten fönsterstorlek N
har nackdelen att variansen på de skattade parametrarna blir stor d.v.s. man kan
inte lita på dem i samma utsträckning.
3.7 Iterativ modellering
För att förtydliga hur den ovan föreslagna iterativa modelleringsmetodiken kan gå
till förs här följande argumentation: Antag att metodiken har anamats och en förs-
ta grov modell för tidsserien yt har ansats. Efter ett studium av exempelvis ACF
och PACF dras slutsatsen att residualen Wt inte ännu kan beskrivas som vitt brus.
Modellekvation 3.14 erhålls.
A(z)yt = C(z)Wt (3.14)
Efter vidare undersökning av ACFen och PACFen finner man attWt kan modelleras
ner till vitt brus rt med hjälp av en ny modell presenterad i 3.15.
A∗(z)Wt = C∗(z)rt =⇒Wt = A∗(z)−1C∗(z)rt (3.15)
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Enligt sidan 171 i [1] kan sedan ekvation 3.14 och 3.15 kombineras så att tidse-
rien yt modelleras som i ekvation 3.16 nedan.
A∗(z)A(z)yt = C(z)C∗(z)rt (3.16)
Metodiken är en iterativ process där man successivt kan ansätta modeller för att
modellera yt. När man lyckats reducera residualen till vitt brus kan de använda
modellerna multipliceras ihop för att erhålla en modell på den önskade formen i
ekvation 3.16. De detaljerande parametrarna i modellerna skattas successivt för att
kunna erhålla residualer för fortsatt modellering. Man kan också tänka sig att man
efter avslutad modellering åter skattar de specifika parametrarna i den erhållna
slutmodellen istället för att använda de successivt ihopmultiplicerade parametrar-
na. Även detta föreslås som ett alternativ i [1] på sidan 171.
3.8 Prediktion
Som tidigare nämnts har Energy Opticon i sin egen korrektionsalgoritm valt att
själva specificera hur framtida korrektionsvärden ska genereras från den historiska
feldatan. Ett mer traditionellt sätt att forma flerstegprediktorn vid tiden t är att
bilda väntevärdet av tidserien et+τ givet historisk data till och med tiden t samt
de skattade parametervärdena. På första raden i ekvation 3.20 skrivs detta vän-
tevärde upp. Metodik för att beräkna väntevärdet för en anpassad ARMA modell
A(z)et = C(z)rt för ∀τ utgår från att processen skiftad τ steg formas enligt ekvation
3.17 nedan.
et+τ =
C(z)
A(z)rt+τ (3.17)
Genom att utföra polynomdivisionen samt göra diverse omskrivningar, presente-
rade på sidan 127 i [2], kan ekvation 3.17 skrivas om till ekvation 3.18 nedan. I
ekvationen är F och G också polynom i z-operatorn.
et+τ =
(
F (z) + z−τ G(z)
A(z)
)
rt+τ (3.18)
En jämförelse av ekvationerna 3.17 och 3.18 ger ekvation 3.19 nedan.
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C(z) = A(z)F (z) + z−τG(z) (3.19)
Ovanstående resultat kan sedan användas för att beräkna det intressanta vänte-
värdet. Detta görs i ekvation 3.20 nedan.
eˆ(t+τ |Et,θ) =E[et+τ |Et,θ] =
=E[F (z)rt+τ |Et,θ] + E[z−τ G(z)
A(z)rt+τ |Et,θ] =
=E[z−τ G(z)
A(z)rt+τ |Et,θ] = E[
G(z)
A(z)rt|Et,θ] =
=E[G(z)
A(z)
A(z)
C(z)et|Et,θ] = E[
G(z)
C(z)et|Et,θ] =
=G(z)
C(z)et
(3.20)
I ekvationen är E[F (z)rt+τ |Et,θ] = 0 eftersom väntevärdet av okända brus är
noll. Den ovan beskriva proceduren för att beräkna väntevärdet presenteras i [2]
på sidorna 126-130. Eftersom modeller av typ ARIMA och SARIMA relativt en-
kelt kan skrivas över på formen av en ARMA modell är prediktionsmetoden ovan
giltig även för dessa. Detta enligt [2] på sidan 130. För att göra ovan beskriv-
na τ -stegsprediktioner för en tidsserie kan exempelvis MATLAB:s standardfunktion
predict.m användas. För att istället från en tidpunkt t på en gång utföra predik-
tioner för punkterna t+1, t+2,... fram till t+k används en annan standardfunktion
forecast.m.
3.9 Rekursiv skattning av problem på tillståndsform
För att kunna utföra rekursiv parameterskattning med Kalmanfilter krävs att ARMA-
modellen skrivs över på tillståndsform. I tillståndsformen ska tillstånden, som be-
tecknas x, bestå av modellens parametrar. I ett Kalmanfilter sker rekursiv upp-
datering av tillstånds/parameter-skattningen allt eftersom brusiga observationer,
betecknade z, av processen observeras. Den mest allmänna formen av tillståndsupp-
ställning för en process (utan input) presenteras i ekvationssytem 3.21 nedan.
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xt+1 =f(xt,qt)
zt =h(xt, rt)
(3.21)
Funktionerna h och f hanterar brusiga mätningar respektive tillstånden x’s uppda-
tering. Funktionerna är generellt sett olinjära. Tillståndsbrus och mätbrus represen-
teras av qt respektive rt. Ofta görs antagande om linjäritet och additivt Gaussiskt
brus. Då erhålls det förenklade ekvationssystemet 3.22 nedan.
xt+1 =Ftxt + qt
zt =Htxt + rt
(3.22)
Nedan presenteras ett exempel på en enkel AR(1)-modell zt = a1zt−1 + rt kan
skrivas upp på tillståndsform.
xt+1 = 1 · xt + qt
zt = zt−1 · xt + rt
(3.23)
Här är Ft = 1, Ht = zt−1 (d.v.s. det kända värdet av den senaste observationen)
och det enda tillståndet i xt är parametern a1. I ekvationerna 3.21 och 3.22 används
samma notation som i [5] med skillnaden att extern inputsignal har utelämnats.
3.10 Vanligt Kalmanfilter
Kalmanfilter erbjuder en metod att skatta tillstånden i tillståndsvektorn x när det
enbart finns tillgång till en brusig signal z samt en specifikation av modellen på den
linjära formen i ekvation 3.22. Proceduren för detta sker i två steg, prediktion och
uppdatering. Notation av typen xˆt|t−1 innebär den bästa tillståndsskattningen för
tiden t givet brusiga observationer upp till tiden t− 1.
Beräkningarna i prediktionssteget är:
xˆt|t−1 =Ftxˆt−1|t−1
Pˆt|t−1 =FtPˆt−1|t−1F Tt +Qt
(3.24)
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Beräkningarna i uppdateringssteget är:
Kt =Pˆt|t−1HTt (HtPˆt|t−1HTt +Rt)−1
xˆt|t =xˆt|t−1 +Kt(zt −Hkxˆt|t−1)
Pˆt|t =(I −KtHt)Pˆt|t−1
(3.25)
I prediktionssteget används modellen för hur tillstånden x utvecklas i tiden för
att göra en prediktion av såväl tillstånd x som dess kovariansstruktur P . Matrisen
Qt är en diagonalmatris bildad som E[qtqTt ]. Storleken på diagonalelementen i Q är
starkt kopplad till hur många Kalman-iterationer det tar innan nuvarande tillstånd
dränks i brus.
I uppdateringssteget uppdateras prediktionen genom att en ny mätpunkt zt jämförs
med prediktionen xˆt|t−1. Jämförelsen mellan mätvärde och predikion viktas sedan
med en faktor Kt. Den nya mätningen får olika stort inflytande beroende på hur
stor Kt-faktorn är. Exempelvis får den nya mätningen större inflytande om bruset
Rt = E[rtrTt ] är litet och/eller buset Qt = E[qtqTt ] är stort. Faktorn Kt kallas för
Kalmanförstärkning.
Ekvationerna 3.24 och 3.25 är hämtade från [5].
3.11 Extended Kalman filters
Det vanliga Kalmanfiltret kan enbart hantera linjära funktioner f och h. Det inne-
bär ofta en kraftig begränsning då de flesta verkliga processer innehåller olinjäri-
teter. För att hantera detta görs en linjärisering av funktionerna kring processens
medelvärde. Detta enligt Madsen i [3] på sidan 152. För linjäriseringen krävs att
Jacobianen av f och h beräknas enligt:
Ft =
df(x,q)
dx
∣∣∣∣∣
xˆt|t,0
Ht =
dh(x, r)
dx
∣∣∣∣∣
xˆt|t−1,0
(3.26)
Tillståndsformen får därefter samma form som i ekvation 3.21 med skillnaden att
Ft och Ht nu varierar med tiden beroende på förändringen i medelvärdet. Beräk-
ningarna i prediktionssteget är:
xˆt|t−1 =f(xˆt−1|t−1, 0)
Pˆt|t−1 =FtPˆt−1|t−1F Tt +Qt
(3.27)
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Beräkningarna i uppdateringsteget är:
Kt =Pˆt|t−1HTt (HtPˆt|t−1HTt +Rt)−1
xˆt|t =xˆt|t−1 +Kt(zt − h(xˆt|t−1, 0))
Pˆt|t =(I −KtHt)Pˆt|t−1
(3.28)
Beräkningarna i ekvationerna 3.26, 3.27 och 3.28 är hämtade från [5]. Återigen
är inflytandet av en extern signal utlämnat.
3.12 Unscented Kalman filters
En alternativ approach till att linjärisera funktionerna runt estimat av tillstånden
som ovan är att propagera en serie punkter direkt genom de olinjära funktionerna.
Tanken är att punkterna väljs så att de representerar tillståndsvektorns medelvärde
och kovariansstruktur. Det kan visas att detta går att göra med 2D + 1 punkter
om tillståndsvektor är av dimension D. De valda punkterna brukar kallas för sig-
ma-punkter. Varje sigma-punkt blir dessutom tilldelad en vikt för att räkna om
medelvärde och kovariansmatris efter de propagerats genom funktionerna f och h.
Dessa vikter beräknas i detta examensarbete enligt ekvation 3.30 där den första
vikten w0 måste väljas i intervallet ]−1, 1[.
Matrisen χ väljs för att hålla sigma-punkterna. Matrisens kolumn vektorer beräknas
i det här examensarbetet som;
χi,t−1 = xt−1, i = 0
χi,t−1 = xt−1 + (
√
(D/(1− w0))Pt−1)i, i = 1..., D
χi,t−1 = xt−1 − (
√
(D/(1− w0))Pt−1)i−D, i = D + 1..., 2D
(3.29)
där rottecknet symboliserar matrisroten (A =
√
AAT ) och indexering i ska läsas
som den i:te kolumnen av den resulterande matrisen.
wi = (1− w0)/2D (3.30)
Valet av sigma-punkterna och dess vikter svarar mot ett specialfall av det mer
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allmänna parametervalet som diskuteras i [6]. När 2D + 1 punkter och vikter har
valts propageras punkterna genom funktionerna f och h. Efter propagering summe-
ras resulterande punkter samman med hjälp av sina tilldelade vikter. Utöver detta
fungerar prediktions- och uppdateringssteg på samma vis som för det vanliga Kal-
manfiltret och EKFen. De exakta beräkningarna som görs utelämnas här men finns
att läsa i [5]. Anledningen till att de utelämnas är att de är mer omfattande och har
mer invecklad notation än för det vanliga Kalmanfiltret utan att skänka en bättre
bild av vad som egentligen händer.
En stor vinst med UKF framför EKF är att Taylorutvecklingen som görs för EK-
Fen undviks och på så vis kan högre ordningars olinjäriteter fångas. Detta enligt
[6]. Utöver detta kommer Orderud i [5] till slutsatsen att UKF är en mer stabil
skattare för problem som är av en liknande form som de som förekommer i detta
examensarbete d.v.s. problem med en olinjär mätekvation.
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Kapitel 4
Optimering av Energy Opticons
korrektionsmetodik
4.1 Energy Opticons korrektionsmetodik
Här presenteras några grundläggande och nödvändiga fakta om korrektionen som
krävs för att beskriva den använda metodiken. Den nuvarande modellen för kor-
rektion består huvudsakligen av viktade komponenter. Komponenterna viktas med
hjälp av parametrar c och d. Dessa parametrar kan anta alla positiva värden i inter-
vallet [0,1]. För att bygga upp komponenterna som viktas används gamla fel samt
ett antal ytterligare parametrar (a, b och e). Dessa parametrar är på grund av fy-
sikaliska/logiska skäl positiva heltal. Parametern e styr för hur många dagar som
korrektion görs, efter e dagar sker alltså ingen korrektion.
Den korrektionsalgoritm som examensarbetet syftar till att optimera kallas internt
på Energy Opticon långtidskorrigeringen då den i någon mening har ett sådant fo-
kus i sin utformning. Noteras bör att en korttidskorrigering med ett annat fokus
verkar på residualen från långtidskorrigeringen. Eftersom korttidskorrigering har sin
verkan efter långtidskorrigeringen störs inte implementeringen.
4.2 Uppställning av en regressionsmodell
Det är rimligt att anta att man vid varje tillfälle t är intresserad av att uppskatta
storleken på kommande fel för att kunna släcka ut felet och på så sätt uppnå en
bättre totalprognos för fjärrvärme. Låt hädanefter det första felet man vill skatta
kallas för et. Vid varje intressepunkt t finns det tillgång till en serie historiska fel
som presenteras i ekvation 4.1 nedan. För att kunna referera till felserien införs
samlingsbeteckningen Et−1 för dem.
Et−1 = [et−1, et−2, et−3, ...] (4.1)
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Som tidigare nämnts används dessa historiska fel i den nuvarande metodiken för
att skatta nästkommande fel. Skattning av kommande fel ger en bra riktlinje för
hur stor korrektion som ska göras vid tidpunkten t+τ framåt i tiden (τ = 0, 1, 2, ...).
Korrektionen kan på allmän form skrivas som i ekvation 4.2.
K(t, τ) = f(t, τ |Θt−1,Et−1). (4.2)
Analogin beskriven i avsnitt 1.5 ger att detta är en beskrivning av felet vid ti-
den t+ τ , och på grund av detta skrivs även ekvation 4.3 ner.
eˆt+τ = f(t, τ |Θt−1,Et−1). (4.3)
Här är Θt−1 en samlingsbeckning för de mest aktuella parametrarna som finns
att tillgå vid tiden t−1. För varje tidpunkt t kan τ anta alla naturliga tal. Ekvation
4.3 är alltså en formel för (τ + 1)-stegsprediktion.
4.3 Enstegsprediktion
Initialt studeras fallet då τ = 0 d.v.s. enstegprediktering. Detta resulterar i ekvation
4.4 nedan. Ekvationen ger korrektionen som ska göras vid första intressepunkten t
givet data fram till t− 1.
eˆt = f(t|Θ,Et, ) (4.4)
Här är Et vektorn innehållande alla historiska fel vid tiden t och Θ är en sam-
lingsbeteckning för samtliga parametrar. Anledningen till att enstegsprediktering
först studeras är att det är lättare att först introducera en parameterskattare för
optimal enstegsprediktering och sedan utveckla detta till ett mer allmänt fall.
4.4 Prediction Error Method skattning (vid fix tidpunkt t)
Hittills har fokus legat enbart på hur själva modellen för felet vid en specifik tid-
punkt t ser ut, detta givet parametrarna i Θ och gammal data i Et. Nu ska det
optimala parametervalet för korrektion vid tiden t skattas. Metoden som används
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bygger på minimering av felet som modellen gör vid prediktion. För att skatta pa-
rametrar måste historiska fel studeras. För varje historisk tidpunkt t−k jämförs det
uppmätta felet et−k med hur väl modellens skattning eˆt−k återskapar det. Skatt-
ningarna eˆt−k bildas med hjälp av ekvation 4.4. Själva jämförelsen sker sedan genom
att differenserna mellan et−k och eˆt−k bildas och kvadreras Detta görs för alla k till
någon vald fönsterhorisont N steg bakåt. De kvadrerade differenserna summeras se-
dan samman till en så kallad förlustfunktion. Detta görs på allmän form i ekvation
4.5.
S(Θ) =
∑N
k=1
(et−k − eˆt−k(Θ))2 (4.5)
Den erhållna förlustfunktionen, S, beror nu enbart av parametrarnaΘ. Att finna de
parametrar som minimerar S innebär alltså att minimera kvadratfelet som modellen
gör över N stycken enstegspreditioner. Antagande görs sedan om att de funna para-
metrarna ska vara bra för kommande korrektion lokalt efter tiden t. Detta kommer
slutligen kontrolleras genom att kvadratskillnader studeras i ett valideringsset d.v.s.
på data som inte använts vid skattningen. Metoden kallas Prediction Error Method
(PEM), med avvikelser studerade under || · ||22 norm, och finns närmare beskriven i
[2] på sidan 93.
4.5 Flerstegprediktion
Proceduren som beskrivs i föregående stycke syftar till att skatta parametrar som
minimerar den kvadrerade avvikelsen vid enstegsprediktionen (τ = 0). Energy Op-
ticons metod för korrektion ger (som kan ses i ekvation 4.3) även information om
vilken korrektion som bör göras flera steg framåt (τ > 0).
Efter diskussioner med Energy Opticons energitekniker har det framkommit att
kunder sällan är intresserade av exakta prognosvärden mer än 5-7 dagar framåt
i tiden. Eftersom temperaturprognoserna som grundmodellen bygger på ändå blir
sämre med tiden är kunderna mest intresserade av prediktioner för de första 48
timmarna. Med detta i åtanke bör istället prognosfelet under exempelvis en 24 tim-
marsperiod, en tvådagarsperiod (48h) eller en femdagarsperiod (120h) minimeras.
Efter vidare överläggande med handledare valdes ett fokus på det totala felet över
48 timmar. Den korrektionsmodell som används beskrivs matematiskt i ekvation
4.3. Genom att i den ekvationen definiera om t som t ≡ t− k − τ erhålls en formel
för eˆt−k givet data från Et−k−τ d.v.s. τ tidssteg innan t − k. Detta är alltså en
(τ + 1)-stegs prediktion av et−k. På samma sätt som innan kan man nu för varje τ
i [0, 47] samla ihop kvadratiska avvikelser för k = 1 till k = N . Med hjälp av detta
kan nu en ny objektfunktion S definieras som i ekvation 4.6 nedan.
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S(Θ) =
∑47
τ=0
∑N
k=1
(
et−k − eˆt−k|Et−k−τ (Θ)
)2
(4.6)
Att det just är felet under 48 timmar som minimeras kan här ses som ett exempel
på en generell metod. Man kan också välja att endast använda några av de ingående
summorna i ekvation 4.6 för att spara beräkningstid. Detta innebär att den viktade
PEM förlustfunktionen presenterad i ekvation 4.7 används med några av vikterna
ωτ = 0 satta till noll.
S(Θ) =
∑47
τ=0
∑N
k=1
(
et−k − eˆt−k|Et−k−τ (Θ)
)2
ωτ (4.7)
4.6 Minimering av funktionen S
Minimeringen av den här specifika förlustfunktionen blir något speciell då några av
parametrarna måste hållas till positiva heltalsvärden 1, 2, 3, ... på grund av deras
fysikaliska/logiska innebörd. Av de 5 detaljerande parametrarna är 3 av sådan na-
tur. Övriga två parametar som används för viktning kan ta decimala värden men
är istället bundna till att vara icke-negativa. För de heltalsbundna parametrarna
väljs lösningen att loopa dessa i ett intervall innehållande alla rimliga parameter-
värden. Vilka värden som är rimliga valdes efter konsulterande an Energy Opticons
energitekniker. Det är troligt att detta är den enda rimliga lösningen eftersom dessa
parametrarna faktiskt sätter ordningen på korrektionsmodellen och därför måste
vara fixa vid skattning av övriga viktningsparametrar. För varje fix parameterkom-
bination av de heltalsbundna parametrarna erhålls en enklare S-funktion (noterad
Ssimp.) vilken endast beror av viktningsparametrarna. Det visar sig att den åter-
stående korrektionsmodellen är linjär, enligt ekvation 4.8, i viktningsparametrarna
(c och d) och minsta kvadrat metod kan användas för att skatta viktninsparamet-
rarna för varje loopat par. I matriserna X och Y samlas för varje varv i loopen de
oberoende och beroende variablerna. I X samlas felprediktioner enligt ekvation 4.3
och i Y sparas motsvarande fel.
Y = Xθ , θ > 0 (4.8)
Detta innebär att för varje fix loopad parameterkombination erhålls ett problem
som kan lösas med linjär regression. Problemet kan då skrivas om på sluten form
som i ekvation 4.9. Eftersom det nu bara är två av parametrarna i Θ som nu är
variabla används θ som beteckning.
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Ssimp.(θ) = (Y−Xθ)T (Y−Xθ) (4.9)
Genom att ta gradienten av S i ekvation 4.9 och sätta den till noll kan de vikt-
ningsparametrar som minimerar S lösas ut. Detta är globalt minimum för S då
detta är en strikt konvex funktion. Beräkningarna utförs i ekvation 4.10 nedan.
∇θSsimp. = −2XT (Y−Xθ) ≡ 0
=⇒XTXθ = XTY
=⇒θ =
(
XTX
)−1
XTY
(4.10)
För att försäkra den icke-negativa restriktionen på viktningsparametarna användes
Matlab-funktionen lsqnonneg.m som utför beräkningarna ovan med extra krav på
icke-negativa estimat. Slutligen erhålls en matris innehållande lika många minpunk-
ter som antalet kombinationer av de heltalsbunda parametrarna som har testats.
Därmed har även lika många beräkningar som den i ekvation 4.10 gjorts. I denna
matris identifieras det absolut minsta värdet samt de parametrar som genererat det.
Detta blir de resulterande parameterskattningarna för vilka funktionen S minime-
ras.
4.7 Skattning kontinuerligt i tiden
Det som uppnåddes i föregående avsnitt (avsnitt 4.5 - 4.6) var att för en viss fix
tidpunkt t bestämma de optimala parametrarna givet gammal data upp till et−1.
Genom att upprepa ovanstående metod kontinuerligt för nya ’nu’-punkter t erhålls
en primitiv rekursiv skattare för parametrarna. Metoden skulle kunna kallas för en
Rekursiv Prediction Error Method (RPEM) med ett glidande fönster. Begreppet
glidande fönster syftar på det tidfönster som sträcker sig från t − 1 bak till t − N
varifrån data som används för parameterskattningarna hämtas. I och med att t:s
innebörd successivt ändras ’glider’ fönstret.
4.8 Resultat
Resultat från parameterskattningen ovan finns presenterade i kapitel 5.
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Kapitel 5
Analys och Resultat
I detta kapitel kommer det första stycket innehålla de resultat som erhölls från
implementation och körning av det som diskuterades i kapitel 4. Efter det följer
ett stycke (5.2) innehållande analys och resultat från processen mot att finna en
lämplig modell av tidserietyp för felserierna. Slutligen i stycke 5.3 görs en tredje
approach där autoregressiva modeller ställs upp på en olinjär tillståndsform och
parameterskattning sker rekursivt med ett Unscented Kalman Filter.
5.1 Resultat: Ursprungsmodell
För att utvärdera hur väl ursprungsmodellen presterade med månadsvis onlineskat-
tade korrektionsparametrar genomförs följande körning i Matlab: Ett set paramet-
rar skattas för varje månad genom att feldata från ett tidsfönster som täcker måna-
dens första två veckor används som estimeringsset. Utvärdering av parametrarna
sker sedan i ett valideringsset bestående av månadens sista två veckor. Vid esti-
meringen minimeras det totala kvadrerade prediktionsfelet för 1 upp till 48 timmar.
Detta innebär att τ för varje intressepunkt tar alla heltalsvärden i intervallet [0 : 47]
d.v.s. minimering av funktionen S i ekvation 4.6 i kapitel 4 utförs. Eftersom det är
tvådygnsprediktion som i första hand är av intresse är det även sådana kvadratfel
som sedan utvärderas i valideringssetet. Mer allmänt om estimering och validering
finns att läsa i avsnitt 3.6.1.
För varje felserie finns det i nuläget parameterinställningar som används vid on-
linekorrigeringen. Enligt Energy Opticons energitekniker ändras dessa sällan mer
än ett par tiondelar och hos vissa kunder ändras parametrarna i stort sett aldrig.
Antagande görs därför att värdena presenterade i tabell 5.1 nedan (hämtade som ak-
tuella inställningar vid tiden för estimering 27/2−2013) kan ses som representativa
för respektive kund.
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Serie A Serie B Serie C
a 3 5 3
b 1 5 1
c 0.4 0.3 0.5
d 0.6 0.7 0.3
e 10 20 10
Tabell 5.1. I tabellen presenteras representativa parametervärden för respektive
kund.
Jämförelsetal i form av en procentkvot bildas mellan summerat kvadratfel före och
summerat kvadratfel efter korrektion för varje månads valideringsset. Om det totala
felet minskar erhålls ett jämförelsetal mindre än 1, annars större än 1. Ett sådant
jämförelsetal bildas för de optimerade/skattade parametrar (optF it) och ett annat
för de fixa standardparametrarna (stdF it). Dessa presenteras i tabell 5.2, uppskriva
på formen optF it|stdF it. Detta tillvägagångssätt kommer i fortsättningen användas
som standard för att presentera hur väl olika modeller presterar i jämförelse med
varandra. Utöver långtidkorrigeringen får även korttidskorrigeringen (presenterade
i kapitel 4) inverka.
Serie A Serie B Serie C
optF it|stdF it optF it|stdF it optF it|stdF it
Sept. 2012 0.91 | 0.88 — | — 0.63 | 0.62
Okt. 2012 0.86 | 0.96 0.74 | 0.80 0.77 | 0.80
Nov. 2012 0.83 | 1.17 0.89 | 0.89 0.22 | 0.35
Dec. 2012 1.22 | 1.25 0.38 | 0.39 0.63 | 0.58
Jan. 2013 — | — 0.96 | 0.96 0.88 | 0.77
Tabell 5.2. Till vänster i varje kolumm presenteras jämförelsetal för hur väl de skat-
tade parametrarna (där även korttidskorrigeringen fått inverka) presterar. Dessutom
presenteras till höger i varje kolumn hur väl standardparametrarna presterar. I tabe-
len ser man att de skattade parametrarna presterar bättre eller lika bra i 10 av de 13
fallen.
I tabell 5.3 presenteras parametrar som erhölls vid skattningen på formen [a, b, c, d].
Initialt valdes att inte skatta utfasningsparametern e alls utan det fixa värdet från
tabell 5.1 användes.
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Sept. Okt. Nov. Dec. Jan. Std.
Felserie Parmeter 2012 2012 2012 2012 2013 Parametrar
A
a 1 1 10 2 - 3
b 1 6 1 5 - 1
c 0.04 0.14 0.05 0.75 - 0.4
d 0.00 0.31 0.51 0.18 - 0.6
efix 10 10 10 10 - 10
B
a - 2 10 5 1 5
b - 10 3 6 1 5
c - 0.64 0.40 0.39 0.00 0.3
d - 0.47 0.49 0.70 0.05 0.7
efix - 20 20 20 20 20
C
a 1 10 9 1 1 3
b 10 2 9 9 10 1
c 0.15 0.56 0.67 0.28 0.00 0.5
d 0.48 0.62 0.65 0.83 0.27 0.3
efix 10 10 10 10 10 10
Tabell 5.3. I tabellen presenteras parametrar som erhölls vid paramterskattningen.
Noteras bör de stora variationerna av framförallt viktningsparametrarna (c och d).
För fullständighets skull upprepas ovanstående körning utan korttidskorrigeringen:s
inverkan. Från jämförelse av fit-värden från tabell 5.2 och 5.4 kan slutsatsen dras att
korttidskorrigeringen generellt förbättrar den totala korrektionen avsevärt. En stor
del av den totala förbättringen kommer sig av korttidskorrigeringens verkan. Detta
är väntat då man i felserierna PACF ser att det alltid finns ett starkt beroende på
de senaste felvärdena.
Serie A Serie B Serie C
optF it|stdF it optF it|stdF it optF it|stdF it
Sept. 2012 0.98 | 0.95 — | — 0.68 | 0.66
Okt. 2012 0.92 | 1.04 0.77 | 0.83 0.82 | 0.88
Nov. 2012 0.89 | 1.27 0.92 | 0.91 0.24 | 0.37
Dec. 2012 1.29 | 1.33 0.40 | 0.42 0.67 | 0.61
Jan. 2013 — | — 0.99 | 1.00 0.94 | 0.82
Tabell 5.4. Till vänster i varje kolumm presenteras jämförelsetal för hur väl de
skattade parametrarna (utan korttidskorrigeringen) presterar. Dessutom presenteras
till höger i varje kolumn hur väl standardparametrarna (utan korttidskorrigeringen)
presterar.
Sammanfattningsvis kan noteras att både med och utan korttidskorrigering slår de
optimerade parametrarna standardparametrarna i 9 av de 13 testade månaderna
d.v.s. i cirka 70 procent av fallen. För de fixa parametrarna är det dessutom van-
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ligare att korrektionen ökar det totala felet. I tabell 5.4 ser vi att detta inträffar
3 gånger med de fixa parametrarna. Med de optimerade parametrarna sker detta
endast 1 gång. Försämringen inträffar då för serie A i December 2012. I figur 2.1 kan
man se att ett stort hopp i medelnivån sker precis på gränsen mellan estimeringsset
och valideringsset för denna månad. På grund av detta hopp är datan i estimerings-
etet inte representativt för valideringssetet och parametrarna blir dåliga. För att
undvika sådan problematik kan nya parametrar skattas mer frekvent (görs i 5.1.1)
alternativt kan olinjära korrektionsmetoder som diskuteras mer ingående i avsnitt
5.3 användas.
I körningarna ovan tilläts inte parametern e variera fritt utan sattes till det fixa
värde som är praxis hos den specifika kunden. Detta gjordes eftersom skattning av
alla 5 parametrarna blir beräkningsmässigt krävande. För att utföra sådan skattning
krävs ett tredje lager av loopning vilket skulle medföra lång beräkningstid. Dock
finns det i implementationen även möjlighet att låta e variera. I tabell 5.5 nedan
presenteras resultat från ett försök där parametern e tillåts ta värden 5, 10, 15, ...
upp till 30. Stegen om 5 tas för att trots allt hålla nere beräkningstiden något. I
tabellen presenteras en ny jämförselsesiffra eOptF it från sådan skattning tillsam-
mans med den gamla jämförelsesiffran optF it från tabell 5.2. Självklart används åter
korttidskorrigeringen då det är så det fungerar i Energy Opticons programvara.
Serie A Serie B Serie C
eOptF it|optF it eOptF it|optF it eOptF it|optF it
Sept. 2012 0.89 | 0.91 — | — 0.78 | 0.62
Okt. 2012 0.84 | 0.86 0.70 | 0.80 0.79 | 0.80
Nov. 2012 0.90 | 0.83 0.91 | 0.89 0.24 | 0.35
Dec. 2012 1.11 | 1.22 0.50 | 0.39 0.67 | 0.58
Jan. 2013 — | — 0.96 | 0.96 0.89 | 0.77
Tabell 5.5. Till vänster i varje kolumm presenteras jämförelsetal för hur väl de
skattade parametrarna (med även parameter e skattad som det optimala värdet i
intervallet [5:5:30]) presterar. Dessutom presenteras till höger i varje kolumn hur väl
skattade parametrar (med fixerad e parameter) presterar.
Jämförelsen avslöjar ingen konsekvent förbättring av fit-resultaten om e får ta olika
värden. Detta resultat är föga förvånande när man betänker e:s betydelse som en
utfasningsparameter för korrektionen. Övriga parametrar är de som bestämmer den
egentliga formen av den korrektion som ska göras medan parametern e bestämmer
hur länge denna korrektion är närvarande. Vid skattningen väljs värdet på e i stort
sett alltid högt i intervallet. Även detta är naturligt då skattningsmetoden strävar
efter att få med så mycket av korrektionsformen som möjligt för de två dagar som
kvadratfelet ska minimeras. Allt detta ska sättas i perspektiv till att beräknings-
tiden ökar från cirka 4 minuter per serie till drygt 2 timmar per serie. Slutsatsen
blir att vinsten med att skatta även e är liten. Eftersom man vill att korrektionens
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inverkan ska vara signifikant under de första 2-5 dagarna bör e väljas relativt stor
men inte för stor, då den optimala korrektionen blir inaktuell efter ett tag.
Noteras bör att det i detta stycke skattas ett parmeterset per estimeringset, pa-
rametrar som sedan utvärderas i respektive valideringsset.
5.1.1 Utvärdering i det verkliga system
Ovan nämns att man som ett alternativ kan prova att skatta parametrarna mer fre-
kvent än månadsvis för att bättre kunna fånga upp tidsvariationer i feldatans struk-
tur. För att kunna utföra en skarp utvärdering av sådana onlinemässigt skattade
korrektionsparametrar d.v.s. en utvärdering i Energy Opticons riktiga programvara
måste en ganska omständlig procedur genomföras. Detta för att lura programvaran
så att problematiken diskuterad i avsnitt 2.1 undviks. Kort sagt är problemet att
programvaran internt vid korrektionen använder en felserie som är resultatet av att
grundmodellens parametrar för innevarande månad använts bakåt i tiden. Dessa
felserier sparas inte vilket gör att de inte kan användas för analys och estimering
i efterhand. För att skapa en situation där feldatan vid estimering och validering
alltid bygger på samma grundmodell för fjärrvärme genomförs följande procedur:
I början på mars startas tre prognoser parallellt i Energy Opticons programvara.
En sammanfattning över vilka prognoser som startades presenteras nedan:
• P1: Grundmodellens parametar för mars används i mars och april.
• P2: Grundmodellens parametar för april används i mars, april och maj.
• P3: Grundmodellens parametar för maj används i april, maj och juni.
På detta vis kan prognosdata för estimering hämtas från korrekta tidserier. Under
mars månad hämtas historisk data från prognos P1 , under april månad hämtas
från prognos P2 och slutligen under maj månad hämtas data från P3. Utvärdering
sker på en fjärde skarp prognos som använder respektive månadsparametrar i re-
spektive månad.
Under tidsperioden 22/3 − 2013 fram till 4/5 − 2013 erhålls på detta sätt dagli-
gen historisk data fram till den specifika tiden för datahämtning den dagen. När
den dagliga datan har erhållits skattas modellparametrarna med hjälp av MATLAB
enligt proceduren beskriven i kapitel 4. Fokus ligger återigen på att minimera det
totala korrektionsfelet 48 timmar framåt. Tidsfönstret från vilket data hämtas är
2 veckor långt eftersom detta användes i tidigare validering. Efter parameterskatt-
ning matas de erhållna parametrarna tillbaka in i programvaran för att användas vid
korrektion. Uppföljning sker sedan successivt enligt företagets nuvarande procedur.
Det går till på så sätt att man efter 48 timmar kontrollerar hur väl grundmodellen
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med och utan korrektion beskrivit mätdata under de senaste 48 timmarna. Utvärde-
ring sker båda med de successivt skattade parametrarna och de standardparametrar
som varit inställde sedan tidigare. I tabell 5.6 nedan presenteras hur stor procent
absolutfel de olika metoderna har.
Relativt fel Relativt fel Relativt fel Skattade
opt. korr. std. korr. Okorrigerad parametrar
22/3 — — — [1,8,0.61,0.59,10]
23/3 7.9 9.2 13.5 HELG
24/3 9.2 6.9 9.0 HELG
25/3 9.5 7.8 8.7 [5,10,0.69,0.55,10]
26/3 5.5 6.2 7.9 [1,8,0.42,0.66,10]
27/3 7.3 7.7 10.5 [1,8,0.41,0.63,10]
28/3 9.5 9.5 8.2 [9,1,0.48,0.53,10]
29/3 8.1 9.3 5.1 HELG
30/3 7.0 7.7 6.6 HELG
31/3 6.7 7.6 8.8 HELG
1/4 7.0 7.3 9.0 HELG
2/4 6.5 6.4 6.8 [8,2,0.18,0.78,10]
3/4 10.3 12.8 9.6 [1,2,0.10,0.81,10]
4/4 7.8 9.6 6.7 [1,2,0.11,0.79,10]
5/4 4.8 5.7 6.3 [1,2,0.00,0.81,10]
6/4 4.5 4.3 5.0 HELG
7/4 4.3 4.4 4.4 HELG
8/4 5.1 5.1 6.2 [1,3,0.00,0.75,10]
9/4 5.3 6.4 6.5 [1,3,0.00,0.81,10]
10/4 6.3 6.9 7.5 [1,3,0.00,0.84,10]
11/4 7.2 6.5 6.8 [1,3,0.00,0.77,10]
12/4 8.7 7.5 9.6 [1,5,0.00,0.81,10]
13/4 7.0 7.1 10.7 HELG
14/4 13.9 13.2 15.3 HELG
15/4 13.7 15.1 18.4 [1,8,0.28,0.75,10]
16/4 8.3 11.2 13.6 [1,8,0.79,0.69,10]
17/4 11.2 14.8 22.5 [1,9,0.81,0.70,10]
18/4 14.6 16.1 29.1 [1,9,0.73,0.72,10]
Tabell 5.6. I tabellen ovan presenteras resultaten från den skarpa körningen i Energy
Opticons programvara. Under helgdagar används senast skattade parametrar förlängt.
36
5.1. RESULTAT: URSPRUNGSMODELL
Relativt fel Relativt fel Relativt fel Skattade
opt. korr. std. korr. Okorrigerad parametrar
19/4 8.6 7.4 15.1 [1,9,0.77,0.76,10]
20/4 12.1 10.9 11.5 [1,9,0.77,0.80,10]
21/4 13.5 19.5 19.1 HELG
22/4 16.9 24.5 22.8 [1,10,0.71,0.84,10]
23/4 9.7 14.1 15.0 [1,10,0.76,0.86,10]
24/4 15.2 10.0 10.3 [1,10,0.79,0.87,10]
25/4 11.1 10.0 8.0 [1,10,0.69,0.87,10]
26/4 11.5 14.9 14.0 [1,8,0.55,0.72,10]
27/4 8.7 14.8 15.7 [1,8,0.54,0.64,10]
28/4 7.7 9.7 11.3 HELG
29/4 9.2 5.8 7.9 [1,1,0.33,0.58,10]
30/4 9.1 8.1 12.1 [1,10,0.35,0.72,10]
1/5 8.6 6.7 11.1 HELG
2/5 12.0 12.9 14.1 [1,10,0.33,0.72,10]
3/5 8.7 13.1 10.4 [1,10,0.31,0.73,10]
4/5 8.0 9.9 9.3 HELG
Medelfel: 9.02 9.87 11.16
Tabell 5.7. Fortsättning på tabell 5.6
Det som uppnåtts i den ovan beskrivna proceduren är att parametrarna skattas
under samma förutsättningar som de utvärderas för, vilket naturligtvis är önskvärt.
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Figur 5.1. I figuren presenteras viktningsparametrarnas tidsutveckling.
För ungefär 2/3 av de 43 dagarna erhålls ett mindre relativt fel i och med att de
skattade korrektionsparametrarna används. För så väl de skattade parametrarna
som standardparametrarna innebär korrektionen i cirka 30 procent av dagarna fak-
tiskt en försämring av grundprognosen. Detta gäller dock endast för enskilda dagar.
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I slutet på tabell 5.7 visas medelfelet över hela perioden. Man ser att felet är markant
reducerat med korrektion i allmänhet men också att de optimerade parametrarna
presterar bättre än standardparametrarna. Noteras bör också att man nu kan följa
viktningsparametrarnas utveckling från dag till dag då de ändras långsamt. I figur
5.1 presenteras viktningsparametrarnas tidsutveckling.
Kommentar 1: På grund av helgdagar och övriga ledigheter skattas inga nya pa-
rametrar för vissa dagar. När detta är fallet får de senast skattade parametrarna
verka tills vidare.
Kommentar 2: Horisonten e fixeras åter igen (efix = 10) eftersom den extra
iterationen ökar beräkningstiden avsevärt utan att förbättra resultaten nämnvärt.
Att så är fallet fastslogs i föregående avsnitt.
Kommentar 3: Eftersom experimentproceduren ovan krävde dagligt manuellt ar-
bete kunde den inte genomföras hos flera kunder parallellt utan att stjäla för mycket
fokus från övrigt arbete med examensarbetet. För en fullständig undersökning bör
samma körning göras hos ett flertal kunder. Dessutom bör olika datahorisonter N
provas.
Ovan nämnda utvärdering gjordes hos en fjärde kund, alltså skild från kund som
serierna A, B och C.
5.2 Analys/Resultat: Tidsseriemodell
I det här kapitlet följer en systematisk tidsserieanalys enligt metodiken presenterad i
avsnitt 3.1. Systematiken blir något mindre strikt i och med att vi i varje steg måste
studera ACF och PACF för alla 13 estimeringsseten och från detta ta ett beslut om
vad som i medel är bäst. Initialt ligger fokus på de linjära modellerna presenterade i
avsnitt 3.2. Eftersom varje månad delas upp i estimeringsset och valideringsset mås-
te analysvertygen (ACF, PACF, kumulativt spektra etc.) appliceras och utvärderas
för varje testad månads estimeringsset i varje testad felserie och dessutom återigen
efter varje tillägg i modellen. Om alla sådana grafer skulle presenteras skulle rap-
porten snabbt bli ohanterbart stor och rörig. Därför sammanfattas typbeteenden
istället i beskrivande text med mer sporadiskt utplockade exempel av detta i form
av grafer.
5.2.1 Angående trender i varians och medelvärde
Vid visuell inspektion av felserierna tycks det finnas en ökande varians under hösten
2012. Dessutom anas ibland variationer i variansen i form av mer sporadisk ökning
och minskning. Dessa beteenden kan enkelt ses i felseriegraferna i figur 2.1. En trend
i variansen är en icke-stationäritet som inte blint kan accepteras. En typisk metod
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för att hantera en trend i variansen är att göra en så kallad Box-Cox krafttrans-
formation av dataserien (finns förklarad på sidorna 76-77 i [2]). Eftersom det inte
enbart är frågan om en trend utan också mer sporadiska variationer kommer en för-
bättrad hantering att krävas för att uppnå riktigt bra resultat. Utöver variationer
i varians uppvisas även variationer i medelvärdesnivån. Även dessa variationer sker
sporadiskt med upp så väl som nedgångar. Variationer i medelnivån utgör även de
icke-stationäriteter som bör hanteras.
Eftersom de långa dataserierna ändå på grund av problematiken beskriven i 2.1
delas upp i månadsserier kan försök göras att hantera problemet på ett förenklat
sätt. Lokalt i de kortare dataserierna görs antagande om att variansen så väl som
medelvärdesnivå är ungefär konstant. Under detta antagande kan sedan vanliga
linjära tidseriemodeller (se avsnitt 3.2) anpassas till felserierna. I månadsserierna
görs, precis som i tidigare stycken, de två första veckorna till estimeringsset och de
två sista veckorna till utvärderingsset. Eftersom antagandet om månadsvis konstant
varians och medel görs kan deras värden i estimeringssetet användas som proxi för
hela månaden.
5.2.2 Analys fram till en första ansats
Genom att för varje månad av de tillgängliga felserierna studera den vanliga au-
tokorrelationsfunktionen samt den partiella autokorrelationsfunktionen kan slutsat-
ser dras om vilken ARMA modell som skulle passa bäst för att detaljera modellen
för felet. Detta enligt [3] på sidorna 154-156.
Följande procedur genomförs initialt för samtliga felserier (A,B och C).
• kortare tidsserier et för varje månad separeras ut.
• transformation av data s.k. normalisering.
(medelsubtraktion och division med standardavvikelse utförs)
• korrelationsfunktioner skattas (ACF,PACF)
Transformationen som utförs i punkt två kallas för normalisering och utförs för
att överföra en stationär process till att röra sig kring 0 med standardavvikelse 1. De
ACF och PACF som erhålls är typiskt av utseende liknande det i figur 5.2 nedan. I
samtliga fall är ACF exponentiellt avtagande och/eller ringande. I vissa fall på ett
betydligt renare vis än i 5.2 (se exempelvis figur 5.5).
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Figur 5.2. I figuren presenteras en typisk ACF och PACF för månadsserierna. No-
teras bör den exponentiellt avtagande ACFen och att många pikar syns utanför kon-
fidensintervallsgränserna i intervallet [1,24] för PACFen. Dessa syns i en inzoomade
variant av PACFen i figur 5.3. Konfidensintervallen som används är 95-procentiga.
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Figur 5.3. I figuren presenteras en inzoomad variant av PACFen i figur 5.2. Som
tydligt kan ses i figuren finns det flera pikar som sträcker sig utan konfidensintervallet.
Detta är ett generellt beteende som finns i PACFen för samtliga estimeringsset.
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I figur 5.3 presenteras en inzoomad variant av den partiella korrelationsfunktio-
nen från figur 5.2. Autokorrelationsfunktionerna uppvisar generellt tydligt dämpat
exponentiellt avtagande och/eller ringande inslag. Vilket av dessa beteenden som
är mest framträdande varierar från månad till månad. Genomgående i de partiel-
la autokorrelationsfunktionerna finns det framförallt signifikanta pikar i lag 1 upp
till 24 även om högre beroende är närvarande. Efter ungefär lag 24 finns det inget
eller väldigt lite signifikant beroende kvar. Uppvisat typbeteende tyder på att en
AR modell av maximalt ordning 24 skulle kunna vara lämplig för att modellera
felserierna, detta enligt [3] på sidan 155. Utvärderingstabellen presenterad i denna
referens (Table 6.1) finns även bifogad i denna rapports teoridel i tabell 3.4.4.
5.2.3 Enkel ansats
Med ledning av ovanstående diskussion samt med vetskapen att en enkel modell
ofta kan vara fördelaktig görs en enkel modellansats. En AR(24)-modell där enbart
parametrar korresponderade till lag k för vilka den partiella autokorrelationsfunk-
tionen φkk Ó= 0 skattades (övriga sattes till 0). På detta vis väljer programmet
själv en lämplig ordning på AR-modellen. Valet är inspirerat av de av PACFens
egenskaper som diskuterades i 3.4.3 sista stycket. Precis som för Energy Opticons
egen modell beräknades ett jämförelsetal (ar24Fit) för varje valideringset. Resulta-
ten i valideringsseten presenteras nedan, detta tillsammans med tidigare beräknad
jämförelsetal från originalmodellen för korrektion (stdF it).
Serie A Serie B Serie C
ar24Fit|stdF it ar24Fit|stdF it ar24Fit|stdF it
Sept. 2012 0.79 | 0.88 — | — 0.78 | 0.62
Okt. 2012 0.71 | 0.96 0.78 | 0.80 0.90 | 0.80
Nov. 2012 0.90 | 1.17 0.94 | 0.89 0.53 | 0.35
Dec. 2012 0.84 | 1.25 0.70 | 0.39 0.68 | 0.58
Jan. 2013 — | — 0.98 | 0.96 0.83 | 0.77
Tabell 5.8. Här presenteras en utvärderingstabell för fitten av AR(24) modellen.
Jämförselse görs återigen mot stdF it d.v.s. företagets nuvarande korrektionsmodell.
Som kan ses verkar modellen långt ifrån alltid slå de resultat som uppnås med den
första korrektionsmodellen (för serie C aldrig). Dock försämrar korrektionen aldrig
grundprognosen. I figur 5.4 nedan presenteras ett histogram över hur många gånger
de olika AR-parametrarna skattades.
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Figur 5.4. I figuren presenteras ett histogram över hur många gånger de olika AR-
parametrarna skattades. Maximala antalet gånger som en viss parameter kan skattas
är 13 då detta är antalet estimeringsset. Som kan ses är a1 och a2 de vanligaste
parametrarna.
5.2.4 Ansats av AR(2)-filter
Eftersom beroenden i lag 1 och 2 är speciellt framträdande i den partiella au-
tokorrelationsfunktionen för samtliga månader provas dessutom en AR(2)-modell
för felserierna. Resultaten presenteras i tabell 5.9 tillsammans med jämförelsetal
från AR(24)-modellen ovan.
Serie A Serie B Serie C
ar2Fit|ar24Fit ar2Fit|ar24Fit ar2Fit|ar24Fit
Sept. 2012 0.79 | 0.79 — | — 0.79 | 0.78
Okt. 2012 0.80 | 0.71 0.97 | 0.78 0.95 | 0.90
Nov. 2012 0.91 | 0.90 0.98 | 0.94 0.86 | 0.53
Dec. 2012 0.83 | 0.84 0.92 | 0.70 0.89 | 0.68
Jan. 2013 — | — 0.98 | 0.98 0.91 | 0.83
Tabell 5.9. Här utvärderas fitten för AR(2) modellen. Jämförelse görs mot
AR(24)modellen 5.8 presenterad i föregående avsnitt.
Som kan ses är resultatet i nästan samtliga fall betydligt sämre (bara bättre en
gång) än för den mer komplexa AR(24) modellen ovan. Detta resultatet är väntat
då AR24-modellen med utplockade pikar kan välja att ta formen av en enkel AR(2)-
modell. Undersökningen bekräftar alltså att möjligheten att välja signifikanta pikar
förbättrar modellen.
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5.2.5 Residualanalys AR(24)
Den modell som ovan uppvisade de bästa resultaten för fit var AR(24)-modellen
med parametrar skattade för utplockade signifikanta pikar. Efter modelleringen görs
en utvärdering av hur residualerna som denna modell lämnar ser ut. Om felserien
som är kvar efter det att korrektion utförts enbart består av totalt slumpmässigt
vitt brus finns det inte längre någon struktur kvar att modellera eftersom alla ty-
piska beteenden har fångats i modellen. Med ledning av detta görs ett par av de
standardtester som presenterats för att kontrollera om residualserien är vit.
Som ett första enkelt test kontrolleras om residualen i snitt har bytt tecken ungefär
50 procent av gångerna. Resultatet från denna inledande kontroll är att procentta-
len i samtliga serier håller sig i intervall [39, 51] procent, alltså något snett men i
närheten av vad man kan vänta sig. För stora N är P approximativt normalfördelad
och konfidensintervall är enkla att konstruera.
En visuell studie av ACF och PACF visar i samtliga fall relativt positiva resul-
tat. Nästan alla pikar har tryckts ner innanför konfidensintervallen. Maximalt är 5
procent av topparna utanför konfidensintervallen för vitt brus, dock ligger denna
siffra i de flesta fall lägre. En tumregel för vad som kan räknas som acceptabelt för
vitt brus brukar sättas till ca 5 procent enligt [2]. Detta gäller om topparna ligger
precis utanför intervallgränserna.
En alternativ analysmetod är att kontrollera om residualens skattade spektra är
platt vilket nödvändigtvis är fallet om residualen är vitt brus då samtliga frekven-
ser då är uniformt representerade. Ett analysverktyg för att kontrollera just detta är
det kumulativa peridogrammet. Om residualen är vitt brus kommer det kumulativa
periodogrammet växa linjärt mellan punkterna (0, 0) och (pi, 1), detta enligt [2] på
sidan 109. Även här är det möjligt att konstruera konfidensintervall med konfidens-
grad 1 − α = 0.95. Resultatet från sådan analys pekar uniformt på att residualen
är vitt brus.
Sammanfattningsvis kan slutsats dras om att residualen är relativt vit även om
utrymme finns för fortsatt modellering. Resultatet från testet med teckenbytet var
något snett d.v.s. procenttalen låg nästan konstant under 50 procenten. För vissa
månader fanns det toppar kvar i ACF och PACF efter modelleringen, beroenden
som kan vara lämpliga att inkludera i modellen. Dessutom fanns det ett fåtal fall
då några av de kombinerade ACF/PACF testen inte fastslog vitt brus residual.
5.2.6 Auto Regressiva filter av högre ordning
Eftersom PACFen för vissa månader uppvisar pikar för högre lag än 24 testas även
att göra om samma estimering som i avsnitt 5.2.3 ovan med högre gräns för max-
imalt lag som kan skattas. Tester gjordes med maxgränsen satt till 48, 72 upp till
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168. Resultaten från en sådan körning ger rakt igenom sämre resultat. När hän-
syn tas till enskilda högra lag försämras resultaten radikalt. Ofta till den grad att
korrektionen innebär en kraftig försämring av prognosen. Att ta hänsyn till dessa
beroenden av högre lag ger alltså inte en förbättring av resultatet. Att de trots
detta dyker upp i PACFen kan komma sig av ett par olika anledningar. För det
första görs ett mycket kraftigt antagande när man säger att medelvärdet är ungefär
samma i estimerings och valideringsset. Dessutom beräknas den skattade PACFen
på en begränsad mängd data och kan på grund av det uppvisa sådana ’finite sample
effects’ som diskuteras på sidan 20 i [2].
Från analysen ovan dras slutsatsen att de verkliga och viktiga beroendena finns
i lag 1 till 24. Detta är ganska väntat eftersom man i figur 2.2 där beroenden när-
varnade i den rena mätdatan finns presenterad ser att beroenden i enskilda lag
framförallt ligger i intervallet lag [1, 24].
5.2.7 Inklusion av säsongseffekter
Det är rimligt att anta att resultatet från försöken ovan kan förbättras genom att
olika ordningars diffrentiering görs. Detta innebär en utveckling från en AR till en
SARI (Seasonal Auto Regressive Integrating) modell. Säsonger som naturligt kan
tänkas finnas närvarande i residualen är 24 och/eller 168 timmar. Möjligen kan även
en enkel differentiering förbättra resultaten.
Efter ett studium av ACFer och PACFer för de diverse estimeringsseten i serie
A,B och C ser man att det för vissa månader framförallt verkar finnas ett säsongs-
beroende med periodicitet 24 kvar i datan. Till exempel verkar så vara fallet för
september månad i serie C. I figur 5.5 presenteras ACF och PACF med säsongs-
beroendet tydligt markerat med de små rutorna. I övriga månadsserier ser ACFen
betydligt mer ’rörig’ ut (se exempelvis figur 5.2).
Med ledning av detta görs först försök att inkludera en ren 24-stegs differentiering
till felseriemodellen. Själva differentieringen utförs med hjälp av MATLAB:s standard-
funktion filter.m enligt metoden beskriven på sidan 64 i [2]. Efter det anpassas
en AR(24)-modell av typen som introducerades i 5.2.3 för residualen. Som beskrivs
i avsnitt 3.7 kan man därefter foga samman dessa steg till ett enda A-polynom.
Polynommultiplikationen i ekvation5.1 utförs i MATLAB med hjälp av conv.m enligt
metoden som beskrivs i [2] på sidan 130. Vid polynommuliplikationen bildas ett
nytt polynom som maximalt kan tillhöra en AR(48)-modell. Alltså har en AR(48)-
modell där enbart några parametrar har skattats erhållits.
Studium av ACFen och PACFen för den resulterande residualen visar att mer bero-
ende snarare införts i lag 24 i och med differentieringen än vad som tagits bort. För
att uppnå bättre resultat skattas istället en parameter vid differentieringen. Model-
len som används kan ungefärligt beskrivas som i ekvation 5.2 (ungefärligt eftersom
inte alla parametrar närvarar).
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Figur 5.5. I grafen presenteras ACF och PACF för residualen i september månads
estimeringsset. Säsongsberoendet syns här tydligt i ACFen till skillnad från det mer
röriga utseendet i figur 5.2.
Any(z) = (1− z−24)(1 + a∗1z−1 + ...+ a∗24z−24) (5.1)
Any(z) = (1− bz−24)(1 + a∗1z−1 + ...+ a∗24z−24) (5.2)
Eftersom ACFen efter den inledande differentieringen generellt är ringande och/el-
ler exponentiellt avtagande och PACFen generellt endast har signifikanta pikar i
lag 1 till 24 är det nu motiverat att använda AR(24) modellen som i ekvation 5.2.
Vid polynommuliplikationen bildas ett nytt polynom som maximalt kan tillhöra en
AR(48) modell. Prediktion utförs sedan med AR-modellen preciserad av polynom
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Any. En ny jämförelsesiffra diff24Fit beräknas. Jämförelse görs i tabell 5.10 mot
den odifferentierade AR(24)-modellen.
Serie A Serie B Serie C
diff24Fit|ar24Fit diff24Fit|ar24Fit diff24Fit|ar24Fit
Sept. 2012 0.92 | 0.79 — | — 0.73 | 0.78
Okt. 2012 0.87 | 0.71 0.79 | 0.78 0.87 | 0.90
Nov. 2012 0.90 | 0.90 0.91 | 0.94 0.54 | 0.53
Dec. 2012 0.98 | 0.84 0.76 | 0.70 0.70 | 0.68
Jan. 2013 — | — 0.98 | 0.98 0.84 | 0.83
Tabell 5.10. Här utvärderas fitten för den differentierade AR(24)-modellen. Jämfö-
relse görs mot den odifferentierade AR(24)-modellen
I tabellen ser man mycket riktigt att differentieringen ger en förbättring just i sep-
tember. I endast 3 av 13 månaderna förbättrar differentierignen resultatet. Enligt
exakt samma metod genomförs experimentellt en 1-stegsdiffrentiering (enligt ekva-
tion 5.3) av datan i kombination med att samma AR(24)-modellering automatiskt
följer. Jämförelsesiffran diffF it presenteras i tabell 5.11 nedan. Jämförelse görs
återigen mot den odifferentierade AR(24) modellen.
Any(z) = (1− bz−1)(1 + a∗1z−1 + ...+ a∗24z−24) (5.3)
Serie A Serie B Serie C
diffF it|ar24Fit diffF it|ar24Fit diffF it|ar24Fit
Sept. 2012 0.80 | 0.79 — | — 0.78 | 0.78
Okt. 2012 0.77 | 0.71 0.91 | 0.78 0.90 | 0.90
Nov. 2012 0.95 | 0.90 0.97 | 0.94 0.53 | 0.53
Dec. 2012 0.85 | 0.84 0.85 | 0.70 0.68 | 0.68
Jan. 2013 — | — 0.99 | 0.98 0.83 | 0.83
Tabell 5.11. Här utvärderas fitten för den differentierade AR(24)-modellen. Jämfö-
relse görs mot den odifferentierade AR(24)-modellen presenterad i föregående avsnitt.
I tabellen kan tydligt ses att sådan differentiering i samtliga fall försämrar resul-
tatet. Om bättre resultat hade uppnåtts vid de två försöken ovan kunde en mer
komplicerad modell ställts upp där båda två fick verka samtidigt. Eftersom så inte
var fallet togs beslutet om att släppa den här tråden och gå vidare med en ny ap-
proach (se kapitel 5.3).
Noteras bör att residualanalys likt den i 5.2.5 här utförs med väldigt liknande re-
sultat. Återigen pekar analysverktygen på en residual nära vitt brus. Noteras bör
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att ACF och PACF är linjära analysverktyg som inte fångar olinjära beroenden i
datan. Detta enligt [3] på sidan 73.
5.2.8 Angående parameterskattning
Vid parameterskattningen används MATLAB:s standardskattare pem.m. Funktionen
minimerar endast 1-stegsprediktionsfelet vilket skiljer sig från hur parametrarna
skattades för Energy Opticons korrektionsmodell. Där låg fokus på att minimera
det totala felet som görs vid 48-timmars korrektion. Anledningen till att inte samma
metodik användes var att det visade sig svårt att ställa in pem.m så att fokus låg
på det totala 1 till 48 timmarsfelet och samtidigt behålla fokus på stabilitet i para-
meterskattningen. Att implementera egen kod för detta ansågs alltför tidskrävande.
Även om annat fokus finns vid själva parameterskattningen valideras självklart sam-
ma totala minsta kvadratfel över 48-timmars prediktioner vid valideringen. Eftersom
annat fokus fanns vid parameterskattningen kan det finnas utrymme för förbättring
av resultatet om skattning istället sker via minimering av det totala felet från 1 upp
till 48 timmar.
Precis som i avsnitt 5.1 poängteras här att det skattas ett parameterset per es-
timeringsset. Parametrarna utvärderades sedan i respektive valideringsset.
5.3 Rekursiv modelleringsansats
Ovan i avsnitt 5.2.1 gjordes ett antagande om att medelvärde och varians lokalt
kan antas vara konstanta. Genom att studera felserierna i figur 2.1 förstår man
att detta stundom är ett mycket dåligt antagande. Exempelvis ser man att felserie
C i januari har både ett kraftigt hopp i medelvärdesnivån och uppvisar en ökande
varians. Både medelvärdesnivå och varians kan alltså variera kraftigt. För att försöka
hantera dessa olinjäriteter prövas ett angreppssätt där AR-modeller ställs upp på
olinjär tillståndsform och får sina tillstånd skattade med hjälp av ett Unscented
Kalman Filter.
5.3.1 Uppställning på tillståndsform
Planen är att skriva över AR-modeller på tillståndsform och successivt skatta me-
delnivå, standardavvikelse samt modellparametrar med hjälp av Kalmanfiltrering.
En sådan tillståndsbeskrivning kan uppnås genom att utgångspunkt tas från en
mätekvation som baseras på en AR-process där medelvärde och standardavvikel-
se tillåts variera. Det som sker i en sådan uppställning är att processvärde suc-
cessivt normaliseras ner till vad man hoppas ska kunna beskrivas av en stationär
AR-modell. För att illustrera hur uppställningen ser ut exemplifieras här med en
uppställning av en AR(2)-process i ekvation 5.4. Återigen får et beteckna felserien
som vi försöker modellera medan rt betecknar bruset.
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[et −mt]
st
= a1,t
[et−1 −mt−1]
st−1
+ a2,t
[et−2 −mt−2]
st−2
+ rt (5.4)
För enkelhets skull antas att medelvärdet och standardavvikelse är konstanta vid
varje mättillfälle och istället skrivs ekvation 5.4 som en AR-process runt en medel-
nivå M och med standardavvikelse S. När så görs erhålls ekvation 5.5 nedan.
et =Mt + a1,t[et−1 −Mt] + a2,t[et−2 −Mt] + Strt =⇒
et =a1,tet−1 + a2,tet−2 +Mt[1− a1,t − a2,t] + Strt
(5.5)
Tillståndsvektorn Xt får innehålla tillstånden a1,t, a2,t,Mt samt innovationsstan-
dardavvikelsen St.
Xt+1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
Xt + qt, Xt =

a1,t
a2,t
Mt
St
 (5.6)
Det visar sig att parametrarna at och bt är i stort sett ortogonala mot innova-
tionsstandardavvikelsen St vilket innebär att det uppkommer svårigheter att skatta
varierande St. Att de är ortogonala innebär att parametrarna skattas till ungefär
samma värden oavsett standardavvikelse. Till en början väljs därför istället ett brus
rt med fix standardavvikelse som uppdateras månadsvis (precis som innan). Stan-
dardavvikelsen tas alltså initialt bort från tillståndsvektorn och ekvation 5.7 erhålls
nedan.
et = a1,tet−1 + a2,tet−2 +Mt[1− a1,t − a2,t] + rt (5.7)
5.3.2 Kalmanfiltrering
Ekvation 5.7 är nu ett problem på den allmänna olinjära tillståndsformen presen-
terad i ekvation 3.21. För att utföra Kalmanfiltrering på ett sådant system bör en
EKF (se avsnitt 3.11) eller en UKF (se avsnitt 3.12) användas. UKF valdes då detta
filter som tidigare nämnts anses mer stabilt.
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För att kunna börja göra Kalman-iterationer d.v.s. börja skatta tillståndsvektorn
successivt måste initialtillstånd x0 för tillståndsvektorn samt ett initialtillstånd för
tillståndens kovariansmatris P0 väljas i varje estimeringsset. Initialtillståndet sattes
till 0 för samtliga tillstånd och kovariansmatrisen sätts initialt som en diagonalma-
tris med ettor (enhetsmatrisen). Utöver detta väljs standardavvikelsen rt till värdet
av standardavvikelsen i respektive estimeringsset. Tillståndsbruset väljs olika för de
olika tillstånden beroende på hur snabbt de varierar. Om något element i q d.v.s.
bruset för något tillstånd väljs stort kommer tidigare tillstånd på enbart några ite-
rationer dränkas i bruset och observationer kommer istället bli viktigare.
När dessa förberedelser är gjorda används varje månads estimeringsset som spin-up
för UKF filtret. Detta innebär att filtret får denna tid på sig att konvergera till
vettiga nivåer för de olika tillstånden innan validering sker. Även när valideringsse-
tet börjar fortsätter filtret att skatta tillstånden successivt. Prediktion sker sedan
för varje tidpunkt t på följande vis. Från varje historisk mätpunkt subtraheras den
lokalt skattade medelnivån Mt. Residualen från denna subtraktion är modellerad
som en AR-modell med de successivt skattade parametrarna. Som beskrivs i av-
snitt 3.8 kan en k-stegsprediktion relativt enkelt göras utifrån en linjär modell av
ARMA-typ. Eftersom intresset, precis som innan, framförallt ligger i att minimera
det totala kvadratfelet under 1 till 48 timmar vore det intressant att vid varje tid-
punkt t kunna göra en 48 timmars prediktion med uppdaterade parametrar. Detta
görs i Matlab med standardfunktion forecast.m. Varje avvikelse från orginalfelet
kvadreras och summeras till en totalsumma för varje valideringsset. Ett jämförelse-
tal stateF it bildas sedan genom att denna summa divideras med en summa av de
kvadrerade orginalfelen.
I praktiken innebär oförmågan att hantera en varierande standardavvikelse, för-
utom eventuellt sämre fit resultat, att estimeringsset per månad fortfarande är
nödvändigt. Detta för att rt måste väljas som standardavvikelsen i varje estime-
ringsset och sedan användas för spin-up i samma estimeringsset. När detta problem
överbryggs kan man successivt låta UKFen arbeta över hela dataserien och endast
göra utvärdering i valda delar d.v.s. i valideringsseten.
5.3.3 Försök med UKF-skattning
När ovan diskuterad kod väl implementerats gjordes två försök med olika AR-
modeller. Först ett med en AR(2)-modell enligt exemplet i avsnitt 5.3.1 och sedan
enligt samma metod för en AR(24)-modell.
I tabell 5.12 kan man se att av de två testade modellerna verkar AR(2)-modellen
prestera något bättre än AR(24) modellen. För vissa månader försämras prognosen
något men noteras bör att vi trots detta uppnår en medelförbättring på 0.77 vilket
är något bättre än de 0.80 som erhölls för AR(24)-modellen med utvalda pikar som
var den bästa linjära AR-modellen.
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Serie A Serie B Serie C
stateF it2|stateF it24 stateF it2|stateF it24 stateF it2|stateF it24
Sept. 2012 0.74 | 0.83 — | — 0.65 | 0.68
Okt. 2012 0.82 | 0.82 0.77 | 0.66 1.09 | 0.43
Nov. 2012 0.84 | 0.88 1.01 | 0.91 0.28 | 0.95
Dec. 2012 0.90 | 0.92 0.4 | 0.52 0.65 | 0.88
Jan. 2013 — | — 1.07 | 1.06 0.84 | 1.35
Tabell 5.12. I tabellen presenteras fit resultat från AR(2) och AR(24) modellen
med de varierande medelvärdesnivåerna. Generellt presterar AR(2) modellen något
bättre.
I figur 5.6 presenteras ett exempel på hur tillståndsskattnignen i valideringssetet kan
se ut för en AR(2)-modell. I de två övre fönstrena presenteras hur AR-parametrarna
skattas i tiden. Man ser att a1,t håller sig runt 1 medan a2,t rör sig kring −0.3. Det-
ta är liknande de värden som erhölls för AR(2) modellen med pem.m som skattare.
Konvergens mot vettiga värden har alltså erhållits. I det nedre fönstret presenteras
hur medelnivån successivt skattas. Detta presenteras i blått. I samma graf presen-
teras de verkliga processvärdena.
Till skillnad från i avsnitten 5.1 och 5.2 skattas här ett nytt parameterset för varje
intressepunkt i valideringssetet. Dessa parametrar används sedan för att göra varje
prediktion. Koden som användes för att utföra själva UKF-iterationerna erhölls från
biträdande handledare Johan Lindström. Enligt honom så var skriptet baseradtpå
kod hämtad online från [9] med ändringar gjorda så att UKF-filtreringen gjordes
enligt beskrivningen i 3.12. Kontroll gjordes även att så verkligen var fallet genom
noggran genomgång av skriptet.
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Figur 5.6. I de två övre fönstrena presenteras hur AR-parametrarna skattas i tiden.
Man ser att a1,t håller sig runt 1 medan a2,t rör sig kring −0.3. Detta liknar de
värden som erhölls för AR(2) modellen med pem.m som skattare. Konvergens mot
vettiga värden har alltså erhållits. I det nedre fönstret presenteras hur medelnivån
succesivt skattas. Detta presenteras i blått. I samma graf presenteras de verkliga
processvärdena för jämförselse.
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Kapitel 6
Diskussion/Slutsatser
I tabell 5.2 presenteras jämförelsesiffror för hur mycket korrigeringen förbättrar pro-
gnosresultaten med och utan skattade parametrar. I tabell 5.3 återfinns motsvarande
parameterskattningar. Värt att notera från dessa körningar är:
• Generellt slår de onlineskattade parametrarna de fixerade.
• Även de fixa parametrarna ger generellt sett en förbättring av prognosen.
• De onlineskattade parametarna varierar kraftigt från månad till månad.
Att parametervärdena varierar kraftigt (från månad till månad) indikerar att de inte
är lämpliga för långtidsbruk. Dock visar de fixa parametrarnas generella förbättring
att relativt bra parametrar för långtidsbruk trots allt går att finna. Slutsatsen blir
att onlinekorrigering kan ske, som nu med två veckors estimeringsset om omskatt-
ning av parametrarna sker mer frekvent än månadsvis. Ett skarpt test genomfördes
i avsnitt 5.1.1 där onlineskattade parametrar istället dagligen uppdaterades och
utvärderades. Utvärderingen gjordes som nämns innan med hjälp av Energy Opti-
cons uppföljningssystem som kontrollerar hur väl korrektionen presterar. Det som
mäts i uppföljningssystemet är hur stort procentuellt fel som den totala modellen
(grundmodell + korrektion) lämnar vid prediktion. Resultaten var positiva men inte
så pass positiva att man med statistisk säkerhet kan fastställa att en förbättring
uppnåtts. En sak som dock bör noteras är att en sådan implementation aldrig ver-
kar försämra den nuvarande korrektionsmetodiken. I samtliga tester är resultaten
bättre och i sämsta fall likartade. Om detta skulle implementeras skarpt i Energy
Opticons programvara så skulle man kunna automatisera den så kallade trimningen
och dessutom utföra den med betydligt bättre stöd än tidigare.
De fixerade parametrar som används nu, de så kallade standardparametrarna, är på
sätt och vis skattade över en längre tid. Detta i och med att de har trimmats succes-
sivt, under lång tid, till sina nuvarande värden av Energy Opticons energitekniker.
Man kan tänka sig att automatiskt och onlinemässigt göra en sådan långtidsskatt-
ning. När man har ett helt års feldata bakåt skulle man kunna göra om en ny sådan
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skattning månadsvis och troligen nå goda resultat. Det har inte gjorts i detta ex-
amensarbete p.g.a. de begränsningar i data som beskrivs i 2.1. Förslagsvis bör ett
sådant försök utföras på företaget under sommaren/hösten 2013 då data bör finnas
tillgänglig för hela året. Man kan även tänka sig en kombination där man minimerar
det totala felet under exempelvis två senaste veckorna för innevarande år tillsam-
mans med exempelvis veckofelet för föregående år. Inget av detta skulle kodmässigt
innebära någon skillnad från det som föreslagits för onlinekorrigeringen utan endast
att de efterfrågade perioderna skulle väljas som estimeringsset. Ett tredje alternativ
är att frångå onlinekorrigeringen helt och istället låta examensarbetet mynna ut i
ett externt program för den optimala trimningen av korrigeringsparametrarna. I ett
sådant program skulle man kunna ha en mångfald av kombinationerna ovan att
välja mellan och energitekniker skulle lätt kunna välja nya parametrar med starkt
statistiskt stöd i ryggen.
I tabellerna 5.8 presenteras siffror för hur väl den bästa tidsseriemodellen som er-
hölls presterade. Generellt nås inte bättre resultat för tidsseriemodellerna än vad
Energy Opticons egen modell med skattade parametrar når. Dock verkar det ge-
nomgående vara så att tidsseriemodellen mer stabilt förbättrar prognosen medan
Energy Opticons modell stundom faktiskt ger en försämring d.v.s. ett större fel efter
korrektion än innan. Anledningen till detta är troligen att det finns en större trög-
het i Energy Opticons modell eftersom data från långt bak i tiden ibland används
för att skapa korrektionen. Exempelvis ser man att det i december 2012 visar sig
att onlineskattade parametrarna så väl som standardinställning ger upphov till en
försämring av prognosen för serie A. I ett studium av serie A kan man ana an-
ledningen till varför originalmodellen för korrektion inte presterar särskilt väl här:
Efter ungefär halva månaden syns tydligt ett hopp i felseriens medelvärde. På grund
av trögheten i systemet tar modellen länge hänsyn till värden innan hoppet medan
tidseriemodellen snabbare anpassar sig. Eftersom de anpassade AR filtrena endast
använder data från senaste dygnet för att bilda sin prediktion klarar dessa bättre
av sådana snabba förändringar. Modelleringen ovan visar att modellen bestående
av lokala AR filter av varierande hög ordning tillsammans med lokalt stabiliserat
medelvärde (AR(24) med utvalda pikar) bäst beskriver datan i de flesta fall. Ef-
tersom stora antaganden gjordes i samband med den linjära tidsseriemodelleringen
samt att inte radikalt bättre resultat erhölls dras slutsatsen att sådan modellering
inte bör införas skarpt i Energy Opticons programvara. Utöver detta skulle en så-
dan implementering troligen innebära en större arbetsinsats än optimering av den
nuvarande metoden.
Försöket med att ställa upp olinjära AR-filter på tillståndsform visade relativt po-
sitiva resultat i och med att medelfelet för de testade månaderna blev bättre än
för någon linjär AR-modell och detta dessutom med en modell av generellt lägre
ordning. Dock uppvisades flera fall av försämring av prognosen. Eftersom tiden för
examensarbetet led mot sitt slut när problematiken med den varierande standar-
davvikelse uppstod blev frågan inte ordentligt utredd. Enligt biträdande handledare
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till det här examensarbetet finns det möjlighet att förbättra UKFen så att detta
kan hanteras. Sammanfattningsvis kan sägas att metoden har stor potential men
mer arbete skulle behöva läggas på den för att en implementation i det verkliga sy-
stemet skulle vara lämplig. Framför allt behöver problematiken med den varierande
standardavvikelsen åtgärdas.
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