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Chapter 1
Introduction
Quantization of gravitation field theory is one of the major goals in modern physics. The
pursuit of understanding quantum gravity has created a lot of mathematical problems to
deal with. One of the significant mathematical questions related to quantum gravity is
to describe how a uniformly distributed random metric on the two-dimensional sphere S2
typically look like. The first problem that occurs is to determine what is exactly meant
by a uniform probability measure on S2. Then, defining an appropriate random metric is
also a difficult problem. Of course there could be several ways to perform this task, and
they could lead to different results.
The aim of this thesis is to study the mathematical basis and gather together some pieces
of the mathematical machinery useful in the random geometry of the two-dimensional
sphere. The approach to the question above is to search for an analogue of the well-known
one dimensional results in the d-dimensional Euclidean space Rd. Namely, if a, b ∈ Rd are
fixed and one is asked to describe a uniformly distributed path γ : [0, 1] → Rd from a
to b, one good description corresponds the Brownian motion. The Brownian motion is
a scaling limit of rescaled simple random walks in Rd by the well-known Donsker theo-
rem. Therefore, a natural approach to the question in S2 is to introduce an appropriate
discretization of S2 and study scaling limits of the discretization.
In this paper the discretization is essentially done by considering discrete graphs with n
faces for every n ∈ N, embedded into the sphere, endowed with a rescaled graph distance
metric. Under certain restrictions and identifications, the graphs with n faces form a
finite collection. Thus, picking such a graph uniformly at random gives us a random
metric space. This is a random variable whose values lie in the space K of isometry classes
of compact non-empty metric spaces. One can define a metric in K by the Gromov-
Hausdorff distance dGH and obtains a complete separable metric space (K, dGH). This is
an appropriate setup for studying the weak convergence of above defined random variables.
It has recently turned out that the limit in distribution of these rescaled random maps
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with certain restrictions really exists and corresponds a random surface called the Brow-
nian map. In this paper we also describe this random surface explicitly and present a
couple of key features associated with it.
As a prerequisite, basic undergraduate mathematics is assumed to be known, including
basics of linear algebra, real analysis, graph theory, probability theory, metric topology
and measure theory. The thesis is self-contained in more advanced probability theory
needed in the sequel.
The structure of this thesis is somewhat the following: Chapter 2 is intended to be a
sort of a tool kit for the actual theory developed in the rest of the thesis. It includes
basic definitions and results concerning planar maps and the Gromov-Hausdorff distance.
The actual theory starts from Chapter 3 which deals with the construction of the Cori-
Vauquelin-Schaeffer bijection between labeled plane trees and rooted and pointed quad-
rangulations. In Chapter 4 we define carefully the Brownian map and refer to the novel
result which tells us that it is a scaling limit of various collections of random planar maps.
The last chapter is devoted to short conclusions and major open problems related to the
subject.
The subject is motivated by [1], an overview about random geometry used in quantum
gravity theory by Christophe Garban. The thesis is written using TeXworks. The figures
are drawn using vector graphic editors LaTeXDraw and Inkscape by the author.
1.1 Acknowledgements
First, I would like to thank my supervisor, Academy professor Antti Kupiainen, for intro-
ducing me into the interesting subject of random geometry and giving me useful guidance
and support during my work. Then, I would like to thank Dr. Konstantin Izyurov for
reading the manuscript, giving me feedback and pointing out mistakes. Last, I would
also like to thank my family and friends for support. The thesis was partly funded by a
stipend from the Mathematics and Science Fund of University of Helsinki.
3
Chapter 2
Basic definitions and preliminary
results
2.1 Planar maps
We define our key notion dealing with graphs on the sphere S2. In this thesis we consider
graphs as objects called multigraphs in traditional graph theory. This means that multiple
edges and loops are allowed. The following representation is based on the articles of Le
Gall and Miermont [2] and of Chassaing and Schaeffer [4].
Traditionally we regard edges as objects consisting of non-ordered or ordered pairs of
vertices. In this thesis it is convenient to extend the edges to correspond continuous
images of an interval. Thus we define an oriented edge in the sphere to be a continuous
mapping e : [0, 1]→ S2 such that either e is injective or e|[0, 1) is injective and e(0) = e(1).
The latter case means that e[0, 1] is a Jordan curve. The points e− = e(0) and e+ = e(1)
are called the origin and the target of e, respectively. We denote the reversal of e by
e¯, meaning just the reverse path of e. Now an edge is a pair e = {e, e¯}, where e is an
oriented edge. The interior of e is the image e(0, 1).
Definition 2.1. An embedded graph in the sphere S2 is a pair G = (V,E) such that E
is a finite set of edges and V ⊂ S2 a finite set which contains e− and e+ for every e ∈ E.
The vertices e− and e+ are called the vertices incident to e. Moreover, we demand that
the interiors of the edges do not intersect with one another and with the vertices.
If x and y are vertices incident to same edge, we say that x and y are neighbors with
each other, or y is a neighbor of x and vice versa. Here should be noted that G in the
previous definition is actually a multigraph in graph theoretical sense, except that we
have extended the concept of edges to correspond continuous curves. This allows us to
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define the support of G,
spt(G) = V ∪
⋃
e∈E
e[0, 1].
A connected component of S2\spt(G) is called a face. An oriented edge e is said to be
incident to a face f if e[0, 1] ⊂ cl(f), where cl means the closure of a set. In this case also
e¯ is incident to f , and we also say that the corresponding edge e is incident to f .
Definition 2.2. Embedded graphs m1 and m2 are considered to be isomorphic if there
exists an orientation preserving homeomorphism h from S2 onto itself which induces a
graph isomorphism betweenm1 andm2. The mapping h is then called amap isomorphism.
We define the distance function in the vertex set of an embedded graph in traditional
graph theoretic sense. A chain of length k ≥ 1 is a sequence (e1, . . . , ek) of oriented edges
in E such that e+i−1 = e
−
i for every 2 ≤ i ≤ k. The previous sequence is simply called a
chain linking e−1 and e
+
k . We call the number k the length of the chain. The graph distance
in G is then defined to be the minimum of the lenghts of the chains linking u ∈ V and
v ∈ V in G, denoted by dG(u, v). It is easily proven that the distance function dG defines
a metric in every component of a graph G. See for example [5]. A graph G = (V,E) is
connected if dG(u, v) <∞ for every u, v ∈ V .
Definition 2.3. A planar map M is a connected embedded graph, viewed up to map
isomorphisms.
In the sequel we often use just the word map meaning a planar map. Let us define one
further important piece of information related to the structure of a map. Let m = (V,E)
be a planar map and ( ~E) the corresponding set of oriented edges. Since S2 is an oriented
smooth manifold we can define a unique face incident to an oriented edge e ∈ ~E to be the
face from e to positive direction, id est to the left. We denote it by fe. The degree of a
face is defined to be the number of oriented edges to which the face is incident. Moreover,
for every e ∈ ~E we define a corner incident to e to be an intersection U ∩ fe, where U
is a simply connected neighborhood of e− in S2 which is chosen to be such that corners
associated to the same face do not intersect. A corner can thus be seen as a sector between
two consecutive edges around a vertex.
In the sequel we will count the number of a certain finite set of planar maps using
the Cori-Vauquelin-Schaeffer bijection. For that reason it is convenient to distinguish one
oriented edge e in a map m and consider objects of the form (m, e), called rooted planar
maps. The oriented edge e is then called the root edge or simply just the root.
Rooted maps (m1, e1) and (m2, e2) are considered isomorphic if the maps m1 and m2
are isomorphic trough a map isomorphism h such that h(e1) = e2. Since h preserves the
orientation of S2, it preserves also degrees of the faces. Now the concept of planar map is
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Figure 2.1: An example of embedded graphs. The upper-left image represents an injective
edge between two vertices, whereas the upper-right picture a loop. The lover image
represents an embedded graph with two vertices and four edges, containing multiple edges
and a loop.
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Figure 2.2: A rooted quadrangulation with five faces projected in the plane. Here should
be noted that the exterior face looks like any other face on the sphere. The root edge is
represented as an arrow and the face incident to the root is colored. The edge included
in the face right to the root edge is counted twice.
clearly defined.
We present yet one fundamental lemma which is widely used in the sequel. The proof
can be read in [6], Theorem 12.3.1.
Lemma 2.4. (Euler’s formula) If m is a planar map and V,E, F are the corresponding
sets of vertices, edges and faces, respectively, the formula
#V −#E + #F = 2
holds.
We start classifying maps in order to develop the theory further. We could consider
maps with fixed number of edges, but instead of this we fix the number of faces and
the uniform degree of every face. This actually fixes also the number of edges and, as a
consequence of Euler’s formula, the number of vertices.
Definition 2.5. If n ∈ N ∪ {0} and p ∈ N, p ≥ 3, we denote Mpn the set of all rooted
planar maps with n faces, each of the faces having degree p. The elements of Mpn are
called rooted planar p-angulations of the sphere.
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The prior definition of planar maps guarantees that the number ofMpn is finite. Namely,
a mapm ∈Mpn contains pn oriented edges, thus pn2 edges. By Euler’s formula, the number
of vertices ofm is fixed, too. Since map isomorphisms preserve the vertices, oriented edges
between the vertices and the faces incident to the edges, and the number of these are all
fixed, the number of maps modulo isomorphisms is indeed finite. In this thesis we mainly
consider the sets M4n, consisting of maps called rooted quadrangulations. If q ∈M4n, we
may without further notice denote the sets of the vertices, edges and faces of q by V (q),
E(q) and F (q), respectively. In the next chapter we will count the number of rooted
quadrangulations. We will obtain the cardinality
#M4n =
2 · 3n
(n+ 2)(n+ 1)
(
2n
n
)
,
which was originally calculated by W.T. Tutte in [3].
2.2 Gromov-Hausdorff distance
Studying the scaling limits of random planar maps one should be concerned of the topology
in which the convergence happens. Since the vertex set of a planar map is a finite subset
of the sphere, we can regard planar maps as compact metric spaces, endowed with the
graph distance metric, possibly suitably rescaled. Also the sphere S2 endowed with the
induced Euclidean metric is compact. In this section we define a metric in the set of
isometry classes of compact metric spaces K . The results are based on the lecture notes
[7], [8] and [9].
First of all we should be concerned about whether the collection K really is a set.
Namely, K is by our definition a set which consists of sets. That kind of collections
could be possessed by Russell-type paradoxes. However, any compact metric space (X, d)
contains a countable dense subset S endowed with the induced metric d|S. By the inclusion
mapping j : S ↪→ X the pair (j, (X, d)) is a completion of (S, d|S). It is known that
completions of any metric space are unique up to isometries. Finally, by Kuratowski’s
embedding theorem, the space (S, d|S) is isometric to a subset A of the Banach space E
of bounded functions f : X → R. Since the collection of subsets A ⊂ E clearly is a set
we conclude that K is a set too. Above used topological facts are justified for example in
[10].
Let us first define a distance function for subsets in a metric space (X, d). For A ⊂ X
we define A(r) = {x ∈ X : dist(x,A) < r}, where dist(x,A) = inf{d(x, y) : y ∈ A}. It is
well known from elementary topology that A(r) is an open set in X.
Definition 2.6. The Hausdorff distance of subsets A ⊂ X and B ⊂ X is
dH(A,B) := inf{r > 0 : A ⊂ B(r), B ⊂ A(r)}.
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We set dH(A, ∅) =∞ and dH(∅, ∅) = 0.
It is directly seen from the definition that the Hausdorff distance is symmetric, id est
dH(A,B) = dH(B,A). Clearly dH(A,A) = 0 for every subset A ⊂ X. We also see that if
A ⊂ X and s, r > 0, then
(2.7) (A(s))(r) ⊂ A(s+ r) :
If x ∈ (A(s))(r), then dist(x,A(s)) < r. By the definition of infimum, we can fix y ∈ A(s)
such that d(x, y) < r. In the same manner we can fix z ∈ A such that d(y, z) < s.
Now d(x, z) ≤ d(x, y) + d(y, z) < r + s by triangle inequality. Taking infimum over this
inequality with respect to z ∈ A yields the result. Now we can state the triangle equality
of the Hausdorff distance as a useful lemma.
Lemma 2.8. The Hausdorff distance satisfies triangle equality:
dH(A,C) ≤ dH(A,B) + dH(B,C)
for A,B,C ⊂ X.
Proof. We denote dH(A,B) =: p and dH(B,C) =: q and assume p, q < ∞ since
otherwise the inequality is clear. Let  > 0. Now by definition of the Hausdorff distance,
A ⊂ B(p + 
2
) and B ⊂ A(p + 
2
). Likewise, C ⊂ B(q + 
2
) and B ⊂ C(q + 
2
). Now by
the formula (2.6) one obtains A ⊂ B(p + 
2
) ⊂ (C(q + 
2
))(p + 
2
) ⊂ C(p + q + ) and
C ⊂ B(q + 
2
) ⊂ (A(p + 
2
))(q + 
2
) ⊂ A(p + q + ). Since  > 0 was arbitrary, we obtain
dH(A,C) ≤ p+ q, which proves the claim. 
Using the concept of Hausdorff distance we can now define the Gromov-Hausdorff dis-
tance between metric spaces. We start by introducing the general definition without any
restrictions such as compactness.
Definition 2.9. The Gromov-Hausdorff distance of metric spaces X and Y is
dGH(X, Y ) = inf
Z,φ,θ
dZH(φX, θY ),
where infimum is taken over all metric spaces Z and isometric embeddings φ : X → Z,
θ : Y → Z, and dZH is the Hausdorff distance in Z.
The prior definition is rather difficult to deal with since one should consider all possible
metric spaces and isometric embeddings. However, we prove an equivalent condition
which could be applied in practice. If (X1, d1) and (X2, d2) are metric spaces, we define
the disjoint union of X1 and X2 by
X1 unionsqX2 := {(x, i) : x ∈ Xi, i = 1, 2}.
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For simplifying the notation, we identify Xi and Xi×{i} from now on. We call a metric d
in X1unionsqX2 admissible if d|(Xi×Xi) = di for i = 1, 2. In this case the identifying mapping
Si : Xi → Xi × {i}, Si(x) = (x, i), is an isometry: if x, y ∈ Xi, then
d(Si(x), Si(y)) = d((x, i), (y, i)) = di(x, y).
Thus, Si defines an isometric embedding from Xi to X1unionsqX2. We get the following results:
Lemma 2.10. For any metric spaces (X1, d1) and (X2, d2) there exists a metric space Z
and isometric embeddings φ1 : X1 → Z and φ2 : X2 → Z as in Definition 2.9.
Proof. We choose Z = X1 unionsqX2 and φi = Si for i = 1, 2, fix a ∈ X1, b ∈ X2 and δ > 0
and define an admissible metric d in X1 unionsqX2 by setting
d|(Xi ×Xi) = di
for i = 1, 2, and
d(x1, x2) = d(x2, x1) = d1(x1, a) + d2(b, x2) + δ,
if x1 ∈ X1 and x2 ∈ X2. The role of the strictly positive constant δ is just to turn a
pseudometric into a metric: otherwise we would have d(a, b) = 0 for a 6= b. Now d is
symmetric and d(x, y) = 0 if and only if x = y. The only non-trivial part of the proof is
verifying the triangle equality. Of course it holds in the sets Xi×Xi. If x1 ∈ X1, x2 ∈ X2
and z ∈ X1, we simply use the triangle equality in X1 ×X1 to obtain
d(x1, x2) = d1(x1, a)+d2(b, x2)+δ ≤ d1(x1, z)+d1(z, a)+d2(b, x2)+δ = d(x1, z)+d(z, x2)
and
d(x1, z) = d1(x1, z) ≤ d1(x1, a) + d1(a, z) ≤ d1(x1, a) + 2d2(b, x2) + d1(z, a) + 2δ =
d1(x1, a)+d2(b, x2)+δ+d1(z, a)+d2(b, x2)+δ = d(x1, x2)+d(z, x2) = d(x1, x2)+d(x2, z).
The remaining cases are proven similarly. 
Lemma 2.11. If (X1, d1) and (X2, d2) are metric spaces, we have
dGH(X1, X2) = inf
d
d
(W,d)
H (X1, X2),
where the infimum is taken over all admissible metrics d of W = X1 unionsq X2 and d(W,d)H
denotes the Hausdorff distance in (W,d).
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Proof. Since (W,d) is a metric space and the above defined mappings Si are isometric
embeddings, we have
dGH(X1, X2) = inf
Z,φ,θ
dZH(φX1, θX2) ≤ inf
d
d
(W,d)
H (S1(X1), S2(X2)) = inf
d
d
(W,d)
H (X1, X2).
Conversely, let  > 0, (Z, dZ) be a metric space and φi : Xi → Z, i = 1, 2, isometric
embeddings such that
dZH(φ1X1, φ2X2) ≤ dGH(X1, X2) + .
For every δ > 0 we define an admissible metric dδ in X1 unionsqX2 by setting
dδ(xi, yi) = dZ(φi(xi), φi(yi)) = di(xi, yi)
and
dδ(x1, x2) = dδ(x2, x1) = dZ(φ1(x1), φ2(x2)) + δ
for xi, yi ∈ Xi, i = 1, 2. The arguments to see that dδ is a metric are similar to those
in the proof of previous lemma, now we just use the triangle inequality of dZ . By the
definition of dδ we get the estimate
d
(W,dδ)
H (X1, X2) ≤ dZH(φ1X1, φ2X2) + δ.
To see this we observe that
dist(x1, X2) ≤ dist(φ1(x1), φ2X2) + δ
for all x1 ∈ X1 and
dist(x2, X1) ≤ dist(φ2(x2), φ1X1) + δ
for all x2 ∈ X2 by the definition of dδ. Thus, if dist(φ1(x1), φ2X2) < r, then dist(x1, X2) <
r + δ, and if dist(φ2(x2), φ1X1) < r, then dist(x2, X1) < r + δ for some r > 0. Now if
φ1X1 ⊂ φ2X2(r) and φ2X2 ⊂ φ1X1(r), then X1 ⊂ X2(r + δ) and X2 ⊂ X1(r + δ). By the
definition of the Hausdorff distance, the estimate follows. Now we get
inf
d
d
(W,d)
H (X1, X2) ≤ d(W,dδ)H (X1, X2) ≤ dZH(φ1X1, φ2X2) + δ ≤ dGH(X1, X2) + + δ.
Letting → 0 and δ → 0 we get the claim. 
The Gromov- Hausdorff distance satisfies also triangle inequality for arbitrary metric
spaces.
Lemma 2.12. If (X1, d1), (X2, d2) and (X3, d3) are metric spaces, then
dGH(X1, X3) ≤ dGH(X1, X2) + dGH(X2, X3).
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Proof. Let d12 and d23 be admissible metrics on X1 unionsq X2 and X2 unionsq X3, respectively,
and δ > 0. For x1 ∈ X1 and x3 ∈ X3 we define
d13(x1, x3) = inf
x2∈X2
{d12(x1, x2) + d23(x2, x3)}+ δ
and set d13|(Xi × Xi) = di for i ∈ {1, 3}. Now d13(x1, x3) ≥ δ > 0 for any x3 ∈ X3. It
follows that d13(x, y) = 0 if and only if x = y. The symmetry of d13 is clear from the
definition.
To prove the triangle inequality of d13, first let x1, z ∈ X1 and x3 ∈ X3. Now
d13(x1, x3) = inf
x2∈X2
{d12(x1, x2) + d23(x2, x3)}+ δ
≤ inf
x2∈X2
{d12(x1, z) + d12(z, x2) + d23(x2, x3)}+ δ = d13(x1, z) + d13(z, x3).
On the other hand, d13(x1, z) = d12(x1, z) ≤ d12(x1, x2) + d12(x2, x′2) + d12(x′2, z) for any
x2, x
′
2 ∈ X2, and d12(x2, x′2) = d23(x2, x′2) ≤ d23(x2, x3) + d23(x3, x′2). Thus, d13(x1, z) ≤
d12(x1, x2) + d23(x2, x3) + δ + d12(z, x
′
2) + d23(x
′
2, x3) + δ. Taking the infima with respect
to x2 and x′2 yields d13(x1, z) ≤ d13(x1, x3) + d13(x3, z). The cases x1 ∈ X1, z, x3 ∈ X3
are similar. Since the triangle inequality clearly holds also in Xi for i ∈ {1, 3}, we have
proven that d13 is an admissible metric in X1 unionsqX3.
We now see that
(2.13) dH(X1, X3) ≤ dH(X1, X2) + dH(X2, X3) + δ,
where dH(Xi, Xj) is taken with respect to the metric dij: If dH(X1, X2) =: r and dH(X2, X3) =:
s, then for all  > 0 we have X1 ⊂ X2(r + /2), X2 ⊂ X1(r + /2), X2 ⊂ X3(s + /2)
and X3 ⊂ X2(s + /2). By using these and the definition of d13 we obtain that for every
x1 ∈ X1 there are such x2 ∈ X2 and x3 ∈ X3 that
d13(x1, x3) ≤ d12(x1, x2) + d23(x2, x3) + δ < r + s+ + δ.
Hence, X1 ⊂ X3(r+s+ + δ), and a similar deduction shows that X3 ⊂ X1(r+s+ + δ).
Since this holds for every  > 0, we have dH(X1, X3) ≤ r+s+δ. In the formula 2.13, taking
infimum first over admissible metrics of X1 unionsqX3 and then over all admissible metrics of
X1 unionsqX2 and X2 unionsqX3 yields
dGH(X1, X3) ≤ dGH(X1, X2) + dGH(X2, X3) + δ.
Since δ > 0 was arbitrary, the result follows. 
We present yet another reformulation for the Gromov-Hausdorff distance in terms of
the following concepts of correspondence and distortion. It is based on the comparison of
distances within metric spaces X and Y to each other.
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Definition 2.14. If X and Y are sets, a correspondence between X and Y is a relation
R ⊂ X × Y satisfying the condition: for every x ∈ X there exists a y ∈ Y such that
(x, y) ∈ R, and for every y ∈ Y there exists an x ∈ X such that (x, y) ∈ R.
If (x, y) ∈ R, we say that x and y correspond to each other, although the correspondence
R needs not be a symmetric relation. For example, a surjective mapping f : X → Y
defines a correspondence
R = {(x, f(x)) : x ∈ X},
called the correspondence associated with f .
Definition 2.15. Let (X, dX) and (Y, dY ) be metric spaces and R a correspondence
between X and Y . The distortion of R is defined by
disR = sup{|dX(x, x′)− dY (y, y′)| : (x, y), (x′, y′) ∈ R}.
Lemma 2.16. If (X, dX) and (Y, dY ) are metric spaces, then
dGH(X, Y ) =
1
2
inf
R
disR,
where the infimum is taken over correspondences R between X and Y .
Proof. We prove the equality in parts.
i) If dGH(X, Y ) = ∞, the inequality dGH(X, Y ) ≥ 12 infR disR trivially holds. Let us
assume dGH(X, Y ) < ∞, and let r > 0 be such that dGH(X, Y ) < r. By Lemma 2.11,
there is an admissible metric dW in W = X unionsq Y such that dH(X, Y ) < r with respect to
(W,dW ). Then we define
R = {(x, y) : x ∈ X, y ∈ Y, dW (x, y) < r}.
Since dH(X, Y ) < r, for every x ∈ X there exist y ∈ Y such that d(x, y) < r, and
vice versa. Thus, R is a correspondence. Now by triangle inequality, if (x, y) ∈ R and
(x′, y′) ∈ R, then
|dW (x, x′)− dW (y, y′)| ≤ dW (x, y) + dW (x′, y′) < 2r,
which yields
1
2
disR < r
by taking the supremum over the prior inequality in the sense of Definition 2.15. We have
proven that
1
2
inf
R
disR < r
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for all r > dGH(X, Y ). That is,
dGH(X, Y ) ≥ 1
2
inf
R
disR.
ii) Let R be a correspondence. We may assume disR <∞. Let r = 1
2
disR. We define
an admissible metric d in X unionsq Y by setting d|(X ×X) = dX , d|(Y × Y ) = dY and
d(x, y) = d(y, x) = inf{dX(x, x′) + r + dY (y′, y) : (x′, y′) ∈ R}
for x ∈ X, y ∈ Y . To see that d really is a metric, the only non-trivial postulate to show
is the triangle inequality. Let x, z ∈ X and y ∈ Y . Using the triangle inequality of dX we
simply deduce
d(x, y) ≤ inf{dX(x, z) + dX(z, x′) + r + dY (y′, y) : (x′, y′) ∈ R} = d(x, z) + d(z, y).
Since disR = sup{|dX(x′, x′′)−dY (y′, y′′)| : (x′, y′), (x′′, y′′) ∈ R} = 2r, for every (x′, y′) ∈
R and (x′′, y′′) ∈ R we have
d(x, z) = dX(x, z) ≤ dX(x, x′) + dX(x′, x′′) + dX(x′′, z)
= dX(x, x
′) + dX(x′, x′′)− dY (y′, y′′) + dY (y′, y′′) + dX(x′′, z)
≤ dX(x, x′) + 2r + dY (y′, y′′) + dX(x′′, z)
≤ dX(x, x′) + r + dY (y′, y) + dX(z, x′′) + r + dY (y′′, y).
Since (x′, y′) ∈ R and (x′′, y′′) ∈ R were arbitrary, we have d(x, z) ≤ d(x, y) + d(y, z).
The remaining cases are proven similarly.
To complete the proof, we show that dH(X, Y ) ≤ r with respect to the metric space
(X unionsq Y, d). This yields by observing that for any x ∈ X there is a y ∈ Y such that
(x, y) ∈ R, and plugging this couple in the equation defining the metric d yields d(x, y) =
r. Thus, dist(x, Y ) ≤ r. Similarly, we deduce that dist(y,X) ≤ r for every y ∈ Y .
Therefore, for any  > 0 we have X ⊂ Y (r + ) and Y ⊂ X(r + ). By the definition of
the Hausdorff distance we then have dH(X, Y ) ≤ r = 12disR, and by Theorem 2.11 (or
the definition of the Gromov-Hausdorff distance) dGH(X, Y ) ≤ 12disR. Since R was an
arbitrary correspondence, dGH(X, Y ) ≤ 12 infR disR. 
We can also define the distortion of a map between metric spaces analogously to Defi-
nition 2.15.
Definition 2.17. Let (X, dX) and (Y, dY ) be metric spaces and f : X → Y a mapping.
The distortion of f is defined by the formula
disf = sup{|dY (f(x1), f(x2))− dX(x1, x2)| : x1, x2 ∈ X}.
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We will be soon able to show that the Gromov-Hausdorff distance defines a metric in
the set of isometry classes of compact metric spaces. The proof relies on the well-known
Cantor diagonal procedure and a result linking together the Gromov-Hausdorff distance
and the so-called -isometries.
Definition 2.18. Let (X, dX) and (Y, dY ) be metric spaces and  > 0. A mapping
f : X → Y is an -isometry, if disf ≤  and dist(y, f(X)) ≤  for every y ∈ Y .
The following lemma characterizes the Gromov-Hausdorff distance by -isometries.
Lemma 2.19. Let (X, dX) and (Y, dY ) be metric spaces and  > 0. Then the following
properties hold:
i) If dGH(X, Y ) < , then there exists a 2-isometry f : X → Y .
ii) If there exists an -isometry f : X → Y , then dGH(X, Y ) < 2.
Proof. We prove only the first part, since the second is not needed in the sequel. The
proof of the second part can be found in [8], Corollary 7.3.28.
By Lemma 2.16 there exists a correspondence R such that 1
2
disR < . For every x ∈ X
we can choose an element y =: f(x) ∈ Y such that (x, y) ∈ R. This defines a mapping
f : X → Y . Now
disf = sup
x1,x2∈X
|dY (f(x1), f(x2))− dX(x1, x2)|
≤ sup
(x1,y1),(x2,y2)∈R
|dY (y1, y2)− dX(x1, x2)| = disR < 2,
since the supremum on the left side of the inequality is taken over a subset of the set on
the right side. Moreover, if y′ ∈ Y , there exists an x ∈ X such that (x, y′) ∈ R. Since
also (x, f(x)) ∈ R, we get
dY (y
′, f(x)) = |dY (y′, f(x))− dX(x, x)| ≤ disR < 2.
Hence, f is a required 2-isometry. 
From now on, we consider Gromov-Hausdorff distance between non-empty compact
metric spaces. Since we would like to obtain a metric in the set of compact metric spaces
in order to study convergence in this set, we identify isometric spaces with each other.
We recall that metric spaces (X, dX) and (Y, dY ) are isometric if there exists a bijective
isometry f : X → Y . That is, f is a bijection such that dY (f(x1), f(x2)) = dX(x1, x2) for
every x1, x2 ∈ X. The isometricity is an equivalence relation in the set of metric spaces.
We simply denote the equivalence class of X by X in this relation. Now, if X and Y are
isometric, we can simply write X = Y . We denote the set of isometry classes of compact
non-empty metric spaces by K.
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Lemma 2.20. If X is a compact metric space and f : X → X an isometry, then f(X) =
X.
Proof. We suppose on the contrary that X\f(X) 6= ∅. Since X is compact and f
continuous, f(X) is also compact and especially a closed subset of X. Thus, X\f(X) is
open, and there exists a p ∈ X\f(X) and an open ball B(p, ) such that B(p, )∩f(X) = ∅.
A set S ⊂ X which satisfies the condition d(x, x′) ≥  for all x, x′ ∈ X, x 6= x′, is called
-separated. Let n be the maximal cardinality of -separated sets contained in X and
S ⊂ X an -separated set of cardinality n. Such a maximal set can be found since X is
bounded as a compact metric space. Now the set f(S) ⊂ X is also -separated such that
#f(S) = n, as f is an isometry. Since dist(p, f(S)) ≥ dist(p, f(X)) ≥ , is f(S)∪{p} ⊂ X
an -separated set of cardinality n + 1. This is a condradiction with the assumption of
maximality. Hence, f(X) = X. 
Lemma 2.21. The Gromov-Hausdorff distance defines a metric in K.
Proof. By definitions and Lemma 2.12 we already know that dGH : K × K → [0,∞] is
a symmetric non-negative mapping which satisfies the triangle inequality. To show that
dGH is finite, let X, Y ∈ K. By compactness, there exists a constant C < ∞ such that
diam(X) ≤ C and diam(Y ) ≤ C. If R is a correspondence between X and Y , we have
disR = sup{|dY (y1, y2)− dX(x1, x2)| : (x1, y1), (x2, y2) ∈ R}
≤ sup{dY (y1, y2) + dX(x1, x2) : (x1, y1), (x2, y2) ∈ R}
≤ sup{dY (y1, y2) : y1, y2 ∈ Y }+ sup{dX(x1, x2) : x1, x2 ∈ X}
= diam(Y ) + diam(X) ≤ 2C.
Thus, dGH(X, Y ) = inf 12disR ≤ C, and dGH(X, Y ) is finite for every X, Y ∈ K.
Let X, Y ∈ K such that X = Y , id est X and Y are isometric. Let φ : X → Y be a
bijective isometry and idY : Y → Y identical mapping. Now idY is an isometry, and by
the definition of the Gromov-Hausdorff distance we have
dGH(X, Y ) ≤ dYH(φX, idY Y ) = dYH(Y, Y ) = 0,
where dYH is the Hausdorff distance with respect to (Y, dY ). Thus, dGH(X, Y ) = 0.
Let X, Y ∈ K be such that dGH(X, Y ) = 0. By Lemma 2.19, there exists a sequence
(fn)n∈N of 2−n isometries fn : X → Y . Thus, disfn ≤ 2−n for every n ∈ N, and hence
disfn → 0 if n→∞.
Since compact sets are separable, there exists a countable dense subset S = {x1, x2, . . . } ⊂
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X. Now we apply the diagonal argument for the sequence (fn) and the set S in the fol-
lowing way: Since Y is compact, there exists a subsequence (f 1n) ⊂ (fn) such that
lim
n→∞
f 1n(x1) = y1
for some y1 ∈ Y . Similarly, there exists a subsequence (f 2n) ⊂ (f 1n) such that
lim
n→∞
f 2n(x2) = y2
for some y2 ∈ Y . By continuing that way, for every j ∈ N\{1} there exists a subsequence
(f jn) ⊂ (f j−1n ) such that
lim
n→∞
f jn(xj) = yj
for some yj ∈ Y . Now the diagonal sequence (fnn ) is a subsequence of any subsequence
defined above, and therefore
lim
n→∞
fnn (xj) = yj
for every j ∈ N. Hence we can define a mapping f : S → Y by setting f(xj) = yj for
every j ∈ N.
Since limn→∞ disfnn = 0 and |dY (fnn (x), fnn (x′)) − dX(x.x′)| ≤ disfnn for x, x′ ∈ S, we
conclude
|dY (f(x), f(x′))− dX(x, x′)| = lim
n→∞
|dY (fnn (x), fnn (x′))− dX(x.x′)| = 0
by continuity of the metrics in R and X. Hence, f is an isometry.
We show that f can be extended to an isometry f˜ : X → Y . First we note that
Y is complete as a compact metric space. Let x ∈ X = S¯ be arbitrary. Now there
exists a sequence (xn)n∈N ⊂ S such that limn→∞ xn = x. Since f : S → Y is an
isometry, (f(xn))n∈N is a Cauchy sequence in Y . By completeness of Y , there exists a
limit f˜(x) := limn→∞ f(xn). If x, x′ ∈ X, then
dY (f˜(x), f˜(x
′)) = lim
i→∞
lim
j→∞
dY (f(xi), f(xj)) = lim
i→∞
lim
j→∞
dX(xi, xj) = d(x, x
′),
where the sequences (xi) ⊂ S and (xj) ⊂ S are chosen such that limi→∞ xi = x and
limj→∞ xj = x′. Thus, we have defined an isometry f˜ : X → Y .
By symmetry of the Gromov Hausdorff distance, an isometry g˜ : Y → X can be found
by similar reasoning. Now f˜ ◦ g˜ : Y → Y is an isometry. By Lemma 2.20, (f˜ ◦ g˜)(Y ) = Y .
Thus, f˜ ◦ g˜ is a bijection. Now f˜ must be surjective, and therefore a bijection. Hence,
we have shown that X and Y are isometric, which by our identifying convention means
X = Y . 
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Since we have obtained a metric space (K, dGH), we are able to study convergence
with respect to the Gromov-Hausdorff distance. For properly dealing with convergence
of probability measures on K, it might be important that (K, dGH) was a Polish space, id
est complete and separable. Luckily, these properties are obtained quite easily and are
proven next.
Definition 2.22. Let (X, d) be a metric space and  > 0. An -net contained in X is a
set S ⊂ X satisfying dist(x, S) ≤  for every x ∈ X.
Let us note that a compact metric space X is totally bounded, which means that for
any  > 0 there exists a finite -net in X. This can be seen by choosing a cover of X
consisting of open balls B(x, ) for every x ∈ X, then restricting to a finite subcover and
choosing the center points of the balls of the subcover. It is clear that the set S consisting
of these center points is a finite -net in X.
Theorem 2.23. The space K endowed with the topology generated by dGH is separable.
Proof. We show that the set of finite non-empty metric spaces with rational distances
up to isometries, denoted by F, is a dense set in K. Of course F ⊂ K since finite metric
spaces are compact. If we consider metric spaces of n elements in F for any n ∈ N, there
are countably many distances related to finite number of pairs of elements. Thus, there
is a countable amount of this kind of spaces, and summing over n ∈ N shows that F is
countable.
Now let X ∈ K, (n)n∈N be a sequence of positive real numbers such that limn→∞ n = 0,
and let us choose n-nets Sn ⊂ X for every n ∈ N. Since Sn can naturally be embedded
in X for every n ∈ N we obtain
dGH(X,Sn) ≤ dH(X,Sn) ≤ n
for every n ∈ N. This yields limn→∞ dGH(X,Sn) = 0. Hence, the closure of F is exactly
K, and F is a desired countable dense set in K. 
In order to prove completeness we use Gromov’s compactness theorem, an important
result from 1980.
Definition 2.24. A collection F ⊂ K is uniformly totally bounded if
i) there exists a constant D such that diam(X) ≤ D for every X ∈ F, and
ii) for every  > 0 there is an N = N() ∈ N such that every X ∈ F contains an -net
consisting of at most N points.
Theorem 2.25. (Gromov’s compactness theorem) Any uniformly totally bounded collec-
tion F ⊂ K is precompact in the Gromov-Hausdorff topology. That is, any sequence of
elements of F contains a converging subsequence with respect to the Gromov-Hausdorff
distance.
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The proof can be read in [8], Theorem 7.4.15.
Theorem 2.26. The space (K, dGH) is complete.
Proof. Let ((Xi, di))i∈N be a Cauchy sequence in K. We use Gromov’s compact-
ness theorem to prove that (Xi, di) contains a converging subsequence. By compactness,
diam(Xi) < ∞ for every i ∈ N. Now there is an n0 ∈ N such that dGH(Xn0 , Xj) < 1 for
every j ≥ n0. Let us fix that kind of j and denote diam(Xn0) =: C. By the definition
of Gromov-Hausdorff and Hausdorff metrics, there is an admissible metric d of Xn0 unionsqXj
such that Xj ⊂ Xn0(1). This implies dist(y,Xn0) < 1 for all y ∈ Xj.
Let a, y ∈ Xj. Now there exist v, v′ ∈ Xn0 such that d(a, v) < 1 and d(y, v′) < 1.
Therefore we have dj(a, y) = d(a, y) ≤ d(a, v) + d(v, v′) + d(v′, y) < 2 + C. By setting
D := max{diam(X1), . . . , diam(Xn0−1), 2 + C}
we get diam(Xi) ≤ D for all i ∈ N.
Let  > 0. Similarly as before, there is an n0 ∈ N such that dGH(Xn0 , Xj) < 4 for all
j ≥ n0, which implies that for such a fixed j there is an admissible metric d of Xn0 unionsqXj
such that dist(y,Xn0) <

4
for every y ∈ Xj. Now, let us choose a finite cover of Xn0
consisting of open balls B(x, 
4
) with respect to the metric d. If y ∈ Xj, there is an
x0 ∈ Xn0 such that d(y, x0) < 4 . Now for some center point x of a ball in the above cover
we have
d(x, y) ≤ d(x, x0) + d(x0, y) < 
4
+

4
=

2
.
Thus, y ∈ B(x, 
2
). Let us then choose a z ∈ B(x, 
2
) ∩ Xj for every such a ball B(x, 2)
which overlaps Xj. We obtain a finite set S = {z1, . . . , zk} ⊂ Xj for some k ∈ N. Now
for every y ∈ Xj there is a zi ∈ S such that d(zi, y) ≤ . Thus, S is a finite -net in Xj.
Moreover, the cardinality of S is bounded above by the cardinality of the chosen cover of
Xn0 for every j ≥ n0. Since Xi is totally bounded for every i ≤ n0, there is a uniform
bound N = N() such that every Xj contains an -net consisting at most N points. We
have proven that (Xi, di)i∈N is uniformly totally bounded.
Now the Gromov compactness theorem implies that the sequence (Xi, di)i∈N contains
a converging subsequence. Let  > 0. Now there is an n0 such that dGH(Xn, Xm) < 2 if
n,m ≥ n0, and there is an n1 ≥ n0 such that dGH(Xn1 , X) < 2 , where X is the limit of
the converging subsequence. Thus for every n ≥ n0
dGH(Xn, X) ≤ dGH(Xn, Xn1) + dGH(Xn1 , X) < .
Hence, the sequence (Xi, di)i∈N converges in the Gromov-Hausdorff sense, which proves
the completeness. 
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Chapter 3
The Cori-Vauquelin-Schaeffer bijection
In this chapter we define a special one-to one and onto mapping between the sets of
labeled plane trees with a coding parameter and rooted and pointed quadrangulations.
This mapping turns out to be crucial for several reasons. First, since the number of plane
trees is rather easy to compute, we conclude the number of rooted quadrangulations. This
is needed for constructing a probability space of quadrangulations. Second, the mapping
allows us to deal with the metric properties of elements in this probability space, which is
needed in analysing the scaling limit of uniformly distributed random quadrangulations.
The construction of the Cori-Vauquelin-Schaeffer bijection was first done by R. Cori and
B. Vauquelin in 1981, and later simplified by G. Schaeffer. This chapter follows the
representation of [2], complemented by details omitted in that source.
3.1 Plane trees
We start by defining plane trees, first without labels. We denote
U =
∞⋃
k=0
Nk,
where N = {1, 2, . . . } and N0 = {∅}. Thus, the set U consists of finite sequences of natural
numbers. We define a kind of projection pi : U\{∅} → U by pi(u) = pi((u1, . . . , uk)) =
(u1, . . . , uk−1). The sequence pi(u) is called the parent of u. Furthermore, we define a con-
catenation of u = (u1, . . . , uk) ∈ Nk and v = (v1, . . . , vn) ∈ Nn by uv = (u1, . . . , uk, v1, . . . , vn) ∈
Nk+n.
Definition 3.1. A plane tree is a finite subset τ ⊂ U which satisfies the following condi-
tions:
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(2, 1)(1, 1) (1, 2) (1, 3)
(1, 2, 1)
Figure 3.1: A plane tree, seen as an embedded graph in the plane.
i) ∅ ∈ τ ,
ii) if u ∈ τ\{∅}, then pi(u) ∈ τ ,
iii) for every u ∈ τ there exists an integer ku ≥ 0 such that for every j ∈ N, 1 ≤ j ≤ ku
if and only if uj ∈ τ .
The above definition becomes clear if we think about a plane tree as a graph in the plane
in which the element ∅ is the lowermost vertex, the root, and other vertices are ordered
above it, each layer containing the elements of same length, and the length growing by
one after a step upwards. Now the second condition states that every element other that ∅
must have a parent, id est an element below it, whereas the third condition just tells that
every element is a parent for some finite number of followers in the layer above. Figure
3.1 illustrates this.
We denote the set of all plane trees by T and the size of τ ∈ T by |τ |, meaning the
number of edges in τ . Intuitively, we could distinguish plane trees from one another by
thinking them as graphs in the plane as above and sorting the elements from the left to
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Figure 3.2: The contour function of the tree in Figure 3.1.
the right by the last integer in each layer. If we suppose that the plane trees are embedded
in the plane such that edges have length one, we construct the contour function of an
element τ ∈ T heuristically in the following way: We suppose that there is a particle
exploring τ such that at the time t = 0 it starts moving from ∅, and then explores the tree
from the left to the right continuously at unit speed until all edges have been explored
twice. In that moment the particle has returned to the root. Now the total time of
this exploration is 2|τ |. We define the contour function C : [0,∞[→ R of τ by denoting
the Euclidean distance between the position of the particle and the root at the moment
t ∈ [0, 2|τ |] by C(t) and setting C(t) = 0 if t > 2|τ |. We also denote C(t) =: Ct. Because
of the construction, C is continuous. Figure 3.2 illustrates this construction.
We provide a rigorous way to code plane trees which leads to the above concept of
contour function. Let n ≥ 0 be an integer. A Dyck path of length 2n is a finite sequence
(x0, . . . , x2n) of nonnegative integers xi such that x0 = x2n = 0 and |xi+1 − xi| = 1 for
i ∈ {0, . . . , 2n − 1}. If C is the contour function of a plane tree τ with n edges, the
sequence (C(0), C(1), . . . , C(2n)) is a Dyck path. Conversely, if we extend any Dyck path
(x0, . . . , x2n) to a continuous function by setting the values between xi and xi+1 affine,
we obtain a unique contour function of some plane tree. Thus, contour functions can be
identified with Dyck paths. Since a contour function clearly defines uniquely a plane tree
we get the following crucial result:
Lemma 3.2. For every n ≥ 0 there is a bijection between Tn and the set of Dyck paths
of length 2n. 
Via this bijective correspondence we obtain the number of plane trees with n edges.
22
Lemma 3.3. The cardinality of Tn is the n-th Catalan number, id est
#Tn = Catn :=
1
n+ 1
(
2n
n
)
.
Proof. We observe that the number of Dyck paths of length 2k can be calculated
by subtracting the number of discrete paths which include negative integers from the
number of all discrete paths from (0, 0) to (2k, 0) which all satisfy |xi+1 − xi| = 1 for
i ∈ {0, . . . , 2k − 1}. Let x = (x0, . . . , x2k) be a Dyck path such that xi < 0 for some
i ∈ {1, . . . , 2k − 1}. Let t be the minimum of the indices i for which xi = −1. From
the point t onwards, we reflect the tail of the path with respect to the horizontal axis
y = −1. Since the mirror position of 0 with respect to y = −1 is −2, we obtain a dyck
path z from (0, 0) to (2k,−2), uniquely determined by x. Now the number of paths from
(0, 0) to (2k, 0) which hit negative integers are precisely the same of those from (0, 0) to
(2k,−2). That is, the number of all discrete paths from (0, 0) to (2k,−2), which can be
calculated by noting that there must be exactly k + 1 steps downwards and k − 1 steps
upwards. By elementary combinatorics we then obtain(
2k
k
)
−
(
2k
k + 1
)
=
(2k)!
k!k!
− (2k)!
(k + 1)!(k − 1)! =
(2k)!
(k!)2
(
1− k
k + 1
)
=
1
k + 1
(
2k
k
)
= Catk
as the number of Dyck paths from (0, 0) to (2k, 0). By Lemma 3.2 this is #Tk. 
In order to construct the Cori-Vauquelin-Schaeffer bijection, we complement the defini-
tion of plane tree by yet another feature. We simply give an integer label for every single
vertex of a given tree. The next definition states the regulations of this labeling.
Definition 3.4. A labeled tree is a pair (τ, (`(v))v∈τ ), where τ ∈ T is a plane tree and
(`(v))v∈τ a tuple of labels which satisfies
i) `(v) ∈ Z for every v ∈ τ ,
ii) `(∅) = 0,
iii) for every v ∈ τ\{∅}, |`(v)− `(pi(v))| = 1 or |`(v)− `(pi(v))| = 0.
We denote the set of labeled trees by L and the set of labeled trees with k edges by
Lk. Since every vertex in a plane tree other than the root vertex has three possible labels
depending on the label of the parent, we obtain
#Lk = 3
k#Tk = 3
kCatk =
3k
k + 1
(
2k
k
)
.
Let (τ, (`(v))v∈τ ) be a labeled tree with k edges and C its contour function. Let v :=
(v0, v1, . . . , v2k) be a sequence of vertices of τ such that vt is the vertex corresponding
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(t, C(t)), t = 0, . . . , 2k. The sequence v is called the contour exploration of the vertices
of τ . Furthermore, we set Vi = V (i) = `(vi) for i = 0, . . . , 2k. Like in the case of contour
function, we use linear interpolation for values V (t) if t ∈]i, i + 1[ and set Vt = 0 if
t > 2|τ |. Thus we obtain a contiuous function V : [0,∞[→ R which is called the label
contour function of (τ, (`(v))v∈τ ). Now (τ, (`(v))v∈τ ) is determined by the pair (Ct, Vt).
3.2 The mapping from trees to quadrangulations
In this section we finally define the celebrated Cori-Vauquelin-Schaeffer mapping. We
denote the set of rooted quadrangulations with n faces by M4n =: Qn. In the sequel, let
n ≥ 1. We view plane trees as planar maps, rooted from ∅ to the vertex (1). If τ ∈ Tn
and v = (v0, v1, . . . , v2n) is the contour exploration of τ , we denote the oriented edge from
vi to vi+1 by ei, for i = 0, . . . , 2n − 1. Since v0 = v2n = ∅, we can extend the sequences
v = (vi) and (ei) to 2n-periodic infinite sequences. In the sequel, we will also identify an
oriented edge ei with the corner incident to ei and give a labeling for corners by setting
`(ei) := `(e
−
i ).
For every i ≥ 0, the number
s(i) := inf{j > i : `(ej) = `(ei)− 1}
with the convention inf ∅ =∞ is called the successor of i. We note that s(i) =∞ if and
only if `(ei) = min{`(v) : v ∈ τ}. Namely, if s(i) <∞, then there is an index j > i such
that `(ej) = `(ei)−1, and thus `(ei) cannot be the minimal label. Conversely, if s(i) =∞,
then {j > i : `(ej) = `(ei) − 1} = ∅. Since the contour exploration (ei) is periodic, this
also means that there does not exist an index j < i such that `(ej) = `(ei) − 1. The
claim `(ei) = min{`(v) : v ∈ τ} follows now from the fact that the sequence (`(ei))i≥0 is
integer-valued and can decrease only by unit steps.
Now for a labeled tree (τ, (`(v))v∈τ ) ∈ Ln, we add an extra vertex v? ∈ S2 such that
v? does not belong to the support of τ . Furthermore, we choose a small punctured
neighborhood of v? in S2\spt(τ), a corner of v?, denoted by e∞. We choose the corners
of all edges (in the sense of Chapter 2) such that they neither intersect with each other
nor with e∞. This all is possible due to the fact that spt(τ) is a closed subset of S2. We
set `(v?) = `(e∞) = min{`(v) : v ∈ τ} − 1. Furthermore, the successor of the corner ei is
defined by s(ei) = es(i) for every i ≥ 0.
The first step in the definition of the mapping is to draw an arc from every corner ei,
i = 0, . . . , 2n − 1, to its successor s(ei) inside S2\(spt(τ) ∪ v?). To be more precise, we
define an oriented edge e˜ such that e˜− = e−i and e˜+ = e
−
s(i), and e˜ intersects both the corner
of ei and the corner of es(i), where the condition e˜[0, 1] ⊂ S2\(spt(τ) ∪ v?) is demanded.
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Figure 3.3: An example illustration of the CVS mapping from labeled trees to quadran-
gulations. On the left, there is a labeled tree, whereas on the right the corresponding
quadrangulation which contains the extra vertex v? with the label −2. The omitted edges
are represented as dotted lines.
Then we omit the edges of the tree and obtain a quadrangulation. The rigorous details
are culminated in the following lemmas.
Lemma 3.5. Let V be the vertex set and E the edge set of a labeled tree τ . The arcs can
be drawn such that the obtained graph consisting of the vertex-set V ∪ {v?} and the edge
set E ∪ A, where A is the set of edges defined by the arcs, is an embedded graph.
Proof. The plane tree τ can be viewed as a planar map with one face S2\spt(τ). In the
sense of Definition 2.1, we only need to show that the arcs cross neither the edges of τ nor
one another. The oriented edges in E can be seen as edges of an open polygon with 2n
edges which has the same cyclic order as the contour exploration of τ counterclockwise.
In this setting, it is enough to show that there are no such pairwise distinct corners
e(1), e(2), e(3) and e(4) that arise in this order in the order described above and have the
property e(3) = s(e(1)), e(4) = s(e(2)). If this property is assumed, we have `(e(2)) ≥ `(e(1)):
otherwise if `(e(2)) < `(e(1)), then s(e(1)) must be between e(1) and e(2) in the cyclic order,
which is a contradiction. Similarly we deduce `(e(3)) ≥ `(e(2)). Now
`(e(2)) ≥ `(e(1)) = `(e(3)) + 1 ≥ `(e(2)) + 1,
which is a contradiction. Thus the arcs do not cross. 
In this point we exclude the edges of the tree τ used in the construction. By the previous
lemma, we obtain an embedded graph q, with the vertex set V ∪ {v?} and the edge set
A.
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Lemma 3.6. The embedded graph q is a quadrangulation with n faces.
Proof. First, we notice that q is connected and hence a map: For any corner e the
sequence (s(e), s(s(e)), . . . ) is a finite sequence ending at e∞. Thus, every vertex of q can
be joined by a chain to v?, and q is therefore connected.
To show that q is a quadrangulation, we consider an arbitrary edge e = {e, e¯} in the
labeled tree τ in three possible cases of labelings of the endpoints e− and e+. Let us
denote `(e−) = `(e) := l.
First, we assume `(e+) = `(e−)−1 = l−1. This means that e+ is the vertex associated
with the successor of the corner e, and by the construction of the mapping there is an
arc between e− and e+ in the map q, starting from the corner e. Let e′ be the corner
following the edge e¯ in the contour exploration of τ . Now the vertex associated with e′ is
e−, and we have `(e¯) = `(e+) = `(e−)− 1 = `(e′)− 1. Thus, the successor of e¯ is the first
corner after e¯ with label l− 2. On the other hand, s(s(e′)) is the first corner after e′ with
the label l − 2. Hence we deduce s(e¯) = s(s(e′)). Now we have arcs from e to s(e), from
e¯ to s(s(e′)), from e′ to s(e′) and from s(e′) to s(s(e′)). Thus edges corresponding these
arcs form a quadrangle.
If `(e+) = `(e−) + 1 = l + 1, the previous deduction can be applied by interchanging
the roles of e and e¯.
Let `(e+) = `(e−), and e′, e′′ be the corners following e and e¯ in the contour exploration
of τ , respectively. Now `(e) = `(e′) = `(e¯) = `(e′′) = l, and this yields s(e) = s(e′) and
s(e¯) = s(e′′). A quadrangle is thus formed by the arcs from e to s(e), from e′ to s(e),
from e¯ to s(e¯) and from e′′ to s(e¯).
Since τ has n + 1 vertices, q has n + 2 vertices. In addition, there is exactly one edge
in q for every corner of τ , and there is exactly one corner per an oriented edge in τ .
Therefore, q has 2n edges. Now by Euler’s formula, q has 2 − (n + 2) + 2n = n faces.
This competes the proof. 
Remark 3.7. The construction of the above quadrangulation q can also be performed
in the following way: Given a labeled tree τ as above, first the edges between the corner
e∞ and τ are added, yielding a map τ0. Then, the arcs between corners ei and es(i) with
s(i) 6= i + 1 are added, yielding a map τ ′. The quadrangulation q is then obtained by
deleting the edges e = {e, e¯} of τ with `(e−) = `(e+). Now in the proof above, the
considered edge e is an edge incident to the resulting quadrangular face in the cases
`(e+) = `(e−)− 1 and `(e+) = `(e−) + 1, whereas in the case `(e+) = `(e−) the edge e is
a diagonal of the resulting face and is incident to two triangular faces in τ ′.
To complete the construction, we set the rooting of q. Therefore, we introduce an extra
parameter s ∈ {−1, 1} for coding of the rooting. If s = −1, we set the root to be the
oriented edge e with e− = e0 and e+ = s(e0). If s = 1, the root is the reversal e¯ of e
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s(e¯) = s(s(e′))
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s(e) = s(e′)
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l − 1
l − 2
l − 1
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Figure 3.4: Illustration of the proof of Lemma 3.6. On the left, the figure depicts the
case `(e+) = `(e−)− 1 and on the right the case `(e+) = `(e−). The considered edge e is
colored by red. Dotted lines represent other edges of τ .
above. We have constructed a mapping Φ : Ln × {−1, 1} → Q•n, where Q•n = {(q, v?) :
q ∈ Qn, v? ∈ V (q)} is called the set of rooted and pointed quadrangulations. The reverse
mapping will be constructed in the next section.
3.3 The mapping from quadrangulations to trees
The construction of the mapping Φ consists of simple manipulation of a given labeled tree.
To construct the reverse mapping of Φ, one needs to perform this manipulation naturally
in reverse order. Thus, for n ∈ N, let us consider rooted and pointed quadrangulations
with n faces. The ideas of the construction and proofs of this section stem from [4], yet
complemented by some details.
Let (q, v?) ∈ Q•n. We start by giving a labeling for q by setting `(x) = dq(x, v?) for
every x ∈ V (q). We give the same label for all corners incident to x. In this point
we note that the vertices of a quadrangulation can be colored in two colors such that
adjacent vertices have different colors, meaning that quadrangulations are bipartite in
graph theoretical sense. This leads to the fact that the labels of two adjacent vertices
always differ exactly by one. This property divides the faces of q into two classes. The first
class consists of faces whose labels of corners are l, l− 1, l and l− 1 for some l ∈ N, listed
in counterclockwise order. These faces are called confluent. The second class consists of
faces with labels l, l + 1, l and l − 1 for some l ∈ N, listed in the same order. They are
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Figure 3.5: Illustration of the selection rules of the edges of T (q) and the different cases
for the edge between x and y in the proof of Lemma 3.8. The selected edges are depicted
as thick lines. The two first figures from the left depict the cases in which the edge between
x and y is incident to at least one confluent face and to at least one simple face with x
having the maximal label, respectively, whereas the figure on the right hand side the case
where the edge is incident to two simple faces, x having intermediate label. The label of
x is some natural number l.
called simple faces.
The construction begins by adding an extra edge in every confluent face between the
corners with maximal label such that the planarity remains. In that way a planar map
q′, consisting of triangular and quadrangular faces, is obtained. Now, let us construct a
subset T (q) ⊂ spt(q′) by the following selection rules. First, in every confluent face of q,
the edge added to form q′ is selected, and also the vertices incident to the edge. Then,
in every simple face f , we select the edge e incident to the vertex v with maximal label
satisfying the property v = e+, where e+ means the target of the oriented edge e which f
is incident to. Visually, e corresponds the edge incident to v such that f is on the right
hand side of e as observing from v. The vertices incident to e are then selected. Now the
selected objects form an embedded graph T (q).
Let us set the root of T (q). If e is the root edge of q, let us first consider the case
`(e+) = `(e−) + 1. That is, the root e "points outwards" of v?. The root edge of T (q) is
then defined to be the oriented edge e˜ chosen from the root face and satisfying e˜− = e+.
The different cases are summed up in Figure 3.6, which also shows that the oriented edge
above is well chosen. Now e˜− is the root vertex of T (q), and we give the coding parameter
s ∈ {−1, 1} the value s = 1. In the case `(e+) = `(e−)− 1, the reverse edge e¯ of the root
e is considered as above, leading to the same graph T (q). Now we just set s = −1.
Finally, for x ∈ V (T (q)) we set the label ˜`(x) = `(x) − `(e˜−), where ˜` is the label
function of T (q) and ` the label function of q. Now ˜`(e˜−) = 0. The construction of the
mapping
Λ : Q•n → Ln × {−1, 1}, Λ((q, v?)) = (T (q), s),
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Figure 3.6: The different cases of rooting in the case s = 1. As in the previous figure,
the selected edges are depicted as thick lines. The arrows outside the squares depict the
orientations of the oriented edge e of the quadrangulation q, whereas the arrows inside
the squares the orientations of the root edge e˜ of the image T (q).
has now been performed. We only need to show that Λ is well defined and the inverse
bijection of Φ.
Lemma 3.8. The mapping Λ is well defined, id est T (q) is a labeled tree (with coding
s ∈ {−1, 1}) for every (q, v?) ∈ Q•n.
Proof. Let (q, v?) ∈ Q•n and x ∈ V (q)\{v?}. Now there is a neighbor y of x with
the label `(y) = `(x) − 1. Let e be the edge the vertices x and y are incident to. Now
e can be incident to at least one confluent face, to at least one simple face such that x
has the maximal label among the corners incident to that face, or to exactly two simple
faces with x having intermediate label among the corners. In all of the thee cases x is
incident to some edge chosen by the selection rules. This property is seen by analysing
the possible cases depicted in Figure 3.5. Hence, all vertices of q except v? are incident to
some chosen edge, since v? has the minimal label among all vertices and thus cannot be
incident to a selected edge. Therefore, V (T (q)) = V (q)\{v?}. As deduced before, q has
n + 2 vertices by Euler’s formula, so T (q) has n + 1 vertices. From the selection rules,
it can also be seen that same edge cannot be selected from two different faces. Therefore
the number of edges in T (q) is exactly the number of faces in q, which is n. Now each
of the connected components of T (q) are planar maps. If there are no cycles in T (q), id
est chains (e1, . . . , ek) for some k ≥ 1 with e−1 = e+k and e−i 6= e−j for i 6= j, we are done.
Namely, a forest of trees with n edges and n+ 1 vertices is necessarily a single tree, since
if there are m > 1 trees, there would be n+m > n+ 1 vertices by the fact that every tree
has exactly one more edges than vertices.
Let us assume that there exists a cycle in T (q), and let l be the minimal label of
vertices in this cycle. Now either all of the labels in the cycle equal l, or there exist
oriented edges e and e˜ such that they are oriented to the same direction in the cycle and
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x x
Figure 3.7: Two adjacent faces cannot select the same edge. This is clear in the case of
confluent faces. The figure depicts the two possible selection cases in the case of simple
faces such that the adjacent faces could possibly select the same edge. Here the selected
edges are represented as thick lines. However, as the picture shows, the selected edges are
always different.
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Figure 3.8: The impossibillity of cycles in T (q). The picture on the left represents the
case where the edges forming the cycle are picked up from confluent faces, and the picture
on the right the other case. Since the vertex v? lies in either of the components formed
by the cycle, the contradiction follows as the vertices x and y lie in different components.
30
`(e+) = `(e−) + 1 = l + 1, `(e˜−) = `(e˜+) + 1 = l + 1. In the first case, every edge in
the cycle is chosen from a confluent face of q. The cycle divides q into two components,
each of them containing vertices x and y, respectively, such that `(x) = `(y) = l − 1. In
the second case, the edges corresponding e and e˜ are chosen from two simple faces. By
the selection rules, the vertices which are not incident to these edges and are incident to
the given faces lie in different components of q divided by the cycle, respectively. Thus,
we have ended up in the same situation as considered the cycle with constant labeling.
The contradiction follows from the polygonal Jordan curve theorem, which can be applied
here similarly as the well-known Jordan curve theorem for continuous curves. This follows
from the fact that planar maps are by definition graphs embedded into the sphere and
thus a simple closed loop in the graph is a Jordan curve. Now the theorem yields that
either the shortest path from x to v? or from y to v? has to intersect the cycle, which is a
contradiction with the distance labeling of q. Hence, there are no cycles in T (q). 
3.4 Verifying the bijection
Theorem 3.9. The mapping Λ is the inverse of the mapping Φ.
Proof. Let (τ, s) ∈ Ln × {−1, 1}. First, we verify that Λ selects the correct edges
of Φ(τ, s) such that τ is obtained. This is a simple consequence of the proof of Lemma
3.6, which is visualized by Figure 3.4. Namely, if we consider an edge e of τ , there are
essentially two cases of labeling of faces. The first is the case e is incident to a simple face
of Φ(τ, s), depicted on the left in Figure 3.4. In this case the labels incident to e differ
exactly by one with each other. In the view of Lemma 3.6, the selection rule of simple
faces guarantees that the edge e is selected in the construction of Λ(Φ(τ, s)), since the
vertex of maximal label is incident to it. In the second case, given an oriented edge e ∈ e,
we have `(e−) = `(e+). The proof of Lemma 3.6 shows that e is a diagonal of a confluent
face of Φ(τ, s) with maximal labels of endpoints. Applying the selection rule of confluent
faces, the edge e is selected in the construction of Λ(Φ(τ, s)).
Let us prove that the rooting is preserved in the mapping Λ ◦ Φ. If s = −1 and e0 is
the root vertex of τ , the root of Φ(τ, s) is the arc e joining e0 and s(e0), oriented from e0
to s(e0). Now `(e+) = `(e−) − 1. For the reverse edge e¯ we have `(e¯+) = `(e¯−) + 1. In
the construction of Λ(Φ(τ, s)), the root edge eˆ is chosen from the root face of Φ(τ, s) and
satisfying eˆ− = e¯+ = e− = e0, and hence s = −1. The case s = 1 is proven similarly but is
easier, since we only need to consider the edge e instead of the reversal. The preservation
of the labeling of τ is clear. We have proven that Λ(Φ(τ, s)) = (τ, s) for an arbitrary
(τ, s) ∈ Ln × {−1, 1}.
Let (q, v?) ∈ Q•n. Now our goal is to prove Φ(Λ(q, v?)) = (q, v?). As before, let q′ be
the planar map obtained after the diagonal edges are added into the confluent faces of
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q. We denote Λ(q, v?) =: (τ, s). Let τ0 and τ ′ be like in Remark 3.7. At this point it is
convenient to shift the labeling of τ0 and τ ′ such that `(v?) = `(e∞) = 0.
The most arduous part of the proof is to prove that τ ′ = q′. Naturally the map τ0 is
a submap of τ ′. It is clear by construction that the vertices of τ0 and the edges of τ are
contained in q′. Each edge of τ with endpoint labels 1 and 2 is selected from a simple face
of q with other labels 0 and 1, while each edge of τ with label 1 in both endpoints from
a confluent face with two corners of label 0. All edges of labels 0 and 1 in τ0 are incident
to such faces. This shows that the map τ0 is a submap of q′. Now the edges of τ ′ and q′
which are not edges in τ0, respectively, are arcs inside the faces of τ0. Thus, it is enough
to show that inside every face of τ0 the arcs in q′ and τ ′ coincide.
The number of edges in τ with endpoint labels l and l+1 for any l ∈ N∪{0} is equal to
the number of faces of degree 4 in q′ by the selection rules. This number is also equal to
the number of similar faces in τ ′ by Remark 3.7. Similarly, the number of edges in τ with
label l in both endpoints is exactly one half of the number of faces of degree 3 in q′, and
on the other hand one half of the number of faces of degree 3 in τ ′. Since all of the edges
of q′ and τ ′ are triangular or quadrangular, we conclude that they have an equal number
of faces. Since the number of vertices is also equal, the Euler’s formula guarantees that
the number of edges is equal. Hence, q′ and τ ′ are equal as planar maps if inside all faces
of τ0 an arc of τ ′ is also an arc of q′.
Thus, let us fix a face F of τ0. Now there are exactly one corner with label 0 and two
corners with label 1 in F , namely the corners incident to the vertex v? and the targets
of edges from v? to τ , respectively. Let us consider the corners in F in counterclockwise
order, starting from the root corner e0 = ek, such that k ∈ N, k ≥ 3 is the degree of F .
If k = 3 or k = 4, the labels of corners in F are 0, 1, 1 or 0, 1, 2, 1, respectively. In this
case, no arcs are added inside F . Therefore, we may suppose k > 4. Now, `(e0) = 0,
`(e1) = `(ek−1) = 1, `(e2) = `(ek−2) = 2 and `(ei) ≥ 2 otherwise. For all i ∈ {2, . . . , k−3}
with `(ei) = 2 we have s(i) = k − 1, and thus there is an arc between ei and ek−1 inside
F in τ ′.
Let 2 = i1 < i2 < · · · < ip = k − 2 be the indices of the corners with `(eir) = 2. Let
f1 be the face in q′ that contains the corners e0, e1 and ek−1. The respective labels are
0, 1 and 1, and f1 contains a fourth corner with label 2. This corner is either ei1 or eip ,
corresponding the cases there is an arc between ei1 and ek−1 or between eip and e1 in q′,
respectively. The latter case leads to a contradiction, since the edge between e1 and eip
is not included in τ although it has to be chosen by the selection rules. Therefore, the
fourth corner is ei1 and there is an arc between ei1 and ek−1 in q′.
Now we proceed with induction. Thus, let 1 < j < k − 2 and assume that there is an
arc between the corners eij′ and ek−1 in q
′ for every 1 < j′ < j. Let fj be the face of q′
contained in F which is bordered by the edge e between eij−1 and eij . If `(eij−1) = 2,
then ij − 1 = ij−1. Now, by the induction assumption, there is an edge between eij−1 and
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ek−1. Thus, the only possible case is that the edge e is incident to a triangular face of q′,
and there is an arc between eij and ek−1. Otherwise, `(eij−1) = 3. Now e is incident to
a simple face in the construction of τ , that is, to a quadrangular face of q′. Therefore,
there is an arc between eij and a corner with label 1. If this corner was e1, then the arc
would cross the arc between ei1 and ek−1. Hence, the corner is ek−1.
We have proven that all arcs with endpoint labels 1 and 2 are identical in τ ′ and q′. Let
τ1 be the union of τ0 and the prior added arcs, viewed as a planar map. Now the faces of
τ1 are precisely the above considered faces fj inside each face F of τ0. For any such face
F the face f1 is of degree 3 or 4 and thus no additional arcs are added inside f1. Now the
faces fj with j > 1 have exactly one corner with label 1 and two corners with label 2 and
other corners with at least label 3. After substracting the labels of corners incident to fj
by one the same reasoning as for F before can be applied to fj. This reasoning can be
carried out inductively in finitely many times by finiteness of the maps, concluding the
proof of the fact that τ ′ = q′.
The quadrangulation q is obtained from q′ by deleting the edges e = {e, e¯} with
`(e−) = `(e+). On the other hand, the quadrangulation of Φ(τ, s) is obtained from τ ′ by
deleting the respective edges. In addition, the vertex v? is deleted in the construction of
τ and added again in the construction of Φ(τ, s). Thus, the claim Φ(Λ(q, v?)) = (q, v?)
holds if we can prove that the mapping Φ ◦ Λ preserves the root of q.
Let e be the root of q. Let us first assume that `(e+) = `(e−) + 1. Now the root edge
of τ is the oriented edge e˜ chosen from the root face of q and satisfying e˜− = e+, and we
set s = 1. Now the root of the quadrangulation associated with Φ(τ, s) is the oriented
edge eˆ joining s(e˜−) and e˜−, oriented from s(e˜−) to e˜−, where we adopt the notation e˜−
denoting the corner incident to the root vertex. In this case the vertex incident to s(e˜−)
is e−. Hence, eˆ = e. Then, let us assume that `(e+) = `(e−) − 1. For the reversal e¯
we have `(e¯+) = `(e¯−) + 1. Now the root edge of τ is the oriented edge e˜ chosen from
the root face of q and satisfying e˜− = e¯+ = e−, and we set s = −1. The root of the
quadrangulation associated with Φ(τ, s) is the oriented edge eˆ from e˜− to s(e˜−), id est
from e− to e+. Hence, eˆ = e. 
Now we are finally able to count the cardinality of Qn, which is our main result for
now.
Corollary 3.10. For every n ∈ N we have
#Qn =
2 · 3n
n+ 2
Catn =
2 · 3n
(n+ 2)(n+ 1)
(
2n
n
)
.
Proof. Since every quadrangulation q ∈ Qn has n+ 2 vertices, we have
#Q•n = (n+ 2)#Qn.
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e2 = ei1
eij−1
eij
ek−1
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2
Figure 3.9: Working inside the face F in the proof of Theorem 3.9. The dotted lines are
arcs inside F .
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If a label of a single vertex of a tree is given, then there are exactly three possible labels
for a neighboring vertex. Thus, we have
#(Ln × {−1, 1}) = 2 · 3n#Tn = 2 · 3nCatn
by Lemma 3.3. Finally, by Theorem 3.9,
#Q•n = #(Ln × {−1, 1}).
The claim follows by combining these observations. 
The following corollary is the probabilistic side of the previous corollary. It basically
tells us that it is enough to consider the laws of uniformly distributed random trees instead
of uniformly distributed random quadrangulations.
Corollary 3.11. Let n ∈ N and Qn ∈ Qn be a uniform random quadrangulation. Condi-
tionally given Qn, let v? be chosen uniformly at random in V (Qn). Similarly, let θn ∈ Ln
be a uniform random labeled tree, and let  ∈ {−1, 1} be uniformly distributed in {−1, 1}
and independent of θn. Then Φ(θn, ) has the same distribution as (Qn, v?).
Proof. If (q, v) ∈ Q•n, we have
P
(
(Qn, v
?) = (q, v)
)
=
1
#Qn
· 1
#V (Qn)
=
1
#Q•n
.
On the other hand, if (τ, s) = Λ((q, v)), we obtain
P
(
Φ(θn, ) = (q, v)
)
= P
(
(θn, ) = (τ, s)
)
=
1
#Ln
· 1
2
=
1
2 · 3nCatn =
1
#Q•n
,
proving the claim. 
Remark 3.12. As mentioned in Section 2.1, the counting result 3.10 was obtained by
Tutte in 1963 before the result via the CVS bijection. If we take Tutte’s counting result
for granted then the first (easy) part of the proof of Theorem 3.9 suffices: since the
cardinalities of Q•n and Ln×{−1, 1} are equal and finite the result Λ ◦Φ = id guarantees
that Λ and Φ are inverses of each other.
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Figure 3.10: An illustration how the CVS bijection maps labeled plane trees to rooted
and pointed quadrangulations in the case n = 2. The root edges are marked by red color
and the directions are not considered. 36
Chapter 4
The scaling limit of random
quadrangulations
4.1 Real trees
In the previous chapter we proved that plane trees are uniquely determined by discrete
Dyck paths. On the other hand, we proved that every quadrangulation can essentially
be coded by a labeled plane tree. In order to determine the scaling limit of uniformly
distributed quadrangulations it is thus natural to study a kind of continuous analog of
plane trees, coded by suitable continuous functions. We end up to use the notion of real
tree. The following theory of real trees is not the most general but particularly suitable
for our needs.
Definition 4.1. A compact metric space (T , d) is a real tree if the following conditions
hold for every a, b ∈ T :
i) There is a unique isometry fa,b : [0, d(a, b)]→ T such that
fa,b(0) = a and fa,b(d(a, b)) = b.
ii) If q : [0, 1]→ T is a continuous injection such that q(0) = a and q(1) = b, we have
q([0, 1]) = fa,b([0, d(a, b)]).
A real tree (T , d) with a distinguished element ρ ∈ T is called a rooted real tree, ρ being
the root of T .
We call the elements of a real tree vertices. A real tree can be visualised for example
as a (possibly infinite) union of line segments in the plane which does not have loops by
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the property ii) and the uniqueness of the mappings fa,b. For a rooted real tree T with
the root ρ and a, b ∈ T , we denote Ja, bK := fa,b([0, d(a, b)]). This set corresponds the
line segment between a and b in the above visualization. The range Jρ, aK is called the
ancestral line of a. Furthermore, we get a partial order in T by setting a ≤ b if and only
if a ∈ Jρ, bK.
As mentioned above, real trees can be coded by continuous functions. The case how a
continuous function determines a real tree is of our interest. Thus, let g : [0, 1]→ [0,∞[ be
a non-trivial continuous function such that g(0) = g(1) = 0. Let us denote the minimum
and maximum of numbers s, t ∈ [0, 1] by s ∧ t and s ∨ t, respectively. Let us define
mg(s, t) = min
r∈[s∧t,s∨t]
g(r)
and
dg(s, t) = g(s) + g(t)− 2mg(s, t).
Clearly dg(s, t) = dg(t, s) and dg(s, s) = 0 for every s, t ∈ [0, 1]. For every s, t, u ∈ [0, 1]
we get the estimate
mg(s, t) +mg(t, u)− g(t) = min{mg(s, t),mg(t, u)}+ max{mg(s, t),mg(t, u)} − g(t)
= mg(s, u) + max{mg(s, t),mg(t, u)} − g(t) ≤ mg(s, u),
and thus
dg(s, t) + dg(t, u) = g(s) + g(u)− 2(mg(s, t) +mg(t, u)− g(t))
≥ g(s) + g(u)− 2mg(s, u) = dg(s, u).
Hence, dg is a pseudometric on [0, 1]. In order to obtain a metric, we define an equivalence
relation ∼ on [0, 1] by setting s ∼ t if and only if dg(s, t) = 0, that is, if and only if
g(s) = g(t) = mg(s, t). Now dg induces a metric on the quotient space Tg := [0, 1]/ ∼ by
the formula dg(pg(s), pg(t)) = dg(s, t), where we have used the same notation dg for the
obtained metric and pg : [0, 1] → Tg is the canonical projection. Since dg(pg(s), pg(t)) =
g(s) + g(t) − 2mg(s, t), the continuity of pg with respect to the Euclidean metric and dg
follows from the continuity of g. Therefore, Tg is a compact metric space as a continuous
image of [0, 1].
Theorem 4.2. The above constructed metric space (Tg, dg) is a real tree.
The rather long proof of the prior theorem can be read in [16], Theorem 2.1.
Let us denote C˜([0, 1]) the set of continuous functions g : [0, 1] → [0,∞) with g(0) =
g(1) = 0. The next lemma shows that the mapping g 7→ Tg : C˜([0, 1]) → K is Lipschitz
continuous with respect to the induced supremum metric of C˜([0, 1]) and the Gromov-
Hausdorff metric of K.
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Lemma 4.3. If g, g′ ∈ C˜([0, 1]), we have
dGH(Tg, Tg′) ≤ 2‖g − g′‖∞,
where ‖g − g′‖∞ = sup{|g(t)− g′(t)| : t ∈ [0, 1]}.
Proof. Let us define
R = {(a, a′) : ∃t ∈ [0, 1] such that a = pg(t) and a′ = pg′(t)}.
By surjectivity of pg, for every a ∈ Tg there is a t ∈ [0, 1] such that a = pg(t). By simply
setting a′ = pg′(t) we have (a, a′) ∈ R. Applying the same deduction for an arbitrary
a′ ∈ Tg′ we see that R is a correspondence. Now, let (a, a′) ∈ R and (b, b′) ∈ R. There
exist s, t ∈ [0, 1] such that pg(s) = a, pg′(s) = a′, pg(t) = b and pg′(t) = b′. We assume
that mg′(s, t) > mg(s, t) = g(r), where r ∈ [s ∧ t, s ∨ t]. Now
|dg(a, b)− dg′(a′, b′)| = |g(s) + g(t)− g′(s)− g′(t) + 2mg′(s, t)− 2mg(s, t)|
≤ |g(s)− g′(s)|+ |g(t)− g′(t)|+ 2|mg′(s, t)−mg(s, t)| ≤ 4‖g − g′‖∞,
where the last inequality follows from the estimate
|mg′(s, t)−mg(s, t)| = mg′(s, t)− g(r) ≤ g′(r)− g(r) ≤ ‖g − g′‖∞.
By Lemma 2.16 we finally get
dGH(Tg, Tg′) = 1
2
inf
R
disR ≤ 2‖g − g′‖∞. 
4.2 Brownian excursions and the CRT
The idea of the Brownian map is somewhat based on standard Brownian motions which
can be visualized as random continuous functions on the real line. Thus, we start by
defining the concept of standard Brownian motion on [0,∞). In the sequel, the random
variables are defined without further notice on a probability space (Ω,F , P ) where Ω is
a set, F a σ-algebra and P a probability measure. We use the standard notation E and
Cov for the expectation with respect to P and the corresponding covariance, respectively.
Let us first state a few general definitions.
Definition 4.4. A random vector ξ¯ = (ξ1, . . . , ξn) ∈ Rn is a Gaussian vector if for all
(deterministic) vectors a¯ = (a1, . . . , an) ∈ Rn the random variable
a¯ · ξ¯ =
n∑
k=1
akξk
is (one dimensional) Gaussian. We say that ξ¯ is centered if E(ξk) = 0 for every k ∈
{1, . . . , n}.
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Definition 4.5. Let X = (Xt)t≥0 be a stochastic process.
i) X is a Gaussian process if for every n ∈ N and 0 ≤ t1 < t2 < . . . , < tn the random
vector (Xt1 , Xt2 , . . . , Xtn) is Gaussian. The process X is centered if E(Xt) = 0 for every
t ≥ 0.
ii) X is a continuous process if the mapping t 7→ Xt(ω) is continuous for almost every
ω ∈ Ω.
iii) X has stationary increments if for any s ≥ 0 the distribution of Xt+s −Xt does not
depend on t.
iv) X has independent increments if the set of random variables {Xti+1 − Xti : i ∈
{1, . . . , n}} is independent for all n ∈ N and 0 ≤ t1 < ... < tn+1.
Definition 4.6. Stochastic processes X = (Xt)t≥0 and Y = (Yt)t≥0 are versions of each
other if P (Xt = Yt) = 1 for every t ≥ 0.
In other words stochastic processes are versions of each other if they are equal almost
surely. The following proposition states the properties which characterize the standard
Brownian motion.
Proposition 4.7. For a stochastic process X = (Xt)t≥0, the following properties are
equivalent:
i) X has stationary and independent increments, and Xt ∼ N(0, t) for every t ≥ 0.
ii) X is a centered Gaussian process with Cov(Xt, Xs) = min{t, s} for every t, s ≥ 0.
The proof of preceding proposition can be found in [20]. Now we may state:
Definition 4.8. A standard Brownian motion is a stochastic process B = (Bt)t≥0 which
is continuous and satisfies either of the conditions of Proposition 4.7.
The existence of a standard Brownian motion follows for example by proving that the
scaling limit of simple random walks satisfies the conditions of standard Brownian motion.
This fundamental result is known as Donsker’s theorem. We introduce this theorem briefly
in Section 4.5.
Definition 4.9. A normalized Brownian excursion
e = (et)t∈[0,1]
is a standard Brownian motion restricted to [0, 1] and conditioned to be non-negative and
e1 = 0.
The above definition is rather naive and requires special care. The rigorous definition
can be read in [2]. For us e is above all a non-negative random continuous function with
e0 = e1 = 0. For almost every fixed ω ∈ Ω the function t 7→ et(ω) is a deterministic
continuous function like the function g used in coding real trees. Therefore the following
definition is reasonable.
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Definition 4.10. The Brownian continuum random tree, id est the CRT, is the random
real tree (Te, de), where e is the normalized Brownian excursion.
The mapping g 7→ Tg is continuous by Lemma 4.3. Thus, the mapping ω 7→ Te(ω) is
measurable as a composition of a continuous and a measurable mapping. Therefore the
CRT is a K-valued random variable.
4.3 The Brownian snake
We define a stochastic process which is used in the definition of the Brownian map, the
object of our interest in this chapter. The major challenge is that we are essentially going
to consider a random process defined on a random set. Our starting point is also here
a continuous function g : [0, 1] → [0,∞[ with g(0) = g(1) = 0. In addition, we assume
that there exist constants K > 0 and γ > 0 such that |g(s)− g(t)| ≤ K|s− t|γ for every
s, t ∈ [0, 1]. That is, g is Hölder continuous with a strictly positive exponent γ. As before,
we denote mg(s, t) := mins∧t≤r≤s∨t g(r).
The following two fundamental theorems by Kolmogorov play a vital role in our con-
struction.
Theorem 4.11. (Kolmogorov’s extension theorem) Let T be an arbitrary index set. Let
us assume that for any n ∈ N and t1, . . . , tn ∈ T there is a probability measure Pt1,...,tn on
Rn. Furthermore, let us assume that for any Borel sets Bi ⊂ R these measures satisfy
i) Pt1,...,tn(B1 × · · · ×Bn) = Ptτ(1),...,tτ(n)(Bτ(1) × · · · ×Bτ(n))
for any permutation τ ∈ Sn, and
ii) Pt1,...,tn(B1 × · · · ×Bn−1 × R) = Pt1,...,tn−1(B1 × · · · ×Bn−1).
Then there exists a unique probability measure P on the product space Ω := RT equipped
with the σ-algebra generated by the cylinder sets Cn,t¯ := {ω ∈ Ω : (ωt1 , . . . , ωtn) ∈ A}
satisfying
P (Cn,t¯) = Pt1,...,tn(A)
for any n ∈ N, t¯ = (t1, . . . , tn) ∈ Tn and Borel set A ⊂ Rn.
The proof of the extension theorem can be read in [18], Theorem 1.
Theorem 4.12. (Kolmogorov’s continuity criterion) Let X = (Xt)t∈[0,1] be a stochastic
process. If there exist strictly positive constants α, β, γ such that for every s, t ∈ [0, 1]
E[|Xt −Xs|α] ≤ γ|t− s|1+β,
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then X has a version X˜ = (X˜t)t∈[0,1] which almost surely satisfies
|X˜t − X˜s| ≤ C|t− s| rα
for some constant C ≥ 0 and for every t, s ∈ [0, 1], r ∈]0, β[.
The proof can be read in [19], Theorem 3.12, and in a more general setting in [18],
Theorem 2.
The following lemma is useful when calculating Gaussian moments.
Lemma 4.13. (Wick’s formula) Let n ∈ N and ξ = (ξ1, ξ2, . . . , ξn) be a centered Gaussian
vector. Then
E[ξ1ξ2 · · · ξn] =
∑
P
∏
{i,j}∈P
E[ξiξj]
where the sum is taken over all pair partitions P of {1, . . . , n}.
The proof can be found in [20]. A pair partition is just a partition of a finite set S
consisting of unordered pairs. The next corollary is of our interest.
Corollary 4.14. For a Gaussian random variable X ∼ N(0, σ2) we have
E[X2p] = (2p− 1)!!σ2p
for every p ∈ N, where (2p− 1)!! = (2p− 1)(2p− 3) · · · 3 · 1.
Proof. The 2p random vector (X, . . . , X) is centered and Gaussian, and Wick’s formula
can therefore be applied. By elementary combinatorics, the number of pair partitions
of {1, . . . , 2p} equals (2p − 1)!!. Moreover, each pair partition consists of p pairs and
E[X2] = σ2. Hence
E[X2p] = (2p− 1)!!(E[X2])p = (2p− 1)!!σ2p. 
We present yet a fundamental sufficient condition for a matrix being a covariance matric
of a centered Gaussian vector.
Lemma 4.15. A symmetric positive semidefinite matrixM ∈ Rn×n is a covariance matrix
of a centered Gaussian (n× 1)-vector.
Proof. If X = [X1, . . . , Xn]T is a random vector and A = (Aij)0≤i,j≤n ∈ Rn×n, and
Y := AX, we can calculate the covariance matrix of Y by the formula
Cov(Y ) = ACov(X)AT ,
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where Cov(X) is the covariance matrix of X, defined by (Cov(X))ij = Cov(Xi, Xj).
This is seen componentwise by using the formulas Yi =
∑n
j=1AijXj and Cov(Yi, Yk) =
E(YiYk)−E(Yi)E(Yk) and the linearity of the expectation operator. SinceM is symmetric
it has a decomposition M = UDUT , where D is an n× n real diagonal matrix and U an
n×n orthogonal matrix. Furthermore, the diagonal of D consists of the eigenvalues of M
which all are non-negative by the positive semidefiniteness of M . Hence we may define
M
1
2 := UD
1
2UT
whereD
1
2 is the matrix obtained fromD by taking the square roots of the matrix elements.
It is directly seen thatM
1
2 is symmetric and satisfies the conditionM
1
2M
1
2 = M . Now let
X be a random n× 1 vector with independent standard Gaussian entries. Then Cov(X)
is the n× n identity matrix. By using these observations we deduce
Cov(M
1
2X) = (M
1
2 ) Cov(X)(M
1
2 )T = M.
Hence, M
1
2X is the desired centered Gaussian vector. 
First we notice that for any finite time set the matrix consisting of elements mg(s, t) is
positive semidefinite.
Lemma 4.16. For every n ∈ N, for every s1, . . . , sn ∈ [0, 1] and for every λ1, . . . , λn ∈ R
we have
n∑
i=1
n∑
j=1
λiλjmg(si, sj) ≥ 0.
Proof. Let n ∈ N, s1, . . . , sn ∈ [0, 1] and t ≥ 0. For i, j ∈ {1, . . . , n} we set i ≈ j if and
only if mg(si, sj) ≥ t. The condition implies always g(si) ≥ t and g(sj) ≥ t. Thus, ≈ is a
relation on the set At := {i : g(si) ≥ t} ⊂ {1, . . . , n}. The symmetricity of this relation
is clear by the symmetricity of mg(s, t). If j ∈ At, we have mg(sj, sj) = g(sj) ≥ t, which
implies j ≈ j. Moreover, if i, j, k ∈ At are such that i ≈ j and j ≈ k, we havemg(si, sj) ≥ t
and mg(sj, sk) ≥ t, and by simple case analysis we see that then mg(si, sk) ≥ t. Therefore,
i ≈ k. We have proven that ≈ is an equivalence relation.
Now for i, j ∈ {1, . . . , n} we have
λiλj1(t ≤ mg(si, sj)) =
{
λiλj if i ≈ j
0 otherwise.
Therefore we get
n∑
i=1
n∑
j=1
λiλj1(t ≤ mg(si, sj)) =
∑
C
(∑
i∈C
λi
)2
≥ 0,
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where the outer sum of the latter formula is taken over all equivalence classes C of ≈.
Now by integrating over the positive real line we get
n∑
i=1
n∑
j=1
λiλjmg(si, sj) =
n∑
i=1
n∑
j=1
λiλj
∫ ∞
0
1(t ≤ mg(si, sj))dt ≥ 0. 
The two previous lemmas imply that the matrix C := [mg(si, sj)]i,j∈{1,...,n} is a co-
variance matrix of a centered Gaussian n-vector as a symmetric positive semidefinite
matrix. Thus, for any n ∈ N and t1, . . . , tn ∈ [0, 1], there exists a centered Gaussian vec-
tor (Zgt1 , . . . , Z
g
tn) with Cov(Z
g
ti , Z
g
tj) = E(Z
g
tiZ
g
tj) = mg(ti, tj). By Kolmogorov’s extension
theorem we then get:
Lemma 4.17. There exists a unique centered Gaussian process Zg = (Zgs )s∈[0,1] with
Cov(Zgs , Z
g
t ) = mg(s, t) for every s, t ∈ [0, 1].
Proof. Let n ∈ N and t1, . . . , tn ∈ [0, 1]. Let Pt1,...,tn be the distribution of the
above defined Gaussian vector Zgt1,...,tn = (Z
g
t1 , . . . , Z
g
tn). The distribution Pt1,...,tn is fully
characterized by the characteristic function of Zgt1,...,tn , which is
χ(θ) = exp
(
−1
2
n∑
j,k=1
θjθkmg(tj, tk)
)
for θ = (θ1, . . . , θn) ∈ Rn. From this we see that the distribution Pt1,...,tn does not depend
on the order of t1, . . . , tn, which is exactly the permutation invariance property in the
assumptions of the extension theorem. The property Pt1,...,tn(B1 × · · · × Bn−1 × R) =
Pt1,...,tn−1(B1 × · · · × Bn−1) for Borel sets Bi, i ∈ {1, . . . , n − 1}, is clear since always
Zgtn(ω) ∈ R. Thus, by the extension theorem there exists a propability measure P on
Ω := R[0,1] which satifies
P
(
ω ∈ Ω : (ωs1 , . . . , ωsm) ∈ A
)
= Ps1,...,sm(A)
for every m ∈ N, s1, . . . , sm ∈ [0, 1] and A ∈ Bor(Rm). Let us define the process Zg =
(Zgt )t∈[0,1] by setting Z
g
t (ω) := ωt for all ω ∈ Ω. Now for every m ∈ N and 0 ≤ s1 < · · · <
sm ≤ 1 and A ∈ Bor(Rm) we have
P
(
ω ∈ Ω : (Zgs1(ω), . . . , Zgsm(ω)) ∈ A
)
= Ps1,...,sm(A).
Thus, (Zgs1 , . . . , Z
g
sm) is a Gaussian vector, and Z
g is a Gaussian process with E[Zgt ] = 0
and Cov(Zgs , Z
g
t ) = mg(s, t) for every s, t ∈ [0, 1]. 
Moreover, by the Hölder continuity of g we have
E((Zgs − Zgt )2) = E((Zgs )2) + E((Zgt )2)− 2E(ZgsZgt )
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= mg(s, s) +mg(t, t)− 2mg(s, t) = g(s)−mg(s, t) + g(t)−mg(s, t)
≤ 2K|s− t|γ
for every s, t ∈ [0, 1], where K > 0 and γ > 0. Now for any fixed s, t ∈ [0, 1], s < t,
the random vector (Zgs , Z
g
t ) is Gaussian, and so is the linear combination Zgs − Zgt . By
Corollary 4.14 and the previous estimate we deduce
E[(Zgs − Zgt )2p] = (2p− 1)!!(E[(Zgs − Zgt )2])p ≤ (2K)p(2p− 1)!!|s− t|pγ
for any p ∈ N. If we choose p > 1/γ, then Kolmogorov’s continuity criterion implies that
the process (Zgs )s∈[0,1] has a continuous version, id est there exists a continuous process
(Z˜gs )s∈[0,1] such that P (Zgs = Z˜gs ) = 1 for every s ∈ [0, 1]. Hence we may state the following
definition:
Definition 4.18. The centered continuous Gaussian process (Zgs )s∈[0,1] with Cov(Zgs , Z
g
t ) =
mg(s, t), s, t ∈ [0, 1], is called the snake driven by g.
We notice that Zgs ∼ N(0, g(s)) for every s ∈ [0, 1]. In the view of this and comparation
of covariances we see that the process Zgs has some analogy with the standard Brownian
motion. Let us consider the equivalence relation ∼ defined in Section 4.1. If s ∼ t, we
then have E((Zgs − Zgt )2) = mg(s, t) = 0, which implies Zgs = Zgt almost surely. Thus the
process (Zgs )s∈[0,1] can be indexed by [0, 1]/ ∼ = Tg, and it is natural to interpret (Zgs )s∈[0,1]
as a Brownian motion indexed by Tg.
From Kolmogorov’s continuity criterion we also deduce the Hölder continuity of Brow-
nian sample paths.
Lemma 4.19. The standard Brownian motion B = (Bt)t∈[0,1] has a Hölder continuous
version with exponent 1/2−  for every  ∈ (0, 1/2).
Proof. Since B has stationary increments we obtain
E[(Bt−Bs)2p] = E[B2p|t−s|] = (2p−1)!! Var[B|t−s|]p = (2p−1)!!|t−s|p = (2p−1)!!|t−s|1+(p−1)
for p > 1. Now Kolmogorov’s continuity criterion tells us that there exists a continuous
version B˜ = (B˜t)t∈[0,1] of B such that
|B˜t − B˜s| ≤ C|t− s|
r
2p
almost surely for every r ∈]0, p−1[ and s, t ∈ [0, 1] where C ≥ 0 is a constant. We observe
that
p− 1
2p
=
1
2
− 1
2p
↗ 1
2
as p→∞.
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Thus we obtain the result by choosing p big enough for a given  > 0. 
By Lemma 4.19 we can define a normalized Brownian excursion e using Hölder con-
tinuous versions of B. Therefore the function t 7→ et is almost surely Hölder continuous.
Thus we can construct a snake (Ze(ω)s )s∈[0,1] driven by the function t 7→ et(ω) for almost
every ω ∈ Ω.
Definition 4.20. The random snake (Zs)s∈[0,1] driven by a normalized Brownian excursion
is called the Brownian snake.
4.4 The Brownian map
Let Z = (Zs)s∈[0,1] be the Brownian snake. As deduced in the previous section for a
deterministic function g, the process Z can be indexed by the random set Te. From now
on, let us denote the Brownian snake as a process indexed by Te by Z = (Zs)s∈Te . For
s, t ∈ [0, 1] such that s > t we set [s, t] := [s, 1] ∪ [0, t]. Our aim is to define a random
(pseudo)distance function on Te. We start by defining
D0?(s, t) := Zs + Zt − 2 max
(
min
r∈[s,t]
Zr, min
r∈[t,s]
Zr
)
for s, t ∈ [0, 1], and
D0(a, b) := inf
{
D0?(s, t) : s, t ∈ [0, 1], pe(s) = a, pe(t) = b
}
for a, b ∈ Te. Here the analogy with the definition of the metric dg in Section 4.1 is notable.
It is directly seen that D0? is a symmetric mapping [0, 1]2 → R≥0, and by interchanging the
roles of s and t in the definition of D0, also the mapping D0 : Te×Te → R≥0 is symmetric.
In addition, D0(a, a) ≤ D0?(s, s) = 0 for some s ∈ [0, 1]. In order to get a pseudometric,
we continue the definition by setting
D(a, b) := inf
{ k∑
i=1
D0(ai−1, ai)
}
,
where the infimum is taken over all k ∈ N and a = a0, a1, . . . , ak−1, ak = b ∈ Te.
Lemma 4.21. The above defined mapping D is a pseudometric on Te.
Proof. The symmetricity of D follows directly from the definition. Also D(a, a) ≤
D0(a, a) = 0. Let a, b, c ∈ Te and  > 0. By the definition of D, there exist natural
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numbers k, l and a = a0, a1, . . . , ak−1, ak = b ∈ Te and b = b0, b1, . . . , bl−1, bl = c ∈ Te such
that
k∑
i=1
D0(ai−1, ai) < D(a, b) +

2
and
l∑
i=1
D0(bi−1, bi) < D(b, c) +

2
.
Let us denote c0 := a0 = a, c1 := a1, . . . , ck := ak = b0 = b, ck+1 := b1, . . . , ck+l := bl = c.
Directly from the definition of D we get
D(a, b) +D(b, c) >
k+l∑
i=1
D0(ci−1, ci)−  ≥ D(a, c)− .
Since  > 0 was arbitrary, we deduce D(a, c) ≤ D(a, b) +D(b, c). 
Analogously as in Section 4.1, we define an equivalence relation ≈ on Te by setting
a ≈ b if and only if D(a, b) = 0. The fact that this really is an equivalence relation
is a straightforward consequence of the pseudometric postulates satisfied by D. Now D
induces a metric on the quotient space Te/ ≈ by the formula D(pi(a), pi(b)) = D(a, b),
where pi : Te → Te/ ≈ is the canonical projection. Let us denote M∞ := Te.
Definition 4.22. The random metric space (M∞, D) is called the Brownian map.
The name Brownian map is originally from Marckert and Mokkadem. The Brownian
map has three properties of our particular interest. First of them is concerning the
Hausdorff dimension, which has first been conjectured by physicists and later proven by
Le Gall in 2008. See [21] for the original proof.
Theorem 4.23. The Brownian map has almost surely Hausdorff dimension 4.
This is one of the leading mathematical result for the quantum gravity theory. In
fact, Bertrand Duplantier has argued that the Hausdorff dimension of a quantum gravity
random surface is always four. More about this is can be found in [22] and the references
therein.
The second gives us crucial information about the topology of the Brownian map. This
sphericity theorem of the Brownian map is originally proven by Le Gall and Paulin in
2008. The original proof can be found in [23].
Theorem 4.24. The Brownian map is almost surely homeomorphic to the 2-dimensional
sphere S2.
The proofs of two preceding theorems do not need the uniqueness of the Brownian map;
only scaling limit properties along certain subsequences are needed. In the next section
we will state the third special property: the Brownian map is the universal scaling limit
of uniformly distributed random quadrangulations.
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4.5 The Brownian map as a scaling limit of uniform
maps
It is well known that the standard Brownian motion is a scaling limit of simple random
walks (and many other random objects). What does this exactly mean is that suitably
rescaled continuous-made simple random walks converge in distribution to the standard
Brownian motion in the metric space of continuous functions (C([0, 1]), d∞).
We start by defining the weak convergence of probability measures.
Definition 4.25. A sequence of probability measures (µn)n∈N in a metric space (Ψ, d)
converges weakly to a probability measure µ in (Ψ, d) if for all continuous bounded func-
tions f : Ψ→ R ∫
Ψ
fdµn →
∫
Ψ
fdµ
as n→∞. We denote that convergence by
µn
w−→ µ as n→∞.
The space (Ψ, d) is often assumed to be complete and separable in applications although
it is not necessary in the definition. Indeed, in many cases it is easier to consider just a
countable amount of sets and reduce the convergence to Cauchy sequences.
Let (Ωn,Fn, Pn) be probability spaces, (Ψ,G) a measurable metric space and (Xn)n∈N
a sequence of random variables Xn : Ωn → Ψ. Now the distribution of Xn is determined
by
µn(B) = Pn({ω ∈ Ωn : Xn(ω) ∈ B})
for B ∈ G and determines a sequence of probability measures (µn)n∈N in (Ψ,G).
Definition 4.26. An above defined sequence of random variables (Xn)n∈N converges in
distribution (or weakly) to a random variable X : Ω → Ψ defined on some probability
space (Ω,F , P ) if the corresponding sequence of distributions (µn)n∈N converges weakly
to the distribution of X. We denote that convergence by
Xn
d−→ X as n→∞.
The prior definition can be rephrased by the expectations of random variables in the
view of Definition 4.25. Namely, the sequence of random variables (Xn)n∈N converges in
distribution to a random variable X if for all continuous bounded functions f : Ψ→ R
E(f(Xn))→ E(f(X)) as n→∞.
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In this representation f can be viewed as an observable, a function depending on the
state of the process (Xn)n∈N. This has a very natural interpretation in statistical physics,
for example. Namely, one can in principle measure expectations of the process (Xn)n∈N
affected by adequate regular functions f . In addition, for example variances can be com-
puted in terms of expectations. Thus, the convergence in distribution gives information
about measurable quantities of a physical random system in large time scale.
Let us now state explicitly our motivating example of Donsker’s theorem. Our starting
point is an independent and identically distributed sequence of random variables (ξn)n∈N
with the distribution P (ξj = 1) = 12 = P (ξj = −1) for j ∈ N. These random variables
just represent jumps up and down, respectively. Then we define random variables
Sn :=
n∑
j=1
ξj.
The process S = (Sn)n∈N is called a symmetric random walk in Z, starting from the origin.
Now we have a discrete stochastic process, but we would like to have a continuous limit,
namely the standard Brownian motion. Thus we modify S to a continuous time process
with continuous paths by linear interpolation, precisely by setting
X
(n)
t :=
1√
n
(Sbntc + (nt− bntc)ξbntc+1)
for every n ∈ N and t ∈ [0, 1]. The scaling factor √n is essential here, since otherwise
the limit would blow up as n→∞. Now we have a sequence of continuous time random
processes (X(n))n∈N where X(n) = (X
(n)
t )t∈[0,1] can be viewed as C([0, 1])-valued random
variables. In the definition of the convergence in distribution we have now (Ψ, d) =
(C([0, 1]), d∞). Now the following celebrated theorem holds:
Theorem 4.27. (Donsker) In the above setting, X(n) d−→ B as n → ∞, where B =
(Bt)t∈[0,1] is the standard Brownian motion on [0, 1].
The proof can be found in [20]. Another example of convergence in distribution in
C([0, 1]) is the convergence of suitably rescaled random contour functions to the normal-
ized Brownian excursion, following from results of Aldous:
Theorem 4.28. For every n ∈ N, let θn be a uniformly distributed random plane tree on
Tn and (Cn(t))t≥0 the corresponding contour function. Then(
1√
2n
Cn(2nt)
)
t∈[0,1]
d−→ (et)t∈[0,1] as n→∞.
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The proof can be read in [2], Theorem 2.10. From now on, let us consider the case
(Ψ, d) = (K, dGH). Ifm ∈Mpn and dm is the corresponding graph metric, then (V (m), dm) ∈
K, as noted in Chapter 2. Thus, ifMn is a uniform random p-angulation, then (V (Mn), dMn)
is a K-valued random variable. The measurability of these mappings follows from the fact
that we can choose the domain ofMn to be a finite set of cardinality #Mpn for every n ≥ 3.
Similarly, if θn is a uniformly distributed (labeled) plane tree with n edges, endowed with
the graph distance dθn , then ((V (θn), dθn))n∈N is a sequence of random variables whose
values lie in (K, dGH). From Theorem 4.28 one can deduce the convergence in distribution
of plane trees towards the CRT:
Theorem 4.29. For every n ∈ N, let θn be a uniformly distributed random plane tree on
Tn equipped with the graph distance metric dθn. Then(
θn,
1√
2n
dθn
)
d−→ (Te, de) as n→∞
in (K, dGH).
Proof. Let Cn be the contour function of θn. Let us define a rescaled contour function
C˜n : [0, 1]→ [0,∞[ by
C˜n(t) =
1√
2n
Cn(2nt).
Since C˜n is a continuous nonnegative function from the unit interval with C˜n(0) = C˜n(1) =
0 we can define a real tree TC˜n . Although it needs deeper understanding of real trees coded
by continuous functions, it is true that TC˜n has the geneological structure of the planar
embedding of θn and is isometric to a finite number of line segments of length (2n)−
1
2 in
the plane. By considering isometric embeddings into the plane, we deduce
dGH
(
(θn,
1√
2n
dθn), (TC˜n , dC˜n)
)
≤ 1√
2n
for every n ∈ N. Since the mapping h : C˜([0, 1])→ K defined by h(g) = Tg is continuous
by Lemma 4.3, for every continuous and bounded function f : K → R the function
f ◦ h : C˜([0, 1])→ R is continuous and bounded. Thus by Theorem 4.28,(TC˜n , dC˜n) d−→ (Te, de) as n→∞.
Therefore, the distribution of (θn, 1√2ndθn) converges to (Te, de) in the Gromov-Hausdorff
sense. 
Since plane trees can be coded by contour functions the result of Theorem 4.29 is
very natural after Theorem 4.28: the scaling limit of plane trees is the random real
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tree coded by the scaling limit of contour functions, namely the CRT. In this point one
might ask whether a similar kind of result is true for uniform quadrangulations since
there is a bijective correspondence between labeled plane trees and rooted and pointed
quadrangulations given by the CVS bijection. One might also expect that the scaling limit
of uniform quadrangulations is somehow coded by the CRT, just because of the CVS-
bijection and the result of Theorem 4.29. Similarly, there are also bijections essentially
from the set of 2p-angulations and triangulations to certain classes of plane trees.
The following breakthrough result can be considered as the major theorem stated in
this paper. It states that the Brownian map is the universal scaling limit of various
discretizations of the sphere. The uniqueness of the Brownian map also follows from the
theorem.
Theorem 4.30. Suppose that p = 3 or p = 2n for some n ≥ 2. Let
λp =
 6
1
4 if p = 3(
9
p(p−2)
) 1
4 if p is even.
For every integer n ≥ 1 (or n ≥ 2 in the case p = 3), let Mn be uniformly distributed over
Mpn. Then (
V (Mn), λ
pn−
1
4dMn
)
d−→ (M∞, D) as n→∞
in (K, dGH).
The theorem is originally conjectured by Le Gall and proven in 2011. The case of quad-
rangulations is proven independently by Le Gall and Miermont, using different methods.
Miermont’s proof is based on geodesic stars and can be read in [24]. The more gen-
eral proof of Le Gall can be read in [25]. Here we should note that the metric spaces(
V (q), cpn−
1
4dq
)
and
(
V (q′), cpn−
1
4dq′
)
coincide if q and q′ are isomorphic as non-oriented
graphs even though they are different planar maps.
The above theorem is very profound. In fact, the weak convergence of certain observ-
ables related to the planar maps are much easier to prove than the full weak convergence
of planar maps with respect to the Gromov-Hausdorff topology. For example, we consider
the radius of a quadrangulation q ∈ Qn seen from a vertex v,
R(q, v) := max
u∈V (q)
dq(u, v).
Now one can prove that for uniformly distributed Qn ∈ Qn and uniformly distributed
v? ∈ V (Qn) conditionally given Qn,(
9
8n
) 1
4
R(Qn, v?) d−→ sup(Z)− inf(Z) as n→∞,
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where Z = (Zt)t∈[0,1] is the Brownian snake. This is proven in [2], Theorem 6.1.
Let us now study what kind of concrete observables are admissible with respect to the
weak convergence in (K, dGH), id est we are searching for functions f : K → R which are
continuous and bounded. It turns out that this task is not particularly easy. Indeed, the
Gromov-Hausdorff topology of K is a relatively weak one and there are not many uniquely
determined real numbers associated with compact sets.
Perhaps the most obvious approach is to think about the diameters of compact metric
spaces. The diameter of a compact metric space is always a finite real number, but the
diameters are not bounded above. We may fix C > 0 and set
f(X) = min{diam(X), C}
for every X ∈ K. Another example is obtained by fixing a closed A ⊂ K and setting for
every X ∈ K
g(X) =

C if X ∈ A
C (1− d(X,A)) if 0 ≤ d(X,A) ≤ 1
0 if d(X,A) ≥ 1.
The mapping g is a continuous interpolation of the indicator of A scaled by C. The
continuity of g is clear by the fact that the mapping X 7→ d(X,A) is continuous and
hence g is piecewise continuous in three closed sets whose union K is. The continuity of
f is intuitive, since it is natural to expect that the diameters of spaces X and Y are close
to each other if dGH(X, Y ) is small. Let us prove this rigorously.
Let X ∈ K be fixed and  > 0, δ = /2. If Y ∈ K such that dGH(X, Y ) < δ, then
there is an admissible metric d on X unionsq Y such that dist(x, Y ) < δ for every x ∈ X and
dist(y,X) < δ for every y ∈ Y with respect to d. This implies diam(Y ) ≤ diam(X) + 2δ
and diam(X) ≤ diam(Y ) + 2δ: Suppose on the contrary that diam(Y ) > diam(X) + 2δ.
By compactness of Y there are y, y′ ∈ Y such that diam(Y ) = dY (y, y′), and there are
x, x′ ∈ X such that d(y, x) < δ and d(x′, y′) < δ. Now
2δ + diam(X) < diam(Y ) = dY (y, y
′)
≤ d(y, x) + dX(x, x′) + d(x′, y′) < 2δ + diam(X)
which leads to a contradiction diam(X) < diam(X). A similar contradiction is also
obtained if one assumes diam(X) > diam(Y ) + 2δ. We have deduced
| diam(X)− diam(Y )| ≤ 2δ =  if dGH(X, Y ) < 
2
.
Hence, f is continuous as a piecewise minimum of continuous mappings.
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Chapter 5
Conclusions and open problems
In conclusion of the preceding theory, Theorems 4.24 and 4.30 tell us that D is a promising
candidate for the uniform random metric on the sphere. It is conjectured that Theorem
4.30 also holds for odd p > 3. However, there has a priori not been found a canonical
embedding of M∞ into the sphere; (M∞, D) is just a random metric space which almost
surely has the topology of the sphere.
Yet, it is possible to embed certain p-angulations into the sphere. For example, quadran-
gulations seen as Riemann surfaces can be embedded into the sphere and triangulations
can be embedded via so called circle packings in S2. More informations about these
techniques can be found in [1].
It is interesting to think about what happens to these embedded planar maps if one
lets n go to infinity. Let mn ∈Mpm be a uniform random map and m̂n its embedding into
the sphere. In the view of Theorem 4.30 we consider renormalized graph distance n−
1
4dmn
on the vertices of m̂n, which can be extended to a metric ρn on S2. If ρn converged in
distribution to a random metric ρ on the sphere, ρ would be a good candidate for the
uniform random metric we are searching for. The existence and characterization of such
a ρ is an open problem.
Duplantier and Sheffield have focused on measures instead of metrics in order to en-
lighten the scaling limit picture of random planar maps. If f : mn → S2 is an em-
bedding and µn is the Lebesgue measure on mn renormalized such that µn(mn) = 1,
then one can consider the pushforward measure f#µn on S2, defined by the formula
f#µn(A) = µn(f
−1(A)) for every A ⊂ S2. Now f#µn is a random measure on S2 with
f#µn(S2) = 1. A major open problem is whether these random measures converge weakly
to a random measure on S2 as mn is chosen uniformly at random in Mpn. Duplantier and
Sheffield managed to identify an explicit candidate for the scaling limit which is given by
the exponential of a Gaussian free field. More discussion about this theory is found in [1].
Other interesting research topics are obtained if one considers random p-angulations
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weighted by some statistical physics models. For example, a map mn ∈Mpn can be given
an Ising spin configuration such that the spins are indexed by the faces ofmn. The couples
(mn, σ) ∈Mpn × {−1, 1}n are then chosen according to a probability proportional to the
Boltzmann weight. This idea is called coupling quantum gravity with Ising model. The
convergence in distribution of these random variables is an open problem. Similarly, the
convergence of above defined pushforward measures if the random maps mn are weighted
according to statistical physics models remains unknown.
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