Persistent homology has been recently studied with the tools of sheaf theory in the derived setting by Kashiwara and Schapira [KS18a] after J. Curry has made the first link between persistent homology and sheaves.
Introduction
Persistence theory appeared in the early 2000's as an attempt to make some constructions inspired by Morse theory computable in practice. For instance, in the context of studying the underlying topology of a data set. It has since been widely developed and applied in many ways. We refer the reader to [Oud15, EH10] for extended expositions of the theory and of its applications. One promising expansion of the theory, initiated by Curry in his Ph.D. thesis [Cur14] , is to combine the powerful theory of sheaves with computerfriendly ideas coming from persistence. However, sheaf theory takes its full strength in the derived setting and Kashiwara and Schapira developped persistent homology in this new framework in [KS18a] . In this paper, we show that the main theorems of one-parameter persistence theory (which we recall below) admit an analogue in the context of derived sheaves on the real line.
To our knowledge, this is the first result allowing to actually use sheaves as a computerfriendly topological descriptor for noisy data sets.
What is one-parameter persistence?
The theory of one parameter persistence mainly relies on one construction and two theorems that we now explain. Given a real-valued function f on a topological space X and i ∈ Z, consider M i f (s) := H i (f −1 (−∞; s)) the i-th singular homology group of the sublevel set of f with coefficient in the fixed field k. Then for s ≤ t, the inclusion f −1 (−∞; s) ⊂ f −1 (−∞; t) induces a linear map M i f (s) → M i f (t), and the functorial nature of singular homology gives M i f the structure of a functor from the poset category (R, ≤) to the category Mod(k) of k-vector spaces. This functor, that we still write as M i f , is usually refered to as the i-th persistence module associated to f . More generally, the category Pers(R) of persistence modules is precisely the category of functors (R, ≤) → Mod(k).
Observe that the category Pers(R) of persistence modules is abelian, so that in particular direct sums are well-defined in this context. In [CB12] , Crawley-Boevey proved that under some finiteness assumptions on f , satisfied for instance when M i f (s) is finitedimensional at every s ∈ R, M i f decomposes as a locally finite direct sum of persistence modules which are constant, with values k, and supported on a given list of intervals of R.
This list of intervals entirely characterizes the isomorphism class of M i f and is refered to as the i-th barcode of f , written B i (f ). One fundamental property that makes the whole theory computer-friendly is that B i (f ) is a complete, discrete invariant of M i f , that can be easily stored in a computer.
On the other hand, for B i (f ) to be a meaningful descriptor of real-word, hence noisy data, it must satisfies some form of stability. More precisely, we want to understand under which distance B i (f ) and B i (g) are close, for f and g two functions ε-close in L ∞ -norm, that is in uniform convergence distance. An answer was first given in 2005 by D. Cohen- Steiner, H. Edelsbrunner, and J. Harer in [CSEH07] and is now refered to as the stability theorem. It states that if f, g : X → R are ε-close in the L ∞ -norm, then there exists a one-to-one pairing between the intervals of B i (f ) and B i (g), such that the right (resp. left) endpoints of each interval within a pair are closer than ε, and intervals can be paired to 0 if they have length less than 2ε. Such a pairing is called an ε-matching between B i (f ) and B i (g), and we can define the bottleneck distance between B i (f ) and B i (g) to be the infimum of the values of ε for which there exists an ε-matching between B i (f ) and B i (g). The stability theorem can now then be restated as follows : the bottleneck distance between B i (f ) and B i (g) is less or equal than the L ∞ -norm of f − g.
In 2009, Chazal, Cohen-Steiner, Glisse, Guibas, and Oudot [CSG + 09] expressed the stability theorem algebraically, introducing the interleaving distance between one-parameter persistence modules and proving that an ε-interleaving (a kind of approximate isomorphism) induces an ε-matching between their associated barcodes. This statement is usually referred to as either the algebraic stability theorem or the isometry theorem, and is the cornerstone of persistence techniques in the one-parameter case together with CrawleyBoevey's theorem [CB12] .
Persistence and sheaves
The need for studying persistence modules obtained from functions valued in higherdimensional vector spaces naturally arises from the context of data analysis, see for example [Les15, LW] . However, as shown in [CZ09] , the category Pers(R n ) of functors (R n , ≤) → Mod(k) seems to be too general for n ≥ 2 to allow for some computer friendly analysis 3 of its objects, as it contains a full sub-category equivalent to the one of finitely generated N n -graded k[x 1 , ..., x n ]-modules. There are mainly two directions undertaken to handle this issue.
The first one, initiated by Magnus Botnan and Michael Lesnick [Bot17, MBB] , then pursued by Bjerkevik in [Bje16] , Cochoy and Oudot in [CO17] , consists in restricting the study of Pers(R n ) to simpler sub-categories, for example, the one of persistence modules that admit a decomposition into interval modules as in the one parameter case. In [Bje16] , Bjerkevik proves that the bottleneck distance of two interval decomposable modules is bounded by a multiple (depending on the number of parameters) of the interleaving distance, and in [CO17] , Cochoy and Oudot prove that a certain kind of persistence modules over R 2 , namely the pointwise-finite dimensional exact bi-modules, actually have an interval decomposition. Nevertheless, it remains unclear how often the interval decomposable case is likely to appear in practice.
On the other hand, it seems natural to try to treat persistence modules as sheaves, which is precisely what Justin Curry started to do in his Ph. D. thesis [Cur14] by expressing persistence ideas in the formalism of (co-)sheaves of vector spaces on topological spaces. In particular, he defined a distance on the category of sheaves based on convolution inspired by the interleaving distance, and asked if in the case of sheaves over R, this distance could be expressed as a bottleneck distance. In 2018, Kashiwara and Schapira [KS18a] introduced independently a derived version of the constructions of persistence theory in the category of sheaves on euclidean vector spaces, defining the convolution distance on its derived category, proving a stability theorem and introducing a promissing notion of higher-dimensional barcodes for a large category : the γ-piecewise linear sheaves [KS18b] .
Content of the paper
In this paper, we provide answers to the question asked by Justin Curry at the end of his thesis, in the setting of Kashiwara and Schapira. We will explain later on our choice and motivations to work in this derived setting.
It follows from general theorems (see [KS18a] ) that objects in the derived category of constructible sheaves on R admit a natural notion of barcode : a multi-set of intervals of R that entirely describes their isomorphism class. However, this barcode naturally comes with a grading (each cohomology object of a complex admits a barcode), leading to the notion of graded-barcodes. The aim of this paper is to define a bottleneck distance between graded-barcodes and to prove an isometry theorem : the convolution distance between two complexes of sheaves is equal to the bottleneck distance between their graded-barcodes.
This relates to classical one-dimensional persistence isometry theorem, with the particularity that our bottleneck distance heavily relies on the possibility of matching intervals accross different degrees. We hope that this result will open the door to considering sheaftheoretical constructions as computer-friendly tools for applications. In particular, one future direction of research is to elucidate the implications of this derived isometry theo-rem with zig-zag persistence.
The paper is structured as follows :
1. Section 2 aims at introducing the notations and basic definitions that we will use for sheaves. It also presents the convolution distance d C introduced in [KS18a] together with its main properties, and exposes the decomposition theorems regarding constructible sheaves on R.
2. Section 3 is dedicated to the complete description of the morphisms in D b Rc (k R ), the derived category of constructible sheaves on R, and to compute the action of the convolution functor − K ε . To do so, we need to overcome the fact that the category of constructible sheaves on R does not have enough projective/injective.
Hence to compute derived morphisms from F to G, we need to take a different type of resolutions for F and G. The tables of propositions 3.1 and 3.7, describing these homomorphisms, are the main output of this section, and may be of independent interest.
3. Section 4 describes the conditions for two indecomposable sheaves to be ε-close, and introduce the central-left-right decomposition for any sheaf
which is adapted to the convolution distance in the following sense : two sheaves are ε-close with respect to d C if and only if their central (resp. left, resp. right) parts are.
4. In Section 5, we introduce rigorously the notion of graded-barcodes associated to an object of D b Rc (k R ), define the appropriate notion of ε-matching between gradedbarcodes, and then express the associated bottleneck distance d B . We prove that this distance bounds the convolution distance : "d C ≤ d B ". We then prove that given an ε-interleaving between the central (resp. left, resp. right) parts of two sheaves, it induces an ε-matching between the graded-barcodes of their central (resp. left, resp. right) parts. We reduce the proof for left and right parts to the well-known case of one-parameter persistence modules by introducing fully faithful functors from sheaves supported on half-open intervals to persistence modules. The construction of the ε-matching between the central parts is far less direct. We adapt the proof by Bjerkevik [Bje16] to our setting, introducing a similar pre-order ≤ α on central parts, enabling us to "trigonalize" the interleaving morphisms. By a rank argument, this allows us to apply Hall's marriage theorem and to deduce the existence of an ε-matching. Note that our definition of ≤ α differs in nature from Bjerkevik's, for it enables us to compare elements of the graded-barcodes in different degrees. We conclude the section by proving the isometry theorem, which
5. Section 6 provides some applications of the isometry theorem. We start by an example brought to our knowledge by Justin Curry and that motivated our work.
Then, we prove that the convolution distance is closed (two sheaves are ε-close if and only if they are ε-interleaved) and thus answer an open question of [KS18a] . We 
Preliminaries
This section aims at introducing the notation that we will use in this paper, presenting the theoretical framework of [KS18a] and explaining precisely the problem underlying the isometry theorem.
Notations for sheaves and complexes
Throughout the paper and except when stated otherwise, we will follow the notations introduced in [KS18a] and [KS90] . We will also freely refer to some of their proofs.
In the paper, k will denote a field, Mod(k) the category of vector spaces over k, mod(k) the category of finite dimensional vector spaces over k. Let X be a topological space. Then we will note Mod(k X ) the category of sheaves of k-vector spaces on X. For shortness, we will also write Hom for Hom Mod(k R ) .
For C an abelian category, denote C b (C) its category of bounded complexes, K b (C) its bounded homotopy category and D b (C) its bounded derived category. For simplicity,
the context is clear, we will simply call sheaves the objects of D b (k X ). For a complex F ∈ C b (C) and an integer k, define the k-th shift of F by : for n ∈ Z, F [k] n = F k+n and
F . We will use the classical notations of [KS90] for the Grothendieck operations on sheaves.
Moreover, we recall the following : for X 1 and X 2 two topological spaces, let denote
by the formula :
Observe that since we are working over a field, this operation is exact, hence need not to be derived.
Definition 2.1 For M a real analytic manifold, and F ∈ Obj(Mod(k M )), F is said to be weakly R-constructible if there exists a locally finite sub-analytic stratification of M = α M α , such that for each stratum M α , the restriction F |Mα is locally constant. If in addition, if the stalks F x are of finite dimension for every x ∈ M , we say that F is R-constructible. We might often say constructible instead of R-constructible, since, in this paper, it is the only notion of constructibility we use.
We will write Mod Rc (k M ) for the abelian category of R-constructible sheaves on M , and 
is an equivalence of triangulated categories.
2.2 Constructible sheaves over R Theorem 2.3 below is proved in [KS18a] and generalizes Crawley-Boeyvey's theorem [CB12] to the context of constructible sheaves on the real line. Together with Theorem 2.5, they will be the cornerstone to define the graded-barcode of an object of
later on in Section 5.
Definition 2.2 Let I = {I α } α∈A be a multi-set of intervals of R, that is, a list of interval where one interval can appear several times. Then I is said to be locally finite iff for every compact set K ⊂ R, the set
The following result can be found in [KS18a] as theorem 1.17.
, then there exists a locally finite family of intervals {I α } α∈A such that F α∈A k Iα . Moreover, this decomposition is unique up to isomorphism.
A classical consequence of such a statement is the following :
where H j (F ) is seen as a complex concentrated in degree 0.
Metric for sheaves
In [Cur14] , Curry defined an interleaving-like distance on Mod(k X ) for (X, d) any metric space. It is based on what he calls the smoothing of opens. For F ∈ Mod(k X ),
. Although this seems to mimic the construction of interleaving distance for persistence modules, one must pay attention to the fact that [ε]
is only left-exact. Since topological informations are obtained from sheaves by considering sheaf-cohomology, one needs to derive the functor [ε] in order to keep track of cohomological informations while smoothing a sheaf. This is precisely the sense of the construction of Kashiwara and Schapira using convolution of sheaves, which has the advantage to have a nice expression in term of Grothendieck operations (that precisely allows appropriate operations for sheaf cohomology).
In this section, we make a short review of the concepts introduced in [KS18a] . The framework is the study of sheaves on a real vector space V of finite dimension n equipped with a euclidean norm · . For two such sheaves, one can define their convolution, which, as the name suggests, will be at the core of the definition 2.10 of the convolution distance.
The construction of the convolution of sheaves is as follows. Consider the following maps (addition and the canonical projections):
, define the convolution of F and G by the formula :
This defines a bi-functor :
In the following, we will be interested in a more specific case : the convolution will be considered with one of the sheaves being the constant sheaf supported on a ball centered at
(where n is still the dimension of V). We have the following properties :
Proposition 2.7 Let ε, ε ∈ R and F ∈ Obj(D b (k V )) .
One has functorial isomorphisms
In the special case where ε = 0, we shall write φ F,ε for this natural transformation.
and hence an isomorphism in cohomology.
Proof We prove only the third point, as the proof is omitted in [KS18a] (and we thank the second named author for explaining it to us).
Let a 1 : V → pt and a 2 : V × V → pt. As s is proper on supp(F ) × K ε , one has
. Moreover, since a 1 • s = a 2 , we have the isomorphisms :
Hence, we are only left to prove the isomorphism RΓ( 
is an isomorphism, which induces the desired isomorphism.
In particular, Proposition 2.7.
(1) implies that any map f :
The following definition is central.
) and ε ≥ 0, one says that F and G are ε-
−→ F and G K 2ε
In this case, we write F ∼ ε G.
Observe that F and G are 0-interleaved if and only if F G.
Remark 2.9 One must be aware that in [KS18a] , the authors call this data an ε-isomorphism. Here, we choose to follow the usual terminology of persistence theory.
Since 0-interleaving are isomorphism, the existence of an ε-interleaving between two sheaves expresses a notion of closeness. This leads the authors of [KS18a] to define the convolution distance as follows :
, we define their convolution distance as :
The following proposition expresses that the functors RΓ(V, −) and RΓ c (V, −) define some necessary conditions for two sheaves to be at finite distance. This is similar to the case of interleaving distance for persistence modules M : (R n , ≤) → Mod(k), where the role of RΓ(V, −) is played by the colimit functor over R n .
There is a fundamental example to keep in mind in the context of sheaves. This example is the one mimicking the persistence modules M i f of a continuous map: given X a topological space and f : X → V a continuous map, one can consider the sheaves Rf * k X and Rf ! k X . Roughly speaking and under some smoothness assumptions on X and f , they contain the information on how the cohomologies of the fibers of f evolve when moving on V. For this information to be meaningful in practice, it has to be stable when we perturb f , that is, Rf * k X must stay in a neighborhood in the sense of the convolution distance, controlled by the size of the perturbation of f . This is what expresses the following theorem, which is the analogous of the stability theorem in the context of persistence theory.
Theorem 2.13 (Stability) Let X a locally compact topological set, and u, v : X → V two continuous functions. Then for any
The isometry theorem problem
From the decomposition and structure theorems (theorems 2.3 and 2.5), we see that
is entirely determined by recording the intervals appearing in the decomposition of each of its cohomology objects. Hence, this graded-barcode (see Definition 5.1 below) is a complete and discrete invariant of the isomorphism classes of
On the other hand, the convolution distance satisfies a stability theorem, turning the derived-pushforward with respect to a map f of a sheaf, into a meaningful descriptor of the topology of X studied in the light of f .
We will now show how to compute the convolution distance between two sheaves from their graded-barcodes. Hence defining the form of stability according to which the gradedbarcodes are topological meaningful descriptors. To overcome this issue, we will introduce some classical homological algebra techniques that give us a way to compute Hom 
we also compute k I K ε in every cases. These computations are at the core of our proof of the isometry theorem. However, they might be useful by themselves outside of this context.
Homomorphisms in Mod
In this section, we give a description of all the morphisms in Mod Rc (k R ) that will enable us to make explicit computations in the derived setting.
Throughout the paper, recall that we will write Hom instead of Hom Mod Rc (k R ) , excepted if stated otherwise. 
Where a, b, c, d ∈ R ∪ {−∞, +∞}, and we extend the order on R to the values −∞ and +∞ in the obvious manner.
Remarque I Observe that some intervals with an infinite bound can be written with different type. 
Proof
• Open to open, closed to closed :
We start from the general fact that for any non-empty open set U ⊂ V and F ∈ Mod(k R ), we have a canonical non-zero morphism F U → F V and dually for any closed sets T ⊂ S, F S → F T . In the case were F = k R those morphisms are obviously not zero.
Now observe that since the intervals of R are all contractible, Hom(k U , k V ) and Hom(k S , k T ) are at most of dimension 1.
It remains to prove that if T ⊂ S, then Hom(k S , k T ) 0. The dual case with open sets can be proved similarly.
Let us now suppose S ∩ T = ∅ and T ⊂ S and consider a natural morphism
we will treat the case where we have
and V = (z, w) with z < b < y < w < d. Therefore we get a commutative diagram :
is the zero map. As both S and T are contractible, Ψ has to be zero.
The remaining cases works the same.
• Open to close : Just consider the composition
isomorphism.
• Let S be a closed interval of R and V an open interval. Suppose there exists a non zero morphism k S → k V . Then, applying the functor (−) S we get a non zero
Apply again this exact functor to the exact sequence :
we obtain the exact sequence :
And s is a section for this sequence. Hence k S decomposes as a direct sum, which is a contradiction.
• Half-open :
To prove the non-existence of non-zero morphisms involving constant sheaves on half-open intervals, we can always, as before, consider the restrictions to some subsets so that we are left with some morphism between constant sheaves on either open or closed interval.
Hence, we are only left to construct the morphisms in the cases we are claiming that they exist.
Consider the case where
Then taking the tensor product of those two morphisms lead to a morphism
that is not zero.
Then there exists a locally finite set of open bounded intervals {(a α , b α )} α∈A such that there exists an epimorphism :
Proof It is sufficient to prove it for any F k I with I any interval and thus to consider the following cases.
The open bounded and compact intervals play dual role in Mod Rc (k R ), hence we have the following :
Then there exists a locally finite set of compact intervals {[a α , b α ]} α∈A such that there exists a monomorphism :
The proof is similar to the one of Lemma 3.2.
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Derived (bi-)functors and application to − K and Hom
We now explain how to compute derived morphisms and the convolution of a sheaf with K ε .
Homological algebra with bi-functors
Let us recall here some definitions and properties that can be found in the first chapter, sections 1.8 to 1.10, of [KS90] .
In all this subsection C, C , C are three abelian categories. And F an additive left-exact functor from C to C .
Definition 3.4 A full additive subcategory I of C is called F -injective if 1. For any X ∈ Obj(C), there exists X ∈ Obj(I) and an exact sequence in C :
2. For any exact sequence 0 → X → X → X → 0 in C with X and X in Obj(I), then X ∈ Obj(I).
For any exact sequence
Remark : If I is F -injective, in particular, every object X of C admits a resolution by objects of I, noted I • (X), that is, an exact sequence in C :
Proposition 3.5 Suppose I is F -injective, and every object of C admits a resolution by objects of I of finite length. Then F admits a right derived functor RF :
Moreover, for X ∈ Obj(C), let I • (X) be a resolution of X by objects of I. Then there is
where X is seen as a complex concentrated in degree 0.
Between the product category C × C and C we can define the the notion of a bifunctor. It will be said to be left-exact if it is with respect to each of its variable.
Considering G : C × C → C a bi-functor, it induces naturally a bifunctor
where C(C), C(C ) and C 2 (C ) are respectively the categories of complexes over C, C and bicomplexes over C . Assuming some finiteness property over G •,• (A • , B • ) for any complexes of C and C , we can turn it into a simple complexe by taking its totalization and get a functor
Definition 3.6 For I (resp. I ) a full additive subcategory of C (resp. C ) we say that (I, I ) is G-injective if for any object X ∈ Obj(I) and any X ∈ Obj(I ), I is G(·, X )-injective and I is G(X, ·)-injective, and moreover, if each objects of C (resp. C ) admits a resolution by objects of I (resp. I') of finite length.
We now can state the theorem that will allow us to compute RHom Mod Rc (k R ) .
Theorem 3.7 Suppose G : C × C → C is left exact and (I, I ) is G-injective. Then G admits a right derived functor. Moreover, for X ∈ Obj(C) and X ∈ Obj(C ), there is an
where
Application to Hom and − K ε
To compute convolution with K ε , we remark that it can be expressed as a derived functor of an endofunctor of Mod Rc (k R ) that admits a nice injective subcategory.
The following proposition describes the outcome of convolution (Definition 2.6) by K ε on k I where I is an interval. It is obtained by direct computation using properness of s on support (as in Proposition 2.7) for the case of a compact interval (the first case), and then by using the fact that to compute convolution of a sheaf by K ε , we can replace it by a resolution of objects of K according to proposition 3.10.
Proposition 3.8 Let ε ≥ 0, and a ≤ b in R ∪ {±∞}. Then :
The two first statements are particular cases of the more general following lemma. The other ones can be deduced from it by taking resolutions by objects of K.
Lemma 3.9 Let A, B ⊂ V two closed subsets of the finite dimensional vector space V satisfying :
Proof We start by proving the existence of a non zero morphism k A+B → k A k B . In all the proof, Hom sets are implicitly understood as the ones in the corresponding derived category of sheaves.
Observe that since A × B = (A × V) ∩ (V × B), we have :
Now since s is proper on A × B, we have an isomorphism Rs
Therefore :
Since A + B is closed, the inclusion A + B −→ V is proper and by base change we have
is closed and we have by base change i −1 k s −1 (A+B) k i −1 (s −1 (A+B)) = k A×B . Using this computation in the former, we get :
Now consider the image of id k A×B in Hom(k A+B , k A k B ), written ϕ. One can prove that it induces the following isomorphisms on stalks at any x ∈ V :
where the second isomorphism holds by properness of s |A×B and the third one by con-
This proves that ϕ is an isomorphism.
Proposition 3.10 Let ε ≥ 0, K be the full subcategory of Mod Rc (k R ) with objects sheaves with summands supported on closed intervals and Q ε be the composition
Then :
In other words, the convolution by ε is the derived functor of Q ε . According to lemma 3.2, K satisfies the first axiom to be Hom(k (a,b) , −)-injective. Let X, X ∈ Obj(K) and X ∈ Mod Rc (k R ) be objects such that there is an exact sequence in
Now decompose X ⊕ J∈B k J and X ⊕ I∈B k I . As X → X is an epimorphism, for every J ∈ B there exists I ∈ B such that the following composition is not zero :
As X is an object of K, I is a closed interval. From the computation of morphisms (Proposition 3.1) in Mod(k X ), J must be a closed interval. Hence X ∈ Obj(K). This proves the second axiom. Now let 0 → X → X → X → 0 be a short exact sequence of objects of K. Applying
Hom(k (a,b) , −) we get a long exact sequence in Mod(k) :
, that is we have a natural iso-
Observe that RΓ 1 ((a, b), k S ) 0 for any closed interval S. To prove so, apply the triangulated functor RΓ to the distinguished triangle
And use the fact that RΓ 1 ((a, b) ,
Finally, we thus have that the following sequence is exact :
Application to the computation of derived homomorphisms and convolution
The following proposition is standard.
we have an isomorphism of vector spaces :
Proof We use the fact that Mod Rc (k R ) is a full sub-category of Mod(k R ), the latter having enough injectives. Hence, taking I • (G) to be an injective resolution of G by objects of Mod(k R ), we get the following isomorphisms in D b (Mod(k)) :
Now by definition, observe that :
Here the last isomorphism holds by injectivity of the I i (G). We conclude using the following isomorphisms :
As a consequence, we obtain the classical result :
Proposition 3.13 Let I, J be any two intervals of R, then Hom
] is seen as a complex concentrated in degree +1.
It remains to see the case of homomorphisms whee the target is shifted in cohomological degree 1.
Proposition 3.14 Let U, V be two open intervals of R, and S, T two closed intervals. Recall that for J an interval, k J [1] is the complex of sheaves concentrated in degree −1.
Again the lines define the left-side object (i.e. the source) in Hom(−, −) and the columns the right-side one. 
Since Hom
can be non zero, observe that theorem 14.2.3 in [Cur14] , which states that D b
Rc (k R ) is equivalent to the Z-graded category of Mod Rc (k R ) cannot hold. In other words every object is isomorphic to its graded cohomology but morphisms are not the same in the two categories.
Proof The strategy for the computations will always be the same : for I, J two intervals, consider O • (k I ) a left resolution of k I by objects of O, and K • (k J ) a right resolution of k J by objects of K. For simplicity, we will write Hom
• instead of Hom
and similarly Hom −1 , Hom 0 , Hom 1 will stand for Hom
. We note Z i for the cycles of order i. Also in order to have lighter notations, we shall write only intervals, to stand for the constant sheaf supported on this interval.
-I = (a, b) and J = (c, d), then choose :
Then we have :
Hence we get that Z 0 (Hom
Hence we get that Z 0 (Hom 
Then we have : 
).
-I = [a, b) and J = (c, d), then choose :
Hence we get that the differential Hom −1 → Hom 0 is always a surjective onto
Structure of ε-interleavings
The aim of this section is to start to study the convolution distance, now that we know effective computations of morphisms and how to compute the convolution in D b Rc (k R ). We start by giving some explicit conditions on the support of two sheaves, which are constant on an interval, for them to be ε-close with respect to d C . This will lead us, in a second time, to prove that d C has a specific behavior when considering two sheaves F and G.
To do so we introduce what we call the CLR decomposition, that is decomposition into central part (made of sheaves with support either open or compact intervals) and left and right parts (made of the two possible types of half-open intervals)
. Then we prove that the distance between F and G is nothing but the maximum of the distance between F C and G C , F R and G R , F L and G L , that is between the respective three parts.
Characterization of ε-interleavings between indecomposables sheaves
For any interval I and real number ε ≥ 0, we will write I ε = ∪ 
interleaving. Then f and g are in particular not zero as
is an isomorphism between RΓ(R, k S K 2ε ) and RΓ(R, k T ) that are not zero. Remark that k S K ε k S ε and k T K ε k T ε by Proposition 3.8. From our computations of morphisms (Proposition 3.1), we have necessarily S ⊂ T ε and T ⊂ S ε .
Conversely, if S ⊂ T ε and T ⊂ S ε , it is easy to build an ε-interleaving.
the same reason as above, f and g are not zero. Hence,
is not zero. As k V K −ε k V ε , we get again with our computations of morphisms (Proposition 3.1) that U ⊂ V ε . Similarly we have V ⊂ U ε .
Conversely if we assume U ⊂ V ε and U ⊂ V ε , it is easy to construct an ε-interleaving.
For the same reason as above, f and g are not zero. Suppose ε < diam(U ) 2 , then Proposition 3.8 implies that
, hence the fact that g is not zero is absurd.
Therefore we necessarily have ε ≥
diam(U ) 2
, and
.
Hence the existence of g implies that
)], also the existence of f implies that S ε ∩ U = ∅, but this condition is weaker than the previous one.
we can construct the desired morphisms (for instance using Proposition 3.14) and have to check that their composition (after applying ε convolution to one of the two) is not zero. This can be obtained by taking stalks at any x ∈ J. 
CLR Decomposition
In order to define a matching between graded barcodes, we will have to distinguish between the topological nature of their support interval as the existence of shifted morphisms between them depends on this nature according to Proposition 3.14. We will call F C (resp. F R , F L ) the central (resp. right, left) part of F , and name it the CLR decomposition of F .
Proof Just observe that the types C,L,R do form a partition of the set of intervals of R, and apply the decomposition and structure theorems from section 2.
The CLR decomposition is compatible with the convolution distance. More precisely, we have the following result. Rc (k R )) and ε ≥ 0, then the following holds :
Proof We will in fact prove the stronger statement: for any ε ≥ 0, F and G are ε-interleaved if and only if F C and G C , F R and G R , F L and G L are. The right to left implication is an immediate consequence of the additivity of the convolution functor. Now let us consider the data of an ε-interleaving between F and G, that is, two morphisms
and similarly for g K ε • f : F K 2ε −→ G. During the proof, we will use the letters i to denote a canonical injection of a summand into a sheaf, and p for the canonical projection.
1. Let I be a closed or open interval and i ∈ Z be such that k I [−i] appears in the decomposition of the cohomology objects of F C . Consider the composition : 
is equal to the composition :
As this is true for any direct summands of F C , we get that the composition
In other words, it is just the canonical arrow
Intertwining F and G proves that the composition :
C defines an ε-interleaving between F C and G C .
We proceed exactly similarly to prove that
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Isometry theorem and graded barcodes
This section presents the proof of the isometry theorem after defining precisely the graded barcodes associated to (complexes of) sheaves. To do so, we use the results of previous sections to first define graded barcodes, the combinatorial object that entirely encodes the isomorphism class of a sheaf. The properties of the CLR decomposition invite us to split this barcode into three parts : central, left, right, and to define ε-matchings between each of these parts. This leads us to a definition of a bottleneck distance between graded barcodes, which, as we prove, bounds the convolution distance.
In order to prove the reverse inequality, we prove that an ε-interleaving between two sheaves induces a ε-matching between their graded-barcodes. To do so, we construct the matching according to the CLR decomposition. We reduce the construction of the matching between the left and right parts to the well-known case of persistence modules with one parameter. To this end, we first prove that interleavings between right (resp. left) parts of two sheaves happen degree-wise at the level of their cohomology objects. This enables us to define functors Ψ j R , that send the j-th cohomology of the right part of a sheaf to a one parameter persistence module. We prove that Ψ j R are barcode preserving, and send interleavings of sheaves to interleavings of persistence modules.
For the case of matching central parts, we adapt Bjerkevik's proof [Bje16] , introducing a similar order ≤ α to his. This order allows us to "trigonalize"the interleaving morphisms, and by a rank argument to deduce that the hypothesis of Hall's marriage theorem are satisfied.
Graded-barcodes, bottleneck distance and stability
We start by introducing the abstract notion of a graded barcode, and then define the graded barcode of a complex of sheaves. We can now define the graded barcode of a constructible sheaf.
, that decomposes uniquely up to isomorphism as F F C ⊕F R ⊕F L . We define its graded-barcode to be B(
where :
2. For j ∈ Z, and α ∈ {L, R}, B j α (F ) is a complete enumeration of the intervals appearing in the decomposition of H j (F α ), that is, we have an isomorphism in Mod(k R ) :
is a complete enumeration of the open intervals appearing in the decomposition of H j (F C ), and of the closed intervals appearing in the decomposition of H j+1 (F C ). Rc (k R ). Now, we will define a bottleneck distance between the graded barcodes. First, we define ε-matchings between graded barcodes.
Definition 5.4 For S and T two sets, a partial matching between S and T is the data of two subsets S ⊂ S and T ⊂ T and a bijection σ : S −→ T . We define T = im σ as the image of the partial matching, S = coim σ its co-image.
We will refer to the partial matching just as σ and denote it σ : S → T . 
L is a partial matching satisfying :
As one could expect, we can now define a bottleneck distance from this notion of matching in a standard way :
Definition 5.6 Let B and B be two graded-barcodes, then one defines their bottleneck distance to be the possibly infinite positive value:
d B (B, B) = inf{ε ≥ 0 | there exists a ε-matching between B and B} Remark 5.7 Note that our definition of the bottleneck distance allows to compare barcodes defines in different degrees unlike in the traditional persistence module case. This is fundamental in order to take into account the derived nature of sheaves; a basic example demonstrating this is given in Section 6.1.
Proof By definition, an ε-matching between the graded-barcodes of F and G implies the existence of an ε-interleaving between F and G. Hence we have the following inclusion : {ε ≥ 0 | there exists a ε-matching between B(F ) and B(G)} ⊂ {ε ≥ 0 | there exists a ε-isomorphism between F and G} which proves the lemma.
The cases F
In this section, we give a description of the ε-interleavings between the right parts of two complexes of sheaves.The proofs and statements for the left parts are exactly the same.
Construction of
Rc (k R )) and ε ≥ 0 with right parts F R and G R . The following holds :
Here in the last inequality, H j (F R ) and H j (G R ) are seen as complexes concentrated in degree j.
Proof As in Theorem 4.5, we will prove the stronger statement (which is, in fact, equivalent by 6.3) that F R and G R are ε interleaved if and only if each of their cohomologies are pairwise ε-interleaved. The right to left implication is clear, so let us consider an ε-
summand of H j (F R ) (I is a half-open interval of the type [a, b)). We consider again the composition :
From our computations of derived morphisms (Proposition 3.14), this is equal to :
And now our computations of convolution (Proposition 3.8) and morphisms show that since G R has only half-open intervals in the decomposition of its cohomologie objects,
It follows again from our computations in Proposition 3.14 that any endomorphism of
that factors through a complex concentrated in degree j + 1 must be zero.
Finally, the first composition is thus equal to
As this is true for any summands of H j (F R ) we get that the composition :
is equal to the composition
This gives the first part of the ε isomorphism. We get the second one by intertwining the roles of F R and G R .
The result above shows that when one wants to understand an isomorphism between the right part of two sheaves, it is sufficient to understand it at the level of each of their cohomology objects, degree wise. What we will now show is that the behavior of a ε-interleaving between two sheaves with cohomologies concentrated in degree j ∈ Z and
with only half open summands directed positively, is essentially the same than looking at ε-interleaving in the opposite category of persistent modules, that we understand pretty well.
We will denote Pers(k R ) the category of finite dimensional persistence modules over R, that is, the category of functors M : (R, ≤) −→ mod(k) where mod(k) is the category of finite dimensional vector spaces over the field k. There is a notion of ε-interleaving (for
. The pseudo-distance induced on Pers(k R ) by this definition of ε-interleaving is called the interleaving distance, noted d I (·, ·). In this text, for I ⊂ R an interval, we will write k I the object of Pers(k R ) defined by, for s ≤ t : 
Proof This is just a combination of the computations we did before hands (Propositions 3.12, 3.8, 4.4), together with the observation that for I, J to half open intervals positively directed and j ∈ Z, then we have the functorial isomorphisms : 
Induced matching
The case F C ↔ G C
In this section, we construct the ε-matching between the central parts of two sheaves, assuming they are ε-interleaved. Using ideas of Bjerkevik [Bje16] , we introduce a pre-order ≤ α on the set of graded-intervals of type C whise purpose is to prove the existence of the ε-matching using Hall's marriage theorem. To do so, we must prove that given a finite list of interval in the barcode of one of the two sheaves, there exists, at least, the same number of intervals in the barcode of the second sheaf which are at distance less than ε from an interval in the first list.
We will show that ordering the graded-barcodes of the sheaves according to ≤ α will actually lead to a very nice expression of the interleaving morphisms, allowing us, by a rank argument, to deduce that this condition is satisfied.
Ordering graded-intervals of type C
We define a graded interval to be an interval I together with an integer j ∈ Z. It will be written I j henceforth. For I of type C such that either I = [a, b] or I = (a, b) with a, b ∈ R, define diam(I) = b − a to be its diameter.
Definition 5.12 Define the relation ≤ α on the set of graded intervals of type C generated by :
1. For R i , T j two closed intervals in degree i and j :
3. for R i a closed interval in degree i, and V j an open interval in degree j :
Proposition 5.13 The relation ≤ α is a partial pre-order over the set of graded intervals, that is, it is symmetric and transitive.
Moreover, it is total if restricted to sets of graded intervals containing only, for a given i ∈ Z, open intervals in degree i and closed intervals in degree i + 1.
Proposition 5.14 The pre-order ≤ α satisfies the following property: for any two graded intervals I i ≤ α J j of type C, any graded interval S l of type C and any ε ≥ 0 such that there exists two non-zero morphisms :
Proof By definition of the pre-order ≤ α , we only have to investigate the three cases of the above definition 5.12 :
1. Let i ∈ Z and R, T be two open intervals such that
. Let S l be a graded interval such that there exists some non-zero χ and ξ. Then S must be a closed interval, and l = i. As a consequence, R ⊂ S ε and
. Then, as R ⊂ S ε , S ⊂ R ε . So either min(S) < min(R) − ε, or max(S) > max(R) + ε. Assume the latter.
As S ⊂ R ε , min(S) − ε < min(R), we get subtracting the first inequality to this one : diam(S) + ε > diam(R) + ε. Hence S < α R. We get the same thing assuming min(S) < min(R) − ε. and
Moreover, one can prove this way that
k T [−i] ∼ ε k S [−i] implies S < α R.
As we assumed
)], which, according to our characterization of ε-interleaving between indecomposable sheaves, is equivalent to
Induced matching
We introduce some notations that will be used, developed and refined later on. For
, and for any j ∈ Z, there exists a unique multi-set B j C (F ) of open or closed intervals (potentially an interval can appear several times in the list) of R such that
where the last isomorphism is in the category Mod(k R ).
In the following, for two sheaves
, we fix the isomorphisms :
For any morphism f : F → G, given I i ∈ B i (F ) and J j ∈ B j (G), we will write :
Similarly for A ⊂ B(F ), let f |A be the composition :
Rc (k R )) and ε ≥ 0 such that F and G are ε-interleaved with respect to f and g. For I i ∈ B i C (F ) and J j ∈ B j C (G) observe that : Rc (k R ), and ε ≥ 0 be such that F C and G C are ε-interleaved through maps
Then, for every j ∈ Z, there exists a bijection
such that, for I ∈ B 
For every finite subset
Where |A| is the cardinality of
A.
Proof (matching of central parts) Our strategy is to adapt Bjerkevik's proof from [Bje16] to our setting. The pre-order ≤ α we have defined has exactly the same property as the one defined in his proof.
Let n ∈ Z, to define σ n C , we will apply Hall's theorem. From the locally finiteness of graded-barcodes, it is clear that they are countable. Let M : 
We have by assumption g • (f K ε ) = φ F,2ε , also, the additivity of the convolution functor implies the following equality for I i l l ∈ A :
Each entry in those matrices is uniquely characterized by one scalar. Hance, we can consider their rank. The left hand side has rank at most equal to the minimum of r and s, in particular it is less or equal to |M (A)|. The right-hand side has rank r = |A| hence we get the inequality we wanted.
Isometry theorem
In this section, we put together the results proved before to prove that the convolution distance between two sheaves is exactly the same as the bottleneck distance between their graded-barcodes.
Theorem 5.17 (Isometry) Let F, G be two objects of D b Rc (k R ). Then :
Proof There only remains to prove that F ) , B(G)), or equivalently, that any ε-interleaving between F and G induces an ε-matching between B(F ) and B(G).
According to sections 5.3 and 5.4, this interleaving induces a ε-matching between the central, left and right parts of F and G, which proves the theorem.
Applications
In this section, we expose some corollaries of the isometry theorem. We start with some explicit computations on an example. Then, we prove that d C is closed, that is, Rc (k R ) as a topological metric space, and to give a characterization of its connected components.
Example : projection from the circle
We aim here to explain and compute an explicit example that was pointed to us by Justin Curry, that is two simple projections from the euclidean circle to the real line.
Understanding this example has been at the origin of our reflexions. It is simple yet general enough to exhibit the phenomenons and issues that can happen with the matchings of graded barcodes.
Let S 1 = {(x, y) ∈ R 2 | x 2 + y 2 = 1} be the one dimensional circle seen as a submanifold in R 2 . Let f : S 1 → R be the first coordinate projection and g : S 1 → R be the constant map with value zero. Let F = Rf * k S 1 and G = Rg * k S 1 . Since f − g = 1, the stability theorem by Kashiwara and Schapira [KS18a] implies :
The CLR decomposition (Definition 4.3) of this two complexes of sheaves is easy to compute (and depicted in the figure below). Namely Proposition 6.1 The complexes F and G have non-zero cohomology spaces at most in degree 0 and 1. Moreover :
Because of the shift in grading, even in this simple example, there could be no ε-matching between the graded barcodes if one was working in the ordinary graded category as opposed as working in the derived category as we do. Hence this will not agree both with KashiwaraSchapira (naturally derived) convolution distance and the natural intuition.
However, using our derived notion of interleavings and matching distance we get the expected answer and in fact prove that in this case the bound given by the ∞-norm between the function is optimal.
Indeed, let (σ j C ) j∈Z be defined by :
Then we claim that σ C is a 1-matching between B C (F ) and B C (G). As F = F C and G = G C , it extends trivially to a 1-matching between B(F ) and B(G). Moreover, since the convolution distances between any pair of graded intervals is at least 1, there can not exist an ε-matching between B(F ) and B(G) for 0 ≤ ε < 1. Hence we have F ∼ 1 G and further Proposition 6.2 The convolution distance of
6. Rc (k R )) and ε ≥ 0 :
We start by observing the easy following lemma :
Lemma 6.5 Let I i , J j two graded intervals (possibly empty, we set k ∅ = 0) and ε ≥ 0. Then :
Proof (of the theorem) Suppose d C (F, G) ≤ ε. Then by definition there exists a decreasing sequence (ε n ) such that ε n → ε when n goes to infinity and for every n ∈ N, F ∼ εn G. For simplicity of the proof, we will assume the graded-barcodes of F and G to be finite, but the proof generalizes to the locally finite case. Then by applying the isometry theorem, for n ≥ 0, there exists a ε n matching σ n : B(F ) → B(G). Now by finiteness of the graded-barcodes, the set of matchings between B(F ) and B(G) is finite. Hence, we can extract from (σ n ) a constant sequence, say (σ ϕ(n) ). Applying lemma 4.1 and making n going to infinity, we see that σ := σ ϕ(0) is an ε-matching between B(F ) and B(G). We start by constructing U t for t ∈ [0, 
Taking resolutions in Mod(k R ), one can assume this diagram is actually given by a diagram still denoted D t in C(Mod(k R )) which we assume from now on. One can note that this diagram defines the two maps θ t ,φ t : (
given by (x, y) θt → (ϕ K −t (y), ψ K t−ε (x)) and (x, y)φ t → (φ G,2t K t−ε (x), φ F,2ε−2t K −t (y)).
The limit lim ← − D t of the diagram is precisely (isomorphic to) the equalizer of the two maps and thus to the kernel ker(θ t −φ t ) of their difference. Now, we defineŨ t := ho lim ← − D t to be the homotopy limit in (the model category of sheaves) C(Mod(k R )) of the diagram D t . In view of the above identification, a model for this homotopy limit is given by the cocone of the map (G K t−ε ) ⊕ (F K −t ) θt−φt −→ (G K −t−ε ) ⊕ (F K t−2ε ) and hence passes to D b Rc (k R ).
We need to prove thatŨ t is t-interleaved with F . Note that by definition of an homotopy limit we have a canonical mapŨ t → (G K t−ε ) ⊕ (F K −t ) and hence to either factor.
Thus we get a mapŨ t f → F K −t and hence (by proposition 2.7) a map
We now need to define a map g : F K t →Ũ t . By definition of an homotopy limit, we have a canonical factorization lim ← − D t →Ũ t →Ũ t → (G K t−ε ) ⊕ (F K −t ) of the canonical map defined by the limit in D b Rc (k R ). The interleaving map ϕ : F K ε → G induces the map
which makes the following diagram
commutative since ϕ, ψ defines a ε-interleaving. This implies that the map (3) factors through lim ← − D t and hence we get a map g :
Rc (k R ). For t ∈] ε 2 , ε], we construct U t in a similar fashion by intertwining the roles of F and G in the diagram D t .
Let ∆ ε = {(x, y) ∈ R 2 | 0 ≤ y − x ≤ ε} be equipped with the standard product order of R 2 : (x, y) ≤ (x , y ) ⇐⇒ x ≤ x and y ≤ y . Observe that the mapping : Rc (k R ) whose restriction to the poset {(x, y) ∈ R 2 | y − x = t} is the functor : (x, y) −→ U t K −x−y with internal maps given by the natural morphisms (φ Ut,ε ). Hence, for ε ≥ t, t ≥ 0, U t and U t are |t − t | interleaved. 
Proof
1. This is a consequence of the interpolation lemma.
2. The left to right inclusion is always true for any metric space. The right to left inclusion is a consequence of 1.
Remark 6.10 One shall be aware that it is not sufficient for being in the same connected component to have graded-barcodes of the same "type", as one can see in the following counter-example. Define : 
+1
Then d C (F, G) = +∞, hence F and G do not belong to the same connected component, whereas one might think that the obvious matching between their barcodes leads to a continuous path between the two sheaves.
Algorithmic remarks on computing one best matching
The formulation of the convolution distance as a matching distance we obtained in Section 5 turns the computation of an algebraic problem into minimizing the cost of a matching, which is of combinatorial nature. This is in fact a variant of a very classical problem of linear programming, for which there exists an abundant litterature that can be solved in polynomial time using the Hungarian algorithm [Kuh09] . Hence, distances in
Rc (k R ) can be implemented in a computer and computed.
