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1 NTRODUCCI ON 
Las aproximaciones autoconsistentes de campo 
constituyen una de las más importantes herramientas teóricas 
tratar el problema cuántico de muchos cuerpos, proporcionando 
descripción y un punto de partida apropiados para desarrollos 
complejos. 
medio 
para 
una 
, 
mas 
Dentro de este contexto, el objetivo de esta tesis es 
extender y analizar las teorías cuánticas de campo medio, tanto 
" , 
estaticas como dinamicas, en base a consideraciones de caracter 
estadístico, situándolas de este modo dentro de un 
, 
marco· mas 
amplio y flexible que el usual. 
La idea central que nos anima es la de basar la descripción 
de un sistema en un conjunto particular de observables, 
, 
considerados relevantes para el fenomeno en estudio. Este modo de 
, , 
descripcion es impulsado por la complejidad del problema cuantico 
, 
de muchos cuerpos, y ademas, en ciertos casos por la necesidad de 
, , 
preservar solo la informacion significativa acerca del sistema. 
De este modo, se enfoca la atención sobre un subconjunto de 
variables, descartando las muchas otras restantes por medio de un 
, 
adecuado esquema aproximado. Las teorias usuales de campo medio 
, 
constituyen aquel caso especial de nuestro tratamiento en el que 
el conjunto de observables relevantes se encuentra formado por 
operadores de un cuerpo. 
A tales efectos, se desarrolla un formalismo general 
apropiado que permite abordar este tipo de extensión. Se examinan 
en profundidad diversos tipos de situaciones específicas, 
abarcando situaciones de equilibrio (Cap. I-IV), como así tambi~n 
1 
problemas dependientes del tiempo (Cap. V-VI). 
La Tesis se encuentra basada en los trabajos 1-2, 5-7, 
, , 
utilizandose tambien herramientas desarrolladas en los trabajos 
3-4. 
Referencias: 
i 
t 
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417 (1986). 
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(1986). 
6. J. Nuñez, A. Plastino and R. Rossignoli, Journal of Physics 
A (en prensa). 
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CAPITULO 1 
FORMALISMO GENERAL ESTADISTICO 
INTRODUCCION 
, , , 
En este capitulo comenzaremos con la descripcion estadistica 
, 
generalizada de un sistema cuantico arbitrario, basada en los 
, , , s-s lineamientos de la Teoria de la Informacion • Tal formulacion 
incluye la descripci~n usual de sistemas en equilibrio~, pero es 
en realidad mucho m~s amplia. El formalismo es apto para tratar 
sistemas arbitrariamente lejos del equilibrio y procesos 
irreversibles5 - 7 , y provee un camino apropiado para el paso de 
, , , 
descripciones microscopicas a macroscopicas • generales . Ademas, 
permite extender 
, , 
conceptos termodinamicos y tecnicas de la 
, , 
mecanica estadistica a sistemas finitos, 10 que 10 hace 
especialmente apto para sistemas y modelos nucleares. 
Dentro de este contexto, se resumen en las tres primeras 
, , , 
secciones las caracteristicas basicas de esta descripcion 
, , , 
estadistica. Se consideran los aspectos estaticos, dejandose para 
el capitUlO V los relacionados con la evoluci~n temporal. 
, , 
Finalmente se introduce en la seccion 4 la aproximacion 
, 
autoconsistente generalizada, que permite una descripcíon 
aproximada basada en un conjunto particular arbitrario de 
, , 
observables. Tal aproximacion constituye la generalizacion de las 
aproximaciones de campo medio a temperatura f " "t 9-S0 1n1 a , 
, 
a 
operadores densidad arbitrarios y a un contexto estadístico 
completamente general. 
1.1 DESCRIPCIDN ESTADISTICA DE UN SISTEMA CUANTICD 
, 
Consideremos un sistema cuantico caracterizada por un 
conjunto completa de observables linealmente independientes 
..... {D., i=I, ••• ,n}. El conjunto es completo en el sentido de que 
1 
cualquier observable del sistema puede ser expresado coaao 
combinación lineal de los O .. El estado estadístico del sistema 
~---~~~~~----~~~ queda completamente caracterizado por el operador densidad p 
(llamado también operador estadístico)d, el cual juega el rol de 
-
una distrj~~clÓn de probabilidad en la mec~nica estadística 
, ..... 
cuantica. El valor media D. 
1 
de cualquier observable Di queda 
determinado por p: 
.......... 
= Tr[p D.l 
1 ' 
U.l.l) 
donde la traza se efectúa sobre todo el conjunto de estados 
accesibles ss • El operador estadístico predice entonces los valores 
, 
de expectacion de todos los observables del sistema. Es un 
, ..... , 
aperador hermitico (de modo que D. sea real si 
1 
es hermitico) 
que supondremos normalizado: 
..... + ..... 
p = p , 
,.. 
< I > = Tr [pl = 1 , CI.l.2) 
donde 1 denota la identidad en el espacio de Hilbert 
correspondiente. Si denotamos can {II>, l=l, ••• ,q} una base 
, 
completa ortonormal de estados cuanticos del sistema, 
1 = 1: 11 ><1 1 
1 
, , , 
(1.1.3) 
(de aqui en mas, las sumas sobre un subindice se realizan sobre 
, 
todo los valores posibles de este, a no ser que se indique lo 
contrario). Eli9iendo la base como aquella formada por los 
...... 
autoestados de p, podemos escribir 
o :S PI :S 1 , <1.1.4) 
donde el conjunto de autovalores {PI' l=I, ••• ,q}, representa la 
, ...... 
distribucion de probabilidad asociada a p. Por lo tanto, 1: P = 1. 
I I 
De este modo, el valor medio (1.1.1) puede expresarse en la forma 
de un doble promedio: 
O. 
1 
...... 
= 1: <1 10. 11 >PI 
I 1 
(1.1.5) 
...... 
La entropía o falta de informaci~n~-9 asociada a p se define 
, , 
como (asumiremos de aqui en mas k~ = 1, donde k~ es 
de Boltzmann) 
...... ...... 
S (p) _ -<In (p) > 
...... ...... 
= -Tr[p In (p)] 
= -I: Plln (PI) , 
1 
la constante 
(1.1.6) 
y es una magnitud que juega un rol fundamental en todo tratamiento 
estadístico. Estados puros corresponden a S = O y operadores 
densidad idempotentes 
...... 
p = Ik><k 1 , U.l.7) 
donde Pk=1 para el estado "ocupado" Ik>, y 
..... 
p =0 1 si 
, 
1 lJCk. En 
cualquier otro caso, S(p) > O, adquiriendo su valor maximo para 
, , 
una distribucion equiprobable Pl=Pk V k,l. La entropia mide pues 
, 
la falta de informacion relativa a un estado puro, en el cual las 
predicciones (valores medias) y distribuciones de probabilidad son 
, , , 
la mas precisas y agudas posibles en la descripcion cuantica. 
El conocimiento. de todos los valores medios O. del conjunto 
1 
..... 
completo determina algebraicamente a p, pues el valor media de 
..... , 
cualquier observable A es una funcion lineal de ellas: 
..... ..... 
A = E c.D. , 
i 1 1 
..... ..... ..... 
<A> = Tr[p Al = E c.D. 
. 1 1 
1 
Como base pueden utilizarse por 
·el emental es" 
..... 
Qkl = Ik><l I 
, 
ej., los 
l,k = 1, ••• ,q. 
(1.1. S) 
operadores 
<1.1.9) 
Si se desean operadores hermiticos, pueden emplearse las partes 
real e imaginaria 
..... .¿ ..... ..... 
Qkl =(Qkl-Qlk) /2L • Cualquier 
..... ..... ..... 
operador A puede escribirse en la forma A = E <k lA 11> Ik><l l. En 
k,l 
particular, 
de moda que 
..... A 
P = E <Qlk> Ik><l I , 
k,l 
Los autoestados de 
..... ..... 
obtenerse diagonalizando la matriz Qlk = <Qlk> = <klpll>. 
(1.1.10) 
..... 
p pueden 
\ 
1.2 DETERMINACION DEL OPERADOR ESTADISTICO 
, 
Na obstante, el problema fundamental de la macanica 
estadística constituye la descripción de sistemas de los cuales 
sólo se posee una información parcial, basada en los valores de 
, 
expectacion de un conjunto reducido de observables 
..... 
(Di' i=I, ••• ,m, mSn) (que se suponen lin:~almente independientes), 
I 
los cuales son accesibles al experimentador. Estos observables 
relevantes pueden ser operadores de muy diversa forma (por ej. 
variables macroscópicas, 
, 
operadores colectivos o de particula 
independiente, etc). Dado que el conjunto es reducido y no 
, 
completo, existen muchos operadores estadisticos que proporcionan 
los mismos valores medios de los observables privilegiados. El 
criterio utilizado en estos casos para determinar el operador 
, 
estadistico es el de , . ! S-6 maXlma entropla , 
, 
segun el cual debe 
, , 
elegirse aquel operador que ademas de proporcionar los valores 
, 
medios conocidos, maximice la entropia, es decir, nuestra falta "de 
, , 
informacion. De este modo, este operador estadistico posee la 
, , 
mínima informacion posible sobre los observables de los cuales se 
desconocen sus valores de expectación, consistente con la 
, , 
informacion conocida, no aportando por consiguiente informacion 
, 
espurea. 
, ..... 
El problema matematico consiste en maximizar S(p) con las m 
t ., O res rlccl~~ 
\)r~ 
~\\ .......... Tr [p O.] = O. , 1 1 i=I, ••• ,m. <I.2.1) 
Tal procedimiento puede ser llevado a cabo introduciendo m 
\. multiplicadores de Lagrange "1' i=1, ••• ,m, y maximizando 
\ 
\~' 
- 6 -
~ libremente la funcion 
"". A. SJO (p) = S(p) 
El resultado es·- 4 •• 2 ~ ~ ~ (vease tambien la seccion 1.3) 
A. m A. 
p = exp{X + I X.Oi } , 
o i=1 1 
donde X es una constante de normalizaci~n: 
o 
X 
o 
~ 
m A. 
= -In [rr[exp{ I X. o. } l] 
i=1 1 1 
(1.2.2) 
(1.2.3) 
(1.2.4) 
Los m parametros de Lagrange deben determinarse a partir de 
~ las restricciones (1.2.1). La solucion (1.2.3) existe siempre y es 
~ ~ 
unica si los valores medios conocidos son fisicamente aceptables 
(es decir, si existe al menos un operador densidad (1.1.4) que 
~ ~ 
proporcione los valores (1.2.1». La entropia maxima S adopta la 
~ 
expresion 
m 
S = -(X + I Xi O.) , 
o i=1 1 
Y por lo tanto, 
SJO = -X <1.2.6) 
o 
~ ~ 
Resulta obvio que aun en el caso en que la informacion 
~ 
disponible sea completa, p es tambien de la forma (1.2.3) , 
~ 
extendiendose la suma hasta n. (1.2.3) constituye en este caso la 
~ A. 
expansion de ln(p) en la base de observables, 
A. 
In (p) = X 
o 
n 
.... 
+ I x. O. , 
. 1 1 1 1= 
<1.2.7) 
donde X puede interpretarse como el multiplicador correspondiente 
o 
al operador identidad 1 (que no ha sido escrito en U.2.3) y 
, , (1.2.7) para abr~viar la notacion). En el caso de informacion 
incompleta, la prescripci~n de m~xima entropía implica simplemente 
A. 
X.=O para aquellos operadores O. cuyos 
1 1 
valores medios son 
desconocidos. El caso puro (1.1.7) se obtiene como límite de 
(1.2.3) cuando algunos de los par~metros tienden a ± m • Por ej., 
utilizando la forma diagonal (1.1.4) se obtiene ln(p) = E Xl 11><1 1 
1 
con Al=ln(Pl). En el caso (1.1.7), Ak=O, A¡=-~, l~. 
, , 
El resultado es pues una distribucion canonica generalizada. 
La situaci~n usual de equilibrio corresponde al caso en que los 
A. 
observables O. conmutan con el hamiltoniano del sistema. Se 
1 
reconocen inmediatamente las distribuciones canonica y gran 
'. " .. canonlca • , 
A. 
P = exp{X 
o 
.... 
f3H} , 
A. A. 
P = exp{X - f3H 
o 
A. 
XN} , 
A. A. 
donde H es el hamiltoniano del sistema, N el 
, 
U.2.8) 
U.2.9) 
, 
operador numero de 
particulas y ~ la inversa de la temperatura, que se obtienen 
, , 
cuando la informacion disponible consta solo del valor medio de la 
"" , energia (canonico), considerandose como estados accesibles solo 
, , 
aquellos con el apropiado numero de particulas, y valores medios 
de la energía y n~mero de partículas (gran canónico). En este caso 
el conocimiento del n~mero de partículas se considera como un 
valor medio adicional, y los estados accesibles no poseen un 
n~mero fijo de partículas. 
, 
En rigor, la traza debe realizarse solo sobre los estados 
, 
accesibles del sistema. La informacion certera de que el sistema 
no se encuentra en ciertos estados implica excluir a esto~ de la 
traza y del espacio de Hilbert correspondiente. Si no se posee 
, , 
ninguna otra informacion, todos los parametros Xi se anulan, 
, " 
obteniendose de este modo una distribucion del tipo microcanonico: 
..... 
p = I:lk><k l/O , (1.2.10) 
k 
, 
donde O es el numero de estados accesibles Ik> (que suponemos 
..... 
ortonormales) • En este caso p es simplemente un proyector, 
, 
representando una distribucion uniforme sobre los estados 
accesibles. La correspondiente entropía S = ln(O) 
, 
es la maxiaaa 
, 
posible dentro del subespacio. El caso usual es aquel en que los 
, 
estados accesibles poseen una energia definida E. 
Notemos que en lugar de maximizar S·, es equivalente 
..... 
privilegiar uno de los observables, por ej. O , 
~ 
y minimizar la 
, 
Cenergia libre generalizada· 
..... ..... 
F(p) = S"(p)/X~ 
..... 
= <O 
• 
m ..... 
I: #-1. 0 .> 
.1  1=2 
<1.2.11) 
donde #-l. =-X. /X Y T = -l/X, el cual se supone posi ti va (si es 
1 1 ~ ~ ~ 
..... 
negativo se debe obviamente maximizar F(p)). Este procedimiento es 
, , ..... 
mas comun en la literatura, y O es en general el hamiltoniano del 
~ 
sistema. El valor extremo F se obtiene para 
estadístico (1.2.3) y puede expresarse como 
..... m ..... 
el 
F = -Tln [rrCexp{ (O~ I: #-l. O. ) /T } 1] 
i =2 1 1 ~ 
operador 
(1.2.12) 
( 
~\ que 
este 
los observables ~ ~1-···
formalismo, y el operador 
no es necesariamente estacionario. El formalismo es pues 
, , 
apto para describir sistemas estaticos, y tambien fuera del 
equilibrio~-7, de los cuales se posee un conocimiento incompleto 
basado en los valores medios de un subconjunto arbitrario de 
observables. El operador estadístico (y por 10 tanto el estado 
estadístico del sistema) queda determinado entonces por los m 
, 
parametros k. (o T Y ~.), o bien por los m valores medios DI. (que 
1 ~ 1 
, 
pueden ser considerados como parametros de control y orden 
, , , 
respectivamente) a traves de la maximizacion de la entropia. 
, 
De este modo podemos utilizar este operador estadistico para 
predecir el valor medio de cualquier observable del sistema. Este 
proceso, por el cual se infiere el valor medio (a priori 
desconocido) de un observable dado a partir de los valores medios 
de un conjunto reducido de operadores, se denomina inferencia 
, , 
estadistica. La bondad de la prediccion depende del conjunto de 
observables relevantes, debiendo en todo caso incorporarse 
, , 
observables adicionales si se desea poseer una descripcion mas 
detallada. 
- 10 -
1.3 PROPIEDADES IMPORTANTES DEL OPERADOR ESTADISTICa 
Formularemos en esta 
, 
seccion ciertas propiedadesd,sz-sa 
, 
vinculadas al operador (1.2.3), que seran de suma utilidad en el 
resto de esta tesis. En primer lugar, consideremos el operador no 
normalizado 
.... m .... 
p~ = exp<E A.O.} 
i=1 1 1 
Su derivada con respecto a Ai es 
.... ..... 
P~O. 
1 ' 
<1.3.1> 
<1.3.2) 
...... S4..........· 
donde O. representa la transformada de Kubo de O. respecto de PI 
1 1 
..... ..... 
donde A = (A +E A.Oi ). o. 1 
1 
, 
La relacion U.3.2) puede 
U.3.3) 
demostrarse 
inmediatamente a partir del desarrollo en serie de la exponencial 
...... 
en (1.3.1) y (1.3.3). O. 
1 
..... A 
..... 
coincide con O. si 
1 
.......... 
[A,O.] = O, 
1 
o sea, 
[p,O.] = O. No obstante, el valor medio de la transformada es 
1 
siempre igual al del operador original, como puede verse a partir 
de la definición (1.3.3), intercambiando traza con integral, 
<o:> = Tr[J:~(-U+l)Oi~(U)dU] 
o 
.......... 
= Tr[p O.] 
1 
- 11 -
<1.3.4) 
, 
A partir de la relacicn fundamental (1.3.2) se deduce 
inmediatamente 
..... 
~ I~A. = -<D.> , 
011 
A. ...... ..... 
= P (D. -<D.» 
1 1 
<1.3.:5) 
<1.3.6) 
" , La expresion (1.3.5) es muy util para hallar la relacion 
entre los multiplicadores y los correspondientes valores medios. 
, 
Si a es un parametro arbitrario relativo al sistema, utilizando 
(1.2.5) Y (1.3.5) se obtiene 
~S 
~. a 
m " Di 
= -1: [( ~ I ~. + O.) ~. lila + A1. ] o 1 1 1 
i=1 " a 
m " O. 1 
= -1: Ai -. 
i=1 " a 
(1.3.7) 
En particular, se obtienen las importantes relaciones 
8S 
-A. = , 
~ O. 1 
(1.3.8) 
1 
" S" D. = , 
" A. 
1 
(1.3.9) 
1 
que reflejan el hecho de que ambas magnitudes S y S" (consideradas 
como funciones de los parámetros o. 
1 
y i=I, ••• ,m, 
respectivamente) se hallan relacionadas por la transformada de 
Legendre (1.2.2). 
, 
La relacion (1.3.7) puede utilizarse para verificar la 
propiedad de extremo del operador (1.2.3). En efecto, expandiendO 
..... 
ln(p) en la forma (1.2.7) y considerando como parámetros 
variacionales los valores medios desconocidos ok' k=m+l, ••• ,n, la 
, , 
condlcion de maximo implica: 
A 
o = _a_s_( p:..)_ = k=m+l, ••• ,n, CI.3.10) 
con la cual se obtiene el resultado (1.2.3). A partir de (1.3.6) 
se obtiene 
de moda que 
" o. 1 
A 
si ·0. 
1 
A A 
A At A A 
= Tr[p (0.-(0.»0.] 
331 
A 
conmuta con p, (1.3.11> 
CI.3.11) 
coincide con la 
-covarianza' (ojoi>-ojOi. En particular si i=j, se obtiene la 
, " fluctuacion o dispersion cuadratica media (a varianza) 
, 
Ademas, 
= -
, (1.3.12) 
con la cual se verifica la propiedad 
, 
At .... (0.0.> 
3 1 = 
obvia 
partir de la definicion (1.3.3). Utilizando (1.3.11) se obtiene 
liS ID A .... 
= -E A.[(o.o.> - oio~] 
i=1 1 1 3 J 
-= 
m A A 
a 
= -1: A. [(OJO' > 0.0.1 , 
1 3 
(1.3.13) 
1=1 1 1 
donde la transformada de Kubo se -cancela' debida a la suma sobre 
i. En casa de existir un sola operador, digamos 
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A 
° , :& en el 
..... , 
exponente de p, la derivada de la entropia .es directamente 
, 
proporcional a la fluctuacion: 
IJS 
-= A IJ(O ) lIJA 
s s s 
Las relaciones (1.3.8-9) implican 
IJF 
IJ lJi 
-D. , i=2, ••• ,m, 
1 
<1.3.14) 
IJF 
-= -5 • <1.3.15) 
IJT 
s 
Otra propiedad importante de la entropía asociada al operador 
U.2.3) es la . el-SS concavIdad • Sean ..... 0 p y ..... s p dos operadores 
estadísticos que proporcionan valores medios o: y i=I, ••• , • 
respectivamente, y sea 
..... x 
p la combinaci';n lineal 
..... x ..... s ""'0 
p = xp + (1-x)p, O :s x :s 1, el cual proporciona los valores 
x S o. ..... , 
medios 0 1, = xO. + (l-x)O. • SI P es el operador estadistico que 1 1 
, x 
maximiza la entropia proporcionando los valores 0i' se cumple la 
siguiente cadena de desigualdades: 
..... .....x ..... • ..... 0 S(p) ~ S(p ) ~ XS(pA) + (l-x)S(p ) • <1.3.16) 
, 
La primera desigualdad resulta obvia en virtud de la definicion de 
..... , 
p. La segunda es consecuencia de la propiedad basica de concavidad 
de S, que puede derivarse de la concavidad hacia abajo de la 
, 
funcion -xln(x) en el intervalo O :s x :s 1, de modo que 
-<xln(x» :s -<x>ln«x». 
1.4 LA APROXIMACION AUTOCONSISTENTE GENERALIZADA 
, 
Comenzaremos aqui con el desarrollo de las ideas centrales (y 
originales) de esta tesis. Supongamos que se desee realizar una 
, 
descripcion aproximada de un sistema basada en un conjunto 
privilegiado de observables elegido por el observador, al qua 
..... 
denotaremos por {Oj' j=l, ••• ,k}. El correspondiente oparador 
estadístico es entonces de la forma 
..... ..... 
p = exp(X + t X.o.} 
o j .J.J 
(1.4.1) 
, 
Consideremos sin embargo el caso en que la informacion 
..... 
disponible se compone de m operadores {P., i=l, ••• ,m}, los cuales 
1 
..... 
no coinciden necesariamenta can las operadores 0j. El operador 
estadístico exacto será por consiguiente 
..... ex 
= exp{X 
o 
..... 
+ I: X~x P.} 
i 1 1 
(1.4.2) 
, , 
No obstante, en la mayoria de las situaciones es muy dificil 
, 
trabajar can el aperador exacto (1.4.2). La conexion entre los 
..... 
multiplicadores x;x y los valores medios Pi = <Pi> es en general 
, 
complicada y requiere usualmente la diagonalizacion del exponente 
..... , 
de p, lo cual exige un extraordinario trabajo numerico si el 
n~mero de estados accesibles es elevado. , Ademas, el cálculo de 
, 
valores medios de observables arbitrarios (inferencia estadistica) 
, 
resulta tambien complicado. Es por lo tanto deseable poseer una 
, 
descripcion aproximada basada en un operador densidad de la forma 
..... 
(1.4.1), donde los operadores o. se 
1 
eligen de forma que (1.4.1> 
, 
sea manejable. La concrecion de esta inquietud es el ·leit motiv· 
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de esta tesis. 
Nuestra idea es la de aproximar el operador (1.4.2) por uno 
de la forma (1.4.1), el cual debe ajustar los m valores medios Pi 
, 
'" y a la vez maximizar la entropia (aproximada) S(p). Si las 
..... 
operadores Pi son linealmente independientes, es necesaria que 
, , 
m ~ k para que el problema tenga salucion general. Pero aun en 
, 
este casa el problema- no siempre pasee salucian, pues el rango de 
valores de Pi predicho por (1.4.1) no coincide en general can el 
, 
correspondiente a (1.4.2). Matematicamente, el problema consiste 
en maximizar 
A ..... 
S(p) = -(A + ): A.<O.» , o j .J .J 
can las m restricciones 
..... ..... 
Tr[p Pi] = P. , 1 
la cual es equivalente a maximizar libremente la magnitud 
..... 
S~ (p) = -(A 
o 
..... 
+):f3.<P.> 
i 1 1 
<1.4.3) 
<1.4.4) 
<1.4.5) 
Las valares medios en (1.4.3-5) san tomados respecta del operador 
(1.4.1). Las par~metros (3. na coinciden en general can las A~x de 
.1 1 
, 
(1.4.2). Considerando par comodidad cama parametros variacionales 
los valores medios O., se obtiene 
.J 
o = = -A. + ): (3. 
.J i 1 
, 
11 P. 
1 
11 O. 
J 
, (1.4.6) 
donde hemos utilizado la relacion (1.3.8). Par la tanto, se 
obtiene el importante resultado 
AJ' = 1: (3. i 1 
8 P. 
1 
• 
Las multiplicadores Aj quedan vinculadas a 
(1.4.7) 
las m S k 
parámetros (3i mediante (1.4.7). El aperador estadística aproximada 
, 
adquiere la expresion 
donde 
..... ..... 
p = exp{A + 1: (3.p.>" 
o i 1 1 : 
= 1: 
j 
iJ P ...... 
----!.. O. 
8 O. J 
J 
I 
(1.4.8) 
(1.4.9) 
El aperador (1.4.8) pasee la misma forma que (1.4.2), excepto 
..... ..... 
par el reemplaza de Pi par el aperador ·efectivoP na lineal Pi' el 
cual es una combinación lineal de las operadores privilegiadas 
pera can coeficientes que dependen de las valares medias 0j. El 
aperador (1.4.8) es pues no lineal, dependiendo de las valares 
, 
medios que a su vez determina. La solucion ·formal P (1.4.8) 
implica entonces el sistema no lineal 
.......... 
Tr[p 0.1 = O., j=I, ••• ,k. 
J J 
<1.4.10) 
El sistema (1.4.10) puede resolverse iterativamente partiendo 
de valores medios iniciales O~ (en principia arbitrarias). Can 
J 
, 
..... 0 
estas se construyen las operadores Pi par media de (1.4.9) 
/ 
, 
..... 0 O~ formando aS1 el aperador estadistico p • Las valares del 
J 
segunda pasa obtienen a partir de (1.4.10) utilizando ..... 0 Se se p • 
, , 
continua asi el procesa hasta obtener autoconsistencia, es decir, 
convergencia en las valares medios 0j' de modo que la diferencia 
de valares entre das pasas sucesivas sea menar que un errar 
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arbitrario. La convergencia puede depender de los valores medios 
iniciales elegidos y del valor de los parámetros ~. 
1 
(considerados 
como fijos en todo este proceso), e incluso puede no existir. 
En general, debido a la no linealidad, pueden existir varias 
, 
soluciones estacionarias posibles, correspondiendo a maximos y 
, 
minimos locales, y puntos de ensilladura. No obstante, si bien la 
." , 
maxi:!Rizacion directa es mas eficaz para encontrar todas las 
, 
solu~ione5 estacionarias posibles, es dificil de implementar en el 
caso general. 
, 
Para valores dados de los parametros ~i' existe siempre al 
, 
menos una solucion autoconsistente. No obstante, si se desea 
, 
partir de los valores medios Pi' los parametros ~i deben ser 
, 
determinados a su vez por las condiciones (1.4.4). Es aqui donde 
, A 
puede ocurrir la imposibilidad de la determinacion de ~ El valor 
, 
medio Pi dado por (1.4.4) es en general una funcion complicada de 
los 0j' que no cubre todos los valores posibles de Pi. Esta no 
linealidad puede dar tambi~n origen a la posibilidad contraria de 
varias soluciones pa~a los ~i' para valores fijos de Pi' de las 
, 
cuales la correcta es en principio la de mayor entropia, debiendo 
descartarse mínimos y puntos de ensilladura. El conocimiento de 
, 
valores medios adicionales puede ayudar a elegir el maximo 
correcto. 
, .... 
La excepcion ocurre si los operadores Pi 
i ..... ..... lineales de los O .• En este caso, 
J 
resultado 
8 P. i 1 X. -= C . , J J 8 O. 
J 
= 
Pi = 1: c.O. j J J 
i 1: f3. C j , i 1 
- lB -
son combinaciones 
y se obtiene el 
(1.4.11> 
..... , , 
con 10 cual E A.O. j J J tornandose exacta la aproximacion. 
Cabe destacar que en general, A no coincide con -9~ en la 
o 
, 
aproximacion autoconsistente, 
9~ = -A 
o 
A A 
E f3. <p . -p . > i 1 1 1 <1.4.12) 
No obstante, las propiedades (1.3.8-9) siguen siendo válidas 
en virtud de la condici~n estacionaria (1.4.6) y (1.4.7): 
89 8 O. 8 P. 
-E A. J -E (1. 1 = = 
8 Pi~ j J 8 Pi~ . 1 8 Pi~ 1 
= -f3i ~ , <1.4.13) 
" S~ P. = , 
8 f3i 
I 
(1.4.14) 
, 
donde hemos considerado a S como funcion de los P. y S~ como 
1 
, 
funcion de los f3 .• Por 10 tanto, en general 
1 
8A 
o ~ -Pi. A partir 
8 (1i 
de (1.4.13) es fácil ver que la relación (1.3.7) se mantiene. Par 
ej., 
= -E /3. 
i 1 • 
<1.4.15) 
No obstante, (1.4.15) no coincide en general con la suma de 
fluctuaciones (1.3.13), ya que los operadores reducidos dependen 
además de los f3 .• Por la misma raz~n tampoco es válido (1.3.14). 
1 
, 
Como se ha mencionado en la seccion 1.2, usualmente se 
, 
trabaja con la ~energia libre generalizada~ 
donde 
..... ..... 
F(p) = <P 
t 
T = -1/(3 
t t' /-l. = T (3. , 1 t 1 
..... 
T tS (p) , <1.4.16) 
..... 
y S(p) la entropía aproximada 
(1.4.3). El valor medio en (1.4.16) es tomado respecto de (1.4.1>. 
, 
Las condiciones conducen nuevamente a la relacion 
, , 
(1.4.7). Si el parametro Tt es positivo (negativo), la solucion 
correcta es la que minimiza (ma~imiza) (1.4.16). 
La aproximación autoconsistente constituye obviamente una 
, 
cota inferior a la entropia exa::ta, para valores medios dados de 
..... 
los P., y una cota superior (si T >0) a la F(p) exacta, para 
1 t 
, 
valores fijos de los parametros (3i' dado que nos hemos restringido 
, 
a un subconjunto particular de operadores estadisticos. La 
aproximación autoconsistente corresponde pues a un orden mayor que 
" el dado por la solucion exacta. 
..... , 
Si el conjunto (D., j = 1, ••• ,m) esta formado por operadores 
J 
de un cuerpo, el tratamiento autoconsistente se reduce a la 
" " extension estadistica de las aproximaciones de campo medio. La 
fórmula (1.4.9) constituye en este caso la expresi~ general para 
el operador de campo medio no lineal efectivo, y el método 
recursivo se reduce a las ecuaciones de Hartree-Fock (o, en 
, 
general, Hartree-Fock-Bogoliubov) estadisticas generalizadas, las 
" " que seran discutidas en el proximo capitulo. 
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CAPITULO 11 
CUASIPARTICULAS INDEPENDIENTES EN SISTEMAS FERMIONICOS y BOSONICOS 
INTRODUCCION 
, 
En este capitula examinaremos el casa muy importante en que 
, 
las operadores que forman el exponente del aperador estadistico 
san operadores generales de un 
, , 
~-2 cuerpo 
, 
Las así formadas 
operadores estadisticos de particula independiente (p.i.) y 
cuasiparticula independiente (c.i.) poseen ciertas ventajas 
, 
esenciales. En primer lugar, la relacion general entre las 
multiplicadores de Lagranqe y las correspondientes valares de 
expectación 
, 
puede hallarse explicitamente en forma ~ general , 
eligiendo apropiadamente el conjunta de estadas accesibles, en 
, 
virtud de ciertas propiedades de transformacion que paseen estos 
, 
operadores (ver Apendices A y B). En segunda lugar, es posible 
realizar 
, 
facilmente inferencias estadísticas sobre otras 
observables arbitrarias del sistema, na necesariamente de un 
, 
cuerpo, la cual permite ademas calcular 105 operadores efectivas 
correspondientes a la sección 1.4 sin dificultad. 
, 
Los operadores de un cuerpo paseen tambien propiedades 
matem~ticas atrayentes. Forman por ej., un conjunta cerrada bajo 
, , 
la operacion de conmutacion, satisfaciendo una correspondiente 
~lgebra de Lie. Este hecho posibilita importantes ventajas en la 
descripción de la evolución temporal, como se ver~ en el capítula 
v, y es en realidad subyacente a todas las propiedades 
particulares que exhiben estos operadores. 
FíSicamente, estos operadores resultan adem~s las m~s f~ciles 
de medir, y par consiguiente, la información experimental sobre un 
, 
sistema se compondra en general de valares medias de observables 
, , 
de un cuerpo, en adicion probablemente a la energia y otras 
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invariantes (por ej. momento angular). Los operadores de un cuerpo 
pueden representar tanto grados de libertad de p.i., como así 
, 
tambien operadores colectivos, formados como suma coherente sobre 
muchos operadores de un cuerpo ·elementales·, los cuales brindan 
información sobre los modos coherentes de movimiento de las 
, 
particulas que componen el sistema. 
La descripción de c.i. constituye pues el pun'l:o de part i da 
I 
, , 
basico para el estudio de un sistema cuantico de muchos cuerpos. 
, 
En las secciones 1-3 se examinan los operadores estadistios de 
c.i. dentro de un contexto completamente general, en sistemas 
" , fermionicos y bosonicos. En la seccion 4 se aborda el problema de 
, , 
la inferencia estadistica, el cual volvera a tratarse en el cap. 
, 
VI. Las ecuaciones estadisticas autoconsistentes de campo medio se 
derivan en las secciones 5-6. Finalmente, se resumen en los 
, , 
apendices las propiedades mas importantes asociadas a los 
, , 
operadores de un cuerpo, incluyendo la version estadistica general 
del teorema de Wick. 
11.1 EL OPERADOR ESTADISTICa FERMIONICO DE PARTICULA INDEPENDIENTE 
Comenzaremos par estudiar el caso de un sistema finito de 
, 
fermiones. Toda aperador de un cuerpo fermionico puede expresarse 
, 
como combinacion lineal de los operadores ·elementales~ 
..... + A .. =. cic j JI 
UI.1.1a) 
+ 
= A .. , lJ 
..... 
B .. = c.c. , JI 1 J 
<11.1.1b) 
..... + + + B .. = c.c. , JI J I 
+ " donde c. (c.) denota el operador, de creacion (aniquilacion) de un 
I 1 
fermiÓn en el estado de p.i. li>. El indice i denota un conjunto 
" , 
completo de numeras cuanticos que determinan univocamente al 
estado. Si existen L estados de p.i. linealmente independientes en 
, 
el sistema, entonces i=1, ••• ,L. Las operadores de creacion y 
aniquilaci';n 
, 
fermionicos satisfacen las conocidas reglas de 
anticonmutaci';n 
+ + O [ci,cjl+ = , 
[cj,ci ]+ = O , <11.1.2) 
+ 6 .. [ci,cjl+ = , lJ 
donde [A,Bl+ = AB + BA. En primer lugar, consideraremos el caso en 
, 
que la informacion disponible se compone solamente de los valores 
..... 
medios de los operadores A ..• En otras palabras, supondremos que lJ 
se posee el conocimiento de la matriz densidad de un cuerpo A 
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8 definida como 
A. lj = 
= 
+ 
<C.C.> 
J 1 
".. 
<A . . > <11.1.3) lJ 
" La matriz A es obviamente hermitica. El correspondiente 
operador estadístico es entonces de la forma~'" 
".. + p = exp{A + 1: A .. c.c.} o i,j lJ 1 J 
= exp{A + c+Ac} , <11.1.4) 
o 
donde A denota la matriz de multiplicadores de Lagrange 
<A .. lJ 
+ 
= A .. ) y c , c, lJ los vectores 
+ + + 
c = (c , ••• ,c ) , 
~ L e = [I:] . 
" 
(11.1.5) 
Las relaciones de anticonmutacion (11.1.2) pueden resumirse 
en 
<11.1.6) 
+ 
" donde ce denota el producto tensorial, tr la trasposicion e 1 la 
matriz identidad de LxL. 
" "" La condicion de hermiticidad de p exige que la matriz A sea 
" 
.... 
" hermitica. El logaritmo de p es pues, un operador hermitico de un 
cuerpo, y por lo tanto, A puede ser diagonal izada por medio de una 
transformaci~n lineal unitaria de los operadores c. (ver Ap~ndice 
".. 
A). P puede escribirse entonces en la forma diagonal (de p.i.) 
A. 
P = exp{)., 
o 
U1.1.7) 
donde Aij = AicSij , siendo Ai los autovalores de la matriz A, y 
decir, c~ es 
1 
unitaria que 
c~ = Uc , 
= 
,,+ 
C 
E u .. c. j lJ J , 
diagonal iza 
,,+ 
c. 
1 
A, 
U 1 .1. S) 
* + 
= E u .. c. , j lJ J donde U es la matriz 
UI.1.9) 
, 
Tanto U como ).,i quedan determinados por la condicion (11.1.9) 
A. 
que equivale a [ln(p),ci l = Aici. Los operadores primados 
satisfacen nuevamente las condiciones (11.1.2) debido a la 
unitariedad de U. 
La ventaja de la forma (11.1.7) es que permite vincular 
inmediatamente valores medios de p.i. con los correspondientes 
multiplicadores de Lagrange. A partir de (11.1.7) se obtiene 
+ <c~ c:l'.> 
1 J 
A. + 
= Tr[p c~ c".l 
1 J 
= f. 6 .. , 
1 lJ 
UI.1.10) 
, , 
donde f. (O ~ f. ~ 1) es el llamado numero medio de ocupacion. Su 
1 1 
, , 
vinculacion especifica con los ).,. depende del conjunto de estados 
1 
accesibles considerado. En un conjunto estadístico del tipo gran 
, , 
canonico, donde no existen limitaciones sobre el operador numero 
de partíCUlas 
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...... + + N = E c.c. = E c~ c~ , 
. 1 1 i 1 1 1 
(11.l.lU 
..... , , 
los operadores A. lj no estan sujetos a ninguna restriccion. El 
valor medio del n~mero de parttculas , esta incluido en el 
..... , , 
conocimiento de la matriz A: <N> = E A .. = trCAl (de aqui en mas, 
i 11 
, 
tr denota la traza sobre el espacio de una particula (matrices de 
, 
LxL), a diferencia de Tr que actua sobre el espacio 
I 
(multiparticular) de Fock. Los estados accesibles son en este caso 
1. los 2 estados 
In ••• n > j, 1. 
+ n 
= n (ci ) qO> , 
i 
<11.1.12) 
, , 
donde n. = 0,1, es el numero de DCupacion del estado de p.i. li>, y 
1 
, 
10> el vacio de los operadores c (c. 10>=0). En este conjunto, las 
1 
variables ni son completamente independientes. Se obtiene entonces 
= -E ln(1 + exp(X.)} 
1 i 
= E InU 
i 
f.) , 
1 
<11.1.13) 
, , , , 
donde el numero medio de ocupacion esta dado por la expresion de 
F . D' !S-eS erml- lrac 
f = -8X /8>... i o 1 
..... 
De este modo, N = <N> = E f .• 
i 1 
<11.1.14) 
Utilizando <11.1.13) , es 
posible escribir p como el -producto de L factores independientes 
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..... + p = n (exp(A.c~ c~)/[1+exp(A.)]> 
i 111 1 
+ 
= n ([1+(exp(A.)-1)c~ c~]/[1+exp(A.)]> i 1 1 1 
, + 
= n [(l-f. ) + (2f i -1)c~ c~] <I1.l.15) 
i 1 1 1 
A partir de (11.1.15) puede mostrarse fácilmente que la 
, , 
entropia adquiere la conocida expresion 
..... ..... 
S = -Tr[p In (p)] 
= -A - ~ Aifi o 
1 
-= 
-1: [f.lnH.) + (l-f i )ln (l-f i )] 
i 1 1 
<I1.l.16) 
Na obstante, en muchas casas na se pueden admitir 
, , 
fluctuaciones en el numera de particulas, y se debe trabajar en 
conjuntas estadísticas del tipa , canonico. Las f~rmulas 
(11.1.13-16) dejan entonces de ser válidas y , , es mas dificil en 
general calcular la relaci~n entre f i y Ai. Sin embarga, en 
, , 
ciertas casas es pasible trabajar comodamente aun en este tipa de 
conjuntas (véase Cap. 111 y Cap. VI). Conviene remarcar que en 
espacias finitas las trazas en las conjuntas , canonico y gran 
, , 
canonico na coinciden, acentuandose la diferencia para valares 
.. pequenos de N. 
Para hallar la relaci~n general entre multipl.icadores y 
valares medias en una base arbitraria, notemos que las matrices A 
, 
y A san simultaneamente diagonales, y las cantidades 
constituyen par consiguiente los autovalores de A. Es conveniente 
escribir A cama el valar media de un producto tensorial 
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+ 
= 1 - <cc > , 
por lo que utilizando (11.1.8) se obtiene 
donde A· 
+ A~ = UAU , 
tanto, si 
, 
entonces A = FCA). Así, 
la relaci~n matricial! 
en el conjunto gran canonico, 
lo que implica 
(-s) A = [1 + exp{-A}l , 
= -iIA lilA .. 
o JI 
<11.1.17) 
<11.1.18) 
f i = F (Ai ), 
se obtiene 
<11.1.19) 
<11.1.20) 
, 
En el caso en que A sea diagonal, (11.1.20) es la expresion 
, 
matricial de (11.1.14). Expresiones analogas se obtienen en otros 
, , 
conjuntos estadisticos especiales. La entropia (11.1.16) puede 
, ! 
expresarse tambien como el producto escalar 
s = -A 
o 
= -A 
o 
E A .. A .. 
. . 1 J JI I,J 
tr[AAl <11.1.21> 
Estados puros (S=O) corresponden a Ai = ± ~ o sea, f i = 0,1, 
respectivamente, en cuyo caso la matriz A es idempotente. El 
, A. 
limite de p existe (ver 11.1.15), 
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.... + + lim p = n c"'o c"'o n c"'c'" 
A j -too, Ak-+-OO j J J k k k 
= IV'>< V'I , <11.1.22) 
y corresponde a un aperador densidad idempotente, donde j (k) 
denota las estadas ocupadas (desocupadas), es decir, fj=1, fk=O, Y 
IV'> el determinante de Slater 
+ 
= n C~o 10> 
j J 
<11.1.23) 
, , , 
En el tratamiento estadistico, las numeras de ocupacion y 
multiplicadores san extendidos al intervalo ° S f i S 1, 
, 
-00 < Ao < 00 • Obviamente, puede darse tambien el casa de sistemas 
1 
, 
mixtas, donde sala algunas de las fo san iguales a 1 (a O), en 
1 
cuya casa el aperador densidad es el producto de un factor de la 
, , 
forma (11.1.22) por un aperador estadistico de entropia no nula 
definido en el espacia remanente. Esto corresponde a situaciones 
donde se tiene la certeza de que ciertos estados están ocupados, 
, 
mientras que en las estados restantes solo se posee el 
conocimiento de determinados valores medios, en los cuales pueden 
existir fluctuaciones. 
En caso de existir una sola partícula en el sistema, c~co es 
1 J 
, 
equivalente al aperador li><jl (que actua en el espacio de estados 
de una partícula). El aperador densidad de una partícula 
+ A = 1: A o oC o C o , 
lJ 1 J i,j 
<11.1.24) 
..... 
coincide en este casa con el operador p (11.1.4), como puede 
apreciarse al comparar (11.1.24) con (1.1.10) (el conjunto de 
..... 
operadores Aij es completo en este caso). Por lo tanto, 
A A 
InCA) = lnCp), es decir, 
A = exp<A>/tr[exp(A)] , (11.1.25) 
lo que implica, en particular, f. = exp(~.)/[t exp(~.)]. Estos 
11. 1 
1 
resultados difieren obviamente de los obtenidos en el tratamiento 
, 
multiparticular en el conjunto gran canonico. 
A partir de la matriz A, es posible calcular el valor mediq 
A 
de cualquier observable de un cuerpo O, 
A 
O = 
.A 
<O> 
+ t R .. c.c. 
. . lJ 1 J I,J 
A A 
= Tr[p Ol = 
, 
+ 
= e Re , 
tr[AOl , 
(11.1.26) 
(11.1.27) 
donde la matriz R es hermitica. El valor medio se expresa pues 
como un ~producto escalar- en el espacio de una partícula. 
Si el conocimiento disponible consta del valor medio de m 
observables arbitrarios no necesariamente elementales 
A 
P es de la forma (11.1.4), con A restringida a 
m . 
A = t ~.Rl , 
i=l 1 
..... 
...... + l' 
0 1 = c R c, 
(11.1.28) 
donde ~. es el mUltiplicador asociado a O .• En realidad, dado que 
1 1 
, , 
los observables físicos corresponden a operadores hermiticos, la 
, , 
informacion disponible provendra siempre de operadores del tipo 
(11.1.26), Y no directamente de los operadores elementales 
(11.1.1). No obstante, siempre es posible construir en forma 
inmediata la matriz O a partir de operadores 
, 
hermiticos 
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t. ..... 
--¿(A .. 
2 lJ 
A 
A .. ) , JI 
elementales 
(11.1.29) 
, 
(i denota la unidad imaginaria) de modo que, en notacion obvia, 
i A.ij ) <I1.1.30) 
Finalmente, cabe destacar que valores medios de operadores de 
, , 
dos o mas cuerpos en el conjunto gran canonico y respecta de un 
aperador densidad (11.1.4), pueden ser calculadas (es decir, 
, , ", 
inferidas) facilmente mediantelel teorema de Wick (vease apendice 
C), la cual constituye una ventaja esencial de estos operadores 
estadísticos. Par ej., para un operador arbitraria de das cuerpos, 
se obtiene 
A 
< x x x x > = Tr [p x )( x x 1 
~ 2 9 • ~ 29. 
= <x x >< x x > + < x x >< x x > 
~ 2 s. ~ 4 2 9 
<)( x >< x )( >. <I 1 • 1 • 31> 
~ 9 2.· 
, , 
donde x. denota un operador de creacion a aniquilacion, a una 
\. 
combinación lineal de ellas. Es obvio que contracciones del tipa 
, 
<c.c.> son nulas respecta del aperador (11.1.4). Tambien es nula 
1 J 
, 
el valar media del producto de un numera impar arbitraria de 
operadores x .• 
\. 
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11.2 INCLUSION DE TERMINeS DE APAREAMIENTO 
~ ~ 
Si la in~ormacion disponible incluye ademas valores medios no 
nulos de los operadores B .. lJ 
~ ~ 
~ (terminos de capareamiento"), la 
generalizacion de las ~ormulas anteriores es inmediata. El 
~ 
exponente del operador densidad es una ~orma cuadratica general en 
los operadores de creación y aniquilaciÓn 2 , 
.... + s • + + p = expO~ + E [x .. c.c. + i(YijCiCj + YijCjC t )]) o i,j lJ 1 J 
= exp{X" + !:(Z+MZ» , <11.2.1) o 2 
donde X" = 
o 
x 
o 
s + tr[A], M es la matriz de multiplicadores 
2 
( A-r' ] M = r -A' , <11.2.2) 
y 
+ + 
= (e , ••• ,c ,e , ••• ,c ) , 
S J.. j, J.. 
<11.2.3) 
siendo Z el adjunto de Z+ (vector columna). La matriz r se de~ine 
en ~orma análoga a A y es antisimétrica, r ij = Yij = -Yji , con lo 
~ ~ 
cual M resulta hermitica. Las relaciones de anticonmutacion 
(11.1.2) pueden resumirse ahora como 
<11.2.4) 
donde 1" es la identidad de 2Lx2L. De~inimos asimismo las matrices 
de valores medios9 
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<11.2.5) 
=. 1 - <ZZ+> • (11.2.6) 
B es el llamado tensor de apareamiento o ~pairing~, y D la matriz 
densidad de un cuerpo generalizada, la cual puede escri:,irse COIRO 
un producto tensorial, en forma similar a A. Siendo 8 
, , 
antisimetrica, la matriz D resulta hermitica. M puede ser 
diagonal izada por medio de una 
Bogoliubov (ver Ap~ndice A) 
que puede escribirse como 
, 
con 
, 
transformacion general de 
<11.2.7) 
<11.2.8) 
<11.2.9) 
La matriz W debe ser unitaria para que los operadores 
primados ci, ci+' cumplan nuevamente con las condiciones (11.1.2) 
, 
o (11.2.4). Los operadores primados son operadores d~ creacion y 
destrucción de cuasiparticulass si V ~ O, en cuyo caso poseen un 
vacio diferente al de los operadores originales. Exigiendo que 
... + +. ... 
[ln(p),c~ ] = ~.c~ podemos escribir el operador p nuevamente en 
111 
la forma diagonal (de c.i.) 
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A i, Z~+H~Z~} p = {~~ + 
O Z 
= {~~~ + E ~.c~+c~} , 
o .11 1 
(11.2.10) 
1 
donde 
HP = WHW+ 
[A. O J , 
= , 
I O -AP 
(11.2.11) 
• ~~. = ~. - - E~. , y A~ . = ~.6 .. , siendo ±~. los autovalores de 
o o 2 i 1 lJ 1 lJ 1 
H. Utilizando la forma (11.2.10) se obtiene 
= <c·.c~ >* = J 1 
, 
O , 
(11.2.12a) 
(11.2.12b) 
donde rige para f. la expresion (11.1.14). La traza del operador 
1 
, , 
(11.2.1) solo tiene sentido en un conjunto del tipo gran canonico, 
A , , 
ya que In (p) no conserva el numero de particulas. Dado que 
+ (-d <c~c~ > = (1+exp{~.}) , 
111 
podemos resumir las relaciones 
(11.2.12) en la forma matricial 
, (11.2.13) 
donde 
(11.2.14) 
Utilizando (11.2.11),(11.2.13) y (11.2.14) se obtiene el 
resultado general 
(-i,) D = [l· + exp{-H}] (11.2.15) 
, , 
La formula (11.2.15) es valida en cualquier base y constituye 
la generalizaci~n de (11.1.19). Más explicitamente, a partir de 
(11.2.7) Y (11.2.15) se obtienen las expresiones 
+ [U+A"' U Vtr U-A"' )V*l. <Cjc i > = + lj 
= -m... Im... .. , 
o JI 
UI.2.16a) 
<c.c.> = [U+A"' V + Vtr (I-A"' )U*l .. J 1 lJ 
-m... 1(Jy .. + + * = = <ci C j> , o JI (l1.2.16b) 
donde Aij 
la base: 
= f.6 ..• La constante de normalizaci~n ~"' no depende 1 IJ o de 
= 1: [ln(l-f.) + ~~. 1 
1 2 1 
(11.2.17) 
i 
Nuevamente, la entropía (11.1.16) puede expresarse como un 
producto escalar 
s = -{~"' + ~ tr"'[MD1} , 
o 2 
(11.2.18) 
(tr"' denota la traza sobre el espacio de dimensi~n 2L) lo cual 
muestra claramente que S es invariante frente a transformaciones 
unitarias de p.i., ya sean del tipo (11.1.8) o (11.2.8). En otras 
palabras, S no depende de la base de p.i. elegida. 
Estados puros corresponden ahora a matrices D idempotentes, o 
..... 
sea, f i = 0,1. EL operador p es en este caso nuevamente de la 
forma (11.~.22). Notemos que el determinante de Slater (11.1.23) 
puede considerarse como vacío de nuevos operadores 
, 
fermionicos 
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cj~ = Cj+, de modo que estados puros corresponden siempre a vacios 
(f. = O , V i) de operadores apropiados. 
1 
, 
En forma similar a la seccion anterior, el valor medio de 
cualquier observable general de un cuerpo 
con 
puede expresarse como 
..... 
<O) = 
) ' 
+ ~ 
2 
* + + (Á .. c.c. + Á •. c .c.)] lJ 1 J lJ J 1 
~ 2{tr~[DO] + tr[R]} , 
<11.2.19) 
<11.2.20) 
<11.2.21) 
y es evidentemente invariante frente a transformaciones (11.2.8). 
Si la información proviene de m operadores 0i = ~ Z+Oi Z, ~ es de 
i la forma (11.2.1), con M = E ~.O • 
. 1 
1 
, 
El teorema de Wick sigue siendo valido para valores medios 
, 
tomados respecto del operador general (11.2.1> • La unica 
diferencia es que existen ahora contracciones B .. = <c. c.) (y por 
lJ 1 J 
+ + , 10 tanto, <c.c.» no nulas. Si bien los sistemas fermionicos 
J 1 
, , 
poseen en general un numero fijo de particulas, el operador 
, (11.2.1> es de suma utilidad en la aproximacion de campo medio 
autoconsistente, donde es imprescindible poseer una matriz B no 
, 
nula en ciertas circunstancias, las que seran discutidas en la 
, ,. 
seccion 11.5 y en el capitulo 111. 
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11.3 EL OPERADOR ESTADISTICO BOSONICO GENERAL 
, 
Examinaremos en esta seccion el operador densidad 
correspondiente a un sistema finito de bosones. Si bien el 
desarrollo es en general similar al de las secciones (11.1-2), 
existen ciertas diferencias de importancia que obligan a 
, 
considerarlas :~n detalle. En un sistema bosonico, todo operador de 
, 
un cuerpo puedl~ expresarse en terminas de combinaciones lineales 
de los operado.-es el emental es 
..... + A. = b.b. , lj J 1 
..... 
..... + b~b"': B. = b.b. , B .. = , CI 1.3.1) lj J 1 lJ 1 J 
+ b i , b j , 
en forma análoga a U l. 1. 1>, pero donde hemos i ncl ui do 
, 
ademas los 
, + 
operadores bosonicos b i , b i , pues pueden existir en este caso 
, 
términos lineales (y también constantes) en la expresion del 
+ , 
operador. b. (b.) crea (destruye) un basan en el estado denotado 
1 1 
, 
por li>, y satisface las conocidas reglas de conmutacion 
[bi,bjJ = O , 
+ + O ClI.3.2) [bj,biJ = , 
+ 6. [bi,bjJ = .. lJ 
, . 
Consideremos en primer lugar el caso en que la unica 
informaci~n disponible se compone de los valores medios de los 
..... , 
operadores A ..• Todo es entonces similar al caso fermionico, salvo 
lJ 
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, , , , 
la ~ormula explicita del numero de ocupacion. La matriz densidad 
de un cuerpo A,de LxL (nuevamente supondremos que existen L 
, 
estados de una particula linealmente independientes) se define por 
A. 
A. = <Aij> lj 
+ (11.3.3) = <b.b.> , 
.1 1 
lo cual puede reescribirse en la forma de un producto tensorial 
= <bb +> - 1 , 
donde hemos de~inido los vectores b, 
<11.1.5) • Las relaciones (11.3.2) 
+ p = exp{"- + I: "-.. b. b.} 
o .. 1.1 1 J 
1,.1 
{ "" + b+Ab} , = exp "-
o 
, 
(11.3.4) 
, 
en ~orma similar a 
pueden resumirse en 
(11.3.5) 
donde la matriz A es hermitica. Nuevamente, p puede ser llevado a 
, 
la forma diagonal por medio de una trans~ormacion unitaria de los 
operadores b, de modo que podemos reescribir (11.3.5) como 
A. I: "-.b~+b~} P = exp{"- + o . 1 1 1 
1 
= exp{"- + b"+/L"'b"} 
o 
(11.3.6) 
donde 
A" = UNJ+ , (11.3.7) 
b"' = Ub , (11.3.8) 
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, , 
con Aij = Aióij • Si la traza se efectua en un conjunto canonico, 
donde el n~mero total de bosones N = E b~b. = E b~+b~ 
i 1 1 i 1 1 
, 
esta fijo, 
no existen restricciones sobre los Ai. En cambio, en un conjunto 
, 
gran canonico, con estados accesibles 
In ••• n > 
-. L 
(b~)ni. 
= n [1 J 10> , 
1. ( 1) -'/2 n .. 
1. 
, , 
(I I. 3. 9) 
donde los numeros de ocupacion n. = 0,1, ••• , 
1. 
son completamente 
independientes, se requiere obviamente A. <O para que 
1 
converja, a diferencia del caso fermi~nico. En este caso, 
= E ln[l - exp(A.)l 
. 1 
1 
= -E ln(f i +l) , A. < 0, 
i 1 
<b~+b".> = f.ó. , 1 J 1 lj 
<b.> = <b~>* = 
° 
, 
1 1 
donde f. est~ dado por la expresi~n de Bose-Einstein? 
1 
f. = -6A. /6A.. 
1 o 1 
, , 
--. 
= [exp(-A.) - II • 
1 
la traza 
<11.3.10) 
<11.3.11) 
<11.3.12) 
<1.1.3.13) 
Ademas, en forma analoga a <1 I • 1 • 18-:-19) , se obtiene la 
, 
expresion general 
A = U+A"' U 
+ Il (-s.> U 
= U [exp{-A"' > -
(-.) 
= [exp{-A) - I] 
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• 
<11.3.14) 
El operador estadístico puede escribirse como el producto de 
L factores independientes, 
+ p = n [exp{A.b~ b~}/(1+f.)J , 
i 111 1 
, 
y la correspondiente entropia como el producto escalar 
s = -A - 1: A. f. 
o . 1 1 
1 
= -A - tr[AAJ , 
o 
, , 
expresion que se reduce a la conocida formula 
s = 1: [(f i +1)ln(f i +1) - filn(f i )] . 
i 
UI.3.15) 
UI.3.16) 
UI.3.17) 
Estados puros corresponden en el conjunto gran canónico 
, ..... 
solamente al caso f i = ° (Ai ... -00) Vi, es decir, p = 10><0 " donde 
, 
10> es el vacio de los operadores b. A diferencia del caso 
, 
fermionico, matrices A idempotentes no garantizan estados puros (y 
, . ' 
viceversa), pues los numeras de ocupaClon pueden ser mayores que 
uno, y por 10 tanto, ° ~ f.< 00 en este conjunto. 
1 
, 
Consideremos ahora la situacion nueva en la cual se dispone 
del conocimiento de los valores medios 
densidad es entonces de la forma 
..... + p = exp{A + 1: A .. b.b. o i,j lJ 1 J 
= exp{A + b+Ab + l)+b 
o 
+ 
+ 
1: 
i 
<b. >. 
1 
+ (l)ibi 
b+l)} , 
El operador 
+ * l)ibi» 
UI.3.18) 
donde l) tr ' = (n , ... ,n ) . De~iniendD nuevos operadores bosonicDs 
• 1. 
be = b - d , UI.3.19) 
con d el vector 
- 43 -
-~ d = -A .,." 
...... 
podemos reescribir p en la forma (11.3.5): 
C c+ C P = exp{X + b Ab}, 
o 
<11.3.20) 
<11.3.21) 
donde XC = X 
o o 
+ + -~ 
- d Ad = X -.,., (A >.,.,. Los operadores ccentrados· 
o 
, 
satisfacen nuevamente las relaciones (11.3.2), y su definicion es 
posible si A no posee autovalores nulos (X. ~ O). Por lo tanta, 
1 
dado que <b~+> = <b~> = O, se obtiene 
1 I 
o sea, 
donde 
<b.> = <b~>* = dI" I I 
A = AC + dd+ , 
(-~) 
= [exp{-A}-Il , 
, dd+. representa la dipersion de A respecto de 
<11.3.22) 
<11.3.23) 
<11.3.24> 
Notemos que 1 a 
, , , 
entropia (11.3.17) y los numeras medios de ocupacion f. 
I 
dependen 
solamente de A, y no del vector .,." como puede apreciarse a partir 
, (11.3.21), lo que implica que son sensibles unicamente a la 
d · .' A C , lsperslon siendo independientes de la 
, 
Ctraslacion" d. Es 
obvio que para que el operador (11.3.18) tenga sentido se debe 
, ...... 
trabajar en un conjunto del tipo gran canonico, pues In (p) na 
conmuta con N. 
, 
Pasemos ahora al caso general, en el que se incluyen ademas 
...... " los op~radores 8 ..• El operador estadistico sera de la forma lJ 
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(11.3.25) 
donde en forma análoga a la secci~n 11.2 hemos definido 
z+ + + 
= (b , ••• ,b ,b , ••• ,b ) , 
, L' L 
(11.3.26) 
( A r* ] ti = r A* , 
.. 
(11.3.27) 
F+ * * ) = (1) , ••• ,1) ,1) , ••• ,1) , 
, L' L 
(11.3.28) 
A"' A 
, 
tr[Al = -- . (11.3.29) o o Z 
, 
La matriz r (riJ. = r = y .. ) es ahora simetrica, lo cual, ij JI 
, junto con la hermiticidad de A, implica ti hermitica. Definiendo 
nuevos operadores 
ze = Z - T , 
con 
(11.3.25) puede reescribirse en la forma 
e p = expíA 
o 
donde A e = A"' - !. T+MT = A"' - !. F+M-'F. 
o o Z o z 
<Ze> = <Zc+> = O. Al igual que en el caso 
(11.3.30) 
(11.3.31> 
(11.3.32) 
De este modo, 
, 
fermionico, (11.3.32) 
, 
puede llevarse a la forma diagonal mediante una transformacion 
, 
general de Bogoliubov para bosones (ver apendice B) 
(11.3.33) 
con 
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w = (~* :*) . <11.3.34) 
Para que los operadores primados de Z~ satisfagan nuevamente 
las relaciones (11.3.2), la matriz W debe ser unitaria respecto de 
la métrica 
<11.3.35) 
es decir, 
W + nw = wnw+ = n , <11.3.36) 
-1 + W =nwn. <11.3.37) 
Las relaciones de conmutaci~n (11.3.2) pueden resumirse en el 
producto tensorial 
<11.3.38) 
De este modo, podemos escribir 
.... 
expO .. C 1 Z~+"P'Z~}, P = + -o 2 
= exp{A~ ~ + E A.b~+b~} , o i 1 1 1 
<11.3.39) 
donde 
= (~~ ~~) , <11.3.40) 
con A~. = A.6 .. Y APP = AC +! E A .• Tanto W como los autovalores 
lJ 1 lJ o o 2 i 1 
, .... + + A. quedan determinados por la condicion [ln(p),bl~ ] = A.b~ • 
111
, 
Notemos que (11.3.40) implica la ecuacion de autovalores 
-1 -1 ' 
nMW = W nM~, de modo que los parametros A. son los autovalores 
1 
- 46 -
negativos de la matriz nM. Si bien M es hermttica, la matriz nM no 
lo es, de modo que A. 
1 
puede ser complejo. En este caso, el 
, 
correspondiente autovector posee norma nula (ver apendice B) y no 
existe el respectivo bos~n b~+ • S~lo consideraremos los casos en 
1 
..... 
que el operador p posea norma finita, y por lo tanto M tenga 
autovalores reales A.<O. 
1 
A partir de (11.3.39) se obtiene 
, 
= <b".b! >* = O, J 1 Ul.3.41> 
Ul.3.42) 
donde f i esta dado por (11.3.13). Definimos como en (11.2.6) la 
matriz densidad de un cuerpo generalizada 
U 1.3.43) 
.-
hermitica. Dado que (l+f.) = -1/Cexp()...)-1l, 
1 1 
las relaciones 
(11.3.41-42) pueden resumirse en la igualdad matricial 
D" = <Z" Z" +> - n 
(Il .3. 44) 
Para hallar la relación entre De y M, notemos que nM = nW+M"W 
-s ' 
= W nM"W, de modo que para una funcion G desarrollable en serie 
-s + de potencias, G(nM) = W G(nM")W (y no G(M) = W G(M")W). Por 10 
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tanto, utilizando (11.3.33) y (11.3.44), se obtiene 
<11.3.45) 
o sea, 
<11.3.46) 
Finalmente, para los operadores originales Z, se obtiene 
<11.3.47) 
<Z> = T • (11.3.48) 
, , 
Mas explicitamente, (las sumas sobre k son para k=I, ••• ,2L) 
<b.> = T. 
1 1 
= 
+ [X+A"X ytr (l+A" ) Y*J .. + <b.b.> = + + <b i ><b j> 1 J JI , 
<b.b.> = [-X+A"Y ytr <I+A" ) X*] .. + <b.><b.> 
1 .J JI 1 .J 
= <b~b:>* 
1 .J 
El multiplicador ~ queda finalmente expresado como 
o 
~ = ~ .. " 
o o 
, , 
<11.3 .. 49) 
<11.3.50) 
<I1.3.51) 
<II .. 3.52) 
donde ~ .... esta dado por la expresion (11.3.10). Se verifican las 
o 
relaciones 
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, 
6)... lilA .. 
o lJ 
+ 
= -(b. b.) , 
1 J 
8)... IlIy . . = -(b.b.) , 
O lJ 1 J 
8)... llIn. = -(b.> • 
O 1 1 
(11.3.53) 
La entropia puede expresarse como el producto escalar 
s = -(A~ + ~ tr[MD] + F+(Z» 
o Z 
= I [(f.+l)ln(f.+l) 
1 1 
f.ln(f.)] , 
1 1 i 
(11.3.54) 
y es evidentemente invariante frente a transformaciones de 
, , , 
Bogoliubov (11.3.33). Mas aun, conviene recalcar que la entropia 
no depende de los multiplicadores~. (o sea, del vector F) que 
1 
, 
implican traslaciones no nulas, dependiendo solo de la matriz M. 
Lo mismo sucede con los autovalores A. y los n~meros de 
1 
, 
ocupacion 
f., que quedan determinados por M. La entropía es, pues, función 
1 
~nicamente de la dispersión De, no siendo afectada por las 
traslaciones representadas por (Z>. 
Valores medios físicamente aceptables (que cumplen por 
ejemplo, con el principio de incerteza) corresponden a operadores 
A , , 
p normalizados (vease por ej. cap. IV~ apendice A). En este caso, 
las matrices nM, y Dn son diagonalizables, con autovalores reales 
Ai ( O, f i ~ O, respectivamente. El vector F y los valores medios 
(b i > pueden ser sin embargo arbitrarios, aunque siempre en 
presencia de una matriz M de la forma anterior, en cuyo caso 
resulta invertible. 
El valor medio de un observable arbitrario de la forma 
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(11.3.55) 
donde la matriz hermitica O (de 2Lx2L) y G~ (de lx2L) se definen en 
forma similar a (11.3.27-28), puede expresarse cama 
(11.3.56) 
, 
Obviamente, si la informacion disponible se cumpone de los 
I 
valores medias de m observables 0i de la forma (11.3.55), entonces 
..... 
p es de la forma (11.3.25) can M i i = E ~. O , F = E ~. (; , donde ~. es 
i 1 i 1 1 
..... 
el multiplicador asociada a 0i. 
, , 
Un casa muy importante es aquel en que la informacion se 
expresa en t~rminos de las coordenadas e impulsos, definidas par 
...... 
-¿(b. -b~) /2 ....... 2 P. = 
1 1 1 
...... (b.+b~)/2"""'2 Q. = (11.3.57) 
1 1 1 
, 
Toda el formalismo anterior puede repetirse en terminas de los 
, A A , 
operadores hermiticos Pi y Qi. Asi, el exponente del operador 
, , , , 
estadistico (11.3.25) es una funcion cuadratica hermitica general 
...... 
en P. 
1 
, 
la transformacion (11.3.33) una transformaciÓn 
, , 
canonica lineal general, y (11.3.19) una traslacion , (vease 
, , 
apendice B). Notemos que en terminas de coordenadas e impulsas 
primados (construidas cama en (11.3.57) a partir de b~, b~+), el 
exponente del operador estadistico diagonal (11.3.39) es una suaa 
, 
de osciladores armonicos, 
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<11.3.58) 
, 
Por consiguiente, el sistema basonico considerado puede 
representar tambi';n un sistema de L 
, 
partículas en la 
, 
representacion de coordenadas e impulsos, y (11.3.25) el caso 
, , , 
donde la informacion esta restringida a formas cuadraticas y 
,.., ,.., , 
lineales en Pi y Qi. En este casa, el conjunta gran canonico 
resulta natural y necesario para poder cubrir la totalidad del 
. , , 
espacio de Hilbert correspondiente. Esta analogia sera explotada y 
, , 
analizada con mas detalle en el capitulo IV. 
, 
La independencia de la entropia S respecta de <Z> resulta 
+ , 
entonces obvia en virtud de que <b.>, <b.>, solo determinan los 
1 1 
,.., ,.., 
valores medios <P.>, <Q.>, o sea, el origen de coordenadas de los 
1 1 
osciladores que aparecen en (11.3.58). 
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11.4 INFORMACION INCOMPLETA E INFERENCIA ESTADISTICA 
Las expresiones (11.2.15) y (11.3.45) permiten hallar la 
matriz densidad de un cuerpo generalizada a partir de la matriz M 
, 
de multiplicadores. Examinaremos en esta seccion el problema 
inverso', con el objeto de ilustrar ciertas posibilidades del 
, 
tratamiento general estadistico. Cons:l.deremos en primer lugar un 
I 
sistema de fermiones. En función de D,. la matriz M en el conjunto 
, , 
gran canonico esta dada por 
<11.4.1) 
Si el conocimiento de D es completo, (11.4.1) resuelve el 
, , 
problema de la determinacion de M. Las matrices D fisicas son 
aquellas con autovalores f i comprendidos entre O y 1, para las 
cuales est~ definida la expresión (11.4.1). No obstante, en muchos 
casos la matriz D no es conocida en su totalidad, 
, 
y solo se 
dispone del conocimiento de algunos elementos Dij. Es en esta 
, , , , 
situacion donde es mas util el formalismo estadistico general, 
pues permite obtener resultados (es decir, inferencias 
, 
estadisticas a partir de los valores medios de un conjunto 
, 
reducido de observables) aun en este caso. Si el conocimiento de D 
, , 
es incompleto, el prinCipio de maxima entropia determina la forma 
de la matriz M, asignando el valor O a aquellos elementos ~ij' r ij 
- + , para los cuales <cic j >, <cic j >, son desconocidos. La relacion 
fundamental (11.4.1) se transforma en este caso en un sistema de 
ecuaciones, 
o = UnCD-'-I" J} .. 
1 J ' 
<11.4.2) 
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donde los indices i, j corresponden a los elementos desconocidos 
, 
D ..• La resolucion de (11.4.2) determina los valores de los lJ 
elementos desconocidos de D, los cuales poseen el significado de 
" maximizar la entropia para valores fijos de los restantes 
" elementos conocidos. Estos valores son asi obtenidos por 
, " " inferencia estadistica, a traves de la maximizacion de la falta de 
" , in·¡'ormacion. La expresion matricial (11.2.15) de la relacion de 
I Fer"mi Dirac no consti tuye solamente la 
, 
generalizacion de 
(11.1.14) a una base de p.i. arbitraria, pues simboliza en 
realidad un sistema no lineal de ecuaciones en el caso de 
, 
informacion inicial incompleta. 
La forma de la matriz M determina la correspondiente a D. Por 
, 
ejemplo, si los ceros de M son tales que esta queda bloqueada en 
submatrices cuadradas en la diagonal, y restantes elementos nulos, 
" D tendra obviamente la misma forma, no existiendo inferencia 
, 
estadistica entre bloques y dependiendo los valores medios 
, 
desconocidos solo de los elementos conocidos del bloque al cual 
pertenecen. 
Como ejemplo, consideremos el caso en que se dispone del 
..... 
conocimiento de <N) y un dado elemento Por 
Ykl = O, por lo que SkI = O, V k,l. Si i = j, entonces 
y por lo tanto, 
..... 
p = exp{).. 
o 
-:t {l+exp[-().. +).. )]} 
2 :t 
..... 
, 
lo tanto, 
<11.4.3) 
<11.4.4) 
= ó kl {[<N) + (c.c.)]/(L-1)}, k¡ll!i, (11.4.5) 1 1 
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, , 
donde L es el numero de estados de una particula accesibles. La 
inferencia estadística resulta entonces trivial, dando como 
resultado un poblamiento equiprobable de los estados distintos al 
li>. Si en cambio, i~j, 
.... 
p 
= 
+ 
<c .c. > ] J 1 
+ <c.c.> 
.J .J 
(11.4.6) 
(11.4.7) 
= ]]f' 01.4.8) 
* Para una matriz A = (~ ~ ) y una funcicin F desarrollable en 
, 
serie de potencias, se obtiene, mediante la diagonalizacion de A, 
( s+r (a-b) It 2~ r/t ] , F(A) = 
2cr/t s+r(b-a)/t 
(11.4.9) 
donde t = d+-d , r = ![F(d+)-F(d )], s = ![(F(d+)+F(d )], 
- Z - 2 -
siendo 
d+ Y 
con 
d los autovalores 
+ 
<c.c.> 
1 1 
+ 
<c.c.> 
f 
v 
1 J 
= 
de A. Por lo tanto, utilizando (11.4.9) , 
!,(f +f + = ) = <c.c.> Z + J 
~ ) 0,.*/ lA P = -(f -f Z + Z 2 
-~ [1+exp(-d )] 
v 
, 
, 
J 
, 
UI.4.10) 
+ * 
= <c jCi > , 
(11.4.11) 
La inferencia estadistica r_sulta ahora no trivial, y las 
relaciones (11.4.10) implican el sistema de ecuaciones 
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donde 
(L-2)f 
~(f -f 
z + 
f = 
o 
= 
o 
+ f+ + f = N 
+ ) = I<c i c j > I 
-~ [ 1 +ex p (-x. ) ] 
~ 
, 
(11.4.12) 
, 
<11.4.13) 
Por lo tanto, la resoluci~n del sistema (11.4.12) proporciona 
+ + los valores desconocidos <ckc k >, <cic i >, que maximizan la falta de 
, 
informacion. 
Valores no nulos de <c:c.>. inducen un aumento en 1 J . 
, 
el numero 
medio de ocupaci~n <c:c.> = <c~c.> si N < L/2, Y una 
1 1 J J 
, 
disminucion 
si N > L/2, lo que puede interpretarse como un aumento en el 
, + 
numero de agujeros 1 - <c.c.>. El valor de f 
1 1 o 
exhibe el 
comportamiento inverso. En el caso particular N = L/2, todos los 
n~meros medios de ocupaci~n son iguales a ~ 
z 
, independientemente 
del valor de <c:c.>. No obstante. la entropía es en todos los 1 J . 
casos una funci~n decreciente de l<c:c.>I. El m~ximo valor posible 
1 J 
+ ~ de l<c.c.>1 es -, en cuyo caso (If -f I = 1). Otro ejemplo de 
1 J Z v -v 
, " inferencia estadistica no trivial se analizara en el capitulo VI. 
Los comentarios anteriores sobre inferencia estadística son 
obviamente tambi~n v~lidos en un sistema , bosonico. En lugar de 
(11.4.1), se obtiene (v~ase (11.3.45-46» 
<I 1.4. 14a) 
F = -M<Z> • (11.4.14b) 
La matriz De debe poseer autovalores positivos. No existen en 
cambio restricciones sobre <Z>. (11.4.14) se convierte en un 
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, 
sistema de ecuaciones en el caso de informacion incompleta. En el 
, 
ejemplo anterior, las relaciones (11.4.12) siguen siendo validas, 
pero (11.4.13) debe reemplazarse por 
f = 
o 
= 
-i [exp O., ) -1] 
i 
(-1 + [U+f ) U+f )/-f f ]i/2}-i. CII.4.15) 
+ + 
En este caso se observa siempre un aumento en el valo~ de 
para cualquier N>O. 
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11.5. LA APROXIMACION ESTADISTICA GENERALIZADA DE CAMPO MEDIO 
EN SISTEMAS FERMIDNICDS 
, " Desarrollaremos en esta seccion la extensian estadistica 
, 
general de la aproximacian autoconsistente de campo medio. La idea 
, , 
basica consiste en aproximar el operador estadistico exacto por un 
" , 
operador general du particula o cuasiparticula independiente. En 
otras palabras, se reemplaza el exponente del operador densidad 
, , 
por un operador optima general de un cuerpo, obteniendose de este 
, 
modo una descripcion aproximada del sistema basada en observables 
de un cuerpo. 
, 
Cuando la informacion disponible se compone de valares medias 
, 
de operadores de dos o mas cuerpos, el correspondiente aperador 
estadístico exacto resulta extremadamente difícil de manejar. No 
, 
es posible encontrar formulas sencillas que vinculen 
, , 
multiplicadores con valores medios, y resulta ademas dificil 
realizar predicciones o inferencias 
, 
estadisticas de otros 
, 
operadores. Es necesario en general efectuar la diagonalizacion de 
A , 
ln(p), el cual es un operador de dos o mas cuerpos, lo que exige 
, , 
un extraordinario trabajo numerico si el numero de estados 
accesibles es elevado. Resulta por tanto conveniente poseer un 
esquema general aproximado basado en operadores de un cuerpo, que 
vamos ahora a desarrollar. 
El teorema de Wick permite calcular en forma explícita el 
valor medio, y par lo tanto el correspondiente operador efectivo 
(1.4.9), de un aperador , fermionico arbitrario A P de n cuerpos 
, 
respecto de un aperador estadistico general de c.i. y en el 
, A 
conjunta gran canonico. El operador efectivo p es denominado en 
57 
este contexto operador efectivo de campo medio, y es un operador 
de un cuerpo, 
..... ...... ..... 
..... [IJ <P> + IJ <P> IJ <P> + + E + + 1 p = C.c. C.c. C.c. 
i,j IJ A .. 1 J IJ B .. 1 J i IJ B .. J 1 
1.J 1.J 1.J 
i Z+PZ + i tr[Rl = - - , 2 2 <Il. 5.1) 
donde 
; 
P = [R -A* ] 
A -R* 
, <Il.5.2) 
con 
...... 
R. IJ <P> * = = R .. lj + 1.J , IJ <c.c.> 
<Il.5.3a) 
1 J 
..... 
i A. IJ <P> i * - = = -- A .. • 2 lj IJ <c.c.> 2 JI 
<Il.5.3b) 
1 
.J 
Supongamos entonces que se dispone del conocimiento de m 
, ..... 
valores medios de operadores fermionicos arbitrarios Pi' 
, 
i=l, ••• ,m. En virtud de <1.4.8) el operador estadistico en la 
aproximaci~n de campo medio ser~ de la forma 
..... 
m 
..... 
p= exp{A 
o 
+ E p.p.} 
.11 l=i 
= exp{A"' + !Z+gZ } , 
o 2 
<Il.5.4) 
con 
m m 
g = E (3. 
i=1 1 
P. = 1: (3. 
1 i=l 1 
. = [R -A* ] , 
- A -R* 
<Il.5.5) 
, 
donde R .• A. son las matrices analogas a (Il.5.3) para el operador 
1" 1 
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A 
Pi. Mediante una transformación de Bogoliubov apropiada podemos 
llevar (11.5.4) a la forma diagonal 
<11.5.6) 
No obstante, a diferencia del operador <11.2.1> , las 
operadores (11.5.4) Y (11.5.6) son no lineales, pues ahora tanto R 
como A dependen de la matriz densidad de un cuerpo D, la que a su 
A, , 
vez depende de p. Para parametros ~. fijos, la relacion (11.2.15) 
1 
se convierte en el presente contexto en la ecuación matricial no 
1 ineal 
-s D = [exp{-QCD)} + I~l , (11.5.7) 
que determina la matriz densidad de un cuerpo D. El sistema 
, (11.5.7) constituye la expresion matricial de las ecuaciones 
, 
estadisticas generalizadas de Hartree-Fock-Bogoliubov (HFB) , y 
puede resolverse iterativamente de la manera bosquejada en 1.4, 
partiendo de una matriz inicial DO: 
<11.5.8) 
El proceso iterativo debe continuarse hasta alcanzar la 
, 
convergencia en todos los elementos de D. La evaluacion de 
, (11.5.8) requiere la diagonalizacion de la matriz Q en cada pasa: 
<I1.5.9a) 
(l 1 .5. 9b) 
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siendo Q.i la matriz de autovalores del iésimo paso y Wi la 
, 
correspondiente matriz unitaria de autovectores. En forma mas 
, 
explicita, las ecuaciones (11.5.9) equivalen a 
f ~+~ = 
J 
¿ -~ [ 1 +ex p (-A. ) J 
J 
[U; ] , V~ 
J 
, 
UI.5.10a) 
UI.5.10b) 
donde [~~ ] denota la j-~i .... columna dI' (N l )+. La condiciÓn da 
J 
autoconsistencia exige que a) los U y V producidos en iteraciones 
sucesivas sean los mismos y b) los f. de dos iteraciones sucesivas 
J 
, 
coincidan. Cabe remarcar, que esta deduccion, basada en el 
, / 
tratamiento general de la seccion 1.4, es mas simple, compacta y 
general que la dada por ej., en la ref. 6, basada en la 
, 
termodinamica convencional. El formalismo puede extenderse a otros 
conjuntos estadísticos, cambiando solamente la relación entre .105 
autovalores de D y Q. 
Si P es un operador de n cuerpos, las matrices R, A (11.5.3) 
* son polinomios de grado (n-l) en Aij y Bij , Bij. Por ej., para un· 
operador de la forma 
A A A 
P = T + V 
= 
+ 1: T .. c. c. + 
. . 1 J 1 J I,J 
~ + + 1: V. ·kl C. C .CICk ' UI.5.11) 
.... k 1 lJ 1 J I,J, , 
* donde Tij = Tji ' Y Vijkl = -Vijlk * = Vklij , se obtiene utilizando 
UI.l.31>, 
..... 
<P> = 1: T .. A .. 
. . 1 J JI 
I,J 
+ ~ 
2 
~ * 1: V. ·kl (Ak·AI · + -BkIB .. ). UI.5.12) 
.. k 1 lJ 1 J 2 lJ I,J, , 
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Por lo tanto" 
R .. = T .. + ~"lVikjlAlk , 1.J lJ (11.5.13) 
A .. • 1: * = - VkljiBkl , 1.J z k,l 
(11.5.14) 
p = +. * + + E R .. c.c. + E (A .. c.c. + A .. c.c.> , 
.. lJ 1.J Z.. lJ 1 J lJ J 1 I,J I"J 
(11.5.15) 
.... 
<P> = tr[(T+!(R-T)}A + • AS] Z Z 
.... .... 
= <T> + • <v> (11.5.16) 
Z 
.... .... .A .... 
donde v = p T" es el operador efectivo correspondiente a V. El 
• 
, , 
factor - en el ultimo renglon de (11.5.16) se debe a que la 
Z 
, A 
interaccion es de dos cuerpos. En general, si V es un operador de 
, A .... 
n cuerpos, se obtiene la relacion <v> = n<V>. 
En situaciones donde <c.c.> = O, A se anula" y el formalismo 
1 J 
se reduce a Hartree-Fock estadisticogeneralizado, reduci~ndose el 
, 
sistema (11.5.10) a la mitad de dimension. Esto ocurre 
, 
necesariamente en tratamientos canonicos. Cuando se emplea el 
, 
conjunto gran canonico, la necesidad de incluir contracciones 
, 
B ~ O depende de la importancia de estos terminos en el valor 
medio de las operadores P .• 
1 
, , 
La solucion de la ecuacion (11.5.7) da entonces 
, 
coma 
resultado la matriz D optima que ajusta los valores medios 
disponibles (sean de un cuerpo a no), maximizando a la vez la 
entropía de p.i •• Para valores fijos de las ~i' las ecuaciones 
" " siempre poseen solucion, aunque esta puede na ser unica. El metodo 
iterativa puede ofrecer dificultad cuando existen varias 
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~ 
soluciones posibles simultaneas, especialmente en los puntos 
criticas, donde dos o m~s soluciones dan como resultado la misma 
entropia. En este caso, el n~mero de iteraciones puede diverger. 
~ 
El metodo alternativo consiste en minimizar directamente la 
~ ~ 
energia libre generalizada (1.4.16). Como parametros variacionales 
pueden utilizarse directamente los elementos de la matriz D. Es 
conveniente utilizar la relaci~n D = WD·W+ y utilizar entonces los 
~ ~ 
numeras de ocupacion f i y los elementos de W. En el caso puro, 
s~lo subsiste obviamente la minimizaci~n respecto de W. Notemos 
, , 
que utilizando para la en~ropia la expresion (11.1.16), se obtiene 
"S 
" f . J 
= ln[ U+f .)/f.J • 
J J 
, 
<11.5.17) 
Por lo tanto,la minimizacion de F (1.4.16) conduce directamente a 
f . -t = [1+exp (+c .IT) J , 
J J 
<11.5.18) 
".. 
" 
<p.> 
O t = , <11.5.19) 
" W .. 1J 
con 
".. 
" 
<p.> 
t 
= -"A..T c. = , 
.J 
" f . 
J 
<11.5.20) 
J 
".. ".. 
m 
..... 
donde P"= P I: #JiPi <11.5.18-19) equivalen a t t i=z 
..... 
" 
<P"> 
t 6. = .c. 
" 
+ 1.J .J , <c~ c".> 
<11.5.21) 
1 J 
A. 
" 
<P"> 
t 
= O . <11.5.22) 
" 
<c~ c". > 
1 J 
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Las cantidades &. constituyen los autovalores del operador de 
J 
..... 
campo medio correspondiente a p •• A diferencia del caso puro, la , 
" " minimizacion determina completamente a W, salvo degeneracion 
accidental de los ~j. 
" " El calor especifico generalizado adquiere la expresion 
..... 
11 <p. > .. S 11 f . 
___ '_ = T I: v J , 
liT , 'jllf.IIT J , 
y no coincide en general con 
(11.5.23) 
Finalmente, 
" notemos que si clasificamos los observables por el numero de 
" cuerpos, obtenemos la siguiente expresion alternativa para la 
" entropia de c.i., 
" 
S = -~ 
o 
E f3.n.P. , i 111 
donde ni es el numero de cuerpos del 
(11.5.24) 
..... 
operador Pi. utilizando 
" (11.5.24) se obtiene, en lugar de la expresion exacta (1.3.~)~ 
-= 
,,~ 
o 
-n .P. 
J J 
" Pi I: ~. (n.-1)- , 
i 1 1 11 11. 
J 
(II.5.~) 
" " donde se observa claramente que solo coincide con la expresion 
exacta si n. = 1 V i. 
1 
" En el caso usual de equilibrio termodinamico, el exponente 
, ..... 
" del operador estadistico lo forman H Y el operador numero de 
, ..... , 
partículas N (sí se trabaja en el conjunto gran canonico). Por 10 
tanto, 
..... 
..... ..... 
p = exp{~ - f3(h 
o 
..... 
/-l N)} , (11.5.26) 
donde h es el hamiltoniano efectivo de campo medio, construido en 
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, 
forma analoga a (11.5.1), ~ la inversa de la temperatura, y ~ el 
, 
potencial quimico. El siste .. (11.5.7) se reduce a 
ClI.5.27) 
con 
CII.5.28) 
..... 
donde h :&. + :&.:&.:&. ..... ::&. + :&. = Z h(D)Z + -z tr[h l, y N,,= - Z nz + - trCIl 
z I Z Z 
(n es la 
..... 
matriz (11.3.35». Las matrices R y A correspondientes a h se 
:&.:&. ZO ' denotan a veces por por h y h ,llamandose A el potencial de 
apareamiento y el hamiltoniano de Hartree-Fock. La 
, 
aproximacion es llamada en este caso de Hartree-Fock-Bogoliubov 
térmico (HFBT)d.8. Si A se anula, el matado se reduce a Hartree 
, 5 ' Fock termico (HFT> , y finalmente, si la contribucion de la 
interacci~n (de dos o más cuerpos) presente en H a h:&.s es nula y 
h ZO ~ O, el método es el de ses , termico (BCST) d. En todos los 
, 
casos, la aproximacion autoconsistente proporciona una cota 
superior (para multiplicadores fijos y T > O) al gran potencial 
..... ..... 
0= <H ~ N> TS CII.5.29) 
, ..... , 
Si se incluye en el exponente ademas de N un termino de impulso 
angular, el formalismo es el de ~Cranking HFBT PP• 
El hecho de poder extender en forma simple el formalismo de 
, 
p.i. (HFT) a uno general de cuasiparticula independiente (HFBT>, 
es de gran importancia, pues permite tratar interacciones de corto 
, 
alcance, en cuyos desarrollos multipolares, los terminas de 
apareamiento poseen una fundamental relevancia. No obstante, las 
fluctuaciones del numero de partíCUlas, ya presentes por el hecho 
, 
de trabajar en el conjunto gran canonico, aumentan por efecto de 
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, .A , , 
la transformacion (11.2.8), que no conmuta con N (vease para mas 
detalles el Cap. 111). 
No obstante, conviene volver a remarcar que el presente 
, 
formalismo es completamente general, pudiendoselo utilizar para 
, 
cualquier tipo de operadores fermionicos de los cuales se 
A 
posean datos, no siendo necesario que conmuten con H. El operador 
A_ 
F puede evolucionar en el tiempo, y no corresponder a una 
, 
situacion de equilibrio. El formalismo describe en un instante 
dado, un sistema arbitrario en base a operadores generales de un 
, 
cuerpo, maximizando la entropia. 
, 
Si en lugar de partir de pa~ametros ~i determinados, se 
A 
dispone directamente de los valores medios <Pi>' no siempre 
existirá un operador densidad de c.i. capaz de ajustar los valores 
, 
medios requeridos. Se define la correlacion como la diferencia 
entre el valor medio exacto de un operador y el valor medio 
inferido por medio del teorema de Wick, 
..... 
= <P> 
ex 
..... 
<P> . 
c. 1.. 
(11.5.30) 
Para que exista una solución aproximada de partícula o 
, , 
cuasiparticula independiente, la informacion disponible debe ser 
, 
tal que no implique una correlacion no nula. 
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11.6 LA APROXIMACION ESTADISTICA GENERALIZADA DE CAMPO MEDIO 
EN SISTEMAS BOSONICOS 
, 
Extenderemos en esta seccion el formalismo anterior al caso 
, , 
bosonico. El teorema de Wick sigue siendo valido para la 
, 
evaluacion de valores medios de operadores de n cuerpos en el 
~ ,:
conjunto gran canonico, aunque si se incluyen terminos lineales en 
I 
b, b+, en el exponente de p, existen ahora contracciones <b+>, <b> 
no nulas. En lugar de (11.1.31), se obtiene (v~ase Ap. C) 
A. 
Tr [ p x x x x ] = <x ><x ><x ><x > 
~ 2 9 4 '2 9 4 
+ 
, 
E <Xo><X o><:xk::x I :> + i<j,k<l 1 J 
<IX ::x ::x ::x :> 
, 2 9 4 
<11.6.1) 
donde k,l, denotan indices distintos a i,j, y : x o: = x o -<x o >, 
111 
siendo v.ilido para el valor medio de operadores normales 
, 
:Xo: la expresion (11.1.31). 
1 
, , 
El operador de campo medio mas general sera de la forma 
A. + ~ C JI. o ob o b o • + + + G' p = E [Ro obob o + ~ + 11.0 obob o)] + E CGobo+ obo) 
o o lJ 1 J 2 lJ 1 J lJ 1 J o 1 1 1 1 I,J 1 
~tr[R] 
2 ' 
<11.6. Za) 
donde 
p = [: , <l1.6.2b) 
con 
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..... 
R. 11 <P> * = = R .. lj IJ , 11 A. lj 
UI.ó.3a) 
..... 
i A. 11 <P> i * - = = - A .. 2 lj 11 Bij 2 JI 
UI.ó.3b) 
..... 
G. 11 <P> = 1 
" <b:> 
, UI.ó.3c) 
1 
ZC 
= Z - Ti , 
UI.6.4) 
, , 
La relacion (11.6.4) implica automaticamente Si la 
, 
informacion disponible consta de los valores medios de n 
, ..... 
operadores bosonicos arbitrarias Pi' i=l, ••• ,n, el aperador 
, , 
densidad en la aproximacion de campa media sera de la forma 
..... ..... 
p= exp{A + I: ~.p.} 
o . 1 1 
1 
exp{A" + i Z+gZ + Z+G + ZG+} = -o 2 
C i ZC+gZC} UI.Ó.5) = exp{A + - , o 2 
donde g = E ~.P., G = I: ~.G .• La relación entre multiplicadores y 
i 1 1 i 1 1 
valares medias está dada par el sistema na lineal matricial 
C c-i D n = [exp<ng(D ,T)}-I"] , UI.6.6a) 
UI.6.6b) 
donde tanta G coma Q dependen de la dispersión DCy la traslación 
, 
T, a traves de (II.ó.3). Partiendo de valores medias iniciales 
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e o o ' (O ) , T , se obtiene la relacion recursiva 
, <I1.6.7a) 
<II.6.7b) 
es decir, 
UI.6.8) 
donde Q~~ es la matriz de autovalores del i~simo paso y Wi la 
correspondiente matriz de autovectores. El sistema (11.6.8) 
equivale a 
[ R' A'*] ( x~ ] ( X~ ] = A~ _/l.1. 
_R l ' y~ J y~ 
J J 
<II.6.9a) 
f~+· l -. = [exp (-A. ) -1 ] , 
J J 
UI.6.9b) 
( Xl] (W i) • donde y~ denota la j-~sima columna de 
J 
, 
La condicion de autoconsistencia exige que en dos iteraciones 
, , 
sucesivas tanto los vectores X, Y, los numeros medios de ocupacion 
fj Y las traslaciones T coincidan. Al igual que en el caso 
, , 
fermionico, se puede optar por la minimizacion directa de la 
, 
energia libre generalizada. Se analiza en el Cap. IV un ejemplo 
, 
especifico. 
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APENDICE A 
TRANSFORMACIONES V OPERADORES DE UN CUERPO EN SISTEMAS FERMIONICOS 
a) Transformaciones lineales de un cuerpo 
, , 
La transformacion (lineal) mas general entre operadores de 
, " so 9 
creacion y aniquilacion fermionicos es de la forma • 
<I1.A.l) 
dende (:+) es el vector de operadores Z definido en (11.2.3) y U, 
, , 
V, matrices de LxL (L es el numero de estados de una particula 
linealmente independientes). La matriz 
<I1.A.2) 
debe ser unitaria para que los operadores primados satisfagan 
nuevamente las relaciones (11.1.2). Esto implica WW+ = W+W = 1, o, 
Uu++ vv+ = I , 
UVtr + VUtr = O , 
<I1.A.3) 
U+V + VtrU* = 0, 
U+u + VtrV* = I . 
El teorema de Bloch-Messiah ss permite descomponer una matriz 
unitaria de la forma (11.A.2) como producto de tres matrices 
unitarias de forma determinada: 
<I l. A. 4a) 
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o sea, 
u = FÜG, V = FVG* , <II.A.4b) 
donde F Y G son matrices unitarias y U, V, matrices reales de la 
forma 
O O 
O O 
·u ·V 
i. i. 
U = , V = , <II. A. 5) 
·u ·V 
n n 
O O 
• 1 
·1 
con 
U. ( uiO ) V. [O Vi) <I1.A.6) = , = , I O u. I -v. O I I 
, 2 2 ' donde los numeros u i ' vi satisfacen u i + vi = 1. La demostracion 
se basa en el hecho de que por medio de una transformación 
unitaria, toda matriz hermítica puede ser diagonal izada, y toda 
matriz antisim~trica descompuesta en bloques reales de 2x2 
similares a V .• 
I 
Escribiendo (II.A.1) explícitamente, se obtiene 
+ 
= 1: [U .. c. + V .. c. J , JI I JI I i 
<II.A.7) 
y la fórmula adjunta para .. + c .• Utilizando la unitariedad de w se 
J 
, 
obtiene la relacion inversa 
* .. + c. = 1: [U .. c". + V .. c. J 
I j JI J JI J 
<II.A.S) 
El teorema de Bloch Messiah permite entender la 
transformación <I1.A.7) como la 
, 
composicion de tres 
transformaciones: 
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, 
i) Una transformacion unitaria de los operadores 
, (transformacion de Hartree-Fock): 
~ 
c·=EG .. c .• 
J i JI I 
<lI.A.9a) 
~ , 
Los operadores c j forman la llamada base canonica. 
, , 
ii) Una transformacion especial de Bogoliubov <transformacion de 
~2 BeS ) para los estados eapareados~ 
bloques de 2x2 en (II.A.5), 
2 ~ ~+ 
c. = u.c. + V.C7 
1 I 1 1 I 
2 ~ 
c-:- = U.C-:-
1 1 I 
y una transformacion del tipo 
2 ~+ 
c. = c. 
J J 
, 
, 
(i,i), definidos por los 
<lI.A.9b) 
<11 .A. 9c) 
para los estados ebloqueados~, donde v j =1, uj=O, y vl=O, u l =1. 
iii) Finalmente una transformaéion unitaria -de los operadores c:: 
2 
= E Fl· c. 
. I 1 
1 
<lI.A.9d) 
La transformación de Bogoliubov (II.A.1) es por lo tanto una 
transformación de BeS en una base apropiada. 
Para los fines de las secciones (11.1-3), existe una 
indeterminaci~n en la definici~n de los operadores 
siempre es posible efectuar una transformación del tipo 
c~ 
1 
, pues 
+ c~ ~=c~ 
1 1 
, 
, 
q ue conduce a ~~~= ~ f~~= 1-f. 1 - i' 1 1 No se pierde el caracter 
..... 
diagonal de ln<p) y sólo se redefinen los estados li>, creando el 
+ d :o + (d h! operador c~' un agujero (hole) respecto del opera or c. e a I 
1 1 
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el cambio en el 
, , 
numero de ocupacion). Si existen 
, 
ademas 
autovalores Ao degenerados, es posible realizar una transformación 
1 
unitaria arbitraria dentro de cada espacio propio. Por ej., en el 
, 
caso puro (f.=O,l), es posible efectuar una transformacion del 
1 
tipo (II.A.9d) arbitraria entre los estados ocupados y otra 
similar entre los desocupados, sin que se modifique el operador 
densidad. 
b) Conexión entre los estados de vacio: 
Los operadores ,,+ Co 
J 
crean estados de una cuasiparticula 
+ ' Ij"> = c~ 10">, donde 10"> es el vacio de los operadores primados 
J 
, (c~IO"> = O). Si V = 0, 
J 
10"> coincide con el vacio de los 
, 
operadores c. y el estado Ij> es una combinacion lineal de los 
1 
estados li> + = Co 10>: 
1 U" > = 1: U o o li >. i JI 
-, , , 
Si V ;JI. 0, los vacios difieren. La relacion entre ambos esta 
j,99 dada por el teorema de Thoul ess " 
1°" > 
con (v~ase <I l. A. 3) ) 
j, + + 
= <O 10" >exp.{- 1: 9 o oc. C .} 10> , 
2 i;JI.j 1 J 1 J <I 1 .A •. 10) 
= _gtr , <II.A.ll) 
<O 10" > = (det (U) ) (j,/2) 
<II.A.12) 
La relación (II.A.lO) es v~lida si <010"> ;JI. 0, es decir, si U tiene 
, 
inverso. En la base canonica (II.A.9a), <I l. A. 10) . puede 
reescribirse en la forma 
1°" > S s+ s+ = [n u.]exp{-- E (V./u.)C. C7 >10> i>O I 2 i I I 1 1 
= n [U. 
i>O I 
, 
UI.A.l3) 
10"> es entonces un estado de BeS en la base canonica. Thouless 
, 
dio el teorema originariamente para Determinantes de 5later 
, 
(D.S.), los cuales pueden ser considerados como vacios de 
, 
operadores f~rmionicos apropiados (Il.A.9c). En este caso, los 
, , 
estados de dos cuasiparticulas son estados de particula agujero, y 
podemos reescribir (lI.A.I0) como 
IV''' > UI.A.l4) 
donde IV'>= n c~IO> (j (m) denota estados ocupados (no ocupados» y 
j J 
IV'''> un D.S. no ortogonal a IV'>. 
, 
Vacios (o D.5.) 10"> ortogonales a 10> ocurren si U posee 
elementos nulos en la diagonal. En este caso (II.A.lO) se 
generaliza a 
1°" > UI.A.l5) 
con u. ~ 0, y donde la productoria sobre j corre sobre los estados 
I 
Cbloqueados" con u.=O, v.=l. 
J J 
..... ..... 
La transformaci~n exp{Q} 10> (Q = s + + E Q •. c.c.) no es 
2 .. IJ 1 J 1.J 
, 
unitaria 
pues cambia la norma del estado. Los vacios pueden vincularse 
t b ·" t "d t f . ' . t . S4 am len a raves e una rans ormaclon unl arIa , 
..... 
10" > = exp{lT> 10> , UI.A.16) 
, 
donde T es un operador hermitico de un cuerpo, 
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,.. 
T = + h.c. <II.A.17> 
el cual vincula adem~s a los operadores c y c~: 
<II.A.IB) 
(II.A.16) es v~lida a~n cuando <010·> = O. Notemos que 10~> es 
, 
independiente de la transformacion (II.9.d). Por lo tanto, a los 
fines de vincular ambos vacios, podemos suponer F+ = G. En este 
caso, la relaci~n entre las matrices T y Q viene dada por las 
, j,!S.9 formulas 
T = ~S-j, , Q = -j, 
-tgCR)S , <II.A.19) 
donde 
<II .. A.20) 
siendo R la matriz diagonal de elementos r k tal que u k = cosCrk > , 
v k = -sen (rk >, (0~k~nI2>, y S una matriz con elementos diagonales 
O y 1 Y bloques de 2x2 similares a Vi (11.A.6) con v i =l. De este 
modo, 
u = coseR) - ~ , V = sen(R)S , 
u = coseR) , V + = senCR)S • 
ClI.A.21) 
La matriz S es unitaria, mientras que R y F son hermiticas. 
~ Operadores de un cuerpo 
Todo operador de un cuerpo fermi~nico puede escribirse en la 
forma 
+ j, + + O = E [Al·J·C1·cJ. + 2 (8 .. c.c. + c .. c.c .)] lJ 1 J lJ 1 J i,j 
Cl l. A. 22) 
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donde 
<I l. A. 23) 
..... 
con B y e matrices antisim~tricas (de LxL). Si O es , hermitico, M 
, ,/ * debe ser hermitica, lo que implica A hermitica y e = -B • Bajo una 
, ..... 
transformacion de Bogoliubov (II.A.l), O se reescribe en la forma 
(II.A.22'> 
con 
M" = WMW+ • <I 1 .A. 23'> 
Para M hermitica el desarrollo explicito de lo anterior conduce a 
A~ = UAU+ 
(11. A. 24) 
En este caso, M es diagonalizable por medio de una 
, 
transformacion unitaria W, de modo que es siempre posible 
encontrar U y V tales que A~ .. = A~6 .. , B~ . = o. Los autovalores lJ 1 lJ lJ 
de M son de la forma + A~ con autovectores ( ~~) y ( :~) - i' 
1 1 
respectivamente. 
Existe en realidad un isomorfismo entre los operadores de un 
cuerpo fermiónicos y las matrices que 10 representan. Por ej., si 
..... 
O j, 
con 
..... 
O 
2 
entonces 
..... ..... 
[O ,0 ] = 
j, 2 
M = [M ~M ] • 
3 j,' 2 
UI.A.25) 
U 1 .A.26) 
El conmutador de dos operadores de un cuerpo es pues otro 
operador de un cuerpo, y la matriz que lo representa es el 
conmutador de las matrices originales. Si B. = C. = O, 
1 1 
CI l. A. 26) 
se reduce directamente a 
As = [A ,A J , 
s 2 
<II.A.27) 
A. + 
con O. = c A.c. Los operadores de un cuerpo cierran pues un 
1 1 
.ilgebra bajo la opera(;:i~n de conmutaci~n. El .ilgebra de Lie 
I 
generada por todos los operadores elementales A .. lJ 
conservan el numero dE! particulas, corresponde 
(II.l.la) que 
al grupo U(n) 
, (grupo de matrices unitarias de nxn), donde n = L es el numero 
, 
total de operadores de destruccion c. linealmente independientes, 
1 
existiendo 2 n d +. d d· t S6 E d genera ores c.c. In epen len es. n caso e 
1 J 
.... 
incluirse los operadores B .. (II.l.1b), el grupo correspondiente lJ 
es R(2n) (grupo de rotaciones en 2n dimensiones), existiendo en 
total 2 n + n(n-1) operadores de un cuerpo independientes. 
Subconjuntos de determinados operadores pueden formar sub.ilgebras 
particulares. 
APENDICE B 
TRANSFORMACIONES Y OPERADORES DE UN CUERPO EN SISTEMAS BOSONICOS 
~ Transformaciones generales lineales. 
, " En el caso bosonico, la transformacion (lineal) mas general 
entre operadores de 
9 i.O forma' 
, 
creacion y aniquilaci¿'n b es de la 
<II.B.1> 
donde [: : +) es el vector Z ( 11 • 3. 26). Nuevamente. si ex i sten L 
, , 
estados bosonicos de una particula linealmente independientes, las 
matrices X e Y son de LxL, y d de Lxi. Existen dos diferencias 
, 
sustanciales con el caso fermionico. En primer lugar, es posible 
sumar un término constante en la transformaci~n lineal. En segunda 
lugar, la matriz 
<I 1 .8.2) 
, 
debe ser unitaria pera respecta de la metrica 
n ~ [: _: ) , III.B.3) 
para que los operadores primadas sigan cumpliendo las relaciones 
, 
de conmutacion (11.3.2). Esto implica 
w+nw = wnw+ = n, (11.8.4) 
y, 
+ + 
1 XX - yy = , 
Xytr _ YXtr 
= O , 
X+X ytry* 
= 1 , 
<ll.B.5) 
X+Y ytrX* = O 
nw+n [ X+_v
tr ] W-s. 
= = 
-v+ Xtr 
<ll.B.6) 
El teorema de Bloch Messiah para bosones permite descomponer 
a W en forma similar al caso fermi~nico: 
w = (: :*] (;:] (::.] . (lI.B.7) 
donde F Y G son matrices unitarias y X, Y matrices diagonales 
2 2 
reales de elementos x k ' Yk (positivos) que satisfacen x k - Yk = 1. 
, \ 
Escribiendo (II.B.l) explicitamente se obtiene 
b". E [X .. b. + d. = + y .. b.] + , J i J1 1 J1 1 J 
<11.8.8) 
, 
Y utilizando <ll.B.6) se obtiene la relacion inversa 
b. = E [X~ _b". y~.b".+] + d~ , 1 j J1 J J1 J 1 <ll.B.9) 
donde 
<11.8.10) 
En la representación de coordenadas e impulsos (11.3.57), la 
, , , 
transformacion (11.B.l) equivale a la transformacion canonica 
(Re (X+V) Im(V-X)] 
lxm (X+Y) Re (X-y) Ce(d)] + (2)1/2 • Im(d) 
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<II.8.11> 
b) Conexi~n entre los estados de vacio. 
El vacio de los operadores primados 10·> (definido por la 
~ 
condicion b~ 10·>=0, V i), difiere de 10> si Y ~ 0, al igual que en 
1 
el caso fermiónico. Consideremos primero el caso en que el vector 
, , 
d es nulo. La conexion entre los estados de vacio esta dada por el 
teorema de Thouless para bosoness , 
donde 
s + + 
= <O 10· >exp{-E Q •. b. b.> 10> , 
2. . 1 J 1 J 1,J 
= exp{-~Tr[ln(X)l) 
2 
En el caso bos~nico, , (11.B.12) es siempre valida ya 
, 
UI.B.12) . 
UI.B.13) 
que los 
, 
vacios de operadores conectados por una transformacion de 
Bogoliubov nunca son ortogonales. A diferencia del casa 
, +, 
fermionico, es imposible considerar al estado [n b.lIO> cama vacio 
i 1 
de nuevas operadores bos~nicos. 
Si la matriz W es nula, pero existe en cambio una traslaciÓn 
~ , 
d no nula, el vacio tambien se modifica, y se expresa como un 
estado coherente S.t? 
UI.B.14) 
con 
UI.B.1~) 
, 
Finalmente, la relacion general puede obtenerse combinando 
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los resultados (11.B.II-15); 
~ + + + 10" > = <O 10" >exp<- I: Q •. b. b. + I: b. (d~ 
z. . lJ 1 J 1. 1 1 1.J 
donde 
I: Q .• d j"'» , <I1.B.16) j lJ 
" , La relacion entre vacios puede obtenerse tambien por medio de 
una transformaci';n unitariaS, 
con 
.... 
10" > - exp UT) 10> , 
.... 
T = j, + + I: T .. b.b. + h.c •• 
Z . j lJ 1 J 1, 
<I1.B.18) 
<I1.B.19) 
Definiendo una matriz dia~onal R de elementos r k , tales que 
senh(rk ) = Yk ' Y suponiendo F = S+, se obtiene 
-j, T = -iRS , 
<I l. B.20) 
-j, Q = t~h(R)S , 
con 
<I1.B.21) 
, , 
La relacion (II.B.18) es valida si d = O. Para traslaciones, 
podemos escribir, en lu~ar de (11.B.14), 
.... 
10" > = exp</S) 10> , 
, .... 
donde el operador hermitico S es 
.... 
S = + ¿I: [d.b. 
J J j 
• d.b.l 
J J 
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<I1.B.22) 
<I1.B.23) 
.... .... .... .... 
exp{-~)Q.exp(~) = Qj + qj 
.J 
.... .... .... 
,. 
exp~-~)P jexp(~> = P. + Pj 
.J 
s/z donde qj = (2) Re(d j ), Pj = 
estado coherente pues 
b.IO")= (b~ -d.)IO) 
111 
.... 
= Q'. , UI.8.24) 
.J 
.... 
= P~ 
• 
UI.8.25) 
.J 
un 
(lI.8.26) 
, , 
El nuevo vacio es un autoestado del operador aniquilacian 
ori9inal, siendo el correspondiente autovalor -d .• 
1. 
, 
I(d.» = 10") con~orman la llamada 
1 
representacion de 
Los estados 
se 8argmann 
(compleja) del correspondiente espacio de Hilbert. y constituyen 
, 
estados ~undamentales de osciladores armonicos desplazados 
, (centrados en <q.,p.» en la representacion de coordenadas. Son 
.J .J 
, 
por consiguiente, estados de minima incerteza. 
~ Operadores generales de un cuerpo. 
Todo operador hermitico cuadrático en los operadores 
bos~nicos (y por ende en las coordenadas e impulsas) puede 
escribirse en la ~orma 
.... s + + + O = - [Z MZ + F Z + Z Gl + K , z (lI.8.27) 
donde 
M = ( : ~tr ) , 
F = ( :. ) , (1I.8.28) 
G = ( :* ) . 
- 81 -
..... , 
y K una constante. Si O es hermitico, la matriz 
" 
debe ser 
, , * * * hermitica, lo que implica A hermitica, B = e , F = G (o sea f=g ) 
, 
y K real. Bajo una transformacion general de Bogoliubov (II.B.l), 
..... 
O puede reescribirse en la forma 
donde 
+ GIJ = U G + "T , 
Ul.B.30) 
con 
-, U = W , T = Escribiendo las componentes de 
, , 
explicitamente, se obtiene para M hermitico, 
AIJ = XAX+ 
Ul.B.31) 
, 
El conmutador de dos operadores de un cuerpo bosonicos de la 
forma (11.8.29) es nuevamente un operador de un cuerpo. Al igual 
, , 
que en el caso fermionico, las propiedades de conmutacion pueden 
, 
expresarse en terminos de las matrices que 
= 
.. + ..... t. + ..... +..... + 
Z " .. Z, O = Z "2Z, O = F Z, O = Z G, 2 A 2 2 JI 4 
[O..... O.....] t. Z+y Z 
'
' 'n 
'2 29' 
" =" 11M 9 '2 11 I'1'1 , 2 .. 
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..... 
los representan. Si O, 
entonces 
Ul.B.32) 
.......... + [O ,o ] = Z Mnr, , 
,. if- UI.8.33) 
..... ..... + [O ,O ] = (F nM' Z • 9 .. "1 
, 
Si 8 = O, F = G = O, el aperador (11.8.29) conserva el numero 
de bosones presentes. En este caso, 
.......... + , , " [O.,O.J = b [A.,AjJb, expresion identica al casa fermionico (vease 
1 J 1 
, (11.A.27», por lo que el algebra de Lie Qenerada es nuevamente 
U(n), para n operadores b i , b;, linealmente independientes .. d • No 
obstante, si se . incluyen operadores con 8 ~ 9 (es decir, 
..... , 
operadores elementales 8 .. >, 
lJ 
la relacion (11.8.32> implica el 
grupo simpl~tico S (2n)'d. p Este grupo es no compacto (sus 
, 
representaciones irreducibles no poseen dimension finita> y 
, 
corresponde al hecha de que no existe un limite superior para el 
, " 
numero de bosones aun para un numera finito de estados de una 
, , 
particula. El numero total de generadores independientes es· 
a ' , . a 
n + n(n+l>, aQreQandose al casa fermionico los 2n aparadores b i , 
b~a. 
1 
, 
En contraste con el caso fermionico, no es siempre posible 
..... 
llevar el operador ° UI.8.29) con M hermitica, a la forma 
diagonal 
es decir, M• .. = ~ •. 6 iJ., F = O (D = K· + !z lJ I\.J 
transformaci~n de 8ogo1iubov (11.8.1>. 
UI.8.34) 
I: X.>, por media de 
j J 
En primer lUQar, 
una 
para 
eliminar los t~rminos lineales se requiere que la matriz M sea 
invertible (T =-M-'6). En segunda lugar, los operadores , bosonicos 
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primados quedan determinados junto con la matriz W por la 
, .... 
condicion [O,b~] = 
J 
A.b~+ 10 cual conduce al sistemaS 
J J 
MU = IlUIlM", (ll.B.35) 
o, denotando la iRSi.a" columna de U por Ui - [-~:J., 
1 
(A B*] B A* (11.8.36) 
, 
que equivale a diagonal izar la matriz no hermitica 
(nMU = UnM·). Los autovalores de nM son de la- forma con 
r x+] (_Vtro] 
autovectores l-V+.' Xlro • respectivamente. 
1 1 
No obstante, la matriz nM puede poseer autovalores 
, 
complejos. En este caso es facil mostrar que el correspondiente 
~ t U t· 1 U+wU ~ U+~· - (U+.MU.)+ --au~ovec or i lene norma nu a: in i = Ai i'~i - 1 1 
Ai*U;llUi • Si Ai no es real, entonces Ai ~ Ai * Y por consiguiente 
+, + 
se anula la norma UillUi y ademas el coeficiente Mi = UiMUi • Por- lo 
.... 
tanto, no es posible llevar O a la forma (11.8.34), y no existe el 
correspondiente bos~n bj_ Puede mostrarse que si los autovalores 
de la matriz M poseen todos el mismo signo (y son no nulos), 
, ~9 
entonces nM posee solo autovalores reales • 
, 
La norma tambien puede anularse si el autovalor Ai es nulo. 
Para estudiar estos casos conviene escribir el sistema (11.8.36) 
en la representaci~n de coordenadas e impulsos. Por conveniencia, 
, 
definiremos estos introduciendo la frecuencia y la masa 
directamente en la definici~n9: 
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""" b~+)/(2M.A~)(~/2) GP. = (b". + , 
.J .J .J .J .J 
<11.8.37) 
""" b~+)(M.A~/2)(S/2) P". = -¿(b'. - , 
.J J J J J 
""" """ CQj'PÍ<] = J.6kj . <11.8.38) 
La masa M. es por el momento arbitraria. Si no existen 
.J 
autovalores complejos o nulos, podemos reescribir ° en la forma 
<11.8.39) 
""" """ Los operadores P' , Q' cumplen entonces las relaciones 
""" """ 2""" CO, P'.l = '" .A .Q'. J J J J <11.8.40) 
""" """ """ CO,Q'. ] = -~~/M. , J .J .J 
lo cual conduce al sistema combinado 
(: B*] (~:*] .= ~~M. ( :*] A* J J J j' <11. B. 41a) 
[: B*) [_:*).= (-¿/Mj ) [ :*). , A* 
.J J 
UI.8.41b) 
donde las matrices P,Q se definen en la forma 
Q (X* Yk.)/(2M.A~) (~/2) jk = kj + J J .J ' 
<11.8.42) 
X*k') (M .A'./2)(~/2) 
J J J ' 
de modo que (II.B.l) puede reescribirse como 
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A + * QI'. = E {Q. .b. + Q .. b. Jo , J i lJ 1 lJ 1 <I l. B. 43> 
A + * pI'. = E {P. .b. + P .. b.} J i lJ 1 lJ 1 
La condición <II. B. 38) implica 
<I 1.8.44> 
lo cual determina el parámetro Mj para normalizacii~n fija de pI' y 
..... QI', o la normalización de estos vectores para Mj fijo. 
La ventaja de las ecuaciones (11.B.41> es que aun en las 
casos en que el autovector posee norma nula, es pasible construir 
A A 
operadores Pj' Qj can las propiedades anteriores. Asi, si existe 
un ~. imaginaria pura, 
J 
..... 
O puede 
, 
aun 
(11.B.39), can una componente igual a 
escribirse en la forma 
UI.8.4S> 
donde el operador bosónico se define a partir de (11.8.37>, usando 
, 
el modulo de ~ .• 
J 
Otro caso interesante es aquel en que ~. = O. Las ecuaciones 
J 
(11.B.41) determinan la correspondiente coordenada e impulso. La 
!1I.B.41al p asegura que la inhomogeneidad [:. JJ es ort:ogonal al 
modo O, (_P*]j • El aperador O puede escribirse nuevamente en la 
A z forma (11.8.39) pero con una componente igual a Pj /(2Mj >, la cual 
, 
posee un espectro de particula libre. 
- 86 -
APENDICE C 
TEOREMA DE WICK PARA SISTEMAS ESTADISTICOS 
Daremos a continuaci~n la generalizaci~n estadistica~ del 
conocido teorema de reordenamiento normal, definido usualmente 
respecto de un estado puroS • 5 • Para un operador densidad general 
A , 
de c.i. p (11.2.1) o (11.3.25), la contraccion de dos operadores 
t 
, + 
x, y, que representan indistintamente un operador de creacion a a 
, 
aniquilacion a, es directamente el valor medio 
A 
<XV> = Tr[p XV] (Il.C.I) 
El orden normal de un producto de das operadores, denotada 
por :xy: se define de modo que sea nulo su valor medio: 
:xy: = xy - <XV> • (II.C.2) 
Para un producto de n operadores, n>2, el orden normal se 
define recursivamente, de modo que se satisfaga el Teorema de 
W· k20 lC • Este establece que el producto de n operadores 
U,V,N, ••• ,x,y,z, es igual al orden normal del producto, mas el 
, 
orden normal de n-2 operadores por una contraccion (en todas las 
formas posibles), mas el orden normal de n-4 operadores por das 
contracciones, siguiendo as1 hasta llegar a la suma de todas las 
posibles contracciones. De este modo, 
UVN ••• XyZ = :uvw ••• xyz: + <UV>:N ••• XYZ: + <vw>:u ••• xyz: + ••• 
+ <uv><yz>:w ••• x: + <uw><xz>:v ••• y: + ••• 
. . . (II.C.3) 
+ <uv> ••• <wx>:yz: + <uv> ••• <wz>:xy: + 
+ <uv><wx> ••• <yz> + <ux><vw> ••• <yz> + 
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, 
En el caso fermionico, se debe tener en cuenta que al extraer 
, 
una contraccion de un producto de operadores, se deb& agregar un 
, 
signo menos si el numero de permutaciones necesarias es impar·. Por 
ej., para un operador de dos cuerpos se obtiene 
UI.C.4) 
donde el signo - (+) corresponde a fermiones (bosones) • 
El valor medio del operador + + uv ••• yz o aiajakal , en un 
, , 
conjunto estadistico del tipo gran canonico y respecto de un 
operador densidad de c.i. es igual a la suma que aparece en el 
, , 
ultimo renglon de (II.C.3) o (II.C.4) respectivamente, es decir, 
igual a la suma de todas las posibles contraccioneszs • Para un 
, , 
operador de n cuerpos, el numero total de terminos en la suma es 
de C2n)!/(2nn!). En , otros conjuntos estadísticos la propiedad 
, 
anterior deja de ser valida y queda sujeta a restricciones (ver 
por. ej., cap.III, secc. 8 y cap. VI). Por otro lada, el valar 
medio de un producto normal es siempre nulo: 
<: uv ••• yz: > = O UI.C.5) 
Adem~s, puede probarse que el valor medio de un producto de 
productos normales es igual a la suma de todas las contracciones 
que involucren operadores de productos diferentes, sin incluir las 
contracciones dentro de un mismo producto normal. Por ej.: 
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<:uv: :xy: > = <uy><VX> :¡: <UX><vy> , UI.C.6a) 
<:UVNZ::Xy:> - o , UI .• C.6b) 
donde nuevament.e el signo - (+) corresponde a fermiones (bosones)_ 
Las relaciones (II.C.6) implican que en el valor medio de 
, " 
:st:uv ••• yz solo influye el anteultimo renglon da (II.C.3). Esta 
parte coincide a menos de una constante, C·i,n el operador efectivo 
de campo medio 
A " <x ••• x > S n 
o = 1: .xix j 
i,j " <X. x .> 1 J 
" <x ••• x > 
1: s n + (n/2)<x ••• x > UI.C.7) = - :X. x .: 
i,j 
" <XiX j > 1 J s 
n 
Por ej., en (II.C.4) el operador efectivo 10 forman 105 
A A 
renglones 2·y 3·). De este modo, <o> = (n/2)<0>, donde n/2 es el 
, A 
orden (numero de cuerpos) del aperador O = x ••• x • 
S n 
, 
Hasta aqui hemos supuesta que el valor medio del producto de 
, 
un numero impar de operadores es nulo. No obstante, en el caso de 
, , 
un sistema bosonico, pueden existir contracciones ·anomalas~ 
, 
<x> ~ O, aun respecto de un operador de c.i.. En estos casos-
conviene expresar x en t~rminos del operador ~centrado~ o noraal 
X~ = :x: = x - <x>, <x·> = o. Para un producto de operadores 
, , 
x·, ••• y·, todas las formulas anteriores siguen siendo validas. Por 
ej. ',_ 
UI.C.S) 
donde 
, UI.C.9) 
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es la ·covarianza~ a dispersión del valar media de xy. 
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CAPITULO 111 
EFECTOS TERMICOS y COMPETENCIA 
ENTRE INTERACCIONES DE DISTINTO CARACTER 
, 
I NTRODUCCI ON 
Las descripciones ttirmicas 
, 
y estadisticas de sistemas 
nucleares se han tornada frecuentes en la literatura durante la 
, , .-... 
ultima decada , fuertemente motivadas por la disponibilidad de 
, 
informacion experimental concerniente a reacciones can iones 
, 
pesadas (vease par ej. Ref. 5). La complejidad del problema ha 
estimulado el estudia de modelas simples (cama par ej. rafs. 6,7), 
, 
y desde el punto de vista teorico, el examen de las propiedades y 
peculiaridades de las hamiltonianos de ! 8-9 pseudospln ha vertida 
, 
mucha claridad sobre diversos aspectos del problema cuantico de 
muchos cuerpos. Estos modelos han probada ser extremadamente 
, , 
utilas en estudias teoricos sobre la validez de diversas 
aproximacianes·o - o 
El objeto de este capitUla es estudiar, dentro del marco de 
, 
un modela exactamente soluble, las efectos termicos sobre la 
competencia entre das de las mas importantes ingredientes del 
problema nuclear de muchas cuerpos, superconductividad (originada 
, 
en interacciones de carta alcance) y daformacion (debida a fuerzas 
residuales de larga alcance). El capitUla , esta basada en las 
, 
trabajas (13-15). Con este proposito, se propone una 
, 
generalizacion apropiada del formalismo de las refs. 10,11, basada 
en la técnica de estadas atómicas coherentes· d , que permite 
, , 
aplicar este matada a una extension del modelo original de 
• ' .7 ' Lipkin • Esta axtension , basada en un algebra de SU(2)xSU(2), es 
capaz de simular ciertas aspectos de la competencia entre 
interacciones da carta y larga alcance, y permite examinar efectos 
, 
termicos de una manera transparente. 
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De esta forma, las diversas aproximaciones de cuasipartícula 
independiente, pueden ser analizadas en detalle y ser comparadas 
con resultados exactos, para cualquier temperatura T, tanto en el 
" , limite termodinamico como en el caso de un numero finito de 
" , particulas. Tambien es posible analizar un operador estadistico 
general de p.i., y considerar distintos espacios de estados 
, , 
accesibles, dandose la posibilidad de un tratamiento estadistico 
, 
en un conjunto de tipo canonico. 
, 
Finalmente, se analiza el problema de la determinacion de 
fluctuaciones de diversos obervables, a partir de las soluciones 
autoconsistentes de campo medio. Se obtienen importantes 
correcciones al teorema de Wick en las regiones criticas. 
111.l DESCRIPCION DEL MODELO 
El modelo representa N fermiones distribuidos en dos niveles 
, , 
de p.i., cada uno con degeneracion 20, y separados por una energia 
&. Los estados de p.i. pueden ser caracterizados en la forma 
Ip,v>, donde v adopta los valores +1 (nivel superior> y -1 (nivel 
inferior>, y p = 1, ••• ,20 , identifica los estados dentro de cada 
nivel. En este contexto se introducen los operadores. ·colectivos~ 
. ! 8-~ de cuaslspln 
..... 
J+ 
..... 
J 
z 
..... z J 
= 
= 
= 
= 
+ 1: e c p+ p-p 
..... + 
J , 
, + 
- 1: vc c , z pv pv p,v 
..... z , A A J + 
-
(J+J_ + 
z z 
, 
los cuales satisfacen un algebra de SU(2): 
A A ..... [J v,Jz ] = -v J , v 
..... A ..... 
[J+,J_l = 2.1 z 
<111.1.1> 
..... A 
J_J+> , (111.1.2> 
<111.1.3> 
..... z 
El operador J conmuta con .todos los operadores (111.1.1), y 
es por lo tanto el operador de Casimir del grupo. Denotaremos con 
..... .....z 
M los autovalores de J y .1(.1+1> los de J , IMI S .1, de la manera 
z 
, &7 
usual. Introduciremos a continuacion los operadores 
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..... + + Q+ = 1: c c p+ p-p 
..... + 
= Q , 
(111.1.4) 
..... 
.. + Q = 
- 1: c c Z 2 pV pV p,V 
.. 
..... 
= 
-
N - O , 2 
..... 2 ..... 2 .. ..... ..... ..... ..... Q = Q + 
- (Q+Q- + Q -Q+) , z 2 (111.1.5) 
, ..... 
llamados operadores de apareamiento de cuasispin. N es el operador 
, , 
numero de partículas. Los operadores 011.1.4) satisfacen 
..... 
nuevamente un álgebra de SU(2), y además, todo operador Q conmuta 
..... , 
con cualquier operador J, conformando por consiguiente un algebra 
A ..... , 
de SU(2)xSU(2). Q+ (Q_) crea (destruye) dos particulas acopladas a 
..... 
J = o. De este modo, los operadores Q se comportan formalmente 
, 
como los operadores de apareamiento de la teoria de 
superconductividad nuclear. Denotaremos con Q los autovalor"es de 
o 
..... 
Q 
z 
y Q(Q+1) los de Este modelo 
(SU(2)xSU(2» posee una dimensión total"· 
, 
de Lipkin ampliado 
(111.1.6) 
correspondiente a N particulas a ser distribuidas en 40 estadas de 
p.i •• Los estados multiparticulares pueden ser caracterizados par 
los autovalores J,Q,M,Q en la forma 
o 
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con 
e = {(J-M)!(Q-Q )!/[(2J)!(J+M)!(2Q)!(Q+Q )!])t/2. <111.1.8) 
o o 
De este modo, los estadas (111.1.7) son ortonormales. No 
, 
obstante, existe una simetria adicional a ~ener en cuenta, ya que 
..... ..... 
todo operador J o Q conmuta can cualquiera de los (20)! operadores 
, , 
de per.utaci~n que 'intercambian los indices p. Esta simetria 
adicional dará origen a una cierta multiplicidad Y(J,Q) de un 
, 
estado (111.1.7). Para caracterizar univocamente al estado, es 
necesario añadir un numera cuántico adicional a, 1 ~ a ~ Y(J,Q), 
, 
que identifica a las miembros de la representacion irreducible del 
grupo de permutaciones 520 al cual pertenece el estado (111.1.7). 
No obstante, dada que los hamiltonianos y observables a ser 
estudiados en este capitUlO serán funciones s~lo de las operadores 
, , (111.1.1) Y (111.1.4), niguna magnitud fisica dependera de a. 
, 
En el apendice A se demuestra que la multiplicidad mencionada 
t4 
es 
YeJ,Q) = (2~2)! (20)! C2J+.l) (2Q+l) 
C~J+Q+2) ! (~J-Q+l) ! C~J+Q+l) ! C~J-Q) ! 
donde los valores de J y Q satisfacen las relaciones 
ó ~ J ~ O - IQ I , 
o 
IQ I ~ Q ~ O 
o 
6 , 
6 + IQ I ~ J + Q ~ O • 
o 
, <111.1.9) 
<111.1.10) 
, 
ó denota la parte fraccionaria de (N/2).Los rangos de variacion 
dadas por (111.1.10) generalizan tratamientos anteriores S ? donde 
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es considerada. Esto es en general 
suficiente para estudios realizados a T=O concernientes al estado 
fundamental. Sin embargo, en tratamientos estadísticos los estados 
pertenecientes a otras bandas son accesibles, y deben ser 
, 
incluidos en el correspondiente conjunto estadistico. 
Q queda determinado por el número de partículas presentes N. 
o 
Los valores extremos ± O corresponden a N = 40 (sistema saturado) 
y N = O (vacio) respectivamente. Para Q fijo, N puede fluctuar 
entre 2(OrQ) Y 210+Q). Un concepto utilizado es el de senioridad 
de cuasisp ínt,7, 
S = 2(0 - Q) , 011.1.11) 
" , que indica el maximo numero posible de particulas no apareadas 
compatibles con un valor dado de Q. El número real de partículas 
, 
no apareadas depende adema s del indice a. 
Si J=o. Q=O, IJ,O,-J,O> es simplemente el estado con 20 
, 
particulas situadas en el primer nivel. Los estados con J o Q 
, " 
maximos son completamente simetricos en el indice p y generan la 
" correspondiente representacion irreducible completamente 
, , , 
simetrica. Ademas, Y(J,Q) = 1 solo si J = O o Q = O, por lo que 
son las únicas representaciones no degeneradas. 
Las consideraciones generales de las secciones siguientes 
, , 
seran validas para cualquier hamiltoniano que sea funcion de los 
..... ..... 
operadores J y Q. No obstante. el hamiltoniano 
t,7 
estudiado es de la forma 
..... ..... 
H = & J 
z 
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, 
especifico a ser 
011.1.12) 
..... 2 ..... 2 ..... , ..... 
el cual conmuta con J , Q Y Qo. El primer termino e J z representa 
, 
el hamiltoniano no perturbado. El segundo termino representa una 
interacci~n de apareamiento entre estados separados por la energía 
, 
e, mientras que el tercero corresponde a una interaccion 
monopolar, la cual simula una fuerza de largo alcance. 
..... ..... 
Si V = O, H conmuta además con Jz. Sus autoestados son 
directamente los estados <III.l. 7), con autovalores 
E(J,Q,M,Q) = e M - • 6 [Q(Q+l) - Q (Q -1)] • 
o 2 o o 
(111.1.13) 
Para 6=0, el estado fundamental corresponde al estado con al 
, 
maximo valor posible de J, con M = -J y 
<111.1.14) 
, 
tomando Q el valor minimo. Si N = 20 (IQ 1=0), se obtiene la 
o 
, , 
energia mas baja , y J = O. Por el contrario, el termino de 
apareamiento favorece estados con altos valores de Q (baja 
, 
senioridad) y bajos valores de J. La energia 
, 
superconductor (Q = O) esta dada por 
E = 
s 
~ 6 [0(0+1) - Q (Q -1)] , 
2 o o 
del estado 
(111.1.15) 
donde hemos supuesto un número par de partículas. Este estado es 
, , 
el de energia mas baja si 
2(0 - IQ pe 
o 6 
e 
11 (jll.l.1b) 
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Si G < G , el sistema prefiere el estado ~normalP 
e 
(111.1.14). 
Estados ~intermediosP de la banda J + Q = 0, corresponden a 
estados excitados, al igual que aquellos con J + Q < O. De este 
modo, el estado fundamental sufre una transici~n de fase (de 
primer orden) desde el estado normal al superconductor en G = G • 
e 
Si G = O Y V ~ O, el modelo se reduce al caso original de 
Lipkin 8 - P • La soluci~n exacta se obtiene por diagonalizaci~n en el 
multiplete de dimensi~n 2J+l determinado por J, Q y Q , 
o 
no 
dependiendo los autovalores del valor de Q. El estado fundamental 
; 
se encuentra siempre en la representacion con el mayor valor 
, , 
posible de J, y su energia es independiente del signo de V, y mas 
baja que la del estado normal (111.1.14). No se registran cambios 
abruptos en la soluci~n al aumentar el valor de V, aunque en la 
, 
zona alrededor de V = &/N, la derivada segunda de la energia 
fundamental respecto de V registra un m~ximo, al mismo tiempo que 
; 
la energia del primer estado excitado se aproxima a la del 
fundamental y la componente con M=-J deja de ser la principal en 
, 
el estado fundamental. Estos cambios se hacen mas notorios al 
aumentar N, existiendo en el limite termodin~mico O ~ 00 (y N 
proporcional a O) una transici~n de fase de segundo orden, como se 
ver~ m~s adelante. 
Si ambas constantes de acoplamiento V y G son no nulas, los 
autovalores dependen adem~s de Q y Q 
o 
Las dos interacciones 
; 
compiten entre si, favoreciendo la fuerza de apareamiento estados 
con J=O, Q=O, y la interacci~n monopolar aquellos con el , maximo 
valor posible de J. El estado fundamental del sistema sufre una 
transici~n de fase desde el , estado con J maximo al estado 
, ~7 
superconductor, para un valor de G mas alto que en el caso v=o. 
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111.2 ENERGIAS LIBRES EXACTAS 
, , , 
Consideraremos en esta seccion el calcula de energias 
libres exactas de sistemas descriptos par hamiltonianos que sean 
funciones de las operadores (111.1.1) y (111.1.4). El aperador 
, , 
estadistico exacta en el conjunta canonico es 
..... ..... 
p = exp{A - ~ H} , 
o 
<111.2.1) 
donde ~ es la inversa de la temperatura T. La correspondiente 
, , 
energia libre exacta F (vease (1.2.12» puede escribirse en la 
14 forma 
..... 
F = T A = -Tln{Tr[exp(-~ H)]} 
o 
..... 
= -Tln{ E Y(J,Q) Tr·[exp(-~ H)]} , 
J,Q 
<111.2.2) 
, 
donde Tr· denota la traza sobre el subespacio de dimension 2,J+l 
caracterizada par valares fijas de J y Q. La traza en (111.2.2) ha 
, 
sido tomada en él espacio completo de dimension (111.1.6), siendo 
la suma en J y Q sobre los valares que satisfacen (111.1.10). 
, , 
El limite termodinamico de (111.2.2) para 20 ~ ~ puede ser 
, , 
hallada analiticamente. Este tipa de limites ha sido estudiado en 
, 
la ref.6, pera solo con referencia a un modelo SU(2), sin incluir 
, 
terminas de apareamiento. Es conveniente introducir las cantidades 
intensivas 
q = Q/20, 
<111.2.3> 
r = J/20, 
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, 
que pueden ser consideradas como variables con'tinuas en el limi'te 
, , 
'termodinamico, y suje'tas a las res'tricciones (vease (111.1.10» 
o ~ r ~ i 
- - qo , Z 
~q ~ 
, 
UII.2.4) qo - , z 
~ r +q ~ 
, 
qo - , z 
I donde q = IQ 1/20. Introduciendo las funciones (v, v· = ±1) 
o o 
( ) (! • ) tp • r,q = + vr + v q , 
v,v z 
UII.2.5) 
, 
y u'tilizando la aproximacion de S'tirling para el fac'torial, es 
, 
posible encontrar el limite intensivo de la mul'tiplicidad, 
s(r,q) = lim ln[Y(J,Q)] = -1: tp • (r,q)ln(tp • (r,q)). (111.2.6) 
• vv vv 2~· 20 v,v 
Emplearemos a continuacián él formalismo de estados 
, , 
atomicos coherentes (ver apendice 8). Para ello, utilizaremos la 
co'ta inferior de la desigualdad (111.8.15), que en el presen'te 
contexto se traduce a 
(111.2.7) 
, 
donde IJ,Q,O·) es el estada atomico coherente (respecto de los 
operadores J) en el espacio extendida de SU(2)xSU(2) (omi 'ti remas 
, 
para abreviar el indice Q), Y la integral es sobre toda la 
o 
esfera de 8loch. Mediante (111.2.7), podemos escribir 
F ~ -Tln( 1: YCJ,Q) 2;:1 J exp [-(:KJQO· IHIJQO·)l dO·). (111.2.8) 
J,Q 
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En el limite termodinámica, la igualdad rige en (111.2.8) 
, , (ver apendice B) para los terminas de orden o, y las sumas sobre J 
y Q pueden reemplazarse par integrales sobre r y q, de modo que 
utilizando (111.2.6) se obtiene 
donde 
f = lim F/20 
20-t00 
(20)!I I 1 = 4ft eHp(-2~(r,q,O·»dCYrdrdq , 
".. 
• (r, q, CY) = <JQO· I H/20 I JQCY> - Te (r,q) • 
<111.2.9) 
<111.2.10) 
<111.2.11> 
Para hallar el limite (111.2.9), es conveniente utilizar el 
, 
metodo de Laplace. Para integrales del tipo 
<111.2.12) 
, , 
la cantribucion mas grande a leN) proviene de la vecindad del 
punto donde F(t) asume su valor .ínimo. D~ esta 
grande, 
Por la tanto, utilizando (111.2.13) se obtiene 
donde 
f = min (h(r,q,O·) - Ts(r,q», 
r,q,O" 
A 
manera, para N 
(111.2.13) 
<111.2.14) 
h(r,q,O·) = lim <JQO· I H/20 IJQO"> • <111.2.15) 
20-tc0 
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, 
Para O finito~ los terminas despreciados tanto en (111.2.6) COMO 
en Cl 1 1.2.14) son de orden In (O) lO. 
, 
La obtencion de h(r,q,~) no ofrece dificultad pues los 
A A , 
operadores intensivos j( = J(/20 «( = x,y,z) conmutan en el limite 
, ~ A A 
termodinamico, <por ej., [j+,j ] = j 120) Y el valor medio de un 
- z 
producto de ellos es igual al prOducto de valores medios en este 
, , 
limite. Los terminas despreciados en estas consideraciones son de 
" , 
orden 1/20. El limite termodinamico constituye pues el limite 
, 
clasico en este modelo. 
De este modo, si O" = (&,tf¡) , se obtiene a partir de 
Cll.8.2b) , 
.... 
<" > J z = -rcos(&) , <I 1 1. 2. 16a) 
A 
rsen (&)e1 vtf¡ <" > = <I11.2.16b) J).> , 
<q2> 2 <I11.2.16c) = q , 
.... 
<q > = qo , <Ill.2.16d) z 
donde (II1.2.16c) corresponde al , , limite termodinamico. Para el 
, 
hamiltoniano (111.1.12) se obtiene en este limite, 
(111.2.17) 
donde 
G = g/20 , 
<Il1.2.18) 
v = vI (20-0 • 
, 
Por consiguiente, para que el limite exista, las constante. 
de acoplamiento deben ser de la forma (111.2.18) con 9 y v finitos 
e independientes de O. (111.2.18) equivale a (111.8.17). 
Se ha supuesto hasta ahora que la temperatura T es positiva. 
Na obstante, en el presente modelo finita, la temperatura puede 
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obviamente ser negativa. En tal caso, se debe maximizar la 
expresi~n (III.2.14). El sistema parte para T ~ O del estada de 
, 
mayor energia. 
Hasta aquí hemos considerado el conjunto , canonico, pues la 
, , " 
situacion ~isica real corresponde a un numero ~ijo de particulas. 
, , ...... 
En el conjunto gran canonico, debemos agregar el termina ~ N en el 
A. 
exponente de p y extender la suma en <111.2.2)· sobre Q con 
o 
, 
O ~ Q ~ o. El numero total de estados accesibles as ahora 
o 
40 (40 ) 40 
D· = ~=O N = 2 • <111.2.19) 
; , 
Para obtener el limite termadinamico en este casa se deben 
utilizar estados coherentes respecto de J y Q, reemplazando de 
, 
esta manera las sumas sobre M y Q por integrales sobre angulas 
o 
sólidas O"' Y O"'"'. El resto del procedimiento es exactamente igual 
, 
que en el caso anterior, obteniendose, para el gran potencial 
intensivo 
A A 
~ .. = lim ([<H ~> - TSl/2r.G = min (h"'(r,q,O·,O"·) - Ts(r,q», 
20-.00 r,q,O"O"'"' 
donde 
A ...... 
h .. (r,q,O .. ,o .... ) = 11m <JQO .. O .... 
2n-.a, 
(H-~)/20 IJQO·O"'"'>. 
Las relaciones <I11.2.16a-b) permanecen 
(III.2.16c-d) deben reemplazarse ahora por 
A 
<q > = -qcos(r) , 
z 
i VV' 
= qsen(r)e 
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igual, 
<111.2.20) 
(1II.2.21> 
pero las 
U 1 1 • 2. 22a) 
UII.2.22b> 
, 
El estada IJQO~a~~> se construye en forma analoga a (111.B.2) 
, 
e involucra una suma sobre estadas can distinta numero de 
, 
particulas. Na obstante los valores medios intensivas de 
, , 
operadores que conservan el numera de particulas coinciden en 
, , 
ambas conjuntas en el limite termodinamico. Para ella se debe 
, A , 
expresar r en terminas de <q > a traves de (IIl.2.22a). Par ej., 
z 
2 2 2 A 2 2 
= q sen r = q (1-<qz> /q ) 
(111.2.23) 
, 
El ultimo valar coincide can el proporcionada par las relaciones 
(111.2.16). Cabe destacar sin embarga que las valares medias de 
A 
operadores que na conmutan can N na coinciden en ambas conjuntas. 
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111.3 LA DESCRIPCI0N DE CUASIPARTICULA INDEPENDIENTE 
, , , 
El aperador estadistico mas general de cuasiparticula 
, 
independiente que puede ser construida can las aperador es 
colectivas (111.1.1,4) es de la forma 
p 
exp.tX + 
, 
J: Z+MZ } <111.3.1) = - , o 2 P P P 
donde Z+ + + = (c +,c ,e +,c ) y P P p- P p-
(X+a) /2 T O 1) 
* (o-X)/2 O T -1) 
M = 
* * 
. <111.3.2) O -1) -(Q+X)/2 -T 
, * O (X-a) /2 1) -T 
El aperador (111.3.1) es formalmente igual a un aperador de 
, " 
rotacion de SU(2)xSU(2) pera can ·angulos salidos~ imaginarias. La 
, 
diagonalizacion de la matriz M puede obtenerse en este casa par 
medio de das transformaciones de Bogoliubov sucesivas (y 
conmutantes) de 2x2, 
[:~:] ~ [ e:: -ai 4> .... n8] [ccp~+_] , e sen& cos& <111.3.3) 
[::::] = [e::: -si ~senr J [aaPp+ +-J • <111.3.4) e seny cosy 
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, 
La transformacion (111.3.3) (de Hartree-Fock) deja invariante 
,.. A "'" *"'" 
al operador O = oQ + nQ+ + n Q_ , Y permite escribir en forma 
~ z 
"'" "'" "'" *.... , diagonal a O = &J + TJ + T J • La transformacion (111.3.4) (de 
2 z + 
"'" BeS) deja invari.nte a O2 y permite diagonal izar 
, 
operadores de cuasispin primados san de la forma 
A .... s (J+sen(2&)e-i t/l + j sen(2&)ei t/l) JP = J cos(2&) - -z Z 2 , 
A A 
sen (2&)ei 4> + A 2 A e 2i t/lsen2(&) JP = J J+cos (&) J , + z -
A A ~ (Q+sen(2r)e-itp Q_Sen(2r)eitp) QP = Q cos(2r) 
-
+ 
z Z 2 
..... Q sen (2r) e i tp + .... z .... 2itp 2 QP = Q+cos (r) Q_e sen (r) 
+ z 
, 
, 
"'" O • 
s 
Las 
<111.3.5) 
De este moda, es pasible escribir (111.3.1) en la forma diagonal 
A ,.. ,.. 
p = expO., + ).,PJ:p + O':PQP) 
o Z z 
E s + c:P } <l11.~. 6) = exp()., -O':PO + - & c P , o a v pv pv p,v 
donde & = ).,'v + 0", Y ).,', ~ las autovalores de las matrices 
v 
),,/2 T 0'/2 n 
M = z( ) , M = z( ) , respectivamente, 
, T* -),,/2 2 n* -0'/2 
<111.3.7) 
Par lo tanta, 
+ 6pp :p6vv:pfv <c P c:P > = , pv p' v:P 
(111.3.8) 
+ + O <c' c' > = , pv pP v:P 
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donde 
, 
& -& 
= (l+exp[--(X~V+u~)]) , 
z 
habiendose tomado la traza en el conjunto 
Utilizando (111.3.3-9) se obtiene, 
x = u~O + 20 E lnU-f ) , o ~ 
~ 
X = ).,~ cos (2&) , 
T = !X· sen (2&) e -i t/J , z 
u= u·cos(2r) , 
& -i VI 
TI = -u· sen (2r)e , z 
.... .... .... (J > = <J; >cos (2&) = (X/X· )(J;> z 
gran 
, 
.... 
-<J. >sen (2&) e i t/J (2T*/X~)<J~> <J+> = = z z 
.... .... .... (Q > = (Q;>cos(2r) = (a/u) ~(Q~ > , 
z z 
.... 
-<Q. >sen (21"> e i 'tp (2.,t /u· )<Q~ > (Q+> .. .. Z Z 
donde 
f )/2 , 
.... (Q;> = 20(f+ + f - 1>/2 • 
, 
UII.3.9) 
, 
canonico. 
UII.3.10) 
, 
UII.3.11) 
ti 
<111.3.12) 
El sistema exhibe en la descripcion de c.i. tres fasa. bien 
.... .... 
definidas: a) Fase '1 norlBal· 11 caracterizada por (J > .. (Q > - O (a J,I ~ 
.... .... 
sea, 1"=& = O); b) Fase '1 def ormada ~ , con (J> 
-
O, <Q > = O 
J,I v 
.... .... (& ,e O, 1" = O) ; c) Fase '1superconductora·, con (J > .. O, (Q > ,- O J,I v 
, 
(1" 
-
O, & = O). Puede darse obviamente tambien el caso de una fase 
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~.ixta~ deformada superconductora. 
, 
Las relaciones explicitas (111.3.11) (equivalentes a 
(11.2.15» establecen la ~proparcionalidad~ entre cada valar media 
y el conjugada del correspondiente multiplicador. De este modo, la 
inferencia estadística resulta trivial, anulándose el valar medio 
si se anula el correspondiente multiplicador. Para hallar la 
, , 
relacion inversa, sala es n~esario expresar f+ y 
..... ..... , 
.Ji. 
-¡" , a bien, 
<J~> Y <Q~>, en terminas de las valores medios (111.3.11), 
z z 
<J~>Z ..... >z I<J+> IZ = <J + , z z 
Ull.3.13) 
<QP>z = <Q >z + I(Q+> 12 • Z Z 
..... A , 
<J~> Y <Q~> san pues iguales al valar media 
z z 
clasico de los 
AZ ..... z AZ" .. ' Casimires J y Q (es decir <J > = <J>.<J». La· entropia depende 
sálo de los escalares Ull.3.13), 
= -20 E [f ln(f ) + (1-f )ln(l-f )] 
v v v v 
UII.3.14) 
Cuanta menar sea el valor de los ~Casimires~ UII.3.13) , 
" , 
mayar sera la entropia, llegando al valor maximo s = 4mn2 
Al 
para 
& 
= -,'0 
2 
sea, 
A 
<g. > = O. 
z 
..... 
Estados puros corr.esponden a 
.... ..... 
f :1 0,1, 
v 
es decir, <J~ > :1 + O, Z - <Q.> = 0, z o bien, <J.> = O, z 
A , A 
<Q~ > = ± o, en cuyo caso (vease U.l. 7» p - I~><~I 
z 
casa corresponde a 
20 
IYJ> = n 
p=l 
a+ 10> p- • 
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El prime,. 
UII.3.15) 
, 
El estada (111.3.15) coincide can el estada atomico coherente 
IJ,o·>, can J = O, O" =- (&,~) Y N = 20 (ver ap. B). El segunda 
, 
corresponde a un estada de BeS can ° a 40 cuasiparticulas, 
20 
-i VI, + + IY/> = n (cosy + e seny a +a ) 10> , p p-p=1 
(111.3.16) 
can c· IY/> = O. F.l estada (111.3.16) coincide can el estada pJ.l 
coherente IQ,O·>, I can Q = O Y O" = (y,y/). 
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111.4 LA APROXIMACION DE CUASIPARTICULA INDEPENDIENTE y 
LA EQUIVALENCIA EN EL LIMITE TERMODINAMICO 
La aproximaci~n t~rmica de campo medio consiste en este 
contexto en minimizar el gran potencial respecto de operadores 
, 
estadisticos del tipo (111.3.1), y las ecuaciones resultantes son 
las de HFBT (ver secci~n 11.5). El exponente de (11.3.1) coincide 
en este caso con el hamiltoniano efectivo de campo medio. 
, 
Utilizando los resultados de la seccion anterior, y el 
teorema de Wick, puede calcularse el valor medio de calquier 
, A A 
operador funcion de los operadores J y Q respecto de (111.3.1). 
, , 
Para valores grandes de ~ el termino mas importante del valor 
A A , 
medio de un producto de m operadores J, Q, es el termino directo, 
es decir, el producto de los valores medios. Su magnitud es de 
m 
orden (20) , 
menor, (20) k, 
, 
mientras que los terminas restantes son de 
, , 
l~k<m. En el limite termodinamico, el valor 
orden 
medio 
intensivo, obtenido al dividir el valor medio total por (2c»m, 
, , 
sera igual al termino directo. 
, 
Con la sustitucion 
A 
• r = <J~ >/20 = - (f -f ) , Z 2 - + 
(111.4.1) 
A 
• q = <Q~ >/20 = - (l-f -f ) , Z 2 + -
, 
las formulas (111.3.11) coinciden exactamente con las 
UII.2.16a-b), (111.2.22), obtenidas con el formalismo de estados 
atómicos coherentes. Esto implica que valores medios de operadores 
de un cuerpo proporcionados por un estado puro coherente, pueden 
, 
ser ajustados por un operador densidad de c.i. aunque de entropia 
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no necesariamente nula. Como se muestra en el Ap. B, los estados 
coherentes con J = O son exactamente igual a un D.S •• Los estados 
con J < O pueden ser simulados en cambio por un operador 
, 
estadistico de p.i. construido con los operadores colectivos 
correspondientes. En forma similar, los estados con Q = O 
equivalen a un estado de BCS, mientras que aquellos con Q < O 
~ , 
corresponden a operadores estadisticos de c.i •• Solo los estados 
I 
pertenecientes a representaciones irreducibles completamente 
, 
simetricas corresponden a estados puros de c.i •• 
Los valores medios de operadores de m cuerpos respecto de 
, 
estados IJ,Q,O~,O~~> tambien coinciden con los proporcionados por 
, , 
(111.3.1) al efectuar la sustitucion (111.4.1), en el limite 
, termodin~mico, debido a la preeminencia del termino directo en 
este límite. Para operadores que conmutan con 
A. 
N, 
, 
tambien 
, 
coincidira su valor medio de p.i. con el tomado respecto al estado 
, , 
IJ,Q,O~,Q >. Esto implica por ej., que la energia por particula 
o 
del estado fundamental de hamiltonianos construidos con los 
..... ..... 
operadores J, Q, coinciden con los proporcionados por la 
, ", 
aproximacion de c.i.(HFB) en el limite termodinamico. No obstante, 
, 
la descripcion de p.i. no es necesariamente pura, existiendo la 
, , 
posibilidad de ocupacion anormal (f ~ 0,1) aun a T = O. 
).1 
, 
Finalmente, es importante destacar que la expresion (111.2.6) 
, ,,, , 
para la entropia por particula tambien coincide con la expresion 
, 
de c.i. (111.3.14) al efectuar la sustitucion (111.4.1) • La 
expresi~n usual de c.i. para la entropía es pues el , limite del 
, 
factor de multiplicidad de la representacion irreducible 
, 
determinada por los f , al identificar estos con los Casi mi re. 
).1 
intensivos por medio de (111.4.1). 
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, 
Por consiguiente, la aproximacion de HBFT (yen general, la 
descripci~n estadística de c.i.) provee la energía libre intensiva 
, 
exacta (y valores medios intensivos exactos) en el limite 
termodinámico, para cualquier hamiltoniano función de 
A 
J y 
..... 
Q, y 
, 
equivale a la minimizacion (111.2.14). No obstante, no ocurre lo 
, 
mismo con las 'fluctuaciones, las cuales dependen de los terminas 
, , 
de orden l/a despreciados rvease seccion 111.10). Notemos que la 
, I 
sustitucion (111.4.1) es si2mpre factible, dado que los f pueden 
1.1 
ser confinados al interv,"Ilo OSf+f Sl 
+ -
, 
sin perdida de 
generalidad, y elegir f_ > f+, de modo que las restricciones 
(111.2.4) son nuevamente satisfechas. 
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111.5 LA SOLUCION DE BCS TERMlCO 
, 
Consideraremos en esta . ' secclon especificamente el 
, 
hamiltoniano (111.1.12) con V = O. La ínteraccion es puramente d. 
, 
apareamiento. Utilizando el teorema de Wick, la energia media y el 
" i.4 numero medio de particulas respecta de (111.3.1) san 
..... .... 
<H> = 20 {&(jz> 
U 1 1.5.1) 
..... ..... 
<N> = 20(2<qz>+I) = 20(-2qcos(2y)+I) 
UII.5.2) 
..... .... 
donde n = N/20 • Despejando y de UII.5.2), 
UII.5.3) 
A 
donde n = <N>/20 = 2(q +1). Par la 
o 
tanta, reemplazando en 
(111.5.1), se obtiene 
A 
<H> 
= 20(-!& (f -f+)cos(2&) 
z -
, , 
donde en la ultima expresian hemos despreciada, de la manera 
, , 
usual, las terminas de orden 1/20, que representan la contribucian 
, 
de la interaccion de apareamiento al potencial de Hartree-Fock (10 
, , 
que equivale a una renormalizacian de las energias de p.i.). De 
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, 
este modo, la energia media intensiva resulta independiente de o. 
, 
cuando se escribe en terminas de 9 (111.2.18). 
Las ecuaciones autoccnsistentes se obtienen al minimizar la 
, 
energia libre 
A 
F = <H> - (20)T I [f ln(f ) + (l-f )ln(l-f )] , (III.~.~) 
J,I J,I J,I J,I 
, A 
respecto de f y & (la conservacion de <N> ya ha sido¡ incorporada 
J,I 
, 
en (111.~.3». La minimizacion respecto de 9 es inmediata y 
, 
conduce a cos(29) = 1. La transformac·ion· general de Bogoliubov 
, (111.3.3-4) se reduce pues a la de BeS, y la aproximacion de c.i. 
, , 
a BCS termico (BCST). Notemos que el angula ~ no aparece en la 
, A , 
expresion de <H>, y puede ser arbitrario. Esta degeneracian 
, " 
continua corresponde a la violacion de la conservacion del numero 
, , 
de particulas hecha por la transformacion (111.3.4). 
, 
Reemplazando la expresion (111.5.4) en (111.5.5) y derivando 
con respecto a f , se obtiene 
J,I 
donde 
, 
S & = (J,I& + gq) • 
J,I 2 
UII.~.6) 
UII.~. 7) 
es la energía de c.i •• El gap A es dentro de este contexto 
A 
A = _8_<~~r> __ = i9 qsen(2y) 
8 <Q+> 
.' S<6 Las relaciones (111.5.6-7) conducen a la ecuaClon 
-s -j 1 - 2q ... {l+exp[ (&+gq) 12Tl} + {l+exp[ (-&+gq) 12Tl} , 
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UII.~.8) 
UII.5.9) 
, 
que constituye la ecuacion del gap dentro de este contexto. Esta 
debe resolverse en el intervalo Iqol = i In-ll ~ q ~ ~. Si 
2 
N = 20 
, , , 
(q = O), el rango de variacion de q es el maximo posible. De aqui 
o 
, 
en mas, consideraremos este caso. (111.5.9) no depende de n, por" 
, , 
10 que la solucion de BCS resulta independiente dal numera de 
particulas para q ~ (n-l)/2. 
Si N = 20, cos (21') = O V T, y el gap es 
proporcional a q, 
donde A denota el gap a T=O. 
o 
directamente 
(111.5.10) 
En primer lugar, notemos que q = O constituye siempre una 
, , 
solucion de la ecuacion <111.5.9) • , , Mas aun, 
, 
la restriccion 
, 
<111.5.2) queda automaticamente satisfecha si f+ + f = 1, en cuya 
casa la contribuciÓn de la fuerza de apareamiento se anula 
, , (A = O). Esta solucion es la mas baja a toda temperatura si 
9 < 4e == 9 • 
e 
, , 
Las numeras de ocupacion san en este casa, 
f 
1.1 
i -i 
= [1 + exp(-1.Ie/T)] 
2 
, 
, 
(111.5.11) 
(111.5.12) 
a sea, la distribucion usual de Fermi can el espectro del 
, 
hamiltoniano na perturbada. Esta solucion constituye desde el 
, 
punta de vista de BeS una solucion anormal, pues f ~1 Y na a O 
1.1 
para T;(). 
, 
Para 9 > 2e, la ecuacion (111.5.9) exhibe otras soluciones, 
, 
las que deben ser comparadas con la Bolucion anterior. Notemos qua 
, 
si 9 < 2e, la solucion superconductora es altamente inestable a 
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T=O, pues en este caso f tiende a 1 cuando :l q-t-. 
2 
En otras 
, , 
palabras, aparece como solucion de las ecuaciones de BCST recien 
para g>2&, Y s~lo para g>4& es esta , solucion la que provee la 
, , 
energia mas baja a T=O. 
Al aumentar la temperatura, q (y por lo tanto el gap) 
, , 
decrece, anulandose al llegar a una cierta temperatura critica T • 
c 
, , 
F;ara T>T • nuevamente permanece q=O cama la unica salucion de la i c· 
, 
ecuacian del gap. Expandiendo (111.5.9) alrededor de- q=O, se 
1 T t · f 1 .' S~ conc uve que sa 1S ace a ecuaC1an 
c 
(ST Ig)cosh 2 (&/4T ) = 1 • 
c c 
(111.5.13) 
, 
La expresion (111.5.10) se reduce para &=0 al resultada para el 
modela s degenerada • El presente modela representa la 
, , 
generalizacian de aquel, permitiendo que exista una diferencia. de 
, 
energia & entre- los estados apareadas. 
, 
Na obstante; nuevos fenomenos pueden aparecer debido a que 
& ~ O. Surgen das situaciones diferentes, de acuerda a si 9 es 
mayor o menor que g. = 4.4668&: 
c 
i) g>g.. Existen en este casa 
c 
dos soluciones 
, 
para T , 
c 
correspondiendo la primera de ellas a la desaparician de un punto 
de ensilladura de la energía libre. Sólo la segunda pasee 
, , 
s~gnificado fisico. Esta corresponde a una transicion de fase de 
segundo orden del sistema, con f continuo 
v 
(pero derivada 
discontinua) en T=T • 
c 
ii> 4&<g<g·. No existe en este caso solución real de 
e 
, 
, 
la ecuacian 
(111.5.9>, lo que implica que el gap se anulara repentinamente a 
una temperatura determinada, que no satisface (111.5.13). Ocurre 
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, 
en este punto una transicion de fase no local de primer orden, y 
el sistema sufre un ~salto~ hacia el estado no superconductor, con 
, , 
A = o. Esta transicion refleja la transicion de primer orden que 
ocurre a T = O en g=4&, en la cual el estado fundamental pasa de 
la fase normal a la fase superconductora. A temperatura finita, el 
orden de la transici~n se mantiene s~lo para g<g~, 
C 
~suavizándose~ 
para valores mayores. 
En el caso i), puede mostrarse, prosiguiendo el desarrollo en 
serie de (111.5.10), que el gap tiende a O en forma proporcional a 
(Tc-T)~/z, lo que implica una pendiente infinita en T = Tc• 
En ambas casos i) y ii), para T>T todas las funciones de 
e 
estado se comportan como en el caso no perturbado, dejando de ser 
, 
visible la interaccion para T>T • Para T ~ ~ el sistema se acerca 
C· 
, , 
al estado de entropia maxima, con valores nulos de r y q. 
El comportamiento anterior corresponde al tratamiento de BCS, 
, , , , 
es decir, al limite termodinamico. Si el numero de particulas es 
finito, todas las discontinuidades se suavizan. A medida que N 
. , 
aumenta, los resultados exactos se aproxIman monotonamente a los 
, 
de BCS termico. Las mayores diferencias ocurren en las regiones 
cercanas a la transici~n de fase. 
, , 
Se muestra en la fig. 1 la evolucion del gap en funcion de la 
temperatura, para distintos valores de g. La fig. 2 muestra el 
comportamiento del gap para distintos valores de N. Para N finito, 
se identifica al gap con ~ -g<Q>/20, 
z 
utilizando (111.5.10) y 
, (III.4.1). El comportamiento de la energia media intensiva 
.... 
E(T) = <H/20> es mostrado en la fig. 3, para distintos valores de 
, 
g, y del numero de particulas N=20. Se ha utilizado la 
, , 
escalizacion G = g/(20+1), de modo de hacer coincidir la energia 
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para T = O. Las figuras corroboran las comentarios anteriores. 
Las resultadas exactos paran N finita han sida computadas en 
el conjunta canónico completa de acuerda a (111.2.2>. Es notable 
, 
el incrementa del numero total de estadas accesibles (111.1.6> can 
30 N. Para N = 10 existen 185.756 estadas, y para N = 50 , 1.26x10 • 
Conviene remarcar que en el limite termodin~mico, el estada 
, 
del si stemél se encuentra en este casa uni vocamente determi nada par 
I 
q y r (a sea par f+, f_>, funciones de la temperatura. La 
, 
evolucion de sistema al aumentar T puede ser seguida pues en el 
, 
plana "q-r", donde describe una trayectoria. La transicion de fase 
ocurre cuando la trayectoria llega a la recta q=O. 
, 
Cabe destacar que el potencial quimico es siempre nula si 
, 
N = 20. En efecto, la minimizacion del gran potencial F - #J<N> 
respecta de r (v~ase (111.5.1-2» da coma resultado dos posibles 
soluciones: a) sen(2r) = O (fase normal> y b> cos(2y) = -2p/(gq> 
(fase superconductora>, de moda que 
.,.. 
<N> = 20 (f++f_>, sen (2r) = O, <III.5.14a) 
.,.. 
<N> = 20 (4p/g + 1), cos(2y) = -2p/(gq). CIII.5.14b) 
Por lo tanto, si N = 20~ ~ = O tanto en la fase superconductora 
como en la normal. 
Para N ~ 20, las soluciones difieren de las del casa anterior 
, , 
solo cuando q<lqol. La transicion a la fase ~normal~ con q = Iqol 
tiene lugar a una temperatura menor (es decir, cuando q llega al 
valor Iqo 1), y en esta fase, las energias de p. i. estan dadas por o, 
~ , , 
& = - &v -~. Los numeros de ocupacion 
v 2 
, 
difieren 
(111.5.12), debiendose despejar p de CIII.5.14a). 
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pues de 
i A T = O, ~ = -en - v(1-ln-ll)J en la fase normal. Por lo 
v 2 
, , 
tanto, la solucion converge para T~ a un estado de entropia no 
nula si N ~ 20 (exceptuando los casos triviales N = O Y 4C» Y 
, 
9 < 9 = 4&/(1+2Iq 1), lo que refleja la degeneracion del 
e o 
estada 
fundamental en la fase normal si N ~ 2~ Si 9 > 9 , el estada base 
e 
es superconductor a T = O (y no degenerado). El presente valor de 
, , 
9 es equivalente a (111.1.16) en el limite termodinamico. 
e 
111.6 APAREAMIENTO MAS FUERZA MONOPOLAR 
, 
Estudiaremos en esta secciDn el hamiltoniana completa. 
, , 
Existen ahora tres elementos que compiten entre si: interaccion de 
, 
apareamiento, interaccion monopolar, y temperatura. El valor medio 
...... 
de H es 
...... ...... ~ A Z A Z 
<H> ¡= 20 {c(jz> ;o. «" > + <J"_> > z v J+ + 
j. A Z ...... Z A A 
+ C-<n> -<j > -<j+><j_»/(20)]) 
" z 
<111.6.1a) 
z z s Z & z 
= 20 {-e r cos(2&) - v r sen (2&) - 2g [q - 4(n-l) ]) , 
(111.6.1b) 
, 
donde en (111.6.1b) se han despreciada los terminos de orden 1/~ 
" , y se ha tenido en cuenta la conservacion del numero de particulas 
<111.5.2) • 
, 
Las ecuaciones de HFBT se obtienen al minimizar la energia 
, 
libre (111.5.5) (utilizando la expresion (III.6.1b» respecto de 
&, ~, Y f • El ~ngulo & juega en este caso un rol preponderante. 
v 
, 
El angulo ~ se ajusta de modo que v cos(2~) < O, por lo que el 
, 
valor minimo es independiente del signo de v. En 10 sucesiva 
, 
supondremos v > O. La minimizacion respecto de & implica por su 
parte, 
cos(2&) = 1 , r < r = e/2v , 
e 
cos(2&) = e/(2vr) , r > r 
e 
<111.6.2a> 
<1II.6.2b) 
La solución (II1.6.2a) corresponde a la fase normal, y (III.6.2.b) 
, 
a la fase deformada, la cual es posible solo en el casa v > e, 
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:1 pues r S -. Esta fase es degenerada, pues el signo de & (y por 
2 
.... 
ende el de <j » queda indeterminado, 10 cual refleja la violación 
v 
A .... 
de la paridad exp(¿ n J ) (que conmuta en este caso con H) par 
z 
, 
parte de la transformacion (111.3.3). Reemplazando (111.6.2) en 
, , (111.6.1) se obtiene la energia media cama funcion de r y q 
~nicamente: 
.... 
<H> :l [q 2 !(n-1)2] < = -&ro -
- 9 , r r 
20 2 • e <Ill.6.3) 
-(vr 2 + 2 :1 [q 2 :1 2 > = e /4v) -
- 9 - - (n-1) ] , r r 2 • e 
Igualando a O las derivadas respecta de f , se obtiene 
v 
can 
f 
v 
-:1 
= [l+exp(e IT)] 
v 
, 
e =:1 ve + ! gq, r < r , 
v 2 2 e 
:l 
=vvr+i gq , r > r , 
e 
la que implica el sistema de ecuaciones 
1 - 2q -:1 = J: [l+exp(e /T)l v 
v 
2r -:1 = J: v[l+exp(e IT)l v 
v 
<Ill.6.4) 
<Ill.6.5) 
, <I11.6.6a) 
, <III.6.6b) 
que constituyen las ecuaciones de HFBT para el presente casa. 
Supondremos N = 20. Para r < re' el sistema se reduce a la 
ecuación (1II.6.6a) para q, siendo r determinada directamente par 
(1II.6.6b). Par el contrario, si q = O, la ecuación (III.6.6a) se 
, " 
satisface automaticamente, quedando para resolver sala la ecuacion 
(III.6.6b). 
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i) Interacci~n puramente monopolar: 
Consideremos primero el caso en que g=O. HFBT se reduce 
, 
entonces a la aproximacion de HFT al modelo original de Lipkin. La 
ec. (111.á.6a) se resuelve trivialmente, dando como resultado q=O 
, (gap nulo). Para r<r, la ec. 
e 
(111.6.áb) se resuelve tambien 
, 
trivialmente, obteniendose 
, 
r = tgh(&/4T), 
2 r < r " c' 
, 
que equivale a (111.5.12). La expresion 
, 
<111.6.7) 
inmediatamente a la temperatura critica (para r=r ) 
e 
o sea, 
T = 
, & 
e 2 ln«v+&)/(V-&)} 
v = &/tgh(&/4T ) , 
e 
, 
<111.6.7) 
conduce 
<111.6.8) 
<111. á. 9) 
, 
de modo que para T > T , r < r , y la in~luencia de la interaccion 
e e 
monopolar desaparece. A T=O, el sistema pre~iere el estado con el 
mayor valor posible de r, es decir, r 
, 
= 2 ' y por. 10 tanto se 
encuentra en el estado normal si r 
e 
.. 
> 2' o sea, 
v(v =&, 
e 
<111.6.10) 
Si v > V , entonces 
e 
.. 
r ( -, 
e 2 
y el sistema prefiere el estado 
~deformado·. La transici~n de fase al aumentar v es de 2° orden. 
, 
La temperatura disminuye el efecto de la interaccion, por lo 
que si v < v , el sistema seguir~ en el estado normal para todo T. 
e 
, 
Por el contrario, si v > v , el sistema sufre una transicion de 
e 
2° orden en T = T , a partir del cual el sistema vuelve al 
e 
, 
estado 
normal. La transicion a temperatura finita es en este caso del 
mismo orden que la que ocurre a T = o. 
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, 
En la fig. 7 (véase sección III.S) se muestra la evolucion 
, 
de la energia media, de acuerda a las resultadas de HFT (N ~ ~ y 
exactas para N = 10 Y SO. Nuevamente, las valares para N finita se 
aproximan a los de HFT a medida que N aumenta. La trayectoria en 
, 
el plana q,r se encuentra sobre el eje r y la transicion ocurre 
, A 
cuando r cruza el valor critico r • Notemos que <j > es constante 
e Z 
en la fase deformada, en virtud de (111.6.2b). 
ii) Competencia entre ambas interacciones: 
Volviendo al hamiltoniano completa, se deben resolver las 
, 
ecuaciones (111.6.6) simultaneamente. El principal resul~do que se 
, 
obtiene es que si q~, entonces r<r (a=O), y, reciprocamente, si 
e 
r>r , entonces q=O, de modo que el sistema no se encuentra nunca 
e 
en una fase mixta deformada superconductora. Para T 
suficientemente alto, ambas interacciones son canceladas, 
volviendo el sistema al estado normal. La competencia entre ambas 
interacciones es mostrada en la fig. 4. 
A T=O, el estado fundamental del sistema es superconductor 
para v>v si 
e 
2 
= 2{v + & Iv), si qo = O , 
, 
<111.6.11> 
mientras que para v<v rige obviamente la condicion 9 > g. El 
e e 
valor de ge2 dado par (111.6.11) es mayor que el anterior, siendo 
necesaria una fuerza de apareamiento mayor si v>v para que el 
e 
sistema sea superconductor. Para 9<9 , el sistema es 
ca 
deformada. 
Finalmente, si v<v y g<g , el sistema puede ser descripta 
e c'. 
cama 
, 
normal. (111.6.11) coincide con el valar critica exacto en el 
, , 
limite termodinamico. 
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Para T~, la situación permanece cualitativamente igual. Sin 
" " 
j, q<-
2 
embargo, los valores criticas cambian al aumentar T, y ademas, 
" en la region superconductora mientras que ~>r>r 
2 e 
en " la region 
deformada. La separatriz entre ambas regiones tiene un ligero 
desplazamiento hacia la fase deformada, a temperaturas finitas, 
" , indicando que en este modelo, la interaccion monopolar es mas 
afectada por la temperatura que la de apareamiento. Esto puede 
" deducirse de las f~rmulas para las temperaturas criticas. Los 
valores de v y 9 dados por (111.5.13) y (111.6.8) corresponden a 
las lineas punteadas que delimitan la zona normal, determinando el 
punto inicial de la separatriz a la temperatura dada. No obstante, 
el punto asi determinado yace por debajo del correspondiente a 
, 
T=O, dado por (111.6.11), dando asi origen al corrimiento 
mencionado. Sin embargo, este efecto no se agrava a temperaturas 
altas, dado que el comportamiento asint~tico de (111.5.13) y 
<111.6.8) es 
g :x aT[ 1 + (&/4T) 2] , <111.6.12) 
v :x 4T , <I11.6.13) 
de modo que la relación (111.6.11) se vuelve a cumplir. Esto 
implica que a muy altas temperaturas, ambas interacciones son 
afectadas por igual, y la separatriz vuelve a acercarse a la de 
T=O. 
Si los parámetros 9 y v son tales que yacen en -la ·pequena 
regi~n entre las separatrices, el sistema comienza a T=O en la 
fase deformada, pero antes de pasar al estado normal, el sistema 
, 
pasa al estado s~perconductor, teniendo lugar una transicion de 
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fase de primer arden. A temperaturas superiores, el sistema sufre 
, , 
una segunda transicion, pasando al estada normal. Can excepcion da 
, 
estas casos, la evolucion del sistema al aumentar la temperatura 
es similar a los casos anteriores. 
, 
Para las energías de c.i., se obtiene en el caso general, 
ve + ~ , sen(2y) = O , 
l' 
& = ve +! gq/2 , cos(2y) = -2~/(gq) , 
v l' 
~ = &/2 , sen(2B) = O , 
l' 
e = ~ , cos(2&) =e/(2vr) , 
l' 
<111.6.14) 
<111.6.1:5) 
las que deben reeaplazarse en (111.6.4). Nuevamente, si N = 2~ 
~ = O en cualquier fase. 
, 
La fig. 5 muestra el comportamiento de las energias de c.i. 
para diferentes situaciones, en el caso N = 2~ A T = O son 
s s iguales a ± - v en la fase deformada y a ± & + -g en la fase 
z 4 
superconductora. 
, 
Desde el punto de vista estadistico generalizada del Cap. 1, 
es posible obtener aproximaciones da ca~o media basadas en un 
conjunto reducido de observables. Si restringimos las observables 
..... ..... 
relevantes a los operadores J y Q 
z z' 
, 
5010 es visualizada 
normal. Es necesaria romper simetrias presentes 
A A 
la fase 
en el 
hamiltoniano, e incluir los • observab 1 es· J v y Qv en el exponente 
A , 
de p, con el objeto de obtener una descripcion correcta del 
sistema. 
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111.7 ESTADISTICAS RESTRINGIDAS PARA HAI'1ILTDNIANOS MONOPDLARES 
, , 
Consideraremos en esta seccion ciertas aspectos especificas 
, 
concernientes a tratamientos estadisticos para hamiltonianos 
, 
puramente manopolares (es decir aquellas que sean funcion 
, .... 
unicamente de las operadores J). Nas restringiremos al casa 
, 
N = 20- La energia libre exacta de estas sistemaH puede calcularse 
directamente en la formaS. 
donde 
el .... 
F = -T ln( EV (J) Tr·[exp(-~ H)]), (111.7.1) 
J=O m 
o-J 
= E V(J,Q) = 
Q=O 
= 1, 
J = 0, ••• ,0-1, 
J = el , (111.7.2) 
, , 
es el numera total de estados con un valar dado de J y 1'1 (vease 
, 
Ap. A). El valar (111.7.2) de Vm(J) puede hallarse tambien en 
, 
forma directa. El numera total de estadas caracterizadas par 
1'1 = K - iN (O ~ K ~ iN) es (~ )2, de los cuales (K~1)2 provienen 
de multipletes con J > 11'11. 
, , , 
En el limite termodinamico, la minimizacion respecta de q en 
hamiltonianos manopolares implica q = O. Par 10 tanta, la 
, 
expresion (111.2.14) se reemplaza dentro de este contexto par 
Notemos que 
f = min (h(r,O·) - Ts(r» 
r,O" 
ser) = 
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, <111.7.3) 
<111.7.4) 
ln(Y (N,J» 
110m [ m ] ( ) = sr, <I11.7.5) 
N-too N 
por 10 que (111.7.3) puede derivarse directamente, prescindiendo 
, 
de la integral sobre q en (111.2.10). La aproximacion de HFBT se 
, , 
reduce en este caso a HFT, y los numeras medias de ocupacion 
, 
satisfacen la condicion f++f_ = 1, de modo que 
9/20 = -2 I: fIn (f ) 
v v v 
= ser) <I11.7.6) 
, 
Se corrobora obviamente la equivalencia entre HFT y el limite 
, 
ter:modinamico. 
Las f~rmulas anteriores han sido calculadas teniendo en 
, 
cuenta el espacia completo de 9U(2)xSU(2), donde el numero total 
, 
de estados accesibles esta dado por (111.1.6). No obstante, existe 
, 
la posibilidad de considerar accesibles solo aquellos estados sin 
, A 
particulas apareadas, o sea, que sean autoestados de np = + ~ cpvcpv 
, 
con autovalor 1. El algebra correspondiente se reduce a SU(2), y 
, 
el valor de Q es siempre nulo. El numero total de estados 
accesibles es menor que (111.1.6), 
<I11.7.7) 
que corresponde al subespacio sin parttculas apareadas (espacio 
restringido). El n~mero total de estados con un valor dado de J 
(denotado por Y~(J» es ahora menor que (111.7.2), 
m 
= N! (2J+l)/[(!N-J)! (~+J+1)!] , 
z z 
- 130 -
<I11.7.8) 
dado que en el espacio restringido existen s~lo (~ ) estados con 
M = K-~N. La relación entre ambas multiplicidades est~ dada por 
2 
nll.7.9) 
, 
La energia libre en el subespacio debe calcularse pues 
utilizando (111.7.8) en lugar de (111.7.2) en (111.7.1). En el 
limite termodin~mic6, notemos que 
y, 
s" (r) 
In (Y" (N, J» 
= lim [ IR J = 
N-tOO N 
f" = min (h(r,Q") - Ts" (r)} 
r,O" 
, 
!s(r) 
2 ' 
<111.7.10) 
<111.7.11) 
De (111.7.10-11) se extrae la conclusion que para N~ la 
, 
temperatura necesaria para alcanzar una cierta energia libre se 
duplica en el espacio restringido, es decir, f(T) = f"(2T). En 
, 
particular, se duplican las temperaturas criticas. Este hecho 
, , 
refleja la disminucion del numero de estados accesibles. Para 
, 
sistemas finitos, la reduccion del espacio produce efectos 
similares, aunque en lo que respecta a temperaturas el factor no 
, 
es exactamente 2. La energia libre en el espacio restringido es 
entonces menor en valor absoluto que en el espacio completo a una 
temperatura dada. 
, 
Los valores de J para los cuales se obtiene la maxima 
multiplicidad son respectivamente, 
J" = [(N+2) ."2/2 ] , 
max 
<I11.7.12) 
donde el corchete denota la parte entera. Ambas cantidades se 
comportan como oc N-/2 para N suficientetaente Qranda, por lo que 
los limites intensivos son nulos. 
, , 
Para N finito, el comportamiento asintotico de la energia 
libre es 
P' ~ -T N In (2) , <l11.7.13) 
F ~ -T In (2: ) , <l11.7.14) 
en 105 espacios restringido y completo respectivamente. Para 
N .. co, se verifica F = 2F". 
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111.8 LA APROXIMACION DE HARTREE FOCK TERMICO EN UN CONJUNTO 
CANONICO 
, 
La aproximacion usual de campo medio esta basada en el 
, , 
conjunto gran canonico, es decir, en la utilizacion de la 
, , 
distribucion de Fermi Dirac. En el modelo del presente capitula, 
, " la a:proximacion coincide en el 1 imi te termodinamico can el 
trata~niento exacta , (canonico) en el espacio completa de 
SU(2)xSU(2) (para magnitudes intensivas). No obstante, en el caso 
, 
de tratamientos estadisticos en el espacio restringido de SU(2), 
es posible uti~izar la aproximaciÓn de HFT directamente en el 
, 
conjunto canonico exacto. 
, 
Para ello consideraremos como estados accesibles unicamente 
N ' los 2 estados sin particulas apareadas, con N fijo. Trabajaremos 
, 
por consiguiente en un conjunto canonico restringido, y las 
, " formulas (111.3.9) y (111.3.14) para los numeras de ocupacion y la 
, , , 
entropia no seran ya validos. El operador densidad de p.i. es· en 
, A 
el presente contexto una funcion de los operadores J solamente, y 
en la base diagonal puede escribirse en la forma 
.,.. 
!.v)., + p = exp()., + I: c" c" } o 2 pv pv p,v 
.,.. 
= exp()., + ).,J"} <II 1.8.1) o z 
Al calcular la traza en el espacio restringido se obtiene, 
)., = -Nln[exp().,/2) + exp(-).,/2)] , 
o 
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<I11.8.2) 
<I 1 1.8.3) 
con 
f~ = exp(vA/2)/[exp(~2) + exp(-~2)] 
= [1-exp(-Av)]-~. (111.8.4) 
, , 
La expresion (III.8.4) difiere de la distribucion de Fermi 
original (111.3.9) por un factor 2 en el exponente. La entropía de 
p.i. es ahora 
..... ..... 
S = -Tr[p ln(p)] 
= s" (r) , 
= -1: f In (f ) 
v v 
v 
<l 1 l. 8. 5) 
por lo que se recobra el resultado (111.7.6), con la misma 
, 
sustitucion (111.4.1). 
, 
El operador estadistico (111.8.1) puede escribirse en este 
espacio como el producto de N = 20 factores independientes, 
p = n exp( 1: ~VA c"+ c" } 
p v z pv pv ' 
(111.8.6) 
en lugar de la forma usual (11.1.15). La validez del teorema de 
, 
Wick para el calculo de valores medios en el espacio restringido 
, 
sufre entonces ciertas restricciones. Este sigue siendo valida 
s~lo con respecto al producto de operadores elementales con 
distinto p. Para operadores de dos cuerpos se obtiene por ej., 
+ + <c" c" c" c" > pv qO' qO''' pv" 
+ + <c" c" c" c" > .. pv qO' qO"" pv" 
= 
= 
6 6 ff -666 ff 
0'0''' vv" v O' pq vO''' av " v O' ' 
(1-6 ) 6 6 f" f " pq 0'0''' vv.. V O' 
<l11.8.7a) 
<l11.8.7b) 
en los espacias completo y restringida respectivamente. Por 
consiguiente, las expresiones para valores medias de operadores 
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tales como N2 y 3; sufren modificaciones, aunque en particular, 
(J2> (y por 10 tanto el valor medio del hamiltoniano puramente 
v 
, , 
monopolar) permanece igual en terminas de los respectivos numeras 
, 
de ocupacion. No obstante, dado que las correcciones a los valores 
medios de productos de operadores colectivos son al menos de un 
, " 
orden menor que el termino directo, en el limite termodinamico la 
, 
coincidencia con los valores medios exactos sigue siendo valida. 
La aproximaci~n de HFT en el espacio restringida CHFTR) sigue pu~s 
, , 
siendo exacta en el limite termodinamico, con resultados a una 
, 
cierta temperatura T identicos a los del espacio completo para 
T/2. 
Finalmente, notemos que utilizando (III.8.4), 
A. A. 
f +f = 1, 
+ -
de 
modo que las condiciones (n > = 1, 
P 
<N> = 20 quedan satisfechas 
, , 
automaticamente. Se puede verificar utilizando la correccion al 
, , 
teorema de Wick CIII.8.5b) que el numero de particulas no fluctua, 
= ClII.8.8) 
, 
La aproximacion de HFTR representa pues una cota superior a 
, 
la energia libre exacta en el espacio restringido (y no al gran 
potencial>, como se muestra en la fig. 6. En el espacio completo, 
, 
existe en cambio un punto de cruce en la region cercana a la 
, , 
temperatura critica. Se observa que a pesar de la fluctuacion no 
nula del n~mero de partículas, los resultados en el espacio 
completo son comparables al tratamiento restringido. No obstante, 
HFTR proporciona la expresi~n asint~tica exacta ClII.7.13> para 
T ~ IX) , lo que no sucede en el espacio completo. 
- 135 -
, 
La energia media intensiva es mostrada en la fig. 7, Y 
comparada con los resultados exactos en ambos conjuntos. HFT 
proporciona mejores resultados en el espacio completo que en el 
restringido. Lo mismo sucede en general con otras magnitudes 
" , termodinamicas. La razon es que la distribucion exacta se 
, 
encuentra mas concentrada en un dado multiplete J en el espacio 
, 
completo que en el restringido, lo que :compensa la fluctuacion no 
, , 
nula del numero de particulas. 
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111.9 LA APROXIMACION DE ESTADOS COHERENTES 
, 
Can el objeto de poseer otra aproximacion que sirva de 
, 
referencia a HFT, introduciremos la aproximacion de estados 
coherentes, ampliada al espacio extendido de SU(2)xSU(2). Todo 
, A 
aperador funcion de los operadores J puede escribirse en forma 
, 
dia.~onal utilizando la representacian P (ver ap. B). Aplicando 
est~ propiedad al operador estad1stico exacto, se obtiene 
p = t I p~·Q(O·) IJQaQ·><JQaO· IdO·, (111.9.1) 
J,Q,4 
El cálculo exacto de pJ,Q(O·) (que na depende de 4) puede 
, 
realizarse utilizando las formulas <l11.B.l0) del ap. B. No 
, 
obstante, la forma (111.9.1) del aperador estadistico sugiere la 
. . ' " siguiente aproxlmaclon: seleccionar un salo termina (J,Q,O·) en 
, (111.9.1), construyendo asi un·operador aproximado de la forma 
A 
P (J,q,O·) 
a.p = d t IJQca ><JQaQ. I , 
4 
, 
(111.9.2) 
con d una constante de normalizacion, 
d = l/Y(J,Q) • <l11.9.3) 
, 
Las valores optimos de J,Q,O· son aquellas que minimizan la 
, 
energia libre, 
A A A 
F ~ Tr[p (H + Tln(p )] 
a.p a.p 
A 
= Min «JQO· I HIJQ~> - Tln(Y(J,Q»}. (111.9.4) 
J,Q, O' 
, 
Esta aproximacion constituye siempre una cota superior a F. 
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Al derivar (111.9.4), hemos utilizado el resultado 
..... , 
In (Pap ) = 1: [In (d) IJQCIICr ><JQcxOP 1], valido 
a 
ortonormalidad (JQOPaIJQOPaP> = 6 p. 
0l0l 
en virtud 
trivial 
de la 
Para hamiltonianos estrictamente monopolares, Q=O, pera la 
, 
aproximacion puede mejorarse incluyendo a Q directamente en la 
, 
suma (111.9.2). De este moda, las formulas (111.9.1-4) se 
reemplazan par 
P = 1: I P" (a) IJQaOP ><JQaOI' Ida· 11 
J,Q,a 
.... 
P (J,o·) 
o.p = d 1: IJQcxO· ><JQcxO" I , 
a,Q 
d = l/Y (J) , 
m 
.... 
F :S Min «JO" I HIJO" > 
J,O" 
(111.9.:5) 
(111.9.6) 
(111.9.7) 
(111.9.8) 
Finalment:e, en el espacia restringida de SU(2), Q es siempre 
nula, por la que la suma sobre Q en (111.9.5-7) queda suprimida. 
En lugar de (111.9.8) se obt:iene 
..... 
F :S Min «JO" I HIJO" > 
J,O 
, 
Tln[Y· (J) l,). 
m 
(111.9.9) 
La aproxímacion pasee la vent:aja de proveer una cata superior 
, 
a la energía libre exacta en el caso de t:ratamient:os en el •• pacía 
, , 
completo. Ademas, permit:e definir el concept:o de transicion de 
, , , 
fase para un numero finito de particulas, al escoger una unica 
component:e "J,O···, la cual puede sufrir callbios abrupt:os;. Na 
, , 
obstante, la energia libre provista par la aproximacion as una 
, 
sucesion de segment:os, y los resultados son en general camparables 
, 
o inferiores a los de de HFT (vease fig. 8), que constit:uve el 
" , limite termodinamicD de la aproximacion de estados coherent:es. 
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111.10 FLUCTUACIONES 
, , 
La aproximacion de campa media, si bien esta bien adaptada 
para proporcionar valares medias precisas de operadores de un 
cuerpo, na predice adecuadamente el valar de las correspondientes 
fluctuaciones~5. Con respecta al n~mero de partfculas, cabe 
destacar que las fluctuaciones paseen un origen térmica (si se 
, , , 
trabaja en el conjunta gran canonico) y ademas un origen cuantico 
en la fase superconductora (matriz V ~ O en (11.2.9». 
, 
En un tratamiento exacto en el conjunta gran canonico, 
(JII.I0.1) 
, 
puede ser identificada con la magnitud (vease (I. 3.11) ) 
a~Z = 
N 
..... 
T 8 <N> 
8,., 
(JII.10.2) 
, Z 
Na obstante, en la aproximacion de campa medio, a N y ~2 na N 
, , , 
coinciden necesariamente, aun en el limite termodinamico. En 
general, en un tratamiento exacta, 
= (JII.I0.3) 
coincide con 
A 
8 <O. > 
a~z T 1 = , 
o. 
8 "'i lo 
(JII.10.4) 
, ..... , 
donde ,.,. es el potencial quimico asociada a O. (vease (1.2.11»,y 
1 1 
A A 
Di un operador que conmuta con p. Esta identidad na es 
necesariamente válida en 
, 
la aproximacion de campa media (ver 
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seccicin 1.4). a Z es el 
o. 
\. 
valar 
, 
de la fluctuacion dada par 
aperador densidad aproximada, pero puede ocurrir que ~z est~ 
o. 
\. 
cerca del valar exacta. 
, 
el 
, 
mas 
Consideremos en primer lugar las fluctuaciones del numero de 
, , 
particulas, las cuales san ilustradas en la fig. 9 como funcion de 
la temperatu:ra y para fases diferentes. Utilizando el teorema de 
Wick se obtiane, 
(111.10.::5> 
..... , 
donde n = <N>/2O, expresion que se reduce a 
a Z = 20 I: f (1-f ) , 
N V V 
<111.10.6) 
V 
cuando f+ + f_ = N/20 (fase normal o deformada). Los resultados 
2 
muestran cambios significativos en la magnitud de a N ' dependiendo 
, 
de la fase para una temperatura baja fija T, y tambien cambiOS 
considerables en a Z al aumentar T dentro de una misma fase, 
N 
particularmente para T cercano a T • 
e 
La linea suave can v = g = O representa el caso no 
perturbada, el cual se comparta como un Catractor· para las 
soluciones perturbadas para temperaturas sufici·entemente al tas. La 
aproximación coincide en este casa can un tratamiento exacto en el 
, 
conjunto gran canonico, teniendo las fluctuaciones un origen 
puramente t~rmico. En el caso de una interacción monopolar, las 
fluctuaciones disminuyen en la fase deformada (T<T ), dada que la 
e 
interacción favorece un mayor grado de orden a bajas temperaturas. 
En el caso g=5, v=O, las fluctuaciones del n~mero de partíCUlas 
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poseen un origen cuántico a T=O, y dado que la temperatura 
, 
disminuye los efectos de la interaccion, las fluctuaciones 
decrecen al aproximarse T a T • 
e 
0 2 coincide con ~2 tanto 
N N en la fase normal como en la 
deformada (para N = 20), pero no en la superconductora, en la cual 
, (vease (111.5.14b» 
o~ 2 
N 
= 
..... 
T " <N> 
" ¡.J 
= 20 (4T/g) , T < T 
e 
<111.10.7) 
0~2 difiere apreciablemente de 0 2 , Y posee el comportamiento 
N N 
, , 
opuesto, anulandose a T = O. Para T = T , la expresion 
e 
(111.10.7) 
coincide con (111.I0.á), ,de modo que no existe discontinuidad en 
, , , 
la transicion de fase. En el limite termodinamico, (111.10.7) debe 
ser interpretado como la fluctuaci~n exacta del , numero de 
, , 
particulas en el conjunto gran canonico, dando una mejor 
estimaci~n que 0 2 para N finito. 
N 
.... , 
La fig. 10 muestra el valor medio intensivo <jz> en funcion 
de T, para el hamiltoniano de apareamiento (v=O), con 9 > g~. Los 
e 
valores exactos para N finito han sido computados en el conjunto 
, , 
canonico completo, y se encuentran muy proximos a los de BCST 
excepto en la regi~n de transici~n. 
La fig. 11 muestra la correspondiente fluctuaci~n, que de 
acuerdo al teorema de Wick, puede ser expresada en BCST como 
2 
o /20 = 
z 
E f (l-f ) /4 , 
v v v 
<111.10.8) 
es decir, proporcional a 0»2/20 en la fase normal. Los valores 
N 
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dados por BCST difieren de los exactas especialmente para N grande 
, , (por ej. N=50) en la region critica, lo cual sugiere que las 
, 
correcciones al teorema de Wick no pueden ser despreciadas aun 
cuando N crece, al calcular fluctuaciones. La magnitud 
= -T , (111.10.9) 
" 6: 
, 
coincide con la fluctuacion en el tratamiento exacto, de acuerdo a 
(1.3.11>, y debe coincidir con (111.10.8) en la fase normal. 
Utilizando (111.5.9) se obtiene 
T "r i E vR (v + g8q/"6:) = - , 
" 6: 
~ V 
v 
(111.10.10) 
T "q s 1: R (v + g8q/"6:) = , ~ v 
" 6: V 
(111.10.11) 
donde 
"f 
R v f (1-f ) = = (111.10.12) V 
"(6: IT) v v 
v 
Por lo tanto, 
~ = s (E vR IT)[I-(g/4T)I: R l-s, (111.10.13) 
• '" v 
y 
a~ 2 /20 
z 
= 
= i E R v 
~ v 
= 
T " r 
" 6: 
" 6: 
de modo que la diferencia a; 
v v 
T<T (111. 10. 14a) 
e 
Ull.10.14b) 
no se anula para T<T. 
e 
La 
corrección al teorema de Wick dado por el segundo 
, 
termino en el 
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" miembro derecha de (111.10.14a), depende explicitamente de 9, 
, 
pasee un fuerte raaxima en T = T , Y se origina en la dependencia 
e 
de can q. Las expresiones <111.10.14) proporcionan la 
, , , 
fluctuacian exacta en el limite termadinamica, y exhiben una 
, " discontinuidad en el punta critica. Las resultadas numericos 
mue¡stran que <111.10.14) refleja mejor el comportamiento exacto 
I N que (111.10.9) para valares na muy pequenas de N. 
, A , 2 2 
El calar especifica cf<H>18(T) tambien difiere de a IT, para 
H 
" T<T • En la fase normal, la igualdad rige sola cuando se 
e 
, 
desprecian terminas que se anulan (en .agnitudes intensivas) para 
2 " " N ~ ~ (aH 120 depende del numera de particulas en la apraximacian 
...." , de campa media si H pasee terminas de das a mas cuerpos, y puede 
, 
ser na nula aun a T = O). Siguiendo el procedimiento anterior, se 
obtiene el resultado 
can 
.... 
8 <H> = T 8 S 
8 T 8 T 
= 20{-&8(r)/8(T) - gq8<q)/8"(T» , <I 1 1 • 10. 15) 
8q 
8T 
8r 
8T 
= 
= 
<111.10.16) 
(g/4T) (E vRv )c7q/8T , <111.10.17) 
v 
Tanta (111.10.16) cama (111.10.17) divergen para T ~ T. Sin 
e 
, 
embargo el calor especifica (111.10.15) permanece finita si 
" 9 > 9 • Divergencias en el calor especifica y otras tipas de 
e 
fluctuaciones ocurren en el intervalo 4& < 9 < g~ en BCST, donde 
e 
, 
la transician de fase es na local, divergienda las derivadas 
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(111.10.9) Y (111.10.15). 
, 
En el caso de una interaccion puramente monopolar, (g=O) , el 
, 
calor especifico puede ser'evaluado con ayuda de las ecuaciones 
(111.6.3) (en lo sucesivo supondremos v>O) , 
con 
La 
.... 
IJ <H> 
IJT 
IJr 
IJT 
= 
dependencia 
= -20{2vr lJ(r) / IJ(T)} , T<T 
e 
de con la temperatura 
(111.10.18) 
(111.10.19) 
origina el 
, 
denominador de (111.10.20). Del mismo modo que en la situacion 
Z Z Z ..... 
anterior, a ~ a~ = T 8<H>IIJ(T) en la fase deformada. La fig. 12 
H H 
ilustra resultados para a Z (calculados en el limite termodinámico) 
H 
Z ' , , y ~ .Tambien es mostrada la fluctuacion exacta de la energia 
, (calculada en el conjunto canonico comple~o) para diferen~es 
valores de N. 
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APENDICE A 
EL FACTOR DE MULTIPLICIDAD 
Con el objeto de derivar la igualdad 
introducimos los operadores 
... 
n = p 
+ 1: e e , 
I-l P I-l P I-l 
, , 
... (111.1.9) , 
(lII.A.1) 
que cuentan el numero de partículas con un valor dado de p. Si P 
, . , 
denota el numero de pares de particula (o sea, con autovalor n =2) p 
, 
y R el numero de pares de agujero (np=O), el valor de Q Y Q 
o 
, , 
quedara determinado por la con~iguracion de los P+R estados 
·apareados~, mientras que el valor de J y M por los restantes 
2~P-R estados con np=1. 
, , 
El maximo valor posible de J sera J max = (2~P-R)/2. Para P y 
R fijos, existen rJ~ax] estados con 
rz~~~x) provienen de multipletes con 
restantes al multiplete J = J -K. 
max 
1M I = J max -K, de los cuales 
J > 1"1, perteneciendo .los 
, 
Del mismo modo, el maxiao 
, . rQmax ] valor posible de Q sera Qmax = (P+R)/2, Y eXIsten L estados 
con IQol = Qmax-L, de los cuales r~~~x] provienen de multípletes 
, 
con Q > IQ l. Asi, escribiendo a J y Q de la forma CK y L E ~) 
o 
J = (2~P-R)/2 - K, 6 ~ J ~ (2~P-R)/2 , 
UII.A.2) 
Q = (P+R)/2 - L, IQ 1 ~ el ~ (P+R)/2 , 
o 
, 
donde 6 es la parte fraccionaría de N/2, el numero total de 
estados con un valor dado de J, Q Y P+R es 
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(20) !(2J+l) e2Q+l) 
= 
[(2~P-R)/2-J]![(2~P-R)/2+J+1J![(P+R)/2-QJ![(P+R)/2+Q+1J! 
UII.A.3) 
Dado que IN-201 ~ P+R ~ 2e~6), entonces 
IQ I ~ Q S O - 6 , 
o 
6 S J S O - IQ I , 
o 
UII.A.4) 
IQ I + 6 S J + Q ~ O , 
o 
donde Q = N/2 - O. Para valores fijos de J y Q, P+R se encuentra 
o 
en el intervalo 
2Q ~ P + R ~ 2(0 - J) • UII.A.5) 
, 
Sumando entonces la expresion (111.A.3) respecto de P+R sobre 
el intervalo (111.A.5), se obtiene el resultado final elll.1.9). 
Se verifican las igualdades 
0-6 ~Q 
E E (2J+l)YeJ,Q) = (l11.A.á) 
Q=IQ I J=6 
o 
<l11.A.7) 
= (lII.A.7) 
La cantidad Y (J) puede hallarse directamente~a, y representa 
m 
el número total de estados con un valor dado de J. 
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APENDICE B 
ESTADOS ATOMICOS COHERENTES 
El estado at~mico coherenteSd IJ,O> se obtiene al aplicar la 
, " 
rotacion de SU(2) de angula solido O al estado IJ,-J>= 
IJ,O> = U(O) IJ,-J>, 
U(O) = & (e-i~ AJ _ ei~ AJ exp{ ~ + )} 
= 
A 2 A *A 
exp{TJ+}exp{ln(l+ITI )J }exp{-T J } , 
z -
(lII.B.l) 
-i~ donde ° = (&,~) Y T = e tg(&/2). Los estados coherentes existen 
, 
por lo tanto en correspondencia biunivoca con puntos en la esfera 
, , 
de Bloch. Utilizando la ultima expresion de (111.B.l) se obtiene 
, 
la forma mas explicita 
(lIl.B.2a) 
.I+M .I-M -~(.I+M) .1 [ 2J ] S/2 . 
= ~=_.1 H+J sen (&/2)cos. (&/2)e IJ,H>, UII.B.2b) 
, , 
Resumiremos a continuacion las propiedades mas relevantes de 
los estados IJ,O>. Estos estados forman una base no ortogonal y 
sobrecompleta, 
(J,OIJ,O"> = [ (1+T*T .. )2 ].1 , 
(1+ IT 12) (1+ IT" 12) 
4 
= cos (8/2) , 
2J+l I IJ O>(J 01 dO 4n ' , 
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= I , 
<111. B. 3) 
<lll.B.4) 
U I 1. B. 5) 
donde e es el ~ngulo entre las direcciones especificadas por O y 
O~, 
<111.8.6) 
y dO = sen(&)d6d~. L~ integral es sobre toda la esfera de Bloch. 
, 
Las formulas (111.B.3-5) se derivan directamente a partir de la 
, 
expresion (111.8.2). 
, 
Las estadas IJ,O> san paquetes de minima incerteza, 
satisfaciendo 
= , (111.8.7) 
y dem~s permutaciones cíclicas, para valores medios tomados 
.... .... ..... 
respecta de (111.B.1). Las operadores (J ,J ,J) pueden ser 
x y z 
, .... .......... ............... + 
tambien operadores rotadas (J~ J~ J~) - U(J ,J ,J )U • 
x' y' z x y z 
, 
Conviene remarcar que si IJ,-J> es un D.S., IJ,O> tambien lo 
, 
es, pues la expresion (111.B.2a) coincide por la dada por el 
, 
teorema de Thouless (ver apendiceII.A) para un D.S. cualquiera no 
ortogonal a IJ,-J>. De este moda, en el contexto del presente 
, , , , 
capitula, IJ,O> sera un D.S. sala si J = O 
e 
(degeneracion de la 
capa) • 
.A, A A. 
Toda aperador ° funcion de las operadores J+, J_, 
ser expandida en forma ~diagonal· en las estadas IJ,o>: 
..... 2J+1 I ..... ° = 4il IJ,O>P j(O,O><J,OI dO. 
"..... ..... 
..... 
J, puede 
z 
(111.8.8) 
La funcion P.(O,O) determina a 0, y puede desarrollarse en 
J 
arm~nicos esf~ricos 
..... 
P.(O,O> 
J 
= 1: 01 VI (O) 
1 m m ,m 
, <l11.B.9) 
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donde s~lo las primeros (2J+1)2 t~rminos contribuyen en (111.B.8), 
.... 
los que quedan determinados por los 2J+1 elementos <J,MIOIJ,M·). 
.... .... , 
Para hallar P.(O,!» es conveniente expandir ° en terminos de los 
.J 
operadores tensoriales irreducibles V (1), para los cuales~d 
LM 
= 
(2J+l+L)! Vlm (O) • (2J+1)!2L. 
.... , 
P.(O,O) es denominada usualmente representacion 
.J 
(lll.B.l0) 
P del 
, , .... 
operador. Analogamente, se define una representacion Q.(O,!» igual 
.J 
al valor medio, 
.... 
= <J,OIOIJ,O> • (lII.B.11) 
= 
(2J) ! V (O) 
(2J-L)!2L. 1m 
(111.8.12) 
.... , 
La traza del operador O en el espacio de dimensien 2J+l puede 
, 
expresarse en terminas de P o Q: 
= 2J+l J Q. (O O) dO ~ .J' 
= 2J+1 J P. (O O) dO ~ J' , (111.8.13) 
, 
y la de un producto de operadores en la forma simetrica 
<111.8.14) 
Las representaciones P y Q pueden utilizarse para obtener 
~o , .... 
cotas a la traza de operadores hermiticos exp{O} en el espacio 
, 
de dimension 2J+1, por medio de las desigualdades 
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2..1+1 I ..... 4ft exp {Q j (O, O)} dO .... TrCexp{O}] 2..1+1 I ..... ~ 4ft exp{P j (O, Q)} dO. 
(111.8.15) 
, 
La cata inferior es una genera1izacion de la conocida 
, 
desigualdad para valares .edios de funciones concavas hacia 
, , 
arriba. La deduccion de la cota superior es mas compleja y se debe 
a Liebd • 
, , 
En el 1 imi te terlDodin!amico, conviene trabajar" con los 
operadores intensivas YLM (1/N) = N-L YLM(~) para los cuales 
1im Q.(Y (1/N) ,O> = r L Y1m(0) 
N-too .J LM 
= 1im P.(Y (~/N),O), N-tao .J LM" (111.8.16) 
.,... 
donde r = 1im ..l/N. Par consiguiente, para cualquier operador O, 
N-tao 
, , 
el limite terlDodina.ico de las representaciones P y Q existe si 
(111.8.17) 
can los coeficientes A = A* independientes de N. De este modo LM L-M 
, 
se obtiene la expresion general 
..... 
lim P.(O,O) 
N-tao .J 
..... 
= 1 i na ca. (0, Q) 
N-tao .J 
= I: Al m r L Y 1 .. (O) • (1 1 1.8. 1 S) 1,. 
La igualdad (111.8.16) implica que ambas catas en (111.8.15) 
, , , 
convergen al mismo valor en el limite termodinamico, obteniendose 
..... 
lim (Tr j Cex p (0)]/(2J+l)} 
N-tao 
= 
1 J ..... ~ expUim Q.(O,O)} dO. <111.8.19) 
&Jn N-tao .J 
- 1:50 -
Referencias 
1. A. L. Gaadman, Nucl. Pys. A 332, 30 1981. 
2. M. Brack and P. Quentin, Nucl. Phys. A 361, 35 (1981). 
3. A. L. Gaadman, Nucl. Phys. A 406, 94 (1983); A 402, 189 (1983). 
4. O. Civitarese, O. Braglia, R. Dassa, Ann. af Phys. (N.Y.) 136, 
142 (1984). 
O. Civitarese and A. De Paali, Nucl. Phys. A 440, 480 (1983). 
5. R. M. Lieder and H. Ryde, ~Advances in Nuclear Physics~, ed. M. 
Baranger and E. Vogt (Plenum, N.Y., 1978), Yola 10. 
6. o. Civitarese, A. Plastino and A. Fassler, Z. Phys. 313, 197 
(1983) • 
7. O. Civitarese, A. Plastino and A. Fassler, J. of Phys. G 9, 
1063 (1983). 
8. H.J.Lipkin, N. Meshkov and A. J. Glick, Nucl. Phys. 62, 188 
(1963) • 
9. D. Agassi, H. J. Lipkin, and N. Meshkov, Nucl. Phys. 86, 321 
(1966) • 
10. R. Gilmore and D. H. Feng, Nucl. Phys. A301, 189 (1978). 
11. D. H. Feng, R. Gilmore, and L. M. Narducci, Phys. Rev. C 19, 
1119 (1979). 
12. R. Gilmore, cCatastrophe Theory for Scientists and Engineers~ 
(Wiley, N.Y., 1981). 
13. R. Rassignoli and A. Plastino, Phys. Rev. C30, 1360 (1984). 
14. R. Rossignali and A. Plastino, Phys. Rev. C32, 1040 (1983). 
15. R. Rossignoli, A. Plastino, and J. P. Yary, a publicarse. 
16. F. T. Arecchi, E. Caurtens, R. Gilmore and A. Thomas, Phys. 
Rev. A 6, 211 (1972). 
- 131 -
17. M. Cambiaggio and A. Plastino, Z. Phys. A 288, 153 (1978). 
lB. H. Lieb, Comm. Math. Phys. 31, 340 (1973). 
Figura 1. 
, 
El Gap (111.5.10) como funcion de la temperatura, para 
distintos valores de g. En todas las figuras, las constantes de 
acoplamiento y la temperatura se expresan en unidades de e, y el 
, , 
numero de particulas es N = 20. 
, 
Figura 2. Gap en funcion de la temperatura, de acuerdo a 
, , 
resultados exactos (vease seccion 111.5), para distintos valores 
, , 
del numero de particulas N, y de BCST, para el caso g/e = 5.0. 
, , , 
Figura 3. Energia media por particula E(T) coao funcion de la 
temperatura para el hamiltoniano de apareamiento, para distintos 
I 
valores de las constantes de acoplamiento. Las lineas de trazos 
I 
corresponden a resultados exactos, y las lineas llenas a BCST. 
Figura 4. Fases normal, superconductora y deformada, en el plano 
Hg,V", a T=O y a temperatura finita. 
, 
Figura 5. Energias de c.i. (1II.6.14-15) para diferentes valores 
de las constantes de acoplamiento (la constante no indicada es 
nula) • 
, , 
Figura 6. Energia libre intensiva como funcion de la temperatura 
relativa para el hamiltoniano monopolar, en el espacio restringido 
(a) y completo (b), de acuerdo a resultados de HFT, y resultados 
exactos para diferentes valores de N. La constante de acoplamiento 
es v/e = 5. 
, , 
Figura 7. Energia media intensiva como funcion de la temperatura 
I 
relativa para el caso de la fig. 6. Las lineas llenas corresponden 
, 
a resultados exactos en el espacio completo, y las lineas 
punteadas al tratamiento restringido. HFT coincide en ambos 
conjuntos como función de T/T • 
e 
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, 
Figura S. Energia libre intensiva de acuerdo a resultados exactos 
, , , (lineas llenas), HFT (lineas punteadas) y aproximacion de estados 
I , 
coherentes (lineas de trazos), en funcion de la temperatura 
absoluta. (a) corresponde al espacio restringido y (b) al espacio 
, , 
completo. El numero de particulas es N = 50, Y la constante de 
acoplamiento v/& = 5. 
Figura 9. Fluctuación intensiva del número de partículas como 
, 
funcion de la temperatura, en diferentes fases, para distintos 
valores de las constantes de acoplamiento. Se indican las 
,,, , 
temperaturas criticas. La linea de trazos representa la correccion 
(111.10.7) en la fase superconductora. 
.......... , 
Figura 10. Valor medio de j = J IN en funcion de la temperatura, 
z z 
para el hamiltoniano de apareamiento, con g/& = 5, de acuerdo a 
resultados exactos para N = 10 (a) y N = 50 (b) Y BCST (c) • 
, ..... , 
Figura 11. La fluctuacion intensiva de j en funcion de T, para 
z 
, I 
los mismos parametros de la fig. 10. Las lineas llenas 
corresponden a resultados exactos para N = 10 (a) y N = 50 (1:1) , 
, 
las de trazos a BCST. (c) indica la evaluacion directa (111.I0.S) 
, 
y (d) la expresion corregida (III.I0.14a), que muestra el 
, 
comportamiento correcto para valores grandes de N. La linea 
punteada indica la discontinuidad en T = T • 
e 
, , 
Figura 12. Fluctuacion intensiva de la energia para el 
hamiltoniano puramente monopolar, con v/& = 5. Los resultados 
I 
exactos (lineas llenas) corresponden a N = 10 (a) y N = 50 (b). 
, , (c) indica la evaluacion directa de HFT, (d) la correccion 
<I 1 1 • 10. 20) • 
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CAPITULO IV 
SISTEMAS BOSONICOS MONODIMENSIONALES 
INTRODUCCION 
, , 
Abordaremos en este capitulo el estudio estadistico de 
, , 
sistemas bosonicos monodimensionales, en los cuales existe un solo 
, , 
estado bosonico (de una particula) accesible. Por lo tanto, a 
, 
diferencia de los sistemas tratados en el capitulo anterior, el 
, 
espacio completo de estados accesibles posee dimension infinita, 
, , 
debido a la posibilidad de un numero de ocupacion arbitrario de 
, 
este unico estado. 
, 
En la representacion de coordenadas e impulsos, tal sistema 
, " 
corresponde al de una particula en una dimensione A traves del uso 
, " " de la representacion bosonica, es posible pues aplicar tecnicas 
propias de problemas de muchos cuerpos para obtener soluciones 
, 
aproximadas de la ecuacion de Schr~inger unidimensional y de la 
correspondiente funci~n de partici~n. 
En particular, tales sistemas involucran los osciladores 
anarm~nicos cu~nticos. El oscilador anarm~nico plantea un problema 
de permanente interés por una gran variedad de motivos, entre 
ellos su relevancia en el estudio de vibraciones moleculares, y el 
" " rol que juega en modelos equivalentes de la teoria cuantica de 
campos. Como consecuencia de ello, existe una basta literatura 
... 
sobre el tema. Una pequena muestra de trabajos relevantes y 
recientes se da en las referencias 1-10. 
El correspondiente problema que se plantea cuando este 
sistema se encuentra a temperatura finita ha recibido menor 
atenci~n (véase por ej., ref. 11-13). Dado que el espacio de 
Hilbert correspondí·ente posee dimensi~n infinita, el c~lcul0 
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, 
exacto de trazas, (que requiere la determinacion de todos los 
, 
autovalores del operador estadistico), resulta en general 
complicado. Es por 10 tanto deseable poseer un esquema aproximado 
general apropiado. 
, , 
Dentro de este contexto, el proposito de este capitulo es 
, , 
introducir y examinar la aproximacion autoconsistente bosonica, 
, 
desarrollada en general en la seccion 11.6, en el problemna 
d · . 1 ~.-~!S mono lmenSlona , generalizando a temperatura finita 
tratamientos recientes (por ej. ref. 16-19) realizados a T = O. Se 
desarrollan tambi~n otras aproximaciones .alternativas con el 
, 
objeto de compararlas con la aproximacion de campo medio. El 
, , 
capitulo esta basado en los trabajos 14-15. 
- 169 -
IV.1 LA APROXIMACION TERMICA DE CAMPO MEDIO EN POTENCIALES 
SIMETRICOS 
Consideremos un sistema monodimensional descripto por el 
hamiltoniano 
UV.l.l) 
.A 
donde V(g) es el potencial, el cual supondremos que admite un 
desarrollo en serie de potencias de Q, y b, b+, los operadores 
, , , 
bosonicos de creacion y aniquilac~on usuales, 
UV.l.2) 
, 
en forma similar a (11.3.57). La energia libre exacta del sistema 
es (véase (1.2.12» 
.A .A .A 
F = Min {Tr[p CH + Tln(p»]} 
.A 
= - T In{Tr[exp(-~ H)]} , UV.l.3) 
donde el operador densidad exacto que minimiza (IV.l.3) es 
(véase <I. 2. 8) ) 
con 
V(g) 
cual 
.A 
= expO.. - ~ H} 
o 
A = ~ F, Y ~ la inversa de la temperatura 
o 
, 
Consideraremos en esta seccion el caso en 
, 
es simetrico respecto a un punto, y posee 
supondremos situado en el origen. De este 
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CIV.l.4) 
T. 
que el potencial 
, , 
un solo minimo, el 
, 
modo, Veg) sera una 
, 
funcion par de la coordenada. El operador densidad en la 
, , , 
aproximacion autoconsistente de c.i. sera, siguiendo la seccion 
(11.6), de la forma ,. 
A + P = exp{X - ~ w b~ b~) , 
o 
<IY.l.:5) 
+ , donde b~, b~ son operadores bosonicos relacionados can los 
, , 
originales UY.l.2) por medio de una transformacion optim.il de 
I 
, 
Bogoliubov. En este casa, a las efectos de minimizar la energia 
, ,. 
libre es suficiente una transformacion real del tipo 
= 
[ 
cosh(z) 
-senh(z) 
-senh(z) 
cosh(z) 
, , 
UV.l.6) 
es decir, can X e Y reales. en la notacion de la seccion (11.3). 
, 
Tanto z como w deben ser determinados por la condicion de 
, 
mínima (IY.l.3), y son dependientes de la temperatura. Dado que el 
, , , 
potencial es simetrico alrededor de su unico minimo, no es 
necesario incluir traslaciones, pues el valor medio de la 
, A 
coordenada (y del impulso) se anulan. Ademas, dado que H no 
A A 
contiene productos de P y Q, no es necesario mezclarlos en la 
, , 
transformacion (el caso general puede verse en el apendice A). En 
, 
estas condiciones, (IV.l.6) constituye una escalizacion en las 
coordenadas e impulsos, 
A A A A 
Q~ = exp(-z) Q, P~ = exp(z)p , <IV. l. 7) 
donde Q~, p~ se construyen a partir de b P , b~+ en forma similar a 
(IV.l.2). Utilizando las f~rmulas (11.3.41-42) se obtiene 
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-i, 
= [exp(w/T)-ll , 
donde hemos definido h = exp(-2z). 
<IV.l.B) 
<IV.l.9) 
<IV.l.10) 
<IV.l.l1): 
I 
nV.l.12) 
Valores medios de operadores de n cuerpos pueden hallarse 
, 
mediante el teorema de Wick, y es facil verificar que este puede 
aplicarse directamente a coordenadas e impulsos. Utilizando el 
conocido teorema sobre orden normal 2o (los dos puntos indican en 
, 
el presente caso todos los operadores de creacion corridos a la 
derecha) 
(b + + b)n = n! UV.l.13) , 
(n-2j)!2J j! 
se obtiene 
<IV. 1. 14) 
, , 
donde en el ultimo renglon de (IV.l.14) hemos utilizado 
< • (b++b)2n •• > = (2 ) Ifnl I n. n., UV.l.15) 
, 
lo cual se obtiene facilmente por medio del teorema de Wick. Por 
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consiguiente, 
<IV. 1. 16) 
" " El factor (2n)!/C2 n!) es precisamente el numero total de 
posibles contracciones (Qz>n a partir de 2n operadores ..... Q. 
" Analogamente, se obtiene 
" Utilizando la formula 
2 m 2 J exp(-xZ/2t)x ndx = (t/2)"(2 ) '1 ' n . n. , (2nt) i./Z o 
puede obtenerse el resultado general 
...... 
(V(Q» 
m 
= 1: 
n=O 
VC2n )(O) (Q2") = 
(2n) ! 
m 
.1: 
n=O 
V(2n) (O) (Qz>" 
2 n n! 
m 
= 2 J exp(-x Z/2t)V(x)dx 
(2nt) i./Z o 
m 
= J i./Z i./2 [exp(-s/2t)Ves )/s lds, (2nt) i./Z o 
1 
...... 2 donde t = (Q > • El valor medio de cualquier " funcion 
expresarse entonces como la transformada de 
<IV.l.17) 
<IV. 1. lB) 
<IV.l.19) 
...... 
VCQ) puede 
Laplace de 
i./Z i./Z ' " VCs )/s • Una formula analoga a eIV.l.19) rige para operadores 
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..... 
que sean funciones del impulso P, con el reemplazo 
La entropía adquiere la expresi~n (v~ase (11.3.17» 
..... ..... 
S = -Tr[p In (p) 1 
= (f+1)ln(f+1) - fln(f) • 
.....2 
t=<p >. 
UV.1.20) 
Estamos ahora en condiciones de evaluar F y realizar la 
, 
correspondiente minimizacion respecto de h y f. 
(IV.1.14) y (IV.l.11-12), 
F = !'(p2> + <V(Q» - T[(f+1>ln(f+1) - fln(f)] , 
2 
..... 
O IIF (f+!) [ 8<V(Q) > 1/(2h2 )] = -= 11<62 > -2 
, 
IIh 
O IIF TI n [ f / (1 +f ) 1 + 1/h = -= . 
IIf 
, 
Utilizando 
UV.l.21> 
UV.l.22a) 
UV.l.22b) 
La ecuacion (IV.1.22b) vincula a h (z) con f (w), dando como 
resultado 
o sea, 
w = 1/h , 
-i f = (exp[1/(hT)-1l • 
, 
Por 10 tanto, queda para resolver una unica 
unidimensional en h (o f), 
o sea, 
..... 
i 
2 
2 
W 
11 <V(Q) > 
, 
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UV.l.23a) 
<IV.l.23b) 
, 
ecuacion 
<IV.l.24a) 
<IV.l.24b) 
, ' .... 2 ' (ecuacion de dispersion) donde <Q > se vincula con h y f a traves 
, , 
de (IV.I.II). La ecuacion (IV.I.24) expresa la condicion general 
.... 
de autoconsistencia (1.4.8). El exponente de p debe coincidir (a 
.... .... 
menos de una constante) con ~ h, donde h es el hamiltoniano de 
campo medio, 
.... .... 
.... 11 <H> g2 11 <H> ....2 h = + 
11 <~2> P 11 <a2> 
.... 
i ..... 2 11 <V(Q) > ..... 2 
= 
-
p + 
11 <Q2> Q . 2 UV.l.25) 
Por consiguiente, (IV.I.5) y (IV.I.25) conducen a 
!W(p,2 + g.2) .;.. + g2/h) = !w(hP2 2 2 
.... 
i p2 + 11 <V(Q) > .... 2 
= 
-
11 <Q2> 
Q , 2 UV.l.26) 
, 
lo que implica las ecuaciones (IV.I.23-24). La base optima 
.... (IV.I.6) minimiza F y diagonaliza h. 
El calor espec1fico es 
e 
v 
=T~ 
liT 
..... 
11 <H> 
= 
liT 
= Tln[ (f+1) If)] :; , 
y puede calcularse a partir de las relaciones 
o 
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UV.l.27) 
UV.l.2B) 
que se obtienen directamente de (IV.l.23-24>. 
(o lim w(T> __ ~ A T = O, f se anula, sea, T~ ---- - ww y se recuperan las 
T 
fórmulas de la ref. lB, que dan una cota superior a la ener9ta del 
estado fundamental. La propiedad f ~ O para T ~ O puede derivarse 
en general de (IV.l.12>, que puede reescribirse en la forma 
..... , 
<V(Q» depende solo de la 
~ ¡ ~ 
minimización de <H> implica f = O. Se suponen potenciales V(Q) que 
..... 2 
conducen a valores finitos no nulos de <Q >. 
, 
En virtud de la transformacion UV.l.6) , 
, , " 
la presente 
aproximacion autoconsistente sera denominada de aqui en mas como 
, , 
Hartree B090liubov termico (HBT). La aproximacion provee 
, 
claramente una cota superior a la ener9ia libre exacta, pues 
,. 
equivale a una minimizacion respecto del conjunto reducido de 
, 
operadores densidad de la forma (IV.l.5). La expresion (IV.l.19) 
.-para los valores de expectacion de funciones arbitrarias de la 
coordenada, equivale al valor medio proporcionado por funciones de 
, 
onda Gaussianas, aunque con una dispersion t dependiente de la 
temperatura. 
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IV.2 EL CASO d-DIMENSIONAL 
, , 
La generalizacion de las formulas anteriores al caso 
, 
multidimensional, con un potencial que solo dependa del radio al 
.,.., 
origen, es inmediata. Si H es de la forma 
H = E p~ 12m. + V(E Q~) , 
i 1 1 i 1 
, , 
UV.2.1) 
el correspondiente operador estadistico en la aproximacion de HBT 
es 
~ = exp(X - ~ E w.b~+b~} , 
o . 1 1 1 
1 
UV.2.2) 
, 
donde los operadores primados se definen en forma analoga a 
(IV.l.6). Las sumas sobre i son desde 1 hasta d, siendo d el 
, 
numero de dimensiones. A partir de (IV.2.2) se obtiene, 
<b~+b".> = f.ó .. , 
1.J 1 lJ 
-. f i = [exp (wi IT) -1] , 
s = E [(f.+l)ln(f.+l) 
1 1 i 
f.ln(f.)] 
1 1 
UV.2.3) 
""'2""'2 ' Las expresiones para <Qi>' <Pi>' son identicas a (IV.l.11) y 
, 
<IV.l.12). El valor medio del potencial esta dado por 
.,.., 
<Ver) > = <n 2m:. ) -./2 
i 1 
00 
I 
o 
donde ~ = (E Q~) ./2 Y t. 
. 1 1 
1 
2 2 
exp(-E x./2t.}V<E x.)dx ••• dx d , 
. 1 1 . 1 • 
UV.2.4) 
1 1 
""'2 ' 
= <Q.>. La minimizacion de 
1 
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F conduce a 
, 
w. = l/h., Y a las d ecuaciones de dispersion 
1 1 
Z 
o sea, h.m. = 
1 1 
Z 1/ (2m. h. ) 
1 1 
Z hjmj. En el 
"" 11 <Ver) > 
----=0. 
8 t. 
1 
caso en que mi = m 
f. = f. = f V i,j, Y el valor medio <IV.2.4) puede 1 
.J 
la forma 
QO 
"" C(d) J Z d-~ <Ver) > = exp (-r 12t)V(r)r dr (2nt)d/2 o 
, 
donde CCd) es la integral del angula 
C(d) = 2(n)dVZ/r (d/2), y t = <;z>/d = 
veces la del caso unidimensional, 
, 
solido 
~ h (f+-) • 
Z 
en 
La 
s = d [Cf+1)lnCf+1) - flnCf)] • 
<IV.2.5) 
V i, entonces 
escribirse en 
d dimensiones, 
, 
entropia es d 
CIV. 2.7) 
, , , 
Se obtiene entonces una unica ecuacion de dispersion 
"" 1/(2hz ) - 8C<VCr»/d = O , CIV.2.8) 
lit 
, 
Chemos supuesto m = 1), por lo que el tratamiento es analogo al 
caso unidimensional, con un potencial efectivo (par) 
, 
La aproximacion es 
"" ""2 
obviamente exacta en el caso Ver) = a r Ca > O). 
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IV.3 COTAS SUPERIORES ALTERNATIVAS 
, 
Introduciremos en esta seccion ciertas cotas superiores (no 
perturbativas) a la energía libre~·, con el objeto de situar la 
aproximación de HBT dentro de una perspectiva más clara. Partiendo 
de la desigualdadu 
A A 
<n lexp (-{1 H) In> ;;a: exp (-13 <n IH In» , 
, 
que es valida para cualquier estado normalizado In>, y en general, 
, ..... , 
para cualquier funcion de H concava hacia arriba, 
obtener una cata superior inmediata si sustituimos 
In> = 
de moda que 
F 
ex 
(1) ..... 
S -Tln{ E exp[-(:KnIHln>]} 
n=O 
, 
es posible 
<IV.3.2) 
<IV.3.3) 
Una pasibilidad consiste en elegir el vacio 10> y el operador 
b~+ como aquellos correspondientes a la solución de HB para T=O. 
, , 
Sin embargo, esta aproximacion provee buenos resultados solo para 
N , 
temperaturas pequenas. Na obstante, el metodo puede ser mejorado 
si se utiliza la base de ~ para la correspondiente temperatura. 
, 
En realidad, la base de HBT se encuentra muy proxima a la base 
, , 
optima de c.i. que minimiza (IV.3.3). La cata superior asi 
obtenida resulta en general mejor que la de HBT, aunque requiere 
, 
mucho mayor trabajo numerico, debido a la 
, 
evaluacion de 
..... 
<nIV(Q) In>. Es necesario en general desarrollar el potencial en 
serie de potencias y hacer uso de la relación 
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(lV.3.4) 
que puede obtenerse directamente a partir de (IV.l.13). 
Las cotas anteriores (incluso la de HBT) son mejores que las 
, , , 
cotas del tipo clasicas. La aproximacion clasica se obtiene al 
," "2 
suponer que la interaccion V(Q) conmuta con P , 
[ T ]""2 = exp {-(N (Q)) -rn . UV.3.5) 
~" , La aproximacion clasica es valida si la variacion de V(Q) en 
~ = T-S/ 2 (en unidades corrientes, ~Q = h/(mkT) .. "2) es ... pequena, 
, 
es decir, a temperaturas suficientemente altas. La aproximacion 
(IV.3.5) puede ser mejorada dentro de los lineamientos anteriores, 
, 
utilizando en (IV.3.1) los estados coherentes (vease Ap. II.B) en 
, 
lugar de In>. En la representacion de Bargmann, el operador 
identidad puede escribirse como 
00 
I = 1: In><n I 
n=O 
00 
= f Iz><z 1 dz/n , 
-00 
UV.3.ó) 
, 
donde dz = dxdy y Iz> el estado coherente normalizado (vease 
(1 l. B. 14-1S)} 
Iz> 
" " = exp{¿(p Q 
o 
q P)} 1°> , 
o 
UV.3.7) 
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donde z = (q + 4. P /w)/C, con C=<2/W)·/2, siendo w un par.imetro 
o o 
variacional a determinar. Iz) es el estado fundamental de un 
oscilador arm~nico desplazado, en las coordenadas e impulsas, de 
frecuencia w (lO) es el vacio correspondiente a p = q = O). 
o o 
Para 
, 
esta eleccion de estados, la desigualdad <IV.3.3) se traduce en 
+00 
F ~ -TlncJ JexP{-(:KzIHIZ}} 
-00 
+00 
dq dp / <2n)] = 
o o 
...... 
-TlncJ J eXP{-~(P:/2 w/4)}~xp(-(lKOIV(Q+q ) 10}} dq dp /<2n)] = o o o 
-00 
<IV.3.8) 
La cota (IV.3.8) coincide formalmente con el tratamiento 
, ...... 
clasico <IV.3.5), can el reemplaza de V(Q) por el potencial 
efectivo 
+00 
V. r = w/4 + <OIV(Q+qo) 10} = w/4 + [~]./2J_ooexP{-wxZ}V<X+qo)dX. 
UV.3.9) 
, 
La expresion (IV.3.8) debe a su vez ser minimiza~a respecta 
, 
de w para obtener la cota minima. No obstante, la cota (IV.3.8) no 
es exacta a~n para el oscilador , armonico, que es el 
perturbado' de la aproximaci~n de HBT y de <IV.3.3) • La 
casa '"no 
f· 
energ1a 
libre exacta es en este caso (w es la frecuencia del oscilador) 
F.x = FHBT = Tln[l-exp(-pw)] + w/2 , (IV.3.10) 
y las aproximaciones (IV.3.5) y (IV.3.8) son respectivamente 
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Ambas 
, 
F t = -Tln(T/w) , 
F = -Tln(T/w) + w/2 • 
2 
formulas UV.3.11-12) constituyen 
asint~ticas para T ~ 00 de la soluci~n exacta CIV.3.10). 
UV.3.11) 
UV.3.12) 
expresiones 
IV.4 El POTENCIAL xgzn 
.. 
Examinaremos en esta seccion el caso en que 
A 
V(Q) <IV.4.l) 
donde por el momento elegiremos r > O, ~ > O, de modo que el 
.. .. 
potencial posea un solo minimo en el origen. El hamiltoniano 
.. .. (IV.l.l) representa en este caso un oscilador armonico cuantico 
con una 
.. 
"perturbacion~ Azn xg . Aplicando las fórmulas 
(IV.l.11-16) se obtiene 
= ~(f+~) (1/h + rh) + ~~ (h/2)n(f+~)n -T[(f+l)ln(f+l)-fln(f)], 
z z z 
<IV.4.2) 
.. donde ~~ = ~(2n)!/n!. La ecuacion (IV.l.24a) se convierte en este 
caso en 
<IV.4.3) 
donde f depende de h a trav';s de (IV.l.23b). Para T ... 00, f ... 00 , 
.. 
mientras que h ... O si n>l. Se obtienen las expresiones asintoticas 
h T(~-n)/(zn) 
= e , 
<IV.4.4) 
donde c = [(2~~n)(~/n)/2]-~/z. Utilizando <IV.4.4) se obtienen los 
.. .. 
limites asintoticos 
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s = 1 + ln(f) = (n+1)/(2n) ln(T) , 
C = (n+1)/(2n) • 
v 
<IV.4.5) 
UV.4.6) 
La!:; expresiones anteriores coinciden con los resultados 
I 
" asint~ticos exactos (obtenidos, por ej., con la funcion de 
partici~n clásica), corroborando que HBT es exacto en el límite 
" " .-clasico. Cabe mencionar que las formulas (IV.4.5-6) son tambien 
" A 
validas para cualquier V(Q) que sea un polinomio de grado 2n, dado 
que el comportamiento a altas temperaturas es dominado por el 
" " termino de grado mas alto. 
" .-A bajas temperaturas, el numero de ocupacion tiende a O en la 
forma 
.-
f = exp{-l/(h T)} , 
o 
y el calor especifico como 
C 
v 
z 
= exp{-1/(h T)}/(h T) 
o o 
<IV •. 4.7) 
, (IV.4.B) 
donde h es el valor de h correspondiente a T = o. Las dos 
o 
.-formulas anteriores corresponden a un sistema de dos niveles 
separados por energía w = 1/h • 
o 
La aplicaci~n de la cota (IV.3.3) al presente caso da como 
resultado 
F ~ -Tln[;: exp{-(3t<nl P"z/(2h) + V(ht./z Q") In}]}], 
n=O 
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<IV. 4. 9) 
..... 2 ..... 2 
donde <nIP~ In> = <nIQ· In> = 
n=4 y r = 1, se obtiene 
~ 
n+-. 
2 
Para el potencial 
La cota (IV.4.10) corresponde a la de 
<IV.4.1) , con 
(IV.4.10) 
un operador 
estadístico que si bien es diagonal en la base de c.i. <IV. 3. 2) , 
incluye t~rminos de dos o más cuerpos en el exponente. El valor de 
h es en principio el que minimiza (IV.4.10), aunque se encuentra 
, 
muy proximo al valor dado por HBT. 
, , , 
Por su parte, las cotas clasicas (IV.3.5,B) son aun mas 
, 
di~iciles de evaluar para el potencial (IV.4.1), a pesar de que 
poseen una exactitud menor que HBT y (IV.4.9). 
, 
Es importante remarcar que no existe ninguna restriccion para 
los valores de X en la aproximaci~n de HBT (y tambi~n en (IV.3.3» 
, 
a di~erencia de lo que ocurre en los metodos perturbativos. Por 
..... " ej., en el caso X9 , los tratamientos perturbativos divergen para 
A ~ 2 ~.u. 
, 
Resultados numericos son presentados en las tablas 1 y 11 
. ....." para los casos X9 y donde los 
, 
resultados de HBT para 
diversas magnitudes termodinamicas se comparan con las cotas 
alternativas de la secci~n IV.3 y con los resultados exactos 
(v~ase secci~n IV.9). En el caso n=2, los resultados han sido 
comparados tambi~n con aquellos de la re~. 11, en la cual se 
utilizan los autovalores de Hioe y Montroll~, obtenidos en base a 
la representaci~n de Bargmann de la ecuaci~n de Schrodinger 
(m~todo válido s~lo para A S 2, Y en el caso xQ"). No obstante, 
los resultados obtenidos de este modo no constituyen una cota 
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, 
superior a la energia libre. 
Los resultados proporcionados por HBT pueden considerarse muy 
, 
satisfactorios (vease fig. 1), especialmente en lo que respecta a 
E = <H> Y Cv. La cota (IV.3.3) utilizando la base de HB a T=O 
es levemente superior sólo a muy bajas temperaturas. No obstante, 
al utilizarse la base de HBT para la correspondiente temperatura, 
la cota mejora de mar:era considerable. Obviamente, a T=O las tres 
, 
cotas anteriores coinciden con la aproximacion de HB. 
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IV.5 APLICACION A POTENCIALES ASIMETRICOS GENERALES 
, 
En las secciones anteriores, la aproximacion autoconsistente 
..... , 
de HBT ha sido aplicada a potenciales V(Q) simetricos alrededor de 
, , ..... 
su unico minimo. En estos casos, el valor medio de la coordenada Q 
se anula, y el campo medio de Hartree-Bogoliubov es gobernado por 
un 
, 
unico partimetro, la 
, 
dispersion dependiente de la 
temperatura. Cambios en lasconstantes de acoplamiento o en la 
temperatura inducen una respuesta csuave~ del campo de HBT, y no 
"" , son de esperar fenomenos criticos dentro de la aproximacion. 
, ..... 
En esta seccion consideraremos potenciales VCQ) que exhiban 
" dos o mas extremos, y que no posean necesariamente un centro de 
, , , 
simetria. El problema fisico correspondiente se torna mas 
atrayente, convirti~ndose el valor medio de la coordenada ..... (9) en 
un nuevo partimetro variacional~~. Adem~s, el campo autoconsistente 
de Hartree puede exhibir diferentes comportamientos en los 
distintos extremos del potencial, lo que puede dar lugar a varias 
, 
soluciones simultaneas de campo medio y correspondientes 
, 
transiciones de fase. Este hecho no ha sido estudiado, aun a 
T = 0, en las ref. 16-19. 
, , 
La generalizacion del formalismo de la seccion IV.1 es 
inmediata. El operador densidad es nuevamente de la forma 
CIV.l.5), pero la transformaci~n de Bogoliubov debe incluir ahora 
t l · ~~ ras aClones , 
cosh(z) senh(z) 
+ (lV.5.U 
senh(z) cosh(z) 
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donde la constante real d incorpora una traslación sólo en la 
coordenada. Se obtiene, en lugar de (IV.l.7>, 
-z ..... 
e (Q-q> , 
(JV.~.2> 
q = - (2) s/z d e Z , 
y 
(JV.~. 3) [n/2l 
<gn> = E n!q(n-2m>t2m/[(n_2m)!m!2m], 
..... 
<V(Q» 
m=O 
+0) 
= (2nt)-s/z f exp<-ex-q)z/2t>V(x)dx , 
-O) 
(JV.~.4) 
en 
, 
forma similar a (IV.l.l9). (IV.~.4) representa una distribucion 
Gaussiana centrada en x=q, y constituye la transformada de Poisson 
de V(x). Las expresiones para los'valores medios de funciones del 
impulso permanecen obviamente iguales. 
, , , 
La traslacion q es un nuevo parametro variacional en adicion 
a h (o t) Y f. La minimización respecto de f da como resultado la 
, " 
misma expresion (IV.l.23). La condicion de minimo sobre t y q 
conduce por su parte al sistema de ecuaciones 
..... 
-l/(2hz) + 8 <V(Q» = O , 
8 t 
..... 
8 <V(Q» 
= O 
8 q 
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(IV.~.~a) 
<IV.~. Sb) 
Las ecuaciones (IV.S.S) se encuentran acopladas debida a que 
A 
<V(Q» depende conjuntamente de t y q. Nuevamente pueden 
verificarse las condiciones de autoconsistencia. El hamiltoniano 
, A 
de campo media posee en el presente caso terminos lineales en Q, 
A A 
A 
" <H> pZ + " <H> gZ + h = 
" <~Z) " <~2> 
A 
t pZ + " <V(Q»(g_q)Z 
= - + Z 
" t 
..... 
" <H> x 
" <Q> 
A 
" <V(Q» 
"q 
A Q 
A 
Q 
A 
Z " <V(Q» q 
lit 
<IY.S.á) 
Por su parte, (IV.l.5) y (IV.S.2) conducen a 
<IY. S. 7) 
, 
lo que implica w = l/h Y el sistema (IV.S.S). La ecuacion 
, A (IV.S.5b) implica que na existen terminos lineales en Q - q, es 
A , , 
decir, que h no conecta el nuevo vacio con el estado de un boson. 
La adición de q como parámetro variacional equivale a la 
inclusión del 
A A 
~observable~ Q en el exponente de p, o sea, a una 
, , I , 
ampliacion de la descripcion, en la filosofia de la seccion 1.4. 
Tal inclusión, 
, 
que rompe con la simetria de paridad, es 
imprescindible para detectar la presencia de términos impares en 
" , 
el potencial, asi tambien como posibles minimos no centrados en el 
origen. 
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IV.ó EL POTENCIAL ANARMONICO GENERAL 
, 
En esta seccion estudiaremos el caso de un potencial 
A. 
V(Q) = , <IV.6.1) 
de modo que el hamiltoniano del sistema puede escribirse en la 
forma 
<IV.6.2) 
ó, ~ .... -2/9 r = "- r, ~>O. 
Las coordenadas Q, Q~, corresponden a un sistema con el origen 
situado en uno de los extremos del potencial. El potencial 
(IV.b.l) exhibe tres extremos para r < 9ó2/1b~ (dos mínimos y un 
, , , 
maximo) y en caso contrario un solo minimo. El empleo de las 
ecuaciones (IV.5.3-5) conduce a 
<IV. 6~ 3) 
-= 
8F 2 9 
rq + 3ó(q +t) + 4~(q +3qt) = O, 
8q 
<IV.6.4) 
8F 
(] t 
donde hemos empleado como parámetro variacional a t en lugar de h 
con el objeto de simplificar las expresiones. Utilizando (IV.b.4) 
se obtiene 
<IV.b.5a) 
<IV. ó.5b) 
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de modo que queda por resolver una unica ecuacion, 
f - {exp[(f+~)/(tT)]-l}-~ = O , 
2 
, 
<IV.6.6) 
donde tanto f como t se expresan en funcion de q por medio de 
(IV.6.5). De acuerdo a los valores relativos de ~, 6, Y y, varias 
raices pueden emerger de (IV.6.6). Consideraremos en las secciones 
siguientes dos situaciones especificas. 
, 
Al igual que en el caso de la seccion IV.1, la aproximacion 
, , 
de HBT proporciona los correctos primeros terminas asinto1:icos de 
, "" magnitudes termodinamicas en el limite clasico T ~ ~ Dado que a 
altas temperaturas el comportamiento del sistema está gobernada 
", ", por el termino cuartico, las expresiones asintoticas de la seccion 
, 
IV.4 permanecen validas en el presente contexto, salvo para la 
, , 
traslacion q, cuyo comportamiento asintotico esta dado por 
<IV.6.7) 
, , 
Dado que mas terminos de menor 
, 
grado, el valor limite de q es-6/4~. 
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IV.7 EL POTENCIAL BIESTABLE 
Consideraremos en detalle el caso en que el potencial exhibe 
, ~ 
dos minimos de igual profundidad. Esto sucedera cuando a) r(O y 
6=0, o b) y = ÓZ/2A. En ambos casos se trata de un potencial 
~ 
simetrico (alrededor del origen o de -Ó/4A respectivamente). Para 
el c¡'so a), las ecuaciones <IV.S.S) se reducen a 
2 q[y + 4A(q +3t)] = O , UV.7.1> 
UV.7.2) 
~ ~ 
Notemos que una solucion simetrica (q=O) existe siempre. Sin 
embargo, una solución desplazada (degenerada), que rompe con la 
simetría del potencial es tambi~ posible para 
j,/Z q = ±(-y/4A -3t) , <IV.7.3) 
~ 
con t raiz de 
UV.7.4) 
Para un dado f real, soluciones reales positivas de (IV.7.3) 
~ 
solucion 
desplazada es posible si 
<IV.7.S> 
En este caso, existen cinco soluciones estacionarias de HBT: 
~ dos minimos degenerados centrados en la proximidad de cada uno de 
, 
las pozos, un minimo en q=O, y dos puntos de ensilladura 
~ , 
intermedios. Para y > Yo solo permanece el minimo en el origen. El 
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, , 
campo medio de la aproximacion de HBT como ~uncion de q es pues 
, , 
mas complejo que el potencial original para y(y ,. y mas simple 
o 
, 
para y>y , exhibiendo en ambos casos un minimo en el origen. La 
o 
, 
situacion es pues semejante al modelo de Landau Ghinzburg para 
t .. d . d 22 ranslclones e prImer or en • 
, , 
Al comparar la solucion desplazada con la simetrica, la 
, , 
primera posee una energia libre mas baja 
-
para y < y~ 
o 
= 1.084906 Y • Existe por lo tanto un pequeno rango de valores de 
o 
, 
y para los cuales ambas soluciones existen pero donde la simetrica 
, , 
es la mas baja. En y = y~ tiene lugar una transicion de fase de 
o 
primer orden con cambios abruptos en t y q (o sea" no local) de 
, 
acuerdo a la convenci~n de Maxwell. Esta transicion refleja el 
hecho de que en el estado fundamental exacto el pico de la 
... , 
densidad p(Q) = <Q Ip IQ> cambia de O a un maximo degenerado en el 
ex 
, 
intervalo 1.3y < Y < 0.75y • Sin embargo, la solucion exacta no 
o o 
, 
sufre ningun cambio abrupto. Dado que la densidad de HBT es 
Simplemente una Gaussiana apropiadamente centrada, s~lo pu"ede 
, 
ajustar la densidad exacta en uno de los mini mas. 
Para valores fijos de y < y ,se observa un comportamiento 
o 
, 
similar al variar la temperatura. La solucion desplazada existe 
, 
para T<T (y> (o bien, y < y (T) < Y ) Y es la que posee la energia 
e e o 
, 
libre mas baja para T < T~(y) < T (y) 
e e 
El 
, 
sistema sufre una transicion no local de primer orden desde la 
soluci~n desplazada a la soluci~n sim~trica en T = T~ al aumentar 
e 
, 
la temperatura. Sin embargo, esta transicion no corresponde a un 
cambio en el pico de la densidad exacta sino a un achatamiento de 
esta densidad. La densidad cl~sica es proporcional a exp{-(3V (Q)}. 
y el comportamiento cl.isico prevalece para temperaturas 
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su~icientemente elevadas. Este incremento del achatamiento es 
ajustado por una vuelta a la soluci~n simétrica en la temperatura 
cri ti ca, dentro de H8T. 
, 
Resultados tipicos son mostrados en la tabla 111 para el caso 
r = 1.5 r (y ~=1). Se observa que la solucibn desplazada es muy 
o 
, , 
buena en lo que respecta a la energia media. En la region 
, 
~metaestable~ (T~ < T < T ) la solucion desplazada provee mejores 
e e 
A , 
resultados para <H> que la simetrica. No obstante, dado que esta 
, " 
ultima aproxima mucho mejor a la entropia exacta, su energia libre 
es menor. El carácter 
, 
asimetrico de la soluciéin desplazada 
involucra un mayor grado de orden (menor dispersiéin) lo que 
, , , 
explica la baja entropia. Una mejor (mas alta) entropia puede ser 
obtenida al restaurar la simetria con un operador densidad de la 
A :l..... A 
forma Ps = i CPd(q) +pd(-q)], debido a la propiedad de concavidad 
, , 
de la entropia (vease (1.3.16», el cual provee los mismos valores 
A A 
medios de observables pares que Pd(±q) (Pd denota la densidad 
desplazada de H8T). 
El valor medio de la coordenada q correspondiente a la 
soluciéin desplazada permanece casi constante frente a variaciones 
de la temperatura, siendo menor en méidulo que 
, 
la posicion del 
, 
minimo del potencial. La aproximacion de HBT no predice el 
comportamiento apropiado del calor especifico a bajas temperaturas 
(que está asociado a la cuasi degeneraciéin entre los dos primeros 
, 
estados exactos), pero la situacion mejora a temperaturas medias y 
altas. 
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IV.B EFECTOS DE UN TERMINO CUBICO 
Si se añade un t~rmino c~bico (pequeño) al potencial 
, 
biestable precedente, los dos minimos cesan de exhibir igual 
, 
profundidad, desapareciendo la degeneracion de las soluciones 
; , 
desplazadas, al mismo tiempo que el minimo que existia en el 
-origen sufre un pequeno desplazamiento. No obstante, si el 
I 
par~metro ó se incrementa, nuevos fen~menos criticos ocurren. 
, 
Concentraremos la atencion sobre el caso y = 1.5 y. Para 6 
o 
suficientemente pequeño, el cuadro general es similar a la secci~n 
anterior. Correciones de primer orden en 6 en la cordenada q son, 
= -3ót /(12Xt +y) , 
o o 
<IV.B.U 
, , , 
donde el subindice o (d) se refiere a la solucion simetrica 
(despl azada) • 
De los cinco puntos estacionarias anteriores, las tres 
11 11 11 , 
minimos se desplazan en la direccion del minimo mas profunda del 
potencial, mientr.as que los puntos de ensilladura se desplazan en 
; 
direccion opuesta. Na obstante, a T=O, cuando ó = ±O.375 una de 
, , 
los minimos desaparece junto con el punto de ensilladura mas 
, ; 
proximo, quedando solamente dos minimos (localizados en las 
proximidades de las mínimos de V(Q» y un punto de ensilladura. En 
ó = ±O.9095 desaparecen las dos soluciones menos profundas, 
" , "" permaneciendo un unico minimo localizado en la region del paza mas 
profundo del potencial (para este valor de ó, el cociente entre 
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las profundidades de los pozos es de 0.266>. 
El comportamiento del sistema para valores fijos de 6 y r al 
aumentar la temperatura, es ilustrado en la tabla IV y Fig. 2, 
para el caso 6 = -0.1. Una caracteristica notable es el hecho de 
que soluciones inexistentes a T=O, pueden reaparecer a temperatura 
finita. Por ejemplo, una solución ~cuasi sim~trica~ (c.s.), no 
presente a T=O, aparece en T = T := 0.675 (junto con un punt!:J de 
eS. 
, 11 1" 
ensilladura), y se transforma en la solucion de energia libre mas 
baja para T > T := 1.704. 
c% 
Todas las soluciones restantes 
.-
desaparecen para T suficientemente alto. Esta solucion c.s. exhibe 
, 
un grado de orden mas bajo que las soluciones desplazadas, o sea, 
, , , 
una fluctuacion mayor y una entropia mas elevada, lo cual explica 
, ".-la menor energia libre, aunque su prediccion de la energia media 
sea pobre. 
Si tratamos de interpretar el significado de estas 
transiciones, puede resultar ~til observar la evolución exacta de 
...... 
<Q>, el cual partiendo a T=O de un valor cercano al de HBT, 
decrece r~pidamente a bajas temperaturas. La fluctuación exacta 
...... % ...... %"" , 
<Q > - <Q> tambien registra un rapido aumento en la misma region 
, , 
de temperaturas, acercandose al valor de HBT dado por la solucion 
c.s., mientras que el de la solución desplazada es pr~cticamente 
constante. 
El comportamiento anterior de las soluciones de HBT, ocurre 
en la región 0.0375 ~ 161 ~ 1.02. Para valores m~s altos de 6, la 
solución c.s. no reaparece a temperatura finita, y la evolución 
del sistema se torna suave en la descripción de HBT. 
, , 
La solucion metaestable correspondiente al minimo menos 
profundo del potencial, puede ser considerada a T=O como una 
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, 
aproximacion al primer estado excitado de H. A temperatura finita, 
, , 
HBT describe aproximadamente la evolucion de esta configuracion 
metaestable, que desaparece para T > T • 
eS 
La predicci~n de HBT del calor especifico es en general pobre 
a bajas temperaturas, pero los resultados mejoran al aumentar T. 
Desde el punto de vista de los cap. 1-11, resulta interesante 
considerar el problema inverso, en el cual se parte de un valor 
, I , 
medio dado de la energia. La aproximacion de HBT proporciona en 
este caso una cota inferior a la entropía exacta. De todas las 
soluciones de HBT, la correcta es en principio la de mayor 
, , 
entropia. No obstante, informacion adicional (por ej., el valor 
, 
medio de la coordenada) puede inducir a la eleccion de otra 
, , , 
solucion, que brinde una descripcion mas apropiada. En este 
, A A 
sentido, si ademas del conocimiento de (H>, se dispone de (Q>, el 
, 
valor medio de la coordenada deja obviamente de ser un parametro 
, , 
variacional, y la minimizacion se restringe a la eleccion de la 
fluctuaci~n ~ptima. Las constantes de acoplamiento del potencial 
, (6, y, ~) pueden interpretarse en el contexto estadistico general 
del cap. 1, como par~metros de Lagrange asociádos a (g2/2 >, (gs> y 
(g4> respectivamente, aunque en la 
, 
aproximacion de campo medio 
s~lo se dispone de dos grados de libertad (el valor medio q y la 
fluctuaci~n>. 
Cabe destacar que la temperatura efectiva de HBT (T.,>, es 
, 
decir, aquella para la cual HBT provee la misma energia media que 
, 
la solucion exacta, puede ser menor o mayor que la temperatura 
exacta, y depende adem~s de la soluci~n de HBT elegida. 
.-
Obviamente, la temperatura efectiva puede definirse solo en el 
caso en que exista una soluci~n de HBT con ese valor de la energía 
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A. 
media, o sea, para <H> 
ex 
, 
mayor que el valor minimo de HB a T=O. A 
, 
temperaturas suficientemente bajas, T t < T , 
e ex 
pues la energía 
, 
aproximada es mayor que la energia exacta a T = o. 
IV.9 CALCULO DE LA SOLUCION EXACTA 
El cálculo de los niveles de energía exactos se basa en los 
procedimientos de las ref. 16-17. El m~todo consiste en la 
diagonalizaci~n del hamiltoniano en una base (truncada) de 
Hartree-Bogoliubov (IV.3.2), que sea soluci~n de las ecuaciones de 
HB para T=O. De este modo, la dimensi~n de la base necesaria para 
obtener la precisi~n deseada es mucho menor de la , que resultaria 
de utilizar la base original no perturbada. Utilizando el teorema 
de Wick (para T=O), el hamiltoniano puede reescribirse en la forma 
A A 
A A A 
H = H + h + :V(Q): , 
o 
donde H = <01 H-h 10>, siendo 10> el 
o 
<IV.9.1) 
, 
vacio de los operadores 
, , A 
bosonicos b~ correspondientes a la solucion de HB a T=O, h el 
hamiltoniano efectivo de campo medio (IV.l.2S) y (IV.S.6), y 
A , 
:V(Q): la interaccion residual. Las ecuaciones de HB (IV.l.24) y 
(IV.S.S) a T=O, implican la anulaci~n de los términos no 
diagonales de h (incluyendo los t~rminos lineales en b, b+), lo 
A , 
cual, sumado al hecho que :V(Q): no conecta el vacio con estados 
de uno y dos bosones, explica el aumento en la rapidez de la 
convergencia. Son estas propiedades las que hacen ventajosa la 
utilizaci~n de la base de HB para la diagonalizaci~n del 
hamiltoniano en espacios finitos. 
De este modo, en el ejemplo de la tabla 1, una 
, 
diagonalizacion utilizando los primeros 19 estados proporciona los 
tres primeros niveles con precisi~n de 7 dígitos, y ya con 30 
, 
estados, se logra la misma precision para los primeros 6 niveles. 
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Existen varios métodos alternativos para calcular los niveles de 
, , 
energia de osciladores anarmonicos, aunque como ya hemos 
mencionado, los metodos perturbativos pueden diverger para valores 
, 
no muy grandes de las constantes de acoplamiento. El metodo 
presente en cambio no exhibe divergencias. 
La aplicaci~n del m~todo no ofrece dificultad alguna para los 
. ~ " , hamiltonianos ,je la seccion IV.l, donde solo existe un minimo de 
HB a T=O. No obstante, para los casos de las secciones IV.5-S, 
donde varias soluciones de HB pueden existir simultáneamente a 
, 
T=O, surge la cuestion sobre cual es la que brinda la convergencia 
, , 
mas rapida, lo que no ha sido discutido en las ref. 16-17. 
, , 
La solucion de HB mas baja es la mejor en lo que respecta al 
estado fundamental, aunque esto no es necesariamente cierto para 
los niveles excitados. En el caso c~bico de la tabla IV, una 
, 
diagonalizacion de 20x20 utilizando la base correspondiente a la 
, , , 
solucion mas baja, da una muy buena estimacion para el estado 
fundamental, pero al mismo tiempo -una pobre. estimación de la 
, , 
energia del primer estado excitado. La utilizacion de la base 
, 
centrada en el minimo menos profundo brinda el resultado contrario 
y además, los valores proporcionados de los restantes cinco 
primeros niveles son algo mejores que en el primer caso. Cuando la 
, 
dimension de la base aumenta, las diferencias tienden a 
, 
desaparecer. Con una diagonalizacion de 40x40 por ej., ambas bases 
proporcionan resultados exactos para los primeros nueve niveles 
hasta ocho dígitos significativos. Los resultados son ilustrados 
en la tabla V. 
En el caso biestable, la base desplazada (y degenerada) debe 
, , 
ser comparada con la solucion simetrica centrada en el origen. 
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N 
Para pequenas dimensiones, en el ejemplo de la tabla 111, la 
soluci~n sim~trica brinda mejores resultados para los niveles , mas 
, 
bajos de energia. No obstante, para matrices de mayores 
, 
dimensiones, los resultados provistos par la solucion desplazada 
, , 
san levemente mejores. La solucion de HB mas profunda puede 
encontrarse demasiado desplazada como para proporcionar buenos 
, N 
resultados, si la dimension de la base utilizada es pequena, ya 
que las autofunciones exactas son obviamente pares a impares 
respecto del origen. 
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APENDICE A 
EL OPERADOR ESTADISTICa BOSONICO GENERAL MONODIMENSIONAL 
, 
Examinaremos en detalle el caso en que existe un salo estada 
bosónico (de una partícula) accesible. El 
general de c.i., es de la forma 
p = 
donde (v~ase (11.3.30-32» 
a = b + d, 
can 
casa de 2x2, 
+ 
a = b + + d* , 
, 
operador densidad mas 
<IV.A.1) 
<IV. A. 2) 
<IV.A.3) 
<IV.A.4) 
este 
<IV.A.5) 
y los autovalores de n M son precisamente ±).". El casa 
convergente corresponde a )." real y menor que cero, la que 
implica 
Ir I < lA 1, A < o • <IV.A.6) 
En este caso, mediante una transformación general de Bogoliubov 
- 202 -
<IV.A.7) 
<IV.A.S) 
..... 
podemos llevar p a la forma diagonal, 
p = <IV. A. 9) 
donde sg(~~) = S9(~), si 
<IV. A.IO) 
r , 
o sea, 1 X 12 = !: ( 1 ~/~ ~ 1 + 1), 1 V 12 = !: ( 1 ~/~ ~ 1 - 1). Sólo una de 
2 2 
las 
fases de X e Y queda determinada. 
, 
Utilizando (11.3.46) y definiendo el numero 
,,+ -~ 
ocupacion f = <b~ b~> = [exp(-~~)-l] se obtiene, 
o sea, 
= [<a + a> -<a Z > ] 
<a+z > -<aa+> 
= 
<a + a> = (~/~") (f+!:) , 
2 2 ' 
, 
medio de 
<IV.A.IU 
CIV.A.12) 
Finalmente, en terminas de los operadores originales se obtiene, 
+ IJ ~ <b+b> <a a> + Id 12 o = = -- , 
IJ ~ 
IJ~ CIV. A. 13) 
<b 2 > <a 2 > + d 2 o = = -- , 
IJ r 
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<b> = -d o = -- (IV.A.14> 
<IV. A. 15) 
, 
Las formulas (IV.A.12-14) vincul~n los valores medios con los 
correspondientes multiplicadores de Lagrange. La inferencia 
, 2 
estadistica resulta trivial, asignando el valor O a <a >, <b>, si 
r = O, n = 0, respectivamente. Para obtener los multiplicadores a 
partir de los valores medios, pueden emplearse nuevamente las 
, 
formulas anteriores, pero expresando f y X~ = ln[f/(f+1)] en 
t~rminos de los valores medios, 
(IV.A.16> 
, 
Por consiguiente, dado que f > 0, solo es posible construir 
, 
el operador estadistico si 
<IV.A.17) 
, 
La desigualdad (V.A.17) constituye la expresion del 
, , 
prinicipio de incerteza en terminos de los operadores de creacion 
, , , 
y aniquilacion. La informacion fisicamente coherente corresponde 
pues a operadores densidad convergentes. (IV.A.17> constituye 
tambi~n la condici~n para que la matriz Den (IV.A.11> sea 
diagonalizable. Las expresiones (IV.A.16-17> son invariantes 
frente a transformaciones de Bogoliubov. 
La entropía (11.3.54) puede expresarse tambi~n en la forma 
s = (IV.A.lB) 
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y no depende de n, es decir, de<b~ 
,. ,. 
Con el objeto de poseer una vision mas clara de las formulas 
,. 
anteriores, es conveniente utilizar la representacion de 
coordenadas e impulsos. El operador (IV.A.1) puede escribirse como 
donde hemos introducido 
y, 
A 
L = 
(~) = [~ ± Re(y)]/2 , 
ó = -Im(y)/2 , 
~ = ~ - (~~)/2 • 
s o 
<IV.A.19) 
(IV.A.20) 
UV.l.21> 
,. (IV.A.19) es el operador densidad mas general que puede 
,. 
construirse a partir de formas cuadráticas hermiticas en el 
exponente. Al igual que en (IV.A.1) los términos lineales pueden 
,. 
eliminarse por medio de una traslacion apropiada, 
A 2 P = exp{ ~~ + a Q 
:&. e 
A 2 ..... 
+~p +óL>, 
e e 
donde los operadores "centrados~ 
A ..... 
Q = Q 
e 
q, 
A ..... + 
L = L - 2pq corresponden a los operadores a, a , con 
e 
q = _~(,,(_Ó~)/~~2 = -Re (d) /2S/ 2 , 2 
P = _~ (~-ó( ) /~' 2 = -Im(d)/2s / 2 , 2 
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<IV. A. 22) 
..... ..... 
p = p - p, 
e 
UV.A.23) 
y poseen valor medio nulo, y A" = A + aq2 + ~2 + 2rqp. 
:l o 
Utilizando (IV.A.11-13), se obtiene la relaci~n entre los nuevos 
multiplicadores y 
A. ..... 
<Q> = q, <P> = p, 
A. 
<L > 
e 
los correspondientes 
= 
= -4c5(f+~) 'lA" I 
2 
valores medios, 
<IV. A.24) 
.-
Los autovalores A" y f pueden expresarse en terminas de las 
nuevas variables, 
(IV.A.25) 
CIV. A. 26) 
El caso convergente corresponde pues a a < O, ~ < O, Y 
CIV. A. 27) 
o sea, 
CIV.A.28) 
Por lo tanto, si los valores medios disponibles satisfacen 
el principio de incerteza, es posible diagonal izar la matriz 
densidad de un cuerpo por medio de una transformaci~n <IV.A.7) Y 
construir el correspondiente operador estadístico convergente. Las 
desigualdades (IV.A.6,27) expresan el principio de incerteza en 
t~rminos de los multiplicadores de Lagrange. El caso puro 
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corresponde a f = O e incerteza mínima, [<Q Z><p 2> - ~<L >2] = ~. 
e e • e • 
, , 
La transformacion (IV.A.7) corresponde en la representacion 
de coordenadas a una transformaci~n can~nica general, 
" " " Q" = Q [Re(X+Y)] + P [ Im(Y-X)] 
e e 
" " " Q" = Q [Im(X+Y)] + P [ ReCX-Y)] 
e e 
Eligiendo las fases de modo que 
, 
transformacion CIV.A.29) puede reducirse a 
"2 de modo que ot Q 
e 
" p" 
"Z " 
+(3P +6L = 
e e 
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" + 6 Q 1(3) , 
e 
, 
<IV. A. 29) 
, 
Im(X-Y) = 0, La 
<IV. A. 30) 
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, , , 
Tabla I : Energia libre (F), energia media (E) y calor especifico 
...... (Cv), para el caso ~ Q , con ~ = 1. Las cotas 1 y 2 se refieren a 
, (IV.3.3), utilizando la base de HB a T=O (1), y la base optima 
, 
(2). La aproximacion restante utiliza los autovalores de la 
ref. "1. 
Tabla 11 : Las mismas cantidades de la Tabla 1, para el potencial 
..... cs 
~ Q , con ~ = 1. 
, 
Tabla 111 : Cantidades de interes para el potencial biestable, 
, 
como funcion de la temperatura T. (a) Resultados exactos; (b) 
, soluci~n desplazada; (c) soluci~n simétrica; Los parametros del 
, , 
potencial son ~ = 1.0, r = 1.5 r . La solucion (c) es mas baja que 
o 
, 
(b) para T > T~ = 1.398. 
e 
Para T = T = 2.008, 
e 
la solucion 
desplazada deja de existir. 
Tabla IV : Las mismas cantidades que en la tabla 111, pero para" el 
potencial (IV.b.l), con ~ = 1.0, 6 = -0.1, y r = 1.5 r . 
o 
, , 
(a) 
Resultados exactos. (b) solucion desplazada; (c) solucion "cuasi 
, 
simetrica~; (d) sol"ución desplazada correspondiente al , minimo 
menos profundo. A T=O, (e) denota el primer estado excitado 
(exacto) • 
Tabla V . Los primeros niveles del hamiltoniano de la tabla IV, . 
para distintas dimensiones de las correspondientes matrices de 
, 
energia y diferentes bases de HB. (b) indica la base 
, , 
correspondiente a la solucion de HB mas profunda a T=O, y (d) 
la base centrada alrededor del mínimo menos profundo. 
- 210 -
~ ~ 
Figura 1: Energia libre en funcion de la temperatura, para el 
~ potencial de la Tabla 1, de acuerdo a HBT (linea llena), 
~ ~ 
resultados exactos (linea de trazos) y cotas 1 y 2 (lineas 
punteadas) • 
~ 
Figura 2: Energias libres correspondientes a las distintas 
~ 
soluciones de HBT (lineas llenas), y resultados exactos, para el 
potencial (IV.6.1). Los par~metros utilizados son los mismos que 
, ~ 
en la tabla IV, asi tambien como el significado de (b), (c), (d). 
Se indican las temperaturas criticas. 
~ 
Figura 3: Valor medio de la coordenada como funcion de la 
temperatura, de acuerdo a las soluciones (b) y (c), y resultados 
~ 
exactos, para el mismo caso de la Fig. 2. Las lineas de trazos 
verticales indican Ctransiciones de fase~, de acuerdo a 105 
criterios de m~xima entropía (1) , mínima ~ energia libre (2) y 
~ ~ 
minima energía (3). 
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TABLA I 
T F E Cv 
HBT 0.00343845 0.84854623 0.28662594 
Cota' 1 U.80338825 0.84881945 0.28913342 
0.5 Cota 2 0.00332245 U.84927208 0.29127401 
Ref. 1 0.79244559 0.84311195 0.31189355 
Exacta 0.7933529~ 0.84403666 0.31172643 
HBT 0.67708976 1.0897591 (1.60595757 
Cota 1 0.ú7774086 1.0868876 0 •. 58445857 
1.0 Cota 2 0.67427448 1.0900148 (). 59845737 
Raf. 1 0.65606008 1.0976758 0.62900901 
Exacta 0.65710488 1.0980034 0.62705064 
HBT -0.47006906 2.1366460 O.7358A156 
, . 
Cota 1 -0.42961468 2.0390796 0.64293420 
2.5 Cota 2 -0.49920994 2.1878289 0.69532142 
Ref. 1 -0.54971611 2.1622275 0.74127561 
Exacta -0.54626465 2.1606959 0.74104967 
HBT -6.2942336, 5.1400776 0.75642309 
Cota 1 -5.7735375 4.5271774 0.60408674 
6.5 Cota 2 -6.3987348 5.2209465 0.70127G88 
Raf. 1 -6.5471669 5.1758211 0.75770974 
Exacta -6.5365213 5.1764607 U.7581\3893 
T 
0.5 
1.0 
2.5 
6.5 
HBT 
Cota 1 
Cota 2 
Exacta 
HBT 
Cota 1 
Cota 2 
Exacta 
HBT 
Cota 1 
Cota 2 
Exacta 
HBT 
Cota 1 
Cota 2 
Exacta 
TABLA 11 
F 
0.83280399 
0.83275096 
0.83266767 
0.79703880 
0.74184963 
0.74041402 
0.73390558 
0.67975329 
-0.19024249 
-ü.14U09292 
-o .26415773 ' 
-U.39315689 
-5.0940539 
-4.3354241 
-5.3794041 
-5.7340146 
E 
0.86047737 
0.86U05895 
0.86151128 
0.83765964 
1.0567151 
1.0567714 
1.0795902 
1.0675203 
1.9682712 
1.8269212 
2.0693646 
2.0251444 
4.6089268 
3.6566445 
4.6030839 
4.6943943 
Cv 
0.20478461 
0.20989786 
0.21359429 
0.26914624 
0.51572302 
0.49327733 
0.51531124 
0.57297008 
0.64501009 
0.49928327 
0.58248305 
0.660S25gS 
0.66590719 
0.42885820 
0.57317669 
0.66947754 
TABLA.IlI 
A. 
<02> ,. T F <n> S Cv <Q> 
(a) -1.76138 -1.76138 O. O. 1.44111 O. 
(b) O. -1.63700 -1.63700 '0. O. 1.55968 1.18779 
(e) -0.95561 -0.95561 O. O. 0.66607 O. 
(a) -1.97277 -1.69808 0.68675 0.08428 1.52528 O. 
(b) 0.4 -1.63709 -1. 63624 0.00212 0.03166 1.55952 1.18769 
(e) -1.00886 -0.85824 0.37655 0.81687 0.68659 O. 
(a) -2.27094 -1.61558 0.81920 0.33876 1.52254 O. 
(b) 0.8 -1.64924 -1.58467 0.Ó8072 0.48269 1.54855 1.18074 
(e) -1.23741 -0.65121 0.73276 0.80071 0.72579 O. 
(a) -2.63358 -1.44070 0.99406 0.51409 1. 50803 O. 
(b) 1.2 -1. 71528 -1.40375 0.25960 0.77430 1.50805 1.15474 
(e) -1.57821 -0.42898 0.95769 0.76773 0.76301 O. 
(a) -2.84079 -1.33284· 1.07711 0.56120 1.50185 O. 
(b) 1.4 -1.77764 -1.26651' O~36510 0.82458 1.47487 1.13298 
(e) -1. 77875 -0.31482 1.04~67 0.75599 0.78067 O. 
(a) -3.30206 -1.09680 1.22514 0.61188 1.49441 O. 
(b) 1.8 -1.96895 -0.89286 0.59783 0.86272 1.36836 1.06013 
(e) -2.22737 -0.08204 1.19185 0.73909 0.81429 o. 
(a) -3.55369 -0.97302 1.29034 0.62499 1.49319 O. 
(b) 2.0 -2.10315 -0.57261 0.76527 0.91323 1.23696 0.96269 
(e) -2.47206 -0.03619 1.25413 0.73295 0.83032 O. 
(a) -4.09352 -0.71974 1.40574 0.63947 1.49508 O. 
(b) 2.4 
(e) -2.99615 0.'27571 1.36327 0.72372 0.86106 O. 
TABIAIV 
" 
"'2 ... 2 '" T F <H> S Cv <Q >-<Q> <Q> 
(él) 
-1.92727 -1.92727 O. O. 0.28299 1.15474 
(b) 
-1.86802 -1.86802 O. O'. 0.14526 1.23408 
(e) O. 
(d) -1.42625 -1.42625 O. O. 0.15262 -1.14185 
(e) -1. 47047 -1. 47047 '. o. O. 0.37098 -1.05192 
(a) -2.16342 -1.75558 0.67974 0.31435 1.36550 0.44920 
(b) 0.6 -1. 86993 -1.85682 0.02191 0.20616 0.14636 1.23272 
(e) 
(d) -1.42882 -1.41213 0.02782 0.24483 0.15422 -1.13976 
(a) -2.39047 -1.64084 0.83292 0.45010 1.44589 0.31758 
(b) 0.9 -1.88818' -1.78913 0.11006 0.56645 0.15315 1.22438 
(e) -1.33202 -0.62553 0.78499 0.79951 0.71750 0.17249 
(d) -1. 45072 -1.33437 0.12928 0.61009 0.16322 -1.12793 
(a) -2.97506 -1.31696 1.10540 0.60023 1.47491 0.20346 
(b) 1.5 -2.03596 -1.44345· 0.39501 0.83225 0.19071 1.17713 
(e) -1.89918 -0.27722 1.08131 0.75467 0.78272 0.11836 
(d) -1.61984 -0.94352 0.45088 0.84501 0.21532 -1.05681 
(a) -3.32389 -1.13234 1.21753 0.58623 1.47814 0.17429 
(b) 1.8 -2.17837 -1.17756 0.55600 0.85534 0.22412 1.13350 
(e) -2.24018 -0.10003 1.18897 0.74183 0.80960 0.10565 
(d) -1.78578 -0.56234 0.67969 0.89404 0.28941 -0.94616 
(a) -3.70415 -0.94177 1.31542 0.64138 1.48154 0.15349 
(b) 2.1 -2.37149 -0.81993 0.73884 0.88040 0.27992 1.05671 
(e) -2.61102 0.07922 1.28107 0.73246 0.83465 0.09650 
(d) 
-
(a) -4.11196 -0.74819 1.40160 0.64839 1.48619 0.13798 
(b) 2.4 
(e) . -3.00768 -0.26036 1.36168 0.72546 0.85832 0.08954 
(d) 
TABLA V 
10 x 10 20 x 20 
(b) (d) (b) (d) 
E -1.9200907 -1.4921396 -1.9269317 -1.9212578 o 
El 0.3088737 0.0771951 -1.4409766 -1.4700670 
E2 1.8780254 1.8434449 0."6694388 0.6550543 
E3 4.7476714 4.6221944 2.1519007 2.0824597 
E4 8.2154376 7.9918896 4.3881601 4.2637932 
30 x 30 40 x 40 
(b) (d) (b) , (d) 
Eo -1.9272677 -1.9272671 .-1.9272677 
El -1.4704705 -1.4704708 -1.4704708 
E2 0.6399225 0.6399237 0.6399220 
E3 2.0421451 2.0421468 2.6421422 
E4 4.1501208 4.1501192 4.1501058 



CAPITULO V 
TRATAMIENTOS AUTOCONSISTENTES EN LA EVOLUCION TEMPORAL 
DEL OPERADOR ESTADISTIca 
INTRODUCCION 
, 
Hasta ahora nos hemos ocupado de los aspectos estaticos de la 
generalizaci~n estadística de aproximaciones autoconsistentes. En 
este capítulo pasar·emos a estudiar problemas dependientes del 
tiempo, concentr~ndonos en la evoluci~n temporal de operadores 
, 
estadisticos, en especial aquellos de c.i., y en las 
.. 
aproximaciones que conservan tal caracter, tales como Hartree-Fock 
dependiente del tiempo y otras generalizaciones introducidas en 
esta Tesis. 
, 
La aproximacion de Hartree-Fock dependiente del tiempo (HFDT) 
... 
ha· sido ampliamente empleada durante los ultimos anos para 
describir .. ~ varios fenomenos nucleares, y exhibe por cierto 
, , 
diversas ventajas. El metodo permite dar una vision unificada de 
varios tipos de fen~menos colectivos, partiendo de excitaciones 
vibracionales y rotacionales, hasta procesos tales como fisi~n, 
fusi~n, formaci~n de n~cleos compuestos, reacciones profundamente 
inel~sticas, etc, los cuales est~n caracterizados por movimientos 
colectivos de gran amplitud ~. Siendo esencialmente una 
¿I ¿I " " aproximacion de particula independiente, el metodo incluye ademas 
, 
los grados de libertad de p.i., y la competencia de estos con los 
modos colectivos. 
, , 
Los estudios teoricos sobre la aproximacion de HFDT se han 
, 
centrado generalmente en la evolucion temporal de un Determinante 
de Slater (D.S.> inicia1 2 - d , lo que equivale a suponer que el 
estado inicial del sistema a ser estudiado puede ser descripto 
apropiadamente por una matriz densidad de un cuerpo idempotente., 
la cual evoluciona luego en el tiempo conservando su idempotencia. 
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~ 
Tal condicion puede resultar muy restrictiva. 
~ ~ 
En este capitulo nos ocuparemos de la generalizacion 
~ 
estadistica del formalismo anterior. en espacios finitos?, 
abandonando la restricci~n de idempotencia. Ciertas característcas 
~ 
de tal extension pueden apreciarse en forma inmediata, como ser. la 
~ 
posibilidad de estudiar la evolucion temporal de un sistema 
partiendo de condiciones iniciales mucho ~ mas generales que 
I 
aquella~. que la aproximaci~n pura puede ajustar. El tratamiento 
estadístico de la aproximación de p.i. dependiente del tiempo, ha 
sido abordado recientemente en la 8-~O 1 i teratura , aunque con 
referencia a aspectos diferentes a los tratados en esta Tesis. 
Nosotros centralizaremos la atenci~n sobre un aspecto 
~ 
particular que el tratamiento estadistico generalizado es capaz de 
ofrecer: el de realizar predicciones basadas en la inferencia 
~ ~ ~ 
estadistica. Es pOSible asi estudiar la evolucion temporal de 
sistemas de los cuales se posee un conocimiento inicial parcial, y 
no necesariamente compuesta de valores medios de operadores de un 
~ ~ 
cuerpo. Ademas, el contexto estadistico permite desarrollar un 
~ ~ ~ 
metodo de truncamiento sistematico del numero de ecuaciones 
? ~ 
resultantes, considerando solo los grados de libertad relevantes. 
El formalismo es presentado en forma totalmente general en 
~ 
este capitulo, basado en parte en la ref. 7, e ilustrado en el 
capitUlO VI en un modelo de simetría U(n). 
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V.1 EVOLUC10N TEMPORAL EXACTA DE OPERADORES ESTAD1ST1COS 
, 
La ecuacion de .Liouville-Von Neumann 
..... 
m !..e = 
11 t 
, 
.......... 
[H,pl , (V.1.1) 
gobierna la evolucion temporal de un sistema descripto por el 
,..... ..... 
operador estadistico p, siendo H el hamiltoniano del sistema. 
, , 
Supondremos que la situacion inicial esta determinada por el 
..... 
conocimiento de m valores medios de observables O., i=l, ••• ,m, los 
1 
, 
cuales no dependen explicitamente del tiempo. El 
, , 
estadistico inicial sera entonces de la forma (1.2.3), 
..... 
p(t=O) = expO •. 
o 
..... 
m 
..... 
+ 1: A.O.} 
i=1 1 1 
operador 
(V.1.2) 
A partir de (V.1.1) se deduce inmediatamente el teorema de 
Ehrenfest (en lo sucesivo supondremos ~ = 1), 
11 O. 
1 
, 
..... 
11 p A 
= Tr[- 0.1 
11 t 1 
A A 
= ([H,O.l> , 
1 
que describe la evolucion temporal de los valores medios 
, 
(V.l.3) 
..... 
O. =(0. >, 
1 1 
y en el cual nos basaremos para desarrollar metodos aproximados 
, , 
que describan la evolucion temporal del sistema. La ecuacion 
..... 
(V.l.3) puede ser resuelta inmediatamente si los m operadores 0i 
A 
pertenecen a un conjunto {O., i=l, ••• ,m, ••• ,q}, que cierra una 
1 
, ,..... i-t-i-Z 
semialgebra bajo conmutacion con H , 
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..... 
..... ..... 
[H,O.l 
1 
q ..... 
= i 1: q .. O. , j=O JI J 
donde ° representa el operador identidad, y q.. las 
o JI 
, 
(V.1.4> 
OCconstantes 
de estructura' de la semialgebra. Utilizando (V.l.4>, (V.l.3) 
puede reescribirse en la forma 
-= 
11 t 
q 
1: q .. O. , j=O JI J. (V.l.5) 
lo cual constituye un sistema cerrado de ecuaciones lineales. 
Junto con las condiciones o. (t=O) = O~, i=I, ••• ,m, 
1 1 
iniciales 
suplementadas con las adicionales ~. = O, i=m+l, ••• ,q, el sistema 
1 
, (V.l.5) determina completamente los valores de expectacion O para 
i 
todo tiempo posterior. La dinámica del problema queda determinada 
solamente por las constantes qji al restringir la atención al 
..... , 
conjunto <Di' i=l, ••• ,q). El operador estadistico para cualquier 
, ~~-~2 tiempo t esta dado por 
..... 
p(t) = (V.l.6a) 
q ..... 
= exp<A (t) + E A. (t)o.) , 
.... i=l 1 1 
(V.l.6b) 
, 
donde U(t) es el operador unitario de evolucion (U(t) = exp(-iHt> 
, 
si H no depende explicitamente del tiempo). A partir de (V.l.6a) 
..... 
se muestra f~cilmente que S = -<ln(p», o en general, el valor 
medio de cualquier función 
..... 
F(p) desarrollable en serie de 
, 
potencias (que no dependa explicitamente del tiempo), se conserva 
, 
en la evolucion exacta: 
..... ..... 
Tr[p(t)F(p(t» 1 ..... + ..... + = Tr[Up U UF(p )U ] 
o o 
..... ..... 
= Tr[p F(p ) l. 
o o 
(V.l.7) 
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Resulta obvio adem~s que el valor medio de cualquier operador 
..... 
que conmuta con H es constante en el tiempo. La situaci';n usual de 
equilibrio corresponde al caso en que todos los operadores 
..... A ..... 
..... 
o. 
1 
conmutan con H y por lo tanto, [H,p] = o. Situaciones particulares 
de equilibrio pueden ocurrir para parámetros ~i iniciales tales 
que 
.......... 
[H,p 1 = O 
o 
<as decir, 
A A 
[H, 1 n <p )] = O), 
o 
.......... 
O (10 que no implica [H,Oil=O). 
en cuyo caso 
La conservaci~n de la entropia puede utilizarseu-t.z para 
, 
derivar la ecuacion de movimiento de los multiplicadores ~i = 
Por lo tanto, 
O = dS/dt 
= 
d~./dt 
1 
q 
= 1: q .. ~. j=l lJ J 
<Y.I.S) 
(Y.l.9) 
La matriz de ~estructura~ para los ~i es pues el neQativo de la 
traspuesta de la matriz correspondiente a los operadores. Notemos 
, 
que en virtud de la de~iniclon (Y.I.4), q = o. io Además, 
A 
d~ Idt = O, pues al ser U(t> unitaria, no cambia la traza de p<t). 
o 
, , 
No obstante, en la mayoria de los casos de interes fisico, y 
, 
aun en sistemas finitos, el valor de q es muy Qrande, y el asqueaa 
<Y.l.5) es di~icil de aplicar. Si el A hamiltoniano H contiene 
, 
terminas de m cuerpos, su conmutador con un operador de n cuerpos 
, 
es en Qeneral un operador de n+m-l cuerpos, por lo que en terminas 
, , 
de operadores el alQebra puede cerrarse en principio solo para m-l 
, 
(hamiltonianos de un cuerpo). Si m>l, la semialQebra se cierra en 
, , 
espacios finitos recien en terminas de valores medios (el valar 
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medio de un operador de m cuerpos es nulo si m>N, siendo N el 
n~mero de partículas presentes). Por consiguiente, en estos casos 
, 
el valor de q puede ser extremadamente grande. La diagonalizacion 
A A , 
de H y p, y la utilizacion del operador U<t) para describir la 
evolución temporal plantea en general problemas semejantes, pues 
, 
en un tratamiento estadistico son requeridos todos los aútoestados 
A , 
de H, 10 cual exige un extraordinario trabajo numerico si el 
, , , 
numero de estados accesibles es elevado, resultando ademas dificil 
, 
extraer la informacion deseada. 
, 
Es necesario entonces desarrollar metodos aproximados que 
, , 
conduzcan a ecuaciones cuya solucion numerica sea posible, y 
, , 
ademas, que concentren la atencion sobre los operadores relevantes 
del sistema, es decir, aquellos sobre los que se desea poseer 
información. Estos métodos pueden basarse en desarrollos 
perturbativos~, por ej., , alrededor de una evolucion temporal 
~. 
simple generada por un hamiltoniano no perturbado , o bien, en 
soluciones autoconsistentes7 , sobre las cuales nos ocuparemos en 
, 
el resto de este capitulo. 
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V.2 LA APROXIMACION GENERAL AUTDCONSISTENTE 
Es posible obtener siempre una solución aproximada de la 
, A 
ecuacion CV.l.l) si se restringe pct>, para todo tiempo t, a un 
operador de la forma? 
A k A. 
pCt> = exp{A (t) + t A.(t)O.} , 
o 1=1 1 1 
m :S k < q, (V.2.1) 
es decir, imponiendo A. Ct) = O si 
1 
i >k. De este modo, la 
A 
semiálgabra con H en (V.l.3) es cerrada en forma na lineal, 
A A. A 
IJ t 
= Tr[p(t) [H,O¡ ]] , i=l, ••• ,k, CV.2.2) 
, 
donde los valares de expectacion de aquellos operadores J>k, 
A A 
que aparecen en [H,O.] y no pertenecen al conjunta de aperadores 
1 
relevantes 
, 
A 
(O., i=1, ••• ,k) 
1 
san obtenido~ 
estadística, y son funciones de las O.: 
1 
A 
<D.) 
J 
por inferencia 
CV.2.3) 
De este moda, el esquema autoconsistente' proporciona la 
derivada temporal inicial correcta de todas las valares medias. En 
general, las operadores relevantes san aquellos cuyas valores 
medias san conocidos a t = O, en cuyo casa k = m, y el operado~ 
estadístico es restringido a la misma forma funcional inicial. No 
obstante, pueden incorporarse otros gradas de libertad al incluir 
algunas de las operadores que aparecen en el cierre (V.l.4). Es 
, A 
importante remarcar que la entropia S = -<ln{p(t)}) sigue siendo 
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, 
una constante de movimiento dentro de esta aproximacion: 
dS/dt = 
= 
k 
1: ~i (t)dOi/dt 
i=1 
k A A 
¿1: ~.(t)<[H,O.]> 
i=1 1 1 
A A 
= -¿ < [H, 1 n (p) ] > 
= O , 
, , 
(V.2.4) 
~onde se ha utilizado la relacion (1.3.7). La informacion queda 
por lo tanto restringida al subespacio de observables relevantes, 
evitando que fluya hacia los operadores considerados irrelevantes. 
, 
La correspondiente ecuacion de movimiento para los ~i es en 
, 
general mas compleja, y puede obtenerse haciendo uso de (1.3.11), 
A A 
= ¿ < [H, o. ] > , 
1 
..... 
donde Di es la transformada de Kubo 
secci~n (1.3). Por lo tanto, 
d~_/dt 
1 
donde hemos definido la matriz 
K .. 
1.1 
A ...... 
= <0.0.> 
1 .J 
introducida en la 
(V.2.6) 
(V.2.7) 
Kij puede interpretarse~ como el producto escalar de los 
..... ..... ..... 
observables O. y O .• Si el conjunto (O., i=I, ••• ,k) es abeliano, 
1 .1 1 
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A. A. 
entonces K .. = <0.0.>. 
lJ 1 .J 
, 
Puede demostrarse que la solucion autoconsistente hace 
, , 
estacionaria una cierta accion, en analogia al casa puro, donde 
las ecuaciones autoconsistentes pueden derivarse de~ 
A. 
H IVI>dt = O , (V.2.B) 
donde las funciones IV'> son restringidas a 
; 
!Un conjunto 
particular (por ej. D.S. en el casa de HFDT). Si las funciones de 
onda IV'> son arbitrarias, entonces (V.2.B) conduce obviamente a la 
ecuación de Schrodinger. 
, 
En el presente contexto estadistico, (V.2.B) debe 
" t}I ~4 
reemplazarse por la expresion mas general • 
Tr[O(t )p(t)] = O A A. } 
o o 
(V.2.9a) 
, 
la que equivale (mediante una integracion por partes) a 
t. A. 
6 {-J~Tr[D(t)(itP(t) + 4.df,~(t)])]dt + 
o " t 
A. ..... } Tr[O(t )p(t )] = O 
~ ~ 
(V.2.9b) 
A. A. 
donde p(t) es un operador densidad y O(t) un observable. Las 
A. A. A. A. 
variaciones de p(t) quedan condicionadas por pct=O) = p siendo p 
o o 
.... 
el operador estadístico inicial del sistema, y las de Oct) par la 
, A A A 
condicion O(t ) = O., donde O. es el observable cuyo valor media 
~ 1 1 
se desea averiguar para t = t • De esta manera, (V.2.9) conduce a 
~ 
A. 
la ecuación de Liouville para p(t), y a la ecuación de Heisenberg 
A. (con el signo del tiempo invertido) para OCt). Pera si se 
A. A. 
restringe pCt) a la forma particular (V.2.1) y O(t) a la forma 
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k ..... 
.-1: a. (t)O. (t), 
i=1 1 1 
la variacion conduce a las ecuaciones 
autoconsistentes, tanto para O. (t) 
1 
cama ~. ct) , 
1 
como puede 
apreciarse de (V.2.9a) y (V.2.9b) respectivamente. 
, 
Cabe remarcar finalmente que si se proyecta la evolucion 
exacta sobre el subespacio formado por los observables 
, 
relevantes, puede construirse un operador estadistico efectivo 
k ..... 
exp{~»(t) + E ~~(t)o.> , 
o i=1 1 1 
(V.2.10) 
con multiplicadores ~~ tales que reproduzcan los valores medios 
1 
exactos O~x(t), i=I, ••• ,k. La correspondiente entropia efectiva 
1 
k 
S (t) = -(~' (t) + t ~~(t)O~x(t» 
.r o i=1 1 1 
~ S(t=O) , (V.2.11) 
..... 
no es constante en el tiempo. Dado que p.tCt) se construye 
, 
descartando la informacion correpondiente j)k, su 
entropia es mayor o i9ual que la inicial, que es la del operador 
densidad exacto. Es en este punto donde nace la irreversibilidad 
, , , 
de una evolucion, es decir, al conservar informacion solo sobre un 
conjunto reducido de observables, descartando 
correspondiente a los operadores faltantes para 
semi.i1 g ebra. 
aquella 
cerrar la 
No obstante, S.t(t> na es una funci~n mon~tonamente creciente, 
presentando oscilaciones por encima del valor inicial. Existe en 
, 
realidad, un intercambio de informacion entre los observables 
relevantes y los descartados, que ori9ina las oscilaciones. La 
derivada temporal de S.r está dada por 
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k A A 
= -i E A~(t)<[H,O.]> 
i=l 1 1.x 
(V.2.12) 
donde el valor medio del conmutador es tomado respecto del 
operador densidad exacto. Notemos que la derivada temporal inicial 
A A 
de S.r es nula, pues A~(t=O) = A.(t=O) 1 1 Y p.r(t=O) = p(t=O), de 
, 
modo que se cumple (V.2.4). La variacion de S.r es entonces un 
, 
efecto de segundo orden, que solo puede ser detectado por 
¡aproximaciones que involucren al menos la derivada segunda inicial 
correcta de los observables relevantes. 
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V.3 LA APROXIMACION ESTADISTICA DE HFDT EN SISTEMAS FERMIONICOS y 
BOSONICOS 
Las ecuaciones de movimiento autoconsistentes, si bien 
, 
permiten aproximar la evolucion exacta por un sistema cerrado de 
- " ecuaciones no lineales, son aun dificiles de resolver en el caso 
, 
general. La relacion (V.2.3) de inferencia estadística es 
usualmente difícil de hallar , así también como 
, 
la vinculacion 
entre multiplicadores y valores medios del conjunto de operadores 
relevantes. 
No obstante, si todos los observables relevantes son 
operadores de un cuerpo, las dificultades anteriores se 
simplifican. En el capítUlO II se han dado las relaciones 
generales entre valores medios y multiplicadores para estos 
, , 
operadores. Ademas, el teorema de Wick permite evaluar facilmente 
el segundo miembro de (V.2.2) para un hamiltoniano general de m 
cuerpos. 
A 
Si el conjunto de operadores {Di' i=l, ••• ,k} abarca todos los 
operadores de un cuerpo cuyos valores medios aparecen en (V.2.2), 
las ecuaciones se reducen a las de HFDT (si se incluyen operadores 
A 
combinaciones lineales de los Bij 
(11.1.1b>, las ecuaciones resultantes son en realidad las de 
Hartree-Fock Bogoliubov dependiente del tiempo). No obstante, el 
contexto es estadístico, por lo cual la matriz densidad de un 
, 
cuerpo resultante no sera idempotente. Las ecuaciones de HFDT 
pueden escribirse en la forma 
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A. 
A. A. 
dO./dt = .¿ <[H,O. J> . 1 1 p.l. 
A. A. 
= ¿ < [h, D. J> , i =1, •.• , k, 
1 
(V.3.1) 
donde h es el hamiltoniano efectivo de campo medio utilizado en 
(1.5.24), Y el valor medio es tomado respecto de un operador 
, 
densidad general de p.i. (o c.i.). k es el numero total de 
operadores de un cuerpo necesarios para cerrar el sistema (que I 
, 
debe incluir aquellos operadores que aparecen en la expresion de 
<H> .). La igualdad (V.3.1) puede deducirse a partir del teorema p.l 
de Wick (ver apéndice (II.C», al desarrollar el hamiltoniano en 
A. .... A. 
la forma (II.C.3) y utilizar la propiedad <: O ••• ° : D. > = O si S n 1 
n~. El hamiltoniano efectivo es el mismo que interviene en la 
" , 
aproximacion estatica. 
El efecto neto de restringir los observables relevantes a 
A. 
operadores de un cuerpo, es entonces el de reemplazar H por un 
, 
hamiltoniano efectivo de un cuerpo, con el cual si es posible 
cerrar una semiálgebra. Esta propiedad permite mostrar 
que las ecuaciones (V.3.1) conservan la energía media: 
A. 
A. iJ <H> d<H>/dt = E dO./dt 
i 11 O. 1 
1 
.... 
11 <H> .A. .A. 
= .¿ t <[h,O.l> 
i 11 D. 1 
1 
A. A. 
= .¿ [h,hl 
= O , 
, 
" facilmente 
(V.3.2) 
lo cual no es siempre valido en aproximaciones autoconsistentes. 
, 
Ademas, el valor medio de cualquier operador de un cuerpo que 
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..... 
conmute con H se conserva obviamente, aunque no ocurre 10 mismo 
, 
con operadores de dos o mas cuerpos. En estos casos, el valor 
, 
medio se conserva solo si el operador efectivo correspondiente 
..... , 
conmuta con h (vease (V.3.2», o al menos, es nulo el valor medio 
, , 
del conmutador V t. La entropia permanece tambien invariante en 
, 
virtud de las consideraciones generales de la seccion anterior • 
El sistema (v. 3.1> es no .1ineal, pues ..... ..... <Ch,O.l) 
1 
es un 
..... 
polinomio de grado n en los valores medios relevantes si H 
, ..... 
contiene terminos de n cuerpos. Obviamente, si H es de un cuerpo, 
..... ..... 
h = H, Y la aproximaci~n es exacta. 
Consideremos a continuaci~n un sistema fermi~nico. Eligiendo 
..... ..... 
los observables O. 
1 
como los operadores elementales Aij , 
(11.1.1), la ecuaci~n (V.l.l) puede reescribirse directamente en 
la forma matricial 
dD/dt = -¿ [h,Dl , (V.3.3) 
donde D es la matriz densidad de- un cuerpo generalizada (11.2.6) y 
..... 
h la matriz que representa a h (la cual depende a su vez de D). 
Para un operador de un cuerpo O. = ~Z+OiZ arbitrario, 
1 2 
CII.2.21>, CII.A.25-26) Y (V.3.1> se obtiene 
dO./dt 
1 
= ¿ tr[DCh,Oi JJ , 
utilizando 
eV.3.4) 
10 cual puede emplearse para demostrar (V.3.3)-. En efecto, 
i i A tr[D[h,O ]] = -treO [h,D]], y dado que Di es arbitrario, se 
, 
obtiene (V.3.3). Notemos que esta ecuacion es formalmente similar 
, 
a la ecuacion de Liouville (V.l.l), en el espacio de una 
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parttcula. 
, , 
La sola forma de (V.3.3) implica la conservacion de los 
, 
autovalores de D. La aproximaci~n no s~lo conserva la entropia 
, , , 
sino tambien todos los numeros de ocupacion f i (autovalores de D) 
, 
de los que es funcion. (Si D es de mxm, (m=2L) , sus aut ova 1 ores 
quedan determinados por la (k) I:9<Sm, partir de traza de O , Y a 
(V.3.3), dTrCO(k)]/dt= O). Esto implica que D(t) es de la forma 
(V.3.5) 
, 
donde 0(0) es la matriz densidad inicial y U una transformacion 
general de Bogoliubov (11.2.9) dependiente del tiempo, tal que 
, 
dU/dt = -~(D)U. La aproximacion es pues equivalente a encontrar 
, , 
una transformacion optima de c.i. dependiente del tiempo que haga 
, 
estacionaria la accion (V.2.9). 
, 
A partir de (V.3.3) y la relacion (11.2.15) se obtiene 
, , 
inmediatamente la ecuacion de movimiento para los parametros da 
7 Lagrange : 
l'1(t) 
de donde, 
dl'1(t)/dt - -¿ Ch,M] • 
De este modo, A .. lJ se "comporta~ 
+ 
como <c .c. > y 
J 1 
(V.3.6) 
(V.3.7) 
como 
+ + ' <cjci >. Desarrollando (V.3.3) explícitamente, se obtienen las 
ecuaciones 
(V.3.Ba) 
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, , 
donde hemos empleado la notaci.on empleada en la seccian 11.5. Una 
, , , 
expresion analoga a (V.3.8) es valida para A y r. Si se excluyen 
las contracciones de apareamiento Bij , 
reducen obviamente a 
(V.3.3) y (V.3.7) se 
, 
o, explicitamente, 
+ d(c.c.>/dt 
1 ,J 
d)., . .Idt 
1,J 
(V.3.9b) 
(V.3.10a) 
(V.3.1Ob) 
, , 
En un sistema bosonico la~ formulas anteriores sufren ligeras 
modificaciones. Si no existen traslaciones «Z> = O), para un 
operador O. = ! Z+Oi Z arbitrario, se obtiene (véase (11.3.56>, 
1 2 
(11.B.32> Y (V.3.1» 
= tr[~ Oi] 
dt 
= J. tr[D(hnOi_Oinh)] 
= J. tr[Oi (Dhn-I1hD)] , 
de modo que (V.3.3) se reemplaza por 
(dD/dt)n = -J. [nh,DnJ , 
(V.3.11) 
(V.3.12) 
, 
donde D es la matriz densidad de un cuerpo generalizada bosonica 
, (11.3.43). La ecuacion (V.3.12) conserva los autovalores de Dn 
, , , (iguales en modulo a los numeras de ocupacion). D(t) es entonces 
de la forma 
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(V.3.13) 
es decir, D(t)n -s ' = UD(O)nu ,donde U es una transformacion , optima 
de Bogoliubov (11.3.34) dependiente del tiempo, tal que 
dU/dt = -ülh(D)U. Para la matriz de multiplicadores de Lagrange, 
se obtiene a partir de (V.3.13), 
(V.3.14) 
o sea, M(t) -t + -s = (U ) M(O)U • Por 10 tanto, 
OdM/dt = -¿ [nh,nM] • (V.3.15) 
, 
El desarrollo explicito de (V.3.12) conduce nuevamente al 
. t (V :3 8) l' i 1 (h20). (-X-A·) en SlS ema •• con e un co reemp azo la 
, 
ecuacion para dB/dt. En caso de no existir contracciones Bij , 
, (V.3.12) y (V.:3.15) se reducen nuevamente a las formulas (V.3.9), 
, , 
sin existir diferencia formal entre el caso fermionico y bosonico. 
Si existen adem~s contracciones <b+>, <b>, no nulas, el 
, 
hamiltoniano de campo medio h contiene terminos adicionales 
proporcionales a b+, b. La ecuación de movimiento para <Z> es 
A 
= .¿ ([h,b .. 1) 
1 
= -i { E [h:~<bj> + (h~j)·<b~>] + h i } , (V.3.16) j 
, 
lo que puede resumirse en la forma (vease (11.3.56) y (11.B.33» 
nd<Z>/dt = -¿ {h<Z> + h} , (V.3.17) 
donde 
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..... ..... 
11 <H> 11 <H> 
= ---:-- = 
" <b~> " <b. >* ' (V.3.18) 1 1 
-+ • • (h ) = (h , ••• ,h ,h , ••• ,h ) 
~ L i L 
(V.3.19) 
La ecuacién de movimi-ento de la matriz D también se modifica, 
quedando acoplada a la de <Z>. No obstante, escribiendo las 
, , 
ecuaciones de movimiento en terminas de la di speraion 
e + , D = O - <Z><Z >, estas se desacoplan formalmente, satisfaciendo 
OC la ecuación (V.3.12). Sin embargo, las ecuaciones (V.3.12) y 
, (V.3.17) se encuentran ahora acopladas a traves del hamiltoniano 
de campo medio, que depende tanto de O como de Z: h(D,<Z», 
h (O, <Z» • 
La matriz M depende sélo de Oc, por 10 que (V.3.15) sigue 
, 
siendo valida. Los restantes multiplicadores n satisfacen una 
, 
ecuacion similar a (V.3.17). 
- 237 -
V.4 SOLUCIONES ESTACIONARIAS V ECUACIONES LINEALIZADAS 
..... 
Valores medios estacionarios corresponden a operadores Po 
tales que 
..... ..... ..... .......... 
<[h,O.l> e Tr[p [h,O.]] 
I o o I 
= O , i=l, ••• ,k, 
" lo que equivale en el caso fermionico a 
[h,D ] =- O , 
o 
(V.4.1> 
(V.4.2) 
..... 
donde D es la matriz densidad de un cuerpo correspondiente a p. 
o o 
, ..... , 
El operador estadistico p describe pues, una configuracion de 
o 
, 
equilibrio dentro de la aproximacion de campo medio. Notemos que 
, 
operadores estadisticos de la forma 
..... ..... 
= exp{X -~) , 
o 
son estacionarios, pues conmutan con 
..... 
h. 
, 
Tambien 
(V.4.3) 
lo es 
..... ..... . + + 
= exp{Xo - ~ - ~N} si son nulas las contraccIones <aiaj >, pues 
.......... 
en este caso [h,Nl = O. Por consiguiente, las soluciones de 
, 
Hartree-Fock termico son soluciones estacionarias. En general, las 
, 
soluciones autoconsistentes estadisticas generales son 
estacionarias si los correspondientes operadores efectivos 
..... 
conmutan con h. 
Más genéricamente, la ecuación (V.4.2) puede derivarse a 
..... 
partir de hacer estacionario <H> respecto de variaciones 6Dij que 
conserven los autovalores de D, es decir, del tipo 
6D oc [W,Dl , (V.4.4) 
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..... 
6<H> oc I: h .. [W, Dl .. 
. . JI lJ 
1,J 
= I: W .. [D,hl .. 
. "IJ JI 1,J 
= tr[W[D,hJ] , (V.4.5) 
..... 
donde h ji = 8<H>/8<Dij > es el correspondiente elemento de la 
..... , ..... 
matriz que representa a h. La condicion 6<H> = O para variaciones 
, 
arbitrarias W implica [D,hJ = O. En el caso bosonico, para 
traslaciones nulas, las variaciones son del tipo 6Dn = [W,Dnl, de 
modo que 
..... 
ó<H> = tr[W[nh,DnJl, obteniéndose en el caso 
estacionario, O = Cnh,Dnl. 
Para obtener una idea aproximada del comportamiento de las 
soluciones de HFDT, es posible lineal izar el sistema (V.3.3) o 
, (V.3.10) alrededor de una solucion estacionaria. Las ecuaciones 
resultantes, 
d(óO.)/dt 
1 
.......... 
k 
= 1: 
j=l "D~ 
J 
" <[h,D. 1> 1 o 
------------- óO. , J (V.4.6) 
donde D. = D~ + óO., siendo DI? el valor medio estacionario, y ó01" 111 
N , 
pequenos desplazamientos a partir de la posicion de equilibrio, 
forman un sistema de ecuaciones lineales, cuyas autofrecuencias 
son las frecuencias de RPA t (aproximación de fases al azar) del 
sistema. A diferencia del caso puro, donde éstas eran funciones 
, 
unicamente de las constantes de acoplamiento del sistema, dentro 
del presente contexto estadístico depender~n adem~s de los valores 
estacionarios D? , los cuales no quedan completamente determinados 
1 
por las constantes de acoplamiento. Existe un ~continuo~ de 
soluciones estacionarias (véase por ej., cap. VI), , aun para un 
, , 
mismo valor de la entropia y parametros del potencial, de modo que 
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las frecuencias dependen de los valores iniciales, a través de la 
, , , , 
eleccion de la solucion estacionaria mas proxima. 
, 
Una solucion estacionaria es estable, si las correspondientes 
, 
frecuencias propias del sistema CV.4.6) son todas reales. ASi, 
, 
para pequeños desplazamientos a partir de la configuracion de 
equilibrio, el comportamiento será aproximadamente oscilante. No 
obstante, si al menos una de las frecuencias propias es compleja, 
, 
la correspondiente solucion estacionaria no es estable para 
desplazamientos óDi que involucren esta frecuencia Clas 
, 
frecuencias propias de CV.4.6) aparecen en pares ± ~). Sola puede 
ocurrir estabilidad en este casa para valares iniciales de las 60. 
1 
muy particulares en los cuales sólo los modos proporcionales a 
(-IImC~.) It} son excitadas, experimentando los 
1 
iniciales un decaimiento exponencial. 
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apartamientos 
V.S INFERENCIA ESTADISTICA Y TRUNCAMIENTO EN HFDT 
Para resolver las ecuaciones (V.3.1), es necesaria en 
principia conocer las valares medias iniciales de todas las 
operadores de un cuerpo que entran en la clausura de la 
, A 
semialgebra con h. Sin embargo, dentro del presente contexto 
estadística general, es posible obtener resultadas a~n en el casa 
, , 
de informacion incompleta, apelando a la inferencia estadistica y 
a la maximizaci~n de la entropía. Asignando 
para aquellas observables cuyos valores 
, 
los valores ~. = O 
J 
medios O. sean 
J 
desconocidos inicialmente, es posible construir el operador 
densidad inicial, y obtener de este modo los valores medios 
faltantes, en forma similar a la secci~n (11.4). 
. , 
Inclusive, es pasible obtener resultados aun en el caso en 
, , 
que la informacion inicial disponible no provenga unicamente de 
observables de un cuerpo. Si el conocimiento inicial sobre el 
sistema se compone de los valores medios de m observables 
A 
arbitrarios p., no necesariamente de un cuerpo, el operador 
1 
densidad inicial en la 
, 
aproximacion de 
, 
cuasiparticula 
independiente puede ser determinado en la forma discutida en las 
secciones (1.4) Y (11.5-6), o sea, 
..... 
p(t=O) 
A. 
m ..... 
= exp{A + E ~.p.} , 
o j=1 J J 
donde Pi es el operador efectivo (1.4.9), 
A 
A 8<P .> ..... p = 1: J O. 
j i 1 8 O. 
1 
(V.S.1) 
(V.S.2) 
Mediante el operador (V.S.1), puede obtenerse la matriz 
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densidad de un cuerpo inicial completa con la cual resolver el 
sistema (V.3.1). En principio, el conjunto de operadores de un 
cuerpo D. que son utilizados en la suma en (V.5.2), debe incluir 
1 
, 
todo operador disponible en el sistema en cuestion, para que la 
aproximaci~n sea 10 más amplia y precisa posible, aunque en muchos 
casos una aproximaci~n razonable puede ser obtenida utilizando un 
conjunto reducido de observables relevantes de un cuerpo. 
, 
Volviendo al problema de la evolucion temporal, hasta ahcra 
hemos supuesto que todos los operadores que aparecen en el miembro 
derecho de (V.3.1) son incluidos en el exponente del operador 
, , , 
estadistico para todo tiempo t>O, cerrando asi la semialgebra con 
, 
h(D). El numero de ecuaciones resultantes puede sin embar 90 , 
, 
Ile9ar a ser aun muy elevado. 
No obstante, dentro del presente contexto estad1stico, es 
posible truncar las ecuaciones de HFDT de una manera 
, 
autoconsistente?, adoptando la filosofía de la seccion V.2. Es 
, 
posible reducir a todo tiempo t el numero de operadores de un 
, 
cuerpo que aparecen en el exponente de p , conservando solo 
, 
aquellos observables que se consideren relevantes. Asi, para un 
conjunto reducido de operadores relevantes de un cuerpo 
A , {D., i=1, ••• ,k}, la aproximacion restrin9ida de HFDT implica 
1 
A k A 
p(t) = expO •. (t) 
o 
+ t A. (t)D.} , 
i=1 1 1 
A A 
dD./dt = <[H,D.l> . 1 1 p.l. 
A A 
= ([h,O.l) 
1 
= trCD[h,O.]l , 
1 
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i = 1, ••• ,k, 
(V.5.3) 
(V.5.4) 
, 
Los valores de expectacion de aquellos operadores de un 
cuerpo removidos del exponente se expresan por medio de (V.2.3), y 
dejan de ser variables independientes, siendo determinados por los 
valores medios relevantes. Desde luego, estos valores inferidos no 
, 
satisfaran en general el teorema de Ehrenfest, como ocurre en la 
, , 
aproximacion completa de HFDT con los operadores de das o mas 
cuerpos. 
, A 
Dado que en la aproximacion restringida el operador Di en 
, (V.3.4) no es arbitrario, la matriz densidad O no satisfara en 
, 
general la ecuacion (V.3.3). Por lo tanto, es importante remarcar 
que la conservaci~n de los autovalores de D dejar~ en general de 
, , 
ser valida en la aproximacion restringida. Sin embargo, la 
, , 
entropia seguira siendo una constante de movimiento en virtud de 
, 
la autoconsistencia de la aproximacion. 
Las ecuaciones de HFDT restringidas no son pues equivalentes 
, , , , 
a una transformacion optima de Bogoliubov. Mas aun, el valor medio 
A A 
de H (o, en general, un operador P conservado en HFDT) se 
, , 
conservara solo si los operadores removidos- no aparecen en la 
, A A 
expresion de H (P). Resulta obvio que operadores que jueguen un 
rol preponderante en el hamiltoniano no pueden ser considerados 
irrelevantes. 
Los operadores excluidos pueden ser por ej., un subconjunto 
de operadores elementales correspondientes a estados de una 
part1cula inaccesibles en la práctica, o a transiciones 
improbables. Si los operadores removidos son tales que la 
correspondiente matriz de multiplicadores M queda bloqueada en 
submatrices sin elementos nulos ~a priori~ en la diagonal, y 
, 
restantes elementos nulos, la inferencia estadistica resulta 
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trivial, asignando el valar O a las operadores removidas. En casa 
contraria, el valar inferida ser~ en general una funci~n na lineal 
de las valares medias relevantes. 
, 
Del misma moda que en la seccion (V.2), podemos construir un 
, 
aperador estadistico reducida efectiva 
k 
A. r r A. 
p (t) = exp{~ (t) + ~ ~l.(t)Ol'} , (V.5.5) 
r o i!"l 
que reproduzca las valares medias correspondientes al tratamiento 
completa de HFDT de las observables relevantes. De este moda, la 
magnitud 
k 
S (t) = _(~rCt) 
.. o 
.. 
+ I: ~. Ct)O.) , 
i=1 1 1 
(V.5.6) 
, 
provee una medida de la bondad de la aproximacion restringida 
; 
respecto de la evolucion completa de HFDT. En la medida en que la 
-diferencia S (t)-S(O) sea pequena, la trayectoria 
.. .. 
de HFDT 
, ; 
permanecera proxima a la correspondiente a la 
, 
aproximacion 
restring~da. De la misma manera que en (V.2), puede verse que 
S .. (t) ~ S .. CO) , dS .. Ct)/dtlt=o = O, si el aperador 
(V.5.3) coincide can el de HFDT a t=O. 
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CAPITULO VI 
APLICACION A UN MODELO U(N) 
INTRODUCCION 
, 
En este capitulo, basado en la ref. 1, ilustraremos las ideas 
, 
presentadas en el cap. precedente en un modelo fermionico 
, , 
exactamente soluble de simetria U(n), que constituye la extension 
a n niveles del modelo utilizado en el cap. 111. Este modelo ha 
, 
sido utilizado en diversos estudios teoricos sobre la validez de 
distintas aproximacionesz-., en situaciones donde se pretende 
trabajar con un mayor grado de complejidad. En nuestro caso 
particular, la necesidad de ilustrar ciertos aspectos no triviales 
relacionados con la inferencia 
, 
estadistica exige considerar el 
caso n > 2. 
La descripci~n del modelo y el tratamiento general 
, 
estadistico son realizadas en las secciones (VI. 1-4), incluyendo 
, 
la evolucion exacta del sistema y la dada por HFDT. Se examina 
, 
ademas la posibilidad de trabajar directamente en un conjunto 
, , , 
estadistico del tipo canonico, es decir, con un numero fijo de 
, , , 
particulas. La inferencia estadistica y la aproximacion 
restringida de HFDT son consideradas en la secc. (VI~ 5) , 
, , 
discutiendose resultados numericos para el caso n = 3 en la secc. 
.i (VI;.6). 
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VI.1 DESCRIPCION DEL MODELO 
El modelo representa un sistema de N fermiones distribuidos 
en n niveles de p.i., cada uno 20 veces degenerado. Los estados de 
, , 
una particula seran denotados por Ip,i>, p=1, ••• ,2C9 i=1, ••• ,n, y 
la energía de cada nivel por &i' con &i S.&j si iSj. En este 
2 
contexto, se definen los n operadores colectivos 
..... 
G •. 
1.J 
20 + 
= E c .c j , 
p=1 pI P 
(VI.1.1) 
+ , donde c pi (cpi ) crea (destruye) un fermion en el estado 
, , 
Estos operadores poseen relaciones de conmutacion caracteristicas 
, 
de un algebra de Lie, 
(VI.l.2) 
y representan los generadores del grupo U(n) (grupo de matrices 
, 
unitarias de nxn). Si se excluye el operador numero 
, 
..... ..... 
N = E G .. , i 11 (VI.l.3) 
el algebra correspondiente se reduce a SU(n) (grupo de matrices 
unitarias de determinante +1). 
Tanto el hamiltoniano como los observables considerados 
relevantes se suponen que son funciones de los operadores 
(VI.l.l), los que juegan el rol, en este contexto, de los 
..... 
operadores ·el emental es· A .. del cap. 11. De este modo, 
1.J 
..... 
definiremos una matriz G (de nxn) de elementos 6 ji = <6 .. >, 1.] 
relacionada con la matriz densidad de un cuerpo por 
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+ 
= <c . c .> = PI q.J 
(VI .1.4) 
donde gji = 6 j ¡/20 representa el valor medio intensivo de 
A " , s-6 ij • El operador estadistico mas general de p.i. sera de la ~orma 
A A 
'p =exp("- + 1: "- .. 6 .. } , 
o .. lJ 1.J I,J 
con multiplicadores independientes del índice p. 
, 
(VI.l.5) 
Trabajaremos en un conjunto de tipo canonico, considerando 
, 
como estados accesibles solo aquellos en los cuales los 20 
operadores 
n + 
= 1: c .c . , 
i=l PI PI 
, 
(VI. 1. 6) 
toman el valor 1. Esta eleccion corresponde al caso en que se 
, 
posee la in~ormacion certera de que el sistema no se encuentra en 
un estado ·apareado~ ( es decir, con Np = 0,2,3, ••• ,n). Notemos 
que los operadores (VI.l.6) conmutan con todos los operadores 
(VI.I.l), de modo que . , la 'ocupacion de estos estados no 
, 
sera 
estimulada por ~unciones de estos operadores. El subespacio de 
, N 
estados accesibles posee en consecuencia dimension n , donde 
n 
N = 1: 6 .. = 20 , 
i=1 11 
" , 
(VI. 1. 7) 
es el numero total de particulas presentes (La dimension total 
para N fijo es l~O) ). 
En este tipo de conjunto, es posible realizar un tratamiento 
, , 
estadistico de p.i. sin di~icultad. En el apendice A, se muestra 
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que la relación general entre los multiplicadores hij y los 
valores medios 6 .. está dada por lJ 
6 = Nexp{J\} • (VI.l.8) 
, 
donde A es la matriz de multiplicadores. La restriccion Tr[6] = N 
, 
impone la condicion Tr[exp(J\}] = 1, lo que conduce a su vez a 
, , 
ho = O. Para los numeras medios de oc"upacion gi (autovalores de g) 
se obtiene por consiguiente, 
9 i = exp(h. )/t exp(h.) 
I j J 
(VI.l.9) 
donde h. denota los autovalores de la matriz A. Las expresiones 
I 
(VI.l.8-9) generalizan a n niveles las expresiones (111.8.3-4), y 
, 
difieren obviamente de aquellas que corresponderian a un conjuto 
, 
gran canonico, 
-. 6 = N[I + exp(-J\}] , (VI. l. lO) 
en virtud del subespacio de estados accesibles considerado. En el 
ap~ndice A se muestra tambi~n' la forma explícita de , la relacion 
(VI.l.8) para el caso n = 3, Y se establecen las restricciones 
, 
correspondientes a la validez del teorema de Wick para el calculo 
de valores medios de operadores de m cuerpos respecto del operador 
(VI.l.5) en el espacio restringido. 
, , 
La entropia adopta la expresion 
s = I: A .. 6.. = -trCAGl 
. . 1 J JI I,J 
= -Ntr[gln(g)] , 
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(VI.l.l!> 
que en t~rminos de autovalores puede escribirse en la forma 
s = -1: 6. A. 
i 1 1 
= -N 1: g. 1 n (g.) , 
i 1 1 
la cual no coincide con la forma usual de p.i. 
, 
(VI.l.12) 
CI 1 • 1. 16) • En 
realidad, (VI.l.12) se asemeja a una situacion equivalente con 20 
, 
estados ep~ (de una particula) que pueden ocuparse de ~varias~ (n) 
maneras diferentes (fraccionarias), en lugar de las dos usuales 
I 
, (vacio o ocupado). 
La entropía queda determinada únicamente par los valores de 
expectaci~n de los n operadores de Casimir (aquellos que conmutan 
con todos los operadores (VI.I.I» 
A. n A. A. 
C = 1: 6 .. = N, ~ i=l 11 
A. A. A. 
C = 1: 6. .6 .. , (VI.l.13) 2 i,j lJ JI 
A. A. A. A. 
e 
n 
= 1: 6.. 6. . ••• G1• 1· 
. .11 1 1 
1 , ••• ,1 ~ 2 2 9 r ~ 
~ r 
, 1 S r S n, 
cuyos valores medios quedan determinadas a su vez por las n 
cantidades 
r = tr[Grl, r = 1, ••• ,n, 
r 
(VI.l.14) 
que fijan obviamente el valor de los autovalores G .• La entropía 
1 
es, pues, claramente un escalar, invariante frente a 
transformaciones unitarias de un cuerpo. S adquiere el valor 
, 
maximo cuando G. = Nln, 
1 
que corresponde a una 
uniforme de partíCUlas sobre n niveles, en cuyo caso, 
S = S = Nln(n) • 
mo,x 
- 252 -
distribuci~n 
(VI.I.15) 
La matriz G es en este caso siempre diagonal. 
Por el contrario, estados puros ocurren si Gi = N ó ij ' para 
un dado nivel j completamente ocupado. En este caso, S = O, Y 
(VI.l.16) 
, 
donde ... I~(x» es un D.S. arbitrario en la representacion 
, " irreducible completamente simetrica de U(n) (vease apendice B). La 
I 
matriz 9 resulta en este caso idempotente. 
, 
El hamiltoniano especifico que estudiaremos en este modelo es 
de la forma 2 • U5 
A 
H = 
A A 2 A 2 
= I: &. G .. + I: V. . (6 .. + 6 .. ) 
i 1 11 i,j lJ lJ JI 
A A 
= H + V , 
o 
A A 
donde H es el hamiltoniano no perturbado, V la 
o 
monopolar entre los niveles, con v ij = (reales) • 
(VI.l.17) 
, 
interaccion 
(VI.l.17) 
, . 
constituye la extension a n nivele~ del hamiltoniano monopolar 
definido en (111.1.12) (con 6 = O). Debido a la forma de la 
, 
interaccion, el teorema de Wick usual puede aplicarse sin 
restricciones para el c~lculo de la energía media. En el ap~ndice 
B, se dan las soluciones de HF a T=O para algunos casos 
particulares. 
El modelo presente puede interpretarse 5 como un sistema 
nuclear de n niveles, donde el estado fundamental no perturbado es 
, 
un estado de capa cerrada (20 es la degeneracion de la capa). A 
diferencia del modelo U(2), el sistema posee en este caso, varios 
(n-l) modos de excitación, los cuales interaccionan entre si y con 
, 
el estado fundamental a traves del hamiltoniano monopolar. Para 
, 
n=3, el modelo es pues na trivial, ~on dos modos de excitacion 
interactuantes. En el casa Vij = V(I-6ij ), se muestran en el 
, 
apendice B, 13 soluciones diferentes de HF que el sistema posee a 
, 
T = O, siendo ademas algunas degeneradas. 
, , 
Notemo1ii que el modelo presenta otra caracteri sti ca comun a 
I 
I 
casos realistas, que es la del rápida incrementa de estados 
accesibles al aumentar N. As!, para n = 3, el sistema posee 81 
estados accesibles si N = 4, Y 6561 si N = 8. 
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VI.2 LA EVOLUCION TEMPORAL EXACTA 
El cálculo de la evoluci~n temporal exacta del operador 
t ' A A densidad puede ser realizado mediante la diagonalizacion de H y P 
dentro del subespacio de estadas accesibles. Todo operador que es 
, .... 
funcion de los G .. puede ser diagonal izada descomponiendo lJ las 
N 
n 
estadas accesibles en las corre!;;pondientes representaciones 
irreducibles de U(n) I (v~ase ap. C). De este modo, los estados 
pueden ser clasificados en la forma Ir,L>, donde r denota la 
, 
representacion irreducible a la cual pertenece el estada y L 
identifica un estada en esa representaci~n. 
, 
EL indice r es una abreviatura para (r , ••• ,r ), can 
• n 
,,, , 
si i S j (numeros cuanticos de particion), y L para 
, , 
siendo n. el numera de particulas que 
1 
n , (1: n. = N). El indice m es empleado con 
i=l 1 
estadas con iguales valores de los n .• 
1 
ocupa 
el fin 
En la 
(n , ••• ,n ,m), 
.. n 
el nivel i 
de distinguir 
, 
representacion 
irreducible completamente sim~trica (r , ••• , r ) = (N, O, ••• ,O) , 
.. n 
m 
no es necesaria, pues n , ••• ,n 
.• n 
bastan para identificar 
, 
univocamente al estado. Otras formas alternativas de clasificar 
las estados accesibles, par ej., basadas en subgrupos 
, 
particulares, san por supuesto tambien posibles. 
Cada representaci~n caracterizada por el índice r, posee a su 
, 
vez una cierta multiplicidad M(r), que indica el numero de veces 
, 
que esta contenida dentro del subespacio de estadas accesibles. 
, 
Por lo tanto se necesita un tercer indice a, 1 S a S M(r), para 
, 
caracterizar univocamente a un estada. Esta multiplicidad se 
.... 
origina en una simetría adicional: todo operador G.. conmuta can lJ 
, , 
los 20! operadores de permutacion que intercambian el indice p. El 
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indice a denota pues los miembros de la representaci~n irreducible 
de 920 a la que pertenece el estado Ir,L>. No obstante, 
, 
ningun 
..... , 
observable basado en los operadores Gij sera sensible a a, por 10 
, , 
que el unico efecto visible es la multiplicidad M(r) (para mas 
, , 
detalles vease apendice e y ref. 6,7). 
..... ..... 
Tanto p como H son diagonales en r y a, y deben pues, ser 
diagonal izados dentro de cada multiplete d,~ U(n). A t = O, el 
I 
operador densidad puede escribirse en la fOI"ma 
..... 
p(O) = E Ir, I,a>eXP(~~)<r, I,al , 
r,I,a ' 
(VI.2. U 
..... 
donde Ir,I,a> denota los elementos de la base de autoestados de p, 
vinculada con la base no perturbada Ir,L,a> mediante una 
, 
transformacion unitaria 
Ir, I, a> (VI.2.2) 
A 
Y ~~ el correspondiente autovalor de ln(p). La forma (VI.2.l) es 
, " 
valida para cualquier tipo de operador densidad inicial que sea 
, , 
funcion de los operadores (VI.l.l). Para el calculo de valores 
medios de estos operadores, (VI.2.1) tiene el mismo efecto que 
..... 
p~ (O) = E M(r) 
r,I 
r Ir, I>exp(AI)(r, II • (VI. 2. 3) 
Del mismo modo, si Ir,J,a> denota los alementos de la base de 
..... 
autoestados de H, podemos escribir 
Ir,J, a> (VI. 2. 4) 
, ..... , 
La evolucion temporal exacta de p esta dada par 
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A A A A 
p(t) = exp(-¿ Ht)p(O)expU Ht) 
:& (VI.2.:n 
donde 
r 
= t A1L (t) 
L 
eVI.2.6) 
y 
eVI.2.7) 
~I = <r,J,alr,l,a> eVI.2.B) 
A A 
El valor medio de un operador O, funciÓn de 105 Gij , puede 
expresarse como 
A A A 
<O>t = Tr[pet)Dl 
eVI.2.9) 
donde 
A 
= <r,L,alpet) Ir,L-,a> 
(VI.2.10) 
A 
= <r,L,aIDlr,L,a> eVI.2.1U 
, 
La entropia exacta 
A A 
S = -Tr[pet) lnp(t)] 
(VI.2.12) 
es por su puesto, una constante de movimiento, al igual que todos 
r A 
los autovalores XI ' Y coincide con (VI.I.11) si p es inicialmente 
un operador de la forma (VI.1.5). 
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VI.3 LA APROXIMACION ESTADISTICA DE HFDT 
, 
Cama se ha vista en el Cap. V, en esta aproximacion el 
aperador densidad es restringido a la forma (VI.l.3) para toda 
tiempo t. El valar medio del hamiltoniano (VI.l.17) respecto de 
(VI.l.3) es, utilizando el teorema de Wick, 
A. 
<H> s Z 2 = N{ I: s. g.. + I: v.. (9¡ . + 9 J· 1·)}, 
. 1 -11 2.. 1 J J 
1 1, J 
(VI.3.1> 
y el correspondiente hamiltoniano efectivo de campa media 
A A. A. 
h == I: s. 6 1'1 + I: (v.j/N) (G .. Gi ·) , i 1 i~j 1 J1 J (VI.3.2) 
donde v ij = (N-l)Vij • Las ecuaciones de HFDT san en este casós, 
(VI.3.3) 
, 
existiendo un sistema de ecuaciones similar para la evolucian 
, 
temporal de las X .. (vease (V.3.9b», lJ 
(VI.3.4) 
y dX /dt == O. Conviene remarcar que las ecuaciones (VI.3.3) y 
o 
, , (VI.3.4) san validas tanto en el conjunta canonico como en el gran 
, , 
canonico, dada la forma de la interaccione Los invariantes 
dinámicos del sistema (VI.3.3) san las cantidades (VI.l.14). Las 
correspondientes ecuaciones para las Xij conservan las cantidades 
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, m 
analogas tr[~ ], m = 1, ••• ,n. Obviamente, lo anterior equivale a 
, 
la conservacion de los autovalores La ( energla media 
, (VI.3.1) es tambien conservada. 
Las ecuaciones (VI.3.3) son independientes de N para vij 
" , fijo. Constituyen el limite clasico de la solucion exacta, que 
ocurre en este tipo de modelos cuando N .. co (o sea, O .. co). Los 
,. ,. , 
operadores intensivos gij = Gij/N , conmutan en este limite, 
(VI. 3. 5) 
, , 
y por lo tanto (VI.3.3) constituye el limite termodinamico de la 
, 
evolucion exacta para las magnitudes intensivas g ..• 
1,l 
, 
Esta equivalencia para N .. co ocurre tambien para la 
• • ' ~ , l' 
aproxlmaclon termica o, en general, estadistica estatica de p.i. 
El factor de multiplicidad posee la importante propiedad 
lim 
N-tco 
ln[M(r)] 
N 
=-Ef.ln(f.) , 
i 1 1 
, 
(VI. 3. 6) 
donde f. = lim r./N. (VI.3.6) coincide con la expresion de p.i. 
1 N-tCO 1 
" , (VI.l.12) al identificar el numero cuantico de particion intensivo 
ri/N con el n~ero medio de ocupación (VI.l.9). Valen por 
consiguiente las consideraciones del Cap. 111 sobre la exactitud 
, , , 
de la aproximacion de p.i. en el limite termodinamico. Las trazas 
, 
pueden reemplazarse en este limite por integrales sobre f i y el 
, , 
correspondiente angulo solido de U(n), y la integral evaluarse por 
, 
medio del matodo de Laplace. El resultado para valores medios 
intensivos coincide con el proporcionado por las aproximaciones 
, 
estadisticas de p.i •• 
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VI.4 ECUACIONES LINEALIZADAS V SOLUCIONES ESTACIONARIAS 
La forma de las soluciones del sistema (VI.3.3) depende 
fuertemente de los valores iniciales y del valor de las constantes 
de acoplamiento. Con el objeto de poseer una idea aproximada del 
comportamiento de las soluciones, el sistema (VI.3.3) puede ser 
lineal izado en la forma (V.4.6) alrededor de una 
estacionaria, representada por 9 o o ([h,g ]=0). 
, 
sol uci on 
~scribiendo 
o gij = 9ij + ógij' Y conservando el primer orden en óg, se obtiene 
d(Ó9··) 
_¿ JI 
dt 
o o 
- (&i-&j)Óg ji + f (vki (ógik9 jk + gikÓgjk) 
Vjk (Ó9kig;j + g;i Ó9kj» • (VI.4.1) 
La matriz gO debe satisfacer la condici~n estacionaria 
(VI.4.2) 
para todo i,j. Las ecuaciones linealizadas (VI.4.1) conservan las 
correspondientes expresiones lineal izadas de la energía, 
, 
entropia 
y cCasimires~ (VI.l.14), dependiendo las frecuencias propias tanto 
, 
de v .. como de la solucion estacionaria empleada. lJ 
A diferencia del caso puro tratado en el Ap. B, donde existe 
, 
un numero finito de soluciones estacionarias, en un contexto 
, 
estadistico existe un continuo de soluciones de (VI.4.2), pues los 
, , 
elementos de 9 no estan restringidos por la condicion (VI.B.4). 
, 
Estas pueden clasificarse de acuerdo al numero de elementos no 
, 
diagonales no nulos, o sea, el numero de niveles que participan de 
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la dinámica. En primer lugar, se obtienen las soluciones ~no 
perturbadas' (o de U(1», 
(YI.4.3) 
o ' con gii arbitrario. Estas soluciones constituyen la generalizacion 
, 
estadistica de las soluciones (YI.B.19), correspondiendo a 
matrices 9 diagonales pero no necesariamente idempotentes. 
Reemplazando (YI.4.3) en (YI.4.1), se obtienen las soluciones 
oscilatorias 
s donde 
Ca). • 
lJ 
2 
= [(&i -&j) , 
(YI.4.4) 
(YI.4.!:n 
son las frecuencias propias de (YI.4.1) (frecuencias de RPA) 
respecto de (YI.4.3). Los elementos diagonales permanecen 
constantes (Ca) •• =0). Para v .. fijo, la menor frecuencia es obtenida 
11 lJ 
en el caso puro (19~i-gjjl = 1). 
La solución (YI.4.3) puede emplearse si la matriz 9 inicial 
-posee elementos no diagonales pequenos comparadas con las 
diagonales. En este sentido, las frecuencias (YI.4.5) dependen de 
las condiciones iniciales, debiendo elegirse la matriz o 9 
, 
mas 
, , 
proxima a 9 (por ej. o 9 ii = gii (O». La salucion (VI.4.3) es 
estable si Ca) •• es real para todo i,j, es decir, 
lJ 
c 
= v .. lJ 
, 
(YI.4.6) 
Cuanto mayor sea la entropia (menar valar de Ig· .-9 .. 1> mayar 11 JJ 
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, 
sera el rango de aplicabilidad de (YI.4.3>. La influencia de la 
, , 
interaccion disminuye por consiguiente al aumentar la entropia. Si 
(a).. se hace imaginaria, y (YI.4.3) 1.J se torna 
inestable. Puede ocurrir sin embargo, un tipo muy particular de 
estabilidad para condiciones iniciales. 
en cuyo caso la matriz densidad 9 = gO +. 6g(0) posee la misma 
" o entropia y energia (linealizadas) que 9 • De este modo, 
óg .. (t) ce exp(-"ICA) .. It) , 1.J 1.J (YI.4.8) 
, 
eliminandose las componentes exponencialmente crecientes. La 
, 
solucion demora en este caso un tiempo infinito para llegar al 
punto de equilibrio. 
Las soluciones estacionarias de U(2) corresponden al caso en 
, 
que existe un solo elemento no diagonal no nulo. Para i=j, las 
ecuaciones (YI.4.2) se satisfacen si g~k = ± g;i' V i~k, (o sea 
o gki real o imaginario puro), cualquiera sea el valor de los v ij • 
, o 
Por 10 tanto, si el unico elemento no diagonal no nulo es el gij 
(i~j), los elementos diagonales deben satisfacer 
(&.-&.)/v .. , 1 .J 1.J 
(YI.4.9) 
siendo g;k (i~k~j) arbitrario. El signo + (-) corresponde a 
, 
real (imaginario) • (YI.4.9) constituye la generalizacion 
" , (YI.B.20) al caso estadistico. Notemos que la solucion (YI.4.9) 
, 
anula la frecuencia (VI.4.5>. Esta solucion aparece pues, cuando 
(YI.4.S) se torna inestable. La nueva frecuencia de oscilaci~n 
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para los niveles acoplados es 
., , (VI.4.10> 
, 
Para vincular mas estrechamente (VI.4.10> y (VI.4.S>, ambas pueden 
, 
reescribirse en terminas de los Casimires de U(2), 
2 (2v . . J. . > 2]S,/2 < C Gt). = [(&.-&.> - , v v. lj 1 J lJ lJ lj 
(VI. 4.11 > 
Gt)~ • 2 (2v .. J~ .) 2]) S,/2 > C = (2[-(&.-&.) + , v v. lJ 1 J lJ lJ lj 
donde 2 S, o o 2 J~~ s, o o 2 o o Tanto Ó9ij J ij = 2(gii -gjj> , = i(gii-gjj> + (gijgji) . lJ 
como c59i i Y c59jj oscilan con la frecuencia (VI.4.10>. Las 
, 
frecuencias correspondientes a los restantes elementos tambien se 
modifican. Por ej., en el caso n=3 y v ij = v(1-6ij ), para o gS,2 ,. O 
, 692& y 69,& son combinaciones lineales de terminas que oscilan con 
las frecuencias 
con 
A. = (& _&. ) 2 
1 & 1 
2 o o 2 
v (g -g .. ) 
8& 11 
, 
(VI.4.12) 
(VI.4.13> 
donde se ha supuesto que la primera inestabilidad ocurre para (¡) • 
s.z 
, 
Al igual que en el caso puro, si el numero de elementos no 
diagonales no nulos es ~ 3, existen diversos tipos de soluciones 
estacionarias, de acuerdo a las fases de los o 9 i j ,. O, los 
cuales deben ser reales o imaginarios puros. Por ej., en el caso 
v .. = v(1-6 .. >, si todos los elementos no diagonales no nulos lJ lJ 
poseen la misma fase, (VI.4.2> se satisface si 
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(VI.4.9) 
o para todo par i~j tal que gij ~ O. Nuevamente, el signo + (-) 
o 
corresponde a elementos gij reales (imaginarias). Si n=3, en el 
, , 
caso real, las formulas (VI.B.16) siguen siendo validas para los 
elementos diagonales, pero las g~., i~j, son arbitrarias. lJ 
, 
Ademas, nuevos tipos (a ramas) de soluciones estacionarias 
, 
aparecen en el caso estadistica. Par ej., es posible elegir ahora 
o z (9ij ) < O V i~j, 10 cual na es pasible en 81 casa pura en virtud 
, 
de (VI.B.4). Para n=3, este tipo de solucion se agrega a las 
, 
cpralangacianes~ estadisticas de las soluciones (VI.B.16) y 
(VI.B.22). 
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VI.5 INFERENCIA ESTADISTICA Y LA APROXIMACION RESTRINGIDA DE HFDT 
Para resolver el sistema de ecuaciones eVI.3.l), es necesario 
en principio conocer los valores iniciales Vi, j. En esta 
, 
seccicn, consideraremos el case en que la matriz densidad inicial 
, , 
es conocida solo parcialmente. Por ej., supongamos una situacion 
en U(3) en la que no es conocido a t=O. En tal caso, 
I 
Xag = O = X92 , y utilizando (VI.A.14) se obtiene:&., 
(VI.5.1) 
o sea, 
(VI.5.2) 
La cantidad A depende de los autovalores de g, 10 que 
" transforma (VI.5.2) en una ecuacion no lineal. El valor de g92 
dado por (VI.5.2) depende de los restantes elementos de la matriz 
9 (que se suponen conocidos), y con este valor se puede proceder a 
resolver el sistema (VI. 3.1) • El valor inicial 
" obtenido por inferencia estadistica, y 
" maximizar la entropia para valores 
elementos. El valor inferido es siempre 
gP92 = 9 9 Ig (véase (VI. B. 4) ) • 9:&.:&.2 :&.:&. 
posee el 
dados de 
menor que 
" 
" ha sido asi 
significado de 
los restantes 
el valor puro 
Se muestra en la fig. l-a la variacion de 9 con respecto a 
92 
9 Para distintos valores (fijos) de los restantes elementos. La 2:&.' 
" " variacion de los elementos no diagonales esta limitada por los 
valores puros (VI.B.4), o sea, 
este valor, la matriz densidad comienza a poseer aut ova 1 ores 
" negativos). Notemos que la variacion de con o es 
" practicamente lineal, excepto en los extremos, donde se observa un 
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marcado incremento. 
, 
En la fig. 2-b se muestra la variacion con respecto a 9". 
, 
Suponiendo 9 = 9 , el valor de 9 
22 ss ss 
esta restringido por la 
, S 2 
condicion (pura) i 9u. <1-gu.) ~ 190 l· Se observa una . . ' varlaC1Dn 
pr~cticamente nula para valores no muy pequeños de 9 s, y por el 
contrario, un r~pido incremento del valor inferido al acercarse 
, 
9 a su valor minimo. u. 
, 
Si ademas resulta desconocido ~a priori~ otro elemento no 
, , 
dia90nal, la inferencia estadistica se torna trivial, reduciendose 
el problema a U(2). Por ej., si 9 es desconocido, la 
ss 
).. ..... =).. = O implica a su vez, 9 = 9 = O. 
_ S2 St !12 
, 
condicion 
, 
Otra posibilidad que surge en el tratamiento estadistico es, 
como hemos dicho, la de excluir de p V t ciertos operadores 
considerados irrelevantes, de los cuales se decDnocen inicialmente 
, 
sus valores de expectacion. De este modo, es posible reducir el 
, , 
numero de ecuaciones no lineales a ser resueltas, obteniendose 
distintas aproximaciones autoconsistentes restringidas de HFDT. En 
, A 
el ejemplo considerado anteriormente, la exclusion de 6 92 implica 
es decir, 
, 
).. (t) =).. (t) = O , 
S2 2S 
9 (t) = 
S2 
-,. 
9 <t>g <t) 
ss t2 
9 (t) - A(t) 
ss 
La entropia restringida 
s 
S~ =- -N [ t )..··9·· + t ().. .g. +)... 9 .)] , 
. 11 11. sJ J s J s SJ 
I=S J=2 
(VI.5.3) 
(VI.5.4) 
(VI.5.5) 
, 
sigue siendo una constante de movimiento en la aproximacion 
- 266 -
restringida. Na obstante, las Casimires r, r, y las 
2 a autovalores 
de 9 adaptan un comportamiento oscilatoria, pera conservando 
, , 
N = t G., Y S~. La energia media se conserva salo si 
i 1 
v = O. 
28 
, 
Resulta clara que para V suficientemente grande, la aproximacion 
za 
, A , 
restringida na proveera buenas resultadas, pues el rol de Gaz sera 
, 
importante en la dinamica del sistema. Sin embarga, para valares 
pequeñas de V y de las elementos na diagonales, las 
az 
deben ser satisfactorias. 
resultadas 
Conviene remarcar que en virtud de las fig. l-a y l-b, el 
valar inferida puede reemplazarse directamente por C gM(t)gO(t), 
siendo C una constante de proporcionalidad, para valares na muy 
-pequenos de 9 y na muy elevadas de 9 y 9 , lo que 
u M '2 
simplifica 
, " la relacion de inferencia estadistica. Adamas, se obtiene en este 
, 
casa, para un hamiltoniano na perturbada, la evolucion temporal 
exacta, pues el valor inferida satisface entonces (VI.3.1) (para 
Vij = O). La trayectoria exacta (que coincide en este casa can 
HFDT) se aparta pues muy paco del tratamiento restringida. 
, 
La proyeccion de los resultados de HFDT (completa) sobre el 
conjunto reducida de observables, implica construir un operador 
, 
estadistico can ~ (t) = O, pera que reproduzca las valores medios 
za 
, 
de HFDT para las observables relevantes. La entropia efectiva, 
construida can este aperador, pasee una . ' expreSlon similar a 
(VI.5.5), pera evaluada en los valares de HFDT. La diferencia 
S.r - 5(0) ~ O provee una medida global de la exactitud de la 
, '-
aproximacion restringida. Si la variacion de S.r es pequena, la 
, A , 
exclusion de G del exponente na afecta mayormente la evolucion 92 
temporal de los restantes operadores, significando que la 
, 
informacion se mantiene aproximadamente confinada dentro del 
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conjunto restringido de, obser.vables, en cuyo caso puede decirse 
que posee un buen grado de colectividad. En caso contrario, la 
, A 
inclusion de 6az resulta esencial. 
Finalmente, mencionamos que si 
, A 
se excluye adema s 6a~ del 
A 
exponente de p, las ecuaciones restringidas se reducen a las de 
, 
HFDT para U(2), pues la inferencia estadistica resulta trivial, y 
el tercer nivel desaparece de la din~mica del problema. Pari, el 
, 
hamiltoniano (VI.l.17), la aproximacion restringida coincide con 
la de HFDT, pues en este caso g y 9 permanecen nulos para todo 
as az 
, 
tiempo t (vease (VI.3.1» si se anulan inicialmente. 
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VI.6 DISCUSION y RESULTADOS 
En las Fig. 2-4, se muestran resultados 
, 
numericos para la 
, 
evolucion temporal de distintos observables para el caso n = 3 
(U(3». En todos los ejemplos, hemos elegido es = O, e z = 1 (sin 
, 
perdida de generalidad) y e = 2. El tiempo se mide en unidades de 
s 
h/(2ne), con e = e 
z 
e. Por ej., para e = 0.5 Mev, la unidad 
s 
e C•• _t 
I 
-zs de 1.3x10 seg., es decir, 13 veces el tiempo de recorrido 
transversal de un nucle~n, 10-zz seg. 
Los resultados de la fig. 2 corresponden al caso 
vij = v(l-óij ), con v = 1.0. Los valores iniciales de los 
elementos de 9 son o n = 0.6, 
"ss 
o o 
n = 9 = 0.2, 
"zz ss 
nO - nO - 0.1 
"zs - "ss -
(reales). El valor de 9 es·a priori" desconocido. La inferencia 
sz 
, 
estadistica (VI.5.1) proporciona el valor 9 sz = 0.01148 Y una 
, 
entropia intensiva S/N = 0.8944 = 0.814 s , donde 
ma.x 
s = In (3) 
ma.x 
= 1.0896 (VI.l.15). 
, 
La evolucion temporal de y es aproximadamente 
sinusoidal, debido a la proximidad de las condiciones iniciales 
, 
con la solucion estacionaria (VI.4.3). Las frecuencias de 
, 
oscilacion aproximadas se encuentran dadas por (VI.4.5). Por el 
contrario, el comportamiento de 9 .. (t) es puramente no lineal, 
11 
, 
pues wii = O, Y las ecuaciones lineal izadas predicen una evalucian 
constante de gii. 
Se puede apreciar en este casa que el acuerda entre HFDT y la 
, . 
evolucian exacta (que involucra para N=8 trazas sobre 6561 estadas 
, 
accesibles, exigiendo la diagonalizacion de p y H en las distintas 
representaciones irreducibles intervinientes) es mejor para las 
elementos no diagonales que para los diagonales, debido 
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precisamente al comportamiento altamente na lineal de estos 
, 
ultimas. Si predominan los efectos lineales (Ca).. grande) , el lJ 
acuerda es bueno, al menos para tiempos cortos. De todas modas, 
para tiempos grandes, los valares de HFDT quedan fuera de fase, y 
, , 
na reproducen el caracter amortiguada de la solucion exacta, el 
cual se debe a un neta efecto de dispersiÓn de información sobre 
correlaciones. 
La aproximación de HFDT mejora al' aumentar el , numera de 
partículas, y proporciona cama hemos mencionada, 
exacta de magnitudes intensivas en el límite N~ 
, 
la evalucion 
, 
Ademas, cabe 
, 
destacar que HFDT da buenas resultadas para las periodos de 
oscilación. 
, 
La entropia de p.i. construida can las resultadas exactas es 
mostrada en la fig. 2-d, y exhibe inicialmente fuertes 
-oscilaciones, especialmente para N pequena, indicando un flujo de 
información en ambas sentidas entre las gradas de libertad de p.i. 
, , 
y las correlaciones. La perdida de informacian na crece pues 
, , 
monatonamente al aumentar t. El primer minimo prOfunda de S 
corresponde a los puntos de cruce, es decir, aquellas donde las 
resultados exactos coinciden aproximadamente con las de HFDT. 
, , , 
Ademas, las mini mas suaves de S aparecen donde sala algunas de las 
valores medios relevantes coinciden. Notemos adem~s que si bien la 
tendencia inicial de S es la de aumentar en promedia, S se 
estabiliza para tiempos grandes, desarrollando oscilaciones 
estables de paca amplitud. 
El acuerdo entre las versiones completa y restringida 
, (excluyendo del operador estadistico) de HFDT es 
extremadamente buena en este caso. Las resultados de HFDT 
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restringida san indistinguibles en la escala de la figura de las 
del tratamiento completa. La magnitud A(t> en (VI.5.4) permanece 
, 
practicamente constante, simplificando el procesa de inferencia 
, 
estadistica. 
, 
La proyeccion de las valares medias de HFDT sobre el conjunta 
, 
restringida, da cama resultada una entropia efectiva que se 
mantiene siempre menar que 0.895 para el intervalo de tiempo de la 
figura. Sin embargo, si se la examina en detalle, exhibe una 
, 
evolucion bastante compleja, can un comportamiento menas 
disipativo que el correspondiente a la fig. 2-d. 
En la fig. 3 se muestra otra casa, can un valor mayor de la 
constante de acoplamiento (v = 2.0) y de las elementos na 
diagonales (g:. = g:. = 0.2), permaneciendo igual las elementos 
diagonales. El valar inicial inferida es ahora gO = 0.0490, 92 y 
SIN = 0.7149 = 0.651 s • Aparecen en este casa anarmonicidades max . 
, 
en la evolucion de 9 , dado que las condiciones iniciales se 
u 
apartan ahora considerablemente del equilibrio. Este es el 
, 
elemento mas afectada, pues es el que pasee la menor frecuencia. 
, , 
La evolucion de g9. es todavia oscilatoria. No obstante, las 
, 
frecuencias de ascilacion san alga mayores de las que 
, , 
corresponderian segun RPA (VI.4.5). 
Aparece ahora una diferencia de fase en la evolución de gft y 
g •• entre las tratamientos de HFDT completa y restringida. Dada 
que los elementos na diagonales, y la constante de acoplamiento v 
san mayores en este casa, el rol de 9 en el hamiltaniana y en la 
9Z 
, , 
dinamica del sistema es mas importante. Sin embargo, la 
, 
apraximacion restringida es sensible a las anarmonicidades en el 
comportamiento de gu y al comportamiento na 1 ineal de g •• , 
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reproduciendo todas las extremas. 
, , 
En la fig. 3-d, se muestra la evolucion de la entropia 
efectiva s~ (Vl.5.5), utilizando resultados de HFDT completa. La 
, , 
evolucion presenta un comportamiento oscilatoria mas acentuado que 
el mostrada en id , indicando obviamente que la colectividad del 
conjunta restringida de observables relevantes es menar que la del 
conjunta completo. Nuevamente, puede apreciarse la semejanza con 
, , 
la evolucion de los valares medias, correspondiendo los mini mas a 
los puntos de cruce. 
, 
En la fig. 4 se muestra la evolucion de Re(g ) 
u 
en detalle 
para las das casas considerados, de acuerdo a resultados exactos y 
, 
HFDT completa y restringida. Si bien la amplitud de la variacion 
N , 
global es pequena, la evolucion es compleja y aparecen diferencias 
entre los tratamientos completa y restringido. No obstante, este 
, , 
ultima reproduce todas los extremas de la evolucion de HFDT, 
, , 
encontrandose incluso mas cerca de los resultados exactos en 
algunos intervalos. La evolución de HFDT se encuentra pues muy 
" , proxima a la aproximacion autoconsistente restringida. La razon 
del apartamiento de 9 (t) del comportamiento oscilatorio radica 92 
, ... 
en que Igul es un orden mas pequena que 1 g2 .. 1 y 1 g9 .. 1, Y par 
consiguiente, g2 es comparable ag. La linealizaci~n exige que 
2& ft 
las desplazamientos ég. . sean todos pequeñas y lJ 
arden. 
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, 
ademas, de igual 
APENDICE A 
MULTIPLICADORES DE LAGRANGE Y VALORES DE EXPECTACION EN EL MODELO 
U(n) RESTRINGIDO 
, 
Para hallar la relacion entre los multiplicadores de Lagrange 
y los correspondientes valores medios, podentos seguir los 
, 
lineamientos del Cap. 'II. Mediante una transformacion de la forma 
c". = E u. jC j , 
PI j I P 
podemos llevar el operador (VI.1.5) a la forma diagonal, 
,.. n,.. 
p = exp(X + E X.G!.) • 
o 1=1 I II 
donde Xi denota los autovalores de A, y 
+ E c" .c" . 
p' PI pJ 
(VI.A.1) 
(VI.A.2) 
(VI.A.3) 
, N 
Consideremos las trazas tomadas en el subespacio de dimension n. 
, ,.. 
La normalizacion Tr[p] = 1 implica 
n 
X 
o 
= -N ln{ E exp(X.» 
. 1 I 1= 
= -N ln(tr[exp(A")]) , (VI.A.4) 
donde A! . 
I.J 
= Xi ó ij = UAU+. De este modo, se obtiene 
,.. IIX 
<Gij> -óij o = 
11 X. 
I 
= Óij N exp (X. ) lE exp (x. ) , l. I 
1 
(VI.A.5) 
la que puede resumirse en 
- 273 -
(VI.A.6) 
..... + + donde Sij = <Sji>. Dado que S = U S·U, A = U A·U, en una base 
general se obtienet , 
S = N exp(A)/tr[exp(A)] • 
Si tr[exp(A)] = 1, entonces 
(VI.l.S). 
"- = 0, 
o 
, 
y se 
(VI.A.7) 
, 
obtiene la relacion 
Para n = 3, el desarrollo explicita de (VI.A.7) conduce a 
, (i,j,k, denotan tres indices diferentes) 
= -1: 
1 
= -1: 
1 
(VI.A.S) 
(VI.A.9) 
, 
donde A, B, e son magnitudes que dependen solamente de las 
autovalores "-. • Introduciendo 
1 
se obtiene, 
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(VI.A.IO) 
(VI.A.1U 
B = ~ Zi /P <"-i ) 
1 ' 
, 
A = (1: "-.Z./P("-.)}/B , (VI.A.12) i 111 
e Z 
-"-i tr C Al) /P < "-i ) = E Zi ("-. . i 1 
Las relaciones (YI.A.8-9) se obtienen inmediatamente a partir de 
, 
la ecuacion de autovalores 
o = n ("--"-.) 
j .J 
= "-: -"-: trCAl + : "-i «tr["-])z 
, , 
Para la relacion inversa A = ln(g) se obtiene analogamente, 
(VI.A.14) 
donde A~, B~, C~ poseen las mismas expresiones <YI.A.12) pero con 
el reemplazo Z. ~ Z~ = ln(9·), "-i ~ g .• 
111 1 
, 
Para valores medios tomados en un conjunto gran canonico, 
, , 
solo se altera la relacion entre los autovalores "-1 y 9 i • Las 
, 
relaciones (YI.A.8-9) (YI.A.14-15) siguen entonces siendo validas 
-j, -j, 
con el reemplazo Z. = Cl+exp("-.)l , Z~ = ln[g. -1] • 
1 1 1 1 
, 
Para n = 2, las formulas anteriores se reducen a 
G =el"-
a& &2 ' 
6 -6 = el O.. -"- ) _ 
sj. zz ss aa (VI.A.16) 
el= [exp<"- )-exp("- )]/([exp("- )+exp("- )]["--"- ]}, s a __ s z s z 
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las cuales son equivalentes a las (111.3.11). No es posible 
, 
apreciar en U(2) efectos no triviales de inferencia estadistica, 
pues los valores medios son directamente proporcionales a los 
correspondientes multiplicadores. 
Notemos que dentro del espacio restringido, el operador 
(VI.l.5) puede escribirse como el producto de N factores 
independientes 
"" N n + 
p = n exp( t x .. c . c .> , 
p=1 i=1 lJ PI pJ 
(VI.A.17) 
, 
de modo que la validez del teorema de Wick para el calculo de 
valores medios respecto de (VI.A.17) queda restringida a productos 
de operadores elementales con distinto índice p. Así, para un 
operador de dos cuerpos se obtiene, 
con gi 
medios 
+ + <c" . c" .c" c" > = PI qJ qk pI 
, 
dado por la expresion (VI~I.9), 
, 
en un conjunto gran canonico, 
+ + 6kj 6i 1 f i f j <c" .c" .c" c" > = PI qJ qk pI 
(VI.A.IB) 
mientras que para valores 
- 6pq6ik6jlfif j , (VI.A.19) 
, 
donde ahora f. esta dado por la expresion de Fermi Dirac 
1 
(11.1.14). Al utilizar (VI.A.IB), los valores medios de operadores 
""2 .......... 
tales como 6 ii , 6 ii6ij se modifican. Se obtiene, por ej., una 
fluctuación nula del n~mero de partículas. No obstante, el valor 
""z ' medio de 6 ij , i~j, pasee la misma expresion en ambos conjuntos. 
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APENDICE B 
SOLUCIONES DE HARTREE FOCK A T = O 
, 
En el modelo descripto en la seccian (VI.1), cualquier D.S. 
, 
perteneciente a la representacion irreducible completamente 
, 
simetrica, puede expresarse, utilizando el teorema de Thouless 
(11.A.14), en la formas 
n A N 
= X exp( 1: h.G· 1> IVI(O» s. i=z 1 1 
n n 
(VI.B.la) 
= 1: {(N!/n n. !)s./z ln __ ~Xi)ni 
n , ••• ,n i=s. 1 .. 
In •••• ,n » , (VI.B.lb) 
s. n 
S. n 
N + 
donde I~(O» = n e 10> es el estado fundamental no perturbado y 
p=s. p s. 
, , 
h 1. = x./x • La suma sobre los n. esta restringida por la condicion 1 s. 1 
n 
1: n. = N. La normalización <~(~) I~(~» = 1 exige 
i=s. 1 
n 
z 1: Ix. I = 1 • (VI.B.2) 
i=l 1 
Dado que el exponente en (VI.B.la) conmuta con los operadores 
, 
de Casimir de U(n), I~(t» pertenece a la misma representacion 
irreducible a la que pertenece I~(O», y es id~tico al estado 
coherente obtenido al aplicar una transformación de SU(n) al 
estado I~(O» • Las expresiones (VI.B.1) generalizan las fórmulas 
(111.B.2) para n > 2. Los estados 
ortogonales y sobrecompletos, 
... I~(x» son por lo tanto no 
n ( ~ .* )N 
... x. X. 
1 1 i=s. 
(VI.B.3) 
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Utilizando <VI.B.I) pueden calcularse las elementos de la 
s-,. 
matriz densidad de un cuerpo 
La cantidad Ix. 12 representa pues 
1 
, 
, 
la fraccion 
(VI.B.4) 
, 
del numera 
total de particulas ocupando el nivel i. Utilizando el teorema de 
, 
Wick podemos calcular facilmente el valor medio del hamiltoniano 
<VI.I.17). respecta de un estado (VI.B.I); 
..... 
n 
22* 22* ~ ~ 2 S < y¡<x) I H Iy¡(x» = N ( 1: &i IX i I + - 1: v. j [x. (x .) + x . (x.) ]) i=i. 2 i<j 1 1 J J 1 
n 2 z Z 
= N ( 1: ei IX i I + ~< . v ij IX i I Ix j I cos[2(~i -~j) ]), i=i. 1 J 
aE Hr ' (VI.B.5) 
donde 
(real) , (VI.B.6) 
, 
los es arbitraria (vease 
(VI.B.I». El valor medio intensivo EHr IN es independiente de N 
, 
al escribirlo en terminas de las constantes v ij ' par 10 que las 
soluciones de HF son independientes de N para vij fijo. 
Estudiaremos en primer lugar el caso general en n niveles con 
(VI.B.7) 
Las soluciones de HF se obtienen al hacer estacionaria la 
, 
expresion (VI.B.5) respecta de las Xi. Na obstante, no todas las 
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, 
soluciones corresponden a minimos de E • Concentraremos primero 
ID' 
, ,., a 
la atencion en las soluciones de energia mas baja con el objeto. 
de poseer una idea aproximada del comportamiento del estado 
, , 
fundamental. Para el caso (VI.B.7) la minima energia se obtiene 
para elementos reales por lo que 
, 
supondremos en lo siguiente xi real. Incorporando la restri¡ccion 
I (VI. B. 2) por media de un mul tipl icador de Lagrange X, la car:tidad 
a minimizar es 
n 
E IN - X = E &~ X ~ - v E x: x ~ , 
UF i=. 1 1 i(j J (VI. B. S) 
donde 2 ' &1 = &i-X y O S Xi S 1. La minimizacion de (VI.B.S) conduce 
a 
X = (S - v(n-l»/n , 
2 Xi = (1 + (S - nci)/v)/n , 
n , 
donde S = I: & .• La 
i=~ 1 
restriccion 
nivel i, las condiciones 
v > n&i - S , 
, 
siendo la mas fuerte 
v > n& 
n 
n 
- S == v c 
(VI.B.9) 
(VI.B.IO) 
implica, para todo 
(VI.B.lla) 
(VI.B.llb) 
(VI.B.12) 
, n 
Para v mayor que el valor critico vc ' cada nivel es ocupada 
con una ·probabilidad P 2 n x .• Si v (v , x se anula, y la 
1 c n 
solución 
- 279 -
, 
mas baja es la del sistema de n-l niveles. Del mismo modo, es 
, 
facil ver que el sistema posee (n-l) transiciones de fase en los 
1 !t·· va ores crl ICOS 
i 
E &. j=l J 
, i=2, ••• ,n • (VI.S.13) 
i ' Para v < vc ' el niv~l i y los situados por encima de el se 
, 
encuentran vacias, comenzando a ser ocupado el nivel i en 
, 
La energia de HF en el '"filado"' U(n) (n niveles ocupados) es 
n 
i 
v = v • 
e 
E" IN = H" 
s 
--
{v(n-l)/n + t (e.-S/n)a /v } + SIn. 
1 
(VI. S.14) 
a i=s 
Las transiciones de fase mencionadas son de 20 orden, siendo 
constantes tanto EH" como dEH .. /dv en v = v!. Las soluciones son 
altamente degeneradas, pues E es independiente del signo de x .• 
... 1 
Por consiguiente, existen 2n-"s soluciones diferentes que 
, , , 
proporcionan la energia (VI.S.14). En el limite termodinamica HF 
, 
proporciona la energia intensiva exacta, por 10 que (VI.S.14) 
, 
coincide con el resultado exacto para N ~ ~ La demostracion es 
, 
similar a la del Cap. 111, y se basa en la generalizacion de la 
desigualdad (111.S.I0) al caso U(n). 
, 
Para n = 3, se puede suponer sin perdida de generalidad 
e = O, e = 1, e = e, en cuyo caso las transiciones ocurren en 
• a • 
v = 1, 
• 
y v = 2e-l. 
a 
Si v < v 
• 
la 
, 
solucion es el estado 
fundamental no perturbado. Para v. S v S va' se obtienen las 
soluciones de U(2) 
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Finalmente, 
a :lo U+I/v) x = - , 
:lo a 
a :lo U-l/v) x = - . 1 a 
si v > v se obtiene la a 
a :lo (1 + (&+I)/v) x = - , s s 
x a = s (1 + (&-2)/v) , 
a s 
x a = s (1 - (2e-l)/v) • 
s s 
, 
, 
solucian 
Las correspondientes energias son 
¡ O , v ~ 1 E IN s [v/2 + 1/(2v)] 1 S; v S; 2&-1 = -- , HS' a 
s [v + a s 
--
(& -&+l)/v] + - (1+&) v 
2 s 
, 
, , 
(VI.B.15) 
de U(3), 
(VI.B.16) 
(VI.B.17) 
~ 2&-1 
Si la interaccion entre los niveles mas distantes es menor, 
, , 
la transician a la solucion completa de U(3) se retarda. Por ej. 
en el caso v = v = v, v = aY, O S; a S; 1, se obtiene· 
S2 2S ss 
2 [&(2/a-l) + v+ll/r x = , s 
a [&-2 + v(2-a)]/r x = , 
1 
2 [-2&/a + v+ll/r x = , ! 
, 
donde r = v(4-a), siendo el nuevo valor critico 
(VI.B.IB) 
v = 2&/a - 1. 
a 
, , 
Para 1 S; v S v , la solucion mas baja corresponde a (VI.B.15). 
a 
, 
Ademas de las soluciones consideradas hasta ahora, HF exhibe 
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otras soluciones estacionarias, que corresponden tanto a extremos 
como puntas de ensilladura. Notemos que (YI.B.S) es estacionaria 
en las fases si sen{2(~.-~.)} = O, lo que implica, para x real, 
1 J & 
Xi real o imaginario puro. Por ej., para n = 3, las soluciones 
pueden ser clasificadas en tres grupos: 
a) soluciones de U(l): corresponden a las tres soluciones con un 
nivel completamente ocupado: 
Ix i 1 = 1, Ix j I = O , j ~ i • (YI.B.19) 
b) soluciones de U(2): corresponden al caso de dos niveles 
ocupadas. Las soluciones son de la forma 
2 !u ± (e. -e .)/v. . ) IX i I = , 2 1 J lJ 
(VI.B.20) 
2 !U :¡: (e. -e.) Iv. . ) Ix j I = , a 1 J lJ 
, 
con energias 
(VI.B.21) 
donde i, j (i~j) son las niveles ocupados, y x k = O si i ~ k ~ j. 
El signo superior (inferior) corresponde a gij real (imaginario) • 
Este tipo de soluciones puede existir solamente si 
existen en total seis 
, 
soluciones diferentes de U(2), das por cada eleccion de niveles, 
, , 
siendo cada una doblemente degenerada. Notemos que la energia mas 
baja del sistema de dos niveles es independiente del signo de v. 
c) Soluciones de U(3): Existen muchas soluciones posibles, de 
acuerdo a las fases relativas de los Xi. En particular, si las 
, 
constantes de acoplamiento son de la forma (V~.B.7), ademas de la 
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, 
solucion real (YI.B.16), existen soluciones con un elemento, por 
ej. el g .. (i~j), real y los restantes imaginarios, en cuyo caso, lJ 
(YI.B.22) 
= 
i (3 + (&.+&.-2&k)/v) • 
!S 1 J 
, 2 ' De la restriccion O S IX i I S 1, V i, se deriva el valor critico 
, 
Vc para que la solucion (YI.B.22) sea factible. 
Existen en total tres soluciones diferentes de este tipo, de 
, , 
acuerdo a la eleccion del elemento real, cada una con degeneracion 
, 
4 asociada a la indeterminacion del signo de los xi. 
- 283 -
APENDICE C 
REPRESENTACIONES IRREDUCIBLES Y ELEMENTOS DE MATRIZ EN U(n) 
Las representaciones irreducibles de 
, , 
caracterizadas por los numeras cuanticos 
U(n) 
de 
pueden ser 
.. " 6-7 part1c10n 
r ~ r ~ ••• ~ r , r. E IN, en la forma (r , ••• ,r), la 
~ 2 n L ~ n 
cual 
. , 
representa un diagrama de Young. La dimE"nsion del correspondiente 
es 
multiplete es 
D(r~, ••• ,rn) = n (r.-i-r.+j)/(j-i). (VI.C.1) 
~!!:i<j!!:n 1 J 
, 
En la representacion del grupa dada par el modelo del presente 
, 
capitula, las N n estadas accesibles del sistema pueden ser 
caracterizadas por r = (r , ••• ,r ) , L = (n , ••• ,n ,m) y a (ver 
~ n ~ n 
, , N 
seccion VI.3), mediante la descomposicion de (1,0, ••• ,0) en sus 
n 
representaciones irreducibles. Por consiguiente, E r i = N en las 
i=~ 
representaciones intervinientes. 
, 
Consideremos can mas detalle el caso particular de U(3). La 
, 
expresion (VI.C.l) se reduce en este casa a 
D (r ,r ,r ) = (r -r ) (r -r +2) (r -r +1) /2 
~29 ~ 2 ~ 9 29 
(VI.C.2) 
, 
Se dan a continuacion las representaciones intervinientes 
, 
para N = 2, 4, Y 8, utilizadas en las ejemplos numericos. Las 
, , 
multiplicidades M(r) de la correspondiente representacion estan 
dadas par las coeficientes en las siguientes expansiones: 
2 (1,0,0) = (2,0,0) + (1,1,0) , 
.. (1,0,0) = (4,0,0) + 3(3,1,0) + 2(2,2,0) + 3(2,1,1) , 
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8 (1,0,0) = (8,0,0) + 7(7,1,0) + 20(6,2,0) + 28(5,3,0) + 14(4,4,0) 
+ 21(6,1,1) + 64(5,2,1) + 70(4,3,1) + 56(4,2,2) 
+ 42(3,3,2) • (VI.C.3) 
Las expansiones (VI.C.3) se obtienen al acomodar los 
(N)diagramas celementales~ (1,0,0) en todas las formas posibles. 
, 
El primer termino en los desarrollos anteriores es la 
, ! , 
representacion irreducible completamente simetrica (N,O, ••• ,O), 
, 
la cual no posee degeneracion. 
Dado que los operadores (VI.l.l) permanecen invariantes 
, 
frente a las N! permutaciones del indice p, las representaciones 
irreducibles de U(n) pueden ser caracterizadas de la misma manera 
que las del grupo de permutaciones de N elementos SN. De este 
, ..... 
modo, la aplicacion de Gij a un estado del multiplete modifica 
, , " 
solo el indice L, mientras que la aplicacion de una permutacion 
, 
modifica el indice a, permaneciendo r invariante en ambos casos. 
, ., 
En la representacion completamente simetrica, los estados del 
multiplete pueden generarse directamente en la forma 
con 
n 
n ! ] i./2 In , ••• ,n > = I (6) n ••• (G ) 2IN,0, ••• ,O> , [ i. ..... n ..... n 
i. n N!n ! ••• n . n' 2. 
• n 
IN,O, ••• ,O> + = n c 10>, 
P pi. 
<n , ••• ,n In~, ••• ,n~> 
• n i. n 
, , 
(VI.C.4) 
(YI.C.5) 
(YI.C.6) 
y E n. = N. Esta representacion es la unica usualmente estudiada, 
i=t. 1 
ya que el estado fundamental de hamiltonianos del tipo (VI.l.17) 
, 
pertenece a estarepresentacion «VI.C.5) es el estado fundamental 
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, 
no perturbado). El calculo de elementos de matriz en esta 
, , 
representacion se simplifica considerablemente pues el indice m en 
, 
L no es necesario. A partir de la definicion (VI.C.4) se obtiene, 
..... 
G •. In , ••• n .•••• ,n > = n.ln , ••• n .••• ,n > , 
11 ~ 1 n 1 ~ 1 n 
(VI.C.7) 
..... 
G. . In , ••• n .••• n .••• , n > = lJ ~ 1 J n 
~"z [n.(n.+l)] In , ••• n.+l ••• n.-l ••• ,n >. J 1 ~ 1 J n 
(VI.C.S) 
, 
Dado que uno de los indices n. es redundante, en U(3) se 
1 
, 5 
utiliza frecuentemente la notacion 
[ (N-P-q) !] ~,,2 Ip,q> = .----......;.-
N!p!q! 
donde p = n , q = n , y O S n +n S N. 
2 S 2 S 
, 
En otras representaciones irreducibles, la generacion de una 
, 
base ortonormal es mas compleja. Pueden utilizarse diversos 
procedimientos, muchos de ellos basados en el aprovechamiento da 
, , 
distintos subgrupos. No obstante, emplearemos aqui un matado 
recursivo. 
Resulta claro que representaciones correspondientes a 
, 
diagramas de Voung que difieren solamente en el numero de columnas 
totalmente llenas, son completamente similares, siendo distinto 
n , , 
unicamente el valer de N = t G ..• Tanto la dimensian (VI.C.1) 
i=l 11 
..... , 
como los elementos de matriz de Gij , i~j, dependen unicamente de 
rk-rn , (k=I, ••• ,n-l). Por consiguiente supondremos r n = O. El 
grupo SU(n) se deriva de U(n) al extraer precisamente el operador 
..... n ..... 
N = t G .. , Y sus representaciones irreducibles son entonces las 
i=l 11 
mismas que las de U(n) con r = o. 
n 
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, , 
De aqui en mas, nos 
concentraremos en el caso n = 3. Los estados 
con 
= In ,n ,s> , 2 • 
n 2 = p-s+r2 ' n = q+s , 
• 
10> = In =r ,n =0,,0> 
22. 
(VI.C.IO) 
(VI.C.1!> 
y ° ~ p ~ r -r , ° ~ q ~ r- -r -p, ° ~ s ~ r ,n = r ~ -p-q, ~2 ~2 2 ~ .. forman 
en general una base no ortonormal del multiplete. 10> es el estado 
, , 
mas ~bajo~ del multiplete (el que proporciona la menar energia no 
A , 
perturbada) para el cual 6.. 10> = ° si i < j. El numera total de lJ 
, 
particulas presentes es N = r +1'" • La cantidad de estadas can un 2 .. 
, 
mismo valar de n y n esta dada par 
2 • 
K(n ton ) = Min(r -r "r ton ton ,n ,r -n ,r -n ,r -n ) , 2 • .. 2 2 .. 2 • .. ~ .. 2 .. • 
, 
(VI.C.12) 
y par lo tanto" las indices n , n , s, pueden ser restringidas a 
2 9 
las valores 
r ~ n +n ~ r +r , 
229 .. 2 
Men ) S s S M(n ) + K(n ,n ) - 1 
2 229 
donde M(n ) = Max (O,r -n ). 
222 
El 
, 
calculo de <n~n~s~ In n s> = Ó Ó Oss~ 2. 2 9 n n~ n n~ n n 
2 2 •• 2. 
, 
(VI.C.13) 
puede 
obtenerse a mediante las formulas (que se deducen inmediatamente a 
partir de (VI.e.IO» 
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<p,O,olp,o,O> = 
<p,q,Olp,q,o> = 
p(r -r -p+1><p-1,O,olp-1,O,O>, 
t. z 
q(r -p-q+1><p,q-1,Olp,q-1,O>, 
t. 
eVI.C.14> 
<n n s" In n s> = 
2 a 2 9 
sen -n +s+1><n +1,n -1.s-1In +1,n -l,s"-l> 
za 2 a· 2 a 
+ <n +l,n -1,s"-1In +l,n -l,s)(n -s>. (VI.C.15> 2 a 2 a a 
La base ortonormal puede entonces construirse como 
In n t> = 1: Cst /O .. t > :1/2 In n s> 2 a n n n n ·2 a ' s z a 2 a 
con <n n t" In n t> = 6tt " donde 2 a 2 a 
1: Oss" cs"t 
n n n n 
s" 2 a 2 a 
= ).. t 
n n 
2 a 
C st 
nn 
2 a 
, 
denota los autovalores del overlap, y c~tn las 
2 a 
(VI.C.16> 
eVI.C.17> 
componentes 
, 
de la autofunción correspondiente. A partir de la definicion 
(VI.C.l0> se obtienen las relaciones 
..... 
6 In,n ,s> = In,n +l,s> , 
a:1 2 a z a 
..... . 
6 In,ri ,s> = In -l,n +l,s+l) , 
a2 2 a z s (VI.C.1B> 
..... 
6 In ,n ,s> = In +l,n ,s> - sin +1,n ,s-1> , 2:12a 2 a 2 a 
, 
las que, junto con las formulas (VI.C.14> determinan los elementos 
..... 
<n" ,n" ,s" 16 .. In , n , s> • En la base ortonormal se obtiene 
2 a lJ 2 a 
..... 
<n2" ,na" ,t" 16 .. In ,n ,t> = 
lJ Z a 
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eVI.C.19) 
. , 
Notemos que a partir de la definicion (VI.C.lO), 
Ip,q,s> (VI.C.20) 
de modo que si r =0, 
z 
Inz,n.,s> es linealmente dependiente 
In ,n ,O>, por lo que el indice s resulta innecesario. 
z • 
, 
de 
Para una representacion irreducible (r ,r ,r ) con r _ jIi! 0, se 
'.. z • .. 
debe efectuar el reemplazo r~ = r -r , r~ * r -r N~ 
.. ... z z.' = 
N-nr 
.' 
y 
, , 
utilizar las formulas anteriores con las magnitudes primadas. Solo 
deben modificarse los elementos de matriz diagonales, a los cuales 
, 
debe sumarse el termi no r • 
• 
En el caso de 2 niveles, (VI.C.1) se reduce a D(r ,r ) = 2.1+1 
.. z 
con .1 = ~ (r -r). Las distintas representaciones 
z .. z 
, 
intervinientes difieren solamente en el valor de J. 
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, , 
Figura 1. a: Valor inferido de 9 en funcion de 9 • Las li.neas 
. 92 u 
llenas corresponden a 9 = 0.3 9 (a). 0.6 9 (b) Y 0.9 9 (c), 
., m . m . m 
con 9 = 0.6, Y 9 
'i m 
'/2 ' 
= [9"g98] = 0.3464. Las lineas punteadas a 
9 = 0.7 9 (d) Y 0.9 9 (e), con 9 = 0.2, y 9 = 0,2828. 
Si m m " m 
, 
b: Valor inferido de 9 en funcion 
S2 
de para 
(a), 0.2 (b) Y 0.3 (c). En todos los casos, g22 = gss = (1-g,,)/2. 
Se suponen elementos no diagonales reales. 
, 
Figura 2. a c: Evolucion temporal de Re(g ), Re(g ) y 9 
2& ., 's' de 
acuerdo a resultados de HFDT completo y restringida, 
, 
indistinguibles en la escala de la figura (lineas llenas), y 
, 
resultados exactos (lineas de trazos). para v = 1.0 Y valores 
, , 
iniciales indicados (ver seccion VI.6). El tiempo esta expresado 
en unidades de 1i1 (e -& ). Los resultados exactos corresponden al 2 , 
caso N = 8, con 6561 estadas accesibles. La fig. 2-d muestra la 
, 
entropia efectiva de p.i., construida con resultados exactas, para 
, , 
N = 4 (linea de trazos) y N = 8 (linea llena). 
Figura 3. a - c: Las mismas cantidades de la Fig. 1, para el caso 
v = 2.0, Y distintos valores iniciales de los elementos no 
, 
diagonales. Las lineas llenas corresponden al tratamiento completo 
, 
de HFDT, y las de trazos al tratamiento restringido. La evolucion 
exacta es aproximadamente de la misma forma que en la fig. 1. La 
, 
fig. 4-d muestra la entropia en el espacio restringido (IV.5.~), 
utilizando los resultados del tratamiento completo. 
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, 
Figura 4. Evolucion temporal de Re(g ) para las condiciones de la 
. S2 
, , 
fig. 2 (a), y fig. 3 (b). Las lineas llenas indican la evolucian 
, , 
segun HFDT, y las de trazas el valor inferido en la apraximacian 
, , 
restringida. La linea punteada en (a) corresponde a la evolucion 
exacta. 




CONCLUSIÓN 
El objetivo primordial de esta tesis ha sido analizar y 
, , , 
extender las teorias cuanticas de campo medio, enmarcandolas en un 
, 
contexto estadistico completamente general. 
, 
Nuestro formalismo ha sido presentado en los capitulos 1 y V, 
donde se extiende el tratamiento usual de campo medio a 
descripciones basadas en un conjunto arbitrario de observables, no 
, 
necesariamente de un cuerpo, tanto en el caso estatico como 
, 
dinamico. 
, 
La situacion particular en que los observables relevantes son 
, 
operadores de un cuerpo es presentada en el capitulo 11. Se 
desarrollan en este caso originales relaciones generales entre 
multiplicadores de Lagrange y los correspondientes valores ~edios, 
las que permiten abordar el caso de matrices densidad conocidas en 
, , 
forma parcial, en base al principio de maxima entropia. Se derivan 
, , 
tambien en forma original y gelleral, las ecuaciones estadisticas 
autoconsistentes de campo medio (Hartree-Fock y Hartree-Fock 
Bogoliubov) en sistemas fermi~nicos y la. correspondiente extensi~n 
a sistemas bos~nicos. Debido al contexto estadístico general, el 
formalismo es igualmente aplicable a situaciones fuera del 
equilibrio, proporcionando una descripci~n aproximada , instantanea 
basada en observables de un cuerpo. 
En el Capítulo 111, se analizan efectos térmicos sobre la 
competencia entre interacciones monopolares y de apareamiento, 
dentro del marco de un modelo exactamente soluble, con la idea de 
examinar, a la luz de los resultados exactos, el comportamiento de 
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las aproximaciones de c~asipart{cula independiente a temperatura 
finita. 
El modelo exhibe, a pesar de su simplicidad, una gran 
variedad de transiciones de fase. Estas corresponden a T=O a 
cambios abruptos en el estado fundamental del sistema~ que surgen 
como consecuencia de variaciones en las constantes de acoplamiento 
: 
de las interacciones presentes. A su vez, para valores fijus de 
I 
las constantes, estos cambios se reflejan de distinta manera en 
respectivas transiciones que sufre el sistema al incrementarse la 
temperatura. 
Un resultado importante es que en este contexto, las 
, 
aproximaciones de cuasiparticula independiente a temperatura 
, , 
finita son exactas en el limite termodinamico, en distintos 
conjuntos estadísticos, tanto para la energía libre y la entropía, 
como para valores medios intensivos de observables arbitrarios 
, 
construidos con los operadores colectivos, cualquiera sea el 
hamiltoniano. Los valores medios intensivos de los operadores de 
Casimir, q, r, son identificados en este límite con combinaciones 
, , 
lineales de los numeras medios de ocupacion fv (autovalores de la 
matriz densidad de un cuerpo). 
, , , 
La aproximacion termica, o en general, estadistica, puede ser 
, , 
util aun a T = O, pues en muchos casos los f no tienden a O en 
v 
, 
este limite. Esto ocurre cuando el estado fundamental 
, , 
degenerado, proporCionando asi el tratamiento estadistico una 
, 
matriz densidad de un cuerpo con la simetria correcta. 
, 
La aproximacion de estados coherentes ha sido generalizada 
con el objeto de incorporar fuerz~s de apareamiento, y se muestra 
que coincide en el límite termodin~mico con , la aproximacion 
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/ 
, , 
termica de cuasiparticula independiente. 
, 
Finalmente, hemos abordado el problema de la determinacion de 
las fluctuaciones de los observables colectivos. Las fluctuaciones 
de observables escogidos son evaluadas en diferentes fases 
(normal, superconductora y deformada). Se discute el problema de 
, 
como extraer esta informacion a partir de las soluciones de campo 
, , 
medio, obteniendose impcrtantes correcciones al teorema de Wick en 
, 
las regiones criticas. Las expresiones corregidas proporcionan la 
, , , 
fluctuacion exacta en el limite termodinamico, y son capaces de 
, 
predecir los pronunciados maxiAlos que las fluctuaciones de algunos 
, , 
observables poseen en la region critica para valores no muy 
- , , pequenos del numero de particulas. 
En el 
, 
capitulo IV, el formalismo estadistico de 
, 
cuasiparticula independiente es aplicado a potenciales 
monodimensi anal es, y en particular, al problema del oscilador 
, , 
anarmcnico a temperatura finita, utilizando la representacion 
" , bosonica. La aproximacion provee una cota superior a la energia 
libre, y es aplicable en forma simple y elegante al caso de un 
, 
potencial general, proporcionando en el limi.te T ... Q) expresiones 
, , 
asintoticas exactas de magnitudes terAlodinamicas. Se desarrollan 
, 
tambien otras cotas superiores alternativas. 
, 
Se examinan en primer lugar potenciales pares con un solo 
minimo. La aproximaci~n posee en este caso un s~lo parámetro 
variacional,. siendo los resultados ampliamente satisfactorios. 
, , 
Se considera tambien la aplicacion del formalismo a 
potenciales generales asim~tricos y con , varios mini mas, siendo 
, , 
necesaria en este caso la inclusion de la traslacion como un 
, , 
segundo parametro variacional. Esto corresponde a una ampliacion 
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, , 
de la descripcion en la aproximacion de campo medio, 
, 
incorporandose un nuevo observable en el exponente del operador 
densidad. 
, 
La aproximacion puede exhibir en este caso ·transiciones de 
fase~, que corresponden a cambios significativos (pero no 
abruptos) , de la solucion exacta. En el caso del potencial 
, 
biestable por ejemplo, puede darse la existencia simultanea de una 
, , 
solucion simetrica autoconsistente centrada en el origen, y una 
, , 
solucion desplazada degenerada, que rompe con la simetria de 
" , paridad, lo que origina fenomenos criticos en la aproximacion 
autoconsistente. 
, 
Existe tambien la posibilidad de que soluciones 
autoconsistentes no presentes a T = O aparezcan a temperatura 
, 
finita. Se ilustra como eje_plo el caso del potencial anarmonico 
" , 
, 
con un termino cubico, donde una solucion ·cuasi-si metri ca·· es 
posible recién a partir de una determinada temperatura, para 
ciertos valores de las constantes de ac·oplamiento. En este caso, 
las soluciones presentes a T = O desaparecen a altas temperaturas. 
, , 
Se discute finalmente el calculo de la energia exacta, 
, , 
utilizandose para ello la diagonalizacion en una base (truncada) 
autoconsistente (que incluye traslaciones), lo cual mejora la 
convergencia. 
, 
En el capitulo V, los tratamientos autoconsistentes son 
, 
aplicados al problema de la evolucion temporal de operadores 
estadísticos, examinándose una situaciÓn general, en la que los 
, 
observables relevantes no cierran un algebra con el hamiltoniano. 
La característica común a todos los tratamientos autoconsistentes 
es la conservacipn de la entropía, y un cierre no lineal del 
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~lgebra con el hamiltoniano. Se discute también el caso particular 
de las ecuaciones de HFDT estadísticas, en sistemas fermiónicos y~ 
bos~nicos, y las c9rrespondientes ecuaciones linealizadas. 
El principal objetivo es el de ampliar la gama de 
, 
posibilidades de HFDT. Situaciones iniciales de un caracter mucho 
m~s general que las exigidas por un tratamiento puro pueden ser 
consideradas, inclusive el caso particular en que la matriz 
¡ , 
densidad inicial es conocida solo en forma parcial. 
, 
Otra posibilidad que surge en el tratamiento estadistico, es 
la de realizar un truncamiento sistem~tico de las ecuaciones de 
campo medio resultantes, excluyendo aquellos operadores de un 
cuerpo que por alguna razón no son de interés. De este modo, 
distintos tratamientos aproximados de HFDT pueden ser formulados, 
, 
y su exactitud puede ser medida en base a entropias 
proyectadas. 
Finalmente, en el capítulo VI se ilustran las consideraciones 
anteriores en un modelo exactamente soluble de simetría U(n), con 
resultados numéricos para el caso n = 3. La evolución temporal 
exacta se construye utilizando todas las representaciones 
irreducibles intervinientes. Cabe destacar, que el tratamiento 
estadtstico de p.i. se realiza en un conjunto de tipo , canonico, 
evitando así fluctuaciones en el n~mero de , particulas •. Al igual 
que en el capitulo III, la descripción de p.i. es exacta (para 
momentos intensivos de primer orden) en el límite termodin~mico. 
Como conclusión final, creemos que el rango de 
, 
aplicacion y 
la interpretación de las teorías de campo medio ha sido extendido, 
tanto en los aspectos est~ticos como din~micos. Se han realizado 
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estudias detalladas de la apraximacian en diversas sistemas, las 
, 
cuales, a pesar de poseer salucian exacta accesible, na pueden ser 
consideradas cama triviales, pues exhiben complejas propiedades 
, , 
que las convierten en autenticas paradigmas del problema cuantica 
de muchas cuerpos. 
, , , 
La filasafia basica que inspira esta Tesis es la de la Tearia 
, , 
de la Infarmacian: introducir un marca estadistica muy general que 
permite extraer conclusiones na triviales a" partir de un óptima 
, 
procesamiento de la infarmacian disponible, mediante el principio 
, . , 
de maxima entrapia. 
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