Abstract. From a suitable groupoid G, we show how to construct an amenable principal groupoid whose C * -algebra is a Kirchberg algebra which is KK-equivalent to C * (G). Using this construction, we show by example that many UCT Kirchberg algebras can be realised as the C * -algebras of amenable principal groupoids.
Introduction
Concrete models of Kirchberg algebras have proved extremely useful in classification theorysee for example [9, 30, 31] . In this paper, we develop a technique for realising many Kirchberg algebras as the C * -algebras of amenable principal groupoids. A priori, it is not clear that any Kirchberg algebra should admit such a model. Algebraically, a principal groupoid is just an equivalence relation; so in spirit at least, the C * -algebras of amenable principal groupoids are akin to matrix algebras. Also, most of the existing groupoid models for Kirchberg algebras are based on graphs and their analogues [13, 30, 31, 33] , and are not principal. But recent work of the third-named author with Rørdam shows that there are indeed examples of amenable principal groupoids whose C * -algebras are Kirchberg algebras: [29, Theorem 6.11] shows that every nonamenable exact group admits a free and amenable action on the Cantor set for which the associated crossed-product is a Kirchberg algebra. Because the action is free, the corresponding transformation group groupoid is principal, and because the action is amenable, the corresponding groupoid is also amenable. Subsequent work of the third-named author with Elliott [9] shows that more than one Kirchberg algebra is achievable via this construction, but a complete range result has yet to be established. Suzuki also shows in [32] that many Kirchberg algebras can be constructed as crossed products arising from Cantor minimal systems.
Here we investigate a range of Kirchberg algebras that can be modelled using amenable principal groupoids. Our approach is as follows: We start out with a principal groupoid G such that C * (G) is simple and the K-theory of C * (G) is known. Then, given an appropriate automorphism α of G, we construct a twisted product groupoid G ∞ α and prove that G ∞ α is principal and amenable when G is, and that C * (G ∞ α ) is a Kirchberg algebra. We then show that CWe outline the necessary background in Section 2. In Section 3, we show how to form a twisted product H × c,α G of groupoids G and H given a continuous cocycle c : H → Z and an automorphism α of G. We then investigate how properties of G and H relate to properties of H × c,α G. Most of our results are about what happens when H is the standard groupoid model H ∞ for the Cuntz algebra O ∞ and c : H ∞ → Z is the canonical cocycle. In this case we write G ∞ α for H ∞ × c,α G. In Section 4, borrowing an idea from [27] , we show that C * (G ∞ α ) is isomorphic to the Toeplitz algebra T X of a C * -correspondence X over C * (G). As a set, the groupoid G ∞ α is just the cartesian product H ∞ ×G. We show that the map f → 1 H (0) ∞ ×f from C c (G) to C c (G ∞ α ) extends to an embedding ι G : C * (G) → C * (G ∞ α ). We then show that the isomorphism C * (G ∞ α ) ∼ = T X intertwines ι G and the canonical inclusion i C * (G) : C * (G) → T X . Combining this with Pimsner's results [21] , we deduce that the KK-class of ι G is a KK-equivalence, and in particular, K * (ι G ) is an isomorphism. Though we don't need it for our later results, we also prove that T X -and hence also C * (G ∞ α )-coincides with O X . In Section 5, we investigate the structure of G ∞ α . In particular we identify conditions on G that ensure that C * (G ∞ α ) is a Kirchberg algebra. We summarise our results about G ∞ α in our main theorem, Theorem 5.5. We finish Section 5 with a slight modification to our construction of G ∞ α that shows that the class of Kirchberg algebras achievable via our construction is closed under stabilisation.
In the last two sections, we provide two classes of examples. In Section 6, we show that the graph groupoids G of suitable Bratteli diagrams for simple AF algebras admit automorphisms satisfying our hypotheses. We deduce that for every simple dimension group D = Z the stable Kirchberg algebra with K-theory (D, {0}) can be realised as the C * -algebra of an amenable principal groupoid. We show further that for every element d of the positive cone of D, the unital Kirchberg algebra with the same K-theory and with the class of the unit equal to d can also be constructed in this way. In Section 7, we apply a similar analysis to the groupoids associated to the rank-2 Bratteli diagrams of [18] . Thus for a large class of pairs (D 0 , D 1 ) of simple dimension groups with D 0 = Z and D 1 a subgroup of D 0 for which the quotient is entirely torsional, the stable Kirchberg algebra with K-theory (D 0 , D 1 ) can be realised as the C * -algebra of an amenable principal groupoid, and for many possible order units d for D 0 , the unital Kirchberg algebra with K-theoretic data (D 0 , d, D 1 ) can too.
Preliminaries
In this section, we collect the background needed for the remainder of the paper.
Groupoids and C
* -algebras. A groupoid is a small category G with inverses. We denote the collection of identity morphisms of G by G (0) , and identify it with the object set, so that the domain and codomain maps become maps s, r :
We are interested in topological groupoids: groupoids endowed with a topology under which inversion from G to G and composition from {(g, h) ∈ G × G : s(g) = r(h)} (under the relative topology) to G are continuous. By an automorphism α of a topological groupoid G we mean a structure-preserving homeomorphism α : G → G. If α preserves the algebraic, but not necessarily the topological, structure, we will call it an algebraic automorphism.
A groupoid is said to beétale if the range map (equivalently the source map) is a local homeomorphism. An open set U ⊆ G on which r and s are both homeomorphisms is called an open bisection; so anétale groupoid is a groupoid that has a basis consisting of open bisections. A groupoid is said to be ample if its topology admits a base of compact open bisections. An ample groupoid is necessarilyétale.
We think of a groupoid G as determining a partially defined action on its unit space: for g ∈ G and u ∈ G (0) , g can act on u if s(g) = u, and then g · u = r(u). We write [u] for the orbit {g · u : s(g) = u} of u under G. We will use the standard notation in the literature where {g ∈ G : s(g) = u} is denoted G u , and {g ∈ G : r(g) = u} is denoted G u . So
The groupoid G is said to be minimal
Each locally compact, Hausdorff,étale groupoid has two associated C * -algebras, which were introduced in [24] : the full and reduced algebras C * (G) and C * r (G). Both are completions of the convolution * -algebra C c (G) in which
for ξ, η ∈ C c (G). The full C * -algebra is the completion with respect to a suitable universal norm. The reduced C * -algebra is described as follows. For each u ∈ G (0) , there is a representation
The reduced C * -algebra is the completion of the image of C c (G) under u∈G (0) R u . There are various notions of amenability for groupoids, all of which imply that C * (G) and C * r (G) coincide. In our situation, when G is locally compact, Hausdorff andétale, [2, Corollary 6.2.14(ii)] (also [5, Theorem 5.6.18] ) shows that G is amenable if and only if C * r (G) is nuclear -and then C * (G) automatically coincides with C * r (G).
Graph groupoids.
A key example for us will be the graph groupoids introduced in [16] , and subsequently extended in [19] to allow for non-row-finite graphs. For the majority of the paper, we will be interested only in the groupoid of the graph E with one vertex v and infinitely many edges {e i : i ∈ N}; but we will need greater generality in Section 6.
A directed graph E consists of two countable sets E 0 and E 1 and two maps r, s : E 1 → E 0 . We will assume that our graphs E have no sources in the sense that r −1 (v) = ∅ for all v ∈ E 0 ; but we will allow them to be non-row-finite in the sense that r −1 (v) may be infinite. A path in a directed graph E is a vertex, or a word µ = µ 1 . . . µ n over the alphabet E 1 with the property that s(µ i ) = r(µ i+1 ) for all i. We write s(µ) for s(µ n ) and r(µ) for r(µ 1 ). If µ is a vertex v, then we define s(µ) = r(µ) = v. An infinite path is right-infinite word x = x 1 x 2 . . . over the alphabet E 1 satisfying s(x i ) = r(x i+1 ) for all i. The space of all finite paths is denoted E * and the space of all infinite paths is denoted E ∞ . We write |µ| for the number of edges in a path µ, with the convention that |v| = 0 for v ∈ E 0 and |µ| = ∞ when µ is an infinite path. For a path µ (either finite or infinite) and an integer n ≤ |µ|, we write µ(0, n) := µ 1 . . . µ n ∈ E * . We write P E , or just P for the collection
For each µ ∈ E * we define Z(µ) := {α ∈ P : |α| ≥ |µ| and α(0, |µ|) = µ} and then for each finite set F ⊆ r −1 (s(µ)) we define
The collection of all such Z(µ \ F ) form a base of compact sets that generate a locally compact Hausdorff topology on P . In particular, for µ ∈ E * , a base of neighbourhoods of µ is the collection {Z(µ \ F ) : F ⊆ r −1 (s(µ)) is finite}, and for µ ∈ E ∞ a base of neighbourhoods of µ is {Z(x(0, n)) : n ∈ N}.
We borrow some notation from the k-graph literature. For µ ∈ E * and F ⊆ P , we write µF for {µλ : λ ∈ F, r(λ) = s(µ)}, similarly for F ⊆ E * , we write F µ = {λµ : λ ∈ F, s(λ) = r(µ)}. So, for example, µP is the same thing as Z(µ), and vE
For n ∈ N, there is map on σ n : {µ ∈ P : |µ| ≥ n} to P given by σ n (µ) = s(µ) for µ ∈ E n and σ n (µ) = µ n+1 · · · µ |µ| for |µ| > n. Observe that σ n restricts to a homeomorphism on Z(µ) whenever |µ| ≥ n. Also observe that the domain of σ m+n is (σ m ) −1 (dom σ n ) and on this domain,
Its unit space is {(x, 0, x) : x ∈ P }, which we identify with P , and multiplication and inverse are (x, m, y)(y, n, z) = (x, m + n, z) and (x, m, y) −1 = (y, −m, x). The topology has basic compact open sets Z((α, β) \ F ) = {(αx, |α| − |β|, βx) : x ∈ Z(s(α) \ F )} indexed by pairs (α, β) ∈ E * with s(α) = s(β) and finite sets F ⊆ s(α)E 1 .
Remark 2.1. Under this topology G E is an amenable, second-countable, locally compact, Hausdorff, ample groupoid. If C * (E) denotes the graph algebra of E, then there is an isomorphism C * (E) ∼ = C * (G E ) that carries each generator s e to the characteristic function 1 Z(e,s(e)) .
2.3. C * -correspondences and C * -algebras. Following [11] , given a C * -algebra A, we say that a right A-module X is a right inner-product module if it is endowed with a map ·, · A : X × X → A that is linear and A-linear in the second variable, satisfies x, y * A = y, x A , and satisfies x, x A ≥ 0 for all x, with equality only for x = 0. The formula x := x, x A 1/2 defines a norm on X, and X is a right Hilbert A-module if it is complete in this norm. An operator T on X is adjointable if there is an operator T * on X such that T x, y A = x, T * y A for all x, y; T is then linear, bounded and A-linear and T * is unique. The space L(X) of all adjointable operators is a C * -algebra under the operator norm. For x, y ∈ X, the formula Θ x,y (z) := x · y, z A determines an adjointable operator with adjoint Θ * x,y = Θ y,x . The set span{Θ x,y : x, y ∈ X} is an ideal of L(X) denoted K(X). For more details, see for example [23, Section 2.2] .
A right Hilbert A-module X over a C * -algebra A becomes a C * -correspondence over A when endowed with a homomorphism φ : A → L(X), which we then regard as defining a right action of A on X: a · x := φ(a)x. A Toeplitz representation, or just a representation, of X in a C * -algebra B is a pair (ψ, π) consisting of a linear map ψ : X → B and a homomorphism π : A → B such that
for all a ∈ A and x, y ∈ X. Each C * -correspondence X over A has two associated C * -algebras: the Toeplitz algebra T X and the Cuntz-Pimsner algebra O X [21] . The Toeplitz algebra T X is the universal C * -algebra generated by a Toeplitz representation (i X , i A ) of X. Every representation of X induces a homomorphism ψ (1) :
implementing the left action is injective, then we say that the representation (ψ, π) is Cuntz-Pimsner covariant if
The Cuntz-Pimsner algebra O X of X is the quotient of T X that is universal for Cuntz-Pimsner covariant representations of X.
A twisted product of groupoids
Let H be a topological groupoid endowed with a cocyle c : H → Z (i.e., satisfying c(gh) = c(g) + c(h) whenever s(g) = r(h)) which is continuous. Let G be another topological groupoid, and suppose that α : G → G is an automorphism of G. In this section, we describe how to construct a twisted product groupoid H × c,α G. Our construction makes sense for any H and G, but we will later be interested primarily in the situation where H is the groupoid associated to O ∞ (see (3.1)).
Lemma 3.1. Let G and H be groupoids. Suppose that c : H → Z is a cocycle, and that α : G → G is an algebraic automorphism. Let
Under these structure maps, the set H × c,α G is a groupoid.
Since Z is abelian and α is an automorphism, we have
, and so
Now if (h 1 , g 1 ), (h 2 , g 2 ) and (h 3 , g 3 ) are composable, then
So multiplication preserves ranges and sources and is associative. We have
and an even simpler calculation gives r(h, g)(h, g) = (h, g). We have
and a similar calculation gives (h, g)(
completing the proof.
We now show that if H and G are both locally compact, Hausdorff,étale groupoids, then so is H × c,α G. Lemma 3.2. Let H and G be locally compact, Hausdorff,étale groupoids, c : H → Z be a continuous cocycle and α : G → G an automorphism. Then the groupoid H × c,α G is locally compact, Hausdorff andétale when endowed with the product topology. If G and H are second countable, then so is H × c,α G. If G and H are ample, then so is H × c,α G.
Proof. Since H and G are locally compact and Hausdorff, so is the product H × G. Since H × c,α G is H × G as a topological space, we deduce that H × c,α G is locally compact and Hausdorff. Composition and inversion in H × c,α G are continuous because each α n is continuous and composition and inversion in each of H and G are continuous. Since the range map on H × c,α G coincides with that on theétale groupoid H × G, it is a local homeomorphism, and so H × c,α G isétale too.
The statement about second countability is clear. For the final statement, observe that if U and V are bases of compact open bisections for H and G respectively, then U × V is a base of compact open bisections for H × c,α G.
From now on, we restrict our attention to the situation where G is locally compact, Hausdorff andétale and H is the groupoid associated to the Cuntz algebra O ∞ , which we make precise below.
Let E be the graph with one vertex v and infinitely many edges {e i : i ∈ N}. Thus, the graph C * -algebra C * (E) is canonically isomorphic to the Cuntz algebra O ∞ (see for example [22, page 42]). We denote by H ∞ the groupoid G E . Since C * (H ∞ ) ∼ = O ∞ , we call H ∞ the groupoid associated to the Cuntz algebra O ∞ . As discussed in Section 2, writing P := E * ∪ E ∞ , the groupoid H ∞ consists of ordered triples
with operations (x, m, y)(y, n, z) = (x, m + n, z) and (x, m, y)
The topology on H ∞ described in Section 2.2 is generated by the sets
indexed by pairs α, β ∈ E * and finite subsets F ⊆ {e i : i ∈ N}. We define Z(α, β) := Z((α, β) \ ∅). For α ∈ P we have
With this structure H ∞ is a second-countable, amenable, locally compact, Hausdorff, ample groupoid; the sets Z((α, β) \ F ) are compact open bisections.
Proof. Fix any u ∈ W . If u ∈ E ∞ then the sets {Z(u(0, n)) : n ∈ N} are a neighbourhood base at u, so we can take λ = u(0, n) for large n. If u ∈ E * , then the sets Z(u \ F ), where
is finite, form a neighbourhood base at u. Hence there exists finite
Notation 3.4. Let G be any locally compact, Hausdorff,étale groupoid and let α be an automorphism of G. We let G ∞ α denote the twisted product of G and H ∞ with its canonical cocycle, i.e., 
is nuclear and in the UCT class. Proof. First suppose that G is amenable. Define a mapc : 
is a copy of the cartesian-product groupoid c
, the spatial tensor product. It is standard that C * (c −1 (0)) coincides with the AF core of O ∞ , and so is nuclear 1 . Since G is amenable, C * r (G) = C * (G) is nuclear by [2, Corollary 6.2.14(i)], and so C * r (c −1 (0)) is nuclear as required.
1 This is difficult to track down in the literature. The canonical isomorphism π : O ∞ → C * (H ∞ ) is obtained by applying the universal property of O ∞ to the isometries 1 Z(ei,v) ∈ C * (H ∞ ). Using this, we see that π(s µ s * ν ) = 1 Z(µ,ν) , so the image of the core is π(O γ ∞ ) = span{1 Z(µ,ν) : |µ| = |ν|}, and now a Stone-Weierstrass argument shows that this is precisely C 0 (c −1 (0)). 
Lemma 4.1. Let G be an amenable, locally compact, Hausdorff,étale groupoid, α an automorphism of G, and
∞ is compact and open in H ∞ , the characteristic function 1 H 
, which is equal to δ λ if s = h and zero otherwise. So (2.1) gives
with nonzero terms in the sum only when g = r(s), in which case
Recall that H ∞ is the groupoid of the graph with one vertex v and infinitely many edges
. We will show that X is a C * -correspondence over C * (G) and then apply [11, Theorem 3.1] 
Let G be an amenable, locally compact, Hausdorff,étale groupoid, α an automorphism of G, and G
for x, y ∈ X and a ∈ C * (G), the space X is a C * -correspondence over C * (G).
Proof. We first show that for x, y ∈ X, we have x * y ∈ ι G (C * (G)). Since convolution and involution are continuous and linear, it suffices to consider x = x i × f and y = x j × f ′ . We have
which belongs to ι G (C * (G)) as claimed. In particular the inner product is well defined. Since ι G is isometric by Lemma 4.1, The inner-product norm on X agrees with the C * -norm on
Thus by continuity of multiplication in
is a correspondence over itself with actions given by multiplication and inner-product (a, b) → a * b, and we have just showed that X ⊆ C
under the inherited operations. Thus X is a correspondence over C * (G) as required.
To fix notation, recall that T X is generated by a universal representation
Lemma 4.3. Let X be a C * -correspondence over a C * -algebra A. Suppose that X = i∈N X i and that for each nonzero a ∈ A the set {i ∈ N : a · X i = {0}} is infinite. Suppose that (ψ, π) is a representation of X in B(H) such that π is injective. Then ψ × π is injective.
Proof. Fix a finite set F ⊆ N. By [11, Theorem 3.1], ψ × π is injective provided that the compression of π to (ψ(⊕ j∈F X j )H) ⊥ is faithful. Fix a ∈ A \ {0}. Take i ∈ F and x ∈ X i such that a · x = 0. Since π is injective if follows from [11, Remark 1.1] that ψ is isometric. We can therefore find h ∈ H satisfying ψ(a · x)h = 0. For each j ∈ F , y ∈ X j and k ∈ H we have
We conclude that the compression of π to (ψ(⊕ j∈F X j )H) ⊥ is faithful. 2) . For each i ∈ N, the space X i is C * -correspondence over C * (G) and the module X of Lemma 4.2 is isomorphic to i X i .
Proof. That each X i is a correspondence follows the argument of Lemma 4.2. By (4.1) it follows that x, y C * (G) = 0 for x ∈ X i , y ∈ X j and i = j. Using this, it is routine to check that the map from the algebraic direct sum of the X i to X that carries (ξ i )
ξ i preserves the inner product and so is isometric. Since the module actions in both X and
is also a bimodule map, completing the proof.
We now construct a Toeplitz representation of X. Let φ : C * (G 
In particular for a = 0, the set {i ∈ N : a · X i = {0}} is infinite.
is compact, so we can choose f ∈ C c (G (0) ) such that f = 1 and f | s(supp(a 0 )) ≡ 1, and hence a 0 * f = a 0 . The computations (4.1) and (4.2) show that
for every i ∈ N. So for i ∈ N, we have
Since f = 1, each x i × f = f • α −1 = 1, and since a − a 0 ≤ a /3, we deduce that a · (x i × f ) ≥ a /3 for all i. So, for a = 0, {i ∈ N : a · X i = {0}} = N is infinite.
We can now prove that
Proposition 4.6. Let G be an amenable, locally compact, Hausdorff,étale groupoid, α an automorphism of G, and G ∞ α the groupoid (3.2). Suppose X is the C * -correspondence of Lemma 4.2. Then there is an isomorphism ρ :
, and let (ψ, π) be the representation of (4.3). Lemmas 4.3 and 4.5 show that the induced representation ψ × π of T X is faithful. So it suffices to show that the image of ψ × π is all of the image of φ. Clearly we have
. To see that im ψ × π = im φ, it suffices to show that the Proposition 3.14 of [10] says that each element of C c (G ∞ α ) can be written as a finite sum of the form n f n where each f n is supported on some B n ∈ C. Thus it suffices to show that for B ∈ C, any element of C c (G ∞ α ) supported on B can be approximated by functions in A. We have f ∞ ≤ f for all f ∈ C c (G ∞ α ) (see, for example, [4, Lemma 2.1(1)]), and Proposition 3.14 of [10] gives the reverse inequality for f supported on B ∈ C. So the result follows from the Stone-Weierstrass theorem.
Finally with ρ := (ψ × π)
Corollary 4.7. Let G be a second-countable, amenable, locally compact, Hausdorff,étale groupoid, α an automorphism of G, and G ∞ α the groupoid (3.2). Then the KK-class of the map ι G : Although we do not need it in the current paper, we digress now to prove that T X , and so
denote the homomorphism implementing the left action on X. Proposition 4.8. Let G be a second-countable, amenable, locally compact, Hausdorff,étale groupoid, α an automorphism of G, and G ∞ α the groupoid (3.2). Let X be the C * -correspondence of Lemma 4.2. Then
(1) we have ϕ X (C * (G)) ∩ K(X) = {0}; and (2) we have
, we have T (x j × f ) = 0 for j > n and f ∈ C 0 (G (0) ). It then follows from continuity that 
Structural properties of G ∞ α
Recall that a Kirchberg algebra is a nuclear, separable, simple, purely infinite C * -algebra. Our goal in this section is to find conditions on G under which G ∞ α is principal and C * (G ∞ α ) is a Kirchberg algebra in the UCT class with the same K-theory as C * (G). We have established that G being amenable forces C * (G ∞ α ) to be nuclear and in the UCT class in Lemma 3.5. If G is also second countable, then C * (G ∞ α ) is separable, and has the same K-theory as C * (G). Thus, once we find conditions on G under which G ∞ α is principal and minimal, all that will remain is to consider pure infiniteness.
Proposition 5.1. Let G be a locally compact, Hausdorff,étale groupoid, α an automorphism of G, and G ∞ α the groupoid (3.2). The following are equivalent (1) G ∞ α is principal, (2) G is principal and α induces a free action of Z on G \ G (0) in the sense that
Recall that H ∞ . Since G is principal, we also have g ∈ G (0) , and so γ ∈ H (0)
Remark 5.2. We had to work a little to ensure that G ∞ α is principal in Proposition 5.1; but it is automatically topologically principal whenever G is. To see this, observe that if G u u = {u} and (H ∞ )
Since the product of dense subsets of H (0)
, and since H ∞ is topologically principal, it follows that if G is topologically principal, then so is G ∞ α . We next describe a necessary and sufficient condition for G ∞ α to be minimal. Proposition 5.3. Let G be a locally compact, Hausdorff,étale groupoid, α an automorphism of G, and G 
Now suppose that for all y ∈ G (0) , the set n≤0 α n ([y]) is dense in G (0) . Observe that by applying this with y = α p (z) we deduce that
and let U × V be a basic open set containing (u, w). We must find ξ ∈ G ∞ α such that r(ξ) = (x, y) and s(ξ) ∈ U × V . By Lemma 3.3, there exists λ ∈ E * such that Z(λ) ⊆ U. Using (5.2), we can choose n ≤ −|λ| and γ ∈ G such that r(γ) = y and α n (s(γ)) ∈ V . Choose λ ′ ∈ E * such that |λλ ′ | = −n. Let h := x, n, λλ ′ x ∈ H ∞ . Then r(h) = x and s(h) ∈ Z(λ) ⊆ U. So ξ := (h, γ) satisfies r(ξ) = (x, y) and s(ξ) = (s(h), α n (s(γ))) ∈ U × V as required. The final statement follows immediately:
The idea of our construction is that the C * -algebra C * (G ∞ α ) is something like a twisted tensor product of C * (G) with O ∞ , and so we can expect it frequently to be purely infinite even when C * (G) is not. While there is not as yet a completely satisfactory characterisation of the groupoids G whose C * -algebras are purely infinite (but see [4] ), there is a very useful sufficient condition due to Anantharaman-Delaroche [1, Proposition 2.4]. Our next result provides conditions on G and α that ensure G ∞ α satisfies this condition. Our proof requires the additional assumption that G is ample (this is our main source of examples in any case); but we expect that a similar result should hold more generally.
Recall consisting of compact open bisections such that
and we also have
Hence G ∞ α is locally contracting. Putting all this together, we obtain our main result.
Theorem 5.5. Let G be a second-countable, amenable, locally compact, Hausdorff,étale groupoid, α an automorphism of G satisfying conditions (5.1) and (5.3), and G ∞ α the groupoid (3.2) . Then G ∞ α is also a second-countable, amenable, locally compact, Hausdorff,étale groupoid. Furthermore It will be useful to be able to stabilise the C * -algebras of the groupoids G appearing in Theorem 5.5. The following result allows us to do so. We define K to be the complete equivalence relation on Z regarded as a discrete groupoid. So C * (K) is canonically isomorphic to K(ℓ 2 (Z)) (see for example Theorem 3.1 of [17] ).
Lemma 5.6. Suppose that G is a second-countable, amenable, locally compact, Hausdorffétale groupoid, and let α be an automorphism of G that satisfies conditions (5.1) and (5.3). Then the cartesian product G × K and the automorphism α × id :
also have all these properties. Moreover,
and G × K is principal if G is principal, minimal if G is minimal, and ample if G is ample.
Proof. The cartesian product of second-countable locally compact Hausdorff spaces is itself second-countable, locally compact and Hausdorff. Since r : G → G (0) and r ′ : K → K (0) are local homeomorphisms the product map r × r
is too, and so G × K isétale. Since G is amenable, C * (G) = C * r (G) is nuclear. By definition of K, the associated C * -algebra C * (K) = C * r (K) is nuclear and simple. Using [5, Proposition 10.1.5], we see that C * r (G×K) ∼ = C * r (G)⊗C * r (K) is nuclear, and then G×K is amenable by [2, Corollary 6.2.14(ii)].
For the final statement, note that since K is principal, minimal and ample, taking cartesian products with K preserves these properties.
Examples from Bratteli diagrams
The hypotheses of Theorem 5.5 may appear restrictive, but we show in this and the subsequent section that there are many examples. By the Kirchberg-Phillips classification theorem, for each simple dimension group D = Z and each d ∈ D + there is a unique Kirchberg algebra
In this section we show that A D can be realised as the C * -algebra of an amenable, principal, ample groupoid with compact unit space.
Theorem 6.1. Let D be a simple dimension group other than Z. Let A be a UCT Kirchberg algebra with trivial K 1 -group and suppose that there is an isomorphism π :
The remainder of this section will be spent proving Theorem 6.1. Our convention is that a Bratteli diagram is a row-finite directed graph whose vertex set E 0 is partitioned into finite sets V n , n = 0, 1, 2, . . . and whose edge set is partitioned as
We will further assume that vE 1 = ∅ for all v ∈ E 0 and that
Lemma 6.2. Let D be a simple dimension group other than Z. Then there exists a Bratteli diagram E such that K 0 (C * (E)) ∼ = D, K 1 (C * (E)) ∼ = {0} and k vw := |vEw| > n for each n ∈ N, v ∈ V n and w ∈ V n+1 . Let G denote the graph groupoid (2.2) of E. Then G is a second-countable, amenable, locally compact, Hausdorff, ample groupoid that is minimal and principal.
Proof. Let B be an AF algebra whose K 0 -group is isomorphic to D. Then K 1 (B) = {0} because B is AF. By [6, Corollary IV.5.2], B is simple. Let E be a Bratteli diagram for B. By [35, Theorem 1] (see also [7, Theorem 1] ), B is Morita equivalent to C * (E). By telescoping E, we can assume that for every n ∈ N, every v ∈ V n and every w ∈ V n+1 , we have k vw = |vEw| > n: this follows, for example, from Lemmas A4.3 and A4.4 of [8] -see the proof of Theorem 6.2(2) on page 163 of [18] .
Since G is the path groupoid (2.2) associated to E, it is a second-countable, amenable, locally compact, Hausdorff, ample groupoid, and we have C * (E) ∼ = C * (G) (see Remark 2.1). Since simplicity is preserved by Morita equivalence and B is simple, C * (G) is simple and hence G is minimal (see, for example, [3, Theorem 5.1]). Since E has no cycles, G is also principal by [12, Proposition 8.1] .
With E, k vw and G as in Lemma 6.2, we label the edges in vEw as {(vw) 1 , . . . , (vw) kvw }.
To define an automorphism α of G, first consider the graph automorphism, also called α, of E such that
Then α restricts to a permutation of the set vE 1 w for v ∈ V n and w ∈ V n+1 , and α pointwise fixes E 0 .
Lemma 6.3. With G as in Lemma 6.2, and α as above, there is an automorphism α of G satisfying (5.1) and (5.3) such that α(x, m, y) = (α(x), m, α(y)) for (x, m, y) ∈ G.
Now Lemma 5.6 implies that G = G × K and α = α × id have all the properties of G and α discussed in the preceding paragraph. It also implies that C * ( G) is stable. Applying Theorem 5.5, we obtain a second-countable, amenable, locally compact, Hausdorff, ample groupoid G ∞ α that is minimal and principal and an inclusion ι G :
is a Kirchberg algebra in the UCT class. First suppose that A is nonunital. Since G := G ∞ α has noncompact unit space, C * ( G ∞ α ) is also nonunital. So A and C * (G) are nonunital UCT Kirchberg algebras with the same K-theory because
Hence A ∼ = C * (G) by the Kirchberg-Phillips classification theorem [14, 20] . Now suppose that A is unital. There is an order isomorphism φ :
1 w| (see, for example, [7] ). So D = lim − → (ZV n , B n ), and D + is the union of the images of the subsemigroups NV n ⊆ ZV n . Writing
, we obtain an isomorphism
. So composing this isomorphism withφ gives
Since G ∞ α is amenable, principal and ample, so is G. Since simplicity, nuclearity, separability, pure infiniteness and membership of the UCT class pass to full corners, C * (G) is a UCT Kirchberg algebra. So the Kirchberg-Phillips theorem [14, 20] gives C * (G) ∼ = A as required.
Examples from rank-2 Bratteli diagrams
In this section, we show that Theorem 5.5 can also be applied to groupoids associated to the rank-2 Bratteli diagrams of [18] . Recall that a matrix A with nonnegative entries is proper if each row and each column of A has at least one nonzero entry. Theorem 7.1. Let {c n : n ∈ N} be positive integers. For each n, let A n , B n ∈ M c n+1 ,cn (N) be proper matrices, and let T n ∈ M cn (N) be a proper diagonal matrix. Suppose that A n T n = T n+1 B n for all n and lim − → (Z cn , A n ) is a simple dimension group not isomorphic to Z. Let A be a Kirchberg algebra such that
] to an element of the canonical positive cone of lim − → (Z cn , A n ). Then there exists an amenable, principal, ample groupoid G such that
The main ingredients in the proof of Theorem 7.1 are Lemmas 7.2-7.4. We briefly recall the notions involved, starting with rank-2 Bratteli diagrams. For a row-finite 2-graph Λ we will identify the blue graph f * 1 Λ := {(λ, n) : n ∈ N, λ ∈ Λ ne 1 } discussed in [18] with the subgraph Λ Ne 1 ⊆ Λ, and similarly we identify the red graph f * 2 Λ with Λ Ne 2 ⊆ Λ. Following [18] , a rank-2
Bratteli diagram (of infinite depth) is a row-finite 2-graph Λ such that Λ 0 is a disjoint union of nonempty finite sets or levels (V n ) ∞ n=0 which satisfy: (1) for every blue edge e ∈ Λ e 1 , there exists n such that e ∈ V n E 1 V n+1 ; (2) the blue graph has no sources and all sinks belong to V 0 ; and (3) every vertex of Λ lies on an isolated cycle 2 of the red graph, and Λ e 2 = n V n Λ e 2 V n .
The C * -algebra C * (Λ) of a rank-2 Bratteli diagram Λ is an AT algebra with computable Ktheory. Its K-groups can be obtained as follows: Recall that every V n is a disjoint union of sets cn i=1 V n,i where each V n,i consist of the vertices on an isolated red cycle. For each 0 ≤ n, 1 ≤ j ≤ c n , and 1 ≤ i ≤ c n+1 define
for any choice of v ∈ V n,j , w ∈ V n+1,i (the result is independent of v, w). By [18, Theorem 4.3] , there is an isomorphism
In a rank-2 Bratteli diagram Λ the factorisation property induces a permutation F of the elements of the blue graph. For each e ∈ Λ e 1 , let f be the unique element of Λ e 2 r(e), and define F (e) to be the unique element of Λ e 1 such that f e = F (e)f ′ for some red edge f ′ . The order o(e) of e is then defined to be the the smallest k > 0 such that F k (e) = e. Observe that if e ∈ V n , then o(e) ≤ |V n Λ e 1 | is finite since Λ is row-finite and V n is finite. For each n ∈ N, define
and m n (inductively) by m 0 := 0 and m n+1 := m n + nO n for n ≥ 0 (see Figure 1 for an illustrative example).
Lemma 7.2. Let {c n : n ∈ N} be positive integers. For each n, let A n , B n ∈ M c n+1 ,cn (N) be proper matrices, and let T n ∈ M cn (N) be a proper diagonal matrix. Suppose that A n T n = T n+1 B n for all n and that lim(Z cn , A n ) is a simple dimension group not isomorphic to Z. Then there exists a rank-2 Bratteli diagram Λ with
and o(e) > n · m n , for every n ∈ N and e ∈ V n Λ e 1 . We now prove that o(e) > n · M n ≥ n · m n for every n ∈ N and e ∈ V n Λ e 1 using induction. The statement is trivial when n = 0 and 1 because each o(e) ≥ 1 and M 1 = m 1 = 0. For the induction step, we first consider e ∈ V n Λ e 1 , say e ∈ V n,j ΛV n+1,i . By [18, Proposition 6.4] , o(e) = A ′ n (i, j)|V n,j | = A ′ n (i, j)T ′ n (j, j) = A l(n+1),l(n) (i, j)T l(n) (j, j). (7.2) Hence m n+1 = m n + n · lcm{o(e) | e ∈ V n Λ e 1 } ≤ M n + n · i,j
A l(n+1),l(n) (i, j)T l(n) (j, j) = M n+1 ,
where we have used that m n ≤ M n . Secondly we consider any e ∈ V n+1 Λ e 1 . Since T l(n) (j, j) is positive, we know from (7.2) that o(e) ≥ A l(n+2),l(n+1) (i, j) for some (in fact for any) i, j. By construction every entry of A l(n+2),l(n+1) is strictly grater than (n + 1)M n+1 , so o(e) > (n + 1)M n+1 ≥ (n + 1) · m n+1 .
• We now recall the definition of the groupoid G associated to a rank-2 Bratteli diagram Λ as defined in [15] . Denote by Ω k the k-graph with vertices Ω 0 k := N k , paths Ω m k := {(n, n + m), n ∈ N k } for m ∈ N k , r((n, n + m)) = n and s((n, n + m)) = n + m. The infinite paths in a k-graph Λ with no sources are degree-preserving functors x : Ω k → Λ. The collection of all infinite paths of Λ is denoted Λ ∞ , and we write r(x) for the vertex x(0) and call it the the range of x. For p ∈ N k and x ∈ Λ ∞ , σ p (x) ∈ Λ ∞ is defined by σ p (x)(m, n) := x(m+p, n+p) [15, Definition 2.1]. For λ ∈ Λ and x ∈ Λ ∞ with s(λ) = r(x) we write λx for the unique element y ∈ Λ ∞ such that λ = y(0, d(λ)) and x = σ d(λ) y. Then, as a set, G = {(x, n, y) ∈ Λ ∞ × Z 2 × Λ ∞ : σ l (x) = σ m (y), n = l − m}.
Composition and inverse are given by (x, n, y)(y, l, z) = (x, n + l, z) and (x, n, y) −1 = (y, −n, x), implying r(x, n, y) = x, s(x, n, y) = y. The topology on the groupoid G has basic open sets Z(λ, µ) := {(λz, d(λ) − d(µ), µz) : z ∈ s(λ)Λ ∞ }, indexed by pairs λ, µ ∈ Λ with s(λ) = s(µ). We call the topological groupoid G the path groupoid of Λ. It is second countable, amenable, locally compact, Hausdorff and ample. Lemma 7.3. Let Λ be a rank-2 Bratteli diagram. There is a unique automorphism α of Λ such that α(e) = F mn (e) for all e ∈ V n Λ e 1 . This α induces a homeomorphism, also denoted α, of Proof of Theorem 7.1. Using Lemma 7.2, we construct a rank-2 Bratteli diagram Λ with Λ 0 = ∞ n=0 V n such that K 0 (C * (Λ)) ∼ = lim(Z cn , A n ), K 1 (C * (Λ)) ∼ = lim(Z cn , B n ) and o(e) > n · m n for every n ∈ N and e ∈ V n Λ e 1 . Let G denote the path groupoid of Λ. By construction G is a second countable, amenable, locally compact, Hausdorff, ample groupoid and C * (Λ) ∼ = C * (G) [15] . By Lemmas 7.3 and 7.4, there is an automorphism α of G that satisfies conditions (5.1) and (5.3), and G is principal and minimal, K * (ι G ) is an isomorphism, and C * ( G ∞ α ) is a Kirchberg algebra in the UCT class. We now proceed as in the proof of Theorem 6.1. Lemma 5.6 shows that G := G × K and α := α × id have all the properties established for G and α in the preceding paragraphs. We apply Thoerem 5.5 to see that G ∞ α is second-countable, amenable, locally compact, Hausdorff, ample groupoid that is principal and minimal. Moreover, C * ( G) is nonunital because G (0) = G (0) × Z is noncompact. First suppose that A is nonunital. Then A and C * ( G ∞ α ) are nonunital Kirchberg algebras with the same K-theory:
and a similar calculation gives
by the KirchbergPhillips theorem [14, 20] . Now suppose that A is unital. Then by assumption, the isomorphism K 0 (A) ∼ = lim − → (Z cn , A n ) carries [1 A ] to an element of the positive cone, and hence the class of some a ∈ N cn ⊆ Z cn . For each j ≤ c n chose v j ∈ V n,j . As discussed on page 16 above, Theorem 6.2(2) of [18] shows that the isomorphism lim(Z cn , A n ) ∼ = K 0 (C * (G)) takes a to j≤cn a(j) [ 
