Abstract. We establish some new topological types of nonempty intersection theorems in more general topological spaces without linear structure. As applications, we utilize results to study the minimax problems, coincidence problems, and economy equilibrium problems in generalized interval spaces and some new results are obtained.
Introduction and preliminaries.
Recently, some versions of Fan's KKM theorem and Fan's minimax theorem in topological spaces without linear structure have been considered by Cheng and Lin [2] , Lin et al. [10, 11] , and Tian [14] . The purpose of this paper is first to introduce and establish a class of more general topological spacegeneralized interval space, which has no linear structure and contains H-space, interval space as its special cases, and so as it contains strong interval space [2] , convex space, contractible space, and topological vector space as its special cases. With the aid of this kind of topological frameworks some new topological types of nonempty intersection theorems are established in Section 2. As applications, we utilize these results to obtain some minimax theorems and coincidence theorems in generalized interval space. The results presented in this paper not only contain many recent results of Stacho [13] , Kindler and Trost [8] , Cheng and Lin [2] , Brezis et al. [1] , Tuy [7] , Komornik [9] , Geraghty and Lin [4] , Sion [12] , Wu [15] , Hartung [6] , and the famous Neumann's saddle theorem as its special cases, but also improve and extend the corresponding results of [1, 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14] .
For the sake of convenience, we first give some definitions and notations. Let X and Y be two Hausdorff topological spaces. We denote by C(X, Y ) the set of all continuous mappings from X to Y . Let LB be a subset of X, we denote by cl B the closure of B. If M is a nonempty subset of X, we denote by D(M), (M), and 2
Proof. Since ϕ is T -quasi-concave in X, for any given ᐄ 1 , ᐄ 2 ∈ X and for any x ∈ Γ (ᐄ 1 , ᐄ 2 ) we have ϕ(x, y) ≥ min{ϕ(ᐄ 1 ,y),ϕ(ᐄ 2 ,y)} for any y ∈ Y , and there exist
. This implies that F is a T -KKM mapping. Let X, Y be two topological spaces, F : X → 2 Y . In the sequel we denote cl{F(x)} = cl F(x). 
Some nonempty intersection theorems

Proof.
Letting Ω = {F(x) : x ∈ X}, and by using induction we prove that Ω has the finite intersection property.
By condition (1), for any F(x) in Ω, x ∈ X is nonempty. Suppose that for any n elements in Ω, n ≥ 2, their intersection is nonempty, next we prove that for any n + 1 elements in Ω, their intersection is also nonempty. Suppose the contrary, then there exist
By condition (2) and the assumption of induction, for any x ∈ X H ∩ F(x) is nonempty and connected.
It follows from (2.2), (2.3), (2.4), and condition (1) that 
Moreover, for any y ∈ U , then y ∈ H ∩ F(ᐄ 2 ) and y ∈ H ∩ F(ᐄ 0 ), and so y ∈ F(ᐄ 0 ). 
This contradicts (2.5), therefore Ω has the finite intersection property.
In addition, if there exists an
, it follows from the finite intersection property of Ω and A 0 being finite that {cl F(x) ∩ K : x ∈ X} is a family of closed set in the compact set K and has the finite intersection property, therefore x∈X (cl F(x) 
Proof. By condition (1), x∈X F(x) = x∈X cl F(x). Hence in order to prove the conclusion of the theorem, it suffices to prove that x∈X cl F(x) ≠ ∅. Since L is compact, for the purpose, it suffices to prove that {cl F(x) ∩ L : x ∈ X} has the finite intersection property. For any A ∈ D(X), let D be the set satisfying condition (3). Hence we have
(2.6)
, by the continuity of s and compactness of D, we know that Y 0 is a compact subset of Y .
Next we prove that x∈D (cl 
Proof. Since cl G is a closed graph and Y is compact, by using Fan [3, Lemma 2] we know that cl G is upper semi-continuous. The conclusion follows from Theorem 2.2 immediately.
3. Applications to minimax problems. As applications, we use the results obtained in Section 2 to give some minimax theorems in generalized interval spaces. (
Proof. It is obvious that
Without loss of generality, we can assume that α • is not the greatest element in E. For any x ∈ X and for any given α > α • , let
Next we prove that {G(x, α) : x ∈ X,α > α • } has the finite intersection property. In fact, for any n points x 1 ,...,x n ∈ X and any n elements α 1 ,...,α n ∈ E with α i > α • , i = 1,...,n, since E is a linear ordered space, we can assume that α n ≥ ··· ≥ α 1 > α • . By the density of E, there exists anᾱ ∈ E such that α 1 >ᾱ > α • . Letting
by the lower semi-continuity of ϕ and the choice ofᾱ ∈ E, we know that
is nonempty closed valued. This implies that F satisfies condition (1) in Theorem 2.1. From condition (2), F satisfies condition (2) in Theorem 2.1. In view of condition (1) and Lemma 1.7, we know that F is a T -KKM mapping. In addition, since ϕ :
, F is upper semicontinuous. Therefore F satisfies all the conditions in Theorem 2.1. By Theorem 2.1, {F(x) : x ∈ X} has the finite intersection property, and so
On the other hand, for any x ∈ X and for any α > α
Since E is a dense linear ordered space, we know that α 
y) is T -quasi-concave in x, and it is upper semi-continuous on any generalized interval of X; (3) ϕ(x, y) is lower semi-continuous in y and for any
For any x ∈ X and for any z > z
It follows from conditions (1) and (3) that F(x,z) is a nonempty closed set. By condition (4),
Next we prove that Ω has the finite intersection property. In fact, we have proved that each element in Ω is nonempty. Suppose for any n elements in Ω their intersection is nonempty. Now we prove that any n + 1 elements in Ω their intersection is nonempty. Suppose the contrary, then there exist
By the assumption of the induction, for any x ∈ X,
It follows from condition (2) and (3), for
Without loss of generality, we can assume that
It follows from (3.6) that
By condition (2) and x γ → x 0 , we have ϕ(x 0 ,y 0 ) ≥ z 1 . This contradicts (3.7). Therefore Ω has finite intersection property.
By condition (4), [15] , and Hartung [6] all are the special cases of Corollary 3.5. (
y) is T -quasi-concave in x and it is upper semi-continuous on any generalized interval of X; φ(x, y) is upper semi-continuous in x;
(3) ϕ(x, y) is lower semi-continuous in y, and for any A ∈ D(X) and any α ∈ E, the set
Proof. Suppose that (1) is not true, then for any x ∈ X we have φ(x, x) ≤ θ. By condition (2), inf y∈Y φ(x, y) is upper semi-continuous in x. Moreover, by Theorem 3.3 and the compactness of X there exists anx ∈ X such that
Since X is compact, by condition (3) there exists aȳ ∈ X such that In view of the compactness of X and Y , there existx ∈ X andȳ ∈ Y such that
Therefore, we have f (x, y) ≥ f (x,ȳ) for all y ∈ Y and for all x ∈ X. Taking x =x in the preceding inequality, we have f (x, y) ≥ f (x,ȳ) for all y ∈ Y . Taking y =ȳ in the preceding inequality, we have f (x,ȳ) ≥ f (x,ȳ) for all x ∈ X. Therefore, we have
(3.16)
Corollary 3.9 (von Neumann). Let C, F be two Hausdorff topological vector spaces, X ⊂ C, Y ⊂ F two compact convex subsets, and φ : X × Y → R a function satisfying the following conditions:
( Proof. For any x 1 ,x 2 ∈ X and for all y 1 ,y 2 ∈ Y , letting
then ϕ satisfies all the conditions in Corollary 3.8. Therefore, the conclusion of Corollary 3.9 follows from Corollary 3.8 immediately.
Corollary 3.10. Let X be a compact generalized interval space, f : X ×X → R, and h : X → R two functions satisfying the following conditions:
y) is upper semi-continuous and y f (x,y) is lower semi-continuous; h is upper semi-continuous; (3) f (x,y)+ h(x) is T -quasi-concave in x; (4) for any A ∈ D(X) and for any α ∈ R the set x∈A {y ∈ Y : f (x,y)−h(x) < α} ∈ (X), then there exists aȳ ∈ X such that f (x,ȳ) ≤ h(ȳ) − h(x) for all x ∈ X.
Proof. Letting g(x, y) = f (x,y)−h(y)+h(y)
, it is easy to prove that g satisfies all the conditions in Corollary 3.8. Hence, there exist
Theorem 3.11. Let X be a generalized interval space, Y a topological space, E a completely dense linear ordered space, and φ, ϕ : X × X → E two mappings satisfying the following conditions: Remark 3.12. Theorem 3.11 improves the corresponding results in Ha [5] and Lin and Quan [10] . From Theorem 3.11 we can obtain the following results. 
) x ϕ(x, y) is T -quasi-concave and upper semi-continuous, y ϕ(x, y) is lower semi-continuous; (3) φ(x, y) is upper semi-continuous in x;
Proof. Letting z
then by the density of E, there exists az ∈ E such that z
On the other hand, for any finite set {y 1 ,...,y n } ⊂ Y , it follows from condition (2) that there exists a compact subset M which contains Y 0 {y 1 ,...,y n }. Obviously, we can prove that ϕ : X × M → E satisfies all the conditions in Theorem 3.1, we have
and so we have
By the same method as in Theorem 3.11, we can prove z • ≥z. This contradicts the choice ofz. Therefore we have z
• ≤ z • . This completes the proof.
From Theorem 3.1 we can obtain the following theorem.
Theorem 3.15. Let X be a compact generalized interval space, E a completely dense linear ordered space, and ϕ : X ×X → E a lower semi-continuous function satisfying the following conditions:
(
Proof. Suppose the conclusion (1) that is, ϕ(x,ȳ) ≤ θ for all x ∈ X. Therefore the conclusion (2) is true. 
Application to coincidence problem and fixed point problem
(3) for any x 1 ,x 2 ∈ X and for any y ∈
then there exists anx ∈ X such that s(x) ∈ F(x).
Proof. For any
If the conclusion is not true, then for any x ∈ X we have f (x, x) = 0. Since for any x ∈ X and for any r ∈ R,
where
, it follows from conditions (1) and (2) that f (x,z) is lower semi-continuous in z and for any A ∈ D(X) and for any r ∈ R, x∈A {z ∈ X : f (x,z) < r } ∈ (X). On the other hand, since for any z ∈ X and for any r ∈ R,
and F is a mapping with closed values, f (x,z) is upper semi-continuous in x.
Next we prove that G is a T -KKM mapping. In fact, from condition (3) for any
and for any z ∈
Therefore, for all x ∈ Γ (x 1 ,x 2 ) and for any z ∈
shows that G is a T -KKM mapping. By Lemma 1.8 it is easy to prove that f (x,y) is a T -quasi-concave mapping in x. Since X is compact, f satisfies all the conditions in Corollary 3.7. By Corollary 3.7 there exists az ∈ X such that f (x,z) ≤ 0 for all x ∈ X, and so f (x,z) = 0 for all x ∈ X , that is,
for all x ∈ X, and so s
This contradicts condition (1) . This completes the proof.
From Theorem 4.1 we obtain the following fixed point theorem. 
, and there exist
then there exists anx ∈ C such thatx ∈ F(x). (F (x) ) is T -convex;
X is upper semi-continuous and for any Next we prove that G : X → 2 X is a T -KKM mapping. In fact, for any x 1 ,x 2 ∈ X and for any
This implies that
Again by condition (3), there exist
In view of condition (4), we know that G satisfies all the conditions in Theorem 2.1. By Theorem 2.1 x∈X G(x) ≠ ∅, and so there exists anx ∈ X such thatx ∈ G(x) for all x ∈ X. Hencex ∈ G(x), that is,x ∈ F −1 (s(x)), and so s(x) ∈ F(x). (5) we know that F is a T -KKM mapping.
Moreover, it is easy to prove that all conditions in Theorem 2.2 are satisfied. By Theorem 2.2, x∈X F(x) ≠ ∅. Hence there exists anx ∈ X such thatx ∈ F(x) for all x ∈ X, and so we havex ∈ F(x). This completes the proof. 
Application to economy equilibrium problem
By condition (3), F • (y) is a T -convex set; and by condition (4), x∈M F(x) ∈ (X). It is obvious that F satisfies all conditions in Theorem 2.1. By Theorem 2.1, there exists aȳ ∈ X such thatȳ ∈ F(ȳ). Ifȳ ∈ D, thenȳ ∈ A(ȳ) ⊂ B(ȳ) which is impossible; ifȳ ∈ D, thenȳ ∈ P (ȳ) which contradicts condition (1). Therefore, there exists an x ∈ X such thatx ∈ cl B(x) and A(x) ∩ P (x) ≠ ∅.
