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Using an intermediate complexity climate model (Planet Simulator), we investigate the
so-called Snowball Earth transition. For certain values of the solar constant, the climate
system allows two different stable states: one of them is the Snowball Earth, covered by ice
and snow, and the other one is today’s climate. In our setup, we consider the case when the
climate system starts from its warm attractor (the stable climate we experience today), and
the solar constant is decreased continuously in finite time, according to a parameter drift
scenario, to a state, where only the Snowball Earth’s attractor remains stable. This induces
an inevitable transition, or climate tipping from the warm climate. The reverse transition
is also discussed. Increasing the solar constant back to its original value on individual
simulations, we find that the system stays stuck in the Snowball state. However, using
ensemble methods i.e., using an ensemble of climate realizations differing only slightly in
their initial conditions we show that the transition from the Snowball Earth to the warm
climate is also possible with a certain probability. From the point of view of dynamical
systems theory, we can say that the system’s snapshot attractor splits between the warm
climate’s and the Snowball Earth’s attractor.
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Ever since its discovery, the Snowball Earth, i.e. when the Earth’s surface is nearly entirely
frozen, received much attention within the climate science community. Much of the details of
the transition to the planet’s frozen state are still unexplored. Here, instead of focusing on the
true Snowball events of Earth’s history, we investigate the transition in an intermediate com-
plexity climate model (PlaSim), with a continuously drifting solar constant (a hypothetical
climate change scenario), in which a full return to the original value occurs. Using an ensem-
ble based method we obtain both of the possible stable states as possible outcomes. We also
show that the process is probabilistic and the probabilities of the corresponding outcomes
are given by the ensemble’s distribution. In addition, the third, unstable state (referred to as
the edge state) is also recovered.
I. INTRODUCTION
Snowball Earth refers to the planet’s coldest possible global climate. In this state, the whole
Earth, from the poles to the Equator, is covered in ice and snow. Since the thick ice covering the
surface reflects much of the energy radiated by the Sun, the global average temperature is very
low, around 220 K1.
Modern findings suggest that during the Earth’s history, there were periods, when such Snow-
ball events occurred. For example, several traces of glacial activity point to the presence of glaciers
along the so-called Paleoequator2.
This suggests that also the current configuration of the Earth system may be bistable, the two
stable states being the Snowball state and our current climate. To better understand the phe-
nomenon, there are simple models available that only take the global energy balance into account
(Energy Balance Models). The first such attempts to understand snowball dynamics were made
by Budyko3 and Sellers4. These describe the Earth system’s energy balance by a set of differential
equations, that allow two stable equilibrium solutions.
Qualitatively, the transition can be explained by the ice-albedo feedback5. Because of ice’s
higher albedo, if ice starts to accumulate on the planet, it causes even faster cooling. This is also
true in reverse, i. e. melting ice decreases the overall albedo and causes a faster warming.
To start the feedback mechanism, (that is, to initiate a transition between the stable climates)
global processes are necessary6–8, which alter the amount of solar radiation absorbed by the sur-
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face. For example, the eruption of a supervolcano or a series of volcanoes may set off the global
freezing. It launches a huge amount of volcanic ash and sulfur into the atmosphere which ”shad-
ows” the planet, and causes the global temperature to decrease, see, e.g.,9 for the Mount Pinatubo
eruption in 1991.
The reverse process, the sudden melting of a Snowball Earth can be induced by greenhouse
gases (e. g. CO2). This can be also attributed to volcanic activity. Furthermore, the frozen planet
prevents various processes that would extract CO2 from the atmosphere, the most important of
which are the outage of the entire biosphere and the frozen oceans10.
On top of these natural causes, nowadays the idea of ”geoengineering”11 emerged. Its main
goal is to decelerate global warming by either reducing the concentration of greenhouse gases or by
artificially reducing the surface’s absorbed radiation. So far, it faces obvious technical difficulties.
Nevertheless, possibly catastrophic consequences (which may result in a global cooling) cannot
be ruled out.
Here, we follow a model-oriented approach. We investigate the transition between Earth’s mul-
tiple equilibrium states using an intermediate complexity climate model. We induce the desired
transition (both the planet’s freezing, and then the melting) by changing one of the model’s pa-
rameters in time. For simplicity, we choose the solar constant, which determines the amount of
radiation that the Earth is subjected to. In the following, this parameter will be made time depen-
dent, with a prescribed scenario. It is important to emphasize that in reality, the solar constant is
only a function of the Sun’s activity and the distance from the Sun. In the last 400 years, its tempo-
ral variability was much smaller (about 0.2%12) than what we will be considering in the main part
of the text. Although there are certain processes in solar physics that may cause a considerable
decrease in solar output, (see, e. g. the Faint Young Sun Paradox13), these happened on much
longer time scales than those relevant for our purposes.
However, in a model unable to describe volcanic activity, to compensate this, it is feasible to
consider this parameter to change considerably. Especially, if the main driving force is considered
to be the change in the radiation hitting the planet’s surface. If the surface is subjected to a
radiation-flux of Φ0, and then it changes to γΦ0 (either as a result of volcanic activity or increased
greenhouse gas concentration), we will simply model it by changing the solar constant’s value
from S0 to γS0.
Furthermore, comparison of solutions of our system (that only differ in their initial conditions)
reveals that the framework of snapshot attractors14,15 is the appropriate formulation of our prob-
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lem. Practically, this means that all investigations are carried out over an ensemble of climate
realizations. To our knowledge, the present study is the first in investigating the Snowball Earth
transition through the theory of snapshot attractors.
The paper is organized as follows. In Section II we introduce the climate model, and its be-
havior in the case of constant parameters. We also comment on the choice of the parameter drift
scenario. Then, in Section III we present results of individual simulations obtained with differ-
ently parametrized scenarios. We demonstrate the unpredictability of individual climate realiza-
tions. Section IV contains results of an ensemble of simulations, followed by Section V where we
discuss the climate’s unstable state, the edge state. Finally, in Section VI we summarize the results
and mention possible future directions of research.
II. THE SET-UP
To simulate Earth’s climate system, we use the intermediate complexity climate model PlaSim16.
For the study, we use the default setup with T21 resolution, which yields a grid of approximately
5o × 5o. The atmosphere is coupled to a stationary mixed layer ocean without any hydrodynam-
ical activity, as a heat bath. The atmospheric dynamics are described by primitive equations, that
represent conservation laws, thermodynamics and the hydrostatic approximation. These equations
are solved on a sphere using a spectral method. With this resolution of the variables, the system
has ∼105 degrees of freedom. Through parametrisation, the model accounts for numerous unre-
solved processes, including sea ice formation, which will be central in our study. For each marine
cell on the grid, sea ice is allowed to form when the surface temperature is below 0 ◦C. However,
ice is also assumed to be non-moving, and cannot accumulate.
Solar irradiance is treated as a boundary condition, which is mainly parametrized by the solar
constant, S. Its value corresponding to the present climate is S0 = 1367 W/m2, measured at the top
of the atmosphere. There were numerous studies on the relationship between the climate system
and the solar constant, investigating both the thermodynamic17,18 and statistical properties19. The
PlaSim model faithfully reflects the fact, that for a wide range of S two alternative stable states are
possible, i.e. the climate is bistable. Fig. 1 shows the bifurcation diagram of our model. Note that
the bifurcation diagram is constructed as usual, without any parameter drift.
The climate’s two possible stable states are attractors, these are marked with solid curves in
Fig. 1. The branches of the attractors show a nearly linear relationship between the average sur-
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FIG. 1. The system’s bifurcation diagram. In the upper panel, the northern hemisphere’s average surface
temperature (Ts) is shown, measured on July 1st, in stable equilibrium states with the given S (after transients
of about 100 years are discarded). The red curve corresponds to the warm state, resembling today’s climate,
while blue marks the snowball state. The vertical line mark the value of S0. Dashed line indicates the
unstable state (edge state). Two values, at which bifurcations occur, are indicated by arrows.
face temperature of the northern hemisphere (Ts) and the solar constant. There are two bifurcation
points, at which one of the attractors lose stability. Between them, for 1297 W/m2 < S < 1450
W/m2 the system has two attractors. In a simulation, the climate’s final state is determined by
which basin of attraction the initial condition falls in. It is also known, that there is a third equi-
librium state, which is unstable (represented by the dashed curve of Fig. 1). This is a saddle type
state, which is embedded in the boundary between the two attractors basins’. It is referred to as
the edge state20,21 (or sometimes Melancholia state)22,23.
For our purposes, the behavior near the bifurcation point Sbif. = 1295 W/m2 is in the focus of
interest. This is shown in Fig. 2, with the trajectories illustrating the behavior below and above the
bifurcation point. It is remarkable that the two trajectories have considerably different character.
The red trajectory converges to a temperature around 280 K, with a characteristic time of 10 years.
The blue trajectory also seems to follow this behavior initially, but later leaves the plateau of 280
K in a much quicker fashion, finally ending up on the snowball state’s attractor, which is the only
remaining stable one. Although for S < Sbif. the warm attractor (and with it, also the edge state)
has already disappeared, the initial slowing down near 280 K seems to reflect some remnants (or
ghost24) of the saddle type unstable climate.
The bifurcation diagram presented above is a property of the system with constant parameters.
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FIG. 2. Two simulations which start with solar constant values near the Sbif. = 1295 W/m2 bifurcation point.
The initial conditions are taken to be similar to today’s climate. The northern hemisphere’s average surface
temperature on July 1st is shown as a function of time. The simulation marked with red start with an initial
condition falling into the basin of the warm attractor, while the blue one goes to the snowball state (since
for that value of S, no warm attractor exists). The simulation time is 100 years, with year 0 signaling the
start of the simulation.
Our aim is to observe a dynamical transition (tipping25) between the two attractors, which can be
realized by introducing a parameter drift through the bifurcation point. To this end, we introduce
a time dependent solar constant S(t), that follows a parameter drift scenario. It is important to
note that usually, tipping transitions are investigated by using slow, monotonous parameter drifts.
In order to also observe the transition in the opposite direction (that ends in the warm state), we
use a qualitatively different scenario, where the parameter is returned to its original value26. For
the sake of simplicity, we choose a piece-wise linear function, which is described as:
S(t) =

S0, for t ≤ 50 year
S0− r(t−50 year ), for 50 year < t ≤ 51 year
S0 · γ, for 51 year < t ≤ 101 year
S0 · γ+ r(t−101 year ), for 101 year < t < 102 year
S0, for t ≥ 102 year,
(1)
where r = (1−γ)S0/ year. This function describes a 50 year long initial plateau of constant S = S0,
followed by a very quick (1 year long) linear ramp, which ends at S0γ (γ < 1). This value is kept
constant for another 50 years, after which S increases again to the value of S0. The function can
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be seen in the lower panel of Fig. 3.
The time dependent solar constant itself may seem ad-hoc, but it successfully incorporates
multiple effects that influence solar irradiation. Furthermore, it is a standard choice of control
parameter when investigating the Snowball Earth transition3,17,21,22,27. The two fast linear ramps
of the S(t) scenario can be interpreted as instantaneous events that trigger a Snowball transition
(e.g. erupting supervolcano, meteor impact). For example, a sufficiently large volcanic eruption
would decrease the surface’s solar irradiation by up to an order of a few percents28.
In the next section, we briefly present results of individual simulations. However, these turn
out to be not representative of the dynamics of all the possible climate histories under the given
forcing. Instead, we turn to the framework of parallel climate realizations29, i.e. to the application
of snapshot attractors14,15,30,31 to the climate dynamical model.
It is clear, that in our case, a single climate realization and the ensemble yield different results.
This is because the system subjected to the parameter drift thus becomes nonautonomous and is no
longer ergodic. In these cases, following the ensemble of trajectories (or climate realizations) leads
to a complete description of the statistics underlying the climate. In the following, we construct
the changing climate’s snapshot attractor and deduce the expected (or typical) behavior, along with
other statistical features.
III. CASE STUDIES IN INDIVIDUAL SIMULATIONS
First we investigate the impact of the solar constant’s decrease, which is controlled by parameter
γ . To illustrate this, we calculate the mean surface temperature of the northern hemisphere, and
plot it in every year’s July 1st. For simplicity, in the remainder of the paper, we will refer to this
quantity simply as the mean surface temperature, Ts.
Fig. 3 shows the mean surface temperature’s time dependence plotted with four values of γ . It
is obvious, that if γ is sufficiently close to 1, the solar constant S is not decreased enough to make
the system freeze over. This can be seen on the red curves of Fig. 3, corresponding to γ = 0.96
and 0.944. The three plateaus of the scenario are easily discerned. Ts converges, in an exponential
fashion, to the equilibrium values corresponding to S = S0 and S = γS0.
Conversely, when γ is much farther from 1, the mean surface temperature drops almost imme-
diately and the system freezes over. In this case, even after the solar constant is increased back
up to S = S0, there is no hope to return to the warm attractor, because of the strong ice-albedo
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feedback.
The interesting behavior is seen for intermediate values of γ . With γ = 0.943 and γ = 0.944,
the Ts(t) curves are initially very similar. On the plateau corresponding to S = γS0 the two curves
do not saturate at an equilibrium value, but their deviation from the value Ts = 280 K is still very
slow. Then, just before the second linear ramp at t =100 years, the trajectories separate, with one
ending up in the warm climate’s attractor, and the other falling to the Snowball Earth’s attractor.
We identify this instability as the influence of the remnants of the system’s unstable equilibrium,
the edge state, since the phenomenon is very similar to the usual slowing down near a saddle in
dynamical systems. For certain values of γ , the drifting system spends considerable amount of
time near the edge state, and this causes it not to reach the equilibrium solution at S = γS0. In the
following, we concentrate on this threshold value of γ .
Fig. 4 shows the temperature field in three different time instants, during two simulations in the
same scenario (with γ = 0.943). The upper and lower panels show results of simulations started
from two different initial conditions. The difference in initial conditions is realized by taking a
state close to Earth’s current climate (the same one as in Fig. 2), and then perturbing the pressure
field in specific places. These are on the order of 10 hPa. This results in two initial states that are
different, but still very close in the high dimensional phase space.
The first panel shows the temperature fields at the moment, when the solar constant starts to
decrease. By this time, the system has reached its attractor (the convergence time is about 20
years, as it is also seen in Fig. 3) that exists at S = S0. Notice that the two fields are very similar to
each other with a warmer northern and cooler southern hemisphere due to their respective summer
and winter season in July. The middle panel shows the time instant right before the second ramp,
when the solar constant starts increasing from S = γS0. The difference between the two fields is
still barely noticeable. However, in the third panel we see some drastic differences. In the upper
row, the simulation simply returns to the attractor of the warm climate. While in the bottom row,
we see that at the end of the simulation, the temperatures are much lower. This shows that in the
second case a tipping transition25 to the Snowball state has occurred.
The same general features are perhaps more pronounced in a different representation. Figure
5 shows the distribution of sea ice in the same two simulations. By year 50, only the regions
near the poles are covered in sea ice, as it is expected on the attractor belonging to S0 (today’s
climate). Then, as the solar constant is decreased, the area of sea ice starts to grow. By year 100,
the difference between the two (initially nearly identical) simulations becomes apparent: one of
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FIG. 3. Upper panel: Individual simulations with different S(t) parameter drift scenarios. Bottom panel:
Sketch of the parameter drift scenario (1). The blue curves end up in the frozen state with γ = 0.92 (S0γ =
1257.64 W/m2) and γ = 0.943 (S0γ = 1289 W/m2). The red curves are trajectories returning to the warm
state with γ = 0.944 (S0γ = 1290.45 W/m2), γ = 0.96 (S0γ = 1312.32 W/m2). Dashed horizontal lines mark
the two stable states that coexist for fixed S = S0.
them has a wider band of liquid sea along the equator than the other. The tipping transition is
clearly seen in terms of sea ice coverage: by year 140, in the bottom panel of Fig. 5 the simulation
results in a completely frozen planet, with all of the oceans covered in ice.
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FIG. 4. Surface temperature fields along two different trajectories, with γ = 0.943. We show the temperature
in three time instants, in years 50, 100, and 140 after the start of the simulation on July 1st. The colors
indicate temperature measured in K. In the top row, a simulation that is returning to the warm climate is
shown (this is the same simulation that also appears in Fig. 3), while in the bottom row, the trajectory ends
up in the Snowball state.
FIG. 5. Sea ice cover over two different simulations. Distribution of sea ice is shown in the same time
instants as Fig. 4. The violet points indicate water at the sea surface, while white points mark the presence
of surface ice.
IV. THE ENSEMBLE VIEW: VISUALIZING THE SNAPSHOT ATTRACTOR
Looking at the two simulations of Fig. 4 and 5, we see that both the warm climate and the
Snowball state can be reached with the same parameter drift scenario. That is, despite the model
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being completely deterministic, the transition does not occur with certainty.
However, we still have no information on the typical behavior of the system. To study this
question in detail, we initialize an ensemble of trajectories, and follow their time evolution. We
generate different initial conditions by adding random perturbations to the pressure field, as de-
scribed in the previous section.
Following an ensemble of trajectories is becoming increasingly popular in the study of climate
dynamics32,33, even in experimental studies34. They are referred to as parallel climate realizations,
and used for extracting statistical properties. For example, one can estimate the typical behavior
(the “mean state”), and the characteristics of the fluctuations (“internal variability”).
From a dynamical point of view, the ensemble of trajectories can be interpreted as a snapshot
attractor (or pullback attractor35–38 in the mathematical literature). After an initial convergence
time, a numerical ensemble is thought to be close to the actual snapshot attractor. In this case,
for any time instant, the ensemble defines a probability distribution over phase space. This is
of course, also time dependent in general. For low dimensional systems, it is even possible to
visualize the snapshot attractor and its natural distribution30,37,39. The idea is, that all statistical
measures should be determined with respect to the snapshot attractor’s natural distribution. E.
g. the typical, expected behavior should correspond to the distribution’s average, and the internal
variability can be quantified by the distribution’s standard deviation.
Fig. 6 illustrates the time evolution of the system’s snapshot attractor during the parameter drift
scenario. In the upper panel, the average surface temperature Ts is shown in all 125 members of the
ensemble. During the first 50 years, all trajectories converge to a unique equilibrium temperature.
This temperature characterizes the warm climate with S = S0. It is followed by a gradual decrease
in temperature, in a similar manner as the individual simulation Fig. 3 (with γ = 0.943).
After 50 years, up until about 90 years after the start of the simulation, all of the trajectories still
behave in the same way. They show a steady convergence towards the Snowball state’s attractor,
which is the only stable one at S = γS0. Here, the snapshot attractor has a very small extension in
phase space, and its natural measure is a single, very narrow peak (see inset of Fig. 6).
However, when the trajectories reach the temperature values around 280 K, the peak in the
distribution starts to widen. This is the temperature value, which is expected to be very close to the
remnants of the unstable edge state, which was a part of the basin boundary between the two stable
attractros, at the value S = S0. The trajectories are coming to its vicinity along the remanants of the
edge state’s stable direction, but quickly leave along the unstable direction. It is this mechanism,
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that makes the snapshot attractor more extended. By the time the solar constant starts to increase
again, at the 100 year mark, the natural distribution is quite wide. After the second ramp, both
of the stationary attractors are stable again, and the basin boundary splits the ensemble into two
parts: the trajectories start to converge to one of the two globally stable attractors at S = S0. This
results in either a fully ice covered Snowball Earth, or a return to the fairly warm climate. From
the point of view of a single realization, it is completely random, whether it is possible to return
to the state of warm climate or not. Considering the snapshot attractor reveals that the process
is indeed random, but the probability of ending up on a given attractor is given by the natural
distribution of the snapshot attractor. For example, if one is interested in the probability of the
whole Earth freezing over, it is reasonable to talk about a tipping probability to the Snowball
attractor. In our numerical study this probability is P = 0.85, indicating that the Snowball Earth is
the more probable outcome. This is in contrast to the way tipping transitions are usually discussed
in deterministic systems, where as a result of a monotonous parameter drift, either all trajectories
tip, or none of them do40.
The “typical behavior”, the ensemble average 〈Ts〉 computed over the snapshot attractor, is the
black curve in Fig. 6. It is important to note, that because the natural distribution becomes bimodal
for t > 100 years, the average lies somewhere between the two peaks (the two stable attractors).
Paradoxically, the average climate is almost never realized. Instead, it is much clearer to say that
because of the mechanism described above, the snapshot attractor splits, and after the second ramp,
two snapshot attractors exist. Strictly speaking, the snapshot attractor remains a single object, but
its two parts can be considered separately. This is because no transition is possible between them.
By year 140, the two parts (practically, two snapshot attractors) reach the two attractors that are
stable for the stationary value of S = S0. The averages taken with respect to the natural distributions
of the two snapshot attractors describe a freezing climate, and a warm climate. Note, however, that
the relative weights of the two disjoint parts are precisely that characterize the probability of each
outcome.
Figure 7 shows the sea ice cover in the typical freezing, and warm climates. Computing the sea
ice cover in the different members of the ensemble in each location gives the probability of the sea
freezing over locally. This probability is reflected in the color coding of Fig. 7. The top row shows
the typical behaviour, that ends in the warm state, while in the middle row, the typical snowball
climate can be seen.
Finally, it is important to notice that there is one trajectory, that has a mean surface temperature
12
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FIG. 6. Top row: Time dependence of the mean surface temperature in the system that has a solar constant
drifting according to Eq. (1) with γ = 0.943. Each curve is a different climate realization, i.e. an ensemble
of 125 members is shown, representing the drifting climate’s snapshot attractor. The three insets show
the probability distribution of mean surface temperature on the snapshot attractor in different time instants
(marked by dashed lines). The black curve is the ensemble average of this distribution. In the lower panel,
the parameter drift scenario, the graph of Eq. (1) is displayed.
of approximately 280 K, for surprisingly long times (orange curve of Fig. 6). This means that it
stays far away from the two stable attractors for a considerable time. Only after 140 years does it
finally converge to the Snowball Earth’s attractor. This simulation is thought to approximate the
saddle-like edge state.
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FIG. 7. Sea ice cover in the two different climates (as snapshot attractors). Distribution of sea ice is shown
in the same time instants as Fig. 4. The color coding reflects the local probability of the formation of sea
ice.
V. THE EDGE STATE BETWEENWARM AND SNOWBALL CLIMATES
The edge state has an important role in the transition to the Snowball Earth’s attractor. The one
(orange colored) trajectory, that stays far away from both of the attractors is thought to approximate
the edge state very well.
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FIG. 8. Climate realization that approximates the edge state. In the top row, the sea ice cover, and in the
bottom row, the surface temperature are displayed.
Figure 8 shows both the sea ice and surface temperature distributions of this simulation, that
we will refer to as the edge state22. The surface temperature fields reflect the slight decrease of
14
the orange curve of Fig. 6, for times between 100 and 140 years.
It is worth comparing the sea ice distribution to that of the typical behaviors (first two rows
of Fig. 7). For example, we see that at year 100, the edge state is more similar to a climate that
ends on the warm attractor, with a wide band of sea remaining at the Equator. Despite the solar
constant’s increase after this time, the sea ice cover is slightly increasing. In the edge state, this
process stops with only a narrow band (1 or 2 grid cells wide) of water remaining at the Equator.
This is the main difference between the two typical behaviors: the majority of the planet becomes
ice covered, but a continuous mass of ice does not form.
For a fixed S, the edge state is embedded in the basin boundary between the two stable at-
tractors. Because of the parameter drift, each member of the ensemble seems to cross the basin
boundary and approach this saddle type instability. Or equivalently, we can think of the snapshot
attractor itself approaching the edge state. The edge state causes the snapshot attractor to widen,
because of the repulsion along the remnants of the unstable directions. When the parameter returns
to the value of S = S0, the members of the ensemble will fall in the basins of either of the stable
attractors (or in special cases, some members fall close to the basin boundary, and stay near the
edge state for long times). This mechanism leads to the probabilistic outcome of the parameter
drift.
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0.25
Probability
P ∼ e−α·t, α = 0.22± 0.03 1/year
FIG. 9. Distribution of freezing times within the ensemble. A realization is considered to be frozen when its
average temperature falls below 260K. The probability of a simulation having a certain freezing time (with
respect to the snapshot attractor’s natural measure) is displayed. The dashed line shows an exponential tail
fitted to the distribution, P∼ e−αt , with α = 0.22±0.03 1/year.
A further argument in favor of the edge state’s role in the Snowball Earth transition is the dis-
tribution of freezing times. We choose a value in the average surface temperature, below which
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a climate realization is considered to have converged to the frozen state. Then, the freezing time
of a trajectory is the time instant at which it crosses this threshold temperature (i. e. the sharp
drop in the curves of Fig. 6). In Fig. 9 the distribution of this variable can be seen. The distri-
bution appears to have an exponential tail, the probability decreases as ∼ e−αt for large values of
the freezing time t. From the probability distribution of Fig. 9, we get α = 0.22 1/year, which
implies a characteristic time scale of 1/α = 4.5 years. This exponentially decaying behaviour is
characteristic of escape processes: for example the probability of staying in the neighborhood of
a saddle41, or in a given region of phase space42–44.
VI. SUMMARY
We investigated parameter drift induced transitions between a warm climate (resembling to-
day’s climate) and the Snowball-Earth in an intermediate complexity climate model. The system
has a bistable regime in the solar constant, where the two stable attractors are separated by the
unstable edge state.
The solar constant’s infinitely slow drift, corresponds to the construction of the bifurcation
diagram Fig. 1. Furthermore, we chose a continuous drift with a finite rate. A piecewise linear
parameter drift scenario (defined by Eq. 1) was used, parametrized by the fractional decrease in
solar constant, γ . Although the particular choice of scenario was a special one (in the sense that
it consisted of mainly constant plateaus), the qualitative observations would remain the same for
a more general choice of parameter drift. We showed that for a certain, critical value of γ , the
trajectories of the system are expected to go near the edge state. From the results of Fig. 3, this
value is γ = 0.943.
Instead of investigating individual simulations, we turned to the theory of snapshot attractors,
that requires following an ensemble of parallel climate realizations. The whole ensemble was
subject to the parameter drift scenario with the critical γ = 0.943. The ensemble of 125 members
provides an approximation to the snapshot attractor and its natural distribution. Figure 6 shows
a projection of the snapshot attractor, the mean surface temperature. We see that initially it has
a small extension, but near the end of the plateau at S = γS0, the snapshot attractor grows (its
distribution widens), and eventually splits. The resulting sub ensembles converge to the stationary
attractors existing at S = S0. We say that the two subsets of the ensemble (that converge to either
attractor after 150 years) belong to two different, coexisting snapshot attractors45.
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The snapshot attractor’s natural distribution plays an important role in prediction. In the begin-
ning, when the system has a constant S = S0, the distribution is sharp, fairly accurate predictions
are possible (in the sense of the accessible range of the given variables). When the parameter
starts to drift, this changes. The snapshot attractor’s extension, and with it, internal variability
drastically increases. At the end of the plateau of S = γS0, 30 K differences are possible between
certain members of the ensemble. For a prescribed parameter drift scenario, this can be interpreted
as being a precursor to the splitting of the snapshot attractor, which is the projection of a future
catastrophic event, in the language of climate science. This is the same phenomenon that is well
known in statistical physics. The phase transition (or critical transition) is usually preceded by the
divergence of the ensemble’s standard deviation46.
The exact moment, when the planet freezes over is just as hard to predict. In this regard, 20
year differences are observed in the freezing times of the ensemble members.
It is important to emphasize, that the transition from the vicinity of the Snowball state to the
warm climate is possible, but only with a certain probability. This also means that on the level of
single realizations, it is impossible to predict whether the system ends in a frozen, Snowball state
or a warm, habitable climate. The probability of the transition depends on the snapshot attractor’s
natural distribution, at the time of the splitting.
Applying the theory of snapshot attractors, we were also able to obtain a climate realization
that, for long times, stays near the third equilibrium climate, the edge state. With a critical value
of γ , the ensemble members (which approximate the snapshot attractor) get close to the edge state.
Even with the ensemble of size 125, there was one simulation, that remained close to the unstable
solution during the whole parameter drift scenario (orange curve of Fig. 6). This corresponds to a
climate realization that is only partly frozen, as seen in the top row of Fig. 8.
Many of our observations, for example the splitting of the snapshot attractor, are expected to
carry over to possibly much more complex, up to date climate models.
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