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Abstract
We present in detail the calculation of the O(α3s) inclusive total cross section for the process
pp→ tt¯h, in the Standard Model, at the CERN Large Hadron Collider with center-of-mass energy
√
sH =14 TeV. The calculation is based on the complete set of virtual and real O(αs) corrections
to the parton level processes qq¯ → tt¯h and gg → tt¯h, as well as the tree level processes (q, q¯)g →
tt¯h + (q, q¯). The virtual corrections involve the computation of pentagon diagrams with several
internal and external massive particles, first encountered in this process. The real corrections
are computed using both the single and the two cutoff phase space slicing method. The next-
to-leading order QCD corrections significantly reduce the renormalization and factorization scale
dependence of the Born cross section and moderately increase the Born cross section for values of
the renormalization and factorization scales above mt.
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I. INTRODUCTION
One of the critical goals of present and future colliders is the study of the electroweak
symmetry breaking mechanism and the origin of fermion masses. If the introduction of one
or more Higgs fields is responsible for the breaking of the electroweak symmetry and for the
generation of fermion masses, then one Higgs boson should be relatively light. The present
lower bounds on the Higgs boson mass from direct searches at LEP2 are Mh> 114.4 GeV
(at 95% CL) [1] for the Standard Model (SM) Higgs boson (h), and Mh0 > 91.0 GeV and
MA0 > 91.9 GeV (at 95% CL, 0.5< tanβ < 2.4 excluded) [2] for the light scalar (h
0) and
pseudoscalar (A0) Higgs bosons of the minimal supersymmetric standard model (MSSM).
At the same time, global SM fits to electroweak precision data implyMh < 211 GeV (at 95%
CL) [3], while the MSSM requires the existence of a scalar Higgs boson lighter than about
130 GeV. The possibility of a Higgs boson discovery in the mass range near 115-130 GeV
thus seems increasingly likely.
The associated production of a Higgs boson with a tt¯ pair can play a very important role at
hadron colliders as has been suggested by many studies over the past several years [4, 5, 6, 7].
In particular, it is an important discovery channel for a SM-like Higgs boson at the LHC if
Mh<130 GeV [6, 8, 9, 10]. Although the event rate is small, the signature is quite distinctive.
Given the statistics expected at the LHC, pp → tt¯h, with h → bb¯, τ+τ−,W+W−, γγ will
also be instrumental to the determination of the couplings of a discovered Higgs boson, and
will in particular give the only handle on a direct measurement of the top quark Yukawa
coupling [9, 11, 12, 13, 14].
The total cross section for pp → tt¯h has been known at tree-level, i.e. at leading order
(LO) of QCD, for quite some time [15, 16]. Next-to-leading order (NLO) QCD corrections
are crucial in order to reduce the dependence of the cross section on the renormalization
and factorization scales. The calculation of the total cross section for pp → tt¯h to O(α3s)
has been performed by the Authors of Refs. [17, 18] and by our group. The results of the
two independent calculations have been compared and they are in very good agreement. In
Ref. [19], we presented our first numerical results for the total inclusive NLO QCD cross
section for pp → tt¯h at the LHC center of mass energy, √sH =14 TeV. Here we provide a
detailed description of the calculation.
At the LHC center-of-mass energy, the dominant subprocess for tt¯h production is gg →
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tt¯h, but the other subprocesses, qq¯ → tt¯h and (q, q¯)g → tt¯h + (q, q¯), which contribute to
the cross section at O(α3s), cannot be neglected and are included in this calculation. The
NLO QCD corrections to the qq¯ → tt¯h subprocess constitute a gauge invariant subset of the
entire NLO QCD calculation and have been presented in Refs. [20, 21] to which we refer for
a thorough discussion of the results. Here we concentrate on a detailed description of the
calculation of the O(αs) corrections to the gg → tt¯h subprocess. The Feynman diagrams
contributing to gg → tt¯h at lowest order are shown in Fig. 1, while the O(αs) virtual and
real corrections are given in Figs. 2-5 and Fig. 6, respectively.
The main challenge in the calculation of the O(αs) virtual corrections comes from the
presence of pentagon diagrams with several massive external and internal particles. The
pentagon scalar and tensor Feynman integrals originating from these diagrams present either
analytical (scalar) or numerical (tensor) challenges. We have calculated the pentagon scalar
integrals as linear combinations of scalar box integrals using the method of Ref. [22, 23],
and cross checked them using the techniques of Ref. [24]. Pentagon tensor integrals have
been calculated and cross checked in two ways: numerically, by isolating the numerical
instabilities and extrapolating from the numerically safe to the numerically unsafe region
using various methods; and analytically, by reducing them to a numerically stable form.
The real corrections have been computed using the phase space slicing method, in both
the double (for a review see, e.g. [25]) and single [26, 27, 28] cutoff approaches. Together
with the corresponding qq¯ → tt¯h calculation [20, 21], this is the first application of the single
cutoff phase space slicing method to a cross section involving more than one massive particle
in the final state and agreement between the two cutoff and the single cutoff approaches is
a strong check of the calculation.
The outline of our paper is as follows. In Section II we summarize the general structure
of the NLO cross section for pp → tt¯h. In Section III we briefly review the case of the
LO cross section for pp → tt¯h, introducing some fundamental notation. We proceed in
Sections IV and V to present the details of the calculation of both the virtual and real parts
of the NLO QCD corrections to gg → tt¯h. Section V also includes a discussion of the tree
level (q, q¯)g → tt¯h + (q, q¯) processes. In Section VI we explicitly show the factorization
of the initial state infrared singularities into the gluon distribution functions, and finally
summarize our results for the NLO inclusive total cross section for pp→ tt¯h at the LHC in
Eqs. (83) and (88)-(93). Finally, numerical results for the total cross section are presented
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in Section VII. We collect most of the technical details, including a list of box and pentagon
integrals, in a series of Appendices.
II. THE CALCULATION: GENERAL SETUP
The inclusive total cross section for pp→ tt¯h at O(α3s) can be written as:
σNLO(pp→ tt¯h) =∑
ij
1
1 + δij
∫
dx1dx2
[Fpi (x1, µ)Fpj (x2, µ)σˆijNLO(x1, x2, µ) + (1↔ 2)] , (1)
where Fpi are the NLO parton distribution functions (PDFs) for parton i in a proton, defined
at a generic factorization scale µf=µ, and σˆ
ij
NLO is the O(α3s) parton-level total cross section
for incoming partons i and j, made of the channels qq¯, gg → tt¯h and (q, q¯)g → tt¯h(q, q¯),
and renormalized at an arbitrary scale µr which we also take to be µr = µ. Throughout
this paper we will always assume the factorization and renormalization scales to be equal,
µr = µf = µ, unless differently specified. The partonic center-of-mass energy squared, s, is
given in terms of the hadronic center-of-mass energy squared, sH, by s = x1x2sH . At the
LHC center-of-mass energy the cross section is dominated by the gg initial state, although
the other contributions cannot be neglected and are included in this calculation.
We write the NLO parton-level total cross section σˆijNLO(x1, x2, µ) as:
σˆij
NLO
(x1, x2, µ) = α
2
s(µ)
{
f ij
LO
(x1, x2) +
αs(µ)
4π
f ij
NLO
(x1, x2, µ)
}
≡ σˆij
LO
(x1, x2, µ) + δσˆ
ij
NLO
(x1, x2, µ) , (2)
where αs(µ) is the strong coupling constant renormalized at the arbitrary scale µr = µ,
σˆijLO(x1, x2, µ) is the O(α2s) Born cross section, and δσˆijNLO(x1, x2, µ) consists of the O(αs)
corrections to the Born cross sections for gg, qq¯→ tt¯h and of the tree level (q, q¯)g → tt¯h(q, q¯)
processes, including the effects of mass factorization (see Section VI). δσˆijNLO(x1, x2, µ) can
be written as the sum of two terms:
δσˆij
NLO
(x1, x2, µ) =
∫
d(PS3)
∑
|Avirt(ij → tt¯h)|2 +
∫
d(PS4)
∑
|Areal(ij → tt¯h+ l)|2
≡ σˆijvirt(x1, x2, µ) + σˆijreal(x1, x2, µ) , (3)
where |Avirt(ij → tt¯h)|2 and |Areal(ij → tt¯h+ l)|2 (for ij=qq¯, gg and l=g, or ij=qg, q¯g and
l=q, q¯) are respectively the O(α3s) terms of the squared matrix elements for the ij → tt¯h and
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ij → tt¯h + l processes, and ∑ indicates that they have been averaged over the initial state
degrees of freedom and summed over the final state ones. Moreover, d(PS3) and d(PS4) in
Eq. (3) denote the integration over the corresponding three and four-particle phase spaces
respectively. The first term in Eq. (3) represents the contribution of the virtual one gluon
corrections to qq¯ → tt¯h and gg → tt¯h, while the second one is due to the real one gluon and
real one quark/antiquark emission, i.e. qq¯, gg → tt¯h+ g and qg(q¯g)→ tt¯h+ q(q¯).
The O(αs) virtual and real corrections to qq¯ → tt¯h have been discussed in detail in
Ref. [21], and will not be repeated here. In the following sections we present the general
structure of the O(αs) virtual and real corrections to gg → tt¯h. The contribution of the
(q, q¯)g initiated process will be considered in Section V, when dealing with the real part of the
O(α3s) cross section. The results presented in the following sections have been obtained by
two completely independent calculations, based on a combination of FORM [29] and Maple
codes in one case, and on the Mathematica based code Tracer [30] in the other. The matrix
elements squared for the tree level processes gg → tt¯h, gg → tt¯h+g, and (q, q¯)g → tt¯h+(q, q¯)
have been checked with Madgraph [31]. The numerical results presented in Section VII have
been obtained with two independent Fortran codes.
Finally, we observe that the scale dependence of the total cross section at NLO is dictated
by renormalization group arguments, and f ijNLO(x1, x2, µ) in Eq. (2) must be of the form:
f ij
NLO
(x1, x2, µ) = f
ij
1 (x1, x2) + f˜
ij
1 (x1, x2) ln
(
µ2
s
)
, (4)
with f˜ ij1 (x1, x2) given by:
f˜ ij1 (x1, x2) = 2
{
4πb0f
ij
LO
(x1, x2)−
∑
k
[∫ 1
ρ
dz1Pik(z1)f
kj
LO
(x1z1, x2)
+
∫ 1
ρ
dz2Pjk(z2)f
ik
LO
(x1, x2z2)
]}
, (5)
where ρ=(2mt+Mh)
2/s, Pij(z) denotes the lowest-order regulated Altarelli-Parisi splitting
function [32] of parton i into parton j, when j carries a fraction z of the momentum of
parton i, (see e.g. Section V), and b0 is determined by the one-loop renormalization group
evolution of the strong coupling constant αs:
dαs(µ)
d ln(µ2)
= −b0α2s +O(α3s) , b0 =
1
4π
(
11
3
N − 2
3
nlf
)
, (6)
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with N = 3, the number of colors, and nlf=5, the number of light flavors. The origin of the
terms in Eq. (5) will become manifest in Sections IV, V, and VI when we describe in detail
the calculation of both virtual and real O(αs) corrections.
III. THE TREE LEVEL CROSS SECTION FOR gg → tt¯h
The tree level amplitude for the process
gA(q1) + g
B(q2)→ t(pt) + t¯(p′t) + h(ph) ,
where q1 + q2 = pt + p
′
t + ph and A,B denote the color of the incoming gluons, is obtained
from the three classes of Feynman diagrams represented in Fig. 1, identified as s−channel,
t−channel, and u−channel diagrams respectively. We find it convenient to organize the
color structure of both the tree level amplitude and the one-loop virtual amplitude in terms
of only two color factors, one symmetric and one antisymmetric in the color indices of the
initial gluons. Following this prescription, the tree level amplitude for gg → tt¯h can be
written as:
A0 = Anab0 [TA, TB] +Aab0 {TA, TB} , (7)
where TA,B = λA,B/2 in terms of the Gell-Mann matrices λA,B [46]. Aab0 and Anab0 correspond
to the terms in the amplitude that are proportional respectively to the abelian (or symmetric)
and non-abelian (or antisymmetric) color factors and are explicitly given by:
Aab0 =
1
2
(A0,t +A0,u) , Anab0 = A0,s +
1
2
(A0,t −A0,u) , (8)
where A0,s, A0,t, and A0,u are the amplitudes corresponding to the sum of the s−channel,
t−channel, and u−channel tree level diagrams in Fig. 1. A0,s, A0,t, and A0,u are given
explicitly in Appendix A.
Due to the orthogonality between symmetric and antisymmetric color factors, the tree
level amplitude squared takes the very simple form:
∑
|A0|2 =
∑[N
2
(N2 − 1) (|Anab0 |2 + |Aab0 |2)− 1N (N2 − 1)|Aab0 |2
]
, (9)
from which we can derive the LO partonic cross section, upon integration over the final state
phase space:
σˆij
LO
(x1, x2, µ) =
∫
d(PS3)
∑
|A0|2(x1, x2, µ) , (10)
6
g(q1)
g(q2)
t(pt)
t(pt′)
h(ph)
g
g
t
t
g
g
t
t
FIG. 1: Feynman diagrams contributing to the tree level process gg → tt¯h. The circled crosses
indicate all possible insertions of the final state Higgs boson leg, each insertion corresponding to a
different diagram.
where the dependence of |A0|2 on x1 and x2 (through s=x1x2sH) and on the renormalization
scale µ (through αs(µ))) has been made explicit.
When averaging over the polarization states of the initial gluons, the polarization sum of
the gluon polarization vectors, ǫµ(q1, λ1) and ǫν(q2, λ2), has to be performed in such a way
that only the physical (transverse) polarization states of the gluons contribute to the matrix
element squared. We adopt the general prescription:
∑
λi=1,2
ǫµ(qi, λi)ǫ
∗
ν(qi, λi) = −gµν +
niµqiν + qiµniν
ni · qi −
n2i qiµqjν
(ni · qi)2 , (11)
where i=1, 2 and the arbitrary vectors ni have to satisfy the relations:
nµi
∑
λi=1,2
ǫµ(qi, λi)ǫ
∗
ν(qi, λi) = 0 , n
ν
i
∑
λi=1,2
ǫµ(qi, λi)ǫ
∗
ν(qi, λi) = 0 , (12)
together with n2i 6=0 and n1 6=n2 We choose n1=q2 and n2=q1, such that:
∑
λi=1,2
ǫµ(qi, λi)ǫ
∗
ν(qi, λi) = −gµν + 2
q1µq2ν + q2µq1ν
s
. (13)
Finally, the entire calculation is performed using Feynman gauge for both internal and
external gluons.
IV. NLO VIRTUAL QCD CORRECTIONS TO gg → tt¯h: THE σˆ
gg
virt CROSS SEC-
TION.
The O(αs) virtual corrections to the gg → tt¯h tree level process consist of the self-energy,
vertex, box, and pentagon diagrams illustrated in Figs. 2-5. The O(α3s) contribution to the
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gg
t
t
S1,s
(1,2)
g
g
t
t
S2,s
(1)
g
g
t
t
S2,s
(2)
g
g
t
t
S3,t
(1)
g
g
t
t
S3,t
(2)
g
g
t
t
S4,t
(1,2,3,4)
FIG. 2: O(αs) virtual corrections to gg → tt¯h: self-energy diagrams. The shaded blobs denote
standard one-loop QCD corrections to the gluon and top quark propagators respectively. The
circled crosses denote all possible insertions of the final state Higgs boson leg, each insertion
corresponding to a different diagram. All t-channel diagrams (labeled as S
(j)
i,t ) have corresponding
u-channel diagrams.
virtual amplitude squared of Eq. (3) can then be written as:∑
|Avirt(gg → tt¯h)|2 =
∑
Di,j
∑(
A0A∗Di,j +A∗0ADi,j
)
=
∑
Di,j
∑
2Re
(
A0A∗Di,j
)
, (14)
where A0 is the tree level amplitude given in Eq. (7), while ADi,j denotes the amplitude for
a class of virtual diagrams that only differ by the insertion of the final state Higgs boson
leg, i.e. Di,j =
∑
kD
(k)
i,j with Di= Si, Vi, Bi, Pi, j = s, t, u, and k running over all possible
Higgs boson insertions, as illustrated in Figs. 2-5.
The amplitude of each virtual diagram (ADi,j) is calculated as a linear combination of
fundamental Dirac structures with coefficients that depend on both tensor and scalar one-
loop Feynman integrals with up to five denominators. The tensor integrals are further
reduced in terms of scalar one-loop integrals using standard techniques [33, 34]. The O(αs)
virtual corrections to gg → tt¯h involve pentagon tensor integrals of rank higher than one, i.e.
Feynman integrals with five denominators and more than one Lorentz tensor index. These
pentagon tensor integrals are not present in the corresponding corrections for qq¯ → tt¯h.
This introduces a new difficulty in the calculation, due to the numerical instabilities that
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t
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g
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g
g
t
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(1,2,3)
g
g
t
t
V8,t
(1,2,3)
g
g
t
t
V9,t
(1,2,3)
g
g
t
t
t
V4,t
(1,2)
g
g
t
t
h
V5,s
(1,2)
g
g
t
t
V6,s
(1,2)
g
g
t
t
h
V10,t
(1,2)
g
g
t
t
h
V10,t
(3,4)
FIG. 3: O(αs) virtual corrections to gg → tt¯h: vertex diagrams. The shaded blobs denote standard
one-loop QCD corrections to the ggg, gtt¯, or htt¯ vertices respectively. The circled crosses denote all
possible insertions of the final Higgs boson leg, each insertion corresponding to a different diagram.
Diagrams with a closed fermion loop have to be counted twice, once for each orientation of the loop
fermion line. All t-channel diagrams (labeled as V
(j)
i,t ) have corresponding u-channel diagrams.
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t
B1,t
(1,2,3)
g
g
t
t
B2,s
(1,2)
g
g
t
t
B3,s
g
g
t
t
B4,s
g
g
t
t
B5,t
(1,2)
g
g
t
t
B6,t
(1,2)
g
g
t
t
B7,t
(1)
g
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t
t
B7,t
(2)
g
g
t
t
B8,t
(1,2)
g
g
t
t
B9,t
(1,2)
g
g
t
t
B10,t
(1,2)
FIG. 4: O(αs) virtual corrections to gg → tt¯h: box diagrams. The circled crosses denote all
possible insertions of the final Higgs boson leg, each insertion corresponding to a different diagram.
Diagrams with a closed fermion loop have to be counted twice, once for each orientation of the loop
fermion line. All t-channel diagrams (labeled as B
(j)
i,t ) have corresponding u-channel diagrams.
may arise as a consequence of the proportionality of the tensor integral coefficients to higher
powers of the inverse Gram determinant (GD) of the full gg → tt¯h phase space. Indeed,
the standard techniques introduced in Refs. [33, 34] allow us to rewrite a tensor integral
as a linear combination of the linearly independent tensor structures that can be built,
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gg
t
t
P1,t
g
g
t
t
P2,t
g
g
t
t
P3,t
g
g
t
t
P4,t
g
g
t
t
P5,t
g
g
t
t
P6,t
FIG. 5: O(αs) virtual corrections to gg → tt¯h: pentagon diagrams. The circled crosses denote all
possible insertions of the final Higgs boson leg, each insertion corresponding to a different diagram.
All t-channel diagrams (labeled as Pi,t) have corresponding u-channel diagrams.
for a given tensor rank, out of the independent external momenta and the metric tensor.
The coefficients of the linearly independent tensor structures can be found by solving a
system of linear equations, one for each independent tensor structure. As a result, they
are proportional to inverse powers of the so called Gram determinant (GD), of the form
GD= det(pi ·pj) with pi and pj generic independent external momenta (for i, j = 1, . . . , 4,
since only four out of the five external momenta are independent). The higher the rank of the
original tensor integral, the higher the inverse power of GD that appears in the coefficients
of its tensor decomposition.
To briefly illustrate the problem, we parameterize the Gram determinant in terms of the
tt¯h phase space variables as
GD = − [s− (2mt +Mh)
2]
64
[M4h + (s− s¯tt¯)2 − 2M2h(s+ s¯tt¯)] s s¯tt¯ sin2 θtt¯ sin2 φtt¯ sin2 θ ,
(15)
where s = x1x2sH is the partonic center-of-mass energy squared, and the tt¯h phase space
has been expressed in terms of a time-like invariant s¯tt¯=(pt + p
′
t)
2, polar angles (θ, θtt¯) and
azimuthal angles (φ, φtt¯) in the center-of-mass frames of the incoming gluons and of the tt¯
pair, respectively. As can be seen in Eq. (15), the Gram determinant vanishes when two
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momenta become degenerate, i.e. at the boundaries of phase space. Near the boundary of
phase space it can become arbitrary small, giving rise to spurious divergences which cause
serious numerical difficulties, since they appear in various parts of the calculation that are
normally numerically, not analytically, combined. In the case of a 2 → 3 process, this
problem arises for pentagon tensor integrals, when all the independent external momenta
are involved, and it becomes more serious for higher rank tensor integrals. The probability
that the Monte Carlo integration hits a point close to the boundary of phase space is not
negligible and these points cannot just be discarded.
We use two methods to overcome this problem and find agreement within the statistical
uncertainty of the Monte Carlo phase space integration. In the first method, we impose
kinematic cuts to avoid the phase space regions where the Gram determinant vanishes, and
then extrapolate from the numerically safe to the numerically unsafe region using different
algorithms. We have used extrapolations based on polynomial or trigonometric functions.
We have also reproduced the analytic dependence of each pentagon diagram on the Gram
determinant, tested it in the safe region of phase space, and used it to extrapolate to the
unsafe region. A phase space point is kept only if the true and the extrapolated results come
very close to each other, after repeated iterations. Each extrapolation has been repeated
imposing cuts on different kinematic variables, until a stable answer, independent of the
kinematic cuts, can be found. The details of the extrapolation procedure are very technical
and we do not think they can be of interest to this discussion. In the second method,
after having interfered the pentagon amplitudes with the Born matrix element, we eliminate
all pentagon tensor integrals by simplifying scalar products of the loop momentum in the
numerator against the propagators in the denominator wherever possible. The resulting
expressions are very large, but numerically very stable, and we have used them to confirm
the results obtained using the extrapolation methods explained above.
After the tensor integral reduction is performed, the fundamental building blocks are
one-loop scalar integrals with up to five denominators. They may be finite or contain both
ultraviolet (UV) and infrared (IR) divergences. The finite scalar integrals are evaluated using
the method described in Ref. [24] and cross checked with the numerical package FF [35].
The singular scalar integrals are calculated analytically by using dimensional regularization
in d = 4 − 2ǫ dimensions. The most difficult integrals arise from IR divergent pentagon
diagrams with several external and internal massive particles. We calculate them as linear
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combination of box integrals using the method of Ref. [22, 23] and of Ref. [24]. Details of
the box and pentagon scalar integrals used in this calculation are given in Appendix B. All
other scalar integrals, with two or three denominators, are commonly found in the literature.
Inserting all diagram contributions into Eq. (14), we obtain the complete O(α3s) contri-
bution to the virtual amplitude squared, and integrating over the final state phase space we
calculate σˆggvirt in Eq. (3). The UV singularities of the virtual cross section are regularized
in d=4− 2ǫUV dimensions and renormalized by introducing a suitable set of counterterms,
while the residual renormalization scale dependence is checked from first principles using
renormalization group arguments. The detailed renormalization procedure adopted in this
calculation is explained in Section IVA. The IR singularities of the virtual cross section
are extracted in d=4− 2ǫIR dimensions and are cancelled by analogous singularities in the
O(α3s) real cross section. The structure of the IR singular part of the virtual cross section is
presented in Section IVB, while the IR singularities of the real cross section are discussed
in Section V. The explicit cancellation of IR singularities in the total inclusive NLO cross
section for gg → tt¯h is outlined in Sections V and VI.
Finally, we note that the tree level amplitude A0 in Eq. (14) has generically to be con-
sidered as the d-dimensional tree level amplitude. This matters when the ADi,j amplitudes
in Eq. (14) are UV or IR divergent. Actually, as will be shown in the following, both UV
and IR divergences are always proportional to the tree level amplitude or parts of it and
they can be formally cancelled without having to explicitly specify the dimensionality of the
tree level amplitude(s). After UV and IR singularities have been cancelled, everything is
calculated in d=4 dimensions.
A. Virtual corrections: UV singularities and counterterms
Self-energy and vertex one loop corrections to the tree level gg → tt¯h process give rise
to UV divergences. These singularities are cancelled by a set of counterterms fixed by
well defined renormalization conditions. As required by renormalization group arguments,
the renormalization of the fundamental propagators and interaction vertices of the theory
reduces to introducing counterterms for the external field wave functions of top quarks and
gluons (δZ
(t)
2 , δZ3), for the top mass (δmt), and for the strong coupling constant (δZαs). The
counterterm for the top quark Yukawa coupling, gtt¯h=mt/v, coincides with the counterterm
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for the top mass, since the SM Higgs vacuum expectation value v is not renormalized at one
loop in QCD.
By carefully grouping subsets of self-energy and vertex diagrams, we can factor out the UV
singularities of the O(α3s) virtual amplitude and write them in terms of the tree level partial
amplitudes A0,s , A0,t, and A0,u introduced in Eq. (8) and defined in Appendix A. According
to the notation introduced in Figs. 2-5, we denote by Di,j (with D=S, V , i=1, 2, . . ., and
j=s, t, u) a class of diagrams with a given self-energy or vertex correction insertion, summed
over all possible insertions of the external Higgs field, one for each different diagram. We
now define ∆UV (ADi,j) to be the UV pole part of the corresponding amplitude. Using this
notation, we find
∆UV (AS1,s) =
αs
4π
[
Ns
(
5
3
N − 2
3
nlf
)
−Nt 2
3
](
1
ǫUV
)
[TA, TB]A0,s ,
∆UV (AV1,s) =
αs
4π
[
Ns
(
−2
3
N +
2
3
nlf
)
+Nt 2
3
](
1
ǫUV
)
[TA, TB]A0,s ,
∆UV (AV2,s +AV7,t +AV7,u) =
αs
4π
Nt
(
3
2
N − 1
2N
)(
1
ǫUV
)
A0 ,
∆UV (AV8,t +AV8,u) =
αs
4π
Nt
(
3
2
N − 1
2N
)(
1
ǫUV
)
×(
1
2
(A0,t −A0,u)[TA, TB] + 1
2
(A0,t +A0,u){TA, TB}
)
,
∆UV (AV3,s +AV9,t +AV9,u) =
αs
4π
Nt
(
N
2
− 1
2N
)(
4
ǫUV
)
A0 ,
∆UV (AS2,s +AS3,t +AS3,u +AS4,t +AS4,u) =
αs
4π
Nt
(
N
2
− 1
2N
)(
− 1
ǫUV
)
×(
A0 + 1
2
(A0,t −A0,u)[TA, TB] + 1
2
(A0,t +A0,u){TA, TB}
)
,
(16)
where nlf =5 corresponds to the number of light quark flavors, N=3 is the number of colors,
Ns and Nt are defined as:
Ns =
(
4πµ2
s
)ǫ
Γ(1 + ǫ) , Nt =
(
4πµ2
m2t
)ǫ
Γ(1 + ǫ) , (17)
and we have already included in the top quark self-energy diagrams the top mass countert-
erm.
We notice that some of the UV divergent virtual corrections (V1,s, V7,(t,u), and V8,(t,u)), as
well as δZ
(t)
2 and δZ3 in Eqs. (18) and (19) below, have also IR singularities. In this section
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we limit the discussion to the UV singularities only, while the IR structure of these terms
will be considered in Section IVB. To this purpose we have explicitly denoted by ǫUV the
pole parameter.
The corresponding counterterms are defined as follows. For the external fields, we fix the
wave-function renormalization constants of the external top quark fields using the on-shell
subtraction scheme:
(
δZ
(t)
2
)
UV
= −αs
4π
Nt
(
N
2
− 1
2N
)(
1
ǫUV
+ 4
)
, (18)
while we renormalize the wave-function of external gluons in the MS subtraction scheme:
(δZ3)UV =
αs
4π
(4π)ǫΓ(1 + ǫ)
{(
5
3
N − 2
3
nlf
)
1
ǫUV
− 2
3
[
1
ǫUV
+ ln
(
µ2
m2t
)]}
, (19)
according to which we also need to consider the insertion of a finite self-energy correction
on the external gluon legs. This amounts to an extra contribution
δUV =
αs
4π
(4π)ǫΓ(1 + ǫ)
(
5
3
N − 2
3
nlf
)
ln
(
µ2
m2t
)
, (20)
which is important in order to obtain the correct scale dependence of the NLO cross section.
We define the subtraction condition for the top-quark mass mt in such a way that mt is
the pole mass, in which case the top-mass counterterm is given by:
δmt
mt
= −αs
4π
Nt
(
N
2
− 1
2N
)(
3
ǫUV
+ 4
)
. (21)
This counterterm has to be used twice: to renormalize the top-quark mass, in all diagrams
that contain a top quark self-energy insertion, and to renormalize the top quark Yukawa
coupling. As previously noted, the expressions in Eq. (16) already include the top-mass
counterterm.
Finally, for the renormalization of αs we use the MS scheme, modified to decouple the
top quark [36, 37]. The first nlf light flavors are subtracted using the MS scheme, while the
divergences associated with the top-quark loop are subtracted at zero momentum:
δZαs =
αs
4π
(4π)ǫΓ(1 + ǫ)
{(
2
3
nlf − 11
3
N
)
1
ǫUV
+
2
3
[
1
ǫUV
+ ln
(
µ2
m2t
)]}
, (22)
such that, in this scheme, the renormalized strong coupling constant αs(µ) evolves with
nlf = 5 light flavors.
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Using the results in Eqs. (16)-(22) it is easy to verify that the UV pole part of σˆggvirt:
(σˆggvirt)UV−pole =
∫
d(PS3)
∑
Di,j
∑
2Re
(
A0∆UV (A∗Di,j)
)
+
2σˆgg
LO
[(
δZ
(t)
2
)
UV
+ (δZ3)UV + δUV +
δmt
mt
+ δZαs
]
(23)
is free of UV singularities and has a residual renormalization scale dependence of the form:
σˆgg
LO
αs(µ)
2π
(
−2
3
nlf +
11
3
N
)
ln
(
µ2
s
)
, (24)
as expected by renormalization group arguments (see the first term of Eq. (5)). We note that
the presence of s in the argument of the logarithm of Eq. (24) has no particular relevance.
Choosing a different argument would amount to reabsorbing some µ-independent logarithms
in f ij1 of Eq. (4).
B. Virtual corrections: IR singularities
The structure of the IR singularities originating from the O(αs) virtual corrections to the
tree level amplitude for gg → tt¯h is more involved than for the UV singularities. However
it simplifies considerably when given at the level of the amplitude squared, and this is what
we present in this section.
The IR divergent part of the O(α3s) virtual amplitude squared of Eq. (14) can be written
in the following compact form:
∑
Di,j
∑
2Re
(
A0∆IR(A∗Di,j)
)
=
αs
2π
Nt
∑(
C1M(1)V,ǫ + C2M(2)V,ǫ + C3M(3)V,ǫ
)
, (25)
whereNt is defined in Eq. (17) and we denote by ∆IR(ADi,j ) the IR pole part of the amplitude
of a given Di,j class of diagrams. The result is organized in terms of leading and sub-leading
color factors:
C1 =
N2
4
(N2 − 1) ,
C2 = −1
4
(N2 − 1) ,
C3 =
(
1 +
1
N2
)
(N2 − 1) , (26)
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and the corresponding matrix elements squared M
(1)
V,ǫ , M
(2)
V,ǫ , and M
(3)
V,ǫ are given by:
M(1)V,ǫ =
[
− 4
ǫ2
IR
+
2
ǫIR
(−2 + Λσ)
] (|Anab0 |2 + |Aab0 |2)
+
1
ǫIR
[
(Λτ1 + Λτ2) |A0,s +A0,t|2 + (Λτ3 + Λτ4) |A0,u −A0,s|2
]
,
M(2)V,ǫ =
[
− 8
ǫ2
IR
+
4
ǫIR
(−2 + Λτ1 + Λτ2 + Λτ3 + Λτ4)
]
|Aab0 |2
+
2
ǫIR
s¯tt¯ − 2m2t
s¯tt¯βtt¯
Λtt¯
(|Anab0 |2 + |Aab0 |2) ,
M(3)V,ǫ =
1
ǫIR
s¯tt¯ − 2m2t
s¯tt¯βtt¯
Λtt¯|Aab0 |2 , (27)
where the IR nature of the pole terms has been made explicit. Aab0 and Anab0 are defined in
Eq. (8), while A0,s, A0,t, and A0,u are given explicitly in Appendix A. Moreover, we have
defined:
s¯tt¯ = (pt + p
′
t)
2 , βtt¯ =
√
1− 4m
2
t
s¯tt¯
, Λtt¯ = ln
(
1 + βtt¯
1− βtt¯
)
, (28)
and we have introduced the notation: Λσ = ln(σ/m
2
t ) and Λτi = ln(τi/m
2
t ) where
σ = (q1 + q2)
2 ,
τ1 = m
2
t − (q1 − pt)2 = 2 q1 · pt ,
τ2 = m
2
t − (q2 − p′t)2 = 2 q2 · p′t ,
τ3 = m
2
t − (q2 − pt)2 = 2 q2 · pt ,
τ4 = m
2
t − (q1 − p′t)2 = 2 q1 · p′t . (29)
When we add the IR singularities coming from the counterterms that we have introduced
in Section IVA, we can write the complete pole part of the IR singular O(α3s) virtual cross
section as:
(σˆggvirt)IR−pole =
∫
d(PS3)
∑
Di,j
∑
2Re
(
A0∆IR(A∗Di,j)
)
+ 2σˆgg
LO
((
δZ
(t)
2
)
IR
+ (δZ3)IR
)
=
∫
d(PS3)
αs
2π
Nt
∑(
C1M(1)V,ǫ + C2M(2)V,ǫ + C3M(3)V,ǫ
)
+
αs
2π
Nt
(
2
3
nlf − 8
3
N +
1
N
)
1
ǫIR
σˆgg
LO
. (30)
As will be demonstrated in Section V, the IR singularities of σˆggvirt are cancelled by the
corresponding IR singularities of σˆggreal.
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FIG. 6: Examples of O(αs) real corrections to gg → tt¯h (first two diagrams) and of the tree level
(q, q¯)g → tt¯h(q, q¯) processes (third diagram). The circled crosses denote all possible insertions of
an external Higgs boson leg, each insertion corresponding to a different diagram.
V. NLO REAL QCD CORRECTIONS TO gg → tt¯h: THE σˆ
gg
real AND σˆ
qg
real CROSS
SECTIONS
The NLO real cross section σˆggreal in Eq. (3) corresponds to the O(αs) corrections to
gg → tt¯h due to the emission of a real gluon, i.e. to the process gg → tt¯h + g, examples
of which are illustrated in Fig. 6. It contains IR singularities which cancel the analogous
singularities present in the O(αs) virtual corrections (see Section IVB) and in the NLO
parton distribution functions. These singularities can be either soft, when the energy of
the emitted gluon becomes very small, or collinear, when the final state gluon is emitted
collinear to one of the initial gluons. There is no collinear radiation from the final t and t¯
quarks because they are massive. At the same order in αs, the σˆ
qg
real cross section corresponds
to the tree level processes (q, q¯)g → tt¯h + (q, q¯), an example of which is also illustrated in
Fig. 6. This part of the NLO cross section develops IR singularities entirely due to the
collinear emission of a final state quark or antiquark from one of the initial state massless
partons. The IR singularities can be conveniently isolated by slicing the gg → tt¯h + g and
(q, q¯)g → tt¯h+(q, q¯) phase spaces into different regions defined by suitable cutoffs, a method
which goes under the general name of Phase Space Slicing (PSS). The dependence on the
arbitrary cutoff(s) introduced in slicing the phase space of the final state particles is not
physical, and cancels at the level of the total real hadronic cross section, i.e. in σreal, as well
as at the level of the real cross section for each separate channel, i.e. in σggreal, σ
qg
real, and σ
qq¯
real.
This cancellation constitutes an important check of the calculation and will be discussed in
detail in Section VI.
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We have calculated the cross section for the processes
g(q1) + g(q2)→ t(pt) + t¯(p′t) + h(ph) + g(k) ,
and
(q, q¯)(q1) + g(q2)→ t(pt) + t¯(p′t) + h(ph) + (q, q¯)(k) ,
with q1 + q2 = pt + p
′
t + ph + k, using two different implementations of the PSS method
which we call the two-cutoff and one-cutoff methods respectively, depending on the number
of cutoffs introduced. The two-cutoff implementation of the PSS method was originally
developed to study QCD corrections to dihadron production [38] and has since then been
applied to a variety of processes (for a review see, e.g. [25]). The one-cutoff PSS method
was developed for massless quarks in Ref. [26, 27] and extended to the case of massive quarks
in Ref. [28].
In the next two sections we discuss the application of the PSS method to our case,
using the two-cutoff implementation in Section VA and the one-cutoff implementation in
Section VB. The results for σreal obtained using PSS with one or two cutoffs agree within the
statistical errors of the Monte Carlo integration. In spite of the fact that both methods are
realizations of the general idea of phase space slicing, they have very different characteristics
and finding agreement between the two represents an important check of our calculation.
A. Phase Space Slicing method with two cutoffs
The general implementation of the PSS method using two cutoffs proceeds in two steps.
First, by introducing an arbitrary small soft cutoff δs, we separate the overall integration of
the gg → tt¯h+ g phase space into two regions according to whether the energy of the final
state gluon (k0=Eg) is soft, i.e. Eg ≤ δs
√
s/2, or hard, i.e. Eg > δs
√
s/2. The partonic real
cross section of Eq. (3) can then be written as:
σˆggreal = σˆ
gg
soft + σˆ
gg
hard , (31)
where σˆggsoft is obtained by integrating over the soft region of the gluon phase space, and
contains all the IR soft divergences of σˆggreal. To isolate the remaining collinear divergences
from σˆgghard, we further split the integration over the gluon phase space according to whether
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the final state gluon is (σˆgghard/coll) or is not (σˆ
gg
hard/non−coll) emitted within an angle θ from
the initial state gluons such that (1− cos θ) < δc, for an arbitrary small collinear cutoff δc:
σˆgghard = σˆ
gg
hard/coll + σˆ
gg
hard/non−coll . (32)
In the same way, we isolate the collinear divergences in the cross section for the (q, q¯)g
initiated processes and write the corresponding cross section as:
σˆqgreal = σˆ
qg
coll + σˆ
qg
non−coll . (33)
The hard non-collinear part of the real gg-initiated cross section, σˆgghard/non−coll, and the non-
collinear part of the (q, q¯)g-initiated cross section, σˆqgnon−coll, are finite and can be computed
numerically.
On the other hand, in the soft and collinear regions the integration over the phase space
of the emitted gluon or quark can be performed analytically, thus allowing us to isolate and
extract the IR divergences of σˆggreal and σˆ
qg
real. More details on the calculation of σˆ
gg
soft and
σˆgghard are given in Section VA1 and Section VA2, respectively. The calculation of σˆ
qg
real is
described in Section VA3.
1. Real gluon emission, gg → tt¯h+ g: soft region
The soft region of the phase space for the gluon emission process
gA(q1) + g
B(q2)→ t(pt) + t¯(p′t) + h(ph) + gC(k) (34)
is defined by demanding that the energy of the emitted gluon (k0=Eg) satisfies the condition
Eg ≤ δs
√
s
2
(35)
for an arbitrary small value of the soft cutoff δs. In the soft limit (Eg → 0), the amplitude
for this process can be written as:
Asoft(gg → tt¯h + g) =
TCTATB
(
pt ·ǫ∗
pt ·k −
q1 ·ǫ∗
q1 ·k
)
(A0,t +A0,s) + TCTBTA
(
pt ·ǫ∗
pt ·k −
q2 ·ǫ∗
q2 ·k
)
(A0,u −A0,s)
− TATBTC
(
p′t ·ǫ∗
p′t ·k
− q2 ·ǫ
∗
q2 ·k
)
(A0,t +A0,s)− TBTATC
(
p′t ·ǫ∗
p′t ·k
− q1 ·ǫ
∗
q1 ·k
)
(A0,u −A0,s)
+ TATCTB
(
q1 ·ǫ∗
q1 ·k −
q2 ·ǫ∗
q2 ·k
)
(A0,t +A0,s) + TBTCTA
(
q2 ·ǫ∗
q2 ·k −
q1 ·ǫ∗
q1 ·k
)
(A0,u −A0,s) ,
(36)
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where A,B, and C are the color indices of the external gluons, while ǫµ(k, λ) (for λ=1, 2) is
the polarization vector of the emitted soft gluon. Moreover, in the soft region the gg → tt¯h+g
phase space factorizes as:
d(PS4)(gg → tt¯h+ g) soft−→ d(PS3)(gg → tt¯h)d(PSg)soft
= d(PS3)(gg → tt¯h) d
(d−1)k
(2π)(d−1)2Eg
θ
(
δs
√
s
2
− Eg
)
,
(37)
where d(PS4) and d(PS3) have been defined in Section II, while d(PSg)soft denotes the
integration over the phase space of the soft gluon. Since the contribution of the soft gluon
is now completely factorized, we can perform the integration over d(PSg)soft analytically,
using dimensional regularization in d=4−2ǫ to extract the soft poles that will have to cancel
the corresponding singularities in Eqs. (30) and (27). The integrals that we have used to
perform the integration over the phase space of the soft gluon are collected in Appendix C.
After squaring the soft amplitude Asoft, summing over the polarization of the radiated
soft gluon, and integrating over the soft gluon momentum, the pole part of the parton level
soft cross section reads
(σˆggsoft)pole =
∫
d(PS3)
(∫
d(PSg)soft
∑
|Asoft(gg → tt¯h + g)|2
)
pole
=
∫
d(PS3)
αs
2π
Nt
∑(
C1M(1)S,ǫ + C2M(2)S,ǫ + C3M(3)S,ǫ
)
, (38)
where C1, C2, and C3 are defined in Eq. (26), whileM(1)S,ǫ,M(2)S,ǫ, andM(3)S,ǫ represent the IR
pole parts of the corresponding matrix elements squared, and can be written as:
M(1)S,ǫ = −M(1)V,ǫ −
2
ǫ
(1 + 4 ln(δs))
(|Anab0 |2 + |Aab0 |2) ,
M(2)S,ǫ = −M(2)V,ǫ −
16
ǫ
ln(δs)|Aab0 |2 +
2
ǫ
(|Anab0 |2 + |Aab0 |2) ,
M(3)S,ǫ = −M(3)V,ǫ +
1
ǫ
|Aab0 |2 . (39)
Note that in this section we do not explicitly denote the IR poles as poles in ǫIR, since all
singularities present in σgg,qgreal are of IR origin.
After adding the IR divergent part of the parton level virtual cross section of Eq. (30) we
obtain:
σˆggs+v ≡ (σˆggsoft)pole + (σˆggvirt)IR−pole =
αs
2π
Nt
[
−4N ln(δs)− 1
3
(11N − 2nlf )
]
1
ǫ
σˆgg
LO
,
(40)
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where we can see that the IR poles of the parton level virtual cross section are exactly
canceled by the corresponding singularities in the parton level soft gluon emission cross
section. The residual divergences will be canceled by the soft+virtual part of the PDF
counterterm when convoluting with the gluon PDFs as will be demonstrated in Section VI.
The finite contribution to the parton level soft cross section is finally given by
(σˆggsoft)finite =
∫
d(PS3)
(∫
d(PSg)soft
∑
|Asoft(gg → tt¯h + g)|2
)
finite
=
∫
d(PS3)
αs
2π
Nt
∑(
C1M(1)S + C2M(2)S + C3M(3)S
)
, (41)
where the finite parts of the M(1)S , M(2)S , and M(3)S matrix element squared are explicitly
given by:
M(1)S =
[
−4
3
π2 + 4Λσ ln(δs) + 8 ln
2(δs)− 2Λσ − 4 ln(δs) + 2
βtt¯
Λtt¯
]
×(|Anab0 |2 + |Aab0 |2)
+
[
(Λσ + 2 ln(δs)) (Λτ1 + Λτ2) +
1
2
F (q1, pt) +
1
2
F (q2, p
′
t)
]
|Anab0 +Aab0 |2
+
[
(Λσ + 2 ln(δs)) (Λτ3 + Λτ4) +
1
2
F (q2, pt) +
1
2
F (q1, p
′
t)
]
|Anab0 −Aab0 |2 ,
M(2)S =
{
s¯tt¯ − 2m2t
s¯tt¯
[
(2Λσ + 4 ln(δs))
1
βtt¯
Λtt¯ − 1
βtt¯
Λ2tt¯ −
4
βtt¯
Li2
(
2βtt¯
1 + βtt¯
)]
− 2Λσ − 4 ln(δs) + 2
βtt¯
Λtt¯
}(|Anab0 |2 + |Aab0 |2)
+ 2
[
−4
3
π2 − 2Λ2σ + 8 ln2(δs) + 2 (Λσ + 2 ln(δs)) (Λτ1 + Λτ2 + Λτ3 + Λτ4)
+F (q1, pt) + F (q2, p
′
t) + F (q2, pt) + F (q1, p
′
t)
− 4Λσ − 8 ln(δs) + 4
βtt¯
Λtt¯
]
|Aab0 |2 ,
M(3)S =
1
2
{
s¯tt¯ − 2m2t
s¯tt¯
[
(2Λσ + 4 ln(δs))
1
βtt¯
Λtt¯ − 1
βtt¯
Λ2tt¯ −
4
βtt¯
Li2
(
2βtt¯
1 + βtt¯
)]
− 2Λσ − 4 ln(δs) + 2
βtt¯
Λtt¯
}
|Aab0 |2 . (42)
We note that s¯tt¯, βtt¯, and Λtt¯ are defined in Eq. (28), while the function F (pi, pf) can be
found in Appendix C (Eq. (C4)).
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2. Real gluon emission, gg → tt¯h+ g: hard region
The hard region of the final state gluon phase space is defined by requiring that the energy
of the emitted gluon is above a given threshold. As we discussed earlier, this is expressed
by the condition that
Eg > δs
√
s
2
, (43)
for an arbitrary small soft cutoff δs, which automatically assures that σˆ
gg
hard does not contain
soft singularities. However, a hard gluon can still give rise to singularities when it is emitted
at a small angle, i.e. collinear, to a massless incoming or outgoing parton. In order to
isolate these divergences and compute them analytically, we further divide the hard region
of the gg → tt¯h + g phase space into a hard/collinear and a hard/non-collinear region, by
introducing a second small collinear cutoff δc. The hard/non-collinear region is defined by
the condition that both
2q1 ·k
Eg
√
s
> δc and
2q2 ·k
Eg
√
s
> δc (44)
are true. The contribution from the hard/non-collinear region, σˆgghard/non−coll, is finite and
we compute it numerically by using standard Monte Carlo integration techniques.
In the hard/collinear region, one of the conditions in Eq. (44) is not satisfied and the hard
gluon is emitted collinear to one of the incoming partons. In this region, the initial state
parton i with momentum qi is considered to split into a hard parton i
′ and a collinear gluon
g, i → i′g, with qi′ = zqi and k = (1 − z)qi. The matrix element squared for ij → tt¯h + g
factorizes into the Born matrix element squared and the unregulated Altarelli-Parisi splitting
function Pii′ = P
4
ii′ + ǫP
′
ii′ for i→ i′g, i.e.:
∑
|Areal(ij → tt¯h+ g)|2 collinear−→ (4παs)
∑
|A0(i′j → tt¯h)|22Pii′(z)
z sig
, (45)
where P 4ii′ and P
′
ii′ denote the coefficients of the O(1) and O(ǫ) parts of Pii′ , while sig=2qi·k.
In the case of gg → tt¯h + g the initial partons are gluons and the unregulated splitting
function in d dimensions is (P ′gg=0):
Pii′(z) = Pgg(z) = 2N
(
z
1− z +
1− z
z
+ z(1 − z)
)
. (46)
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Moreover, in the collinear limit, the ij → tt¯h+ g phase space also factorizes as:
d(PS4)(ij → tt¯h+ g) collinear−→ d(PS3)(i′j → tt¯h) z d
(d−1)k
(2π)(d−1)2Eg
θ
(
Eg − δs
√
s
2
)
×
θ (cos θig − (1− δc))
d=4−2ǫ
= d(PS3)(i
′j → tt¯h) 1
Γ(1− ǫ)
(4π)ǫ
16π2
z dz dsig [(1− z)sig]−ǫ ×
θ
(
(1− z)
z
s′
δc
2
− sig
)
,
(47)
where d(PS4) and d(PS3) have been defined in Section II, while the integration range for sig
in the collinear region is given in terms of the collinear cutoff, and we have defined s′=2qi′·qj .
The integral over the collinear gluon degrees of freedom can then be performed analytically,
and this allows us to explicitly extract the collinear singularities of σˆgghard [25, 39] as:
σˆgghard/coll =
[
αs
2π
1
Γ(1− ǫ)
(
4πµ2
m2t
)ǫ](
−1
ǫ
)
δ−ǫc ×{∫ 1−δs
0
dz
[
(1− z)2
2z
s′
m2t
]−ǫ
Pii′(z) σˆ
gg
LO
(i′j → tt¯h) + (i↔ j)
}
, (48)
where i, i′, and j are all gluons. As usual, these initial state collinear divergences are absorbed
into the gluon distribution functions as will be described in detail in Section VI.
3. The tree level processes (q, q¯)g → tt¯h+ (q, q¯)
The extraction of the collinear singularities of σˆqgreal is done in the same way as described in
Section VA2 for the gg initial state. In the collinear region, cos θiq > 1−δc, the initial state
parton i with momentum qi is considered to split into a hard parton i
′ and a collinear quark q,
i→ i′q, with qi′ =zqi and k=(1−z)qi. The matrix element squared for ij → tt¯h+q factorizes
into the unregulated Altarelli-Parisi splitting functions in d dimensions: Pii′ = P
4
ii′+ǫP
′
ii′ and
the corresponding Born matrix elements squared. The ij → tt¯h + q phase space factorizes
into the i′j → tt¯h phase space and the phase space of the collinear quark. As a result, after
integrating over the phase space of the collinear quark, the collinear singularity of σˆqgreal can
be extracted as:
σˆqgcoll =
[
αs
2π
1
Γ(1− ǫ)
(
4πµ2
m2t
)ǫ](
−1
ǫ
)
δ−ǫc
∫ 1
0
dz
[
(1− z)2
2z
s′
m2t
]−ǫ
×
[Pqg(z) σˆ
gg
LO
(g(q1′)g(q2)→ tt¯h) + Pgq(z) σˆqq¯LO(q(q1)q¯(q2′)→ tt¯h)] . (49)
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The collinear radiation of an antiquark in q¯g → tt¯h + q¯ is treated analogously. In the case
of (q, q¯)g → tt¯h + (q, q¯) we have two possible splittings: (q, q¯) → g(q, q¯) and g → qq¯. The
O(1) and O(ǫ) parts of the corresponding splitting functions are:
P 4gq(z) =
1
2
(
z2 + (1− z)2) ,
P ′gq(z) = −z(1 − z) ,
P 4qg(z) =
N2 − 1
2N
(
1 + (1− z)2
z
)
,
P ′qg(z) = −
N2 − 1
2N
z . (50)
Again, these initial state collinear divergences are absorbed into the parton distribution
functions as will be described in detail in Section VI.
B. Phase Space Slicing method with one cutoff
An alternative way of isolating both soft and collinear singularities is to divide the phase
space for the radiated parton into only two regions, according to whether all partons can be
resolved (the hard region) or not (the infrared or ir region). In the case of gg → tt¯h+ g, the
hard and ir regions are defined according to whether the final state gluon can be resolved.
The emitted gluon is considered as not resolved, and therefore part of the ir cross section,
when
sig = 2pi · k < smin (pi=q1, q2, pt, p′t) , (51)
for an arbitrary small cutoff smin, with k the final state gluon momentum which becomes
soft or collinear. In the case of (q, q¯)g → tt¯h+ (q, q¯), the emitted (anti)quark is considered
as not resolved, and therefore part of the ir cross section, when
siq = 2pi · k < smin (pi=q1, q2, pt, p′t) , (52)
with k the final state (anti)quark momentum which becomes collinear. The partonic real
cross sections can then be written as the sum of two terms (ij = gg, qg):
σˆijreal = σˆ
ij
ir + σˆ
ij
hard , (53)
where σˆijir includes the IR singularities, both soft and collinear, while σˆ
ij
hard is finite. Following
the general idea of PSS, we calculate σˆijir analytically, while we evaluate σˆ
ij
hard numerically,
25
using standard Monte Carlo integration techniques. Both σˆijir and σˆ
ij
hard depend on the cutoff
smin, but the hadronic real cross section, σreal, is cutoff independent after mass factorization,
as will be shown in Section VI.
In order to calculate σˆggir we apply the formalism developed in Refs. [21, 26, 27, 28] as
follows.
(a) We consider the crossed process
h(ph)→ t(pt) + t¯(p′t) + gA(q1) + gB(q2) + gC(k) , (54)
obtained from gg → tt¯h+ g by crossing all the initial state colored partons to the final
state, while crossing the Higgs boson to the initial state. All colored partons are hence
considered as final state partons. For a systematic extraction of the IR singularities
within the one-cutoff method, we organize the amplitude for h→ ggtt¯+g,Ah→ggtt¯+greal , in
terms of six colored ordered amplitudes, Aijk, which are the coefficients of all possible
permutations of the color matrices TA, TB, TC, i.e.:
Ah→ggtt¯+greal =
∑
i,j,k=A,B,C
i6=j 6=k
Aijk T i T j T k . (55)
The explicit color ordered amplitudes have very lengthy expressions and we do not give
them in this paper. Since they are tree level amplitudes, they can be easily obtained.
In the following we will however discuss in detail their properties in both the soft and
collinear regions of the phase space of the extra emitted gluon. In this respect, we
note that decomposing Ah→ggtt¯+greal in terms of color ordered amplitudes Aijk allows us
to write the partonic real cross section as:
σˆh→ggtt¯+greal =
∫
d(PS5)
∑
|Ah→ggtt¯+greal |2 , (56)
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where
∑
|Ah→ggtt¯+greal |2 =
1
2

 C1 ∑
i,j,k=A,B,C
i6=j 6=k
|Aijk|2
+C2
(
|AABC +AACB +ACAB|2 + |ACBA +ABAC +ABCA|2 + |ACAB +ACBA +ABCA|2 +
|AABC +ABAC +AACB|2 + |ACAB +ACBA +AACB|2 + |AABC +ABAC +ABCA|2
)
+ C3
1
4
∣∣∣∣ ∑
i,j,k=A,B,C
i6=j 6=k
Aijk
∣∣∣∣
2

 (57)
is the full real amplitude squared, including both leading and subleading color factors
(see Eq. (26) for a definition of C1, C2, and C3). Each sub-amplitude squared in
Eq. (57) has very definite factorization properties in the soft or collinear regions of the
phase space of the extra emitted gluon.
(b) Using the one-cutoff PSS method and the factorization properties of soft and collinear
divergences of the various amplitudes squared in Eq. (57), we extract the IR singu-
larities from σˆh→ggtt¯+greal in d = 4 − 2ǫ dimensions. In the soft and collinear limits we
obtain:
σˆh→ggtt¯+greal
soft−→ σˆh→ggtt¯+gsoft =
∫
d(PS4)d(PSg)soft
∑
|Ah→ggtt¯+gsoft |2 , (58)
σˆh→ggtt¯+greal
collinear−→ σˆh→ggtt¯+gcoll =
∫
d(PS4)d(PSg)coll
∑
|Ah→ggtt¯+gcoll |2 , (59)
where we denote by d(PSg)soft (d(PSg)coll) the phase space of the gluon g
C in the
soft (collinear) limit. In both the soft and the collinear limits, the cross section for
h→ ggtt¯+ g integrated over the phase space of the IR singular gluon has the form:
σˆh→ggtt¯+gsoft, coll =
∫
d(PS4)
1
N
∑
{
C1
[
KS,C(t; 1, 2; t¯) |A(c)0,s +A(c)0,t |2 +KS,C(t; 2, 1; t¯) |A(c)0,u −A(c)0,s|2
]
+C2
[
2KS,C(t; t¯)
(
|Aab,(c)0 |2 + |Anab,(c)0 |2
)
+
4 (KS,C(t; 1; t¯) +KS,C(t; 2; t¯)) |Aab,(c)0 |2
]
+ C3KS,C(t; t¯) |Aab,(c)0 |2
}
, (60)
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where the tree level amplitudes for the crossed process h→ ggtt¯, denoted by A(c)0,s, A(c)0,t ,
and A(c)0,u, as well as their linear combinations Aab,(c)0 and Anab,(c)0 , can be obtained from
the corresponding amplitudes for gg → tt¯h given explicitly in Appendix A by flipping
momenta and helicities of the crossed particles. The functions K are either evaluated
in the soft (KS) or in the collinear limit (KC), and will be explicitly given in Eqs. (63)
and (70). Moreover, we notice that the arguments of the KS,C functions are indices
i= 1, 2, t, t¯ denoting the external partons gA(q1), g
B(q2), t(pt), and t¯(p
′
t) respectively.
The explicit forms of both the pole and finite parts of σˆh→ggtt¯+gsoft and σˆ
h→ggtt¯+g
coll are
given in Sections VB1 and VB2 respectively.
(c) Finally, the IR singular contribution σˆggir of Eq. (53) consists of two terms:
σˆggir = ˆ¯σ
gg
ir + σˆ
gg
crossing . (61)
As described in Section VB3 , ˆ¯σggir is obtained by crossing g
A, gB to the initial state
and h to the final state in the sum of σˆh→ggtt¯+gsoft and σˆ
h→ggtt¯+g
coll , while σˆ
gg
crossing corrects
for the difference between the collinear gluon radiation from initial and final state
partons [21, 27]. The IR singularities of σˆggvirt of Section IVB are exactly canceled
by the corresponding singularities in ˆ¯σggir . On the other hand, σˆ
gg
crossing still contains
collinear divergences that will be canceled by the PDF counterterms when the parton
cross section is convoluted with the gluon PDFs, as we will show in Section VI.
When calculating the cross section for qg → tt¯h+q in the collinear limit using the procedure
described above, the resulting IR singular cross section σˆqgir is simply given by the initial state
qg splitting functions of Eq. (50) convoluted with the corresponding Born cross sections (see,
e.g. Ref. [27])
σˆqgir =
[
αs
2π
1
Γ(1− ǫ)
(
4πµ2
smin
)ǫ](
−1
ǫ
)∫ 1
0
dz(1− z)−ǫ ×
[Pqg(z) σˆ
gg
LO
(g(q1′)g(q2)→ tt¯h) + Pgq(z) σˆqq¯LO(q(q1)q¯(q2′)→ tt¯h)] , (62)
where the prime identifies the parton that originates from the splitting of a similar or different
parent parton. The cross section for q¯g → tt¯h+q¯ in the collinear limit is obtained in complete
analogy with Eq. (62).
Finally, the hard part of the parton level cross section, σˆijhard (ij=gg, qg, q¯g), is finite and
can be calculated numerically. In this respect we note that, in the one cutoff method, the
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soft and collinear limits of the real cross section, and consequently σˆijhard, are more sensitive
to the smallness of the cutoff. A cut on the full invariant masses sig is more drastic than
two separate cuts on either the energy or the angle of emission of the extra gluon (q or q¯),
and can be felt even by terms in the amplitude squared that do not contain singularities.
These effects are very small, but large enough to affect the results at the level of precision
of our calculation. It is therefore crucial, in particular for σˆgghard, to model the Monte Carlo
integration for each term in Eqs. (56)-(57) separately, and to enforce term by term only the
cuts on the sig invariants that are actually present in each term.
1. Real gluon emission h→ ggtt¯+ g: soft region
We first consider the case of soft singularities, when, in the limit of Eg→0 (soft limit), one
or more sig<smin. In the soft limit, the h→ ggtt¯+ g phase space, as well as the full parton
level real amplitude squared, factorize the dependence on the degrees of freedom of the soft
emitted gluon, as illustrated in Eq. (58). The soft part of the parton level cross section can
be calculated analytically according to Eq. (60). The soft limit of the K functions, KS, is
explicitly given by:
KS(t; i, j; t¯) =
Ng2s
2
∫
d(PSg)soft[fti(g) + fij(g) + fjt¯(g)] = Sti + Sij + Sjt¯ ,
KS(t; i; t¯) =
Ng2s
2
∫
d(PSg)soft[fti(g) + fit¯(g)] = Sti + Sit¯ ,
KS(t; t¯) =
Ng2s
2
∫
d(PSg)softftt¯(g) = Stt¯ , (63)
where i, j=1, 2 denote the two external hard gluons with momenta q1 and q2. For any pair
of partons (a, b) excluding the soft gluon, the soft fab(g) functions introduced in Eq. (63)
are given by:
fab(g) ≡ 4sab
sagsbg
− 4m
2
a
s2ag
− 4m
2
b
s2bg
, (64)
with sij ≡ 2pi · pj both for massless and massive partons, and the corresponding integrated
soft functions Sab are consequently defined to be:
Sab =
g2sN
2
∫
d(PSg)soft(a, b, g)fab(g) . (65)
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In the one-cutoff PSS method, the explicit form of the soft gluon phase space is given by
[28]:
d(PSg)soft(a, b, g) =
(4π)ǫ
16π2
λ(ǫ−
1
2)
Γ(1− ǫ)
[
sagsbgsab −m2bs2ag −m2as2bg
]−ǫ
dsagdsbg ×
θ(smin − sag)θ(smin − sbg) , (66)
with λ = s2ab − 4m2am2b , while the integration boundaries for sag and sbg vary according to
whether a and b are massive or massless quarks.
The explicit form of the integrated soft functions Sab is obtained by carrying out the
integration in Eq. (65) and analytic expressions for the Sab are collected in Appendix D.
Finally, using Eq. (60), Eqs. (63)-(66), and the results in Appendix D, the pole part of the
parton level soft cross section can be written as:
(σˆh→ggtt¯+gsoft )pole =
∫
d(PS4)
αs
2π
Nt ×
∑ {
C1
[
4
ǫ2
+
2
ǫ
+
2
ǫ
Λσ − 8
ǫ
Λmin
](
|Aab,(c)0 |2 + |Anab,(c)0 |2
)
+2C2
[
1
ǫ
(
1− s¯tt¯ − 2m
2
t
s¯tt¯βtt¯
Λtt¯
)(
|Aab,(c)0 |2 + |Anab,(c)0 |2
)
+4
(
1
ǫ2
+
1
ǫ
− 2
ǫ
Λmin
)
|Aab,(c)0 |2
]
+ C3
1
ǫ
[
1− s¯tt¯ − 2m
2
t
s¯tt¯βtt¯
Λtt¯
]
|Aab,(c)0 |2
}
,
(67)
while the corresponding finite contribution is:
(σˆh→ggtt¯+gsoft )finite =
∫
d(PS4)
αs
2π
Nt ×∑ {
C1
[(
Λ2σ − 4ΛσΛmin − 4Λmin + 8Λ2min − π2
) (|Aab,(c)0 |2 + |Anab,(c)0 |2)
+
(
−1
2
Λ2τ1 −
1
2
Λ2τ2 + Λτ1 + Λτ2 +
m2t
st1
+
m2t
st¯2
)
|A(c)0,s +A(c)0,t |2
+
(
−1
2
Λ2τ3 −
1
2
Λ2τ4 + Λτ3 + Λτ4 +
m2t
st2
+
m2t
st¯1
)
|A(c)0,u −A(c)0,s|2
]
+ C2
[(
−2Λmin
(
1− s¯tt¯ − 2m
2
t
s¯tt¯βtt¯
Λtt¯
)
+
2m2t√
λtt¯
(Ja + Jb)
)(
|Aab,(c)0 |2 + |Anab,(c)0 |2
)
+4
(
−4Λmin + 4Λ2min −
2
3
π2 − 1
2
Λ2τ1 −
1
2
Λ2τ2 −
1
2
Λ2τ3 −
1
2
Λ2τ4
+Λτ1 + Λτ2 + Λτ3 + Λτ4 +
m2t
st1
+
m2t
st2
+
m2t
st¯1
+
m2t
st¯2
)
|Aab,(c)0 |2
]
+ C3
[
−Λmin
(
1− s¯tt¯ − 2m
2
t
s¯tt¯βtt¯
Λtt¯
)
+
m2t√
λtt¯
(Ja + Jb)
]
|Aab,(c)0 |2
}
, (68)
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where σ, τi, Λσ, and Λτi are defined in Eq. (29) and right before it, s¯tt¯, βtt¯, and Λtt¯ are
defined in Eq. (28), λtt¯ is given in Eq. (D5), Λmin is:
Λmin = ln
(
smin
m2t
)
, (69)
and the functions Ja and Jb are given in Eq. (D4).
2. Real gluon emission h→ ggtt¯+ g: collinear region
We now turn to the case of collinear singularities, which arise when one of the two final
state gluons i (i=gA, gB) and the hard extra gluon g (g=gC) become collinear and cluster
to form a new parton i′ (also a gluon), i + g → i′, with the collinear kinematics: qi = zqi′
and k= (1 − z)qi′ . In the collinear limit, the h → ggtt¯ + g phase space as well as the full
parton level real amplitude squared factorize the dependence on the degrees of freedom of
the collinear emitted gluon, as illustrated in Eq. (59). The collinear part of the parton level
cross section can be calculated analytically according to Eq. (60). The collinear limit of the
K functions, KC , is explicitly given by:
KC(t; i, j; t¯) =
∫
d(PSg)coll
Ng2s
2
[f gg→itj + f
gg→j
it¯ + 2nlff
qq¯→g]
= −αsN
2π
1
Γ(1− ǫ)
(
4πµ2
smin
)ǫ
1
ǫ
[
Igg→g
(
smin
sti
,
smin
sij
)
+ Igg→g
(
smin
sij
,
smin
sjt¯
)
+2nlfIqq¯→g(0, 0)
]
,
KC(t; i; t¯) =
∫
d(PSg)coll
Ng2s
2
[f gg→itt¯ + nlff
qq¯→g]
= −αsN
2π
1
Γ(1− ǫ)
(
4πµ2
smin
)ǫ
1
ǫ
[
Igg→g(
smin
sti
,
smin
sit¯
) + nlfIqq¯→g(0, 0)
]
,
KC(t; t¯) = 0 , (70)
where i, j=1, 2 denote the two external hard gluons with momenta q1 and q2.
In the one-cutoff PSS method, the collinear gluon phase space is
d(PSg)coll(i, j, z) =
(4π)ǫ
16π2
1
Γ(1− ǫ)s
−ǫ
ig dsig[z(1 − z)]−ǫdzθ(smin − sig) . (71)
The collinear functions f ig→i
′
ab are proportional to the Altarelli-Parisi splitting function for
ig → i′ and explicitly factorize the corresponding collinear pole, i.e. [26, 27]:
f ig→i
′
ab =
2
N
Pig→i′(z)
sig
, (72)
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where both i and i′ are gluons and therefore Pig→i′ corresponds to the Pgg(z) splitting
function given in Eq. (46). The lower indices a and b have been used to specify the integration
boundaries on z. In order to avoid double counting between soft and collinear regions of
the phase space of gC, it is crucial to impose that only one sig at a time becomes singular,
i.e. satisfies the condition sig<smin. The advantage of having reorganized the amplitude in
terms of color ordered amplitudes, as in Eq. (55), is that the f ig→i
′
ab collinear functions have
a very definite structure: they are all proportional to (saisigsgb)
−1, for a, b= gA, gB, t, t¯, and
the integration boundaries are then found by imposing that:
sai = zsai′ > smin −→ z > z1 = smin
sai′
,
sgb = (1− z)si′b > smin −→ z < 1− z2 = 1− smin
si′b
. (73)
The terms proportional to f qq¯→g come from the fact that a pair of collinear final state
massless quarks (nlf = 5 is the number of massless flavors) can also mimic a gluon. The
corresponding collinear function is:
f qq¯→g =
2
N
Pqq¯→g(z)
sqq¯
, (74)
where both the O(1) and O(ǫ) parts of the splitting function Pqq¯→g are defined in Eq. (50).
Note that we do not attach any lower index to f qq¯→g because the integration over z has no
singularities and can be performed over the entire range from z=0 to z=1.
The analytic form of the integrated collinear functions Igg→g(z1, z2) and Iqq¯→g(0, 0) is
obtained by carrying out the integration in Eq. (70), and is explicitly given by [27]:
Igg→g(z1, z2) =
1
ǫ
(
z−ǫ1 + z
−ǫ
2 − 2
)− 11
6
+
(
π2
3
− 67
18
)
ǫ+O(ǫ2) ,
Iqq¯→g(0, 0) =
1
N
(
1
3
+
5
9
ǫ
)
+O(ǫ2) . (75)
Finally, using Eq. (60) and Eqs. (70)-(75), the pole part of the parton level collinear cross
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section can be written as:
(σˆh→ggtt¯+gcoll )pole =
∫
d(PS4)
αs
2π
Nt1
ǫ
×
∑ {
C1
[(
−4Λσ + 8Λmin + 2
(
11
3
− 2
3
nlf
N
))(
|Aab,(c)0 |2 + |Anab,(c)0 |2
)
− (Λτ1 + Λτ2) |A(c)0,s +A(c)0,t |2 − (Λτ3 + Λτ4) |A(c)0,u −A(c)0,s|2
]
+ C2
[
−4 (Λτ1 + Λτ2 + Λτ3 + Λτ4) + 16Λmin + 4
(
11
3
− 2
3
nlf
N
)]
|Aab,(c)0 |2
}
,
(76)
while the corresponding finite contribution is:
(σˆh→ggtt¯+gcoll )finite =
∫
d(PS4)
αs
2π
Nt ×
∑ {
C1
[(
−2Λ2σ − 12Λ2min + 8ΛσΛmin − 2Λmin
(
11
3
− 2
3
nlf
N
)
−2
(
2
3
π2 − 67
9
+
10
9
nlf
N
))(
|Aab,(c)0 |2 + |Anab,(c)0 |2
)
+
(
−1
2
Λ2τ1 −
1
2
Λ2τ2 + 2Λmin (Λτ1 + Λτ2)
)
|A(c)0,s +A(c)0,t |2
+
(
−1
2
Λ2τ3 −
1
2
Λ2τ4 + 2Λmin (Λτ3 + Λτ4)
)
|A(c)0,u −A(c)0,s|2
]
+C2
[
8Λmin (Λτ1 + Λτ2 + Λτ3 + Λτ4)− 24Λ2min − 2
(
Λ2τ1 + Λ
2
τ2
+ Λ2τ3 + Λ
2
τ4
)
−4Λmin
(
11
3
− 2
3
nlf
N
)
− 4
(
2
3
π2 − 67
9
+
10
9
nlf
N
)]
|Aab,(c)0 |2
}
,
(77)
where σ, τi, Λσ, and Λτi are defined in Eq. (29) and right before it, while Λmin is defined in
Eq. (69).
3. IR Singular Gluon Emission: Complete Result for σˆggir
Summing both soft and collinear contributions to the h → ggtt¯ + g cross section of
Sections VB1, VB2, and crossing the final state gluons gA, gB to the initial state and the
Higgs boson to the final state (which flips both helicities and momenta of these particles),
yields ˆ¯σggir of Eq. (61) as
ˆ¯σggir = (σˆ
h→ggtt¯+g
soft + σˆ
h→ggtt¯+g
coll )crossed . (78)
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The IR pole part of ˆ¯σggir is given by
(ˆ¯σggir )pole = ((σˆ
h→ggtt¯+g
soft )pole + (σˆ
h→ggtt¯+g
coll )pole)crossed
=
∫
d(PS3)
αs
2π
Nt
∑(
C1M(1)ir,ǫ + C2M(2)ir,ǫ + C3M(3)ir,ǫ
)
+
αs
2π
Nt
(
−2
3
nlf +
8
3
N − 1
N
)
1
ǫ
σˆgg
LO
, (79)
where M(i)ir,ǫ = −M(i)V,ǫ (see Eq. (27)) and therefore (ˆ¯σggir )pole completely cancels the IR sin-
gularities of the virtual cross section (σˆggvirt)IR−pole in Eq. (30). The IR finite part of ˆ¯σ
gg
ir is
given by
(ˆ¯σggir )finite = ((σˆ
h→ggtt¯+g
soft )finite + (σˆ
h→ggtt¯+g
coll )finite)crossed , (80)
with (σˆh→ggtt¯+gsoft,coll )finite given in Eqs. (68) and (77).
Finally, as described in Section VB, the partonic cross section for the IR singular real
gluon radiation for the process gg → tt¯h + g using the one-cutoff PSS method, σˆggir , is
obtained from ˆ¯σggir by adding σˆ
gg
crossing (see Eq. (61)). The cross section σˆ
gg
crossing accounts for
the difference between initial and final state collinear gluon radiation and contributes to the
hadronic cross section as
σggcrossing = αs(µ)
∫
dx1dx2fg(x1)
∫ 1
x2
dz
z
fg(
x2
z
)Xg→g(z)σˆ
gg
LO
+ (x1 ↔ x2) , (81)
with Xg→g given by [27]:
Xg→g(z) = −N
2π
(
4πµ2
smin
)ǫ
1
Γ(1− ǫ)
(
1
ǫ
)
×{[
11
6
− 1
3
nlf
N
− ǫ
(
π2
3
− 67
18
+
5
9
nlf
N
)]
δ(1− z)
+2
[
z
[(1− z)1+ǫ]+ +
(1− z)1−ǫ
z
+ z(1 − z)1−ǫ
]}
, (82)
in terms of regularized plus functions (see Ref. [27] for the exact definition). As will be
demonstrated in Section VI, these remaining IR singularities will be absorbed into the gluon
PDFs when including the effects of mass factorization.
VI. THE TOTAL CROSS SECTION FOR pp → tt¯h AT NLO QCD
The total inclusive hadronic cross section for pp → tt¯h is the sum of the contribution
from the gg initial state, the qq¯ initial state and the (q, q¯)g initial states
σNLO(pp→ tt¯h) = σggNLO(pp→ tt¯h) + σqq¯NLO(pp→ tt¯h) + σqgNLO(pp→ tt¯h) . (83)
34
As described in Section II, σijNLO(pp→ tt¯h) is obtained by convoluting the parton level NLO
cross section σˆijNLO(pp→ tt¯h) with the NLO PDFs Fpi (x, µ) (i = q, g), thereby absorbing the
remaining initial state singularities of δσˆijNLO into the renormalized PDFs. In the following we
demonstrate in detail how this cancellation works in the case of the gg and (q, q¯)g initiated
processes. The case of the qq¯ initiated process is discussed in Section V of Ref. [21], where we
presented in detail the contribution of the qq¯ initial state to σNLO(pp¯→ tt¯h). σqq¯NLO(pp→ tt¯h)
can be obtained from there with obvious modifications, and will not be repeated here.
First the parton level cross section is convoluted with the bare parton distribution func-
tions Fpi (x) and subsequently the Fpi (x) are replaced by the renormalized parton distribution
functions, Fpi (x, µf), defined in some subtraction scheme at a given factorization scale µf .
Using the MS scheme, the scale-dependent NLO parton distribution functions are given
in terms of the bare Fpi (x) and the QCD NLO parton distribution function counterterms
[25, 27] as follows:
(a) For the case where an initial state gluon, quark or antiquark (b = g, (q, q¯)) split
respectively into a qq¯ or (q, q¯)g pair (b′ = (q, q¯), g):
Fpb′(x, µf) = Fpb′(x) +
[
αs
2π
(
4πµ2r
µ2f
)ǫ
1
Γ(1− ǫ)
]∫ 1
x
dz
z
(
−1
ǫ
)
P 4bb′(z)Fpb
(x
z
)
,
(84)
for both the one-cutoff and two-cutoff PSS methods, where P 4ij is defined in Eq. (50).
(b) For the case of g → gg splitting:
b.1) two-cutoff PSS method:
Fpg (x, µf) = Fpg (x)
[
1− αs
2π
(
4πµ2r
µ2f
)ǫ
1
Γ(1− ǫ)
(
1
ǫ
)
N
(
2 ln(δs) +
11
6
− 1
3
nlf
N
)]
+
[
αs
2π
(
4πµ2r
µ2f
)ǫ
1
Γ(1− ǫ)
]∫ 1−δs
x
dz
z
(
−1
ǫ
)
Pgg(z)Fpg
(x
z
)
,
(85)
where Pgg is Altarelli-Parisi splitting function given in Eq. (46).
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b.2) one-cutoff PSS method:
Fpg (x, µ) = Fpg (x)
[
1− αs
2π
(
4πµ2r
µ2f
)ǫ
1
Γ(1− ǫ)
(
1
ǫ
)
N
(
11
6
− 1
3
nlf
N
)]
+
[
αs
2π
(
4πµ2r
µ2f
)ǫ
1
Γ(1− ǫ)
]∫ 1
x
dz
z
(
−1
ǫ
)
P (+)gg (z)Fpg
(x
z
)
,
(86)
where P
(+)
gg is the regulated Altarelli-Parisi splitting function given by:
P (+)gg (z) = 2N
(
z
(1− z)+ +
1− z
z
+ z(1− z)
)
. (87)
The O(αs) terms in the previous equations are calculated from the O(αs) corrections to the
b → b′j splittings, in the PSS formalism. Moreover, note that in Eqs. (84)-(86) we have
carefully separated the dependence on the factorization (µf) and renormalization scale (µr).
It is understood that αs=αs(µr). The definition of the subtracted PDFs is indeed the only
place where both scales play a role, and the only place where we have a dependence on µf .
In the rest of this paper we have always set µr = µf = µ and we will also give the master
formulas for the total NLO cross section, Eqs. (88)-(93), using µr=µf=µ. We have checked
that this simplifying assumption has a negligible effect on our results and we will comment
more about this in Section VII.
In the two-cutoff PSS method, when convoluting the parton gg cross section with
the renormalized gluon distribution function of Eq. (85), the IR singular counterterm
of Eq. (85) exactly cancels the remaining IR poles of σˆggvirt + σˆ
gg
soft and σˆ
gg
hard/coll. In the
one-cutoff PSS method, the IR singular counterterm of Eq. (86) exactly cancels the IR
poles of σˆggcrossing. Finally, the complete O(α3s) inclusive total cross section for pp → tt¯h in
the MS factorization scheme when only the gg initial state is included, i.e. σggNLO(pp→ tt¯h)
of Eq. (83), can be written as follows:
36
1) two-cutoff PSS method
σgg
NLO
=
1
2
∫
dx1dx2
{Fpg (x1, µ)Fpg (x2, µ) [σˆggLO(x1, x2, µ) + (σˆggvirt)finite(x1, x2, µ)
+ (σˆggsoft)finite(x1, x2, µ) + σˆ
gg
s+v+ct(x1, x2, µ) + (1↔ 2)
]}
+
1
2
∫
dx1dx2
{∫ 1−δs
x1
dz
z
[
Fpg (
x1
z
, µ)Fpg (x2, µ) + Fpg (x2, µ)Fpg (
x1
z
, µ)
]
× σˆgg
LO
(x1, x2, µ)
αs
2π
ln
(
s
µ2
(1− z)2
z
δc
2
)
Pgg(z) + (1↔ 2)
}
+
1
2
∫
dx1dx2
{
Fpg (x1, µ)Fpg (x2, µ) σˆgghard/non−coll(x1, x2, µ) + (1↔ 2)
}
,
(88)
where σˆggs+v+ct is obtained from the sum of (σˆ
gg
virt)UV−pole of Eq. (23), σˆ
gg
s+v of Eq. (40),
and the PDF counterterm in Eq. (85) as follows
σˆggs+v+ct =
αs
2π
[
4N ln(δs) ln
(
s
µ2
)
+
(
11
3
N − 2nlf
3
+ 4N ln(δs)
)
ln
(
m2t
s
)]
σˆgg
LO
.
(89)
2) one-cutoff PSS method
σgg
NLO
=
1
2
∫
dx1dx2
{Fpg (x1, µ)Fpg (x2, µ) [σˆggLO(x1, x2, µ) + (σˆggvirt)finite(x1, x2, µ)
+ (ˆ¯σggir )finite(x1, x2, µ) + σˆ
gg
v+ir+ct(x1, x2, µ) + (1↔ 2)
]}
+
1
2
∫
dx1dx2
{∫ 1
x1
dz
z
[
Fpg (
x1
z
, µ)Fpg (x2, µ) + Fpg (x2, µ)Fpg (
x1
z
, µ)
]
×σˆgg
LO
(x1, x2, µ)
αs
2π
2N ln
(
s
µ2
smin
s
)(
z
(1− z)+ +
1− z
z
+ z(1 − z)
)
+(1↔ 2)
}
+
1
2
∫
dx1dx2
{∫ 1
x1
dz
z
[
Fpg (
x1
z
, µ)Fpg (x2, µ) + Fpg (x2, µ)Fpg (
x1
z
, µ)
]
×σˆgg
LO
(x1, x2, µ)
αs
2π
2N
[(
1− z
z
+ z(1 − z)
)
ln(1− z) + z
(
ln(1− z)
1− z
)
+
]
+(1↔ 2)
}
+
1
2
∫
dx1dx2
{Fpg (x1, µ)Fpg (x2, µ) σˆgghard(x1, x2, µ) + (1↔ 2)} ,
(90)
where σˆggv+ir+ct is obtained from the sum of (σˆ
gg
virt)UV−pole of Eq. (23), (σˆ
gg
virt)IR−pole of
Eq. (30), (ˆ¯σggir )pole of Eq. (79), the part proportional to δ(1− z) of σˆggcrossing of Eq. (81),
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and the PDF counterterm in Eq. (86), and can be written as:
σˆggv+ir+ct =
αs
2π
[(
11
3
N − 2nlf
3
)
ln
(smin
s
)
+ 2N
(
π2
3
− 67
18
+
5nlf
9N
)]
σˆgg
LO
. (91)
We note that σggNLO is finite, since, after mass factorization, both soft and collinear singu-
larities have been canceled between σˆggvirt+ σˆ
gg
soft and σˆ
gg
hard/coll in the two-cutoff PSS method,
and between σˆggvirt and ˆ¯σ
gg
ir in the one-cutoff PSS method. The last terms respectively de-
scribe the finite real gluon emission of Eq. (32) and (53). Note that when collecting all the
terms in Eqs. (88) and (90) that are proportional to ln(µ2/s), one obtains exactly the last
two terms in Eq. (5), as predicted by renormalization group arguments.
For the (q, q¯)g initiated processes we find
1) two-cutoff PSS method
σqg
NLO
=
αs
2π
∑
i=q,q¯
∫
dx1dx2
{∫ 1
x1
dz
z
Fpi (
x1
z
, µ)Fpg (x2, µ)×
σˆgg
LO
(x1, x2, µ)
[
P 4ig(z) ln
(
s
µ2
(1− z)2
z
δc
2
)
− P ′ig(z)
]
+
∫ 1
x1
dz
z
Fpg (
x1
z
, µ)Fpi (x2, µ)×
σˆqq¯
LO
(x1, x2, µ)
[
P 4gi(z) ln
(
s
µ2
(1− z)2
z
δc
2
)
− P ′gi(z)
]
+ (1↔ 2)
}
+
∑
i=q,q¯
∫
dx1dx2
{Fpi (x1, µ)Fpg (x2, µ) σˆqgnon−coll(x1, x2, µ) + (1↔ 2)} ,
(92)
2) one-cutoff PSS method
σqg
NLO
=
αs
2π
∑
i=q,q¯
∫
dx1dx2
{∫ 1
x1
dz
z
Fpg (
x1
z
, µ)Fpi (x2, µ)×
σˆgg
LO
(x1, x2, µ)
[
P 4ig(z) ln
(
smin(1− z)
µ2
)
− P ′ig(z)
]
+
∫ 1
x1
dz
z
Fpi (
x1
z
, µ)Fpg (x2, µ)×
σˆqq¯
LO
(x1, x2, µ)
[
P 4gi(z) ln
(
smin(1− z)
µ2
)
− P ′gi(z)
]
+ (1↔ 2)
}
+
∑
i=q,q¯
∫
dx1dx2
{Fpi (x1, µ)F p¯g (x2, µ) σˆqghard(x1, x2, µ) + (1↔ 2)} ,
(93)
38
where P 4ij and P
′
ij are the O(1) and O(ǫ) contributions to the splitting functions as
given in Eq. (50). The last terms respectively describe the finite gluon/quark emission
of Eqs. (33) and (53).
We would like to conclude this section by showing explicitly that the total NLO cross
section, σNLO, does not depend on the arbitrary cutoffs introduced by the PSS method, i.e.
on smin for the one-cutoff method and on δs and δc for the two-cutoff method. The cancel-
lation of the PSS cutoff dependence is realized in σreal by matching contributions that are
calculated either analytically, in the IR-unsafe region below the cutoff(s), or numerically,
in the IR-safe region above the cutoff(s). While the analytical calculation in the IR-unsafe
region reproduces the form of the cross section in the soft or collinear limits and is therefore
only accurate for small values of the cutoff(s), the numerical integration in the IR-safe region
becomes unstable for very small values of the cutoff(s). Therefore, obtaining a convincing
cutoff independence involves a delicate balance between the previous antagonistic require-
ments and ultimately dictates the choice of neither too large nor too small values for the
cutoff(s). The Monte Carlo phase space integration has been performed using the adap-
tive multi-dimensional integration program VEGAS [40] as well as multichannel integration
techniques [41, 42, 43].
In Figs. 7 and 8 we consider the two-cutoff PSS method and study the independence of
σNLO(pp → tt¯h) on δs and δc separately, by varying only one of the two cutoffs while the
other is kept fixed. In Fig. 7, δs is varied between 10
−5 and 10−3 with δc = 10−5, while in
Fig. 8, δc is varied between 10
−6 and 10−4 with δs=10−4. In both plots, we show in the upper
window the overall cutoff dependence cancellation between σggsoft+σ
gg
hard/coll and σ
gg
hard/non−coll
in σggreal. We do not include the corresponding contributions from the Born and the virtual
cross sections since they are, of course, cutoff independent. Similar plots could be obtained
for the other two sub-channels, qq¯ and qg + q¯g. We illustrate the point using just the gg
channel, since the qq¯ channel has already been thoroughly studied in Ref. [21], while the
cutoff dependence of the qg + q¯g channel is trivial. In the lower window of the same plots
we complement this information by reproducing the full σNLO, including all channels, on a
larger scale that magnifies the details of the cutoff dependence cancellation. The statistical
errors from the Monte Carlo phase space integration are also shown. Both Figs. 7 and 8
show a clear plateau over a wide range of δs and δc and the NLO cross section is proven to
be cutoff independent. The results presented in Section VII have been obtained by using
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FIG. 7: Dependence of σNLO(pp → tt¯h) on the soft cutoff δs of the two-cutoff PSS method, at
√
sH = 14 TeV, for Mh = 120 GeV, µ = mt +Mh/2, and δc = 10
−5. The upper plot shows the
cancellation of the δs-dependence between σ
gg
soft + σ
gg
hard/coll and σ
gg
hard/non−coll. The lower plot
shows, on an enlarged scale, the dependence of the full σNLO = σ
gg
NLO +σ
qq¯
NLO +σ
qg
NLO on δs with the
corresponding statistical errors.
the two-cutoff PSS method with δs=10
−4 and δc=10−5.
We now turn to the one-cutoff PSS method and, following the same criterion adopted
for the case of the two-cutoff PSS method, we summarize in the upper window of Fig. 9 the
behavior of the different cutoff dependent contributions to the real gg → tt¯h cross section,
i.e. σggir and σ
gg
hard, as well as the resulting cutoff independence of σ
gg
real. The lower window
of Fig. 9 shows the full σNLO, where all tt¯h subprocesses are included, on an enlarged scale.
The statistical deviations due to the Monte Carlo integration are also shown, and therefore
the stability of the integration procedure can be appreciated. In Fig. 9 smin is varied over
several orders of magnitude and the presence of a clear plateau over most of the smin range
is evident. The results presented in Section VII have been cross-checked using the one-cutoff
PSS method with smin=10 GeV
2.
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FIG. 8: Dependence of σNLO(pp → tt¯h) on the collinear cutoff δc of the two-cutoff PSS method,
at
√
sH = 14 TeV, for Mh =120 GeV, µ=mt +Mh/2, and δs =10
−4. The upper plot shows the
cancellation of the δs-dependence between σ
gg
soft + σ
gg
hard/coll, and σ
gg
hard/non−coll. The lower plot
shows, on an enlarged scale, the dependence of the full σNLO = σ
gg
NLO +σ
qq¯
NLO +σ
qg
NLO on δc with the
corresponding statistical errors.
VII. NUMERICAL RESULTS
In this section we summarize the most important numerical results for σNLO(pp → tt¯h)
and illustrate the impact of NLO QCD corrections on the tree level cross section. In partic-
ular, we discuss the renormalization/factorization scale dependence of σNLO with respect to
σLO, and illustrate the dependence of both LO and NLO cross sections on the Higgs boson
mass. Results for σLO are obtained using the 1-loop evolution of αs(µ) and CTEQ5L parton
distribution functions [44], while results for σNLO are obtained using the 2-loop evolution
of αs(µ) and CTEQ5M parton distribution functions, with α
NLO
s (MZ) = 0.118. According
to the renormalization prescription adopted in this paper and explained in Section IVA,
throughout our calculation we use for the input parameter mt the top quark pole mass.
Results are presented for mt = 174 GeV, while the uncertainty introduced by varying mt
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FIG. 9: Dependence of σNLO(pp → tt¯h) on the smin cutoff of the one-cutoff PSS method, at
√
sH = 14 TeV, for Mh = 120 GeV, and µ=mt +Mh/2. The upper plot shows the cancellation
of the smin-dependence between σ
gg
ir and σ
gg
hard. The lower plot shows, on an enlarged scale, the
dependence of the full σNLO = σ
gg
NLO + σ
qq¯
NLO + σ
qg
NLO on smin with the corresponding statistical
errors.
within its experimental uncertainty is discussed later in this section. We define the top
quark Yukawa coupling to be gtt¯h=mt/v where v= (GF
√
2)−1/2=246 GeV is the vacuum
expectation value of the SM Higgs field, given in terms of the Fermi constant GF .
In Fig. 10, we illustrate the dependence of both σNLO and σLO on the renormalization and
factorization scales when the two scales are identical, i.e. when µr=µf =µ. We have also
studied the behavior of σNLO when the renormalization and factorization scales are varied
independently and noticed no appreciable difference with respect to the case in which the
two scales are identical. This justifies our decision to present results only for µr = µf = µ.
We also illustrate in Fig. 11 the µ dependence of the NLO cross section for each parton
level channel independently. We use Mh = 120 GeV for the purpose of these plots. As
expected, Fig. 10 shows that the NLO cross section has a much weaker scale dependence
and represents a much more stable theoretical prediction. In Fig. 12, we plot σLO(pp→ tt¯h)
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FIG. 10: Dependence of σLO,NLO(pp→ tt¯h) on the renormalization/factorization scale µ, at √sH=
14 TeV, for Mh=120 GeV.
and σNLO(pp→ tt¯h) as functions of the Higgs boson mass, for √sH=14 TeV and two values
of the common renormalization/factorization scale, µ=mt +Mh/2 and µ=2mt +Mh. We
consider 100GeV ≤ Mh ≤ 200GeV since the production of a Higgs boson in association
with a pair of top quarks at the LHC will play a crucial role only for relatively light Higgs
bosons. The information gathered from this plot nicely complements what has already been
shown in Fig. 10. We summarize a sample of results from both Figs. 10 and 12 in Table I,
where we also provide the LO cross section, σLO, calculated using the 2-loop evolution of
αs(µ) and CTEQ5M PDFs. This can be useful to separately evaluate the impact of the
full set of NLO QCD corrections as opposed to the subset of them that mainly correspond
to the NLO running of αs(µ). The error we quote on our values is the statistical error of
the numerical integration involved in evaluating the total cross section. We estimate the
remaining theoretical uncertainty on the NLO results to be of the order of 15− 20%. This
is mainly due to: the left over µ-dependence (about 15%), the dependence on the PDFs
(about 6%), and the error on mt (about 7%) which particularly plays a role in the top quark
Yukawa coupling.
It can also be useful to quote the impact of NLO corrections in terms of a so called
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FIG. 11: Dependence of σNLO(gg, qq¯, qg + q¯g → tt¯h) on the renormalization/factorization scale µ,
at
√
sH=14 TeV, for Mh=120 GeV.
K-factor, defined as the ratio between the NLO and LO cross sections:
K =
σNLO(pp→ tt¯h)
σLO(pp→ tt¯h) . (94)
We can see in Fig. 10 that, for a SM Higgs boson of mass Mh=120 GeV, the K-factor for
pp → tt¯h is larger than unity when µ≥0.4µ0 for µ0=mt +Mh/2. Therefore, over a broad
range of the commonly used renormalization/factorization scales, NLO QCD corrections
increase the LO cross section. Using the results of Table I, the K-factors for a sample of
Higgs boson masses and renormalization/factorization scales can easily be calculated, both
using σLO and σLO. We notice, however, that the K-factor defined in Eq. (94) is affected by
a very strong scale dependence, the same as σLO. Therefore, when the K-factor is used to
obtain σNLO from σLO, care must be used in matching σLO and K corresponding to the same
µ-scale.
VIII. CONCLUSIONS
The associated production of a Higgs boson with a pair of top quarks will play a very
important role in the discovery of a low mass Higgs boson at the LHC with a center of
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FIG. 12: σNLO(pp → tt¯h) and σLO(pp → tt¯h) as functions of Mh, at √sH = 14 TeV, for µ =
mt +Mh/2 and µ=2mt +Mh.
mass energy of
√
sH = 14 TeV. With the statistics expected at the LHC, pp → tt¯h, with
h → bb¯, τ+τ−,W+W−, γγ will also play a crucial role in determining the couplings of the
discovered Higgs boson, and will give the only handle on a direct measurement of the top
quark Yukawa coupling.
In this paper the inclusive cross section for pp→ tt¯h production has been calculated, in
the Standard Model, including full NLO QCD corrections. The NLO cross section shows
a drastically reduced renormalization and factorization scale dependence, and leads to in-
creased confidence in predictions based on these results. The overall uncertainty on the
theoretical prediction, including the errors coming from parton distribution functions and
the top quark mass, is reduced to only 15-20%, as opposed to the 100-200% uncertainty of
the LO cross section. Including NLO QCD corrections increases the LO cross section for a
broad range of commonly used renormalization and factorization scales, and over the entire
Higgs boson mass range considered in this paper. This is summarized by saying that the
K-factor for renormalization and factorization scales in the range mt<µ≤ 2mt +Mh and
Higgs boson masses in the range 100GeV≤Mh≤200GeV is between 1.2 and 1.6.
The calculation of the NLO QCD cross section for pp → tt¯h contains several technical
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Mh (GeV) µ σLO (fb) σLO (fb) σNLO (fb)
mt 582.92 ± 0.06 616.81 ± 0.07 718.64 ± 3.71
120 mt +Mh/2 520.47 ± 0.06 553.25 ± 0.06 697.27 ± 3.20
2mt 450.09 ± 0.05 480.80 ± 0.05 662.66 ± 2.77
2mt +Mh 405.54 ± 0.04 434.59 ± 0.05 634.36 ± 2.34
mt 316.27 ± 0.03 336.41 ± 0.04 380.95 ± 1.81
150 mt +Mh/2 275.44 ± 0.03 294.35 ± 0.03 367.38 ± 1.52
2mt 243.47 ± 0.03 261.03 ± 0.03 352.71 ± 1.35
2mt +Mh 214.43 ± 0.02 230.60 ± 0.02 334.48 ± 1.18
mt 187.44 ± 0.02 200.46 ± 0.02 221.63 ± 1.01
180 mt +Mh/2 159.32 ± 0.02 171.15 ± 0.02 214.01 ± 0.85
2mt 143.77 ± 0.02 154.74 ± 0.02 206.59 ± 0.77
2mt +Mh 123.85 ± 0.01 133.65 ± 0.02 194.42 ± 0.70
TABLE I: Values of both σLO(pp → tt¯h), σLO(pp → tt¯h), and σNLO(pp → tt¯h), at √sH =14 TeV,
for a sample of different values of Mh and of the renormalization/factorization scales µ=µr=µf .
difficulties that have been thoroughly explained in this paper (see also Ref. [21]). The
NLO virtual corrections involve pentagon diagrams and consequently require the evaluation
of both scalar and tensor pentagon integrals with several external and internal massive
particles. Detailed information about the method used as well as explicit results for all the IR
singular integrals appearing in the calculation are presented in a series of Appendices. Tensor
pentagon integrals are affected by numerical instabilities and we discuss in this paper how we
have calculated them in a numerically stable form. The NLO real corrections are complicated
by the presence of IR divergences. We have calculated them in two different variations of
the phase space slicing method, involving one or two arbitrary cutoffs respectively. The
correspondence between the two phase space slicing methods is made explicit, and the
agreement between them constitutes a powerful check of the technicalities used in their
implementations. The techniques developed in this paper and in Ref. [21] can now be
applied to similar higher order calculations, in particular to the case of the associated bb¯h
production at both the Tevatron and the LHC.
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APPENDIX A: TREE LEVEL AMPLITUDE FOR gg → tt¯h
The amplitudes A0,s, A0,t, and A0,u introduced in Section 1 can be written as:
A0,s = ig2s gtt¯h ǫµ(q1) ǫν(q2) u¯tAµν0,svt¯ ,
A0,t = ig2s gtt¯h ǫµ(q1) ǫν(q2) u¯tAµν0,tvt¯ ,
A0,u = ig2s gtt¯h ǫµ(q1) ǫν(q2) u¯tAµν0,uvt¯ , (A1)
where gtt¯h = mt/v is the top quark Yukawa coupling, with v = 246 GeV the SM Higgs
boson vacuum expectation value, while Aµν0,s, Aµν0,t, and Aµν0,u represent the total s−channel,
t−channel, and u−channel amplitudes, corresponding to the diagrams in Fig. 1. More
explicitly:
Aµν0,s = A(1)µν0,s +A(2)µν0,s ,
Aµν0,t = A(1)µν0,t +A(2)µν0,t +A(3)µν0,t ,
Aµν0,u = A(1)µν0,u +A(2)µν0,u +A(3)µν0,u , (A2)
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where
A(1),µν0,s =
1
s
6 pt+ 6 ph +mt
[(pt + ph)2 −m2t ]
γαV
µνα ,
A(2),µν0,s =
1
s
γα
− 6 p′t− 6 ph +mt
[(p′t + ph)2 −m2t ]
V µνα ,
A(1),µν0,t =
6 pt+ 6 ph +mt
[(pt + ph)2 −m2t ]
γµ
6 q2− 6 p′t +mt
[(q2 − p′t)2 −m2t ]
γν ,
A(2),µν0,t = γµ
6 pt− 6 q1 +mt
[(pt − q1)2 −m2t ]
6 q2− 6 p′t +mt
[(q2 − p′t)2 −m2t ]
γν ,
A(3),µν0,t = γµ
6 pt− 6 q1 +mt
[(pt − q1)2 −m2t ]
γν
− 6 p′t− 6 ph +mt
[(p′t + ph)2 −m2t ]
,
A(1),µν0,u = A(1),µν0,t (µ↔ ν, q1 ↔ q2) ,
A(2),µν0,u = A(2),µν0,t (µ↔ ν, q1 ↔ q2) ,
A(3),µν0,u = A(3),µν0,t (µ↔ ν, q1 ↔ q2) , (A3)
with
V µνα = (q1 − q2)αgµν + (q1 + 2q2)µgνα − (2q1 + q2)νgµα ,
are the individual amplitudes for the s−channel, t−channel, and u−channel diagrams in
Fig. 1.
APPENDIX B: BOX AND PENTAGON INTEGRALS
We label the various one-loop box and pentagon scalar and tensor integrals appearing in
the calculation of the O(αs) virtual corrections to
g(q1) + g(q2)→ t(pt) + t¯(p′t) + h(ph)
according to the diagram where they are encountered. Moreover we denote by D0, D1µ,
D2µν , and D3µνρ the scalar and tensor box integrals with one, two, and three tensor indices,
and by E0, E1µ, E2µν , and E3µνρ the analogous scalar and tensor pentagon integrals. With
this convention D0
D
(k)
i,j
, for instance, is the scalar box integral appearing in box diagram
D
(k)
i,j , as labeled in Fig. 4. The external momenta are labeled as shown above, where q1, q2
are incoming and pt, p
′
t, ph are outgoing momenta with q1+ q2 = pt+p
′
t+ph. It is convenient
to express our results in terms of the kinematic invariants of Eq. (29) and:
ω1 = (pt + ph)
2 −m2t ,
ω2 = (p
′
t + ph)
2 −m2t . (B1)
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These kinematic invariants do not form a linearly independent set, but are related by:
τ3 = σ − τ1 − ω2 and τ4 = σ − τ2 − ω1 . (B2)
We also make frequent use of the shorthand notation Λa≡ ln(a/m2t ) with a = σ, τi, ωi.
In the following, we explicitly give only the box and pentagon integrals that contain
IR divergences. The IR divergences are extracted using dimensional regularization with
d = 4 − 2ǫ. We only give results for integrals arising from the s−channel and t−channel
diagrams. The integrals for the u−channel diagrams can be obtained from the integrals of
the corresponding t−channel diagrams by exchanging q1 ↔ q2, i.e. by exchanging τ1 ↔ τ3
and τ2 ↔ τ4. The IR finite scalar integrals are evaluated by implementing the method
described in Ref. [24] and are cross checked against the FF package [35].
1. Box integrals
The scalar and tensor box integrals arising in the computation of box diagram D
(k)
i,j are
of the following form:
D0
D
(k)
i,j
, D1µ
D
(k)
i,j
, D2µν
D
(k)
i,j
, D3µνρ
D
(k)
i,j
= µ4−d
∫
ddk
(2π)d
1, kµ, kµkν , kµkνkρ
N1N2N3N4
, (B3)
where
N1 = (k
2 −m20) , N2 = (k + p1)2 −m21 ,
N3 = (k + p1 + p2)
2 −m22 , N4 = (k + p1 + p2 + p3)2 −m23 , (B4)
p1, p2, p3, and p4 =−p1 − p2 − p3 are the external (incoming) momenta connected to the
box topology, and m0, m1, m2, and m3 are the masses of the propagators in the box loop.
We write the tensor integrals as a linear combination of the linearly independent tensor
structures built of the independent external momenta pµ1 , p
µ
2 , and p
µ
3 plus the metric tensor
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gµν . Our notation for the box tensor integrals is as follows:
D1µ = D
(1)
1 p
µ
1 +D
(2)
1 p
µ
2 +D
(3)
1 p
µ
3 ,
D2µν = D
(0)
2 g
µν +D
(11)
2 p
µ
1p
ν
1 +D
(22)
2 p
µ
2p
ν
2 +D
(33)
2 p
µ
3p
ν
3
+ D
(12)
2 (p
µ
1p
ν
2 + p
ν
1p
µ
2 ) +D
(13)
2 (p
µ
1p
ν
3 + p
ν
1p
µ
3 ) +D
(23)
2 (p
µ
2p
ν
3 + p
ν
2p
µ
3 ) ,
D3µνρ = D
(01)
3 (g
µ,νpρ1 + perm) +D
(02)
3 (g
µ,νpρ2 + perm) +D
(03)
3 (g
µ,νpρ3 + perm)
+ D
(111)
3 p
µ
1p
ν
1p
ρ
1 +D
(222)
3 p
µ
2p
ν
2p
ρ
2 +D
(333)
3 p
µ
3p
ν
3p
ρ
3
+ D
(112)
3 (p
µ
1p
ν
1p
ρ
2 + perm) +D
(113)
3 (p
µ
1p
ν
1p
ρ
3 + perm)
+ D
(221)
3 (p
µ
2p
ν
2p
ρ
1 + perm) +D
(223)
3 (p
µ
2p
ν
2p
ρ
3 + perm)
+ D
(331)
3 (p
µ
3p
ν
3p
ρ
1 + perm) +D
(332)
3 (p
µ
3p
ν
3p
ρ
2 + perm) +D
(123)
3 (p
µ
1p
ν
2p
ρ
3 + perm) ,
(B5)
where “+perm” indicates that the sum over all possible permutations of the tensor indices
is understood. In the following we will give the full structure of the scalar box integrals,
including both pole and finite parts, while for the corresponding tensor integrals we will
only give the IR pole parts, since they can be of interest in checking the IR structure of the
virtual cross section. We will write the pole part of each tensor integral coefficient as
D
(j)
i |IR−pole =
i
16π2
Nt∆IR(D(j)i ) ,
D
(jk)
i |IR−pole =
i
16π2
Nt∆IR(D(jk)i ) ,
D
(jkl)
i |IR−pole =
i
16π2
Nt∆IR(D(jkl)i ) , (B6)
where Nt is defined in Eq. (17), and give for each box integral the non zero ∆IR(D(j)i ),
∆IR(D
(jk)
i ), and ∆IR(D
(jkl)
i ) coefficients.
a. Box scalar integral D0
B
(1,2)
2,s
The scalar integral appearing in diagram B
(1)
2,s can be parameterized according to Eq. (B3)
with:
N1 = k
2 , N2 = (k + pt)
2 −m2t ,
N3 = (k + pt + ph)
2 −m2t , N4 = (k − p′t)2 −m2t . (B7)
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D0
B
(2)
2,s
is obtained from D0
B
(1)
2,s
by exchanging pt ↔ p′t. This integral also appears in the
qq¯ → tt¯h calculation and has already been presented in Ref. [21]. We repeat it here for
completeness.
The part of D0
B
(1)
2,s
which contributes to the amplitude squared is of the form:
D0
B
(1)
2,s
=
i
16π2
Nt 1
ω1(σ − ω1 − ω2 +M2h)
(
X−1
ǫ
+X0
)
, (B8)
where Nt is defined in Eq. (17). The pole part X−1 is:
X−1 = − 1
βtt¯
ln
(
1 + βtt¯
1− βtt¯
)
, (B9)
where βtt¯ is given in Eq. (28). The finite part X0 can be calculated using Ref. [45]. All
tensor box integrals associated to B
(1)
2,s and B
(2)
2,s are IR finite.
b. Box scalar integral D0
B
(1,2)
7,t
The scalar integral appearing in diagram B
(1)
7,t , D0B(1)7,t
, can be parameterized according
to Eq. (B3) with:
N1 = k
2 , N2 = (k + q1)
2 ,
N3 = (k + q1 − pt)2 −m2t , N4 = (k + q1 − pt − ph)2 −m2t . (B10)
The part of D0
B
(1)
7,t
which contributes to the virtual amplitude squared is of the form:
D0
B
(1)
7,t
=
i
16π2
Nt
(
− 1
ω1τ1
)(
X−2
ǫ2
+
X−1
ǫ
+X0
)
, (B11)
where the coefficients X−2, X−1, and X0 are given by:
X−2 =
1
2
,
X−1 = ln
(
τ2m
2
t
ω1τ1
)
,
X0 = Re
{
−5
6
π2 + ln2
(
ω1
m2t
)
+ ln2
(
τ1
m2t
)
− ln2
(
τ2
m2t
)
+ 2 ln
(
ω1 + τ2
τ1
)
ln
(
τ2
ω1
)
+ 2 ln
(
τ1 − τ2
ω1
)
ln
(
τ2
τ1
)
− 2 Li2
(
τ1 − τ2 − ω1
τ1
)
− 2 Li2
(
ω1 + τ2 − τ1
ω1
)
+ 2Li2
(
τ2(ω1 + τ2 − τ1)
ω1τ1
)
− I0
}
,
(B12)
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with
I0 = ln
(
τ1
τ2
)
ln
(
M2h
m2t
)
+
{
−Li2
(
1
λ+
)
+ ln
(
τ1
τ2
)
ln
(−τ2 − λ+(τ1 − τ2)
τ1 − τ2
)
− Li2
(
τ1
λ+(τ1 − τ2) + τ2
)
+ Li2
(
τ2
λ+(τ1 − τ2) + τ2
)
+ (λ+ ↔ λ−)
}
,
(B13)
and
λ± =
1
2
(
1±
√
1− 4m
2
t
M2h
)
. (B14)
The tensor integrals associated with B
(1)
7,t also contain IR divergences. Using the notation
introduced in Eqs. (B5) and (B6), only the following coefficients of D1µ
B
(1)
7,t
:
∆IR(D
(1)
1 ) =
1
2
1
τ1ω1
1
ǫ2
+
1
τ1ω1
[
−Λτ1 +
τ2
τ2 + ω1
(Λτ2 − Λω1)
]
1
ǫ
, (B15)
and of D2µν
B
(1)
7,t
:
∆IR(D
(11)
2 ) = −
1
2
1
τ1ω1
1
ǫ2
+
1
τ1ω1
[
Λτ1 −
τ 22
(τ2 + ω1)2
(Λτ2 − Λω1)−
ω1
τ2 + ω1
]
1
ǫ
,
(B16)
are IR divergent.
D0
B
(2)
7,t
and the corresponding tensor integrals are obtained from D0
B
(1)
7,t
by exchanging
q1 ↔ q2 and pt ↔ p′t, i.e. by exchanging τ1 ↔ τ2 and ω1 ↔ ω2 in Eqs. (B11)-(B16).
c. Box scalar integral D0
B
(1,2)
8,t
The scalar box integral appearing in diagramB
(1)
8,t ,D0B(1)8,t
, can be parameterized according
to Eq. (B3) with:
N1 = k
2 , N2 = (k + q1)
2 ,
N3 = (k + q1 + q2)
2 , N4 = (k + q1 + q2 − p′t)2 −m2t . (B17)
The part of D0
B
(1)
8,t
which contributes to the virtual amplitude squared is given by:
D0
B
(1)
8,t
=
i
16π2
Nt
(
− 1
στ2
)(
X−2
ǫ2
+
X−1
ǫ
+X0
)
, (B18)
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where Nt is defined in Eq. (17), and the coefficients X−2, X−1, and X0 are given by:
X−2 =
3
2
,
X−1 = ln
(
ω1m
4
t
στ 22
)
,
X0 = 2 ln
(
τ2
m2t
)
ln
(
σ
m2t
)
− ln2
(
ω1
m2t
)
− 2 Li2
(
1 +
ω1
τ2
)
+
π2
3
. (B19)
The tensor integrals associated with B
(1)
8,t also contain IR divergences. Using the notation
introduced in Eqs. (B5) and (B6), only the following tensor coefficients of D1µ
B
(1)
8,t
:
∆IR(D
(1)
1 ) =
3
2
1
στ2
1
ǫ2
− 1
στ2
[
Λσ + Λτ2 +
ω1
τ2 + ω1
(Λτ2 − Λω1)
]
1
ǫ
,
∆IR(D
(2)
1 ) =
1
2
1
στ2
1
ǫ2
− 1
στ2
Λτ2
1
ǫ
, (B20)
of D2µν
B
(1)
8,t
:
∆IR(D
(11)
2 ) = −
3
2
1
στ2
1
ǫ2
+
1
στ2
[
− τ2
τ2 + ω1
+ Λσ + Λτ2 +
ω21
(τ2 + ω1)2
(Λτ2 − Λω1)
]
1
ǫ
,
∆IR(D
(12)
2 ) = −
1
2
1
στ2
1
ǫ2
+
1
στ2
Λτ2
1
ǫ
,
∆IR(D
(22)
2 ) = −
1
2
1
στ2
1
ǫ2
+
1
στ2
(−1 + Λτ2)
1
ǫ
, (B21)
and of D3µνρ
B
(1)
8,t
:
∆IR(D
(111)
3 ) =
3
2
1
στ2
1
ǫ2
+
1
2στ2
[
3τ2
τ2 + ω1
+
2τ2ω1
(τ2 + ω1)2
− 2Λσ − 2Λτ2
− 2ω
2
1
(τ2 + ω1)3
(Λτ2 − Λω1)
]
1
ǫ
,
∆IR(D
(112)
3 ) =
1
2
1
στ2
1
ǫ2
− 1
στ2
Λτ2
1
ǫ
,
∆IR(D
(221)
3 ) =
1
2
1
στ2
1
ǫ2
+
1
στ2
(1− Λτ2)
1
ǫ
,
∆IR(D
(222)
3 ) =
1
2
1
στ2
1
ǫ2
+
1
στ2
(
3
2
− Λτ2
)
1
ǫ
, (B22)
are IR divergent.
D0
B
(2)
8,t
as well as the corresponding tensor integrals can be obtained from D0
B
(1)
8,t
by
exchanging q1 ↔ q2 and p′t ↔ pt, i.e. by exchanging τ1 ↔ τ2 and ω1 ↔ ω2 in Eqs. (B18)-
(B22).
53
d. Box scalar integral D0
B
(1,2)
10,t
The scalar box integral appearing in diagram B
(1)
10,t, D0
(1)
B10,t
, can be parameterized accord-
ing to Eq. B3 with:
N1 = k
2 , N2 = (k + q1)
2 ,
N3 = (k + q1 − p′t)2 −m2t , N4 = (k + q1 + q2 − p′t)2 −m2t . (B23)
The part of D0
B
(1)
10,t
which contributes to the virtual amplitude squared is given by:
D0
(1)
B10,t
=
i
16π2
Nt
(
1
τ2τ4
)(
X−2
ǫ2
+
X−1
ǫ
+X0
)
, (B24)
where the coefficients X−2, X−1, and X0 are given by:
X−2 =
1
2
,
X−1 = ln
(
ω1
τ4
)
− ln
(
τ2
m2t
)
,
X0 = Re
{
ln2
(
τ2
m2t
)
+ ln2
(
τ4
m2t
)
− ln2
(
ω1
m2t
)
+
3
2
π2
+ 2 ln
(
τ2 + ω1
τ4
)
ln
(
τ4
τ2 + τ4 + ω1
)
+ 2 ln
(
τ4 + ω1
τ2
)
ln
(
τ2
τ2 + τ4 + ω1
)
− 2 Li2
(
τ2 + τ4 + ω1
τ4
)
− 2 Li2
(
τ2 + τ4 + ω1
τ2
)
− 2 Li2
(
(τ2 + ω1)(τ4 + ω1)
τ2τ4
)}
.
(B25)
The tensor integrals associated with B
(1)
10,t also contain IR divergences. Using the notation
introduced in Eqs. (B5) and (B6), the only IR divergent tensor coefficients of D1µ
B
(1)
10,t
:
∆IR(D
(1)
1 ) = −
1
2
1
τ2τ4
1
ǫ2
+
1
τ2τ4(τ2 + ω1)
[(τ2 + ω1)Λτ4 + ω1 (Λτ2 − Λω1)]
1
ǫ
,
(B26)
of D2µν
B
(1)
10,t
:
∆IR(D
(11)
2 ) =
1
2
1
τ2τ4
1
ǫ2
+
1
τ2τ4(τ2 + ω1)2
[
τ2(τ2 + ω1)− (τ2 + ω1)2Λτ4 − ω21 (Λτ2 − Λω1)
] 1
ǫ
,
(B27)
and of D3µνρ
B
(1)
10,t
:
∆IR(D
(111)
3 ) = −
1
2
1
τ2τ4
1
ǫ2
− 1
2
1
τ2τ4(τ2 + ω1)3
[−2ω21 (Λτ2 − Λω1)− 2(τ2 + ω1)3Λτ4
+ 3τ2(τ2 + ω1)
2 + 2τ2ω1(τ2 + ω1)
] 1
ǫ
, (B28)
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are IR divergent.
D0
B
(2)
10,t
can be obtained from D0
B
(1)
10,t
by exchanging p′t ↔ pt, i.e. by exchanging τ1 ↔ τ4,
τ2 ↔ τ3, and ω1 ↔ ω2 in Eqs (B24) and (B28).
2. Pentagon integrals
The scalar and tensor pentagon integrals originating from the generic pentagon diagram
Pi,j in Fig. 5 are of the form:
E0Pi,j , E1
µ
Pi,j
, E2µνPi,j , E3
µνρ
Pi,j
= µ4−d
∫
ddk
(2π)d
1, kµ, kµkν , kµkνkρ
N1N2N3N4N5
, (B29)
where
N1 = (k
2 −m20) , N2 = (k + p1)2 −m21 ,
N3 = (k + p1 + p2)
2 −m22 , N4 = (k + p1 + p2 + p3)2 −m23 ,
N5 = (k + p1 + p2 + p3 + p4)
2 −m24 , (B30)
p1, p2, p3, p4, and p5=−p1 − p2 − p3 − p4 are the external (incoming) momenta connected
to the pentagon topology, while m0, m1, m2, m3, and m4 are the masses of the propagators
in the pentagon loop.
The scalar pentagon integrals are evaluated as a linear combination of five scalar box
integrals, using the technique originally proposed in Ref. [22, 23]. In particular, we use:
E0Pi,j = −
1
2
5∑
k=1
ckD0
(k)
Pi,j
, (B31)
where each scalar box integral D0
(k)
Pi,j
can be obtained from the scalar pentagon integral
E0Pi,j in Eq. (B29) by dropping one of the internal propagators. The coefficients ck are
given by:
ck =
5∑
l=1
S−1kl , (B32)
where Skl is the symmetric matrix:
Skl =
1
2
(
M2k +M
2
l − p2kl
)
, (B33)
built out of the internal propagator massesMk andMl and the linear combination of external
momenta pµkl = p
µ
k + . . . + p
µ
l−1 (k, l = 1, . . . , 5). A thorough explanation of this method is
given in Ref. [21, 22, 23], to which we refer for more details.
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We write the tensor pentagon integrals as a linear combination of the linearly independent
tensor structures built of the external momenta pµ1 , p
µ
2 , p
µ
3 , and p
µ
4 , which in d = 4 constitute
a complete basis. Our notation for the pentagon tensor integrals is as follows:
E1µ = E
(1)
1 p
µ
1 + E
(2)
1 p
µ
2 + E
(3)
1 p
µ
3 + E
(4)
1 p
µ
4 ,
E2µν = E
(11)
2 p
µ
1p
ν
1 + E
(22)
2 p
µ
2p
ν
2 + E
(33)
2 p
µ
3p
ν
3 + E
(44)
2 p
µ
4p
ν
4
+ E
(12)
2 (p
µ
1p
ν
2 + p
ν
1p
µ
2 ) + E
(13)
2 (p
µ
1p
ν
3 + p
ν
1p
µ
3 ) + E
(14)
2 (p
µ
1p
ν
4 + p
ν
1p
µ
4)
+ E
(23)
2 (p
µ
2p
ν
3 + p
ν
2p
µ
3 ) + E
(24)
2 (p
µ
2p
ν
4 + p
ν
2p
µ
4 ) + E
(34)
2 (p
µ
3p
ν
4 + p
ν
3p
µ
4) ,
E3µνρ = E
(111)
3 p
µ
1p
ν
1p
ρ
1 + E
(222)
3 p
µ
2p
ν
2p
ρ
2 + E
(333)
3 p
µ
3p
ν
3p
ρ
3 + E
(444)
3 p
µ
4p
ν
4p
ρ
4
+ E
(112)
3 (p
µ
1p
ν
1p
ρ
2 + perm) + E
(113)
3 (p
µ
1p
ν
1p
ρ
3 + perm) + E
(114)
3 (p
µ
1p
ν
1p
ρ
4 + perm)
+ E
(221)
3 (p
µ
2p
ν
2p
ρ
1 + perm) + E
(223)
3 (p
µ
2p
ν
2p
ρ
3 + perm) + E
(224)
3 (p
µ
2p
ν
2p
ρ
4 + perm)
+ E
(331)
3 (p
µ
3p
ν
3p
ρ
1 + perm) + E
(332)
3 (p
µ
3p
ν
3p
ρ
2 + perm) + E
(334)
3 (p
µ
3p
ν
3p
ρ
4 + perm)
+ E
(441)
3 (p
µ
4p
ν
4p
ρ
1 + perm) + E
(442)
3 (p
µ
4p
ν
4p
ρ
2 + perm) + E
(443)
3 (p
µ
4p
ν
4p
ρ
4 + perm)
+ E
(123)
3 (p
µ
1p
ν
2p
ρ
3 + perm) + E
(124)
3 (p
µ
1p
ν
2p
ρ
4 + perm) + E
(134)
3 (p
µ
1p
ν
3p
ρ
4 + perm)
+ E
(234)
3 (p
µ
2p
ν
3p
ρ
4 + perm) .
(B34)
The calculation of gg → tt¯h involves the six pentagon structures illustrated in Fig. 5. For
each of them we will give in the following the IR pole parts of the corresponding scalar
integrals, as well as the coefficient ck (in terms of the Skl matrix) and the IR singular box
scalar integrals D0
(k)
Pi,j
out of which they can be calculated. We will moreover list the IR
pole parts of the corresponding tensor integral coefficients, since they may be of interest in
checking the IR structure of the virtual cross section. We will write the pole part of each
tensor integral coefficient as
E
(j)
i |IR−pole =
i
16π2
Nt∆IR(E(j)i ) ,
E
(jk)
i |IR−pole =
i
16π2
Nt∆IR(E(jk)i ) ,
E
(jkl)
i |IR−pole =
i
16π2
Nt∆IR(E(jkl)i ) , (B35)
where Nt is defined in Eq. (17), and give for each pentagon integral the non zero ∆IR(E(j)i ),
∆IR(E
(jk)
i ), and ∆IR(E
(jkl)
i ) coefficients.
As in Section B1 we express our results in terms of the kinematic invariants σ, τi, ωi of
Eqs. (29) and (B1), and βtt¯ of Eq. (28).
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a. Pentagon scalar integral E0P1,t
The pentagon scalar integral arising from diagram P1,t coincides with E0P1 of the qq¯ → tt¯h
calculation of Ref. [21], and can be parameterized according to Eq. (B29) with:
N1 = k
2 , N2 = (k + q1)
2 , N3 = (k + q1 + q2)
2 ,
N4 = (k + q1 + q2 − p′t)2 −m2t , N5 = (k + q1 + q2 − p′t − ph)2 −m2t . (B36)
We summarize here for completeness the results obtained in Ref. [21]. The ck (k=1, . . . , 5)
coefficients in Eq. (B31) are obtained, according to Eq. (B32), as:
ck =
5∑
l=1
[S(P1,t)]
−1
kl , (B37)
where
S(P1,t) =
1
2


0 0 −σ −ω1 0
0 0 0 τ2 τ1
−σ 0 0 0 −ω2
−ω1 τ2 0 2m2t (2m2t −M2h)
0 τ1 −ω2 (2m2t −M2h) 2m2t


. (B38)
The part of E0P1,t that contributes to the virtual amplitude squared can be written as:
E0P1,t =
i
16π2
Nt
[
X−2
ǫ2
+
X−1
ǫ
+X0
]
, (B39)
where X−2, X−1, and X0 are obtained using Eqs. (B31), (B37), (B38) and the results for
the D0
(k)
P1,t
integrals presented in the following. The expressions for X−2 and X−1 have the
following form:
X−2 =
1
2σ
(
− 1
ω1τ1
− 1
ω2τ2
+
2
τ1τ2
)
,
X−1 =
1
στ1τ2
(−Λσ + Λω1 + Λω2 − Λτ1 − Λτ2) +
1
στ2ω2
(Λτ2 − Λτ1 + Λω2) +
+
1
στ1ω1
(Λτ1 − Λτ2 + Λω1) . (B40)
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The tensor integrals associated with P1,t contain IR divergences. Using the notation intro-
duce in Eqs. (B34) and (B35), only the following coefficients of E1µP1,t :
∆IR(E
(1)
1 ) =
1
2στ2
(
1
ω2
− 2
τ1
)
1
ǫ2
+
1
σ
[
1
τ1τ2
(Λσ + Λτ1 + Λτ2 − Λω1 − Λω2)
+
1
ω2τ2
(Λτ1 − Λτ2 − Λω2)
]
1
ǫ
,
∆IR(E
(2)
1 ) =
1
2στ2ω2
1
ǫ2
+
1
στ2ω2
(Λτ1 − Λτ2 − Λω2)
1
ǫ
,
(B41)
of E2µνP1,t :
∆IR(E
(11)
2 ) = −
1
2στ2
(
1
ω2
− 2
τ1
)
1
ǫ2
+
1
σ
[
1
τ1τ2
(Λω2 − Λτ1 − Λσ) +
1
τ2ω2
(Λτ2 + Λω2 − Λτ1)
+
ω1
τ1τ2(τ2 + ω1)
(Λω1 − Λτ2)
]
1
ǫ
,
∆IR(E
(12)
2 ) = −
1
2στ2ω2
1
ǫ2
− 1
στ2ω2
(Λτ1 − Λτ2 − Λω2)
1
ǫ
,
∆IR(E
(22)
2 ) = −
1
2στ2ω2
1
ǫ2
+
1
στ2ω2
[
Λτ2 +
τ1
(τ2 + ω1)
(Λω2 − Λτ1)
]
1
ǫ
,
(B42)
and of E3µνρP1,t :
∆IR(E
(111)
3 ) =
1
2στ2
(
1
ω2
− 2
τ1
)
1
ǫ2
−
[
1
τ1τ2
(Λω2 − Λτ1 − Λσ) +
1
τ2ω2
(Λτ2 + Λω2 − Λτ1)
+
ω21
τ1τ2(τ2 + ω1)2
(Λω1 − Λτ2) +
1
τ1(τ2 + ω1)
]
1
ǫ
,
∆IR(E
(112)
3 ) =
1
2στ2ω2
1
ǫ2
+
1
στ2ω2
(Λτ1 − Λτ2 − Λω2)
1
ǫ
,
∆IR(E
(221)
3 ) =
1
2στ2ω2
1
ǫ2
− 1
στ2ω2
[
Λτ2 +
τ1
(τ2 + ω1)
(Λω2 − Λτ1)
]
1
ǫ
,
∆IR(E
(222)
3 ) =
1
2στ2ω2
1
ǫ2
− 1
σ
[
1
τ2ω2
Λτ2 +
τ 21
τ2ω2(τ1 + ω2)2
(Λω2 − Λτ1)−
1
τ2(τ1 + ω2)
]
1
ǫ
,
(B43)
are IR divergent.
We present in the following the IR singular box scalar integrals D0
(k)
P1,t
, which are used in
Eq. (B31) to calculate E0P1,t . D0
(2)
P1,t
is finite and we will not discuss it further.
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Box scalar integral D0
(1)
P1,t
D0
(1)
P1,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k + q2)
2 ,
N3 = (k + q2 − p′t)2 −m2t , N4 = (k + q2 − p′t − ph)2 −m2t . (B44)
and can be obtained from D0
B
(1)
7,t
in Section B1 b by exchanging q1 ↔ q2 and pt ↔ p′t, i.e.
by exchanging τ1 ↔ τ2, and ω1 ↔ ω2.
Box scalar integral D0
(3)
P1,t
D0
(3)
P1,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k + q1)
2 ,
N3 = (k + q1 − pt)2 −m2t , N4 = (k + q1 − pt − ph)2 −m2t . (B45)
and is equal to D0
B
(1)
7,t
in Section B1 b.
Box scalar integral D0
(4)
P1,t
D0
(4)
P1,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k + q2)
2 ,
N3 = (k + q1 + q2)
2 , N4 = (k + q1 + q2 − pt)2 −m2t . (B46)
and is equal to D0
(2)
B8,t
in Section B1 c.
Box scalar integral D0
(5)
P1,t
D0
(5)
P1,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k + q1)
2 ,
N3 = (k + q1 + q2)
2 , N4 = (k + q1 + q2 − p′t)2 −m2t , (B47)
and coincides with D0
B
(1)
8,t
in Section B1 c.
b. Pentagon scalar integral E0P2,t
The pentagon scalar integral arising from diagram P2,t can be parameterized according
to Eq. (B29) with:
N1 = k
2 , N2 = (k − p′t)2 −m2t , N3 = (k − p′t + q2)2 −m2t ,
N4 = (k − p′t + q1 + q2)2 −m2t , N5 = (k − p′t + q1 + q2 − ph)2 −m2t . (B48)
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The ck (k=1, . . . , 5) coefficients of Eq. (B31) are obtained, according to Eq. (B32), as:
ck =
5∑
l=1
[S(P2,t)]
−1
kl , (B49)
where
S(P2,t) =
1
2


0 0 τ2 −ω1 0
0 2m2t 2m
2
t 2m
2
t − σ a1
τ2 2m
2
t 2m
2
t 2m
2
t a2
−ω1 2m2t − σ 2m2t 2m2t 2m2t −M2h
0 a1 a2 2m
2
t −M2h 2m2t


, (B50)
and we have defined
a1 = 2m
2
t − (pt + p′t)2 = 2m2t − σ + ω1 + ω2 −M2h ,
a2 = 2m
2
t − (q1 − ph)2 = 2m2t + ω1 − τ1 + τ2 −M2h . (B51)
The part of E0P2,t that contributes to the virtual amplitude squared can be written as:
E0P2,t =
i
16π2
Nt
[
X−1
ǫ
+X0
]
, (B52)
where X−1 and X0 are obtained using Eqs. (B31), (B49)-(B51), and the results for the D0
(k)
P2,t
integrals presented in the following. The expression for X−1 has the following form:
X−1 =
1
τ2ω1(σ − ω1 − ω2 +M2h)
1
βtt¯
ln
(
1 + βtt¯
1− βtt¯
)
. (B53)
All tensor pentagon integrals associated with P2,t are IR finite.
We present in the following the IR singular box scalar integrals D0
(k)
P2,t
which are used in
Eq. (B31) to calculate E0P2,t . D0
(1)
P2,t
, D0
(2)
P2,t
, and D0
(5)
P2,t
are finite and we will not discuss
them further.
Box scalar integral D0
(3)
P2,t
D0
(3)
P2,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k − p′t)2 −m2t ,
N3 = (k − p′t + q1 + q2)2 −m2t , N4 = (k + pt)2 −m2t , (B54)
and is equal to D0
B
(1)
2,s
in Section B1 a.
Box scalar integral D0
(4)
P2,t
.
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D0
(4)
P2,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k − p′t)2 −m2t ,
N3 = (k − p′t + q2)2 −m2t , N4 = (k + pt)2 −m2t , (B55)
and can be written as
D0
(4)
P2,t
=
i
16π2
Nt
(
X−1
ǫ
+X0
)
, (B56)
where the pole part X−1 is given by:
X−1 =
1
τ2(σ − ω1 − ω2 +M2h)
1
βtt¯
ln
(
1 + βtt¯
1− βtt¯
)
, (B57)
while the finite part X0 can be found from Eq. (2.9) of Ref. [45] with the identifications:
m20 = m
2
1 = m
2
4 → m2t , (B58)
s → (pt + p′t)2 = σ − ω1 − ω2 +M2h ,
t → (q2 − p′t)2 = m2t − τ2 .
c. Pentagon scalar integral E0P3,t
The pentagon scalar integral arising from diagram P3,t can be parameterized according
to Eq. (B29) with:
N1 = k
2 , N2 = (k − p′t)2 −m2t , N3 = (k − p′t + q2)2 −m2t ,
N4 = (k − p′t + q2 − ph)2 −m2t , N5 = (k + pt)2 −m2t . (B59)
The ck (k=1, . . . , 5) coefficients of Eq. (B31) are obtained, according to Eq. (B32), as:
ck =
5∑
l=1
[S(P3,t)]
−1
kl , (B60)
where
S(P3,t) =
1
2


0 0 τ2 τ1 0
0 2m2t 2m
2
t a3 a1
τ2 2m
2
t 2m
2
t 2m
2
t −M2h a2
τ1 a3 2m
2
t −M2h 2m2t 2m2t
0 a1 a2 2m
2
t 2m
2
t


, (B61)
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and we have defined
a3 = 2m
2
t − (q2 − ph)2 = 2m2t −M2h + ω2 + τ1 − τ2 , (B62)
while a1 and a2 are given in Eq. (B51).
The part of E0P3,t that contributes to the virtual amplitude squared can be written as:
E0P3,t =
i
16π2
Nt
[
X−1
ǫ
+X0
]
, (B63)
where X−1 and X0 are obtained using Eqs. (B31), (B60)-(B62), and the results for D0
(k)
P3,t
given in the following. The expression for X−1 has the following form:
X−1 = − 1
τ1τ2(σ − ω1 − ω2 +M2h)
1
βtt¯
ln
(
1 + βtt¯
1− βtt¯
)
. (B64)
All tensor pentagon integrals associated with P3,t are IR finite.
We present in the following the box scalar integrals D0
(k)
P3,t
, which are used in Eq. (B31)
to calculate E0P3,t . D0
(1)
P3,t
, D0
(2)
P3,t
, and D0
(5)
P3,t
are finite and we will not discuss them further.
Box scalar integral D0
(3)
P3,t
D0
(3)
P3,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k − p′t)2 −m2t ,
N3 = (k − p′t + q2 − ph)2 −m2t , N4 = (k + pt)2 −m2t , (B65)
and can be written as
D0
(3)
P3,t
=
i
16π2
Nt
(
X−1
ǫ
+X0
)
, (B66)
where the pole part X−1 is:
X−1 =
1
τ1(σ − ω1 − ω2 +M2h)
1
βtt¯
ln
(
1 + βtt¯
1− βtt¯
)
, (B67)
while the finite part X0 can be found from Eq. (2.9) of Ref. [45] with the identifications:
m20 = m
2
1 = m
2
4 → m2t ,
s → (pt + p′t)2 = σ +m2h − ω1 − ω2 ,
t → (q1 − pt)2 = m2t − τ1 . (B68)
Box scalar integral D0
(4)
P3,t
.
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D0
(4)
P3,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k − p′t)2 −m2t ,
N3 = (k − p′t + q2)2 −m2t , N4 = (k + pt)2 −m2t , (B69)
and is equal to D0
(4)
P2,t
in Section B2 b.
d. Pentagon scalar integral E0P4,t
The pentagon scalar and tensor integrals arising from diagram P4,t can be found from
the corresponding integrals for diagram P2,t by exchanging q1 ↔ q2 and pt ↔ p′t, i.e. by
exchanging τ1 ↔ τ2, τ3 ↔ τ4, and ω1 ↔ ω2.
e. Pentagon scalar integral E0P5,t
The pentagon scalar integral arising from diagram P5,t can be parameterized according
to Eq. (B29) with:
N1 = k
2 , N2 = (k + q1)
2 , N3 = (k + q1 − p′t)2 −m2t ,
N4 = (k + q1 + q2 − p′t)2 −m2t , N5 = (k + q1 + q2 − p′t − ph)2 −m2t . (B70)
The ck (k=1, . . . , 5) coefficients of Eq. (B31) are obtained, according to Eq. (B32), as:
ck =
5∑
l=1
[S(P5,t)]
−1
kl , (B71)
where
S(P5,t) =
1
2


0 0 τ4 −ω1 0
0 0 0 τ2 τ1
τ4 0 2m
2
t 2m
2
t a3
−ω1 τ2 2m2t 2m2t 2m2t −M2h
0 τ1 a3 2m
2
t −M2h 2m2t


, (B72)
with a3 as defined in Eq. (B62).
The part of E0P5,t that contributes to the virtual amplitude squared can be written as:
E0P5,t =
i
16π2
Nt
[
X−2
ǫ2
+
X−1
ǫ
+X0
]
, (B73)
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where X−2, X−1 and X0 are obtained using Eqs. (B31), (B71), (B72), and the results for
D0
(k)
P5,t
given below. The expressions for X−2 and X−1 have the following form:
X−2 =
1
2τ1τ4
(
1
ω1
− 1
τ2
)
,
X−1 =
1
τ1τ4
[
1
ω1
(Λτ2 − Λτ1 − Λω1) +
1
τ2
(Λτ2 + Λτ4 − Λω1)
]
. (B74)
The tensor integrals associated with P5,t also contain IR divergences. Only the following
tensor coefficients of E1µP5,t :
∆IR(E
(1)
1 ) =
1
2τ1τ2τ4
1
ǫ2
+
1
τ1τ2τ4
(Λω1 − Λτ2 − Λτ4)
1
ǫ
,
(B75)
of E2µνP5,t :
∆IR(E
(11)
2 ) = −
1
2τ1τ2τ4
1
ǫ2
+
1
τ1τ2τ4(τ2 + ω1)
[(τ2 + ω1)Λτ4 − ω1 (Λω1 − Λτ2)]
1
ǫ
,
(B76)
and of E3µνρP5,t :
∆IR(E
(111)
3 ) =
1
2τ1τ2τ4
1
ǫ2
− 1
τ1τ2τ4(τ2 + ω1)2
[−τ2(τ2 + ω1) + (τ2 + ω1)2Λτ4 (B77)
+ω21 (Λτ2 − Λω1)
] 1
ǫ
(B78)
are IR divergent.
We present in the following the IR singular box scalar integrals D0
(k)
P5,t
, which are used
in Eq. (B31) to calculate E0P5,t . D0
(1)
P5,t
and D0
(2)
P5,t
are finite and we will not discuss them
further.
Box scalar integral D0
(3)
P5,t
D0
(3)
P5,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , , N2 = (k + q1)
2 ,
N3 = (k + q1 + q2 − p′t)2 −m2t , N4 = (k + pt)2 −m2t , (B79)
and coincides with D0
(3)
P1,t
in Section B2 a, after shifting k → −k − q1.
Box scalar integral D0
(4)
P5,t
.
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D0
(4)
P5,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k + q1)
2 ,
N3 = (k + q1 − p′t)2 −m2t , N4 = (k + pt)2 −m2t . (B80)
The part of D0
(4)
P5,t
which contributes to the virtual amplitude squared is given by:
D0
(4)
P5,t
=
i
16π2
Nt
(
1
τ1τ4
)(
X−2
ǫ2
+
X−1
ǫ
+X0
)
, (B81)
where the coefficients X−2, X−1, and X0 are given by:
X−2 = 1 ,
X−1 = − ln
(
τ1
m2t
)
− ln
(
τ4
m2t
)
,
X0 = Re
{
ln2
(
τ1
m2t
)
+ ln2
(
τ4
m2t
)
− ln2
(
τ4
τ1
)
− 2
3
π2 + 2Li2
(
1
z+
)
+ 2Li2
(
1
z−
)}
,
(B82)
with
z± =
1
2
(1±∆) , ∆ =
√
1− 4m
2
t
2m2t − a3
, (B83)
and a3 defined in Eq. (B62).
Box integral D0
(5)
P5,t
.
D0
(5)
P5,t
can be parameterized according to Eq. (B3) with:
N1 = k
2 , N2 = (k + q1)
2 ,
N3 = (k + q1 − p′t)2 −m2t , N4 = (k + q1 + q2 − p′t)2 −m2t , (B84)
and is equal to D0
B
(1)
10,t
in Section B1 d.
f. Pentagon scalar integral E0P6,t
The pentagon scalar integral arising from diagram P6,t can be parameterized according
to Eq. (B29) with:
N1 = k
2 , N2 = (k + q1)
2 , N3 = (k + q1 − p′t)2 −m2t ,
N4 = (k + q1 − p′t − ph)2 −m2t , N5 = (k + q1 − p′t − ph + q2)2 −m2t . (B85)
We note that E0P6,t can be obtained from E0P5,t by shifting k → −k − q1 and exchanging
pt ↔ p′t, or equivalently by exchanging τ1 ↔ τ4, τ2 ↔ τ3, and ω1 ↔ ω2. The same applies to
the tensor pentagon integrals E1µP6,t , E2
µν
P6,t
, and E3µνρP6,t .
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APPENDIX C: PHASE SPACE INTEGRALS FOR THE EMISSION OF A SOFT
GLUON IN THE TWO CUTOFF PSS METHOD.
In this Appendix we collect the phase space integrals for a final state soft gluon that
are used in calculating the results reported in Eq. (39). We parameterize the soft gluon
d-momentum in the gg rest frame as:
k = Eg(1, . . . , sin θ1 sin θ2, sin θ1 cos θ2, cos θ1) , (C1)
such that the phase space of the soft gluon in d=4− 2ǫ dimensions can be written as:
d(PSg)soft =
Γ(1− ǫ)
Γ(1− 2ǫ)
πǫ
(2π)3
∫ δs√s/2
0
dEgE
1−2ǫ
g ×∫ π
0
dθ1 sin
1−2ǫ θ1
∫ π
0
dθ2 sin
−2ǫ θ2 . (C2)
Then all the integrals we need are the following four:∫
d(PSg)soft
(q1 ·q2)
(q1 ·k)(q2 ·k) =
1
(4π)2
Nt 2
[
1
ǫ2
− 2
ǫ
ln(δs)− 1
ǫ
Λσ
−π
2
3
+
1
2
(
Λ2σ + 4Λσ ln(δs) + 4 ln
2(δs)
)]
,∫
d(PSg)soft
(q1 ·pt)
(q1 ·k)(pt ·k) =
1
(4π)2
Nt
[
1
ǫ2
− 2
ǫ
Λτ1 −
2
ǫ
ln(δs)− π
2
3
−1
2
Λ2σ + 2Λτ1Λσ + 2 ln
2(δs) + 4Λτ1 ln(δs) + F (q1, pt)
]
,∫
d(PSg)soft
(pt ·p′t)
(pt ·k)(p′t ·k)
=
1
(4π)2
Nt
(
s¯tt¯ − 2m2t
s¯tt¯
)[(
−2
ǫ
+ 2Λσ + 4 ln(δs)
)
1
βtt¯
Λtt¯
− 1
βtt¯
Λ2tt¯ −
4
βtt¯
Li2
(
2βtt¯
1 + βtt¯
)]
,∫
d(PSg)soft
p2t
(pt ·k)2 =
1
(4π)2
Nt
[
−2
ǫ
+ 2Λσ + 4 ln(δs)− 2 1
βtt¯
Λtt¯
]
, (C3)
where s¯tt¯, βtt¯ and Λtt¯ are defined in Eq. (28). Moreover we have denoted by F (pi, pf) the
function:
F (pi, pf) = ln
2
(
1− βf
1− βf cos θif
)
− 1
2
ln2
(
1 + βf
1− βf
)
+2Li2
(
−βf (1− cos θif )
1− βf
)
− 2Li2
(
−βf (1 + cos θif )
1− βf cos θif
)
, (C4)
where cos θif is the angle between partons i and f in the center-of-mass frame of the initial
state partons, and
βf =
√
1− m
2
t
(p0f)
2
, 1− βf cos θif = sif
p0f
√
s
. (C5)
66
All the quantities in Eq. (C4) can be expressed in terms of kinematical invariants, once we
use sif=2pi ·pf and:
p0t =
s− s¯t¯h +m2t
2
√
s
and p0t¯ =
s− s¯th +m2t
2
√
s
, (C6)
with s¯fh=(pf + ph)
2.
APPENDIX D: INTEGRATED SOFT FUNCTIONS FOR THE ONE-CUTOFF
PHASE SPACE SLICING METHOD.
In this appendix we give the explicit form of the integrated soft functions Sab in the
three possible cases in which: both partons (a, b) are massless, one is massless and the other
is massive, and when both are massive. These expressions have been originally presented
in Refs. [26, 28], and used in the calculation of the soft part of the real cross section for
h→ qq¯tt¯+ g in Ref. [21].
When both partons a and b are massless Sab is simply given by [26]:
Sab =
αs
2π
N
1
Γ(1− ǫ)
(
4πµ2
smin
)ǫ(
sab
smin
)ǫ
1
ǫ2
. (D1)
For h→ ggtt¯+ (g, q, q¯), this occurs when a and b correspond to the two hard gluons gA and
gB of Eq.(54), in which case sab=s is the partonic center of mass energy.
When one parton is massive and the other is massless, the function Sab has the form [28]:
Sab =
αs
2π
N
1
Γ(1− ǫ)
(
4πµ2
smin
)ǫ(
sab
smin
)ǫ
×{
1
ǫ2
[
1− 1
2
(
sab
m2t
)ǫ]
+
1
2ǫ
(
sab
m2t
)ǫ
− 1
2
ζ(2) +
m2t
sab
}
=
αs
2π
N
1
Γ(1− ǫ)
(
4πµ2
smin
)ǫ
×{
1
2ǫ2
+
1
2ǫ
+
1
2ǫ
ln
(
m2t
smin
)
+
1
4
ln2
(
m2t
smin
)
− 1
2
ln2
(
sab
m2t
)
+
1
2
ln
(
sab
m2t
)
+
1
2
ln
(
sab
smin
)
− 1
2
ζ(2) +
m2t
sab
}
.
(D2)
For h→ ggtt¯+(g, q, q¯), this occurs when a=1, 2 (where 1, 2 denote the initial gluons gA, gB)
and b= t, t¯, and we therefore have four possible integrated soft functions of this type: S1t,
S1t¯, S2t, and S2t¯.
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Finally, when both partons are massive, i.e. when a = t and b = t¯, the integrated soft
function Stt¯ is [28]:
Stt¯ =
αs
2π
N
1
Γ(1− ǫ)
(
4πµ2
smin
)ǫ
m2t√
λtt¯
(
Js
1
ǫ
+ Ja + Jb
)
, (D3)
where we have defined:
m2t√
λtt¯
Js = 1− stt¯
(2m2t + stt¯)βtt¯
Λtt¯ ,
Ja = Js ln
(
τ 2+λtt¯
sminm
2
t
)
,
Jb =
(
τ+ − τ−
)[
1− 2 ln(τ+ − τ−)− ln(τ+)
]
+
(
τ+ + τ−
2
)[
ln
(
τ+
τ−
)(
1 + 2 ln(τ+ − τ−)
)
+ Li2
(
1− τ+
τ−
)
− Li2
(
1− τ−
τ+
)]
+ 1 + τ−τ+
+ (τ− + τ+)
[
−1− ln(τ+) ln(τ−) + 1
2
ln2(τ+)
]
, (D4)
βtt¯ and Λtt¯ are defined in Eq. (28) while λtt¯ and τ± are given by:
λtt¯ ≡ s2tt¯ − 4m4t ,
τ± =
stt¯
2m2t
±
√(
stt¯
2m2t
)2
− 1 . (D5)
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