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Abstract
We analyse Haar systems associated to groupoids obtained by cer-
tain equivalence relations of dynamical nature on sets like {1, 2, ..., d}Z ,
{1, 2, ..., d}N , S1 × S1, or (S1)N, where S1 is the unitary circle. We
also describe properties of transverse functions, quasi-invariant prob-
abilities and KMS states for some examples of von Neumann algebras
(and also C∗-Algebras) associated to these groupoids. We relate some
of these KMS states with Gibbs states of Thermodynamic Formalism.
While presenting new results, we will also describe in detail several
examples and basic results on the above topics. In other words it is
also a survey paper. Some known results on non-commutative integra-
tion are presented, more precisely, the relation of transverse measures,
cocycles and quasi-invariant probabilities.
We describe the results in a language which is more familiar to
people in Dynamical Systems. Our intention is to study Haar systems,
quasi-invariant probabilities and von Neumann algebras as a topic on
measure theory (intersected with ergodic theory) avoiding questions
of algebraic nature (which, of course, are also extremely important).
1 The groupoid associated to a partition
We will analyze properties of Haar systems, quasi-invariant probabilities,
transverse measures, C∗-algebras and KMS states related to Thermodynamic
Formalism and Gibbs states. We will consider a specific particular setting
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where the groupoid will be defined by some natural equivalence relations on
the sets of the form {1, 2, ..., d}N or {1, 2, ..., d}Z, S1 × S1, or (S1)N. These
equivalence relations will be of dynamic origin.
We will denote by X any one of the above sets.
The main point here is that we will use a notation which is more close to
the one used on Ergodic Theory and Thermodynamic Formalism.
On section 2 we introduce the concept of transverse functions associated
to groupoids and Haar systems.
On section 3 we consider modular functions and quasi-invariant prob-
abilities on groupoids. In the end of this section we present a new result
concerning a (non-)relation of the quasi-invariant probability with the SBR
probability of the generalized Baker map.
On section 4 we consider a certain von Neumann algebra and the associ-
ated KMS states. On proposition 54 we present a new result concerning the
relation between probabilities satisfying the KMS property (quasi-invariant)
and Gibbs (DLR) probabilities of Thermodynamic Formalism on the sym-
bolic space {1, 2, ..., d}N for a certain groupoid. Proposition 55 shows that
the KMS probability is not unique on this case.
[25], [23] and [24] are the classical references on measured groupoids and
von Neumann algebras. KMS states and C∗-algebras are described on [40].
On section 5 we present a natural expression - based on quasi-invariant
probabilities - for the integration of a transverse function by a transverse
measure. Some basic results on non-commutative integration (see [12] for a
detailed description of the topic) are briefly described.
On section 6 we present briefly the setting of C∗-algebras associated to
groupoids on symbolic spaces. We present the well known and important
concept of approximately proper equivalence relation and its relation with
the direct inductive limit topology (see [17], [18], [19] and [49]).
On section 7 we present several examples of quasi-invariant probabilities
for different kinds of groupoids and Haar systems.
On section ?? we briefly describe ergodic concepts for groupoids and
measures.
Results on C∗-algebras and KMS states from the point of view of Ther-
modynamic Formalism are presented in [29], [49], [44], [54], [55], [1], [21] and
[22].
The paper [7] considers equivalence relations and DLR probabilities for
certain interactions on the symbolic space {1, 2, ...d}Z (not in {1, 2, ...d}N like
here).
Theorem 6.2.18 in Vol II of [9] and [4] describe the relation between KMS
states and Gibbs probabilities for interactions on certain spin lattices (on the
one-dimensional case corresponds to the space {1, 2, .., d}Z).
2
We point out that Lecture 9 in [15] presents a brief introduction to C∗-
Algebras and non-commutative integration.
We are indebted to Ruy Exel for many helpful discussions and useful
comments during the procedure of writing this paper. We also thanks Ali
Tahzibi for some fruitful remarks.
We denote {1, 2, ..., d}N = Ω and consider the compact metric space with
metric d where for x = (x0, x1, x2, ..) ∈ Ω and y = (y0, y1, y2, ..) ∈ Ω
d(x, y) = 2−N ,
where N is the smallest natural number j ≥ 0, such that, xj 6= yj.
We also consider {1, 2, ..., d}Z = Ωˆ and elements in Ωˆ are denoted by
x = (..., x−n, ..., x−1 | x0, x1, .., xn, .. ).
We will use the notation
←−
Ω = {1, 2, ..., d}N and
−→
Ω = {1, 2, ..., d}N.
Given x = (..., x−n, ..., x−1 | x0, x1, .., xn, .. ) ∈ Ωˆ, we call (..., x−n, ..., x−1 ) ∈
←−
Ω the past of x and (x0, x1, .., xn, ..) ∈
−→
Ω the future of x.
In this way we express Ωˆ =
←−
Ω × |
−→
Ω .
Sometimes we denote
(..., a−n, ..., a−1 | b0, b1, .., bn, .. ) =< a | b >,
where a = (..., a−n, ..., a−1) ∈
←−
Ω and b = ( b0, b1, .., bn, ..) ∈
−→
Ω.
On Ωˆ we consider the usual metric d, in such way that for x, y ∈ Ωˆ we
set
d(x, y) = 2−N ,
N ≥ 0, where for
x = (..., x−n, ..., x−1 | x0, x1, .., xn, .. ) , y = (..., y−n, ..., y−1 | y0, y1, .., yn, .. ),
we have xj = yj, for all j, such that, −N + 1 ≤ j ≤ N − 1 and, moreover
xN 6= yN , or x−N 6= y−N .
The shift σˆ on Ωˆ = {1, 2, ..., d}Z is such that
σˆ(..., y−n, ..., y−2, y−1 | y0, y1, ...., yn, ...) = (..., y−n, ..., y−2, y−1, y0 | y1, ...., yn, ...).
On the other hand the shift σ on Ω = {1, 2, ..., d}N is such that
σ(y0, y1, ...., yn, ...) = ( y1, ...., yn, ...).
A general equivalence relation R on a space X define classes and we will
denote by x ∼ y when two elements x and y are on the same class. We
denote by [y] the class of y ∈ X .
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Definition 1. Given an equivalence relation ∼ on X, where X is any of
the sets Ω, Ωˆ, (S1)N, or S1 × S1, we denote by G the subset of X × X,
containing all pairs (x, y), where x ∼ y. We call G the groupoid associated
to the equivalence relation ∼.
We also denote by G0 the set {(x, x) | x ∈ X} ∼ X, where X denote any
of the sets Ω, Ωˆ, (S1)N, or S1 × S1.
Remark: There is a general definition of groupoid (see [12]) which as-
sumes more structure but we will not need this here. For all results we will
consider there is no need for an additional algebraic structure (on the class of
each point). In this way we can consider a simplified definition of groupoid
as it is above. Our intention is to study C∗-algebras and Haar systems as a
topic on measure theory (intersected with ergodic theory) avoiding questions
of algebraic nature.
There is a future issue about the topology we will consider induced on G.
One possibility is the product topology, which we call the standard structure,
or, a more complex one which will be defined later on section ?? (specially
appropriate for some C∗-algebras).
We will present several examples of dynamically defined groupoids. The
equivalence relation of most of our examples is proper (see definition 81).
Example 2. For example consider on {1, 2, ..., d}N the equivalence relation
R such that x ∼ y, if xj = yj, for all j ≥ 2, when x = (x1, x2, x3, ...)
and y = (y1, y2, y3, ...). This defines a groupoid G. In this case G
0 = Ω =
{1, 2, ..., d}N.
For a fixed x = (x1, x2, x3, ...) the equivalence class associated to x is the
set { (j, x2, x3, ...), j = 1, 2.., d }. We call this relation the bigger than two
relation.
Example 3. Consider an equivalence relation R which defines a partition η0
of {1, 2, ..., d}Z−{0} = Ωˆ such its elements are of the form
a× |
−→
Ω = a× {1, 2, ..., d}N = (..., a−n, ..., a−2, a−1)× | {1, 2, ..., d}
N,
where a ∈ {1, 2, ..., d}N =
←−
Ω . This defines an equivalence relation ∼.
In this way two elements x and y are related if they have the same past.
There exists a bijection of classes of η0 and points in
←−
Ω .
Denote pi = pi2 : Ωˆ →
←−
Ω the transformation such that takes a point and
gives as the result its class.
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In this sense
pi−1(x) = pi−1((..., x−n, ..., x−1 | x1, .., xn, ..) )) =
(..., x−n, ..., x−2, x−1)× |
−→
Ω ∼= Ω.
The groupoid obtained by this equivalence relation can be expressed as
G = {(x, y), pi(x) = pi(y)}. In this way x ∼ y if they have the same past.
In this case the number of elements in each fiber is not finite.
Using the notation of page 46 of [12] we have Y ⊂ Ωˆ× Ωˆ and X =
←−
Ω .
In this case each class is associated to certain a = (a−1, a−2, ..) ∈
←−
Ω =
{1, 2, ..., d}N..
We use the notation (a | x) for points on a class of the form
(a | x) = (..., a−n, ..., a−2, a−1 | x1, ...., xn, ...) .
Example 4. A particulary important equivalence relation R on Ωˆ = {1, 2, ..., d}Z
is the following: we say x ∼ y if
x = (..., x−n, ..., x−2, x−1 | x0, x1, ...., xn, ...),
and,
y = (..., y−n, ..., y−2, y−1 | y0, y1, ...., yn, ...)
are such that there exists k ∈ Z, such that, xj = yj , for all j ≤ k.
The groupoid Gu is defined by this relation x ∼ y.
By definition the unstable set of the point x ∈ Ωˆ is the set
W u(x) = {y ∈ Ωˆ , such that lim
n→∞
d( σˆ−n(x), σˆ−n(y) ) = 0 }.
One can show that the unstable manifold of x ∈ Ωˆ is the set
W u(x) = {y = (..., y−n, ..., y−2, y−1 | y0, y1, ...., yn, ...) | there exists
k ∈ Z, such that xj = yj, for all j ≤ k}.
If we denote by Gu the groupoid defined by the above relation, then, x ∼ y,
if and only if, y ∈ W u(x).
An equivalence relation of this sort - for hyperbolic diffeomorphism - was
considered on [51] and [38].
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Example 5. An equivalence relation on
−→
Ω = {1, 2, ..., d}N similar to the
previous one is the following: we say x ∼ y if
x = ( x0, x1, ...., xn, ...),
and,
y = (y0, y1, ...., yn, ...)
are such that there exists k ∈ N, such that, xj = yj, for all j ≥ k.
Example 6. Another equivalence relation on
−→
Ω is the following: fix k ∈ N,
and we say x ∼k y, if when
x = ( x0, x1, ...., xn, ...),
and,
y = (y0, y1, ...., yn, ...)
we have xj = yj, for all j ≥ k.
In this case each class has dk elements.
Example 7. Given x, y ∈ Ωˆ = {1, 2, ..., d}Z, we say that x ∼ y if
lim
k→+∞
d(σˆkx, σˆky) = 0
and
lim
k→−∞
d(σˆkx, σˆky) = 0. (1)
This means there exists an M ≥ 0, such that, xj = yj for j > M , and,
j < −M . In other words, there are only a finite number of i’s such that
xi 6= yi. This is the same to say that x and y are homoclinic.
For example in Ωˆ = {1, 2}Z take
x = (..., x−n, ..., x−7, 1, 2, 2, 1, 2, 2 | 1, 2, 1, 2, 1, 1, x7, ...xn, ..)
and
y = (..., y−n, ..., y−7, 1, 2, 2, 1, 2, 2 | 1, 2, 1, 1, 1, 2, y7, ...yn, ..)
where xj = yj for |j| ≥ 7.
In this case x ∼ y.
This relation is called the homoclinic relation on Ωˆ. It was considered
for instance by D. Ruelle and N. Haydn in [50] and [26] for hyperbolic dif-
feomorphisms and also on more general contexts (see also [33], [37] and [7]
for the symbolic case).
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Example 8. Consider an expanding transformation T : S1 → S1, of degree
two, such that log T ′ is Holder and log T ′(a) > log λ > 0, a ∈ S1, for some
λ > 1.
Suppose T (x0) = 1, where 0 < x0 < 1. We say that (0, x0) and (x0, 1) are
the domains of injectivity of T .
Denote ψ1 : [0, 1)→ [0, x0) the first inverse branch of T and ψ2 : [0, 1)→
[x0, 1] the second inverse branch of T .
In this case for all y we have T ◦ ψ1(y) = y and T ◦ ψ2(y) = y.
The associated T -Baker map is the transformation F : S1 × S1 such
that satisfies for all a, b the following rule:
1) if 0 ≤ b < x0
F (a, b) = (ψ1(a), T (b)),
and
2) if x0 ≤ b < 1
F (a, b) = (ψ2(a) , T (b)).
In this case we take as partition the one associated to (local) unstable
manifolds for F , that is, sets of the form Wa = { (a, b) | b ∈ S
1}, where
a ∈ S1.
Given two points z1, z2 ∈ S
1 × S1 we say that they are related if the the
first coordinate is equal.
On S1 × S1 we use the distance d which is the product of the usual arc
length distance on S1.
The bijection F expands vertical lines and contract horizontal lines.
As an example one can take T (a) = 2a (mod 1) and we get (the inverse
of) the classical Baker map (see [52]).
One can say that the dynamics of such F in some sense looks like the one
of an Anosov diffeomorphism.
Example 9. The so called generalized XY model consider space (S1)N, where
S1 is the unitary circle and the shift acting on it (see ).
We can consider the equivalence relation R such that x ∼ y, if xj = yj,
for all j ≥ 2, when x = (x1, x2, x3, ...) and y = (y1, y2, y3, ...). This defines a
groupoid G. In this case G0 = (S1)N.
For a fixed x = (x1, x2, x3, ...) the equivalence class associated to x is the
set { (a, x2, x3, ...), a ∈ S
1 }. We call this relation the bigger than two
relation for the XY model and G the standard XY groupoid over
(S1)N.
7
2 Kernels and transverse functions
A general reference for the material of this section is [12] (see also [27]).
We consider over G ⊂ X ×X the Borel sigma-algebra B (on G) induced
by the natural product topology on X ×X and the metric d on X ([23] and
[24] also consider this sigma algebra). This will be fine for the setting of von
Neumann algebras. Later, another sigma-algebra will be considered for the
setting C∗-algebras.
We point out that the only sets X which we are interested are of the form
Ωˆ, Ω, (S1)N, or S1 × S1.
We denote F+(G) the space of Borel measurable functions f : G→ [0,∞)
(a function of two variables (a, b)).
F(G) is the space of Borel measurable functions f : G → R. Note that
f(x, y) just make sense if x ∼ y.
There is a natural involution on F(G) which is f → f˜ , where f˜(x, y) =
f(y, x).
We also denote F+(G0) the space of Borel measurable functions f : G0 →
[0,∞) (a function of one variable a).
There is a natural identification of functions f : G0 → R, of the form
f(x), with functions g : G → R which depend only on the first coordinate,
that is g(x, y) = f(x). This will be used without mention, but if necessary
we write (f ◦ P1)(x, y) = f(x) and (f ◦ P2)(x, y) = f(y).
Definition 10. A measurable groupoid G is a groupoid with the topology
induced by the product topology over X×X, such that, the following functions
are measurable for the Borel sigma-algebra:
P1(x, y) = x, P2(x, y) = y, h(x, y) = (y, x) and Z( (x, s), (s, y) ) = (x, y),
where Z : { ( (x, s), (r, y) ) | r = s } ⊂ G×G → G.
Now, we will present the definition of kernel (see beginning of section 2
in [12]).
Definition 11. A G-kernel ν on the measurable groupoid G is an applica-
tion of G0 in the space of measures over the sigma-algebra B, such that,
1) for any y ∈ G0, we have that νy has support on [y],
and
2) for any A ∈ B, the function y → νy(A) is measurable.
The set of all G- kernels is denoted by K+.
Example 12. As an example consider for the case of the groupoid G associ-
ated to the bigger than two relation, the measure νy, for each y = (y1, y2, y3, ...),
such that ν(j, y2, y3, ...) = 1, j = 1, 2, ..., d. In other words we are using the
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counting measure on each class.We call this the standard G-kernel for the
the bigger than two relation.
More precisely, the counting measure is such that νy(A) = #(A∩ [y]),
for any A ∈ B.
Example 13. Another possibility is to consider the G-kernel such that νy,
for each y = (y1, y2, y3, ...), is such that ν(j, y2, y3, ...) =
1
d
, We call this the
normalized standard G-kernel for the the bigger than two relation.
Example 14. Given any groupoid G another example of kernel is the delta
kernel ν which is the one such that for any y ∈ G0 we have that νy(dx) =
δy(d x), where δy is the delta Dirac on y. We denote by d such kernel.
We denote by Fν(G) the set of ν-integrable functions.
Definition 15. Given a G-kernel ν and an integrable function f ∈ Fν(G)
we denote by ν(f) the function in F(G0) defined by
ν(f) (y) =
∫
f (s, y) νy(ds), y ∈ G0.
A kernel ν is characterized by the law
f ∈ Fν(G) → ν(f) ∈ F(G
0).
In other words, for a kernel ν we get
ν : Fν(G)→ F(G
0).
By notation given a kernel ν and a positive f ∈ Fν(G) then the kernel f ν
is the one defined by f(x, y)νy(dx). In other words the action of the kernel
f ν get rid of the first coordinate:
h(x, y) →
∫
h(s, y)f (s, y) νy(ds).
In this way if f ∈ Fν(G
0) we get f(x)νy(dx).
Note that ν(f) is a function and f ν is a kernel.
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Definition 16. A transverse function is a G-kernel ν, such that, if x ∼ y,
then, the finite measures νy and νx are the same. The set of transverse
functions for G is denoted by E+. We call probabilistic transverse function
any one such that for each y ∈ G0 we get that νy is a probability on the class
of y.
The above means that∫
f(a)νx(d a) =
∫
f(a)νy(d a),
if x and y are related. In the above we have x ∼ y ∼ a.
Remark 17. The above equality implies that a transverse function is left
(and right) invariant. Together with the conditions defining a G-kernel, we
have that ν is a Haar system (see [46]) in a measurable sense. In what
follows we use transverse function and Haar system as synonyms.
The standard G-kernel for the bigger than two relation (see example 12)
is a transverse function.
The normalized standard G-kernel for the the bigger than two relation
(see example 13) is a probabilistic transverse function.
If we consider the equivalence relation such that each point is related just
to itself, then the transverse functions can be identified with the positive
functions defined on X .
The difference between a function and a transverse function is that the
former takes values on the set of real numbers and the later on the set of
measures.
If ν is transverse, then νx = νy when x ∼ y, and we have from definition
59:
(ν ∗ f)(x, y) =
∫
f (x, s) νx(ds) = ν(f˜)(x), ∀y ∼ x (2)
and,
(f ∗ ν)(x, y) =
∫
f (s, y) νy(ds) = ν(f)(y), ∀x ∼ y. (3)
Definition 18. The pair (G, ν), where ν ∈ E+, is called the measured
groupoid for the transverse function ν. We assume any ν we consider
is such that νy is not the zero measure for any y.
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In the case ν is such that,
∫
νy(ds) = 1, for any y ∈ G0, the Haar system
will be called a probabilistic Haar system.
Note that the delta kernel d is not a transverse function.
Given a measured groupoid (G, ν) and two measurable functions f, g ∈
Fν(G), we define (f ∗
ν
g) = h in such way that for any (x, y) ∈ G
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y) νy(ds) = h(x, y).
(f ∗
ν
g) is called the convolution of the functions f, g for the measured
groupoid (G, ν).
Example 19. Consider the groupoid G of Example 2 and the family νy,
y ∈ {1, 2, ..., d}N, of measures (where each measure νy has support on the
equivalence class of y), such that, νy is the counting measure. This defines a
transverse function (Haar system) called the standard Haar system.
Example 20. Consider the groupoid G of Example 2 and the normalized
standard family νy, y ∈ {1, 2, ..., d}N. This defines a transverse function
called the normalized standard Haar system.
More precisely the family νy, y ∈ {1, 2, ..., d}N, y = (y1, y2, y3, ...), of
probabilities on the set
{ (a, y2, y3, ...), a ∈ {1, 2, .., d} },
is such that, νy( {(a, y2, y3, ...) }) =
1
d
, a ∈ {1, 2, .., d}
Example 21. In example 6 in which k is fixed consider the transverse func-
tion ν such that for each y ∈ G0, we get that νy is the counting measure on
the set of points x ∼k y.
Example 22. Suppose J : {1, 2, ..., d}N → R is continuous positive func-
tion such that for any x ∈ Ω we have that
∑d
a=1 J(ax) = 1. For the
groupoid G of Example 2, the family νy, y ∈ {1, 2, ..., d}N, of probabilities on
{ (a, y2, y3, ...), a ∈ {1, 2, .., d} }, such that, ν
y(a, y2, y3, ...) = J(a, y2, y3, ...),
a ∈ {1, 2, .., d} defines a Haar system. We call it the probability Haar
system associated to J .
Example 20 is a particular case of the present example.
Example 23. On the groupoid over {1, 2, ..., d}Z described on example 3,
where we consider the notation: for each class specified by a ∈
←−
Ω the general
element in the class is given by
(a | x) = (..., a−n, ..., a−2, a−1 | x1, ...., xn, ...),
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where x ∈
−→
Ω .
Consider a fixed probability µ on
−→
Ω . We define the transverse function
νa(dx) = µ(dx) independent of a.
Example 24. In the example 8 we consider the partition of S1 × S1 given
by the sets Wa = { (a, b) | b ∈ S
1}, where a ∈ S1. For each a ∈ S1, consider
a probability νa(d b) over { (a, b) | b ∈ S1} such that for any Borel set K ⊂
S1 × S1 we have that a→ νa(K) is measurable. This defines a probabilistic
transverse function and a Haar system.
Consider a continuous function A : S1×S1 → R. For each a consider the
kernel νa such that
∫
f(b)νa(db) =
∫
f(b) eA(a,b)db, where db is the Lebesgue
measure. This defines a transverse function.
We call the standard Haar system on S1 × S1 the case where for each
a we consider as the probability νa(d b) over { (a, b) | b ∈ S1} the Lebesgue
probability on S1.
We will present several properties of kernels and transverse functions on
Section 5.
A question of notation: for a fixed groupoid G we will describe now for
the reader the common terminology on the field (see [12], [27], [46] and [49]).
It is usual to denote a general pair (x, y) ∈ G by γ (of related elements x, y).
The γ is called the directed arrow from x to y. In this case we call s(γ) = x
and r(γ) = y (see [39] for a more detailed description of the arrow’s setting).
Here, for each pair of related elements (x, y) there exist an unique directed
arrow γ satisfying s(γ) = x and r(γ) = y. Note that, since se are dealing with
equivalence relations, (y, x) denotes another arrow. In category language:
there is a unique morphism γ that takes {x} to {y}, whenever x and y are
related, and this morphism is associated in a unique way to the pair (x, y).
In this notation r−1(y) is the set of all arrows that end in y. This is in
a bijection with all elements on the same class of equivalence of y. We call
r−1(y) the fiber over y. If x ∼ y, then r−1(y) = r−1(x).
We adapt the notation in [12] and [27] to our notation. We use here the
expression (s, y) instead of γ γ′. This makes sense considering that γ = (x, y)
and γ′ = (s, x). We use the expression (y, s) for (γ′)−1 γ, where in this case,
γ = (x, y) and γ′ = (s, y), and, finally, νy(γ′) means νy(ds) for γ′ = (s, y).
In the case of the groupoid G associated to the bigger than two relation
we have for each x = (x1, x2, x3, ...) the property r
−1(x) = { (j, x2, x3, ...),
j = 1, 2.., d }.
The terminology of arrows will not be essentially used here. It was in-
troduced just for the reader to make a parallel (a dictionary) with the one
commonly used on papers on the topic.
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Using the terminology of arrows Definition 16 is equivalent to say that:
if, γ = (x, y) = (s(γ), r(γ)), then,
νy = γ νx.
3 Quasi-invariant probabilities
Definition 25. A function δ : G→ R such that
δ(x, z) = δ(x, y) δ(y, z),
for any (x, y), (y, z) ∈ G is called a modular function (also called a mul-
tiplicative cocycle).
In the arrow notation this is equivalent to say that
δ(γ1γ2) = δ(γ1)δ(γ2).
Note that δ(x, y) δ(y, y) = δ(x, y) and it follows that for any y we have
δ(y, y) = 1. Moreover, δ(x, y) δ(y, x) = δ(x, x) = 1 is true. Therefore, we get
δ˜ = δ−1.
Example 26. Given W : G0 → R, W (x) > 0, ∀x, a natural way to get a
modular function is to consider δ(x, y) = W (x)
W (y)
. In this case we say that the
modular function is derived from W .
Example 27. In the case of example 8 the equivalence relation is: given two
points z1, z2 ∈ S
1 × S1 they are related if the first coordinate is equal.
Consider a expanding transformation T and the associated Baker map F .
Note que F n(a, b) = (∗, T n(b)) for some point ∗.
Given two points z1 ∼ z2, for each n there exist z
n
1 and z
n
2 , such that,
respectively, F n(zn1 ) = z1 and F
n(zn2 ) = z2, and z
n
1 ∼ z
n
2 .
For each pair z1 = (a, b1) and z2 = (a, b2), and n ≥ 0, the elements z
n
1 , z
n
2
are of the form zn1 = (a
n, bn1 ), z
n
2 = (a
n, bn2 ).
In this case T n(bn1 ) = b1 and T
n(bn2 ) = b2.
Note also that T n(a) = an.
The distances between bn1 and b
n
2 are exponentially decreasing with n.
We denote
δ(z1, z2) = Π
∞
j=1
T ′(bn1 )
T ′(bn2 )
<∞.
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This product is well defined because
∑
n
log
T ′(bn1 )
T ′(bn2 )
=
∑
n
[log T ′(bn1 ) − log T
′(bn2 ) ]
converges. This is so because log T ′ is Holder and for all n we have |bn1−b
n
2 | <
λ−n, where T ′(x) > λ > 1 for all x.
This δ is a cocycle.
In the case of example 24 considered a Holder continuous function A(a, b),
where A : S1 × S1 → R.
Define for z1 = (a, b1) and z2 = (a, b2)
δ(z1, z2) = Π
∞
j=1
eA(z
n
1 )
eA(z
n
2 )
.
The modular function δ(z1, z2) is well defined because A is Holder.
We will show that δ can be expressed in the form of example 26. Indeed,
fix a certain b0 ∈ S
1, then, taking z1 = (a, b1) consider z0 = (a, b0). We
denote in an analogous way zn1 and z
n
0 the ones such that F
n(zn1 ) = z1 and
F n(zn0 ) = z0.
Define V : G0 → R by
V (z1) = Π
∞
j=1
eA(z
n
1 )
eA(z
n
0 )
. (4)
V is well defined and if z1 ∼ z2 we get that
δ(z1, z2) =
V (z1)
V (z2)
.
We will show later (see Proposition 97) that V (a, b) does not depend on
a, and then we can write V (b), and finally
δ(z1, z2) =
V (b1)
V (b2)
.
Example 28. Consider a fixed Holder function Aˆ : {1, 2, ..., d}Z → R and
the groupoid given by the equivalence relation of example 4. Denote for any
(x, y)
δ(x, y) = Π∞j=1
Aˆ(σˆ−j(s(γ)))
Aˆ(σˆ−j(r(γ)))
= Π∞j=1
Aˆ(σˆ−j(x))
Aˆ(σˆ−j(y))
.
The modular function δ is well defined because Aˆ is Holder. Indeed, this
follows from the bounded distortion property.
In a similar way as in the last example one can show that such δ can be
expressed on the form of example 26.
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Definition 29. Given a measured groupoid G for the transverse function ν
we say that a probability M on G0 is quasi-invariant for ν if there exist a
modular function δ : G→ R, such that, for any integrable function f : G→ R
we have∫ ∫
f(s, x)νx(ds)dM(x) =
∫ ∫
f(x, s) δ−1(x, s) νx(ds)dM(x). (5)
In a more accurate way we say thatM is quasi-invariant for the transverse
function ν and the modular function δ.
Note that if δ(x, s) = B(x)
B(s)
we get that the above condition (5) can be
written as∫ ∫
f(s, x)B(s)νx(ds)dM(x) =
∫ ∫
f(x, s)B(s) νx(ds)dM(x). (6)
Indeed, in (5) replace f(s, x) by B(s)f(s, x).
Quasi-invariant probabilities will be also described as the ones which satis-
fies the so called the KMS condition (on the setting of von Neumann algebras,
or C∗-algebras) as we will see later on section 4.
As an extreme example consider the equivalence relation such that each
point is related to just itself. In this case a modular function δ takes only
the value 1. Given any transverse function ν the condition
∫ ∫
f(s, x)νx(ds)dM(x) =
∫ ∫
f(x, s) δ−1(x, s) νx(ds)dM(x) (7)
is satisfied by any probability M on X . In this case the set of probabilities
is the set of quasi-invariant probabilities.
Example 30. Quasi invariant probability and the SBR probability
for the Baker map
We will present a particular example where we will compare the probability
M satisfying the quasi invariant condition with the so called SBR probability.
We will consider a different setting of the case described on [51] (considering
Anosov systems) which, as far as we know, was never published.
We will show that the quasi invariant probability is not the SBR
probability.
We will address later on the end of this example the kind of questions
discussed on [51] and [38].
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We will consider the groupoid of example 8, that is, we consider the equiv-
alence relation: given two points z1, z2 ∈ S
1 × S1 they are related if the first
coordinate is equal.
In example 8 we consider an expanding transformation T : S1 → S1 and
F denotes the associated T -Baker map. The associated SBR probability is
the only absolutely continuous F -invariant probability over S1 × S1.
The dynamical action of F in some sense looks like the one of an Anosov
diffeomorphism.
Consider the measured groupoid (G , ν) where in each vertical fiber over
the point a we set νa as the Lebesgue probability db over the class (a, b),
0 ≤ b ≤ 1.
This groupoid corresponds to the local unstable foliation for the transfor-
mation F .
We fix a certain point b0 ∈ (0, 1). For each pair x = (a, b) and y = (a, b0),
where a, b ∈ S1, and n ≥ 0, the elements zn1 , z
n
2 , n ∈ N, are such that
F n(zn1 ) = x = (a, b) and F
n(zn2 ) = y = (a, b0). Note that they are of the form
zn1 = (a
n, bn), zn2 = (a
n, sn). We use the notation zn1 (x), b
n(x), n ∈ N, to
express the dependence on x.
We denote for x ∈ S1 × S1
V (x) = V (a, b) = Π∞n=1
T ′(bn(x))
T ′(sn)
= Π∞n=1
T ′(bn(a, b))
T ′(sn)
<∞.
This is finite because sn and bn(x) are on the same domain of injectivity
of T for all n and T ′ is of Holder class.
In a similar fashion as in [51] we define δ by the expression
δ( (a, y1) , (a, y2) ) =
V (a, y1)
V (a, y2)
=
V (y1)
V (y2)
= Π∞n=1
T ′(bn(a, y1))
T ′(bn(a, y2))
,
where (a, y1) ∼ (a, y2).
Consider the probability M on S1 × S1 given by
dM(a, b) =
V (a, b)∫
V (a, c)dc
db da.
The density ψ(a, b) = V (a,b)∫
V (a,c)dc
satisfies the equation
ψ(a, b)
1
T ′(b)
= ψ(F (a, b)). (8)
Denote F (a, b) = (a˜, b˜), then, it is known that the density ϕ(a, b) of the
SBR probability for F satisfies
ϕ(a, b)
T ′(a˜)
T ′(b)
= ϕ(F (a, b)). (9)
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This follows from the F -invariance of the SBR
Therefore, M is not the SBR probability - by uniqueness of the SBR.
We will show that M satisfies the quasi invariant condition.
Note that ∫ ∫
f( (a, b), (a, s) ) νa(d s) dM(a, b) =
∫ ∫ ∫
f( (a, b), (a, s) )
V (a, b)∫
V (a, c)dc
ds db da.
On the other hand
∫ ∫
f( (a, s), (a, b) )
V (a, s)
V (a, b)
νa(d s) dM(a, b) =
∫ ∫ ∫
f( (a, s), (a, b) )
V (a, s)
V (a, b)
V (a, b)∫
V (a, c)dc
ds db da =
∫ ∫ ∫
f( (a, s), (a, b) )
V (a, s)∫
V (a, c)dc
ds db da.
If we exchange the variables b and s, and using Fubini’s theorem, we get
that M satisfies the quasi invariant condition.
The relation of quasi-invariant probabilities and transverse measures is
described on section 5.
The result considered on Theorem 6.18 in [51] for an Anosov diffeomor-
phism concerns transverse measures and cocycles. [51] did not mention quasi-
invariant probabilities.
Note that from equations (8) and (9) one can get that the conditional
disintegration along unstable leaves of both the SRB and the quasi-invariant
probability M are equal (see page 533 in [32]).
Using the relation of quasi-invariant probabilities, cocycles and transverse
measures one can say that one of the main claims in [51] (see Theorem 6.18)
and [38] (both considering the case of Anosov Systems) can be expressed in
some sense via the above mentioned property about conditional disintegration
along unstable leaves (using the analogy with the case of the above Baker map
F ).
In section 7 we will present more examples of quasi-stationary probabili-
ties.
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4 von Neumann Algebras derived from mea-
sured groupoid
We refer the reader to [2], [27] and [12] as general references for von Neumann
algebras related to groupoids.
Here X ∼ G0 will be either Ωˆ, Ω or S1 × S1. We will denote by G a
general groupoid obtained by an equivalence relation R.
Definition 31. Given a measured groupoid G for the transverse function
ν and two measurable functions f, g ∈ Fν(G), we define the convolution
(f ∗
ν
g) = h, in such way that, for any (x, y) ∈ G
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y) νy(ds) = h(x, y).
In the case there exists a multiplicative neutral element for the operation
∗ we denote it by 1.
The above expression in some sense resembles the way we get a matrix
as the product of two matrices.
For a fixed Haar system ν the product ∗
ν
defines an algebra on the vector
space of ν-integrable functions Fν(G).
As usual function of the form f(x, x) are identified with functions f :
G0 → R of the from f(x).
Example 32. In the particular case where νy is the counting measure on the
fiber over y then
(f ∗
ν
g)(x, y) =
∑
s
g(x, s) f(s, y).
Denote by I∆ the indicator function of the diagonal on G
0 ×G0. In this
case, I∆ is the neutral element for the product ∗
ν
operation.
In this case 1 = I∆.
Note that I∆ is measurable but generally not continuous. This is fine
for the von Neumann algebra setting. However, we will need a different
topology (and σ-algebra) on G0×G0 - other than the product topology - when
considering the unit 1 = I∆ for the C
∗-algebra setting (see [14], [48], [49]).
This will be more carefully explained on section ??.
Remark: The indicator function of the diagonal on G0×G0 is not always
the multiplicative neutral element on the von Neumann algebra obtained
from a general Haar system (G, ν).
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Example 33. Another example: consider the standard Haar system of ex-
ample 19.
In this case
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y)νy(ds) =
1
d
d∑
a=1
g(x, ( a, x2, x3, ...) ) f( (a, x2, x3, ...) , y ) = h(x, y).
The neutral element is d I∆ = 1.
Example 34. Suppose J : {1, 2, ..., d}N → R is a continuous positive function
such that for any x ∈ Ω we have that
∑d
a=1 J(ax) = 1. The measured
groupoid (G, ν) of Example 22, where νy, y ∈ {1, 2, ..., d}N, is such that
given f, g : G → R, we have for any (x, y) ∈ G, x = (x1, x2, x3, ...), y =
(y1, x2, x3, ..) that
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y)νy(ds) =
d∑
a=1
g(x, ( a, x2, x3, ...) ) f( (a, x2, x3, ...) , y ) J(a, x2, x3, ...) = h(x, y).
Note that xj = yj for j ≥ 2.
Suppose that f is such that for any string (x2, x3, ...) and a ∈ {1, 2, ., d}
we get
f( (a, x2, x3, ...) , (a, x2, x3, ...) ) =
1
J(a, x2, x3, ...)
,
and, a, b ∈ {1, 2, ., d}, a 6= b
f( (a, x2, x3, ...) , (b, x2, x3, ...) ) = 0.
In this case the neutral multiplicative element is 1(x, y) = 1
J(x)
I∆(x, y).
Consider a measured groupoid (G, ν), ν ∈ E , then, given two functions
ν-integrable f, g : G → R, we had defined before an algebra structure on
Fν(G) in such way that (f ∗
ν
g) = h, if
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y)νy(ds) = h(x, y),
where (x, y) ∈ G and (s, y) ∈ G.
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To define the von Neumann algebra associated to (G, ν), we work with
complex valued functions f : G → C. The product is again given by the
formula
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y)νy(ds).
The involution operation ∗ is the rule f → f˜ = f ∗, where f˜(x, y) =
f(y, x). The functions f ∈ F(G0) are of the form f(x) = f(x, x) are such
that f˜ = f.
Following Hanh [25], we define the I-norm
‖f‖I = max
{∥∥∥∥y 7→
∫
|f(x, y)| νy(dx)
∥∥∥∥
∞
,
∥∥∥∥y 7→
∫
|f(y, x)| νy(dx)
∥∥∥∥
∞
}
,
and the algebra I(G, ν) = {f ∈ L1(G, ν) : ‖f‖I <∞} with the product and
involution as above. An element f ∈ I(G, ν) defines a bounded operator Lf
of left convolution multiplication by a fixed f on L2(G, ν). This gives the
left regular representation of I(G, ν).
Definition 35. Given a measured groupoid (G, ν), we define the von Neu-
mann Algebra associated to (G, ν), denoted by W ∗(G, ν), as the the
von Neumann generated by the left regular representation of I(G, ν), that is,
W ∗(G, ν) is the closure of {Lf : f ∈ I(G, ν)} in the weak operator topology.
The multiplicative unity is denoted by 1.
In the case ν is such that such that,
∫
νy(ds) = 1, for any y ∈ G0, we say
that the von Neumann algebra is normalized.
In the setting of von Neumann Algebras we do not require that 1 is
continuous.
Definition 36. We say an element h ∈ W ∗(G , ν) is positive if there exists
a g such that h = g ∗ g˜.
This means
h(x, y) = (g ∗
ν
g˜)(x, y) =
∫
g(x, s) g(y, s)νy(ds) = h(x, y).
Note que h(x, x) = (g ∗
ν
g˜)(x, x) ≥ 0.
Example 37. Consider over the set G0 = {1, 2.., d} the equivalence relation
where all points are related. In this case G = {1, 2.., d} × {1, 2.., d}. Take ν
as the counting measure. A function f : G → R is denoted by f(i, j), where
i ∈ {1, 2.., d}, j ∈ {1, 2.., d}.
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The convolution product is
(f ∗
ν
g)(i, j) =
∑
k
g(i, k) f(k, j).
In this case the associated von Neumann algebra (the set of functions
f : G → C) is identified with the set of matrices, the convolution is the
product of matrices and the identity matrix is the unit 1. The involution
operation is to take the hermitian of a matrix.
Example 38. For the groupoid G of Example 2 and the counting measure,
given f, g : G→ C, we have that
(f ∗
ν
g)(x, y) =
∑
a∈{1,2,..,d}
g( ( x1, x2, ... ) , ( a, x2, x3, ..) ) f( ( a, x2, x3, ..) , ( y1, x2, ... ) ).
We call standard von Neumann algebra on the groupoid G (of Example 2)
the associated von Neumann algebra. For this W ∗(G , ν) the neutral element
1 (or, more formally L1) is the indicator function of the diagonal (a subset
of G). In this case 1 is measurable but not continuous.
Example 39. For the probabilistic Haar system (G, ν) of Example 22, given
f, g : G→ C, we get
(f ∗
ν
g)(x, y) =
∑
a∈{1,2,...,d}
ϕ(a, x2, x3, ...) g(( x1, x2, ... ), ( a, x2, x3..)) f(( a, x2, x3, ...), ( y1, x2, ... )),
where ϕ is Holder and such that
∑
a∈{1,2,...,d} ϕ(a, x1, x2, ...) = 1, for all x =
(x1, x2, ...).
This ϕ is a Jacobian.
The neutral element is described in example 34.
Example 40. In the case νy = δx0 for a fixed x0 independent of y, then
(f ∗
ν
g)(x, y) = g(x, x0) f(x0, y).
Proposition 41. If (G, ν) is a measured groupoid, then for f, g ∈ I(G, λ).
(f ∗
ν
g)∼ = g˜ ∗
ν
f˜ .
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Proof: Remember that for (x, y) in G
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y)νy(ds) = h(x, y).
Then,
(f ∗
ν
g)∼(x, y) =
∫
g(y, s) f(s, x)νx(ds).
On the other hand
(g˜ ∗
ν
f˜)(y, x) =
∫
f(s, x) g(y, s)νy(ds).
As νy = νx we get that the two expressions are equal.
Then by proposition 41 we have for the involution ∗ it is valid the property
(f ∗
λ
g)∗ = g∗ ∗
λ
f ∗.
For more details about properties related to this definition we refer the
reader to chapter II in [46] and section 5 in [27].
We say that c : G → R is a linear cocycle function if c(x, y) + c(y, z) =
c(x, z), for all x, y, z which are related. If c is a linear cocycle then eδ is a
modular function (or, a multiplicative cocycle).
Definition 42. Consider the von Neumann algebra W ∗(G, ν) associated to
(G, ν).
Given a continuous cocycle function c : G → R we define the group
homomorphism α : R → Aut(W ∗(G, ν)), where for each t ∈ R we have
that αt ∈ Aut(W
∗(G, ν)) is defined by: for each fixed t ∈ R and f : G → R
we set αt(f) = e
t i c f .
Remark: Observe that in the above definition that for each fixed t ∈ R
and any f : G0 → R, we have αt(f) = f , since c(x, x) = 0 for all x ∈ G
0.
We are particularly interested here in the case where G0 = Ω or G0 = Ωˆ.
The value t above is related to temperature and not time. We are later
going to consider complex numbers z in place of t. Of particular interest is
z = βi where β is related to the inverse of temperature in Thermodynamic
Formalism (or, Statistical Mechanics).
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Definition 43. Consider the von Neumann Algebra W ∗(G, ν) with unity 1
associated to (G, ν). A von Neumann dynamical state is a linear functional
w (acting on the linear space W ∗(G, ν)) of the form w : W ∗(G, ν)→ C, such
that, w(a) ≥ 0, if a is a positive element of W ∗(G, ν), and w(1) = 1.
Example 44. Consider over Ω = {1, 2, .., d}N the equivalence relation R of
Example 2 and the Haar system (G, ν) associated to the counting measure in
each fiber r−1(x) = {(a, x2, x3, ...) |a ∈ {1, 2, ..., d}}, where x = (x1, x2, ...).
Given a probability µ over Ω we can define a von Neumann dynamical
state ϕµ in the following way: for f : G→ C define
ϕµ(f) =
∫
f(x, x) dµ(x) =
∫
f(( x1, x2, x3, ... ), ( x1, x2, x3, ...)) dµ(x).
(10)
If h is positive, that is, of the form h(x, y) =
∫
g(x, s) g(y, s)νy(ds), then
ϕµ(h) =
∫
(
∫
‖g(x, s)‖2νx(ds) ) dµ(x) ≥ 0.
Note that ϕµ1 = 1.
Then, ϕµ is indeed a von Neumann dynamical state.
In this case given f, g : G→ C
ϕµ(f ∗
ν
g) =
∫ ∑
a∈{1,2,..,d}
f(( x1, x2, ... ), ( a, x2, x3..)) g(( a, x2, x3..), ( x1, x2, ... )) dµ(x).
It seems natural to try to obtain dynamical states from probabilities M
on G0 (adapting the reasoning of the above example). Then, given a cocycle
c it is also natural to ask: what we should assume on M in order to get a
KMS state for c?
Example 45. For the von Neumann algebra of complex matrices of example
37 taking p1, p2, .., pd ≥ 0, such that p1 + p2 + .. + pd = 1, and µ =
∑d
j=1 δj ,
we consider ϕµ such that
ϕµ(A) = A11p1 + A22p2 + ... + Addpd,
where Aij are the entries of A.
Note first that ϕµ(I) = 1.
If B = AA∗, then the entries Bjj ≥ 0, for j = 1, 2, ..., d.
Therefore, ϕµ is a dynamical state on this von Neumann algebra.
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Example 46. Consider over Ω = {1, 2, .., d}N the equivalence relation R of
Example 22 and the associated probability Haar system ν.
Given a probability µ over Ω we can define a von Neumann dynami-
cal state ϕµ in the following way: given f : G → C we get ϕµ(f) =∫
f(x, x) J(x) dµ(x). In this way given f, g we have
ϕµ(f ∗
ν
g) =∫ ∑
a∈{1,2,..,d}
J(a, x2, ..) g(( x1, x2, ... ), ( a, x2, ..)) f(( a, x2, ..), ( x1, x2... )) J(x)dµ(x).
For the neutral multiplicative element 1(x, y) = 1
J(x)
I∆(x, y) we get
ϕµ(1) =
∫
1
J(x)
I∆(x, x) J(x)dµ(x) = 1.
Consider G a groupoid and a von Neumann AlgebraW ∗(G, ν), where ν is
a transverse function, with the algebra product f ∗
ν
g and involution f → f˜ .
Given a continuous cocycle c : G→ Rwe consider α : R→ Aut(W ∗(G, ν)),
t 7→ αt, the associated homomorphism according to definition 42: for each
fixed t ∈ R and f : G→ R we set αt(f) = e
t i c f .
Definition 47. An element a ∈ W ∗(G, ν) is said to be analytical with re-
spect to α if the map t ∈ R 7→ αt(a) ∈ W
∗(G, ν) has an analytic continuation
to the complex numbers.
More precisely, there is a map ϕ : C→W ∗(G, ν), such that, ϕ(t) = αt(a),
for all t ∈ R, and moreover, for every z0 ∈ C, there is a sequence (an)n∈N in
W ∗(G, ν), such that, ϕ(z) =
∑∞
n=0(z − z0)
nan in a neighborhood of z0.
The analytical elements are dense on the von Neumann algebra (see [43]).
Definition 48. We say that a von Neumann dynamical state w is a KMS
state for β and c if
w ( b ∗
ν
(αi β(a) ) ) = w (a ∗
ν
b ),
for any b and any analytical element a.
It follows from general results (see [43]) that it is enough to verify: for
any f, g ∈ I(G, ν) and β ∈ R we get
w ( g ∗
ν
αβ i( f ) ) = w ( g ∗
ν
( e−β c f ) ) = w (f ∗
ν
g ). (11)
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Consider the functions
u(x, y) = (f ∗ g)(x, y) =
∫
g(x, s) f(s, y) νy(ds),
and
v(x, y) = ( g ∗ (e−β c f) ) (x, y) =
∫
e−βc(x,s)f(x, s) g(s, y) νy(ds).
Equation (11) means
w( u(x, y) ) = w( v(x, y) ). (12)
Note that equation (11) implies that a KMS von Neumann (or, C∗)-
dynamical state w satisfies:
a) for any f : G0 → C and g : G→ C :
w ( g ∗
ν
f ) = w (f ∗
ν
g ). (13)
This follows from the fact that for any t ∈ R and any f : G0 → R, we
have that αt(f) = f .
b) if the function 1 depends just on x ∈ G0, then, for any β
αi β(1) = 1.
c) w is invariant for the group αt, t ∈ R. Indeed,
w(αt(f)) = w(1 ∗
ν
αt(f)) = w(f ∗
ν
1) = w(f).
Example 49. For the von Neumann algebra (C∗-algebra) of complex matri-
ces of examples 37 and 45 consider the dynamical evolution σt = e
i tH , t ∈ R,
where H is a diagonal matrix with entries the real numbers H11 = U1, H22 =
U2, ..., Hdd = Ud. The KMS state ρ for β is
ρ(A) = A1 1ρ1 + A2 2ρ2 + ...+ Ad dρd,
where ρi =
e−βUi
∑d
j=1 e
−βUj
, i = 1, 2, ..., d, and Ai,j, i, j = 1, 2, ..., d, are the entries
of the matrix A (see [49]).
The probability µ of example 44 corresponds in some sense to the proba-
bility µ = (ρ1, ρ2, .., ρd) on {1, 2, ..., d}. That is, ρ = ϕµ.
This is a clear indication that the µ associated to the KMS state has
in some sense a relation with Gibbs probabilities. This property will appear
more explicitly on Theorem 54 for the case of the bigger than two equivalence
relation.
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Remember that if c is a cocycle, then c(x, z) = c(x, y)+ c(y, z), ∀x ∼ y ∼
z, and, therefore,
δ(x, y) = eβc(x,y) = e−βc(y,x)
is a modular function.
Definition 50. Given a cocycle c : G → R we say that a probability M
over G0 satisfies the (c, β)-KMS condition for the groupoid (G, ν), if for any
h ∈ I(G, ν), we have∫ ∫
h(s, x)νx(ds)dM(x) =
∫ ∫
h(x, s)e−β c(x,s) νx(ds)dM(x), (14)
where β ∈ R.
In this case we will say that M is a KMS probability.
The above means that M is quasi-invariant for ν and δ(x, s) =
e− βc(s,x).
When β = 1 and c is of the form c(s, x) = V (x)−V (s) the above condition
means∫ ∫
h(s, x)νx(ds)eV (x)dM(x) =
∫ ∫
h(x, s)eV (x) νx(ds)dM(x). (15)
Proposition 51. (J. Renault - Proposition II.5.4 in [46]) Suppose that the
state w is such that for a certain probability µ on G0 we have that for any
h ∈ I(G, ν) we get w(h) =
∫
h(x, x)dµ(x). Then, to say that µ satisfies the
(c, β)-KMS condition for (G, ν) according to Definition 50 is equivalent to
say that w is KMS for (G, ν), c and β, according to equation (11).
Proof: Note that for any f, g
( f ∗
ν
g )(x, y) =
∫
g(x, s) f(s, y)dνx(s)
and
( g ∗
ν
( e−β c f ) )(x, y) =
∫
f(x, s) g(s, y) e−β c(x,s) dνx(s).
We have to show that
∫
u(x, x)dµ(x) =
∫
v(x, x)dµ(x) (see equation (12)).
Then, if the (c, β)-KMS condition for M is true, we take h(s, x) =
g(x, s) f(s, x) and we got equation (12) for such w.
By the other hand if (12) is true for such w and any f, g, then take
f(s, x) = h(s, x) and g(s, x) = 1.
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Example 52. In the case for each y we have that νy is the counting mea-
sure we get that to say that a probability M over Ωˆ satisfies the (c, β)-KMS
condition means: for any h : G→ C
∑
y∼x
∫
h(x, y)e−β c(x,y)dM(x) =
∑
x∼y
∫
h(x, y) dM(y). (16)
In the notation of [47] we can write the above in an equivalent way as∫
h e−β cd(s∗(M)) =
∫
h d(r∗(M)).
Note that in [47] it is considered r(x, y) = x and s(x, y) = y.
Suppose c(x, y) = ϕ(x) − ϕ(y). Then, taking h(x, y) = k(x, y) eβ ϕ(x) we
get an equivalent expression for (16): for any k(x, y)
∑
y∼x
∫
k(x, y)eβ ϕ(y)dM(x) =
∑
x∼y
∫
k(x, y) eβ ϕ(x)dM(y). (17)
For a Holder continuous potential A : {1, 2.., d}N → R the Ruelle operator
LA acts on continuous functions v : {1, 2.., d}
N → R by means of LA(v) = w,
if
LA(v)(x1, x2, x3, ...) =
d∑
a=1
eA(a,x1,x2,x3,...)v(a, x1, x2, x3, ...) = w(x).
For a Holder continuous potential A : {1, 2.., d}N → R there exist a
continuous positive eigenfunction f , such that, LA(f) = λ f , where λ is
positive and also the spectral radius of LA (see [41]).
The dual L∗A of LA acts on probabilities by Riesz Theorem (see [41]).
We say that the probability m on {1, 2.., d}N is Gibbs for the potential
A, if L∗A(m) = λm (same λ as above). In this case we say that m is an
eigenprobability for A.
Gibbs probabilities for Holder potentials A are also DLR probabilities
on {1, 2, ...d}N (see [11]).
Gibbs probabilities for Holder potentials A can be also obtained via Ther-
modynamic Limit from boundary conditions (see [11]).
We say that the potential A is normalized if LA(1) = 1. In this case
a probability µ is Gibbs (equilibrium) for the normalized potential A if it is
a fixed point for the dual of the Ruelle operator, that is, L∗A(µ) = µ.
Suppose Ω = {−1, 1}N and A : Ω→ R is of the form
A(x0, x1, x2, ...) = x0a0 + x1a1 + x2a2 + x3a3 + ...+ xnan + ...
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where
∑
an is absolutely convergent.
In [10] the explicit expression of the eigenfunction for LA and the eigen-
probability for the dual L∗A of the Ruelle operator LA is presented. The
eigenprobability is not invariant for the shift.
Example 53. For the Haar system of examples 6 and 21 where k is fixed
consider a normalized potential Holder A : {1, 2.., d}N → R. Denote by µ the
equilibrium probability associated to such A.
Consider
δ(x, y) =
eA(y)+A(σ(y))+...+A(σ
k−1(y))
eA(x)+A(σ(x)+...+A(σk−1(x))
.
We claim that µ satisfies the (c, β)-KMS condition (15) for such δ when
β = 1.
For each cylinder set a1, a2, .., ak the transformation σ
k : a1, a2, .., ak →
{1, 2.., d}N is a bijection. The pull back by σk of the probability µ with respect
to µ has Radon-Nykodin derivative
φa1,a2,..,ak(x) = e
A(x)+A(σ(x)+...+A(σk−1(x)).
Denote ϕa1,a2,..,ak : {1, 2.., d}
N → a1, a2, .., ak the inverse of σ
k (restricted
to {1, 2.., d}N).
Consider the cylinders K = a1, a2, .., ak, L = b1, b2, .., bk.
Note that it follows from the use of the change of coordinates y → x =
ϕb1,b2,..,bk ◦ (ϕa1,a2,..,ak )
−1(y) that∫
K
eA(y)+A(σ(y))+...+A(σ
k−1(y))dµ(y) =
∫
L
eA(x)+A(σ(x)+...+A(σ
k−1(x)) dµ(x)
For each class the number of elements s on K or L is the same.
This means that∑
s∈L
∫
K
eA(y)+A(σ(y))+...+A(σ
k−1(y))dM(y) =
∑
s∈K
∫
L
eA(x)+A(σ(x))+...+A(σ
k−1(x))dM(x). (18)
Remark: Given y ∈ X, consider the function f(x, s), where f : [y] ×
[y]→ C.
For each pair (i, j) ∈ [y]× [y], denote zi,j = f(i, j).
Then, f : [y]× [y]→ C can be written as∑
i,j∈ [y]
zi,jIi Ij.
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Then, any function f(x, s), f : [y]× [y] → C, is a linear combination of
functions which are the product of two functions: one depending just on x
and the other just on s.
Then, expression (18) means that for such f we have
∑
s
∫
f(s, y)eA(y)+A(σ(y))+...+A(σ
k−1(y))dM(y) =
∑
s
∫
f(x, s)eA(x)+A(σ(x))+...+A(σ
k−1(x)) dM(x), (19)
The (c, β)-KMS condition (15) for the probability M and for any contin-
uous function f means
∑
s
∫
f(s, y)eβ(A(y)+A(σ(y))+...+A(σ
k−1(y))dM(y) =
∑
s
∫
f(x, s)eβ(A(x)+A(σ(x))+...+A(σ
k−1(x))) dM(x), (20)
Expression (20) follows from (19) and the above remark. Therefore, such
M satisfies the KMS condition for such δ.
In example 38 consider Ω = {1, 2}N and take νy the counting measure
on the class of y. Consider the von Neumann algebra associated to this
measured groupoid (G, ν) where G is given by the bigger than two relation.
In this case 1(x, y) = I∆(x, y).
Consider c(x, y) = ϕ(x) − ϕ(y), where ϕ is Holder. We do not assume
that ϕ is normalized.
A natural question is: the eigenprobability µ for such potential ϕ is such
that f → ϕµ(f) =
∫
f(x, x) dµ(x) defines the associated KMS state? For
each modular function c?
The purpose of the next results is to analyze this question when c(x, y) =
ϕ(x)− ϕ(y).
Consider the equivalence relation on Ω = {1, 2..., d}N which is
x = (x1, x2, x3, ..) ∼ y = (y1, y2, y3, ...) , if an only if , xj = yj for all j ≥ 2.
In this case the class [x] of x = (x1, x2, x3, ..) is
[x] = { (1, x2, x3, ..), (2, x2, x3, ..), ..., (d, x2, x3, ..) }.
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The associated groupoid by G ⊂ Ω× Ω, is
G = {(x, y) | x ∼ y}.
G is a closed set on the compact set Ω×Ω. We fix the measured groupoid
(G, ν) where νx is the counting measure. The results we will get are the same
if we take the Haar system as the one where each point y on the class of x
has mass 1/d.
In this case equation (14) means
∑
j
∫
f( (j, x2, x3, .., xn, ..) , (x1, x2, x3, .., xn, ..))dM(x) =
∑
j
∫
f( (x1, x2, x3, ..) , (j, x2, x3, ..))e
−c(j,x2,x3,..) , (x1,x2,x3,..))dM(x). (21)
The first question: given a cocycle c does there exist M as above?
Suppose c(x, y) = ϕ(y)− ϕ(x).
In this case equation (21) means
∑
j
∫
f( (j, x2, x3, .., xn, ..) , (x1, x2, x3, .., xn, ..))dM(x) =
∑
j
∫
f( (x1, x2, x3, ..) , (j, x2, x3, ..))e
−ϕ(j,x2,x3,..)+ϕ(x1,x2,x3,..)dM(x). (22)
Among other things we will show later that if we assume that ϕ depends
just on the first coordinate then we can takeM as the independent probability
(that is, such independent M satisfies the KMS condition (22)).
In section 3.4 in [49] and in [29] the authors present a result concerning
quasi-invariant probabilities and Gibbs probabilities on {1, 2, ..d}N which has
a different nature when compared to the next one. The groupoid is different
from the one we will consider (there elements are of the form (x, n, y), n ∈ Z).
In [49] and [29] for just one value of β you get the existence of the quasi
invariant probability. Moreover, the KMS state is unique (here this will not
happen as we will show on Theorem 55)
In [50], [26], [37] and [33] the authors present results which have some
similarities with the next theorem. They consider Gibbs (quasi-invariant)
probabilities in the case of the symbolic space {1, 2, ..d}Z and not {1, 2, ..d}N
like here. In all these papers the quasi-invariant probability is unique and
invariant for the shift. In [7] the authors consider DLR probabilities for
interactions in {1, 2, ..d}Z. The equivalence relation (the homoclinic relation
of Example 7) in all these cases is quite different from the one we will consider.
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Theorem 54. Consider the Haar system with the counting measure ν for
the bigger than two relation on {1, 2, ..d}N. Suppose that ϕ depends just on
the first k coordinates, that is, and
ϕ(x1, x2, ..., xk, xk+1, xk+2, ..) = ϕ(x1, x2, ..., xk).
Then, the eigenprobability µ (a DLR probability) for the potential −ϕ (that
is, L∗−ϕ(µ) = λµ, for some positive λ) satisfies the KMS condition (is quasi-
invariant) for the associated modular function c(x, y) = ϕ(y)− ϕ(x).
The same result is true, of course, for βc, where β > 0.
Proof: We are going to show that the Gibbs probability µ for the poten-
tial −ϕ satisfies the KMS condition.
We point out that in general the eigenvalue λ 6= 1.
We have to show that (22) is true when M = µ. That is, µ is a KMS
probability for the Haar system and the modular function.
Denote for any finite string a1, a2, ...an and any n
pa1,a2,...an =
e−[ϕ(a1,a2,...an, 1
∞)+ϕ(a2,...an, 1∞)+...+ϕ(an, 1∞)]∑
b1,b2,...bn
e− [ϕ(b1,b2,...bn, 1∞)+ϕ(b2,...bn, 1∞)+...+ϕ(bn, 1∞)]
.
Note that for n > k we have that
e−[ϕ(a1,a2,...an, 1
∞)+ϕ(a2,...an, 1∞)+...+ϕ(an, 1∞) ] =
e
−[ϕ(a1,a2,...ak)+ϕ(a2,...ak+1)+...+ϕ(an,1, 1, .., 1︸ ︷︷ ︸
k−1
)+(n−k)ϕ(1, 1, .., 1︸ ︷︷ ︸
k−1
)]
.
Therefore, ∑
b1,b2,...bn
e− [ϕ(b1,b2,...bn, 1
∞)+ϕ(b2,...bn, 1∞)+...+ϕ(bn, 1∞)] =
e
−(n−k)ϕ(1, 1, .., 1︸ ︷︷ ︸
k−1
) ∑
b1,b2,...bn
e
−[ϕ(b1,b2,...bk)+ϕ(b2,...bk+1)+...+ϕ(bn,1, 1, .., 1︸ ︷︷ ︸
k−1
) ]
.
Consider the probability µn, such that,
µn =
∑
a1,a2,...an
δ(a1,a2,...an, 1∞) pa1,a2,...an =
∑
a1,...an
δ(a1,...an, 1∞)
e
−[ϕ(a1,...ak)+ϕ(a2,...ak+1)+...+ϕ(an,1, .., 1︸ ︷︷ ︸
k−1
)]
∑
b1,...bn
e
−[ϕ(b1,...bk)+ϕ(b2,...bk+1)+...+ϕ(bn,1, .., 1︸ ︷︷ ︸
k−1
)]
.
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and µ such that µ = limn→∞ µn.
Note that
pa1,a2,..,an =
e
−[ϕ(a1,...ak)+ϕ(a2,...ak+1)+...+ϕ(an,1, .., 1︸ ︷︷ ︸
k−1
) ]
∑
b1,...bn
e
−[ϕ(b1,...bk)+ϕ(b2,...bk+1)+...+ϕ(bn,1, .., 1︸ ︷︷ ︸
k−1
) ]
.
If ϕ is Holder it is known that the above probability µ is the eigenproba-
bility for the dual of the Ruelle operator L−ϕ (a DLR probability). That is,
there exists λ > 0 such that L∗−ϕ(µ) = λµ. This follows from the Thermody-
namic Limit with boundary condition property as presented in [11].
We claim that the above probability µ satisfies the KMS condition.
Indeed, note that
∑
j
∫
f( (j, x2, x3, .., xn, ..) , (x1, x2, x3, .., xn, ..))dµ(x) =
lim
n→∞
∑
j
∑
a1,a2,...an
f( (j, a2, a3, .., an, 1
∞) , (a1, a2, a3, .., an, 1
∞) )pa1,a2,...,an =
lim
n→∞
∑
j
∑
a1
∑
a2,...an
f((j, a2, a3, .., an, 1
∞)(a1, a2, a3, .., an, 1
∞)pa1,a2,...,an.
(23)
On the other hand
∑
j
∫
f( (x1, x2, x3, ..) , (j, x2, x3, ..))e
−ϕ(j,x2,x3,...)+ϕ(x1,x2,x3,..)dµ(x) =
lim
n→∞
∑
j
∑
a1,a2,...,an
f( (a1, .., an, 1
∞) , (j, a2, .., an, 1
∞) )e−ϕ(j,a2,...,ak) +ϕ(a1,a2,...ak)pa1,a2,...,an =
lim
n→∞
∑
j
∑
a1
∑
a2,...an
f( (a1, .., an, 1
∞) , (j, a2, .., an, 1
∞) )e−ϕ(j,a2,...,ak)+ϕ(a1,a2,...ak)
e
− [ϕ(a1,a2,...ak)+ϕ(a2,...ak+1)+...+ϕ(an,1, .., 1︸ ︷︷ ︸
k−1
)]
∑
b1,...bn
e
−[ϕ(b1,...bk)+ϕ(b2,...bk+1)+...+ϕ(bn,1, .., 1︸ ︷︷ ︸
k−1
)]
=
lim
n→∞
∑
j
∑
a1
∑
a2,...an
f( (a1, .., an, 1
∞) , (j, a2, .., an, 1
∞) )
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e− [ϕ(j,a2,,...ak)+ϕ(a2,...ak+1)+...+ϕ(an,1, .., 1︸ ︷︷ ︸
k−1
)]
∑
b1,...bn
e
−[ϕ(b1,...bk)+ϕ(b2,...bk+1)+...+ϕ(bn,1, .., 1︸ ︷︷ ︸
k−1
)]
. =
lim
n→∞
∑
j
∑
a1
∑
a2,...an
f( (a1, .., an, 1
∞) , (j, a2, .., an, 1
∞) )pj,a2,...,an.
On this last equation if we exchange coordinates j and a1 we get expres-
sion (23).
Then, such µ satisfies the KMS condition.
The above theorem can be extended to the case the potential ϕ is Holder.
We refer the reader to [34] for more general results.
We will show now that under the above setting the KMS probability is
not unique.
Proposition 55. Suppose µ satisfies the KMS condition for the measured
groupoid (G, ν) where c(x, y) = ϕ(y)−ϕ(x). Suppose ϕ is normalized for the
Ruelle operator, where ϕ : G0 = Ω→ R. Consider v(x1, x2, x3, ..) which does
not depend of the first coordinate. Then, v(x)dµ(x) also satisfies the KMS
condition for the measured groupoid (G, ν).
Proof: Suppose µ satisfies the (c, β)-KMS condition for the measured
groupoid (G, ν). This means: for any g ∈ I(G, ν)∫ ∑
a∈{1,2,..,d}
g(( a, y2, y3..) , ( y1, y2, ... )) e
βϕ( a,y2,y3..) dµ(y) =
∫ ∑
a∈{1,2,..,d}
g(( x1, x2, ... ), ( a, x2, x3..)) e
βϕ( a,x2,x3..) dµ(x). (24)
Take
h(x1, x2, x3, ..), (y1, y2, y3, ..)) =
k( (x1, x2, x3, ..), (y1, y2, y3, ..)) v(x1, x2, x3, ..) ) =
k( (x1, x2, x3, ..), (y1, y2, y3, ..)) v(x2, x3, ..) ).
From the hypothesis about µ we get that∫ ∑
a∈{1,2,..,d}
h(( a, y2, y3..) , ( y1, y2, ... )) e
βϕ( a,y2,y3..) dµ(y) =
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∫ ∑
a∈{1,2,..,d}
h(( x1, x2, x3, ... ), ( a, x2, x3..)) e
βϕ( a,x2,x3..) dµ(x).
This means, for any continuous k the equality∫ ∑
a∈{1,2,..,d}
k(( a, y2, y3..) , ( y1, y2, ... )) e
βϕ( a,y2,y3..) v(y2, y3, ...)dµ(y) =
∫ ∑
a∈{1,2,..,d}
k(( x1, x2, x3, ... ), ( a, x2, x3..)) e
βϕ( a,x2,x3..) v(x2, x3, ..)dµ(x).
Therefore, v(x)dµ(x) also satisfies the (c, β)-KMS condition for the mea-
sured groupoid (G, ν).
It follows from the above result that the probability that satisfies the
KMS condition for c and the measured groupoid (G, ν) is not always unique.
A probability ρ satisfies the Bowen condition for the potential −ϕ if there
exists constants c1, c2 > 0, and P, such that, for every
x = (x1, ..., xm, ...) ∈ Ω = {1, 2, ...d}
N,
and all m ≥ 0,
c1 ≤
ρ{y : yi = xi, ∀i = 1, ..., m}
exp (−Pm−
∑m
k=1 ϕ(σ
k(x))
≤ c2. (25)
Suppose ϕ is Holder, then, if ρ is the equilibrium probability (or, if ρ is
the eigenprobability for the dual of Ruelle operator L−ϕ) one can show that
it satisfies the Bowen condition for −ϕ.
In the case v is continuous and does not depend on the first coordinate
then v(x)dµ(x) also satisfies the Bowen condition for ϕ. The same is true for
the probability ρˆ of example 56 on the case −ϕ = log J .
There is an analogous definition of the Bowen condition on the space
{1, 2, ...d}Z but it is a much more strong hypothesis on this case (see section
5 in [33]).
Example 56. We will show an example where the probability µ of theorem 54
(the eigenprobability for the potential −ϕ) is such that if f is a function that
depends just on the first coordinate, then, f µ does not necessarily satisfies
the KMS condition.
Suppose ϕ = − log J , where J(x1, x2, x3, ..) = J(x1, x2) > 0, and
∑
i Pi,j =
1, for all i. In other words the matrix P , with entries Pi,j, i, j ∈ {1, 2.., d},
34
is a column stochastic matrix. The Ruelle operator for −ϕ is the Ruelle
operator for log J. The potential log J is normalized for the Ruelle operator.
We point out that in Stochastic Process it is usual to consider line stochas-
tic matrices which is different from our setting.
There exists a unique right eigenvalue probability vector pi for P (acting
on vectors on the right). The Markov chain determined by the matrix P and
the initial vector of probability pi = (pi1, pi2, .., pid) determines an stationary
process, that is, a probability ρ on the Bernoulli space {1, 2, ..., d}N, which is
invariant for the shift acting on {1, 2, ..., d}N.
For example, we have that ρ(21) = P21pi1.
We point out that such ρ is the eigenprobability for the L∗log J (associated
to the eigenvalue 1). Therefore, ρ satisfies the KMS condition from the above
results.
The Markov Process determined by the matrix P and the initial vector
of probability pi = (1/d, 1/d, ..., 1/d) defines a probability ρˆ on the Bernoulli
space {1, 2, ..., d}N, which is not invariant for the shift acting on {1, 2, ..., d}N.
In this case, for example, ρˆ(21) = P21 1/d.
Note that the probability ρ satisfies ρ = u ρˆ where u depends just on the
first coordinate.
Note that unless P is double stochastic is not true that for any j0 we have
that
∑
k Pj0,k = 1.
Assume that there exists j0 such that
∑
k Pj0,k 6= 1.
We will check that, in this case ρˆ does not satisfies the KMS condition
for the function f(x, y) = IX1=i0(x) IX1=j0(y).
Indeed, equation (22) means
∑
j
∫
f( (j, x2, x3, .., xn, ..) , (x1, x2, x3, .., xn, ..))dρˆ(x) =
∑
j
∫
IX1=i0(j, x2, x3, ..) IX1=j0(x1, x2, x3...)dρˆ(x) =
∫
IX1=i0(i0, x2, x3, ..) IX1=j0(x1, x2, x3...)dρˆ(x) =∫
IX1=j0(x1, x2, x3...)dρˆ(x) = ρˆ(j0) = 1/d =
∑
j
∫
f( (x1, x2, x3, ..) , (j, x2, x3, ..))e
−ϕ(j,x2,x3,..)+ϕ(x1,x2,x3,..)dρˆ(x) =
∑
j
∫
IX1=i0(x1, x2, x3, ..) IX1=j0(j, x2, x3...)e
−ϕ(j,x2,x3,..)+ϕ(x1,x2,x3,..)dρˆ(x) =
35
∫
IX1=i0(x1, x2, x3, ..) IX1=j0(j0, x2, x3...)e
−ϕ(j0,x2,x3,..)+ϕ(x1,x2,x3,..)dρˆ(x) =
∫
IX1=i0(x1, x2, x3, ..) e
−ϕ(j0,x2,x3,..)+ϕ(x1,x2,x3,..)dρˆ(x) =
∫
X1=i0
e−ϕ(j0,x2,x3,..)+ϕ(i0,x2,x3,..)dρˆ(x) =
∑
k
∫
X1=i0 , X2=k
e−ϕ(j0,x2,x3,..)+ϕ(i0,x2,x3,..)dρˆ(x) =
∑
k
∫
X1=i0 , X2=k
Pj0,k P
−1
i0,k
dρˆ(x) =
∑
k
Pj0,k P
−1
i0,k
Pi0,k1/d =
∑
k
Pj0,k 1/d 6= 1/d = ρˆ(j0).
Therefore, ρˆ does not satisfies the KMS condition.
Example 57. Consider Ω = {1, 2}N, a Jacobian J and take νy the probability
on each class y given by
∑
a J(a, y2, y3, ..)δ(a,y2,y3,..).
Note first that ϕ = log J is a normalized potential. Does the equilibrium
probability for log J satisfies the KMS condition? We will show that this in
not always true.
The question means: is it true that for any function k is valid∫ ∑
a∈{1,2}
k( (a, y2, ..), (y1, y2, ..) ) e
ϕ(a,y2,...) dµ(y) =
∫ ∑
a∈{1,2}
k( (a, x2, ..), (x1, x2, ..) ) e
ϕ(a,x2,...) dµ(x) =
∫ ∑
a∈{1,2}
k( (x1, x2, ..), (a, x2, ..) ) e
ϕ(a,x2,...) dµ(x)? (26)
Consider the example: take c(x, y) = ϕ(x) − ϕ(y), for ϕ : {1, 2}N → R,
such that,
ϕ(a, . , . , ...) = log p
where p = pa, for a ∈ {1, 2}, and p1 + p2 = 1, p1, p2 > 0.
The Gibbs probability µ for such ϕ is the independent probability associ-
ated to p1, p2.
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Given such probability µ over Ω we can define a dynamical state ϕµ in
the following way: given f : G→ R we get ϕµ(f) =
∫
f(x, x) dµ(x).
Take β = 1. We will show that ϕµ is not KMS for c.
The equation (26) for such µ means for any k(x, y)∫ ∑
a∈{1,2}
pa k( (a, y2, ..), (y1, y2, ..) ) dµ(y) =
∫ ∑
a∈{1,2}
k( (a, y2, ..), (y1, y2, ..) ) p(a, y2, ...) dµ(y) =
∫ ∑
b∈{1,2}
k( (x1, x2, ..), (b, x2, ..) ) p(b, x2, ...) dµ(x) =
∫ ∑
b∈{1,2}
pb k( (x1, x2, ..), (b, x2, ..) ) dµ(x).
It is not true that µ is Gibbs for the potential log p.
Indeed, given k consider the function
g(y1, y2, y3, y4, ...) = k( (y1, y3, ...) , (y2, y3, ...) ).
Note that
Llog p(g)(y1, y2, y3, ..) =
∑
a∈{1,2}
p(a, y1, y2, y3, ...) g(a, y1, y2, ...)
∑
a∈{1,2}
pa k( (a, y2, y3, ..), (y1, y2, ..) ).
Then, ∫ ∑
a∈{1,2}
pa k( (a, y2, ..), (y1, y2, ..) ) dµ(y) =
∫
Llog p(g)(y1, y2, y3, ..) dµ(y) =
∫
k( (y1, y3, ...) , (y2, y3, ...) )dµ(y).
Now, given k consider the function
h(x1, x2, x3, x4, ...) = k( (x2, x3, ...) , (x1, x3, x4, ...) ).
Then,∫
Llog p(h)(x1, x2, x3, ..) dµ(y) =
∫
k( (x2, x3, ...) , (x1, x3, ...) ) dµ(x).
For the Gibbs probability µ for log p is not true that for all k∫
k( (x2, x3, ...) , (x1, x3, ...) ) dµ(x) =
∫
k( (x1, x3, ...) , (x2, x3, ...) )dµ(x).
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5 Noncommutative integration and quasi-invariant
probabilities
In non-commutative integration the transverse measures are designed to in-
tegrate transverse functions (see [12] or [27]).
In the same way we can say that a function can be integrated by a measure
resulting in a real number we can say that the role of a transverse measure
is to integrate transverse functions (producing a real number).
The main result here is Theorem 66 which describes a natural way to
define a transverse measure from a modular function δ and a Haar system
(G , νˆ).
As a motivation for the topic of this section consider a foliation of the two
dimensional torus where we denote each leave by l. This partition defines
a grupoid with a quite complex structure. Each leave is a class on the as-
sociated equivalence relation. This motivation is explained with much more
details in [13]
We consider in each leave l the intrinsic Lebesgue measure on the leave
which will be denoted by ρl.
A random operator q is the association of a bounded operator q(l) on
L2(ρl) for each leave l. We will avoid to describe several technical assump-
tions which are necessary on the theory (see page 51 in [13]).
The set of all random operators defines a von Neumann algebra under
some natural definitions of the product, etc... (see Proposition 2 in page 52
in [13]) (*).
This setting is the formalism which is natural on noncommutative ge-
ometry (see [13]).
Important results on the topic are for instance the characterization of
when such von Neumann algebra is of type I, etc... (see page 53 in [13]).
There is a natural trace defined on this von Neumann algebra.
A more abstract formalism is the following: consider a fixed grupoid
G. Given a transverse function λ one can consider a natural operator Lλ :
F+(G)→ F+(G), which satisfies
f → λ ∗ f = Lλ(f) .
Lλ acts on F
+(G) and can be extended to a linear action on the von
Neumann algebra F(G). This defines a Hilbert module structure (see section
3.2 in [31] or [27]).
Given λ we can also define the operator Rλ : F
+(G)→ F+(G) by
h(x, y) = Rλ(f)(γ) =
∫
f(s, y)dλx(d s),
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for any (x, y).
Definition 58. Given two G-kernels λ1 and λ2 we get a new G-kernel λ1∗λ2,
called the convolution of λ1 and λ2, where given the function f(x, y), we get
the rule
(λ1 ∗ λ2) (f) = g ∈ F(G
0),
given by
g(y) =
∫
(
∫
f(s, y) λx2(d s) ) λ
y
1(dx).
In the above x ∼ y ∼ s.
In other words (λ1 ∗ λ2) is such that for any y we have
(λ1 ∗ λ2)
y(dx) =
∫
λx2(d s ) λ
y
1(dx). (27)
Note that
Rλ1∗λ2 = Rλ1 ◦Rλ2 .
For a given fixed transverse function λ, for each class [y] on the grupoid
G, we get that Rλ defines an operator acting on functions f(r, s), where
f : [y]× [y]→ C, and where Rλ(f) = h.
In this way, each transverse function λ defines a random operator q, where
q([y]) acts on L2(λy) via Rλ.
A transverse measure can be seen as an integrator of transverse functions
or as an integrator of random operators (which are elements on the von
Neumann algebra (*) we mention before).
First we will present the basic definitions and results that we will need
later on this section.
Remember that E+ is the set of transverse functions for the grupoid G ⊂
X ×X associated to a certain equivalence relation ∼.
F+(G) denotes the space of Borel measurable functions f : G → [0,∞)
(a real function of two variables (a, b)).
Definition 59. Given a G kernel ν and an integrable function f ∈ Fν(G)
we can define two functions on G:
(x, y)→ (ν ∗ f)(x, y) =
∫
f (x, s) νy(ds)
and
(x, y)→ (f ∗ ν)(x, y) =
∫
f (s, y) νx(ds).
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Note that ν ∗ 1 = 1 if νy is a probability for all y. Also note that
(f ∗ ν)(y, y) = ν(f) (y) (see definition 15).
About (27) we observe that
(λ1 ∗ λ2) (f) = λ1(f ∗ λ2).
A kind of analogy of the above concept of convolution (of kernels) with
integral kernels is the following: given the kernels K1(s, x) and K2(x, y) we
define the kernel
Kˆ(s, y) =
∫
K2(s, x)K1(x, y) dx.
This is a kind of convolution of integral kernels.
This defines the operator
f(x, y)→ g(y) =
∫
f(s, y)Kˆ(s, y)ds =
∫
(
∫
f(s, y)K2(s, x) d s ) K1(x, y) dx.
Example 60. Given any kernel ν we have that d ∗ ν = ν, where d is the
delta kernel of Example 14.
Indeed, for any f ∈ F(G)∫
f ( d ∗ ν )y =
∫ ∫
f(s, y) νx(d s) d y(d x) =
∫
f(s, y) νy(d s) =
∫
f νy
In the same way for any ν we have that ν ∗ d = ν.
Example 61. Given a fixed positive function h(x, y) and a fixed kernel ν,
we get that the kernel ν ∗ ( h d ), where d is the Dirac kernel, is such that
given any f(x, y),
(ν ∗ ( h d ))(f)(y) =
∫
(
∫
f(s, y) h(s, x) dx(d s) ) νy(dx) =
∫
f(x, y) h(x, x) νy(dx).
Particularly, taking h = 1, we get ν ∗ d = ν.
Example 62. For the bigger than two equivalence relation of example 9 on
(S1)N, where S1 is the unitary circle, the equivalence classes are of the form
{ (a, x2, x3, ...), a ∈ S
1 }, where xj ∈ S
1, j ≥ 2, is fixed.
Given x = (x1, x2, x3, ...) we define ν
x(da) the Lebesgue probability on S1,
which can be identified with S1 × (x2, x3, .., xn, ...). This defines a transverse
function where G0 = (S1)N. We call it the standard XY Haar system.
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In this case given a function f(x, y) = f( (x1, x2, x3, ..), (y1, y2, y3, ..) )
(ν ∗ f)(x, y) =
∫
f(x, s) νx(d s) =
∫
f ( (x1, x2, x3, ..), (s, x2, x3, ..) ) ds,
where s ∈ S1. Note that in the present example the information on y was
lost after convolution.
Such ν is called in [6] the a priori probability for the Ruelle operator.
Results about Ruelle operators and Gibbs probabilities for such kind of XY
models appear in [6] and [36].
After Proposition 72 we will present several properties of convolution of
transverse function (we will need soon some of them).
Note that if ν is transverse and λ is a kernel, then ν ∗ λ is transverse.
Remember that given a kernel λ and a fixed y the property λy(1) = 1
means
∫
λy(dx) = 1.
Definition 63. A transverse measure Λ over the modular function δ(x, y),
δ : G → R, is a linear function Λ : E+ → R+, such that, for each kernel λ
which satisfies the property λy(1) = 1, for any y, if ν1 and ν2 are transverse
functions such that ν1 ∗ (δλ) = ν2, then,
Λ(ν1) = Λ(ν2). (28)
A measure produces a real number from the integration of a classical
function (which takes values on the real numbers), and, on the other hand,
the transverse measure produces a real number from a transverse function ν
(which takes values on measures).
The assumptions on the above definition are necessary (for technical rea-
sons) when considering the abstract concept of integral of a transverse func-
tion by Λ (as is developed in [12]). We will show later that there is a more
simple expression providing the real values of such process of integration by
Λ which is related to quasi-invariant probabilities.
If one consider the equivalence relation such that each point is related
just to itself, any cocycle is constant equal 1 and the only kernel satisfying
λy(1) = 1, for any y, is the delta Dirac kernel d. In this case if ν1 and ν2 are
such that ν1 ∗ (δλ) = ν2, then, ν1 = ν2 (see Example 60). Moreover, E
+ is
just the set of positive functions on X . Finally, we get that the associated
transverse measure Λ is just a linear function Λ : E+ → R+
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Example 64. Given a probability µ over G0 we can define
Λ(ν) =
∫ ∫
νy(dz)dµ(y).
Suppose that λ satisfies λx(1) = 1, for any x, and
ν1 ∗ λ = ν2.
Then, Λ(ν1) = Λ(ν2). This means that Λ is invariant by translation on
the right side.
Indeed, note that,
Λ(ν1) =
∫ ∫
νy1 (dz)dµ(y),
and, moreover
Λ(ν2) =
∫ ∫
νy2 (dz)dµ(y) =
∫
[
∫
(
∫
λx(d s) ) ) νy1 (dx)) ] dµ(y) =∫
(
∫
νy1 (dx)) dµ(y).
Therefore, Λ is a transverse measure of modulus δ = 1.
In this way for each measure µ on G0 we can associate a transverse mea-
sure of modulus 1 by the rule ν → Λ(ν) =
∫ ∫
νy(dz)dµ(y) ∈ R.
The condition
ν1 ∗ (δλ) = ν2
means for any f we get∫
f(x, y) ( ν1 ∗ (δλ ))
y (d x) =
∫
(
∫
f(s, y) [ δ(s, x)λx(ds) ] ) νy1 (dx) =
∫
f(x, y) νy2 (dx). (29)
We define before (see (5)) the concept of quasi-invariant probability for
a given modular function δ, a grupoid G and a fixed transverse function ν.
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For reasons of notation we use a little bit variation of that definition. In
this section we say that M is quasi invariant probability for δ and ν if for
any f(x, y)
∫ ∫
f(y, x) νy(x)dM(y) =
∫ ∫
f(x, y)δ(x, y)−1νy(x)dM(y). (30)
Proposition 65. Given a modular function δ, a grupoid G and a fixed trans-
verse function νˆ denote by M the quasi invariant probability for δ.
Assume that
∫
νˆy(dr) 6= 0 for all y.
If νˆ ∗ λ1 = νˆ ∗ λ2, where λ1, λ2 are kernels, then,∫
δ−1λ1(1) dM =
∫
δ−1λ2(1) dM.
This is equivalent to say that∫ ∫
δ−1(s, y)λy1(ds)dM(y) =
∫ ∫
δ−1(s, y)λy2(ds)dM(y).
Proof: By hypothesis g(y) = (νˆ ∗ λ1)(δ
−1) (y) = (νˆ ∗ λ2)(δ
−1)(y).
Then, we assume that (see (27))∫
g(y)
1∫
νˆy(dr)
dM(y) =
∫ ∫ ∫
1∫
νˆy(dr)
δ−1(s, y)λx1(ds)νˆ
y(dx) dM(y) =
∫ ∫ ∫
1∫
νˆy(dr)
δ−1(s, y)λx2(ds)νˆ
y(dx) dM(y). (31)
Therefore, ∫ ∫
δ−1(s, y)λy1(ds)dM(y) =∫ ∫ ∫
1∫
νˆx(dr)
δ(y, s)λy1(ds)νˆ
y(dx) dM(y) =
∫ ∫ ∫
1∫
νˆy(dr)
[ δ(y, x) δ(x, s) λy1(ds) ]νˆ
y(dx) dM(y) =
∫ ∫ ∫
1∫
νˆy(dr)
[ δ(x, y)−1 δ(x, s) λy1(ds) ]νˆ
y(dx) dM(y) =
∫ ∫ ∫
1∫
νˆx(dr)
[ δ(y, x)−1 δ(y, s) λx1(ds) ] δ
−1(x, y)νˆy(dx) dM(y) =
∫ ∫ ∫
1∫
νˆx(dr)
δ(y, s)λx1(ds)νˆ
y(dx) dM(y) (32)
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On the above from the fourth to the fifth line we use the quasi-invariant
expression (30) for M taking
f(y, x) =
∫
1∫
νˆy(dr)
δ(x, y)−1 δ(x, s) λy1(ds).
Note that if νˆ is transverse
∫
νˆx(dr) does not depends on x on the class
[y].
Finally, from the above equality (32) (and replacing λx1 by λ
x
2) it follows
that ∫ ∫
δ−1(s, y)λy1(ds) dM(y) =∫ ∫ ∫
1∫
νˆy(dr)
δ(y, s)λy1(ds)νˆ
y(dx) dM(y) =
∫ ∫ ∫
1∫
νˆy(dr)
δ(y, s)λy2(ds)νˆ
y(dx) dM(y) =
∫ ∫
δ−1(s, y)λy2(ds) dM(y).
From now on we assume that
∫
νˆy(dr) 6= 0 for all y.
Theorem 66. Given a modular function δ and a Haar system (G , νˆ), sup-
pose M is quasi invariant for δ.
We define Λ on the following way: given a transverse function νˆ there
exists a kernel ρ such that ν = νˆ ∗ ρ by proposition 74. We set
Λ(ν) =
∫ ∫
δ(x, y)−1ρy(dx)dM(y). (33)
Then, Λ is well defined and it is a transverse measure.
Proof: Λ is well defined by proposition 65.
We have to show that if λx(1) = 1, for any x, and ν1 and ν2 are such that
ν1 ∗ (δλ) = ν2, then, Λ(ν1) = Λ(ν2).
Suppose ν1 = νˆ ∗ λ1, then, ν2 = νˆ ∗ ( λ1 ∗ (δ λ) ).
Note that
Λ(ν1) =
∫ ∫
δ(x, y)−1 λy1(dx)dM(y).
On the other hand from (27)
Λ(ν2) =
∫ ∫
δ(s, y)−1 ( λ1 ∗ (δ λ ) )
y(ds)dM(y) =
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∫ ∫ ∫
δ(s, y)−1 δ(s, x) λx(ds) λy1(dx) dM(y) =∫ ∫ ∫
δ(x, y)−1 λx(ds) λy1(dx) dM(y) =∫ ∫
δ(x, y)−1 (
∫
λx(ds) ) λy1(dx) dM(y) =∫ ∫
δ(x, y)−1 λy1(dx) dM(y) = Λ(ν1).
Remark: The last proposition shows that given a quasi invariant proba-
bility M - for a transverse function νˆ and a cocycle δ - there is a natural way
to define a transverse measure Λ (associated to a grupoid G and a modular
function δ).
One can ask the question: given transverse measure Λ (associated to a
grupoid G and a modular function δ) is it possible to associate a probability
on G0? In the affirmative case, is this probability quasi invariant? We will
elaborate on that.
Definition 67. Given a transverse measure Λ for δ we can associate by Riesz
Theorem to a transverse function νˆ a measure M on G0 by the rule: given a
non-negative continuous function h : G0 → R we will consider the transverse
function h(x) νˆy(dx) and set
h→ Λ(h νˆ) =
∫
h(x)dM(x).
Such M is a well defined measure (a bounded linear functional acting on
continuous functions) and we denote such M by Λνˆ .
Λνˆ means the rule h→ Λ(h νˆ) = Λνˆ(h).
Proposition 68. Given any transverse measure Λ associated to the modular
function δ and any transverse functions ν and ν ′ we have for any continuous
f that
Λν′(ν(δ˜f)) = Λ(ν(δ˜f)ν
′) = Λ(ν ′(f˜)ν) = Λν(ν
′(f˜)).
Proof: If λy(1) = 1 ∀y, that is,
∫
1λy(ds) = 1 ∀y, then Λ(ν∗δλ) = Λ(ν).
If g(x) = λx(1) =
∫
1λx(ds) 6= 1, then we can write λ′x(ds) = 1
g(x)
λx(ds),
where λ and λ′ are just kernels. In this way (ν ∗ δλ) = (gν) ∗ δλ′. Indeed, for
h(x, y), ∫
h(x, y) (ν ∗ δλ)y(dx) =
∫
h(s, y)δ(s, x)λx(ds)νy(dx)
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=∫
h(s, y)δ(s, x)λ′x(ds)g(x)νy(dx) =
∫
h(x, y)((gν) ∗ δλ′)y(dx).
Denoting λ(1)(x) = g(x) = λx(1) =
∫
1λx(ds), it follows that
Λ(ν∗δλ) = Λ(gν∗δλ′) = Λ(gν) = Λν(g) = Λν(λ(1)) = Λν(
∫
1λx(ds)). (34)
From, (2) if ν is a kernel and f = f(x, y)
(ν ∗ f)(x, y) = ν(f˜)(x),
and, from Lemma 75, if λ is a kernel and ν is a transverse function, then, for
any f = f(x, y),
λ ∗ (fν) = (λ ∗ f)ν.
It follows that, for transverse functions ν and ν ′, we get
ν ∗ [(δf˜)ν ′] = [ν ∗ (δf˜)]ν ′ = [ν(δ˜f)]ν ′.
As a consequence
Λν′(ν(δ˜f)) = Λ([ν(δ˜f)]ν
′) = Λ(ν ∗ [(δf˜)ν ′]) = Λ(ν ∗ δ(f˜ ν ′)) =
Λν((f˜ν
′)(1)) = Λν(
∫
1 · f˜(s, y)ν ′y(ds)) = Λν(ν
′(f˜)).
Above we use equation (34) with λ = f˜ ν ′.
Corollary 69. If ν ∈ E+, then for any f
Λ(ν(f˜) ν ) = Λ(ν(δ˜ f) ν) (35)
Proof: Just take ν = ν ′ on last Proposition.
Among other things we are interested on a modular function δ, a trans-
verse function νˆ and a transverse measure Λ (of modulo δ) such that MΛ,νˆ =
M is Gibbs for a Jacobian J . What conditions are required from M?
The main condition of the next theorem is related to the KMS condition
of definition 50
Proposition 70. Given a transverse measure Λ associated to the modular
function δ, and a transverse function νˆ, consider the associated M = Λνˆ.
Then, M is quasi invariant for δ. That is, M satisfies for all g
∫ ∫
g(s, x)νˆx(ds)dM(x) =
∫ ∫
g(x, s)δ(x, s) νˆx(ds)dM(x). (36)
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Proof: First we point out that (40) is consistent with (30) (we are just
using different variables).
A transverse function νˆ defines a function of f ∈ F(G)→ F(G0).
The probability M associated to νˆ satisfies for any continuous function
h(x), where h : G0 → R the rule
h→ Λ(h νˆ) =
∫
h(x)dM(x),
where h(x) νˆy(dx) ∈ E+.
From proposition 69 we have that for the continuous function f(s, x) =
g˜(s, x), where f : G→ R, the expression
Λ(νˆ (g) νˆ ) = Λ(νˆ (f˜) νˆ ) = Λ(νˆ(δ−1 f) νˆ ) = Λ(νˆ(δ−1 g˜) νˆ )
For a given function g(s, x) it follows from the above that
Λ(νˆ (g) νˆ ) =
∫
νˆ (g)(x) dM(x) =
∫ ∫
g(s, x)νˆx(ds) dM(x).
On the other hand
Λ(νˆ(δ−1 g˜) νˆ ) =
∫
νˆ(δ−1 g˜)(x)dM(x) =
∫
g(x, s)δ−1(s, x) νˆx(ds) dM(x).
Proposition 71. Given a modular function δ, a grupoid G, a transverse
measure Λ and a transverse function νˆ, suppose for any ν, such that ν = νˆ∗ρ,
we have that
Λ(ν) = Λ(νˆ ∗ ρ) =
∫ ∫
δ(s, x)−1ρx(ds)dµ(x) =
∫
δ−1ρ(1) d µ.
Then, µ = Λνˆ.
Proof: Given f ∈ F(G0) consider λ the kernel such that λ
x(ds) =
f(x)δx(ds), where δx is the Delta Dirac on x.
Then, using the fact that δ(x, x) = 0 we get that the kernel f(x)νˆy(dx)
is equal to νˆ ∗ δ λ.
Then, taking ρ = δ λ on the above expression we get
Λ( f νˆ) = Λ(νˆ ∗ (δ λ) ) =∫
δ−1ρ(1)dµ =
∫
δ−1 (δλ)(1)dµ =
∫
λ(1)dµ =
∫
f(x)dµ(x).
Therefore, Λνˆ = µ.
Now we present a general procedure to get transverse measures.
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Proposition 72. For a fixed modular function δ we can associate to any
given probability µ over G0 a transverse measure Λ by the rule
ν → Λ(ν) =
∫ ∫
δ(s, x)−1 νx(ds) dµ(x). (37)
Proof:
Consider ν ′ ∈ E+ and λ, such that,
∫
λr(ds) = 1, for all r, and moreover
that ν ′ = ν ∗ (δλ).
We will write
(ν ∗ δλ) (δ−1) =
∫ ∫
δ−1(s, x) δ(s, r) λr(ds)νx(dr)
which is a function of x
Then
Λ(ν ′) =
∫ ∫
δ(s, x)−1 ν ′x(ds) dµ(x) =
∫
ν ′(δ−1)(x)dµ(x) =
=
∫ (
ν ∗ (δλ)
)
(δ−1)(x)dµ(x) =
∫ ∫ ∫
δ(s, x)−1δ(s, r)λr(ds)νx(dr)dµ(x) =
=
∫ ∫ ∫
δ(r, x)−1λr(ds)νx(dr)dµ(x) =
∫ ∫
δ(r, x)−1νx(dr)dµ(x) = Λ(ν).
This last transverse measure is defined in a quite different way that the
one described on Theorem 66.
Now we will present some general properties of convolution of transverse
functions.
Lemma 73. Suppose ν ∈ E+ is a transverse function, ν0 a kernel, and
g ∈ F+(G) is such that
∫
g(s, x)νy0 (dx) = 1, for all s, y. Then, ν0 ∗ (g ν) = ν ,
where g ν is a kernel.
Remark The condition
∫
g(s, x)νy0 (dx) = 1, for all s, y means (ν0 ∗
g)(s, y) = 1 for all s, y, that is ν0 ∗ g ≡ 1 (See lemma 3 below).
Proof:
z(y) =
∫
f(s, y) νy(ds) =
∫
f(s, y) [
∫
g(s, x)νy0 (dx)] ν
x(ds) =
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∫ ∫
f(s, y) [ g(s, x)νx(ds) ] νy0 (dx) =∫
f(s, y) (g ν)x(ds)νy0 (dx) =
∫
f(s, y) ( ν0 ∗ (g ν))
y(ds).
We say that the kernel ν is fidel if
∫
νy0 (ds) 6= 0 for all y.
Proposition 74. For a fixed transverse function ν0 we have that for each
given transverse function ν there exists a kernel λ, such that, ν0 ∗ λ = ν.
Proof: Given the kernel ν0 take g0(s) =
1∫
1νs0(dr)
≥ 0. Note that g0(v)
is constant for v ∈ [s]. Then ν0(g) = 1, that is, for each s we get that∫
g0(s)ν
s
0(dx) = 1.
We can take λ = g0 ν as a solution. Indeed, in a similar way as last
lemma we get
z(y) =
∫
f(s, y) νy(ds) =
∫
f(s, y) [
∫
g0(s)ν
s
0(dx)] ν
x(ds) =
∫ ∫
f(s, y) [ g0(s)ν
x(ds) ] νy0 (dx) =∫
f(s, y) (g0 ν)
x(ds)νy0 (dx) =
∫
f(s, y) ( ν0 ∗ (g0 ν))
y(ds) =
∫
f(s, y) ( ν0 ∗ λ)
y(ds).
The next Lemma is just a more general form of Lemma 73.
Lemma 75. Suppose ν ∈ E+, g ∈ F+(G) and λ a kernel, then λ ∗ (g ν) =
(λ ∗ g) ν , where g ν is a kernel and λ ∗ g is a function.
Proof:
Given f ∈ F(G) we get
( λ ∗ (g ν))(f)(y) =
∫
f(x, y) ( λ ∗ (g ν))y(dx)
=
∫ ∫
f(s, y)[(gν)x(ds)]λy(dx) =
∫ ∫
f(s, y)[g(s, x)νx(ds)]λy(dx).
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On the other hand
[(λ ∗ g) ν](f)(y) =
∫
f(s, y)[(λ ∗ g) ν]y(ds) =
∫
f(s, y)[(λ ∗ g)(s, y)]νy(ds)
=
∫
f(s, y)[
∫
g(s, x)λy(dx)]νy(ds) =
∫ ∫
f(s, y)g(s, x)νx(ds)λy(dx).
Proposition 76. Suppose ν and λ are transverse. Given f ∈ F+(G), we
have that
λ (ν ∗ f) = ν (λ ∗ f˜).
Proof:
Indeed, by definition 59, (ν ∗ f)(x, y) = g(x, y) =
∫
f(x, s)νy(ds), and by
definition 15
λ (ν ∗ f)(y) = λ(g)(y) =
∫
g(x, y)λy(dx) =
∫ ∫
f(x, s)νy(ds)λy(dx).
By the same arguments (λ ∗ f˜)(x, y) = h(x, y) =
∫
f˜(x, s)λy(ds), and
ν (λ ∗ f˜)(y) = ν(h)(y) =
∫
h(x, y)νy(dx) =
∫ ∫
f˜(x, s)λy(ds)νy(dx) =
=
∫ ∫
f(s, x)λy(ds)νy(dx) = λ (ν ∗ f)(y),
if we exchange the coordinates x and s.
Note that in the case f ∈ F(G0) we denote f(x, s) = f(x). In the same
way
λ (ν ∗ f) = ν (λ ∗ f˜)
in the following sense:∫ ∫
f(x)νy(ds)λy(dx) =
∫ ∫
f(s)λy(ds)νy(dx).
50
6 C∗-Algebras derived from Haar Systems
In this section the functions f : G → R will be required to be continuous
(not just measurable).
An important issue here is to have suitable hypotheses in such way that
the indicator of the diagonal 1 belongs to the underlying space we consider.
On von Neumann algebras the unit is just measurable and not continuous
(this is good enough). We want to consider another setting (certain C∗-
algebras associated to Haar Systems) where the unit will be required to be
a continuous function. In general terms, given a groupoid G ⊂ Ω × Ω, as
we will see, we will need another topology on the set G for the C∗-Algebra
formalism and for defining KMS states.
We will begin with some more examples. The issue here is to set a certain
appropriate topology.
Example 77. For n ∈ N we define the partition ηn over
−→
Ω = {1, 2, ..., d}N,
d ≥ 2, such that two elements x ∈
−→
Ω and y ∈
−→
Ω are on the same element of
the partition, if and only if, xj = yj, for all j > n. This defines an equivalence
relation denoted by Rn.
Example 78. We define a partition η over
−→
Ω , such that two elements x ∈
−→
Ω
and y ∈
−→
Ω are on the same element of the partition, if and only if, there
exists an n such that xj = yj, for all j > n. This defines an equivalence
relation denoted by R∞.
Example 79. For each fixed n ∈ Z consider the equivalence relation on Ωˆ:
x ∼ y if
y = (..., y−n, ..., y−2, y−1 | y0, y1, ...., yn, ...)
is such that xj = yj for all j ≤ n, where Ωˆ =
←−
Ω ×
−→
Ω .
This defines a groupoid.
Example 80. Recall that by definition the unstable set of the point x ∈ Ωˆ is
the set
W u(x) = {y ∈ Ωˆ , such that lim
n→∞
d(σˆ−n(x), d(σˆ−n(y) ) = 0 }
One can show that the unstable manifold of x ∈ Ωˆ is the set
W u(x) = {y = (..., y−n, ..., y−2, y−1 | y0, y1, ...., yn, ...) | there exists
k ∈ Z, such that xj = yj, for all j ≤ k}.
If we denote by Gu the groupoid defined by the above relation, then, x ∼ y,
if and only if y ∈ W u(x).
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Definition 81. Given the equivalence relation R, when the quotient Ωˆ/R (or,
−→
Ω/R) is Hausdorff and locally compact we say that R is a proper equivalence.
For more details about proper equivalence see section 2.6 in [49].
On the set X =
−→
Ω, if we denote x = (x1, x2, ..xn, ..), the family Ux(m) =
{y ∈
−→
Ω , such that, y1 = x1, y2 = x2, ..., ym = xm}, m = 1, 2, ..., is a funda-
mental set of open neighbourhoods on Ω.
Considering the relations Rm and R∞ we get the corresponding groupoids
G1 ⊂ G2 ⊂ ... ⊂ Gm ⊂ ... ⊂ G∞ ⊂
−→
Ω ×
−→
Ω = X ×X.
The equivalence relation described in example 78 (and also 4) is not
proper if we consider the product topology on
−→
Ω (respectively on Ωˆ). The
equivalence relation described in example 77 (and also 79) is proper if we
consider the product topology on
−→
Ω (respectively on Ωˆ) (see [21]).
We consider over Gn the quotient topology.
Lemma 82. Given X =
−→
Ω , for each n the map defined by the canonical
projection X → Gn is open.
Proof: Given an open set U ⊂ X take V = {y ∈ X | there exists x ∈ X ,
satisfying y ∼ x for the relation Rn}. We will show that V is open.
Consider y ∈ V , y ∈ U , such that, y ∼ x for the relation Rn. There exists
m > n, such that, Ux(m) ⊂ U . Then, Uy(m) ⊂ V . Indeed, if z ∈ Uy(m),
take z′ ∈ X , such that z′j = xj , when 1 ≤ j ≤ m, and z
′
j = zj , when j > m.
Then, z′ ∼ z for the relation Rn. But, as z ∈ Uy(m), this implies that
zj = yj, when 1 ≤ j ≤ m, and y ∼ x, for Rn, implies that yj = xj , when
j > n. Then, z′j = xj , if 1 ≤ j ≤ m. Therefore, z
′ ∈ Ux(m) ⊂ U.
Lemma 83. Given X =
−→
Ω , for each n the map defined by the canonical
projection X → G∞ is open.
Proof: Given an open set U ⊂ X take V = {y ∈ X | there exists x ∈ X ,
satisfying y ∼ x for the relation Rn} and V∞ = {y ∈ X | there exists x ∈ X ,
satisfying y ∼ x for the relation R∞}. Then, V∞ = ∪
∞
n=1 Vn is open.
Lemma 84. Given X =
−→
Ω , for each n = 1, 2..., n, ..., the set Gn is Haus-
dorff.
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Proof: Given a fixed n, and x, y ∈ X , such that x and y are not related
by Rn, then, there exists m > n such that xm 6= ym. From this follows that
no element of Ux(m) is equivalent by Rn to an element of Uy(m). By lemma
82 it follows that Gn is Hausdorff.
Lemma 85. Given X =
−→
Ω the set G∞ is not Hausdorff.
Proof: If xm = (1, 1, ..., 1︸ ︷︷ ︸
m
, d, d, d...), then limn→∞ xn = (1, 1, 1..., 1, ...)
and (1, 1, ..., 1︸ ︷︷ ︸
m
, d, d, d...) ∼ (d, d, d, ..., d, ...), for the relation R∞. Note, how-
ever, that (1, 1, 1..., 1, ...) is not in the class (d, d, d, ..., d, ...) for the relation
R∞.
Lemma 86. Given X =
−→
Ω denote by D the diagonal set on X ×X. Then,
D is open on Gn for any n, where we consider on D the topology induced by
X ×X.
Proof: Given x ∈ X , we have that Ux(n)×Ux(n) is an open set of X×X
which contains (x, x).
Consider y, z ∈ Ux(n) such that y and z are related by Rn. Then, yj =
xj = zj, when 1 ≤ j ≤ n, and yj = zj , when j > n. Therefore, y = z.
From this we get that
Ux(n)× Ux(n) ∩Gn ⊂ D
Definition 87. An equivalence relation R on a compact Hausdorff space X
is said to be approximately proper if there exists an increasing sequence of
proper equivalence relations Rn, n ∈ R, such that R = ∪nRn, n ∈ N. This in
the sense that if x ∼R y, then there exists an n such that x ∼Rn y.
Example 88. Consider the equivalence relation R∞ of example 78 and Rn
the one of example 77. For each n the equivalence relation Rn is proper.
Then, R∞ = ∪nRn, n ∈ N is approximately proper (see [21]).
Definition 89. Consider a fixed set K, a sequence of subsets W0 ⊂ W1 ⊂
W2 ⊂ ... ⊂ Wn ⊂ ... ⊂ K and a topology Wn for each set Wn ⊂ K.
By the direct inductive limit
t− lim
n→∞
Wn = K
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we understand the set K endowed with the largest topology K turning the
identity inclusions Wn → K into continuous maps.
The topology of t− limn→∞Wn = K can be easily described: it consists of
all subsets U ⊂ K whose intersection U ∩Wn is in Wn for all n.
For more details about the inductive limit (see section 2.6 in [49]).
In the case Wn = Gn we consider as Wn the product topology.
Lemma 90. Given X =
−→
Ω if we consider over K = G∞ the inductive limit
topology defined by the sequence of the Gn ⊂ X × X, then, the indicator
function 1 on the diagonal is continuous.
Proof: By lemma 86 the diagonal D is an open set.
Moreover, (G∞−D) ∩Gn = ( (X×X)−D) ∩ G∞) ∩Gn = ( (X×X ) −
D) ∩Gn is open on Gn for all n. Then, (G∞ −D) is open on G∞.
Remark: Note that on G∞ we have that D is not open on the in-
duced topology by X × X . Indeed, consider a = (1, 1, 1, .., 1, ..) and bm =
(1, 1, ..., 1︸ ︷︷ ︸
m−1
, d, 1, 1, 1, ..1, ...). Then, limm→∞(a, bm) = (a, a) ∈ D, and (a, bm) ∈
G∞ but (a, bm) is not on D, for all m.
Example 91. In the above definition 89 consider Wn = Gn ⊂
←−
Ω ×
−→
Ω ,
n ∈ N, which is the groupoid associated to the equivalence relation Rn (see
example 77). Then, ∪nWn = K = G ⊂
←−
Ω ×
−→
Ω , where G is the groupoid
associated to the equivalence relation R∞. Consider on Wn the topology Wn
induced by the product topology on
−→
Ω ×
−→
Ω .
For a fixed x the set U = {y | xj = yj for all j ≤ n} ∩Gn is open on Gn,
that is, an element on Wn.
Note that Gn ∩ (U × U) is a subset of the diagonal.
Points of the form
( (x1, x2, ..., xn, zn+1, zn+2, ...), (x1, x2, ..., xn, zn+1, zn+2, ...) )
are on this intersection.
Then, the diagonal {(y, y) , y ∈
−→
Ω} is an open set in the inductive limit
topology K over G
From this follows that the indicator function of the diagonal, that is, I∆,
where ∆ = {(x, x)| x ∈
−→
Ω}, is a continuous function.
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Example 92. Consider the partition ηn, n ∈ Z, over Ωˆ of Example 79,
Wn = Gn, for all n, and K = Gu.
We consider the topology Wn over Gn induced by the product topology. In
this way A ∈ Wn if
A = B ∩Gn,
where B is an open set on the product topology for Ωˆ× Ωˆ.
In this way A is open on t− limn→−∞Wn = K if for all n we have that
A ∩Xn ∈ Xn.
Denote by D the diagonal on Ωˆ × Ωˆ and consider the indicator function
ID : Ωˆ× Ωˆ→ R.
The function ID is continuous over the inductive limit topology K over
K = Gu.
Here G0 will be the set Ωˆ =
←−
Ω ×
−→
Ω. We will denote by G a general
groupoid obtained by an equivalence relation R.
The measures we consider on this section are defined over the sigma-
algebra generated by the inductive limit topology.
Definition 93. Given a Haar system (G, ν), where G0 = Ωˆ =
←−
Ω ×
−→
Ω is
equipped with the inductive limit topology, considering two continuous func-
tions with compact support f, g ∈ CC(G), we define (f ∗
ν
g) = h in such way
that for any (x, y) ∈ G
(f ∗
ν
g)(x, y) =
∫
g(x, s) f(s, y) νy(ds) = h(x, y).
The closure of the operators of left multiplication by elements of CC(G),
{Lf : f ∈ CC(G)} ⊆ B(L
2(G, ν)), with respect to the norm topology is called
the reduced C*-algebra associated to (G, ν) and denoted by C∗r (G, ν).
Remark: There is another definition of a C*-algebra associated to (G, ν)
called the full C*-algebra. For a certain class of groupoid, namely the
amenable groupoids, the full and reduced C*-algebras coincide. See [3] for
more details.
As usual function of the form f(x, x) are identified with functions f :
G0 → C of the form f(x).
The collection of these functions is commutative sub-algebra of the C∗-
algebra C∗r (G, ν).
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We denote by 1 the indicator function of the diagonal on G0×G0. Then, 1
is the neutral element for the product ∗
ν
operation. Note that 1 is continuous
according to example 92.
In the case there exist a neutral multiplicative element we say the C∗-
Algebra is unital.
Similar properties to the von Neumann setting can also be obtained.
We can define in analogous way to definition 43 the concept of C∗-
dynamical state (which requires an unit 1) and the concept of KMS state
for a continuous modular function δ.
General references on the C∗-algebra setting are [46], [49], [17], [18], [19],
[21], [22], [28], [45], [29] and [1] .
7 Examples of quasi-stationary probabilities
On this section we will present several examples of measured groupoids, mod-
ular functions and the associated quasi-stationary probability (KMS proba-
bility).
Example 94. Considering the example 3 we get that each a ∈ {1, 2, ..., d}N =
←−
Ω defines a class of equivalence
a× |
−→
Ω = a× {1, 2, ..., d}N = (..., a−n, ..., a−2, a−1)× | {1, 2, ..., d}
N.
On next theorem we will denote by G such groupoid.
Given a Haar system ν over such G ⊂ Ωˆ× Ωˆ, note that if z1 =< a|b1 >
and z2 =< a|b2 >, then ν
z1 = νz2 . In this way it is natural do index the Haar
system by νa, where a ∈
←−
Ω . In other words, we have
ν<a|b>(d < a|b˜ >) = νa(d b˜). (38)
Consider V : G → R, m a probability over
←−
Ω and the modular function
δ(x, y) = e
V (x)
eV (y)
, where (x, y) ∈ G.
Finally we denote by µm,ν,V the probability on G
0 = Ωˆ, such that, for any
function g : Ωˆ→ R and y =< a | b >∫
g(y)dµm,ν,V (y) =
∫
←−
Ω
(
∫
−→
Ω
g(< a|b >) eV (<a|b>) dνa(d b) ) dm(da).
Note that νˆ = eV ν is a G-kernel but maybe not transverse. The next
theorem will provide a large class of examples of quasi-invariant probabilities
for such groupoid G.
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Theorem 95. Consider a Haar System (G, ν) for the groupoid of example
94. Then, given m, V , using the notation above we get that M = µm,ν,V is
quasi-invariant for the modular function δ(x, y) = e
V (x)
eV (y)
.
Proof:
From (6) we just have to prove that for any f : G→ R
∫ ∫
f(x, y)eV (x)νy(dx)dµm,ν,V (dy) =
∫ ∫
f(y, x)eV (x)νy(dx)dµm,ν,V (dy).
(39)
We denote y =< a|b > and x =< a˜|b˜ > . Note that if y ∼ x, then a = a˜.
Note that, from (38)∫
(
∫
f (x, y) eV (x)νy(dx) ) dµm,ν,V (dy) =
∫
(
∫
f (< a˜|b˜ >, < a|b >) e
V (<a˜|b˜>)
ν
<a|b>
(d < a˜|b˜ > ) dµm,ν,V (d < a|b >) =
∫
←−
Ω
[
∫
−→
Ω
(
∫ ∫
f (< a˜|b˜ >, < a|b >) e
V (<a˜|b˜>)
ν
<a|b>
(d < a˜|b˜ >) e
V (<a|b>)
dν
a
(d b) ) ] dm(da) =
∫
←−
Ω
[
∫
−→
Ω
(
∫ ∫
f (< a|b˜ >, < a|b >) e
V (<a|b˜>)
e
V (<a|b>)
ν
a
(d b˜) dν
a
(d b) ) ] dm(da).
In the above expression we can exchange the variables b and b˜, and, finally,
as a = a˜, we get
∫
←−
Ω
[
∫
−→
Ω
(
∫ ∫
f (< a|b >, < a|b˜ >) e
V (<a|b>)
e
V (<a|b˜>)
ν
a
(d b) dν
a
(d b˜) ) ] dm(da) =
∫
←−
Ω
[
∫
−→
Ω
(
∫ ∫
f (< a|b >, < a|b˜ >) e
V (<a|b˜>)
dν
a
(d b˜) e
V (<a|b>)
ν
a
(d b) ) ] dm(da) =
(
∫ ∫
f (y, x) e
V (x)
dν
y
(dx) dµm,ν,V (dy).
This shows the claim.
Example 96. Consider G associated to the equivalence relation given by the
unstable manifolds for σˆ acting on Ωˆ (see example 4). Let’s fix for good a
certain x0 ∈
−→
Ω . Note that in the case x =< a1|b1 > and y =< a2|b2 > are
on the same unstable manifold, then there exists an N > 0 such that a1j = a
2
j ,
for any j < −N . Therefore, when Aˆ : Ωˆ→ R is Holder and (x, y) ∈ G then
it is well defined
δ(x, y) = Π∞i=1
eAˆ(σˆ
−i(x))
eAˆ(σˆ−i(y))
= Π∞i=1
eAˆ(σˆ
−i(<a1|b1>))
eAˆ(σˆ−i(<a2|b2>))
.
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Fix a certain x0 =< a
0, b0 >, then the above can also be written as
δ(x, y) =
eV (x)
eV (y)
=
eV (<a
1|b1>)
eV (<a2|b2>)
,
where
eV (<a|b>) = Π∞i=1
eAˆ(σˆ
−i(<a|b>))
eAˆ(σˆ−i(<a0|b0>))
.
Then, in this case δ is also of the form of example 26.
In this case, given any Haar system ν and any probability m, Theorem
95 can be applied and we get examples of quasi-invariant probabilities.
The next result has a strong similarity with the reasoning of [38] and [51].
Proposition 97. Given the modular function δ of example 27 consider the
probability M(d a, d b) = W (b) d b d a on S1 × S1. Assume νy, y = (a0, b0),
is the Lebesgue probability db on the fiber (a0, b), 0 ≤ b < 1, then, M satisfies
for all f
∫ ∫
f(s, y)νy(ds)dM(y) =
∫ ∫
f(y, s)δ−1(y, s) νy(ds)dM(y). (40)
Proof:
We consider the equivalence relation: given two points z1, z2 ∈ S
1 × S1
they are related if the first coordinate is equal.
In the case of example 27 we take the a priori transverse function νz1(d b) =
νa(d b), z1 = (a, b˜), constant equal to d b in each fiber. This corresponds to
the Lebesgue probability on the fiber.
For each pair z1 = (a, b) and z2 = (a, s), and n ≥ 0, the elements z
n
1 , z
n
2 ,
n ∈ N, such that F n(zn1 ) = z1 = (a, b) and F
n(zn2 ) = z2 = (a, s), are of the
form zn1 = (a
n, bn), zn2 = (a
n, sn).
We define the cocycle
δ(z1, z2) = Π
∞
j=1
A(zn1 )
A(zn2 )
.
Fix a certain point z0 = (a, c) and define V by
V (z1) = Π
∞
j=1
A(zn1 )
A(zn0 )
.
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Note that we can write
δ(z1, z2) =
V (z1)
V (z2)
,
for such function V .
Remember that by notation x0 is a point where (0, x0) and (x0, 1) are
intervals which are domains of injectivity of T .
Remark: Note the important point that if x = (a, b) and x′ = (a′, b),
with x0 ≤ a ≤ a
′, we get that bn(x) = bn(x
′). In the same way if 0 ≤ a ≤ x0
we get that bn(x) = bn. In this way the bn does not depends on a.
This means, there exists W such that we can write
δ(z1, z2) = δ
−1( (a, b), (a, s) ) = Q(s, b) =
W (s)
W (b)
,
where b, s ∈ S1.
Condition (40) for y of the form y = (a, b) means for any f :∫ ∫
f( (a, b), (a, s) ) νa(d s) dM(a, b) =
∫ ∫
f( (a, s), (a, b) ) δ−1( (a, b), (a, s) ) νa(d s) dM(a, b) =
∫ ∫
f( (a, s), (a, b) ) Q(s, b) νa(d s) dM(a, b).
Now, considering above f( (a, b), (a, s) )V (s) instead of f( (a, b), (a, s) ),
we get the equivalent condition: for any f :∫ ∫
f( (a, b), (a, s) )W (s) d s dM(a, b) =
∫ ∫
f( (a, s), (a, b) ) W (s) d s dM(a, b).
As dM = W (b)d b da we get the alternative condition∫ ∫
f( (a, b), (a, s) )W (s) d s W (b)d b d a =
∫ ∫
f( (a, s), (a, b) ) W (s) d s W (b)d b d a , (41)
which is true because we can exchange the variables b and s on the first term
above.
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Example 98. Consider the groupoid G associated to the equivalence relation
of example 5. In this case x and y are on the same class when there exists an
N > 0 such that xj = yj, for any j ≥ N . Each class has a countable number
of elements.
Consider a Holder potential A :
−→
Ω → R.
For (x, y) ∈ G it is well defined
δ(x, y) = Π∞i=0
eA(σ
i(x))
eA(σi(y))
.
Consider the counting Haar system ν on each class.
We say f : G → R is admissible if for each class there exist a finite
number of non zero elements.
The quasi-invariant condition (5) for the probability M on
−→
Ω means: for
any admissible integrable function f : G→ R we have
∑
s
∫
f(s, x)dM(x) =
∑
s
∫
f(x, s) Π∞i=0
eA(σ
i(s))
eA(σi(x))
dM(x). (42)
Suppose B is such that B = A+ log h− log(g ◦ σ)− c. This expression is
called a coboundary equation for A and B. Under this assumption, as x ∼ s,
we get ∑
s
∫
f(x, s) Π∞i=0
eB(σ
i(x))
eB(σi(s))
dM(x) =
∑
s
∫
f(x, s) Π∞i=0
eA(σ
i(x))
eA(σi(s))
h(x)
h(s)
dM(x).
Take f(s, x) = g(s, x) h(x), then, as M is quasi-invariant for A, we get
that
∑
s
∫
g(x, s) Π∞i=0
eB(σ
i(x))
eB(σi(s))
h(x) dM(x) =
∑
s
∫
g(s, x) h(x) dM(x). (43)
As g(x, s) is a general function we get that h(x) dM(x) is quasi-invariant
for B.
Any Holder function A is coboundary to a normalized Holder potential.
In this way, if we characterize the quasi-invariant probability M for any
given normalized potential A, then, we will be able to determine, via the
corresponding coboundary equation, the quasi-invariant probability for any
Holder potential.
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