The geometric chart has proven more effective than Shewhart p or np charts to monitor the proportion nonconforming in high-quality processes. Implementing a geometric chart commonly requires the assumption that the in-control proportion nonconforming is known or accurately estimated. However, accurate parameter estimation is very difficult and may require a larger sample size than that available in practice in high-quality process where the proportion of nonconforming items is very small. Thus, the error in the parameter estimation increases and may lead to deterioration in the performance of the control chart if a sample size is inadequate. We suggest adjusting the control limits in order to improve the performance when a sample size is insufficient to estimate the parameter. We propose a linear function for the adjustment constant, which is a function of the sample size, the number of nonconforming items in a sample, and the false alarm rate. We also compare the performance of the geometric charts without and with adjustment using the expected value of the average run length (ARL) and the standard deviation of the ARL (SDARL).
Introduction
Control charts have been primary and effective tools in statistical process control (SPC) and improvement. Generally, there are two phases in control charts; the first phase (Phase I) parameters of the process in the in-control state are estimated to construct the control limits. In the second phase (Phase II) the control limits established in Phase I are utilized to monitor the process continuously to detect parameter shifts from the in-control state.
In most SPC, implementing a control chart is based on the assumption that in-control parameters are known or accurately estimated. However, the error of parameter estimation may exist in practice and result in wrong conclusions by practitioners because the performance in Phase II relies on control limits established in Phase I. In high-quality processes, there are some difficulties to accurately estimate the process parameter (such as the proportion nonconforming) because nonconforming items are rare. Under such circumstances, an accurate estimation may need a very large sample size which is rarely attainable. Thus, it is important for practitioners to understand the effect of parameter estimation when using a control chart. Jensen et al. (2006) and Jones-Farmer et al. (2014) presented review papers on the effect of estimation error on control chart performance.
For high-quality processes, the geometric chart has been proved to be more useful than Shewhart p or np charts (Woodall, 1997; Xie and Goh, 1997; Szarka and Woodall, 2011) . In the geometric chart, the count of conforming items between two consecutive nonconforming items is used to monitor the process. Therefore, the geometric chart does not require aggregating the data overtime unlike p or np charts. The problem of parameter estimation still remains despite the advantage of the geometric chart. Other studies on control charts for monitoring high-quality processes can be found in Goh (1987) , Goh and Xie (1994) , Nelson (1994) , McCool and Joyner-Motley (1998) , Chang and Gan (2001) , and Steiner and Mackay (2004) . Yang et al. (2002) and Tang and Cheong (2004) discussed the effects of estimation error on the performance of geometric charts depending on each combination of the sample size in Phase I and the in-control proportion nonconforming. They used some metrics to evaluate the performance of the charts. Zhang et al. (2013) recommended a Bayes estimator for the in-control proportion nonconforming to avoid estimation problems when no nonconforming items are observed in the Phase I sample. They also considered the standard deviation of the average run length (SDARL) in order to check the robustness of average run length (ARL) in the geometric charts. Lee et al. (2013) studied the effects of estimation error on the Bernoulli cumulative sum (CUSUM) chart by using the same metric proposed by Zhang et al. (2013) .
From previous studies on the geometric chart, we see that the actual ARL can deviate significantly from the desired value when the in-control proportion nonconforming p 0 is estimated from the Phase I sample, especially when p 0 is small. In this paper, we focus on relieving the estimation error effects on the geometric charts. In Section 2, we provide some background of the geometric chart and some metrics discussed in the works of Yang et al. (2002) and Zhang et al. (2013) . We propose the method to adjust the control limits in the geometric chart in Section 3. We then compare the chart performance without and with adjustment of the control limits. Lastly, our conclusions are provided in Section 4.
Geometric Chart

Geometric chart with known p 0
Let Y i be the count of conforming items between (i − 1) th and i th nonconforming items from a process with the in-control probability of a nonconforming item p 0 . Assume that the process produces a sequence of independent Bernoulli items inspected without error and assume that the proportion nonconforming p 0 is known. Then, Y i is a geometric random variable with parameter p 0 and the probability mass function of Y i is
where
We let the lower-sided and the upper-sided control limits of the geometric chart be LCL and UCL, respectively. The geometric chart will signal if Y i < LCL or Y i > UCL. Suppose the false alarm rate is α, then LCL and UCL must satisfy
Thus, the control limits of the geometric charts can be expressed as Yang et al. (2002) explained that there exists the difference between the desired false alarm rate and the actual one from the chart because of the discrete characteristic of the geometric distribution. They also stated that the difference is negligible unless p 0 is relatively large.
Geometric chart with unknown p 0
When p 0 is unknown, we need to establish the chart after estimating p 0 by inspecting a predetermined number of items in Phase I. In the practice, the estimated value of the parameter may be different with the true value due to the estimation error, especially when using the Phase I sample of a small size.
To estimate p 0 from an initial sample, we usually use the maximum likelihood estimator (MLE) which isp
where N is the number of nonconforming items among a total of m items sampled from the Bernoulli process. Thus, N is a random variable of binomial distribution with parameters m and p 0 . When we replace p 0 in (2.1) and (2.2) byp 0 , the estimated control limits for the geometric chart are obtained as
2.3. Alarm rate when usingp 0
In this subsection, we discuss the alarm rate considered in Yang et al. (2002) and Zhang et al. (2013) . In the work of Yang et al. (2002) , they let X i be the number of conforming items between two consecutive nonconforming items in Phase II, with the probability of a nonconforming item likely shifted from p 0 to p. They defined the event B i as
Then, P(B i ) is the alarm rate (AR) and it can be expressed as
Note that P(B i ) becomes the false alarm rate (FAR) when p = p 0 . Yang et al. (2002) investigated how the values of FAR differ for various combinations of m and p 0 . From the investigation, they stated that the actual FAR can deviate significantly from the desired value of FAR when p 0 is estimated from m sampled items, and the amount of the deviation is considerably reduced as the sample size m increases. They concluded that the effect on the FAR can be significant even with the large sample size that we think is adequate, especially when p 0 is very small. Equation (2.5), however, does not reflect the case when nonconforming items are unobserved in the Phase I sample. When N = 0, the control limits of (2.3) and (2.4) cannot be defined. To complement this problem, Zhang et al. (2013) modified (2.5) as
In (2.6), they put P (B i | N = 0) = 1. That is, we give a signal when a nonconforming item is observed becausep 0 = 0 when N = 0. We use (2.6) in this paper when we calculate the FAR, since it seems more reasonable.
Metrics for evaluating the performance
Now we introduce the metrics used in this paper and review the works of Yang et al. (2002) and Zhang et al. (2013) . First, we introduce two metrics used in Yang et al. (2002) . The first metric is the average run length (ARL) and the second metric is the standard deviation of the run length (SDRL) where the run length is the number of points plotted on the chart until a signal is given. When P (B i | N = n) is denoted by α(N), ARL and SDRL are respectively defined as
, Zhang et al. (2013) pointed out that SDRL does not reflect the robustness of the performance of the charts because practitioners would usually take one Phase I sample to estimate p 0 , the performance of the charts constructed by each practitioner would be different. To compensate this problem, they used alternate metrics such as the expected value of the ARL (AARL) and the standard deviation of the ARL (SDARL). E N [E R (R | N)] = E R (R) for the run length R; therefore, the AARL has the same expression as the ARL in (2.7). The SDARL is defined as
) .
The SDARL metric was proposed by Jones and Steiner (2012) , who used it to evaluate the effect of estimation error on the risk-adjusted CUSUM chart. From evaluation with the SDARL, Zhang et al. (2013) stated that larger sample sizes are needed than those stated by Yang et al. (2002) , because the SDARL is relatively large compared to the AARL even when m is quite large so that the robustness of the ARL values seem not satisfied. Therefore, they pointed out that the SDARL is also needed to evaluate the performance of the geometric charts.
Adjustment of the Control Limits
In this section, we propose a method for adjustment of the control limits to yield the desired FAR (α) or the desired in-control ARL (ARL 0 ). Note that the relationship such as ARL 0 = 1/α exists in a geometric chart. It is expected that the amount for adjustment depends on the sample size m, the number of nonconforming items N, and the desired α (or the desired ARL 0 ).
Adjustment constants of the control limits
First, we established the amount to adjust the control limits. From the work of Yang et al. (2002) , we can see that the AARL 0 for given values of m is always smaller than the desired value. To make the AARL 0 approximate to the desired ARL 0 , the UCL must move upward while the LCL move downward. Thus, when we denote the lower-sided and the upper-sided constants for the adjustment by ∆ L and ∆ U respectively, the adjusted control limits of the charts can be expressed as
by using (2.3) and (2.4). If a value of the desired ARL 0 is given as Z 0 , the AARL 0 using the adjusted control limits must satisfy
In (3.2), we use a similar technique used in (2.6) for the case of N = 0. We aim to find the optimal combination of ∆ L and ∆ U which satisfies (3.1). However, it is complicated to determine which combination is the best. Therefore, we consider the relation that the ratio of ∆ U to ∆ L becomes approximately equal in order to calculate the constants easily. From (2.3) and (2.4), we have
We then obtain a relation between LCL(N) and UCL(N) as
From the relation above, we get the approximate equation as ∆ L ≈ c ∆ U , where
If we can estimate the constant ∆, the AARL 0 which is closer to the desired value can be obtained by using (3.1), (3.2), and (3.4).
Estimation of the adjustment constants
In this subsection, the adjustment constants are calculated in order to approximate the AARL 0 to the specified values through the simulation. We consider the situation where the constants depend on the following factors: sample size m, number of nonconforming items N, and false alarm rate α. Simulation in this paper designed to consider the following: there are the sample sizes m per 10,000 units from 7,000 to 2,000,000, the in-control fraction nonconforming p 0 per 0.0001 from 0.0001 to 0.01, and the false alarm rate α = 0.001, 0.00125, 0.002, 0.0027, 0.005, and 0.01 (that is Z 0 = 1000, 800, 500, 370.4, 200, and 100) to examine how the change of these factors affects the constants. The constants ∆ satisfying (3.1), (3.2), and (3.4) for given values of m, N, and α are founded using a bisection search algorithm. Then, various regression models are fitted where a response variable is the constant (∆), there are 3 factors to adjust the control limits and explanatory variables that include sample size, number of nonconforming items in a sample, and false alarm rate. After evaluating the adequacy of each regression model, we conclude that the best model is Using the above model, the lower-sided and the upper-sided constants can be estimated and used to adjust the control limits of the chart to yield the desired performance. It can be seen that both the lower-sided and the upper-sided constants tend to be smaller and approximate to 0 when sample size m increases. However, when p 0 is very small (for example p 0 = 0.0001) the adjustment constants seem to be very large and be unstable unless m is sufficiently large. This is due to the MLE restriction that demands a sufficiently large sample size when the in-control fraction nonconforming p 0 is very small. We do not seriously consider cases where m is also very small when p 0 is very small. 
Performance of the geometric chart with adjustment
To check whether the AARL 0 of the chart using the adjusted control limits yields the desired value of Z 0 (= 1/α), values of AARL 0 are computed by substituting ∆ in (3.4) with the value estimated from (3.5). In calculation, we consider the values of the desired ARL 0 , Z 0 , are 200, 370.4, and 800. The variation of ARL 0 is also an important factor for the performance of the charts; therefore, the values of SDARL 0 used by Zhang et al. (2013) are also computed. We first investigate the improvement of the performance on the charts by comparing the values of AARL 0 without and with adjustment of the control limits for each combination of m, p 0 , and the desired ARL 0 (Z 0 ). We provide Tables 1 and 2 which represent the values of AARL 0 without and with adjusting the control limits when Z 0 = 370.4 and 800, respectively. For each combination m and p 0 in the tables, the first and the second rows contain the AARL 0 without and with adjustment of the control limits, respectively. Tables 1 and 2 show that the values of AARL 0 (with adjustment) are very closer to the desired values than those without the adjustment, especially for small m and p 0 . In the results, some values of AARL 0 with adjustment are larger than the desired value when both m and p 0 are very small (such as m ≤ 70, 000 when p 0 = 0.0001, m ≤ 30, 000 when p 0 = 0.0002, and m = 20, 000 when p 0 = 0.0003). This is because the sample size is inadequate to accurately estimate p 0 and this makes the estimation of the adjustment constants difficult, as mentioned on Subsection 3.2. However, we can see that except these cases for very small p 0 , the adjustment of the control limits improves the performance of the control charts even if the sample size is inadequate. For example, when Z 0 = 370.4 and p 0 = 0.0001, the values of AARL 0 with adjustment are 369.29, 368.00, and 366.90, respectively, for m = 90,000, 100,000, and 120,000, whereas those without adjustment are 321.92, 326.28, and 333.15. We then compute the values of SDARL 0 for each combination of m, p 0 , and Z 0 , and make a comparison with the values without and with adjustment in order to show how the adjustment affects the variation of ARL 0 . We provide the values of SDARL 0 without and with adjusting the control limits in Tables 3 and 4 when Z 0 = 370.4 and 800, respectively. The first and the second rows show the SDARL 0 without and with the adjustment for each combination of m and p 0 in the tables, respectively. Tables 3 and 4 indicate that the values of SDARL 0 with adjustment are larger (or much bigger) for some cases than for those without the adjustment when both m and p 0 are small. We posit that this is because the values of the adjustment constants are relatively large and unstable when both m and p 0 are small, and this results in and increase in the variation of ARL 0 . However, as the sample size become large, the difference of the SDARL 0 without and with adjustment becomes negligible even when p 0 is very small. We also obtained the values of AARL 0 and SDARL 0 when Z 0 = 100, 200, 500, and 1000. But we do not include these results in this paper because they have a similar trend with Tables 1 to 4. From comparisons of the AARL 0 and the SDARL 0 , we conclude that the use of the adjusted control limits can improve the performance of the geometric charts, especially when monitoring the high-quality processes.
We now provide an example of how the proposed method can be applied in an industrial process. We assume that the in-control proportion nonconforming of the process is p 0 = 0.0001. Suppose that we want the desired ARL 0 to be 370.4 and we use 90,000 items in Phase I. Table 5 gives values of P(N),p 0 , the control limits without and with the adjustment, and ARL 0 when using the obtained control limits, respectively. For several values of the number of nonconforming items N. P(N) denotes the probability that the number of nonconforming items equals N, and note that we display values of N whose probability is greater than 0.001. Table 5 provides values of the control limits ( LCL , UCL) when the value of N in the Phase I sample is determined. Table 5 shows that the performance with adjustment is worse than that without adjustment for some values of N, but the performance with adjustment is better in the most values of N. Note that the better performance means the actual ARL 0 is close to the desired ARL 0 , and the overall performance is not good because we use a relatively small sample size even though p 0 is very small.
Conclusion
A geometric chart is very useful to monitor high-quality processes. However, the low p 0 values inherent to high-quality processes imply that a very large sample size may be needed to accurately estimate p 0 in Phase I. This paper proposes a method to abate the effect of the estimation error and improve the performance of the geometric chart when a sufficiently large sample size is unavailable. We adjust the control limits using the estimated constants computed from a regression model which considers the sample size in Phase I (m), the number of nonconforming items (N), and the false alarm rate (α) as explanatory variables. From the calculation results, we conclude that the chart with the adjusted control limits provide superior performance compared to the chart with the traditional control limits. We also believe that the use of the adjusted control limits can help practitioners choose a sample size when they monitor high-quality processes.
We expect that the proposed method would facilitate the adjustment of the control limits to save time and cost in monitoring high-quality processes by decreasing the required sample size to estimate the parameter. The parameter estimation can be still unstable (especially when both the sample size and the in-control fraction nonconforming are very small) despite the adjustment. We believe that additional research on this problem is needed in order to improve the performance of the geometric charts. One may consider other methods to estimate the adjustment constants instead of the proposed method. According to the works of Zhang et al. (2013) and Lee et al. (2013) , using the Bayes estimator may yield better performance than using the MLE, when monitoring high-quality processes.
