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1. Bevezet®
Az Internet szolgáltatókon egyre nagyobb a nyomás, hogy hibamentes
szolgáltatást nyújtsanak, ne csak a kiemelt ügyfeleik számára, hanem
mindenkinek. Ez lassan rákényszeríti a szolgáltatókat, hogy a jelenle-
ginél sokkal megbízhatóbb rendszereket alkalmazzanak. Az áttérésnek
zökken®mentesen, a háttérben kell lezajlania, az Internet Protokollra
épül® rengeteg, már m¶köd® eszköz módosítása nélkül.
Úgy gondolom, a jöv®ben megjelennek olyan gerinc- és IP-hálózati
megoldások, amelyek sokkal rugalmasabb és magasabb szint¶ szolgál-
tatásokat fognak nyújtani. A kutatásom során az Internet megbízható
m¶ködéséhez kapcsolódó problémákat fogalmazok meg, elemzem és ja-
vaslatot teszek a kezelésükre szolgáló eljárásokra.
2. Kutatási el®zmények és célkit¶zések
Ehhez a technológia forradalomhoz a jelenleginél lényegesen rugalma-
sabb és megbízhatóbb gerinchálózati szolgáltatásra van szükség. A jö-
v®ben a nagysebesség¶  optikai  kapcsolatokat 100 ms alatt ki kell
építeni, vagy le kell bontani. Ezeknek a kapcsolatoknak  a katasztrófá-
kat leszámítva  mindig m¶ködniük kell.
A gerinchálózatok a nagy távolságok miatt különösen sebezhet®ek,
ezért a megbízhatóságuk javítására aktív védelmi módszereket imple-
mentálnak. A védelmi módszerek alapötlete, hogy meghibásodás esetén
a kies® kapcsolatok adatforgalmát egy másik  ún. védelmi  útra te-
relik. Ahhoz, hogy a hiba ne okozzon komoly problémákat a fels®bb
rétegek szolgáltatásaiban, az átkapcsolásnak legfeljebb néhány 100 ms
alatt meg kell történnie.
A leggyakrabban elterjedt megoldás, hogy minden kapcsolathoz több
útvonalat rendelnek: egy ún. üzemi utat, amelyen hibamentes esetben
küldik az adatforgalmat, valamint védelmi utakat. A legegyszer¶bb és
egyben legelterjedtebb megoldás az 1+1 hozzárendelt védelem, amikor
az adatot párhuzamosan küldik az üzemi és a t®le független védelmi
úton. Ekkor az üzemi út meghibásodása esetén elég a végponton a
védelmi útra átkapcsolódni. A módszer f® el®nye, hogy meghibásodás
esetén a kapcsolat néhány 10 ezredmásodpercig szakad csak meg, de
hátránya, hogy a hálózat er®forrásigénye legalább duplája a védelem
nélküli esetnek. A meghibásodások viszonylag ritka események, dupla
er®forrást foglalni minden kapcsolatnak túlzás és drága megoldás.
Kihasználva a tényt, hogy a sok védelmi út közül a hálózatban egy-
szerre csak néhány fog üzemelni, hiszen a hibák ritkák, és a többszörös
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hibák még ritkábbak, a védelmi utak kapacitását meg lehet osztani. A
módszert megosztott védelemnek nevezik és sokan tanulmányozták az
elmúlt évek során. Igazán akkor m¶ködik jól, ha a hálózat linkjei és
csomópontjai kell®en megbízhatók. Ilyenkor elég egyszeres link- vagy
csomópont-meghibásodás ellen védekezni és a megosztott védelem se-
gítségével kb. 25% er®forrás megtakarítást lehet elérni a hozzárendelt
védelemhez képest, vagyis a védelmi utak lefoglalt kapacitása lényegé-
ben a felére csökken a megosztás következtében. A módszer rosszul
m¶ködik ritka hálózattopológiákon, vagy, ha többszörös meghibásodás
ellen is szeretnénk védeni a hálózatot. Gyakran ilyenkor nincs lehet®-
ség kell®en független védelmi utakra, mivel vagy a sok út és hibaállapot
miatt jelent®s er®forrást kell lefoglalnunk, vagy túl bonyolult a védelmi
utak számolása. Erre jó megoldás lenne a helyreállítás.
A helyreállítás alapja, hogy a kapcsolat kiépítésekor nem számol
el®re védelmi utakat, csak lefoglal egy kevés védelmi kapacitást a lin-
keken, majd a védelemhez szükséges többi feladatot már csak a meghi-
básodás után végzi el. Ekkor a meghibásodás után azonosítja a hibás
hálózati elemeket, majd az érintett kapcsolatoknak védelmi utakat ala-
kít ki. A helyreállítás több szempontból is sokkal korszer¶bb megoldás,
mint a hagyományos védelem. Egyfel®l lényegesen egyszer¶bb kapcsola-
tokat kialakítani benne, hiszen új kapcsolat létrehozásakor elég az üzemi
utat lefoglalni, a védelmi út számolása és foglalása csak a meghibásodás
után történik. Ezáltal ez a mechanizmus jobban illeszkedik egy ﬂexibilis
gerinchálózat kialakításának igényeihez. Másrészr®l kevesebb védelmi
er®forrást használ, mint bármely el®re tervezett védelem: például egy-
szeres linkhiba esetén 74%-kal kevesebb védelmi er®forrást igényel, mint
a hozzárendelt védelem, és kétszeres linkhiba eseténél alig növekszik az
er®forrás igénye (ami kb. 84%-kal kevesebb er®forrást jelent hozzáren-
delt védelemhez képest). Az el®nyök ellenére a helyreállítást gerincháló-
zatokban alig vizsgálták, és nagyon kevés Internet szabvány született a
témában. Ennek f® oka, hogy nehéz egy elosztott rendszerben gyorsan
hibákat lokalizálni.
A közelmúltban megjelentek olyan megoldások, amelyek segítségével
gyorsan és hatékonyan lehet hibát lokalizálni optikai hálózatokban. A
módszer lényege, hogy monitorozó utakat alakítanak ki a hálózatban.
Egy ilyen monitorozó út (m-út) nem más, mint egy fényút, amelyen
folyamatosan teszt jeleket küldenek. Hiba esetén a nyel® csomópontba
nem érkezik meg a teszt jel, melyb®l a csomópont tudni fogja, hogy az
m-út mentén hiba történt. A disszertációban azt vizsgáltam, hogyan
lehet ezeket az m-utakat úgy kialakítani, hogy az m-utak státusz in-
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formációi alapján egyértelm¶en lehessen azonosítani a meghibásodott
hálózati elemeket, valamint azt is megvizsgáltam, hogy miként érdemes
ezt a helyreállítással együtt m¶ködtetni.
Számos olyan meghibásodás is bekövetkezhet, amelyet nem lehet az
alsó rétegben kivédeni. Ilyen hiba például egy IP útválasztó részleges
leállása, amit az alsó réteg nem észlel. Az IP rétegben 100 ezredmásod-
perc helyreállítási id®t még tolerálnak az alkalmazások. A kutatásom
során vizsgáltam az IP hálózatok gyors hiba helyreállítás (IPFRR - IP
Fast Reroute) módszereit. IPFRR témakörben az elmúlt 10 évben ki-
dolgozott rengeteg módszer közül egyedül az LFA (Loop Free Alternate)
implementációja jelent meg kereskedelmi útválasztókban. Az LFA sikere
az egyszer¶ségben rejlik, nem igényel IP szint¶ hibafelderítést és szét-
terjesztést, valamint teljes mértékben követi a hagyományos hop-by-hop
csomagküldési koncepciót. A módszer lényege, hogy minden bejegy-
zéshez két  egy f® és egy védelmi  kimen® link-interfészt tárolnak.
Alapesetben a csomagot a címének megfelel® f® link-interfészre küldi to-
vább az útválasztó, kivéve ha f® linkjén hibát észlel, ekkor a csomagot
a védelmi kimen® linkre küldi. A disszertációban vizsgáltam, hogyan
kell a hálózatot úgy konﬁgurálni, hogy a védelmi linkre küldés után
sose (vagy minél ritkábban) alakulhasson ki hurok. Egy másik IPFRR
megvalósítást, a védett útválasztás (Protection Routing, PR) módsze-
rét is vizsgáltam, ami az LFA-nál annyiban általánosabb, hogy a f® és
védelmi kimen® link-interfészek kiosztását a hálózatban egy központi
egység végzi, vagyis a útvonalak nem feltétlen az adminisztratív költség
szerinti legrövidebb utak lesznek. Ehhez OpenFlow útválasztókra van
szükségünk a hálózatban.
3. Kutatási módszerek
A modellezésnél és az algoritmusok kidolgozásánál els®sorban a kom-
binatorikus optimalizálás eredményeit használtam fel. Eredményeim
f®ként gráfelméleten, kombinatorikus csoporttesztelésen és bonyolult-
ságelméleten alapszanak. Célom a problémák egyedi tulajdonságainak
és sajátosságainak megértése és ezek alapján célzott heurisztikus mód-
szerek kidolgozása, amelyek a korábbi módszereknél nagyságrendekkel
gyorsabbak és jobb megoldást találnak.
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4. Új tudományos eredmények
4.1. Hibalokalizáció optikai hálózatokban
A felügyeleti fényutakkal való hibalokalizáció lényege, hogy erre dedikált
fényutakat alakítanak ki a hálózatban. Az értekezésemben a fényút lehet
tetsz®leges összefügg® részgráfja a hálózatnak ((kétirányú) bidirectional
m-trail, bm-út), vagy séta, azaz Euler-tulajdonsággal rendelkez® (nem
feltétlenül egyszer¶) út (monitoring-trail, m-út). Hagyományos  köz-
pontosított  megoldás esetén a monitorozó utak végén az optikai réteg
optikai jeler®sség monitorjai (Optical Power Monitor OPM) segítségével
folyamatosan monitorozzuk a fényutak állapotát. A monitorozott fényút
hibája esetén az OPM megfelel® jelzésüzenetet generál a vezérl®síkon,
amiket egy központi hibamenedzser eszköz összegy¶jt és ez alapján azo-
nosítja a hibás elemet, majd levezényli a hálózat megfelel® átkonﬁgurálá-
sát. Ezen megoldás esetén a célunk olyan minimális számú m-útból álló
rendszer kialakítása egy adott topológián, hogy az m-utak státuszinfor-
mációi alapján azonosítani lehessen a meghibásodott hálózati elemeket
(ezt Unambiguous Failure Localization (UFL) tulajdonságnak nevezem).
A bemeneti topológia gráfot G = (V,E)-vel, míg az m-utak számát b-
vel jelölöm. A következ® információelméleti alsó korlát mindig teljesül:
b ≥ dlog2 |E|+ 1e. Optimálisnak hívom a megoldást, ha ennyi m-utat
használ, és közel optimálisnak, ha ennél néhány m-úttal többet.
A központosított link-hiba monitorozó rendszerekben a monitorozó
eszközök kommunikálnak egymással a meghibásodás utáni kritikus id®-
szakban is. Ez komoly hibaforrás, mert a vezérl® sík m¶ködését is érint-
heti a hiba. A problémára lehetséges megoldás teljesen elosztott hiba-
lokalizáció alkalmazása, ami meghibásodás utáni jelzésüzenetek nélkül
képes azonosítani a hálózat minden csomópontjában a hibát. A dedikált
fényutakat ilyenkor valamennyi áthaladó csomópontban monitorozzuk
OPM segítségével. Ekkor célunk olyan minimális számú élb®l álló m-út
rendszer kialakítása, ahol a hálózat minden csomópontja a rajta keresz-
tül men® m-utak státuszinformációi alapján azonosítani tudja a meg-
hibásodott hálózati elemeket (ezt Networkwide Local-UFL (NL-UFL)
tulajdonságnak nevezem). Az m-utak összesített hosszát (élekben szá-
molva) ‖T ‖-vel jelölöm.
Az 1. ábrán egy egyszeres hibákat egyértelm¶en lokalizáló m-út meg-
oldás található. A kihúzott felügyeleti fényutak ekvivalens megadása a
hibakód tábla (A) az 1(b) ábrán látható. Az A mátrix tartalmazza a
linkekhez hozzárendelt egyedi kódot (pl.: a (0, 1) link esetén 110), mely
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T1 T2
T3
0 1
23
(a) UFL
Link T1T2T3
(0, 1) 0 1 0
(1, 2) 0 1 1
(2, 3) 1 0 1
(3, 0) 1 0 0
(b) A
T4
0 1
23
(c) NL-UFL
Link T1T2T4
(0, 1) 0 1 1
(1, 2) 0 1 0
(2, 3) 1 0 1
(3, 0) 1 0 0
(d) A0
1. ábra. Felügyeleti fényutakon alapuló gyors hibalokalizáció. Az (a)
ábra mutatja az UFL-hez szükséges monitorozó utakat. Ezt kiegészítve
a (c) ábrán látható T4 m-úttal NL-UFL megoldást kapunk, ahol minden
pont a rajta keresztül men® m-utak státuszinformációi alapján azonosí-
tani tudja a meghibásodott hálózati elemeket. A (d) ábra mutatja a 0
pontban látható hibakódtáblát.
megadja, hogy az egyértelm¶ lokalizáció érdekében hogyan kell a három
m-utat (azaz T1-et, T2-t és T3-at) kihúzni a hálózatban. A Tj m-út a
mátrix j-edik oszlopának felel meg, azaz minden linken át kell halad-
nia, melynek a j-edik bitpozíciójában 1 található, és nem haladhat át
egyetlen olyan linken sem, melynek a j-edik pozíciója 0. Az m-utak
állapotának ismeretében (0- m¶ködik, 1- megszakadt) bármely linkhiba
egyértelm¶en lokalizálható. Például kizárólag a T1 fényút elsötétedése
esetén a hálózatmenedzser a (3, 0) link hibát azonosítja.
Ahhoz, hogy a 0 pont egyértelm¶en lokalizálni tudja valamennyi hi-
bát, ismernie kell a T3 m-út állapotát, ami csak jelzésüzeneteken keresz-
tül lehetséges. Elosztott link-hiba monitorozó megoldást kapunk, ha a
1(c) ábrán látható T4 m-úttal egészítjük ki a rendszert. Ekkor például a
0 pont az 1(d) ábrán látható hibakód táblája segítségével jelzésüzenetek
nélkül tudja azonosítani a hibát.
1. Tézis. Központosított link-hiba lokalizálás (UFL)
1.1. Tézis. Polinomid®ben felépíthet® b = 4 + dlog2 (|E|+ 1)e közel
optimális m-út konstrukciót adtam UFL-hez legalább 6 pontú teljes grá-
fokra [C1, J1, Disszertáció 3. tétele].
A bizonyítás azon a felismerésen alapul, hogy bár kisméret¶ példákon
csak kevés, de nagy és er®sen összefügg® gráfokon már sok optimális
megoldás létezik.
1.2. Tézis. Polinomid®ben felépíthet® b = dlog2 (|E|+ 1)e optimális
bm-út konstrukciót adtam UFL-hez 2 · dlog2 (|E|+ 1)e összefügg® grá-
fokra [J2, Disszertáció 4. tétele].
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A módszer alkalmazható legalább 18 pontú teljes gráfra. Korábban a
legjobb konstrukció ≈ 2dlog2 |E|e bm-utat használt [1].
1.3. Tézis. Polinomid®ben felépíthet® b = 3+dlog2 (|E|+ 1)e közel op-
timális bm-utat használó megoldást adtam négyzetrácsra UFL-hez [C2,
J2, Disszertáció 5. és 6. tétele].
Korábban a legjobb konstrukció ≈ 3dlog2 |E|e bm-útat használt [1]. A
konstrukció alkalmas a heurisztikus algoritmusok tesztelésére [C2, J2].
A bizonyítás kombinatorikus és algebrai technikákon alapul.
Egy n pontú cirkuláns gráf pontjai legyenek V = {v0, v1, . . . , vn−1},
ekkor a vj pont szomszédos [vj+1 mod n] és [vj+2 mod n] pontokkal.
1.4. Tézis. Polinomid®ben felépíthet® b = dlog2 (|E|+ 1)e optimális
bm-utat használó megoldást adtam cirkuláns C1,2 gráfokra UFL-hez,
amely egyben közel optimális NL-UFL megoldás is [J3, Disszertáció 7.
és 11. tételei és 3.3.8 fejezete].
Felismertem, hogy a gerinchálózati topológiákon jó eséllyel létezik
közel optimális m-út megoldás. Ilyen esetben az m-utak a hálózat mé-
retéhez képest viszonylag hosszúak lesznek. Ezt kihasználva egy új he-
urisztikus módszert javasoltam. A módszer alapötlete, hogy kezdetben
véletlen hibakódokat rendel az élekhez, majd a hibakódokat az élek kö-
zött mohó cserélgetések során m-út megoldássá formálja.
1.5. Tézis. Az RCA-RCS nev¶ heurisztikus módszert javasoltam m-
utak kialakítására UFL-hez. A gyakorlatban 1000-10000-szer gyorsabb-
nak bizonyult a korábbi módszereknél [C1, J1]. (Részletek a Disszertáció
2.2.8 fejezetében találhatók.)
Azóta több hasonló módszert is publikáltak, de ezek lényegesen hosszabb
id® alatt tudnak esetenként jobb megoldást számolni (lásd Disszertáció
2.9 ábrája). A módszer gyorsaságának köszönhet®en több mint 5000
hálózati topológián végeztem vizsgálatokat. (Lásd még a disszertáció
2.15 és 2.16 ábráit.)
1.6. Tézis. A CGT-GCS nev¶ heurisztikus módszert javasoltam több-
szörös link-hiba monitorozásra, amely kombinatorikus csoporttesztelés-
nél alkalmazott kódokat rendel a gráf éleihez. Bizonyítottam, hogy az
aktuálisan legjobb kódcsere megkereshet® O(|E|2 log |E|) lépésben [J4,
Disszertáció 2.3.2 fejezete].
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A problémára más, hasonló hatékonyságú módszerek továbbra sem is-
mertek.
2. Tézis. Elosztott link-hiba lokalizáció (NL-UFL) és helyreállítás
2.1. Tézis. Alsó korlátokat adtam tetsz®leges gráfokra NL-UFL elérés-
hez az m-utak éleinek számára. Ritka gráfok esetére
‖T ‖ ≥ ξ|V | log2 (|E|+ 1),
ahol ξ a gráftól függ® paraméter [J3]. (Részletek a Disszertáció 9 téte-
lében találhatók.) S¶r¶ gráfok esetére [J3, Disszertáció 12. tétele]
‖T ‖ ≥ 2|E|
(
1− 1|V |
)
.
A vizsgált 50 csomópontos, hatnál kisebb átlagos fokszámú véletlen grá-
fokban 0, 85 < ξ < 0, 95 volt. A következ® tézisben élesítettem a korlá-
ton ritka gráfokra közel ξ ≈ 1, 0-ra [C3, Disszertáció 11. tétele]. A tételt
általánosabb esetre kombinatorikus csoporttesztelési feladatra mondom
ki. Az általános csoporttesztelési feladatban a tesztek költsége függjön
a tesztek méretét®l. Jelölje m az elemek számát és ω(t) a t méret¶
teszt költségét, ahol ω teljesítse a következ® három feltételt: ω(1) = 1,
ω(t+ 1) ≥ ω(t) és ω(t)t ≥ ω(t+1)t+1 ha 1 ≤ t < m.
2.2. Tézis. Legyen T1, . . . , Tb csoporttesztek halmaza amellyel m elem-
b®l egyszeres hibát tudunk azonosítani. Bizonyítottam, hogy a tesztek
összköltsége
b∑
i=1
ω(|Ti|) ≥ min
1≤x≤m2
ω(x)
(
log2 x+
m
x
− 1
)
.
[C3, Disszertáció 10. tétele]
2.3. Tézis. Polinomid®ben felépíthet® optimális és közel optimális NL-
UFL konstrukciókat adtam vonal, teljes és csillag gráf esetére [J3, Disszer-
táció 13.,14. és 15. tétele].
Az 1.4 és 2.3 tézisek konstrukciói alapján feszít®fa formájú bm-út
megoldásokat célszer¶ választani.
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2.4. Tézis. Az RSTA-GLS keresztelt heurisztikus módszert javasoltam,
amely feszít® fa formájú bm-utakat keres. A gyakorlatban 2-3-szor jobb
megoldást képes elérni a többi ismert módszernél [J3, Disszertáció 3.4-es
fejezete].
Közel 1000 véletlen, síkba rajzolható gráfon végzett vizsgálatomban a
megoldások a legjobb alsó korláttól átlagosan ≈ 9.70%-ra voltak.
Vizsgáltam továbbá, hogy hogyan integrálhatók az elosztott hibalo-
kalizációs módszerek megosztott védelemmel vagy helyreállítással. Az
integrálhatóság alapkérdése, hogy az m-utak a hálózat hibamenetes m¶-
ködésekor a védelmi kapacitást milyen mértékben használhatják. A vé-
delmi kapacitás a forgalom méretét®l függ, míg a monitorozó kapacitás
a topológiától. Jelölje θ a forgalom mértékét, ami a forgalmi igények
száma az összes létez® pontpárhoz képest.
2.5. Tézis. Bizonyítottam, hogy tetsz®legesen kicsi θ estén létezik olyan
hálózat forgalommal, ahol az m-utak átlagos er®forrásigénye kisebb a
védelmi kapacitásnál [C3, Disszertáció 16. tétele].
Szimulációkkal rámutattam, hogy a gyakorlatban a védelmi kapaci-
tás tipikusan elegend® az m-utak számára.
4.2. Gyors IP hiba-helyreállítás
A módszer két megvalósítását vizsgáltam, az LFA-t és a PR-t. Az
2(a) ábrán egy példahálózat található. Ha b-b®l d-be szeretnénk cso-
magokat továbbítani, akkor az els®dleges továbbítási pont (PNH) az a
csomópont lesz. Ha megszakad az összeköttetés a b és a pontok között,
akkor b-nek keresnie kell egy olyan alternatív szomszédot, amely képes
eljuttatni a d-nek címzett csomagokat egy olyan útvonalon keresztül,
amely a (b, a) linket nem tartalmazza. Ellenkez® esetben csomagtováb-
bítási végtelen-hurok alakulna ki. Ha példánkban az (a, e) link meg-
hibásodása esetén a csomópont g szomszéd felé irányítja a d-be men®
forgalmat, akkor biztosak lehetünk benne, hogy nem alakul ki hurok.
Egy d-be címzett csomag valamennyi lehetséges útvonala a topológia
gráf egy részgráfja, amit Rd = (V,Ed) jelöljük. Rd irányított körmentes
gráf (DAG) lesz aminek egy nyel®je van: a d pont. LFA esetén további
megkötés, hogy az élekhez költséget rendeltek, és Rd a d pontba vezet®
legrövidebb utak DAG-ja. Egy tetsz®leges s pontot védettnek tekintünk
d felé, ha minden (s, n) ∈ Rd élre létezik egy olyan (s, k) 6= (s, n) él úgy,
hogy Rd-ben k-ból nem vezet út s-be. Az (s, n) élet Primary Next Hop-
nak, míg (s, k)-t Secondary Next Hop-nak (SNH) hívjuk. Jelölje η(G)
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d a b
g
h
1
1
2
2
1
1
(a) LFA esetén az élköltségek
d a b
g
h
(b) Rd routing
2. ábra. Gyors IP hiba-helyreállítás. A (b) ábra a d-be címzett csomag
valamennyi lehetséges útvonalát mutatja, d-be a kivételével minden pont
védett.
a topológiában az LFA védettség mértékét, ami a következ®:
η(G) =
védett (s, d) pontpárok száma
összes (s, d) pontpár
.
Ha η(G) = 1 akkor a hálózatot teljesen védettnek hívjuk.
3. Tézis. IP helyreállítás vizsgálata
3.1. Tézis. A védettség mértékere a következ® korlátokat adtam |V | ≥
2 esetére:
η(G) ≤ |V ||V | − 1(∆− 2) +
2
|V | − 1 ,
ahol ∆ az átlagos csomópont fokszámot jelöli, és
η(G) ≥ |V ||V | − 1
∆
2 − 1
∆max − 1 +
1
(|V | − 1)(∆max − 1) ,
ahol ∆max a maximális csomópont fokszámot jelöli [C4, J5, Disszertáció
17. és 18. tétele].
A két tétel ritka gráfokra ad jó korlátokat. Vizsgáltam, hogy hogyan
lehet az LFA módszer hatékonyságát növelni, ha lehet®ségünk van új
linkek hozzáadására. A következ® két algoritmikus problémát elemez-
tem.
Adott G(V,E) irányítatlan gráf egységnyi élköltségekkel és adott k
egész szám esetén létezik-e F ⊆ E komplemens élhalmaz úgy, hogy
|F | ≤ k és η(G(V,E ∪ F )) = 1, azaz a gráfhoz F -et egységnyi élkölt-
séggel hozzáadva teljes védettséget kapunk.
Adott G(V,E) súlyozott irányítatlan gráf és adott k egész szám ese-
tén létezik-e F ⊆ E komplemens élhalmaz és megfelel® élköltségek úgy,
hogy |F | ≤ k, η(G(V,E ∪ F )) = 1, és a legrövidebb utak a G(V,E) és
a G(V,E ∪ F ) gráfban egybeesnek.
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3.2. Tézis. Megmutattam, hogy az Loop Free Alternate (LFA) topoló-
gia b®vítés probléma NP-nehéz, egységnyi és általános költségfüggvény
esetére is [C5, Disszertáció 19. és 20. tétele].
A bizonyítások a minimális halmazfedési feladatra vezetik vissza a
problémákat. Olyan transzformációkat tartalmaznak, amik visszafelé
is igazak. Így a minimális halmazfedésnél alkalmazott heurisztikák az
LFA topológia b®vítés problémára is alkalmazhatók, s®t a gyakorlatban
is hatékonyan m¶ködnek [C5, J6].
Protection Routing esetén az élköltségek nem játszanak szerepet az
Rd meghatározásában. Kwong, et al. [2] sejtéseket fogalmazott meg arra
vonatkozóan, hogy milyen gráf topológiákon létezik teljes védettség. Az
utolsó altézis erre add részben választ. Két feszít®fa pontfüggetlen, ha
tetsz®leges két pont között a két fában vezet® út pontfüggetlen [3].
3.3. Tézis. A G gráf teljesen védhet® Protection Routing módszerrel,
ha található benne két pontfüggetlen feszít®fa [J7, Disszertáció 23. té-
tele].
5. Eredményeim hasznosíthatósága és ha-
tása
A kutatásom során a következ® két kérdéskör megválaszolásával foglal-
kozom:
(1) Hogyan lehet optikai gerinchálózatokban gyorsan azonosítani a
meghibásodott elemeket monitorozó utak segítségével? Hogyan lehet
egy monitorozó rendszert hatékonyan üzemeltetni kiszolgálva a helyre-
állítás igényeit? A témában született cikkeim a legkiválóbb folyóiratok-
ban és konferenciákon jelentek meg (IEEE INFOCOM [C1, C2], IEEE
Trans. on Networking [J1, J8, J3], és IEEE/OSA Journal of Lightwave
Technology [J4], IEEE RNDM'11 keynote el®adás), és egy részük tan-
anyagként is szerepelt külföldi egyetem PhD kurzusán.
(2) Hogyan lehet az LFA IPFRR módszer hatékonyságát növelni,
ha lehet®ségünk van új linkek hozzáadására? A témán a magyarországi
Ericsson kutatócsoporttal közösen dolgoztunk, amib®l egy hálózatter-
vez® szoftver is készült. A témában született két IEEE INFOCOM'11
[C5, C6] cikkre két Internet szabvány is hivatkozik (IETF draft [4, 5]).
A IEEE DRCN'11 [C4] megjelent munkánkat a konferencia legjobb cik-
kének választották.
A témákban végzett munkámnak köszönhet®en 2012-ben az MTA
Lendület kiválósági program keretében kutatócsoportot alapíthattam.
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