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Abstract
This paper introduces alternating-direction implicit (ADI) solvers of higher order of time-
accuracy (orders two to six) for the compressible Navier-Stokes equations in two- and three-
dimensional curvilinear domains. The higher-order accuracy in time results from 1) An applica-
tion of the backward differentiation formulae time-stepping algorithm (BDF) in conjunction with
2) A BDF-like extrapolation technique for certain components of the nonlinear terms (which
makes use of nonlinear solves unnecessary), as well as 3) A novel application of the Douglas-Gunn
splitting (which greatly facilitates handling of boundary conditions while preserving higher-order
accuracy in time). As suggested by our theoretical analysis of the algorithms for a variety of
special cases, an extensive set of numerical experiments clearly indicate that all of the BDF-
based ADI algorithms proposed in this paper are “quasi-unconditionally stable” in the following
sense: each algorithm is stable for all couples (h,∆t) of spatial and temporal mesh sizes in a
problem-dependent rectangular neighborhood of the form (0,Mh) × (0,Mt). In other words, for
each fixed value of ∆t below a certain threshold, the Navier-Stokes solvers presented in this pa-
per are stable for arbitrarily small spatial mesh-sizes. The second order formulation has further
been rigorously shown to be unconditionally stable for linear hyperbolic and parabolic equa-
tions in two-dimensional space. Although implicit ADI solvers for the Navier-Stokes equations
with nominal second-order of temporal accuracy have been proposed in the past, the algorithms
presented in this paper are the first ADI-based Navier-Stokes solvers for which second order or
better accuracy has been verified in practice under non-trivial (non-periodic) boundary condi-
tions.
1 Introduction
The direct numerical simulation of fluid flow at high Reynolds numbers presents a number of signif-
icant challenges [19]—including the presence of structures such as boundary layers, eddies, vortices
and turbulence, whose accurate spatial discretization requires use of fine spatial meshes. Simulation
of such flows by means of explicit solvers is difficult, even on massively parallel super computers,
in view of the severe restrictions on time-steps required for stability: the time-step must scale like
the square of the spatial mesh-size. Classical implicit solvers do not suffer from such time-step
restrictions but they do require solution of large systems of equations at each time step, and they
can therefore be extremely expensive as well. The celebrated Beam and Warming method [3,4] pro-
vides one of the most attractive alternatives to explicit and classical implicit algorithms. Based on
the the Alternating Direction Implicit method [35] (ADI), the Beam and Warming scheme enables
stable solution of the compressible Navier-Stokes equations without recourse to either nonlinear
iterative solvers or solution of large linear systems at each time-step.
Significant efforts [18, 21, 27, 37, 40, 41] have centered around the ideas first put forth in the
celebrated papers [3, 4], focusing, in particular, on enhancing stability and restoring the (nominal)
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second-order of accuracy inherent in the original derivation of the method. (The discussion in
Section 3.5 suggests that, indeed, the overall accuracy of a time-marching ADI scheme based on
second-order time-stepping may drop to first-order of accuracy in time if boundary conditions at
intermediate-times are not enforced with the correct accuracy order; see also [6,31].) The aforemen-
tioned modifications of the algorithms [3,4] incorporate various kinds of Newton-like subiterations to
reduce the errors arising from the approximation of the nonlinear terms while maintaining stability.
Unfortunately, however, no numerical examples have been provided that demonstrate second-order
time-accuracy for the modified algorithms—even though in all such cases nominally second-order
time-stepping schemes are used. Still, as demonstrated by the numerical results presented in this
paper (see e.g. Figures 3, 4 and 5 and associated discussion), high-order time accuracy may be
highly advantageous in the treatment of long-time simulations or highly-inhomogeneous flows—for
which the temporal dispersion inherent in low-order approaches would make it necessary to use
inordinately small time-steps.
The present paper (Part I in a two-part contribution) introduces ADI solvers of higher orders
of time-accuracy (orders s = 2 to 6) for the compressible Navier-Stokes equations in two- and
three-dimensional curvilinear domains; for definiteness spectral Chebyshev and Fourier collocation
spatial discretizations are used throughout this paper. The new ADI algorithms successfully address
the difficulties discussed above: (i) They (provably) enjoy high orders of time-accuracy (orders
two to six) even in presence of general (and, in particular, non-periodic) boundary conditions;
(ii) They do not require use of iterative nonlinear solvers for accuracy or stability, and they rely,
instead, on a BDF-like extrapolation technique [9] for certain components of the nonlinear terms;
and, as established in Part II [8], (iii) They possess favorable stability properties, with rigorous
unconditional-stability proofs for constant coefficient hyperbolic and parabolic equations for s =
2, and demonstrating in practice quasi-unconditional stability for 2 ≤ s ≤ 6 (Definition 1 in
Section 4.2).
The ADI split and extrapolation techniques mentioned above give rise to certain two-point
boundary-values problems for second-order systems of ODEs with variable coefficients. The specific
methodologies utilized to solve such ODE systems depends significantly on the method used for
spatial approximation. If a finite-difference approximation is used, then the solution of the ODE
systems under consideration entails inversion of a linear system with a banded system matrix, which
can be treated efficiently by means of sparse LU decompositions [20]. If spectral methods are used,
as in this paper, in turn, then the ODE solution requires inversion of a full non-sparse linear
system. In order to tackle such problems efficiently we resort to use of the GMRES algorithm [38]
in conjunction with a finite-difference preconditioner, as detailed in Section 5.1. The resulting
overall Navier-Stokes solvers are applicable to curvilinear coordinate systems in general domains;
an accuracy-order-preserving spectral filter is used in our scheme to ensure stability.
Although quite fast when compared to other implicit algorithms, the implicit solvers introduced
in this paper are more expensive per time-step than a similarly discretized explicit solver. Never-
theless, implicit solvers of high-order time accuracy such as the ones introduced in what follows may
play crucial roles in the treatment of long-time simulations, highly-inhomogeneous flows, complex
physical boundaries as well as steep boundary layers. For such problems the requirements of fine
spatial discretization meshes—which may be needed for flow and/or geometry resolution—could
necessitate use of very small time-steps, in view of the restrictive CFL constraints inherent in ex-
plicit solvers for Navier-Stokes problems, and thus, possibly, to inordinately large computing times.
Extensions of these algorithms to the multi-domain overlapping-patch context [7] as well as other
types of spatial discretizations, including finite-differences [30] and Fourier Continuation [1, 10],
are currently in progress and will be presented elsewhere. In particular, the present curvilinear
domain algorithms are ideally suited as single-domain implicit components of general multi-domain
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implicit/explicit solvers [13].
This paper is organized as follows: after notations are introduced in Section 2, Section 3 presents
the proposed BDF-ADI methodology in full detail. Section 4 discusses the stability properties of the
proposed methods, with reference to the stability proofs and numerical demonstrations put forth in
Part II. Section 5 then presents details of our algorithmic implementations, and Section 6 demon-
strates the stability and accuracy of the proposed algorithms by means of a variety of numerical
results. Concluding remarks, finally, are presented in Section 7.
2 Preliminaries
We consider the compressible Navier-Stokes equations for the velocity u, temperature T and density
ρ in a perfect gas in a d-dimensional domain Ω ⊂ Rd (d = 2 or d = 3). For definiteness we assume
the pressure p, density ρ, temperature T are related by the ideal gas law p = ρRT with gas constant
R. The heat flux q and the temperature gradient ∇T , in turn, are assumed to satisfy the isotropic
Fourier law q = −κ∇T for a certain (temperature-dependent) thermal conductivity constant κ.
Using characteristic values L0, u0, ρ0, T0, µ0 and κ0 for length, velocity, density, temperature,
viscosity and heat conductivity, respectively, the Navier-Stokes equations under consideration can
be expressed in the non-dimensional form [42]
ρt +∇ · (ρu) = 0 (1a)
ut + u · ∇u + 1
γMa2
1
ρ
∇(ρT ) = 1
Re
1
ρ
∇ · σ (1b)
Tt + u · ∇T + (γ − 1)T∇ · u = γ
RePr
1
ρ
∇ · (κ∇T ) + γ(γ − 1)Ma
2
Re
1
ρ
Φ (1c)
(u = (ui), σ = (σij), i, j = 1, . . . , d) where γ = cp/cv is the ratio of specific heats, Re = ρ0u0L0/µ0
is the Reynolds number and Ma = u0/
√
γRT0 is the Mach number (with gas constant R = cp− cv),
and where Pr = µ0cp/κ0 is the Prandtl number. The non-dimensional primitive variables in these
equations are the velocity vector u, the density ρ and the temperature T ; the quantities σ and
Φ, in turn, denote the Newtonian deviatoric stress tensor and the viscous dissipation function,
respectively: letting I denote the identity tensor, we have
σ = µ
(
∇u +∇uT − 2
3
(∇ · u)I
)
and Φ =
∑
ij
σij∂xiuj .
For definiteness we assume µ and κ are functions of temperature alone—as they are, for example,
under Sutherland’s law [42, pp. 28–30]
κ =
1 + Sκ
T + Sκ
T 3/2 and µ =
1 + Sµ
T + Sµ
T 3/2, (2)
where Sκ and Sµ are the non-dimensionalized Sutherland constants.
Letting Q = (uT, T, ρ)T denote the full (d + 2)-dimensional solution vector, the equations (1)
can be expressed in the form
Qt = P(Q, t) , x ∈ Ω , t ≥ 0 (3)
where P is a vector-valued nonlinear differential operator. Note the t dependence in the operator P
which allows for the presence of time-dependent source terms. The system is completed by means
of the relevant boundary conditions for a given configuration; see e.g. [42, Sec. 1-4].
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Remark 1. For notational simplicity our description of the BDF-ADI algorithms assumes that
no-slip boundary conditions of the form (
u
T
)∣∣∣∣
∂D
=
(
gu
gT
)
(4)
are prescribed, where gu and gT are given functions defined on ∂D. Certainly, other relevant types
of boundary conditions can be incorporated within the proposed framework—Section 6 includes an
example of unsteady boundary layer flow that incorporates no-slip boundary conditions at a rough
boundary as well as inflow and absorbing boundary conditions.
3 BDF-ADI methodology
This section introduces the proposed BDF-ADI approach. Throughout this section derivations and
formulae are given for problems in d = 3 spatial dimensions but, in all cases, the treatment can be
applied easily to obtain the corresponding two-dimensional counterparts. The numerical examples
in Section 6, in particular, include applications to problems in both two- and three-dimensional
space.
3.1 Quasilinear-like Cartesian formulation
The derivation of the proposed BDF-ADI method relies on a certain quasilinear-like formulation of
the Navier-Stokes equations. To motivate the introduction of this concept we note that provided µ
and κ are constant and the viscous dissipation function Φ is neglected, the Navier-Stokes equations
under consideration may be expressed in the quasilinear form
Qt +M
x,1(Q)
∂
∂x
Q+My,1(Q)
∂
∂y
+M z,1(Q)
∂
∂z
Q
+Mx,2(Q)
∂2
∂x2
Q+My,2(Q)
∂2
∂y2
Q+M z,2(Q)
∂2
∂z2
Q
+Mxy(Q)
∂2
∂x∂y
Q+Mxz(Q)
∂2
∂x∂z
Q+Myz(Q)
∂2
∂y∂z
Q+M0(Q)Q
= 0, (5)
where the various M matrices (Mx,1, Mx,2 etc.) are matrix-valued functions of Q. Such a formu-
lation can be made to stand even if Φ is not neglected and/or µ and κ are non-constant, provided
the M matrices are allowed to incorporate certain derivative terms. For example, terms such as u2x
which arise in the dissipation function Φ can be incorporated in such a formulation by including
one ux term in the matrix M
x,1 and the second ux term in the vector ∂xQ. Similarly, expanding
the product µ(T )xuy (that arises in in the term ∇ · σ) by means of the chain rule,
µ(T )xuy = µ
′(T )Txuy
=
(
1
2
µ′(T )Tx
)
uy +
(
1
2
µ′(T )uy
)
Tx, (6)
the two quantities in parentheses can be included in the matrices My,1 and Mx,1 respectively.
(We note that while the expression (6) treats the factors in the product Txuy in an symmetric
manner, other alternatives may be useful as well.) The M matrices resulting from this approach
are presented in Appendix A.
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Upon temporal discretization the proposed algorithms treat implicitly all spatial derivatives in
equations (5) not included in the M matrices, and they approximate the corresponding M coeffi-
cients by means of certain explicit time extrapolations. Full algorithmic details in these regards,
allowing for possible use of curvilinear coordinates, are presented in sections 3.2 through 3.5.
3.2 Quasilinear-like curvilinear formulation
Let x = x(ξ, η, ζ), y = y(ξ, η, ζ), z = z(ξ, η, ζ) define a smooth invertible mapping from the the
(ξ, η, ζ) computational domain (which we take to be the cube D = [`1, `2]
3 for some real numbers
`1 and `2) to the physical domain Ω ⊂ R3. With minor notational abuses, we will denote the
corresponding inverse mapping by ξ = ξ(x, y, z), η = η(x, y, z), ζ = ζ(x, y, z), and we will write
Q(ξ, η, ζ) = Q(x(ξ, η, ζ), y(ξ, η, ζ), z(ξ, η, ζ)). A formulation in terms of the variables (ξ, η, ζ) is
obtained by invoking the chain rule: the derivatives with respect to x, y, and z in equation (5)
are expressed in terms of derivatives with respect to ξ, η, and ζ of the unknown Q and certain
“metric terms” given by derivatives of ξ, η, and ζ with respect to the Cartesian variables. Using
these variables in (5) and collecting terms we obtain an equation for Q = Q(ξ, η, ζ, t):
Qt +M
ξ,1(Q)
∂
∂ξ
Q+Mη,1(Q)
∂
∂η
+M ζ,1(Q)
∂
∂ζ
Q
+M ξ,2(Q)
∂2
∂ξ2
Q+Mη,2(Q)
∂2
∂η2
Q+M ζ,2(Q)
∂2
∂ζ2
Q
+M ξη(Q)
∂2
∂ξ∂η
Q+M ξζ(Q)
∂2
∂ξ∂ζ
Q+Mηζ(Q)
∂2
∂η∂ζ
Q+M0(Q)Q
= 0 (7)
for (ξ, η, ζ) ∈ D, where the matrices M ξ,1(Q) (which, per the discussion in Section 3.1, generally
contain derivatives of Q with regards to (ξ, η, ζ)) can be obtained by incorporating the various
metric terms in the corresponding Cartesian matrices; see e.g. [24]. Explicit expressions for the M
matrices in equation (7) are presented in Appendix A.
3.3 BDF temporal semi-discretization and treatment of non-linearities.
To produce our BDF-based numerical solver for the system (1) we first lay down a semi-discrete
approximation of this equation—discrete in time but continuous in space—on the basis of the BDF
multistep method of order s [29, Ch. 3.12]. Considering the concise expression (3) we let Qj denote
the numerical approximation of Q at time t = tj and we approximate Qt at t = t
n+1 by the time
derivative of the (d + 2)-dimensional vector V = V (t) of polynomials of degree s in the variable t
that interpolates the vector values {tn+1−j , Qn+1−j), 0 ≤ j ≤ s. Using the right hand side value
P(Qn+1, tn+1) this procedure results in the well known implicit (∆t)s+1 locally-accurate ((∆t)s
globally-accurate) order-s BDF formula
Qn+1 =
s−1∑
k=0
akQ
n−k + b∆tP(Qn+1, tn+1), (8)
where ak and b are the BDF coefficients of order s. Table 1 displays the BDF coefficients for orders
s = 1 through s = 6. (The BDF methods of orders greater than six are not zero-stable [29], and
therefore do not converge as ∆t→ 0.)
5
s a0 a1 a2 a3 a4 a5 b
1 1 1
2 43 −13 23
3 1811 − 911 211 611
4 4825 −3625 1625 − 325 1225
5 300137 −300137 200137 − 75137 12137 60137
6 360147 −450147 400147 −225147 72147 − 10147 60147
Table 1: Coefficients for BDF methods of orders s with s = 1, . . . , 6.
In order to express the resulting algorithm in terms of the M -matrices in equations (7), for a
given (d+ 2)-dimensional vector valued function R we define the differential operators
A[R] =
2∑
j=0
M ξ,j(R)
∂j
∂ξj
(9a)
B[R] =
2∑
j=1
Mη,j(R)
∂j
∂ηj
(9b)
C[R] =
2∑
j=1
M ζ,j(R)
∂j
∂ζj
(9c)
G[R] = M ξη(R) ∂
2
∂ξ∂η
+M ξζ(R)
∂2
∂ξ∂ζ
+Mηζ(R)
∂2
∂η∂ζ
, (9d)
in the variables (ξ, η, ζ) (the definition M ξ,0(R) ≡M0(R) was used in these equations, for notational
simplicity). For example, an application of the differential operator A[R] to a vector function S
results in the expression
A[R]S = M ξ,0(R)S +M ξ,1(R)∂S
∂ξ
+M ξ,2(R)
∂2S
∂ξ2
(10)
and similarly for B, C, and G: as pointed out in Section 3.1, the M matrices in equation (10)
generally contain derivatives of the vector R. (As indicated in what follows, the proposed method
produces approximations of the solution Q at time t = tn+1 by taking R and S as suitable—
but different—approximations of Q at t = tn+1.) Utilizing the notation (9), Equation (8) can be
re-expressed in the form
(
I + b∆tA [Qn+1]+ b∆tB [Qn+1]+ b∆t C [Qn+1])Qn+1 = s−1∑
k=0
akQ
n−k − b∆tG [Qn+1]Qn+1.
(11)
As mentioned in Section 1, previous ADI-based Navier-Stokes solvers have relied on either
linearization or iterations to adequately account for nonlinear terms. The methods proposed in
this paper, in contrast, utilize the polynomial extrapolations
Q˜n+1p ≡
p−1∑
k=0
(−1)k
(
p
k + 1
)
Qn−k (p ≥ 1) (12)
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(with p = s) to approximate the matrix-valued functions M in the operators (9)—which, in par-
ticular, gives rise to high-order-accurate approximations of the nonlinear terms at time tn+1. (Ex-
trapolation by means of equation (12) with other values of p is also used as part of the proposed
algorithm; see, in particular, Remark 2.) The formula (12) is obtained by evaluating at t = tn+1
the Lagrange interpolating polynomial
Q˜p(t) =
p−1∑
k=0
`k(t)
`k(tn−k)
Qn−k,
where tm = m∆t are equispaced points in time and where
`k(t) =
∏
0≤j≤p−1
j 6=k
(t− tn−j).
It follows that
Q˜n+1p = Q
n+1 +O((∆t)p).
Using the extrapolated solution we then proceed as follows: defining the variable coefficient
differential operators
As = A[Q˜n+1s ], Bs = B[Q˜n+1s ], Cs = C[Q˜n+1s ], Gs = G[Q˜n+1s ], (13)
we have
AsQn+1 = A[Qn+1]Qn+1 +O((∆t)s)
with similar expressions for the other operators in (13). We thus obtain the linear equation
(I + b∆tAs + b∆tBs + b∆t Cs)Qn+1 =
s−1∑
k=0
akQ
n−k − b∆tGsQn+1 (14)
for Qn+1. Clearly, these equations are equivalent to the corresponding (s+1)-th order equation (11)
up to an error of order (∆t)s+1, and therefore they themselves are locally accurate to order (s+ 1)
in time. Approximations of order higher than s for the operators (13) (e.g. approximation of A,
B, C, and G in equation (11) by Am, Bm, Cm, and Gm respectively with m > s) also preserves the
order of the local truncation error, but we have found the m = (s + 1) resulting algorithms to be
unstable; cf. Remark 2.
3.4 ADI factorizations and splittings
Sections 3.4.1–3.4.2 describe our application of the Douglas-Gunn method to the semidiscrete linear
high-order scheme (14). Adequate treatment of the boundary conditions is a subject of great
importance that is taken up in Section 3.4.2.
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3.4.1 Application of the Douglas-Gunn method
Adding the cross terms (b∆t)2(AsBs +AsCs + BsCs)Qn+1 and (b∆t)3AsBsCsQn+1 to both sides of
equation (14) and factoring the resulting left-hand side exactly we obtain
(I + b∆tAs) (I + b∆tBs) (I + b∆t Cs)Qn+1 =
s−1∑
k=0
akQ
n−k − b∆tGsQn+1
+(b∆t)2 (AsBs +AsCs + BsCs)Qn+1
+(b∆t)3AsBsCsQn+1. (15)
To eliminate the dependence on Qn+1 on the right hand side of this equation we resort once again
to extrapolation: the argument Qn+1 in the right-hand-side term b∆tGsQn+1 is substituted, with
error of order (∆t)s+1, by the extrapolated value Q˜n+1s , and Q
n+1 in the terms (b∆t)2(AsBs+AsCs+
BsCs)Qn+1 and (b∆t)3AsBsCsQn+1 are substituted by the extrapolated value Q˜n+1s−1 (equation (12)
with p = s− 1). We thus obtain the equation
(I + b∆tAs) (I + b∆tBs) (I + b∆t Cs)Qn+1 =
s−1∑
k=0
akQ
n−k − b∆tMsQ˜n+1s
+(b∆t)2 (AsBs +AsCs + BsCs) Q˜n+1s−1
+(b∆t)3AsBsCs Q˜n+1s−1 (16)
whose solution only requires inversion of the linear operators (I + b∆tAs), (I + b∆tBs), and
(I + b∆t Cs).
Remark 2. Notice that, although the approximation Qn+1s−1 is accurate to order (s− 1), the overall
accuracy order in quantities such as (b∆t)2AsBsQ˜n+1s−1 , etc., is (∆t)s+1 as needed—in view of the
(∆t)2 prefactor in this expression. While the approximation Qn+1s could have been used while
preserving the accuracy order, we have found that use of the lower order extrapolation Qn+1s−1 is
necessary to ensure stability. Similar comments apply to the term b∆tGsQ˜n+1s . Note, however, that
the term that is multiplied by (∆t)3 is extrapolated to order (s−1) rather than (s−2). Although our
experiments suggest that using a higher order extrapolation than strictly necessary for the terms of
order ∆t and (∆t)2 could give rise to instability, we have found that the extrapolation to order s−1
for the term multiplied by (∆t)3 term does not affect the stability of the method, and is therefore
used as it gives rise to the relatively simple expressions displayed in (17) below.
To complete the proposed ADI scheme an appropriate splitting of equation (16) (that is, an
alternating direction method for evaluation of Qn+1) must be used. For reasons that will become
clear in Sections 3.4.2 and 3.5 we use the Douglas-Gunn splitting [15–17] and we thus obtain the
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ADI scheme
(I + b∆tAs)Q∗ =
s−1∑
k=0
akQ
n−k − b∆tMsQ˜n+1s
−b∆t (Bs + Cs) Q˜n+1s−1 (17a)
(I + b∆tBs)Q∗∗ =
s−1∑
k=0
akQ
n−k − b∆tMsQ˜n+1s
−b∆tAsQ∗ − b∆t CsQ˜n+1s−1 (17b)
(I + b∆t Cs)Qn+1 =
s−1∑
k=0
akQ
n−k − b∆tMsQ˜n+1s
−b∆tAsQ∗ − b∆tBsQ∗∗. (17c)
Multiplying (17c) on the left by (I + b∆tAs)(I + b∆tBs) and eliminating Q∗ and Q∗∗, it follows
that (17) is equivalent to (16) up to terms on the order O((∆t)s+1) of the truncation error.
Another form of the Douglas-Gunn splitting is given by
(I + b∆tAs)Q∗ =
s−1∑
k=0
akQ
n−k − b∆tMsQ˜n+1s
− b∆t (Bs + Cs) Q˜n+1s−1 (18a)
(I + b∆tBs)Q∗∗ = Q∗ + b∆tBsQ˜n+1s−1 (18b)
(I + b∆t Cs)Qn+1 = Q∗∗ + b∆t CsQ˜n+1s−1 , (18c)
which is equivalent to (17) (as it can be checked by subtracting equations (17a) and (17b) from (17c)).
The splitting (18) is less expensive than (17), since 1) Equation (18) does not require computa-
tion of the terms AsQ∗ and BsQ∗∗, and 2) The terms b∆tBs Q˜n+1s−1 and b∆t Cs Q˜n+1s−1 in (18) can
be computed once for each full time-step and used in each ADI sweep as needed. Therefore the
splitting (18) is used in the implementation presented in Section 5.
3.4.2 Order-preserving boundary conditions for the split equations (18)
Use of the three-dimensional ADI splitting (18) entails evaluation of solutions of systems of ODEs
for the intermediate unknowns Q∗ and Q∗∗ as well as the physical unknown Qn+1, each one of
which requires enforcement of appropriate boundary conditions. Here we show that equations (17)
(and thus also (18)) possess the following remarkable property: imposing boundary conditions for
Q∗ and Q∗∗ which coincide with the corresponding boundary conditions for Q at time t = tn+1
preserves the overall (∆t)s+1 truncation error otherwise implicit in these equations.
In view of Remark 1, in what follows we assume the Navier-Stokes boundary conditions(
u(ξ, η, ζ, t)
T (ξ, η, ζ, t)
)
=
(
gu(ξ, η, ζ, t)
gT (ξ, η, ζ, t)
)
, (ξ, η, ζ) ∈ ∂D, (19)
for the unknown Q = (uT, T, ρ)T ∈ R3+2 (Q = Q(ξ, η, ζ, t)) at a solid-fluid interface. Comparison
of equations (17c) and (14) shows that the truncation error in (17c) is a quantity of order ∆ts+1
provided Q∗ and Q∗∗ are s-order-accurate approximations of Qn+1 everywhere in the domain D
and its boundary. But, as discussed in Section 3.5, the intermediate unknowns Q∗ and Q∗∗ are
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indeed accurate to order s throughout D provided the boundary conditions of Q∗ and Q∗∗ are taken
to coincide with those for Q(tn+1). Thus, use of boundary values of the solution at time t = tn+1
for the intermediate-time unknowns Q∗ = (u∗T, T ∗, ρ∗)T and Q∗∗ = (u∗∗T, T ∗∗, ρ∗∗)T, that is(
u∗(ξ, η, ζ)
T ∗(ξ, η, ζ)
)
=
(
gu(ξ, η, ζ, tn+1)
gT (ξ, η, ζ, tn+1)
)
, for ξ = `1, `2 and η, ζ ∈ [`1, `2] (20a)(
u∗∗(ξ, η, ζ)
T ∗∗(ξ, η, ζ)
)
=
(
gu(ξ, η, ζ, tn+1)
gT (ξ, η, ζ, tn+1)
)
, for η = `1, `2 and ξ, ζ ∈ [`1, `2] (20b)(
un+1(ξ, η, ζ)
Tn+1(ξ, η, ζ)
)
=
(
gu(ξ, η, ζ, tn+1)
gT (ξ, η, ζ, tn+1)
)
, for ζ = `1, `2 and ξ, η ∈ [`1, `2], (20c)
maintains the overall O(∆t)s+1 truncation error in the Douglas-Gunn scheme for the complete time-
step tn → tn+1. The results in Section 6 demonstrate the expected order of accuracy is achieved
in the case of general boundary conditions, including cases in which time-dependent boundary
conditions are specified.
3.5 Discussion: enforcement of boundary conditions in the present and previous
ADI schemes
This section provides a justification for our use of the boundary values of Q(tn+1) in the solution
of the intermediate equations, and it highlights the advantages of the present strategy over other
methods for enforcement of boundary conditions in ADI schemes.
As discussed in [31], use of given boundary values as boundary conditions for the intermediate
(unphysical) variables may lead to reductions in the order of accuracy of the overall solver unless
the intermediate time-steps in the ADI scheme satisfy certain accuracy conditions. The desired full-
step order O((∆t)s+1) of temporal accuracy can be guaranteed provided Q∗ and Q∗∗ and associated
boundary conditions satisfy certain “modified” PDEs of the form
Q∗t = L
∗
1Q
∗ and Q∗∗t = L
∗
2Q
∗∗ (21)
with truncation errors of order O((∆t)s) throughout the domain and up to and including the bound-
ary (in view of the ∆t factors in equation (17c); see also [31, pp. 3–4]). Briefly, for example, the
modified differential equation associated with Q∗ is that which would be solved up to a truncation
error of order s+ 1 via sole iteration of the first intermediate time-stepping scheme (17a).
As indicated in [31] the necessary adequately-accurate boundary conditions for Q∗, for example,
can be obtained by applying the Taylor series procedure to the first equation in (21) with initial
conditions Q∗ = Qn at t = tn, to obtain a solution in the form of a truncated series in powers
of ∆t of the appropriate order which can then be evaluated at t = tn+1 to produce the desired
O((∆t)s)-accurate boundary condition for Q∗ at that time. This prescription ensures [31] that the
errors in boundary values for intermediate variables Q∗ are quantities of the appropriate order of
time-accuracy. It follows that, when a similar procedure is completed with Q∗∗ and when ultimately
Qn+1 is computed, agreement between the full-step split and unsplit discrete schemes to order (∆t)s
takes place throughout the domain, up to and including the domain boundary.
The order-s boundary-condition prescriptions provided in [31] are expressed in terms of certain
spatial derivatives of the numerical solution Qn: each subsequent order of time-accuracy requires an
additional term in the formal power series solution, and, thus, in view of the Taylor series method
used, it requires several spatial derivatives of the numerical solution Qn at the boundary. For the
heat equation and the Navier-Stokes equation, for example, two additional spatial derivatives of
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the numerical solution at the boundary are in principle necessary for each additional order of time-
accuracy. But, as pointed out in [31], the original PDE can be used to express such derivatives in
terms of derivatives with respect to time together with a derivative of the highest order along the
boundary (which do not present difficulties as they can be obtained from the boundary conditions)
as well as numerical derivatives of the discrete solution Qn of order lower than the maximum order
of spatial differentiation in the original PDE. In some cases, simplifications can be made such that
the resulting expression for Q∗ at the boundary is given in terms of the given boundary data for
Q at t = tn and tn+1 only. For the Navier-Stokes equations, however, evaluation of the boundary
condition for Q∗ requires differentiation of the numerical solution at the boundary of orders as high
as the desired order s of temporal accuracy—which could give rise to accuracy losses and, owing to
its dependence on solution values at time t = tn, may give rise to CFL-type constraints in otherwise
unconditionally stable implicit solvers.
The Douglas-Gunn scheme under consideration is exceptional in that a modified PDE can be
obtained simply and without any recourse to differentiation: the t = tn+1 boundary condition
implied by this modified PDE for the intermediate variables exactly coincides with the physical
boundary conditions at time t = tn+1—for any time-accuracy order used. In detail, in the Douglas-
Gunn scheme the intermediate relation (17a) is an approximation of the full unfactored scheme (14)
with truncation error of order (∆t)s. (Note that in our scheme this error arises from the (s − 1)-
order extrapolation used which, as discussed in Remark 2, must be used.) Since Q∗ and Q∗∗
are multiplied by ∆t on the right-hand side of equation (17c) this O((∆t)s) additional error does
not change the order ∆ts+1 of the truncation error of the scheme for the overall time-step from
tn to tn+1. The aforementioned Taylor expansion procedure applied at a boundary point and at
time tn provides solutions at time tn+1 which, in view of the (assumed) smoothness of solutions
and prescribed boundary data for the original equation (3), must satisfy the boundary conditions
imposed on the exact solution Q up to an error of the relevant order (∆t)s). Thus, as claimed, use
of t = tn+1 physical boundary conditions for evaluation of the intermediate unknowns Q∗ and Q∗∗
within the Douglas-Gunn scheme preserves the overall O((∆t)s+1) truncation error of the original
unsplit scheme.
Remark 3. It is interesting to note that for any type of boundary conditions imposed on Qn+1,
whether of Dirichlet type, Neumann type, Robin type, etc., the boundary conditions for the inter-
mediate variables Q∗ and Q∗∗ in the Douglas-Gunn scheme necessarily coincide with those imposed
on the exact solution at time tn+1 up to an error of order (∆t)s—as required to maintain the overall
(∆t)s+1 truncation error. Indeed, the exact physical solution Q is a solution of the modified PDE
for Q∗ with an error of the order (∆t)s for tn ≤ t ≤ tn+1 = tn + ∆t and, thus, in the present
semi-discrete context, the full Taylor series in space and time must coincide, up to order (∆t)s and
for all orders in the spatial variables not only at the boundary but throughout the physical domain.
Therefore, discrete solutions arising from a subsequent spatial discretization satisfy the prescribed
boundary condition up to error of order (∆t)s and up to the selected spatial discretization error at
each boundary discretization point.
4 BDF-ADI unconditional stability (s = 2) and quasi-unconditional
stability (3 ≤ s ≤ 6)
In lieu of a full stability analysis for the non-linear compressible Navier-Stokes equations under
consideration (for which rigorous mathematical discussions of stability are not available for any
the various extant algorithms), rigorous stability results for linear related problems and numerical
experiments demonstrating stability properties for the fully nonlinear cases are presented in Part II.
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The next two sections briefly summarize the results put forth in that reference. In particular, Sec-
tion 4.1 discusses the stability properties (unconditional stability) of the second order BDF schemes
introduced in Section 3 above specialized to the convection and parabolic equations under various
discretizations. Section 4.2 then introduces the concept of quasi-unconditional stability and it re-
views relevant stability proofs and results of numerical experiments presented in Part II—including
rigorous stability proofs for non-ADI BDF-based algorithms for convection-diffusion equations and
numerical evidence supporting the suggestion that the BDF-ADI based schemes for the Navier-
Stokes equations do in fact exhibit quasi-unconditional stability.
4.1 Unconditional stability of the second-order BDF-ADI algorithms for the
convection and parabolic equations
As indicated above, Part II includes proofs of unconditional stability for the BDF-ADI scheme of
order two for linear constant-coefficient hyperbolic and parabolic equations in two spatial dimen-
sions under periodic boundary conditions and Fourier spatial discretization. A corresponding proof
is also presented in that reference for the non-periodic parabolic equation on the basis of Legendre
spatial discretization. The following theorem summarizes these results in some detail.
Theorem 1. The second-order BDF-ADI method with periodic boundary conditions and Fourier
spectral discretization is unconditionally stable for both the two-dimensional advection equation
Ut + αUx + βUy = 0
(with real constants α and β) and the parabolic equation
Ut = aUxx + bUyy + cUxy (22)
(with constants a, b > 0 and c satisfying c2 ≤ 4ab). Similarly, the BDF2-ADI method for equa-
tion (22) with homogeneous boundary conditions and using Legendre spectral discretization is un-
conditionally stable. In particular, in all of these cases the energy of the approximate solution un
at any time step n ≥ 2 with time-step size ∆t can be estimated in terms of the first two time-steps
in the solution: we have
|un|2 ≤ C(|u0|2 + |u1|2)
for some constant C, where | · | denotes the discrete L2 norm.
4.2 Quasi-unconditional stability of non-ADI order-s BDF-based algorithms for
the convection-diffusion equation
As is well known, the BDF schemes of order s ≥ 3 are not A-stable (as it follows, for example,
from the well known Dahlquist’s second barrier [14], which states that any multi-step A-stable
method must be at most second order accurate). However, a certain concept of quasi-unconditional
stability emerges in the context of the proposed high-order BDF-ADI solvers. In detail, denoting
by ∆t the temporal time-step and letting h denote a parameter that controls the spatial meshsize,
we introduce the following definition.
Definition 1. A numerical method for the solution of the PDE Qt = P Q in Ω is said to be quasi-
unconditionally stable if there exist positive constants Mh and Mt (which generally depend on
the physical parameters, initial conditions and boundary conditions) such that the method is stable
for all h < Mh and all ∆t < Mt.
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In other words, a quasi-unconditionally stable solver possesses the following property: for each
domain Ω and each selection of boundary and initial conditions and source terms there exists a fixed
threshold Mt such that, for each ∆t < Mt the solver is stable for arbitrarily small spatial mesh-
sizes. Note that other stability constraints might hold outside of the quasi-unconditional stability
rectangle (0,Mh) × (0,Mt). Figure 1 illustrates the concept of quasi-unconditional stability in
the parameter space (h,∆t) in a case where a CFL type constraint exists outside the rectangle
(0,Mh)× (0,Mt). Part II establishes rigorously the quasi-unconditional stability of BDF methods
of orders 3 ≤ s ≤ 6 for convection-diffusion equations, and it presents results of numerical tests
which clearly suggest the proposed BDF-ADI methods for the Navier-Stokes equations enjoy this
property as well. The aforementioned rigorous results are summarized in the following theorem.
Theorem 2. The BDF methods of order s, 2 ≤ s ≤ 6 (no ADI!) with periodic boundary condi-
tions and Fourier spectral discretization are quasi-unconditionally stable for the constant-coefficient
advection-diffusion equation
Ut + α · ∇U = β∆U
(α ∈ Rd, β > 0) in d = 1, 2, and 3 dimensional space. The corresponding constants Mh and
Mt in Definition 1 are given by Mh =∞ and Mt = β|α|2mC , where mC is an explicitly computable
constant depending on the order s of the method which is independent of physical parameters, initial
conditions and boundary conditions. The values of the constant mC are listed in Table 2.
s 3 4 5 6
mC 14.0 5.12 1.93 0.191
Table 2: Numerical values of the constant mC such that the order-s BDF method applied to the
advection-diffusion equation ut +αux = β uxx with Fourier collocation is stable for all ∆t <
β
α2
mC
and for all h > 0.
As mentioned above, a quasi-unconditionally stable algorithm can be stable even in cases in
which the constraints on (h,∆t) in Definition 1 are not satisfied, and, in such cases, stability may
still take place under certain CFL-like conditions; see Part II for details. Briefly, that reference
presents tabular data which display numerically estimated maximum stable values of ∆t for two-
and three-dimensional Navier-Stokes BDF-ADI methods and for a number of spatial-discretization
sizes. This data suggests clearly that, for each s, maximum stable ∆t values do approach positive
asymptotic limits as finer and finer spatial discretizations are used, as befits a quasi-unconditionally
stable scheme.
5 Numerical Implementation
In this section we present details of our full spatio-temporal implementation of the BDF-ADI al-
gorithms discussed above in this text. Spatial discretizations of various kinds can be used in these
contexts, including finite-difference, polynomial-spectral and Fourier-continuation [9] discretiza-
tions. For the sake of definiteness we restrict our presentation to the Chebyshev-collocation spatial
approximation [5, 28] which is briefly reviewed in the following section; results arising from use of
the Fourier spectral method [5, 28] are also included in Section 6.
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Figure 1: Stability region of a notional quasi-unconditionally stable PDE solver is shown in white;
the grey region is the set of h and ∆t where the method is unstable. In particular, the method is
stable in the rectangular region 0 < h < Mh, 0 < ∆t < Mt. Notice that outside of this region the
method is stable for time steps satisfying certain CFL-like contraints (linear in this illustration).
Quasi-unconditional stability does not exclude the possibility of other stability constraints outside
of the rectangular region of stability.
5.1 Chebyshev spatial discretization, GMRES iterations, spectral filtering, ge-
ometrical metric terms
Let the computational PDE domain D = [−1, 1]3 be discretized by means of an (N + 1)-node
Gauss-Lobatto Chebyshev discretization [5, 28] in the ξ, η, and ζ directions:
ξi = − cos(pii/Nξ) , i = 0, . . . , Nξ,
ηj = − cos(pij/N) , j = 0, . . . , Nη,
ζk = − cos(pik/N) , k = 0, . . . , Nζ ;
the treatment for the two-dimensional case is, of course, entirely analogous. In what follows the
PDE solution Q is approximated numerically by means of grid discretizations Qijk ∼ Q(ξi, ηj , ζk)
together with the associated Chebyshev expansions
QN (ξ, η, ζ) =
∑
0≤(i,j,k)≤N
Q̂ijkTi(ξ)Tj(η)Tk(ζ), (23)
in terms of the Chebyshev polynomials T` (` ≥ 0), where N = (Nξ, Nη, Nζ), where 0 denotes
the three-dimensional zero vector, and where inequalities between three-dimensional vectors are
interpreted in component-wise fashion. The coefficients Q̂ijk of the numerical approximation QN
are related to the point values Qijk by the interpolation relations QN (ξi, ηj , ζk) = Qijk (0 ≤
(i, j, k) ≤ N).
The discrete Chebyshev spatial differentiation operators we use are standard [5, 28]: the ξ-
derivative operator δξ applied to a grid function Qijk, for example, is defined as the grid function
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(δξQ)ijk whose (ijk) value equals the value of the derivative of the interpolant QN at the point
(ξi, ηj , ζk):
(δξQ)ijk =
∂
∂ξ
QN (ξi, ηj , ζk). (24)
Similar definitions are used for the operators δξξ, δη, δηη, δξη = δξδη = δηδξ etc. As is common
practice, for all of the numerical examples presented in this paper the Chebyshev derivatives are
evaluated efficiently by means of the fast cosine transform.
Using the Chebyshev discretizations mentioned above, the one-dimensional boundary value
problems given by the ODE systems (18) and the boundary conditions (20) become discrete sys-
tems of linear equations. In order to fully take advantage of the fast cosine transform we solve
these systems by means of the GMRES iterative solver with second order finite difference precon-
ditioner (cf. [5, p. 293] and [11]); a similar treatment is used in conjunction with Fourier spectral
discretizations.
For both Chebyshev and Fourier-spectral discretizations an exponential filter [23], which does
not degrade the s-th order accuracy of the method (cf. [1, Sec. 4.3]), is employed to ensure stability.
In the Chebyshev case, for example, the filtered coefficients hfk for a given function h =
∑
k ĥkTk(x)
are given by
hfk = exp
(
−α
(
k
N
)2p)
ĥk.
For all of the results presented in this paper we have set α = 16 log 10 and p = 8. The filter is
applied at the end of the time step to each line of discretization points in each dimension, requiring
one fast cosine transform per line to obtain the coefficients ĥk, and one transform to obtain the
filtered physical function values.
The transformation of the equations to general coordinates requires the metric terms ξx, ξy,
etc; see Section 3.2. The solvers presented in this paper use the so-called “invariant form” of these
metric terms [39], but other (accurate) alternatives could be equally advantageous. The derivatives
of the physical coordinates (xξ, xη, etc.) needed in the actual expressions for the metric terms are
produced by means of the discrete derivative operators implicit in the Chebyshev or Fourier spatial
approximation used in each case.
5.2 Overall algorithmic description and treatment of boundary values and ini-
tial time-steps
Given the elements described in previous sections of this paper, our actual implementations of BDF-
ADI algorithms of order s can now be described in rather simple terms—except perhaps for some
details, which require additional considerations, concerning boundary values of the fluid density
and the possible presence of corners and edges in the boundary of the computational domain. The
absence of a density boundary condition has previously been successfully addressed by means of
discretization strategies based on use of staggered grids see e.g. [12, Ch. 4.6] and the references
therein. In some such strategies the velocity and the temperature are collocated on a Gauss-
Lobatto grid while the density is collocated on a Gauss grid—so that the density mesh contains
no boundary points, and therefore no density boundary conditions are needed. In the context of
ADI-based methods such as the ones considered in this paper, however, it is not clear that a natural
staggered-grid ADI method could be designed—since the ADI approach requires solution of one-
dimensional boundary value problems which couple all field components. An alternative approach is
proposed in this paper. This method uses the same Gauss-Lobatto grid for all unknowns, including
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the density, and therefore it requires determination of the boundary values of the density as part
of the overall solution.
Our approach in these regards follows from the following observation: the density components
of the unknowns Q∗, Q∗∗ and Qn+1 throughout the domain and including the boundary can be
obtained by interpreting the corresponding equations (17) (or, equivalently, equations (18)) as a
system which includes the density boundary values as unknowns. We demonstrate the method in
detail in the case of equation (17a); the treatment of the other equations in either (17) or (18) is
analogous. As suggested above, for a fixed pair (k, `) we view equation (17a) as a relation between
(d+2)(N −1)+2 unknowns (d = 3 in the present example), namely, the discrete values Q∗jk` of the
vector Q∗ = ((u∗)T, T ∗, ρ∗)T that corresponds to discretization points in the interior of the PDE
domain (1 ≤ j ≤ N − 1) together with the density boundary values (ρn+1jk` for j = 0 and j = N).
Clearly, collocation of (17a) at all interior points along the (k, `) discretization segment furnishes
(d+ 2)(N − 1) equations for these unknowns.
The necessary two additional equations are obtained by enforcing the portion of (17a) that
arises from the mass conservation equation at each one of the two boundary points j = 0 and
j = N . Note that in order to solve the overall system of (d + 2)(N − 1) + 2 equations along
the (k, `) discretization segment at time tn+1, the values of Q = (uT, T, ρ)T at the corresponding
interior discretization points and boundary points together with the boundary values of u and T
(given by the boundary conditions (20a)) at the boundary points must be available for all time-
steps tm with n − s + 1 ≤ m ≤ n. (For the subsequent equations in (17) or (18) the values of Q∗
and Q∗∗ evaluated in the previous intermediate steps at interior and boundary points are needed
as well.) Using such data the algorithm produces the needed interior and boundary values Q∗jk`.
As mentioned above, the subsequent equations for the unknowns Q∗∗ and Qn+1 in (17) or (18) are
treated similarly.
It is important to note that in the algorithm just described, the third ADI sweep produces not
only the values of the density ρn+1 at the horizontal boundary faces ζ = `1 and ζ = `2, but also
the values of ρn+1 along the vertical boundary faces ξ = `1, ξ = `2, η = `1 and η = `2. These
are necessary to form the BDF-ADI system (17) at subsequent time-steps. However, as part of
the solution along the vertical faces, values for un+1 and Tn+1 are also produced, and we have
observed that retaining these values for the solution causes a degradation in the order of accuracy
(although the solvers continue to enjoy quasi-unconditional stability in this case). Therefore, in
order to preserve the order s of time-accuracy, it is important to discard these values of u and T and
substitute them by those given by the boundary conditions (20). This completes the description of
the algorithm.
We emphasize that no special boundary conditions are required for either the intermediate
density ρ∗ or the final density ρn+1. The density is determined entirely by equations (18) throughout
the domain, up to and including the boundary. Furthermore, the presence of corners does not
impact the stability of the solver: no special boundary treatment for the corners of the domain are
necessary.
Remark 4. Although corners in the computational domain do not affect the stability of our solvers,
we note that the spatial accuracy may deteriorate as a result of singularities that occur at corners
and edges of the computational domain (see e.g. [5, Ch. 6.12] for a corresponding discussion in the
context of for spectral discretizations). Provided the physical domain contains no corner or edges,
this problem can be eliminated by means of a multi-domain overset decomposition [7,13], in such a
way that actual PDE solutions around corner regions and edge regions in one computational patch
are actually replaced by solution values obtained at interior regions in other patches. Actual physical
corners and edges, which also give rise to accuracy reductions, can be treated in a variety of ways,
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but such considerations are beyond the scope of this paper. In any case, the numerical examples
in the next section show the correct order of time-accuracy of the solvers with a manufactured
solution in a computational domain containing corners and edges, as well as a physical solution in
an annular domain—which, of course, contains no corners.
To conclude this section we provide some comments concerning evaluation of solution values
at the first s timesteps in a method of overall accuracy order s. In the simplest approach the
solution is ramped-up from a constant field state (usually zero for all velocities and one for the
density and temperature), and the simulation is arranged in such a way that the solution values
at each one of the initial s time-steps is known and equal to the assumed constant state. But in
some situations evaluation of the transients from given initial conditions may need to be obtained;
see e.g. the example provided in Section 6 involving flow in an annulus, where the density has a
non-constant initial condition. Use of explicit solvers is some times recommended to obtain the first
few solution values, but such explicit solvers generally require use of significantly smaller time-steps
than those used by the implicit solver—in view of their inherent properties of conditional stability.
Furthermore, a high order multi-step explicit solver would also require previous time levels, and a
Runge-Kutta method requires special treatment of boundary conditions for the intermediate stages.
In order to avoid such difficulties, we propose a strategy based on use of the first-order BDF-ADI
method followed by Richardson-extrapolation (cf. [32] and references therein) of a sufficiently high
order so as to match the overall order of time-accuracy of the method. For example, to produce a
second-order accurate solution at t = ∆t from initial data Q0, two solutions using the first-order
BDF-ADI algorithm are computed at time t = ∆t—one solution (Q1(1)) with time step equal to
∆t, the other (Q1(2)) with time-step ∆t/2. The second-order accurate solution Q
1 is obtained as an
appropriate linear combination of Q1(1) and Q
2
(2): Q
1 = 2Q1(2) −Q1(1).
6 Numerical Results
This section presents a variety of numerical results produced by the BDF-ADI solvers introduced
in this paper for two- and three-dimensional spatial domains and for orders s with 2 ≤ s ≤ 6. In
particular, these results demonstrate that the proposed solvers do enjoy the claimed spatial and
temporal orders of accuracy and general applicability; detailed studies demonstrating the claimed
stability properties are deferred to Part II. All of the numerical examples were obtained from runs
on either a single core of an Intel i5-2520M processor with 4 GB of memory, or a single core of
an Intel Xeon X5650 processor with 24 GB of memory. Unless otherwise indicated, all simulations
use the parameter values Pr = 0.71 and γ = 1.4, and the (non-dimensional) viscosity and thermal
conductivity are given by Sutherland’s law (2) with Sκ = Sµ = 0.3.
Qj αj βj λj φj,t φj,ξ φj,η φj,ζ
u 0 1 25 -1 0 0 0
v 0 1 25 -2 0 0 0
w 0 1 25 -3 0 0 0
ρ 1 0.2 25 -4 4 7 14
T 1 0.2 25 -5 5 6 15
Table 3: Parameters used for the 3D manufactured solution.
Using the method of manufactured solutions (MMS) our first set of examples demonstrates that
the proposed solvers achieve the expected temporal order of convergence. According to the MMS
17
Figure 2: The wavy cube used in the convergence tests of the three-dimensional solver. The coloring
corresponds to the Jacobian of transformation.
Figure 3: Convergence of the three-dimensional BDF-ADI solvers of orders s, s = 2, . . . , 6, for the
Navier-Stokes problem in the wavy cube.
strategy, an arbitrary solution Q is prescribed, and a source term is added to the right hand side
of equation (7) in such a way that the proposed solution actually satisfies the equation. For this
set of examples we use the MMS solution
Qj(ξ, η, ζ, t) = αj + βj sin(2piλjt+ φj,t) sin(2piξ + φj,ξ) sin(2piη + φj,η) sin(2piζ + φj,ζ)
where Qj is the jth component of the solution vector and where the various αj , βj , λj , φj,· are
constants. The parameter values we use for the solution are given in Table 3. The test geometry
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in this context is a “wavy cube” given by the equations
x(ξ, η, ζ) = ξ + a (sin(2pinη) + sin(2pinζ))
y(ξ, η, ζ) = η + a (sin(2pinξ) + sin(2pinζ))
z(ξ, η, ζ) = ζ + a (sin(2pinξ) + sin(2pinη))
with a = 0.015, n = 2, and with 0 ≤ ξ, η, ζ ≤ 1, which is illustrated in Figure 2. Only the
velocity components (u = 0) and temperature T are prescribed at the boundary according to the
manufactured solution; the boundary values of the density are obtained from the solution process,
as described in Section 5.2. The Reynolds number and Mach number in these examples are taken
to equal Re = 103 and Ma = 0.85. The second- through sixth-order convergence of the methods is
demonstrated in Figure 3. Note in particular that the manufactured T and ρ solutions are time-
dependent on the boundary of the domain, thus demonstrating, in particular, that the proposed
numerical boundary condition implementation preserves the correct order of time-accuracy even
under time-varying boundary values.
Figure 4: Convergence of the BDF2-ADI solver in an annulus for various mesh discretizations and
Reynolds numbers.
Next, we demonstrate the convergence of the solver in two-dimensions with a physical flow
example at Ma = 0.8 in an annulus with inner radius 0.1 and outer radius 0.5 using Chebyshev
collocation in the radial direction and Fourier collocation in the azimuthal direction. The flow starts
with a zero initial condition for all fields except temperature and density; the initial conditions for
the former are taken to equal 1.0, while for the latter the initial conditions are taken to equal the
sum of the scalar 1.0 plus two Gaussian functions of the form
a exp
(
−(x− x0)
2 + (y − y0)2
2σ2
)
(25)
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Figure 5: Convergence of the BDF3-ADI solver in an annulus with various mesh discretizations
and Reynolds numbers.
with parameters a = 0.3, σ = 0.1, x0 = −0.2, y0 = 0.2 and a = −0.2, σ = 0.07, x0 = 0.2, y0 = 0,
respectively. For time between t = 0 and t = 0.5, the rotation of the inner cylinder is ramped up
smoothly until it reaches a tangential velocity of 1.0. A temperature source term equal to (sin(2pit)
times a Gaussian in space given by equation (25) with a = 2.5, σ = 0.05, x0 = −0.2, y0 = −0.2)
is also used. The convergence of the solver at time t = 1.0 is estimated via comparison with the
solution obtained from a fine discretization (Nr = 108, Nθ = 540, ∆t = 0.1× 2−10). Figures 4 and
5 verify the expected rates of convergence at various Reynolds numbers.
Figure 6: Schematic set-up of unsteady flow over a bumpy plate (not to scale).
Next, a demonstration of boundary layer flow over a “bumpy” plate in 2D at high Reynolds
number is presented. Here the domain is such that the left and right edges of the domain lie on the
lines x = x` = 1 and x = xr = 4, while the top and bottom boundaries lie on the curves yt = 0.2
and
yb(x) = exp
(
−
(
x− 2.5
1.2
)12) 4∑
m=1
am sin(cmx),
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Figure 7: Evolution of the y-velocity component in two-dimensional boundary layer flow over a
bumpy plate. From top to bottom, the solution times for the figures are t = 9.76, 9.82, 9.88, 9.94.
respectively, where a1 = 5× 10−4, a2 = 8× 10−4, a3 = 6× 10−4, a4 = 4× 10−4, c1 = 300, c2 = 207,
c3 = 161 and c4 = 124. The mesh in the interior of the domain is generated by means of transfinite
interpolation [22]. A schematic illustration of the set-up is provided in Figure 6. A total of 1536
(resp. 96) Chebyshev collocation points were used in the horizontal (resp. vertical) direction .
To initialize the flow and impose boundary conditions we use the asymptotic solution provided
by the boundary layer equations for the present compressible-flow configuration [42, Ch. 7]. Here
we provide a brief overview in these regards; a more detailed discussion can be found, e.g., in the
aforementioned reference. For simplicity in the solution of boundary-layer approximate equation
we assume that the viscosity and thermal conductivity are linear functions of temperature (µ(T ) =
κ(T ) = T ), and that the Prandtl number equals unity: Pr = 1. Using x and y coordinates tangent
and normal to the infinite planar boundary, the free-stream solution values as y →∞ are assumed
to equal u∞ = 1, v∞ = 0, T∞ = 1 and ρ∞ = 1. The boundary layer equations are obtained by
transforming the steady (Qt = 0) two-dimensional Navier-Stokes equations by means of the change
of variables y = δY , where δ = Re1/2 is the characteristic length scale of the boundary layer.
Furthermore, the solution components are assumed to be perturbations of the free-stream values of
the form u = u∞+ δu1, v = δv1, T = T∞+ δT1, ρ = ρ∞+ δρ1, which leads to a set of equations for
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the inner solutions (terms with subscript 1). Using the similarity variable η¯ = η¯(x−1/2Y ) together
with the Howarth transformation [25], we obtain the following simplified set of equations for η¯, u1,
v1, ρ1, and T1 as functions of x and Y :
∂
∂Y
η¯ = ρ1,
ρ1 u1 = f
′(η¯),
ρ1 v1 =
1
2
x−1/2
(
η¯ f ′(η¯)− f(η¯)) ,
T1 = u1 + Twall(1− u1) + 1
2
(γ − 1)Ma2(u1 − u21),
ρ1T1 = 1,
where Twall is the temperature at the wall and f is the solution of the Blasius equation
f ′′′ +
1
2
f f ′ = 0,
f(0) = f ′(0) = 0,
f ′(η)→ 1 as η →∞.
The similarity variable η¯ is obtained by eliminating the other unknowns and using a Newton-
Kantorovich iterative solver [5, App. C] with initial guess computed by standard fourth order
Runge-Kutta. The remaining unknowns can then be obtained explicitly from the above relations.
The resulting solution Qref of the boundary layer equations is used to provide the initial condition
and boundary conditions at inflow and, as discussed in what follows, in the absorbing layers of the
computational domain as well.
The boundary conditions for this example are no-slip conditions on the bottom boundary
(uwall = 0 and Twall = 1), an absorbing layer of thickness 0.05 at the top of the domain, an-
other absorbing layer of thickness 0.5 is on the right, and inflow conditions in a region of thickness
0.1 on the left; cf. Figure 6. For each absorbing layer, a term of the form σ(ξ, η)Qref is added to
the right hand side of the PDE (7) and σI is added to the matrix M0, where I is the identity (cf.
the related, more elaborate absorbing-layer method [2]). The variable coefficient σ is given by
σ(ξ, η) = A
(
1− ψ
(
d(ξ, η)
L
))
(26)
where A is the absorption factor, L is the width of the layer, d(ξ, η) is the distance to the boundary
in question, and the function ψ is given by
ψ(x) =

0 , x ≤ 0
1 , x ≥ 1[
1 + exp
(
1
x − 11−x
)]−1
, 0 < x < 1
(27)
For the top boundary we use A = 50, L = 0.05 and for the right boundary we use A = 20, L = 0.5;
these selections enforce adequate damping in the absorbing layers. The boundary layer solution Qref
is prescribed in the inflow region for all times. Figure 7 displays the y-velocity component for various
times, with Re = 106, Ma = 0.85, and ∆t = 10−3. With this discretization (∆xmin = 3.1×10−6 and
∆ymin = 5.4× 10−5), an explicit solver would require a significantly smaller time step for stability.
Our next example concerns three-dimensional simulations of Taylor-Couette flow, that is to say,
flow of a fluid between two concentric rotating cylinders, as depicted in Figure 8. Most studies of
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Figure 8: Geometry of the Taylor-Couette flow example. The fluid is confined in the region between
the cylinders of radii ri and ro and between two planes separated by a distance h. The inner cylinder
rotates with speed Ui while all other boundaries remain stationary.
Figure 9: Profiles of the (a) azimuthal velocity, (b) vertical velocity and (c) azimuthal component
of vorticity in small-aspect-ratio Taylor-Couette flow at Ma = 0.2 and Re = 700. The top (resp.
bottom) row displays profiles associated with the two-cell (resp. one-cell) stable mode.
Taylor-Couette flow deal with incompressible fluids, but the dynamics for subsonic compressible
gases are similar, as shown in [26,33]. The geometry is defined by the inner radius ri, outer radius
ro and height h. In what follows, we consider only the case where the inner cylinder rotates and the
outer cylinder together with the top and bottom walls are stationary. In this case, the Reynolds
number Re is defined with respect to the velocity of the inner cylinder.
The small aspect ratio regime (Γ = hro−ri ≈ 1 or less) has been extensively studied both
numerically and experimentally (in the incompressible case)—in part because of the property that
two or more stable flows can exist for the same values of the system parameters Γ, Re, ro, ri [34,36].
The incompressible solution is reported [34, 36] to behave as follows: For Γ = 1 and radius ratio
ri/ro = 0.5, there is only one stable flow at small Re, which is characterized by two axisymmetric
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toroidal vortices, one on top of the other, similar to those depicted in the upper image in Figure
9 (c). At about Re ≈ 133, this mode becomes unstable. The stable mode is then characterized
by a single large axisymmetric toroidal vortex in the center and a smaller one in the inner upper
corner, similar to those shown in the lower image in Figure 9 (c). Both modes are stable in the
range 603 . Re . 786.
Starting from the same initial condition (zero velocity, density and temperature equal to 1.0)
and ending at the same final inner cylinder rotational velocity with Re = 700 and Ma = 0.2, our
simulations produce both stable modes. To produce the first mode, the inner cylinder velocity was
varied as a function of time according to
Ui(t) = ψ
(
t
160
)
where ψ is defined in (27). To produce the second mode, in turn, the cylinder velocity was varied
according to the relation
Ui(t) = 0.4ψ
(
t
10
)
+ 0.6ψ
(
t− 150
150
)
.
The spatial discretization used a total of 48 Chebyshev collocation points in the radial and z
directions and 64 Fourier collocation points in the azimuthal direction. No-slip isothermal (T = 1)
boundary conditions were used on all walls, with the angular velocity at the top and bottom
boundaries prescribed as
uθ(r, t) = exp
(
−
(
2
√
Re(r − ri)
)2)
Ui(t).
The time discretization for both simulations was set at ∆t = 0.02 and simulations were stopped at
t = 400. At Ma = 0.2, there is less than 0.5% deviation in the density from the initial condition
ρ = T = 1 throughout the simulations. The presence of corners in the geometry undoubtedly gives
rise to reductions in the solution accuracy (cf. Remark 4); nevertheless, Figure 9 shows both modes
at t = 300, which compares well to the experimental and numerical results in the literature for the
incompressible case [34,36]—as it should given the low value of the Mach number considered.
7 Conclusions
This paper introduced an implicit solution strategy for the compressible Navier-Stokes equations
which enjoys high-order accuracy in time and which runs at spatial FFT speeds per time-step;
of course, the proposed BDF-ADI strategy can also be used in conjunction with other spectral
or non-spectral spatial approximations (such as finite-differences, Fourier-Continuation, etc.). As
emphasized above in this text, the algorithms presented in this paper are the first ADI-based Navier-
Stokes solvers for which second order or better accuracy has been verified in practice under non-
trivial (non-periodic) boundary conditions. The numerical examples presented in this contribution
demonstrate the favorable qualities inherent in the proposed algorithms in both space and time.
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A Quasilinear-like matrix coefficients in Cartesian and curvilinear
coordinates
Let a = 1Re
µ′(T )
ρ , b =
γ(γ−1)Ma2
Re
µ(T )
ρ , c =
γ
RePr
κ′(T )
ρ , d =
1
γMa2
, and e = γ − 1. The coefficient
matrices for Navier-Stokes equations in quasilinear-like Cartesian form (5) are
Mx =

u− 23aTx −12aTy −12aTz d− a
(
ux − 13∇ · u
)
dTρ
1
3aTy u− 12aTx 0 −12a(vx + uy) 0
1
3aTz 0 u− 12aTx −12a(wx + uz) 0
eT − b (2ux − 23∇ · u) −b(vx + uy) −b(wx + uz) u− cTx 0
ρ 0 0 0 u

My =

v − 12aTy 13aTx 0 −12a(vx + uy) 0
−12aTx v − 23aTy −12aTz d− a
(
vy − 13∇ · u
)
dTρ
0 13aTz v − 12aTy −12a(wy + vz) 0
−b(vx + uy) eT − b
(
2vy − 23∇ · u
) −b(wy + vz) v − cTy 0
0 ρ 0 0 v

M z =

w − 12aTz 0 13aTx −12a(wx + uz) 0
0 w − 12aTz 13aTy −12a(wy + vz) 0
−12aTx −12aTy w − 23aTz d− a
(
wz − 13∇ · u
)
dTρ
−b(wx + uz) −b(wy + vz) eT − b
(
2wz − 23∇ · u
)
w − cTz 0
0 0 ρ 0 w

Mxx = − 1
Re ρ
diag
(
4
3
µ, µ, µ,
γ
Pr
κ, 0
)
Myy = − 1
Re ρ
diag
(
µ,
4
3
µ, µ,
γ
Pr
κ, 0
)
M zz = − 1
Re ρ
diag
(
µ, µ,
4
3
µ,
γ
Pr
κ, 0
)
The matrices Mxy, Mxz and Myz are zero except for two elements each, which are
Mxyu,v = M
xy
v,u = M
xz
u,w = M
xz
w,u = M
yz
v,w = M
yz
w,v = −
1
3
1
Re
µ
ρ
,
Using the above definitions and the metric terms ξx, ξy, etc. the coefficient matrices in general
coordinates for use in (7) are computed as
M ξ = ξxM
x + ξyM
y + ξzM
z + ξxxM
xx + ξyyM
yy + ξzzM
zz + ξxyM
xy + ξxzM
xz + ξyzM
yz
M ξξ = ξ2xM
xx + ξ2yM
yy + ξ2zM
zz + ξxξyM
xy + ξxξzM
xz + ξyξzM
yz
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and Mη, Mηη (M ζ , M ζζ) are obtained by replacing ξ with η (ζ) in the above equations. The mixed
derivative matrices are computed as
M ξη = ξxηxM
xx + ξyηyM
yy + ξzηzM
zz + (ξxηy + ηxξy)M
xy + (ξxηz + ηxξz)M
xz + (ξyηz + ηyξz)M
yz
M ξζ = ξxζxM
xx + ξyζyM
yy + ξzζzM
zz + (ξxζy + ζxξy)M
xy + (ξxζz + ζxξz)M
xz + (ξyζz + ζyξz)M
yz
Mηζ = ηxζxM
xx + ηyζyM
yy + ηzζzM
zz + (ηxζy + ζxηy)M
xy + (ηxζz + ζxηz)M
xz + (ηyζz + ζyηz)M
yz.
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