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Abstract
The eigenvalue probability density functions of the classical randommatrix ensembles have
a well known analogy with the one component log-gas at the special couplings β = 1, 2
and 4. It has been known for some time that there is an exactly solvable two-component
log-potential plasma which interpolates between the β = 1 and 4 circular ensemble, and
an exactly solvable two-component generalized plasma which interpolates between β = 2
and 4 circular ensemble. We extend known exact results relating to the latter — for
the free energy and one and two-point correlations — by giving the general (k1 + k2)-
point correlation function in a Pfaffian form. Crucial to our working is an identity which
expresses the Vandermonde determinant in terms of a Pfaffian. The exact evaluation of
the general correlation is used to exhibit a perfect screening sum rule.
1 Introduction
1.1 The circular ensembles of Dyson
In classical random matrix theory (see e.g. [6]), the probability density function (PDF)
1
CN,β
∏
1≤j<k≤N
|eiθk − eiθj |β (1)
for β = 1, 2 and 4 plays a distinguishing role. Thus (1) for these values of β is the eigenvalue
PDF for Dyson’s circular ensembles of unitary random matrices {UNU
T
N}, {UN}, {U2NU
D
2N}
respectively. Here UN ∈ U(N), chosen with Haar measure and U
D = Z2NU
TZ−12N , where
Z2N = IN ⊗
[
0 −1
1 0
]
denotes the quaternion dual. The spectrum of matrices U2NU
D
2N is doubly
degenerate, which explains why (1) still involves N eigenvalues for β = 4.
Dyson [3] introduced the circular ensembles as alternatives to the Gaussian ensembles of
Wigner. Unlike the latter, they are uniquely determined by an invariance property: their mea-
sure is unchanged under left and right conjugation by real orthogonal, unitary, and symplectic
1
unitary matrices respectively. Significantly, it was found by explicit calculation that in the bulk
scaling limit the two-point correlation functions for the two classes of ensembles are identical.
Extrapolating this to the conjecture that for a given β, all statistical properties of the bulk
states of the circular and Gaussian ensembles are identical was important at the time, as it
allowed calculations to be carried out on the computationally simpler circular ensembles, with
the aim of answering questions relating to Gaussian Hermitian matrices.
A celebrated example is the statement that [6, eq. 18.160]
pbulk4 (k; s) = 2p
bulk
1 (2k + 1; 2s) (2)
where pbulkβ (k; s) denotes the PDF that a gap of size s between two eigenvalues contains k
eigenvalues in the bulk state at coupling β. This was deduced by deriving for the circular
ensembles that [15], [6, eq. (8.157)]
pN,4(n; (−θ, θ)) = p2N,1(2n + 1; (−θ, θ)). (3)
Here the notation pN,β(k;−(θ, θ)) is analogous to p
bulk
β (k; s) but with the extra subscript N
referring to the total number of eigenvalues.
The proof of the conjecture that for β = 1, 2 and 4 the bulk states of the circular and
Gaussian ensembles are the same became possible after another landmark paper of Dyson [4].
In this work a formalism was given which allowed not just for the calculation of the 2-point
correlation functions, but the general k-point correlations ρ(k). This formalism was applied to
the circular ensembles. In the bulk scaling limit, particle density equal to unity, it gave
ρ(k)(x1, . . . , xk) = det
[sin π(xj − xl)
π(xj − xl)
]
j,l=1,...,k
(4)
for β = 2, and
ρ(k)(x1, . . . , xk) = qdet


sin 2π(xj − xl)
2π(xj − xl)
1
2π
∫ 2π(xj−xl)
0
sin x
x
dx
∂
∂xj
sin 2πρ(xj − xl)
2π(xj − xl)
sin 2π(xj − xl)
2π(xj − xl)


j,l=1,...,k
(5)
for β = 4 (a formula analogous to (5) was also given for β = 1, but as it plays no role in our
subsequent discussion we refrain from writing it down). The 2k × 2k matrix, S say, in (5), has
the property of being self dual: SD := Z2kS
TS−12k = S. It follows that SZ
−1
2k is antisymmetric
so its Pfaffian is well defined. The quaternion determinant in (5) is then given in terms of
a Pfaffian according to qdetS = Pf(SZ−12k ). The method of [4] was subsequently applied to
the Gaussian ensembles [14], allowing in particular the verification that the bulk statistical
properties coincide with that of the circular ensemble.
1.2 From the circular ensembles to two-component log-gases and
trial wave functions
As emphasized by Dyson [3], for general β > 0 (1) has the interpretation as the Boltzmann
factor for a classical statistical mechanical system with N particles on a circle interacting via
2
the pair potential − log |eiθ − eiφ| (one-component log-gas). Sutherland [18] showed that (1)
is the absolute value squared of the ground state wave function for the quantum many body
system specified by the Hamiltonian
−
N∑
j=1
∂2
∂θ2j
+
β
4
(β
2
− 1
) ∑
1≤j<k≤N
1
sin2 π(θk − θj)/2
. (6)
These alternative interpretations suggest two-component generalizations of (1) which interpo-
late between the classical couplings β = 1, 2 and 4.
One such generalization is [5]
∏
1≤j<k≤N1
|eiθk − eiθj |
∏
1≤α<β≤N2
|eiφα − eiφβ |4
N1∏
j=1
N2∏
α=1
|eiθj − eiφα|2. (7)
It is the Boltzmann factor for a two-component log-potential plasma system on the circle with
N1 particles of charge +1, and N2 particles of charge +2. It is also the ground state wave
function for a two-component generalization of (6) [11]. For N2 = 0 (N1 = 0) (7) reduces to (1)
with β = 1 (β = 4). Moreover, the general (k1, k2)-point correlation function can be computed
in a quaternion determinant form [6, eq. (6.168)] which interpolates between the quaternion
determinant forms for β = 1 and β = 4. And in a very recent development the Gaussian
analogue of (7) has shown itself to be exactly solvable [16].
A second such generalization is [7]
1
C(N1, N2)
∏
1≤j<k≤N1
|eiθk − eiθj |2
∏
1≤α<β≤N2
|eiφα − eiφβ |4
N1∏
j=1
N2∏
α=1
|eiθj − eiφα |2. (8)
This describes a Boltzmann factor of a so-called generalized plasma: the couplings (exponents
on the products of differences) gRR, gGG, gRG for the two species (R)oman and (G)reek no longer
satisfy gRRgGG = g
2
RG as they do in (7). With the complex exponentials replaced by general
complex coordinates, this is of interest as a trial wave function in the anomolous quantum Hall
effect [9], and without such replacement as the exact wave function for a certain supersymmetric
tJ system in one-dimension [1, 12]. For N2 = 0 (N1 = 0), (8) reduces to (1) with β = 2 (β = 4).
However, unlike the situation with the two-component system (7), there is no existing formula
in the literature for the general (k1, k2)-point correlation function, nor are there any exact
calculations carried out for the Gaussian analogue of (8).
Two exact solvability features of (8) are in the existing literature. One is the exact evaluation
of the normalization,
C(N1, N2) = (2π)
N1+N2
(2N2 +N1)!(N1/2)!N2!
2N2(N2 +N1/2)!
, (9)
and the other is an exact evaluation of the two-point correlations. The latter, in the bulk
3
scaling limit with density of Roman species ρR and Greek species ρG, read [7]
ρRR(x, 0) = ρ
2
R −
sin2 πρRx
(πx)2
−ρGρR
∫ 1
0
dt
∫ 1
0
ds
1− 2s
2ρGt/ρR + 1
(
e2πiρRx(s−1)−2πiρGxt − e2πiρRxs+2πiρGxt
)
(10)
ρGG(x, 0) = ρ
2
G + ρ
2
G
∫ 1
0
dt
∫ 1
0
ds
(
−
(t+ s+ ρR/ρG)
2
(2t+ ρR/ρG)(2s+ ρR/ρG)
e2πiρGx(t−s)
+
(t− s)2
(2t+ ρR/ρG)(2s+ ρR/ρG)
cos
(
2πρGx(t + s+ ρR/ρG)
))
(11)
ρRG(x, 0) = ρRρG − 2ρRρG
∫ 1
0
dt
∫ 1
0
ds
ρGt+ ρRs
2ρGt+ ρR
cos
(
2πρGxt− 2πρRx(s− 1)
)
, (12)
which can of course be equally as well written as products of one-dimensional integrals. In
the case (ρG, ρR) = (1, 0) the first of these reduces to (4) with k = 2, while in the case
(ρG, ρR) = (0, 1) the second reduces to (5) with k = 2.
1.3 Our aim
In light of the above discussions, two challenges present themselves.
1. To compute the (k1, k2)-point correlation function corresponding to the generalized two-
component plasma (8) in a form which relates to (4) and (5).
2. To similarly compute the (k1, k2)-point correlation function for the Gaussian analogue of
(8).
We will see how application of a Pfaffian structure only very recently introduced into random
matrix theory [17] allows us to solve the first of these problems. In the Appendix we generalize
this Pfaffian formula to a form suitable for application to the second problem, but we leave the
required subsequent working to a later work.
The previously computed two-point correlations (10)–(12) hold in the bulk scaling limit. We
obtain the corresponding (k1, k2)-point correlation functions by taking the bulk scaling limit of
our finite system results. In the work [7] some special screening properties of the bulk scaled
truncated two-point functions,∫ ∞
−∞
ρTRR(x, 0) dx = −ρR,
∫ ∞
−∞
ρTRG(x, 0) dx = 0,
∫ ∞
−∞
ρTGG(x, 0) dx = −ρG (13)
were noted. Knowledge of the (k1, k2)-point correlation function allows these sum rules to be
generalized so as to relate to the truncated form of the general correlation functions. Further-
more, we give a discussion relating to the correlations in the large ρR or large ρG limit.
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2 Correlations for the circular generalized plasma
2.1 Generalized partition function
The method used in [7] to deduce the exact two-point correlations (10)–(12) was to write (9)
as the product of a Vandermonde and confluent Vandermonde determinant, by noting that∏
1≤j<k≤N1
(zk − zj) = det[z
k−1
j ]j,k=1,...,N1 (14)
∏
1≤j<k≤N1+N2
(zk − zj)
qjqk = det


[zk−1j ] j=1,...,N1
k=1,...,N1+2N2[
zk−1j
(k − 1)zk−2j
]
j=N1+1,...,N1+N2
k=1,...,N1+2N2

 (15)
where qj = 1 (j = 1, . . . , N1), qj = 2 (j = N2 + 1, . . . , N1 +N2), respectively.
The most crucial strategic step of the present study is to replace (14) by the Pfaffian identity
[10] ∏
1≤j<k≤N1
(zk − zj) = Pf
[(zN1/2k − zN1/2j )2
zk − zj
]
j,k=1,...,N1
. (16)
We give a new proof of this identity, and a generalization which is of potential future use in
random matrix theory in the Appendix. This structure was introduced into random matrix
theory in the recent work of one of us [17]. It allows us to express the generalized partition
function
ZN1,N2[u, v] :=
1
C(N1, N2)
∫ 2π
0
dθ1 u(θ1) · · ·
∫ 2π
0
dθN1 u(θN1)
∫ 2π
0
dφ1 v(φ1) · · ·
∫ 2π
0
dφN2 v(φN2)
×
∏
1≤j<k≤N1
|eiθk − eiθj |2
∏
1≤α<β≤N2
|eiφα − eiφβ |4
N1∏
j=1
N2∏
α=1
|eiθj − eiφα |2 (17)
in terms of a Pfaffian.
Proposition 2.1 With z := eiθ, and {pj−1(z)}j=1,2,... an arbitrary set of monic polynomials,
pj−1(z) of degree j − 1, let
aj,k[u] =
∫ 2π
0
dθ1 u(θ1)
∫ 2π
0
dθ2 u(θ2) z
−N2
1 z
−N2
2
(z
−N1/2
2 − z
−N1/2
1 )
2
z−12 − z
−1
1
pj−1(z1)pk−1(z2) (18)
bj,k[v] =
∫ 2π
0
v(θ)z−(N1+2N2−2)
(
pj−1(z)p
′
k−1(z)− p
′
j−1(z)pk−1(z)
)
dθ. (19)
In terms of this notation, and with [ζk]f(ζ) denoting the coefficient of ζk in the power series
expansion of f(ζ), for N1 even we have
ZN1,N2 [u, v] =
N1!N2!
C(N1, N2)
[ζN1/2]Pf [ζaj,k[u] + bj,k[v]]j,k=1,...,N1+2N2 . (20)
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Proof. Using the identity
|eiθk − eiθj | = −ie−i(θj+θk)(eiθk − eiθj)
valid for 0 < θj < θk < 2π the absolute values appearing in the integrand can be eliminated,
and we obtain
ZN1,N2[u, v] :=
1
C(N1, N2)
∫ 2π
0
dθ1 u(θ1) · · ·
∫ 2π
0
dθN1 u(θN1)
∫ 2π
0
dφ1 v(φ1) · · ·
∫ 2π
0
dφN2 v(φN2)
×
N1∏
l=1
z−N2l
N2∏
α=1
z
−(N1+2N2−2)
N1+α
∏
1≤j<k≤N1
(z−1k − z
−1
j )
∏
1≤j<k≤N1+N2
(zk − zj)
qjqk . (21)
Consider the Pfaffian formula (16) with the replacements (zj 7→ z
−1
j ). It can rewritten
∏
1≤j<k≤N1
(z−1k − z
−1
j ) =
1
2N1/2(N1/2)!
Asym
N1/2∏
j=1
(z
−N1/2
2j − z
−N1/2
2j−1 )
2
z−12j − z
−1
2j−1
(22)
where Asym denotes the operation of antisymmetrization in {z1, . . . , zN1}. Substituting (22) in
(21) we see from the fact that the final product of differences is antisymmetric in {z1, . . . , zN1}
that all terms in the Asym operation contribute equally. Thus
ZN1,N2[u, v] :=
1
C˜(N1, N2)
∫ 2π
0
dθ1 u(θ1) · · ·
∫ 2π
0
dθN1 u(θN1)
∫ 2π
0
dφ1 v(φ1) · · ·
∫ 2π
0
dφN2 v(φN2)
×
N1∏
l=1
z−N2l
N2∏
α=1
z
−(N1+2N2−2)
N1+α
N1/2∏
j=1
(z
−N1/2
2j − z
−N1/2
2j−1 )
2
z−12j − z
−1
2j−1
∏
1≤j<k≤N1+N2
(zk − zj)
qjqk , (23)
where C˜(N1, N2) = 2
N1/2(N1/2)!C(N1, N2)/N1!.
Next, we observe (as is standard) that for {pj(x)}j=0,1,2,... a set of monic polynomials, pj(x)
of degree j, the determinant in (2) can be rewitten to read
det


[pk−1(zj)] j=1,...,N1
k=1,...,N1+2N2[
pk−1(zj)
(k − 1)p′k−1(zj)
]
j=N1+1,...,N1+N2
k=1,...,N1+2N2


=
∑
Q∈SN1+2N2
ε(Q)
N1∏
l=1
pQ(l)−1(zj)
N1+N2∏
l=N1+1
pQ(l)−1(zj)p
′
Q(l)−1(zj),
where the equality follows from the definition of a determinant as a sum over permutations.
Substituting this for the final term in (23), we see that the integrations factorize down to one
and two dimensional integrals, and we obtain
ZN1,N2[u, v] =
1
C˜(N1, N2)
∑
Q∈SN1+2N2
ε(Q)
N1/2∏
j=1
aQ(2l−1),Q(2l)[u]
N1/2+N2∏
l=N1/2+1
b˜Q(2l−1),Q(2l)[v].
=
N1!N2!
C(N1, N2)
∑
Q∈SN1+2N2
∗ ε(Q)
N1/2∏
j=1
aP (2l−1),P (2l)[u]
N1/2+N2∏
l=N1/2+1
bQ(2l−1),Q(2l)[v]. (24)
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Here
b˜j,k[v] =
∫ 2π
0
v(θ)z−(N1+2N2−2)pj−1(z)p
′
k−1(z) dθ
and the asterisk denotes that the permutations are required to satisfy P (2l) > P (2l − 1) for
each l = 1, . . . , N1/2+N2 and P (1) < P (3) < · · · < P (N1+2N2−1) (imposing these conditions
is how the second equality is obtained from the first). But by writing out the Pfaffian in (20)
as a sum over permutations according to the general formula
Pf C =
∑
Q∈S2N
∗ ε(Q)
N∏
l=1
cQ(2l−1),Q(2l)
for C = [cjk]j,k=1,...,2N antisymmetric, we see it reduces to (24). 
2.2 Skew orthogonal polynomials
Let R denote a particular permutation of {1, 2, . . . , N1 + 2N2}. Let us rearrange the rows and
columns of the Pfaffian in (20) to have the order of R, and thus
ZN1,N2[u, v] =
N1!N2!
C(N1, N2)
[ζN1/2]Pf [ζaR(j),R(k)[u] + bR(j),R(k)[v]]j,k=1,...,N1+2N2. (25)
We seek a choice of the permutation R, and a choice of the polynomials {pj(z)}, such that the
skew inner product ζaR(j),R(k) + bR(j),R(k) has the skew orthogonality property
ζaR(n),R(m)[1] + bR(n),R(m)[1] =
{
rj−1, (n,m) = (2j − 1, 2j)
0, otherwise,
(26)
for R(n) < R(m).
Proposition 2.2 For j = 1, . . . , N1/2 set
R(2j − 1) = N2 + j, R(2j) = N2 +N1 − j + 1 (27)
and for j = N1/2 + 1, . . . , N1/2 +N2 set
R(2j − 1) = j −N1/2, R(2j) = 2N2 + 3N1/2− j + 1. (28)
Choose
pj(z) = z
j (j = 0, 1, . . . , N1 + 2N2 − 1). (29)
We then have that the skew orthogonality property (26) holds with
rj−1 =
{
(2π)2ζ + 2π(N1 + 1− 2j), j = 1, . . . , N1/2
2π(2N2 + 2N1 + 1− 2j), j = N1/2 + 1, . . . , N1/2 +N2.
(30)
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Proof. With w = eiφ, let us write
Φj(z) :=
∫ 2π
0
w−N2
(z−N1/2 − w−N1/2)2
z−1 − w−1
pj(w) dφ. (31)
Use of the expansion
z−N1/2 − w−N1/2
z−1 − w−1
=
N1/2−1∑
p=0
(z−1)p(w−1)N1/2−1−p (32)
shows that
Φj(z) =
{
2π sgn(N2 +N1/2− 1/2− j)z
j+1−N1−N2, j = N2, . . . , N2 +N1 − 1
0, otherwise.
(33)
But according to the definition (18)
aj,k[1] =
∫ 2π
0
z−N2+k−1Φj−1(z) dθ.
Making use of (33) we therefore have
aj,k[1] =
{
(2π)2sgn(N2 +N1/2 + 1/2− j)δj+k−1−N1−2N2,0, j = N2 + 1, . . . , N2 +N1
0, otherwise.
(34)
On the other hand, from the definition (19) and (29) we see that
bj,k[1] = (k − j)
∫ 2π
0
z−(N1+2N2)+j+k−1 dθ = 2π(k − j)δj+k−1−N1−2N2,0. (35)
In light of (34) and (35), we see that the skew inner product in (26) is nonzero for R(j) +
R(k) = N1 + 2N2 + 1 only. But (27) and (28) tell us that for j < k, this equation holds if and
only if j = 2j′ − 1 and k = 2j′. In these latter cases we have
ζaR(2j−1),R(2j) + bR(2j−1),R(2j)
=
(
(2π)2ζsgn(N2 +N1/2 + 1/2− R(2j − 1)) + 2π(2N2 +N1 + 1− 2R(2j − 1))
)
for j = 1, . . . , N1/2 and
ζaR(2j−1),R(2j)[1] + bR(2j−1),R(2j)[1] = 2π(2N2 +N1 + 1− 2R(2j − 1))
for j = N1/2 + 1, . . . , N1/2 +N2, which establishes the result. 
According to (25)
ZN1,N2 [1, 1] =
N1!N2!
C(N1, N2)
[ζN1/2]
N2/2+N2∏
j=1
rj−1.
Substituting (30) and simplifying we see that for ZN1,N2 [1, 1] = 1 the normalization must be
given by (9).
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2.3 Pfaffian form for the correlations
Consider a two-component system of (R)oman and (G)reek particles. Let the one-body po-
tentials u and v be associated to each species respectively, and suppose the corresponding
generalized partition function has the form
Z˜N [u, v] = Pf[a˜j,k[u] + b˜j,k[v]]j,k=1,...,N . (36)
Here N is assumed even and a˜j,k[u], b˜j,k[v] are antisymmetric in j, k.
Generally for a two-component system the (k1, k2)-point correlation function can be com-
puted from the generalized partition function by functional differentiation according to the
formula
ρ(k1,k2)(x1, . . . , xk1; y1, . . . , yk2)
=
1
Z˜N [1, 1]
δk1+k2
δu(x1) · · · δu(xk1)δv(y1) · · · δv(yk2)
Z˜N [u, v]
∣∣∣
u=v=1
. (37)
Our first point is that with some additional structure, the generalized partition function (36)
substituted into (37) yields a Pfaffian of size 2(k1 + k2).
Thus we suppose that
a˜j,k[u] = 2
∫
I
u(x)ψ
(R)
j ǫR(uψ
(R)
k )[x] dx
b˜j,k[v] = 2
∫
D
v(y)
(
ψ
(G)
j (y)ǫG(ψ
(G)
k )[y]− ψ
(G)
k (y)ǫG(ψ
(G)
j )[y]
)
dy, (38)
where, with s ∈ {R,G}, the ǫs are linear operators. We see that (20) is of the form (38) with
I = D = [0, 2π] and
ψ
(R)
j (x) = z
−N2pR(j+1)−1(z), z = e
2πix (39)
ǫR(f)[x] =
ζ
2
∫ 2π
0
(z
−N1/2
2 − z
−N1/2)2
z−12 − z
−1
f(z2) dz2 (40)
ψ
(G)
j (x) = z
−(N1+2N2−2)/2pR(j+1)−1(z) (41)
ǫG(f)[y] =
1
2
d
dz
f(z)
∣∣∣
z=e2piiy
. (42)
Furthermore we know from Proposition 2.2 that there is a choice of {pj(x)} which skew diag-
onalizes the inner product. Let us assume that the ψ
(s)
j are chosen so that the inner product
implied by (36) with u = v = 1 is similarly skew-diagonalized. In this setting the explicit form
of the corresponding (k1, k2)-point correlation function (37) has been computed by Mays [13]
(see also [2]).
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To present the result, let
Ss1,s2(µ, η) = 2
N/2−1∑
j=0
1
rj
(
ψ
(s1)
2j (µ)ǫs2(ψ
(s2)
2j+1)[η]− ψ
(s1)
2j+1(µ)ǫs2(ψ
(s2)
2j )[η]
)
Ds1,s2(µ, η) = 2
N/2−1∑
j=0
1
rj
(
ψ
(s1)
2j (µ)ψ
(s2)
2j+1(η)− ψ
(s1)
2j+1(µ)ψ
(s2)
2j (η)
)
I˜s1,s2(µ, η) = 2
N/2−1∑
j=0
1
rj
(
ǫs1 [ψ
(s1)
2j ](µ)ǫs2 [ψ
(s2)
2j+1](η)− ǫs1[ψ
(s1)
2j+1](µ)ǫs2[ψ
(s2)
2j ](η)
)
+


ζ
2
(z−N1/2 − w−N1/2)2
z−1 − w−1
, s1 = s2 = R,
0, otherwise.
(43)
Also, set
Ks1,s2(µ, η) =
[
Ss1,s2(µ, η) −Ds1,s2(µ, η)
I˜s1,s2(µ, η) Ss2,s1(η, µ)
]
. (44)
(Note that KGR(y, x) = −KRG(x, y).) In terms of this notation, we have from [13] that
ρ(k1,k2)(x1, . . . , xk1 ; y1, . . . , yk2) =
1
[ζN1/2]
∏N1/2+N2
l=1 rl−1
[ζN1/2]
N1/2+N2∏
l=1
rl−1
×Pf
([
KRR(xi, xj) KRG(xi, ym)
KGR(yl, xj) KGG(yl, ym)
]
Z−12(k1+k2)
)
i,j=1,...,k1
l,m=1,...,k2
. (45)
An important point is that the expression in the numerator of (45) is a polynomial in ζ .
Expanding the Pfaffian for large ζ will therefore allow us to determine what powers of ζ in the
expansion of
∏N1/2+N2
l=1 rl−1 will combine to contribute to [ζ
N1/2].
Proposition 2.3 We have
lim
ζ→∞
Pf
([
KRR(xi, xj) KRG(xi, ym)
KGR(yl, xj) KGG(yl, ym)
]
Z−12(k1+k2)
)
i,j=1,...,k1
l,m=1,...,k2
= Pf
([
K˜RR(xi, xj) K˜RG(xi, ym)
K˜GR(yl, xj) K˜GG(yl, ym)
]
Z−12(k1+k2)
)
i,j=1,...,k1
l,m=1,...,k2
, (46)
where
K˜s1,s2(µ, η) := lim
ζ→∞
Ks1,s2(µ, η) (47)
is independent of ζ. Consequently
ρ(k1,k2)(x1, . . . , xk1 ; y1, . . . , yk2)
= Pf
([
K˜RR(xi, xj) K˜RG(xi, ym)
K˜GR(yl, xj) K˜GG(yl, ym)
]
Z−12(k1+k2)
)
i,j=1,...,k1
l,m=1,...,k2
(48)
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Proof. Assuming (46), the Pfaffian can be expanded in inverse powers of ζ , with leading term
a constant. But from (30)
∏N1/2+N2
l=1 rl−1 is a polynomial of degree ζ
N1/2 and so the operation
[ζN1/2] in the numerator of (44) is equal to (46) times the denominator, and (48) follows. It
remains then to verify (46).
In fact substituting (39)–(42) in (43) it is immediate that all the leading large ζ forms are
independent of ζ except for I˜RR(x, y). Noting from (27), (33), (39) and (40) that
ǫR[ψ
(R)
2j ](x) =
{
−πζzj+1−N1, j = 0, . . . , N1/2− 1
0, j = N1/2, . . . , N1 +N2 − 1
ǫR[ψ
(R)
2j+1](x) =
{
πζz−j, j = 0, . . . , N1/2− 1
0, j = N1/2, . . . , N1 +N2 − 1
(49)
we have
I˜R,R(x, y) = −
ζ
2
N1/2∑
j=0
(2π)2ζ
(2π)2ζ + 2π(N1 + 1− 2j)
(
wj+1−N1z−j−zj+1−N1w−j
)
+
ζ
2
(w−N1/2 − z−N1/2)2
w−1 − z−1
.
This would appear to be proportional to ζ for ζ large. But it is easy to verify that in fact the
proportionality constant vanishes, and so
I˜R,R(x, y) = πζ
N1/2∑
j=0
(N1 + 1− 2j)
(2π)2ζ + 2π(N1 + 1− 2j)
(
wj+1−N1z−j − zj+1−N1w−j
)
. (50)
This like all the other entries of the Pfaffian is independent of ζ as ζ →∞. 
2.4 Bulk scaling limit
The probability density function (8) is defined on a circle. By scaling the angles θj 7→ 2πxj/L,
φα 7→ 2πyα/L the system can instead be interpreted as defined on an interval of length L
with period boundary conditions. The thermodynamic limit is then specified as L → ∞ with
N1/L =: ρR and N2/L =: ρG fixed. Applied to the correlation functions it gives the bulk scaling
limit, which from [7] has the explicit forms (12) in the two-point case.
Using Proposition 2.3 it is a straightforward exercise to compute the bulk scaling limit for
the general (k1 + k2)-point correlation function. These involve the quantities
SbulkR (x, y) = ρR
∫ 1
0
e2πiρR(x−y)t dt
IbulkR (x, y) = ρ
2
R
∫ 1/2
−1/2
te2πiρR(x−y)t dt
SbulkG (x, y) =
ρG
2
∫ 1
0
(
e−2πi(ρGt+ρR/2)(x−y) + c.c.
)
dt
IbulkG (x, y) =
ρG
4
∫ 1
0
(ρGt+ ρR/2)
(
e−2πi(ρGt+ρR/2)(x−y) − c.c.
)
dt
Dbulk(x, y) = ρG
∫ 1
0
1
ρGt+ ρR/2
(
e−2πi(ρGt+ρR/2)(x−y) − c.c.
)
dt. (51)
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Proposition 2.4 Let
ρbulk(k1,k2)(x1, . . . , xk1; y1, . . . , yk2)
= lim
L→∞
(2π
L
)k1+k2
ρ(k1,k2)(2πx1/L, . . . , 2πxk1/L; 2πy1/L, . . . , 2πyk2/L)
∣∣∣
N1/L=ρR
N2/L=ρG
.
We have
ρbulk(k1,k2)(x1, . . . , xk1 ; y1, . . . , yk2)
= Pf
([
KbulkRR (xi, xj) K
bulk
RG (xi, ym)
KbulkGR (yl, xj) K
bulk
GG (yl, ym)
]
Z−12(k1+k2)
)
i,j=1,...,k1
l,m=1,...,k2
(52)
where
Kbulks1,s2(µ, η) =
[
Sbulks1,s2(µ, η) −D
bulk
s1,s2(µ, η)
I˜bulks1,s2(µ, η) S
bulk
s2,s1(η, µ)
]
, (53)
with
SbulkRR (x, y) = S
bulk
R (x, y), −D
bulk
RR (x, y) = −e
πiρR(x+y)Dbulk(x, y)
I˜bulkRR (x, y) = −e
−πiρR(x+y)IbulkR (x, y), S
bulk
RG (x, y) = e
πiρRxSG(x, y)
−DbulkRG (x, y) = −e
πiρRxDbulk(x, y), I˜bulkRG (x, y) =
1
2
e−πiρRxIbulkR (x, y)
SGR(y, x) = e
−2πiρRxeπiρRySR(x, y), −D
bulk
GR (x, y) = D
bulk
RG (y, x),
I˜bulkGR (x, y) = −I˜
bulk
RG (y, x), S
bulk
GG (x, y) = S
bulk
G (x, y),
−DbulkGG (x, y) = −D
bulk(x, y), I˜bulkGG (x, y) = −I
bulk
G (x, y).
Proof. We see from (29), (30), (39)–(42), together with (47) that the summations in (43)
range over j = 0, 1, . . . , N1/2 in the cases that the summands involve ǫR[ψ
(R)
j ], and over j =
N1/2, N1/2 + 1, . . . , N1/2 +N2 − 1 otherwise. In the former range
ψ
(G)
2j (x) = z
−N1/2+1+j , ψ
(G)
2j+1(x) = z
N1/2−j
ψ
(R)
2j (x) = z
j , ψ
(R)
2j+1(x) = z
N1−1−j
ǫR[ψ
(R)
2j ](x) = −πζz
j+1−N1 , ǫR[ψ
(R)
2j+1](x) = πζz
−j
ǫG[ψ
(R)
2j ](x) =
1
2
(−
N1
2
+ 1 + j)z−N1/2−j , ǫG[ψ
(R)
2j+1](x) =
1
2
(
N1
2
− j)zN1/2−j−1
rj = (2π)
2ζ + 2π(N1 + 1− 2j), (54)
while in the latter range
ψ
(R)
2j (x) = z
−N2+j−N1/2, ψ
(R)
2j+1(x) = z
N2+3N1/2−j−1
ψ
(G)
2j (x) = z
j−N1−N2+1, ψ
(G)
2j+1(x) = z
N1+N2−j
ǫG[ψ
(G)
2j ](x) =
1
2
(j −N1 −N2)z
j−N1−N2, ǫG[ψ
(G)
2j+1](x) =
1
2
(N1 +N2 − j)z
N1+N2−j−1
rj = 2π(2N2 + 2N1 − 1− 2j), (55)
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In relation to the cases that the summand contains ǫR[ψ
(R)
j ], appropriate use of (54) sub-
stituted in the first and third formulas of (43), or (50), shows that the summations are in fact
Riemann sums. Simple manipulations then give
lim
L→∞
2π
L
SRR(2πx/L, 2πy/L) = ρR
∫ 1
0
e2πiρR(x−y)t dt
lim
L→∞
2π
L
SGR(2πx/L, 2πy/L) = ρRe
−πiρRy
∫ 1
0
e−2πiρR(x−y)t dt
lim
L→∞
2π
L2
I˜RG(2πx/L, 2πy/L) =
1
2
ρ2Re
−πiρRx
∫ 1/2
−1/2
te2πiρR(x−y)t dt
lim
L→∞
2π
L2
I˜RR(2πx/L, 2πy/L) = −ρ
2
Re
−πiρR(x+y)
∫ 1/2
−1/2
te2πiρR(x−y)t dt (56)
Similarly, in the cases that the summand does not contain ǫR[ψ
(R)
j ] we find
lim
L→∞
2π
L
SGG(2πx/L, 2πy/L) =
ρG
2
∫ 1
0
(
e−2πi(ρGt+ρR/2)(x−y) + c.c.
)
dt
lim
L→∞
2π
L
SRG(2πx/L, 2πy/L) =
ρG
2
eπiρRx
∫ 1
0
(
e−2πi(ρGt+ρR/2)(x−y) + c.c.
)
dt
lim
L→∞
2π
L2
I˜GG(2πx/L, 2πy/L) = −
ρG
4
∫ 1
0
(ρGt+ ρR/2)
(
e−2πi(ρGt+ρR/2)(x−y) − c.c.
)
dt
lim
L→∞
2πDGG(2πx/L, 2πy/L) = ρG
∫ 1
0
1
ρGt + ρR/2
(
e−2πi(ρGt+ρR/2)(x−y) − c.c.
)
dt
lim
L→∞
2πDRG(2πx/L, 2πy/L) = ρGe
πiρRx
∫ 1
0
1
ρGt + ρR/2
(
e−2πi(ρGt+ρR/2)(x−y) − c.c.
)
dt
lim
L→∞
2πDRR(2πx/L, 2πy/L) = ρGe
πiρR(x+y)
∫ 1
0
1
ρGt+ ρR/2
(
e−2πi(ρGt+ρR/2)(x−y) − c.c.
)
dt
(57)
Upon recalling the definitions (51), and making use of the fact that the Pfaffian and thus
correlation function is unchanged if the element Ds1,s2 in (44) is multiplied by the scalar L say,
and I˜s1,s2 is multiplied by 1/L before the limit L → ∞ is taken, we see that the stated forms
follow. 
3 Properties of the correlations
3.1 Explicit form of the two-point functions
Denoting the bulk two-point function by ρs1s2(x, y) we see from (52) and (53) that
ρs1s2(x, y) = ρs1ρs2 −
(
Ss1,s2(x, y)Ss2,s1(y, x) +Ds1,s2(x, y)I˜s1,s2(x, y)
)
.
Substituting the explicit forms of the quantities on the right hand side from Proposition 2.4
we can check, after some minor manipulation, that there is agreement with the forms (12).
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Furthermore, in the case ρG = 0, we have from (51) that I
bulk
R (x, y) = 0. The structure of
(52) in the case k2 = 0, and in particular the fact already alluded to below (57) that in the
expansion of the Pfaffian each factor of I˜bulk is multiplied by Dbulk tells us that we can effectively
set Dbulk(x, y) = 0. The Pfaffian then reduces to a determinant, and this upon recalling the
explicit form of SbulkR (x, y) from (51) is seen to be precisely the determinant formula (4) for
ρbulk(k,0).
We can check too that with ρR = 0 the Pfaffian formula (5) for ρ
bulk
(0,k) is reclaimed.
3.2 Sum rules
Let us now turn our attention to the screening sum rules (13). In physical terms these say that
upon fixing a Roman species particle, the other Roman species particles collectively redistribute
to exactly cancel out the density of this particle. Similarly for the Greek species. This behaviour
is to be contrasted to what happens in the two-component plasma specified by (7). There the
analogue of (13) reads∫ ∞
−∞
(
ρT+1,+1(x, 0)+2ρ
T
+1,+2(x, 0)
)
dx = −ρ+1,
∫ ∞
−∞
(
ρT+2,+1(x, 0)+2ρ
T
+2,+2(x, 0)
)
dx = −2ρ+2.
(58)
In particular, unlike with (13), there is no special form for the individual integrals. In words
the sum rules (58) say that the effect of fixing a single +1 charge species is for both the +1
and +2 charges to collectively respond to exactly cancel out this charge density, and similarly
the effect of fixing a +2 charge species.
Notice that (13) and (58) involve the truncated two particle correlations. In general the
(k1, k2)-point correlation ρ
bulk
(k1,k2)
does not decay for large distances in any of its arguments and
consequently cannot be integrated over R with respect to any one of its arguments. However,
by adding suitable linear combinations of lower order correlations to ρbulk(k1,k2) a quantity ρ
bulkT
(k1,k2)
— the fully truncated (k1, k2)-point correlation – can be obtained, which has the property
of decaying when any one particle coordinate is taken to infinity. The simplest case is when
k1 + k2 = 2 and we have for example ρ
T
(1,1)(x, 0) = ρ(1,1)(x, 0)− ρ(1,0)ρ(0,1). A significant feature
of the Pfaffian form (48) for the correlation functions is that it allows for ρbulkT(k1,k2) in the general
case to be written in the structured form [6, Prop. 5.1.2]
ρbulkT(k1,k2)(x1, . . . , xk1; y1, . . . , yk2) = (−1)
k1+k2−1
∑
cycles
length k1+k2
×
(
Ks(zi1 ),s(zi2 )(yi1 , yi2)Ks(zi2),s(zi3 )(yi2, yi3) · · ·Ks(zik1+ik2 )
,s(zi1
)
(yik1+ik2
, yi1)
)(0)
(59)
where {zi}i=1,...,k1+k2 = {xi}i=1,...,k1∪{yj}j=1,...,k1, s(z) refers to the species of coordinate z (thus
s(x) = R, s(y) = G) and the operator ( )(0) refers to 1
2
Tr.
For the two-component plasma the general truncated (k1 + k2)-point correlation satisfies a
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generalization of the sum rules (58) [6, (14.20)],∫ ∞
−∞
ρT(k1+1,k2)(x1, . . . , xk1 , x; y1, . . . , yk2) dx
+2
∫ ∞
−∞
ρT(k1,k2+1)(x1, . . . , xk1; y1, . . . , yk2, y) dy
= −(k1 + 2k2)ρ
T
(k1+1,k2)
(x1, . . . , xk1 , x; y1, . . . , yk2). (60)
Here the factors of 2 are due to the charge density being the fundamental quantity. This sum
rule is equivalent to the requirement that upon fixing +1 charges at x1, . . . , xk1 and +2 charges
at y1, . . . , yk2, the charge density of the system responds to exactly cancel these fixed charges.
We know that for the generalized plasma, in the case of the two-point functions, the stronger
sum rules (13) hold true. We will see that the existence of stronger screening rules is restricted
to k1 = 0, while more generally∫ ∞
−∞
ρT(k1+1,k2)(x1, . . . , xk1, x; y1, . . . , yk2) dx
+
∫ ∞
−∞
ρT(k1,k2+1)(x1, . . . , xk1 ; y1, . . . , yk2, y) dy
= −(k1 + k2)ρ
T
(k1+1,k2)
(x1, . . . , xk1 , x; y1, . . . , yk2). (61)
In contrast to (60) there are no factors of 2 indicating that screening is due to the total
particle density rather than total charge density. The sum rule (61) is corollary of the following
integration formulas for the matrix kernels (cf. [8, Prop. 4.7]).
Proposition 3.1 We have∫ ∞
−∞
(
KRR(x1, u)KRR(u, x2) +KRG(x1, u)KGR(u, x2)
)
du = KRR(x1, x2)∫ ∞
−∞
KGG(y1, u)KGG(u, y2) du = KGG(y1, y2)∫ ∞
−∞
KGR(y1, u)KRG(u, y2) du = 0∫ ∞
−∞
(
KGR(y, u)KRR(u, x) +KGG(y, u)KGR(u, x)
)
du = KGR(y, x)∫ ∞
−∞
(
KRR(x, u)KRG(u, y) +KRG(x, u)KGG(u, y)
)
du = KRG(x, y). (62)
Proof. The main formula required in the derivations is the generalized integral∫ ∞
−∞
e2πiks dk = δ(s)
where δ(s) is the Dirac delta function. For example, using this formula we obtain∫ ∞
−∞
KRR(x, y)KRR(y, x
′) dy =
[
SR(x, x
′) 0
−e−πiρR(x+x
′)IR(x, x
′) SR(x
′, x)
]
(63)
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and ∫ ∞
−∞
KRG(x, y)KGR(y, x
′) dy =
[
0 −1
2
eπiρR(x+x
′)D(x, x′)
0 0
]
. (64)
Adding (63) to (64) and recalling (57) we obtain the first of the sum rules in (62).
The derivation of the remaining formulas in (62) proceeds similarly. 
We see that indeed that after substituting (59) in the LHS of (60) and using the integration
formulas (62) that the RHS of (61) results. In the case of species G only, we similarly deduce
the stronger result ∫ ∞
−∞
ρT(0,k2+1)(y1, . . . , yk2, y) dy = −k2ρ
T
(0,k2)(y1, . . . , yk2). (65)
On the other hand, in the case of species R only, while ρTRR satisfies the stronger sum rule in
(13), it follows from (63) that we do not have for example that∫ ∞
−∞
ρTRRR(x1, x2, x) dx
is equal to −ρTRR(x1, x2).
3.3 The large density limit of one of the species
A possible limit of the two-component system is to take the density of one of the species to
infinity, while keeping the density of the other species fixed. It turns out that this limit applied
to the two-point correlations reveals a dramatic difference between the true log-potential plasma
system (7) and the generalized plasma (8).
For the generalized plasma, we see from (10) and (11) that
lim
ρG→∞
ρTRR(x, 0) = −
sin2 πρRx
(πx)2
−ρ2R
∫ ∞
0
dt
∫ 1
0
ds
1− 2s
2t + 1
(
e2πiρRx(s−1)−2πiρRxt − e2πiρRxs+2πiρRxt
)
lim
ρR→∞
ρTGG(x, 0) = −
sin2 πρGx
(πx)2
.
On the other hand, the explicit form of the two-point correlations for the true log-potential
plasma system (7) [5] allows us to compute that
lim
ρ+2→∞
ρT+1,+1(x, 0) = 0, lim
ρ+1→∞
ρT+2,+2(x, 0) = 0,
where it is assumed x 6= 0. Thus in the latter case the fixed density species become uncorre-
lated when placed in a sea of the other species. This contrasts to the behaviour exhibited by
the generalized plasma, in which for this setting the fixed density species still exhibits slowly
decaying correlations.
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Some insight into the reason for this is that, in the notation for the couplings of the gen-
eralized plasma introduced below (8), arguments based on the direct correlation function were
used to obtain the predictions for the large distance asymptotic forms
ρTRR(x, 0) ∼ −
gRR
π2∆x2
, ρTRG(x, 0) ∼
gRG
π2∆x2
, ρTGG(x, 0) ∼ −
gGG
π2∆x2
where ∆ := gRRgGG − g
2
RG. These are independent of the particle density. In contrast, for the
true log-potential plasma system, charges +1 and +2, it is only the combination
ρT+1,+1(x, 0) + 4ρ
T
+1,+2(x, 0) + 4ρ
T
+2,+2(x, 0) ∼ −
1
π2x2
relating to the charge-charge correlation which exhibits a density independent large x form.
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A Appendix
In [10], Ishikawa, Okada, Tagawa and Zeng give the following Pfaffian identity for the Vander-
monde determinant.
Theorem A.1 Suppose N is an even integer and let x = (x1, x2, . . . , xN ) be indeterminants.
Then,
Pf
[(
x
N/2
n − x
N/2
m
)2
(xn − xm)
]N
m,n=1
=
∏
1≤m<n≤N
(xn − xm). (66)
Ishikawa et al. prove this identity as a special case of a more general Pfaffian evaluation. A
simpler proof, following that of the Vandermonde determinant identity, is outlined as follows:
1. The left hand side of (66) is 0 if xn = xm for any n 6= m, and thus the right hand side
divides the left (as a polynomial in Q[x1, x2, . . . , xN ];
2. The polynomials defined by the left and right hands sides of (66) are homogeneous and
of the same degree, and thus their ratio is a non-zero rational number;
3. This rational number is equal to 1 as seen by checking that the coefficients on the left
and right hand side of any particular monomial are equal.
This proof works more generally. If F (x) and G(x) are monic polynomials of degree N/2, then
Pf
[(
F (xn)− F (xm)
)(
G(xn)−G(xm)
)
(xn − xm)
]N
m,n=1
=
∏
1≤m<n≤N
(xn − xm).
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The following Theorem is similar in spirit to these Pfaffian evaluations, but is in a form
which lends itself more naturally to calculations which arise in random matrix theory and
related fields.
Theorem A.2 Suppose N is an even integer and let x = (x1, x2, . . . , xN ) be indeterminants.
If π0, π1, . . . , πN−1 are polynomials with deg πn = n and leading coefficients a0, a1, . . . , aN−1,
then
Pf

N/2−1∑
ℓ=0
π2ℓ(xm)π2ℓ+1(xn)− π2ℓ+1(xm)π2ℓ(xn)


N
m,n=1
=
N−1∏
k=0
ak
∏
1≤m<n≤N
(xn − xm).
In addition, we prove a confluent form of this identity. For each non-negative integer ℓ we
define the differential operator
Dℓf(x) =
1
(ℓ− 1)!
dℓ
dxℓ
f(x).
(D0 is the identity operator). If L is a positive integer and π0, π1, . . . , πLN−1 are polynomials
with deg pn = n and leading coefficients a0, a1, . . . , aLN−1, we define the LN × LN confluent
Vandermonde matrix
V =


D0πn−1(xm)
D1πn−1(xm)
...
DL−1πn−1(xm)

 ; m = 1, 2, . . . , N ;n = 1, 2, . . . LN. (67)
The confluent Vandermonde identity has that
det V =
LN−1∏
k=0
ak
∏
1≤m<n≤N
(xn − xm)
L2.
Theorem A.3 Suppose L is an integer, N is an even integer and π0, π1, . . . , πLN−1 are poly-
nomials with deg pn = n and leading coefficients a0, a1, . . . , aLN−1. Define,
K(x, y) =
LN/2−1∑
n=0
π2n(x)π2n+1(y)− π2n+1(x)π2n(y). (68)
and for each 0 ≤ ℓ,m ≤ L− 1 define
DℓK(x, y)Dm =
LN/2−1∑
n=0
Dℓπ2n(x)D
mπ2n+1(y)−D
ℓπ2n+1(x)D
mπ2n(y).
Define the antisymmetric LN × LN matrix
W =


D0K(xm, xn)D
0 D0K(xm, xn)D
1 D0K(xm, xn)D
L−1
D1K(xm, xn)D
0 D1K(xm, xn)D
1 · · · D1K(xm, xn)D
L−1
...
. . .
...
DL−1K(xm, xn)D
0 DL−1K(xm, xn)D
1 · · · DL−1K(xm, xn)D
L−1


N
m,n=1
.
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Then,
PfW =
LN−1∏
k=0
ak
∏
1≤m<n≤N
(xn − xm)
L2 .
Clearly Theorem A.2 follows from Theorem A.3 by setting L = 1.
Corollary A.4 Let
F (x, y) =
(yLN/2 − xLN/2)2
(y − x)
,
and for each 0 ≤ ℓ,m ≤ L− 1 let
DℓF (x, y)Dm =
1
(ℓ− 1)!(m− 1)!
(
lim
w→x
lim
z→y
∂ℓ+m
∂wℓ∂zm
F (w, z)
)
,
and define the LN × LN antisymmetric matrix
U =


D0F (xm, xn)D
0 D0F (xm, xn)D
1 D0F (xm, xn)D
L−1
D1F (xm, xn)D
0 D1F (xm, xn)D
1 · · · D1F (xm, xn)D
L−1
...
. . .
...
DL−1F (xm, xn)D
0 DL−1F (xm, xn)D
1 · · · DL−1F (xm, xn)D
L−1


N
m,n=1
.
Then,
PfU =
∏
1≤m<n≤N
(xn − xm)
L2 .
Proof of Theorem A.3. We define the LN × LN matrix
J =


0 1
−1 0
0 1
−1 0
. . .
0 1
−1 0


.
It is an easy exercise to check that PfJ = 1. A similarly easy calculation shows thatW = V JV T,
and thus, using properties of the Pfaffian, PfW = det V PfJ = det V. 
Proof of Corollary A.4. Suppose we permute and relabel π0, π1, . . . , πLN−1, so that it is not
necessarily the case the deg πn = n. If σ is the permutation of 0, 1, . . . , LN − 1 which we used
to permute our polynomials, then it is easy to see that V , formed as in (67), but using our
reordered and relabeled polynomials will satisfy
det V = sgnσ
LN−1∏
k=0
ak
∏
1≤m<n≤N
(xn − xm)
L2 ,
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and if we define K(x, y) as in (68), but with our reordered and relabeled polynomials and
defining W with this ‘new’ K, we have
PfW = sgnσ
LN−1∏
k=0
ak
∏
1≤m<n≤N
(xn − xm)
L2 .
Now,
F (x, y) =
(yLN/2 − xLN/2)2
(y − x)
=
LN/2−1∑
n=0
yLN−1−nxn − ynxLN−1−n.
Thus, if we define
π2n+1(x) = x
LN−1−n and π2n(x) = x
n; n = 0, 1, . . . , LN/2− 1,
we have
F (x, y) =
LN/2−1∑
n=0
π2n(x)π2n+1(y)− π2n+1(x)π2n(y) = K(x, y).
Finally, the signature of the permutation which orders π0, π1, . . . , πLN−1 by degree can be shown
to always be 1 (since the reverse permutation on LN/2 elements has the same signature as the
perfect shuffle on LN elements). 
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