Necessary and sufficient conditions for J-spectral factorizations are given in terms of the existence of a self-adjoint, stabilizing solution of an appropriate Riccati equation in infinite dimensions. Furthermore, it is shown that a certain J-lossless propeq holds if and only if the stabilizing solution to the Riccati equation is nonnegative definite. We prove these results first for the continuous-time case and thereby derive analogous results for the discrete-time case by means of a bilinear transformation of the complex plane.
INTRODUCTION
In the papers by Green [9] and Green et al. [lo] a theory for &-optimal control problems is developed in terms of J-spectral factorizations. In order to produce results in terms of state-space formulas they prove a key theorem in [lo, Theorem 2.31 which relates J-spectral factorizations to certain Riccati equations. This th eorem gives necessary and sufficient conditions for the Here we prove an analogous result for the case of the transfer matrix
G(s) = D + C(sZ -A)-'B,
where A is the infinitesimal generator of an exponentially stable semigroup on a Hilbert space 3, and B E_!Y(@~+~, Z), c E_E7(u?+ O', Z), D E..Y(@~+"', cl+""). As well as being an interesting new result in its own right, it is used in Curtain and Green [5] to derive a state-space solution for the &-optimal control problem in infinite dimensions. Finally, by using the Cayley transformation
A = (A, + Z>-l( A, -Z)
we associate the discrete-time operator A, with the bounded operator A of a continuous-time system. We then associate with the discrete-time Riccati equation a continuous-time one which has the same solutions. In this way, we are able to derive analogous results on J-spectral factorization for the discrete-time case.
PRELIMINARIES AND NOTATION
In this section we set up the notation we will use throughout the paper and gather some known results we will need in subsequent sections. 
J-SPECTRAL FACTORIZATION!3
We consider the following classes of stable transfer functions:
329 for some f0 E C and n where f denotes the Laplace transform;
where f,, E C and /re"lf,(t)jdt < mforsome E> 0 0
We remark that f^ E 2 has the limit f0 tt infinity. 2PxY denotes the class of p x q matrices with components in A We also need to consider the following classes of stable plus antistable transfer functions: We recall the definitions of stabilizability and detectability for infinitedimensional systems. Finally, we introduce some notation concerning exponentially stabilizing solutions of Riccati equations of the following general form:
where A is the infinitesimal generator of a C,-semigroup T(t) on the separable complex Hilbert space 2, B ,P((a="', Z), S = S* =.9(Z), R = R* E_Y(C"'), K'
•_En(c~'*), and L EP(~'"', _Y>. We do not assume that R is positive definite. The Hamiltonian operator associated with (2.10) is
GZY= -BR-'L* -BR-lB* -S + LR-'L* -(A -BR-IL*)* (2.11)
We say that ZE dom(Ric) if there exists a self-adjoint operator X = X* E-Y(Z) which satisfies (2.10) and has the property that A -BR-' L* -BR-'B*X is the infinitesimal generator of an exponentially stable Ca-semigroup. This solution is unique (see Lemma 8 in Weiss[l5]), and we write X = Ric(&%*3 for this stabilizing solution.
THE CONTINUOUS-TIME CASE
Here we apply Theorem 2.5 on canonical Wiener-Hopf factorizations to obtain two results on necessary and sufficient conditions for the existence of spectral and J-spectral factorizations. Writing this out, we obtain
where from the above A + generates an exponentially stable semigroup T+(t). Let z1 = T+(t)z,, where z0 E D(A), and take inner products with 
Proof.
In Theorem 3.1 we showed that (i) and (ii) are necessary and sufficient for the existence of a W and W-' E 2: +m)X (q+m) such that [using From the (2,2) block of (3.10) we obtain D& El, -y2@, DQ2 = --y21, and so Be2 is nonsingular and llD12D,'lI < 7.
(3.13)
From the (2,l) block of (3.11) we obtain and substituting this in (3.12), we obtain XAz + A*Xz = -c*R& and W,, Wdj r E qq+w9+74
The analogue of the exponential stability in discrete time is power stability. (f -l)] + y2 < $(l -E).
Taking E = 0, we see that x = Re s < 0, and a more careful estimate for small, positive E shows that (4.5) implies that
to a second order estimate in E. So the spectrum of A is contained in Re s Q -p for some p > 0, and since A is bounded, this shows that it generates an exponentially stable semigroup.
(b): Since A is the generator of an exponentially stable semigroup, we know that the spectrum of A lies in Re s Q -E for some E > 0 (Curtain and Pritchard [6] ). Consider the spectrum of A,, using
First note that with z = -1 we have
(-Z-A,)-'= -;(I-A),
and since A is bounded, -1 is in the resolvent set of A,. The inequality is equivalent to 1.~1 < d=, and so the spectral radius of A, is less than 1, and it is power stable. n Dd ~=-9(c'+'", a="+"').
We assume that A, is power stable and define the continuous-time system Let Gd and G be as in (4.6) 
Proof.
Suppose that G, as given by (4.7) is J-lossless according to Definition 2. Applying the inverse bilinear transformation z = (1 + s)/(l -s> to these expressions and reversing all the previous computations, using (4.10) where appropriate, we get that G is J-lossless according to Definition 2. 
RUTH F. CURTAIN AND ALEJANDRO RODRiGUEZ
The procedure is to verify sequentially the following, using results from the preceding step where appropriate:
(1) (I -A*) X [(l, 1) block of (4.14)] X (I -A) equals the (1,l) block of (4.13). Conversely, (I + A*,) X [(l, 1) block of (4.13)] X (I + Ad) equals the (1, 1) block of (4.14).
(2) (I -A*) x [(l, 2) block of (4.14)] equals the (1,2) block of (4.13).
Conversely, (I + A:) X [(l, 2) block of (4.13)] equals the (1,2) block of (4.14).
(3) The (2,2) block of (4.14) equals the (2,2) block of (4.13) and vice versa. and for s E j[W.
= -2(Z-A)-1(Z-A)(-A+BV-1L)(Z-A +BV-kpl =2(A -BV-'L)(Z -A + BV-lL)-'.

J-SPECTRAL FACTORIZATIONS
