We present necessary conditions for monotonicity, in one form or another, of fixed point iterations of mappings that violate the usual nonexpansive property in some quantifiable way. We show that most reasonable notions of linear-type monotonicity of fixed point sequences imply metric subregularity of the fixed point mapping. This is specialized to the alternating projections iteration where metric subregularity of the fixed point mapping takes on the distinct geometric property of subtransversality of sets at points of intersection. We show the necessity of subtransversality for a number of reasonable types of sequential monotonicity, under varying degrees of assumptions on the regularity of the sets. Based on the results we obtain, we conjecture that subtransversality is necessary for R-linear convergence to fixed points of iterates of the alternating projections sequence.
Introduction
In recent years there has been a lot of progress in determining ever weaker conditions to guarantee local linear convergence of elementary fixed point algorithms, with particular attention given to the method of alternating projections and the Douglas-Rachford iteration [6, 11-13, 23, 24, 26, 29, 32] . These works beg the question: what are necessary conditions for linear convergence? We shed some light on this question for expansive fixed point iterations and show how our theory specializes for the alternating projections iteration in nonconvex and convex settings.
After introducing basic notation and definitions in Section 2, we clarify first what we mean by linear convergence, since there are many ways in which a sequence can behave linearly with respect to the set of fixed points. We introduce a generalization of Fejér monotonicity, namely linear monotonicity (Definition 2.2) which is central to our development. We also introduce a further generalization, linearly extendible sequences in Definition 2.5, that concerns sequences which can be viewed as the subsequence of some monotone sequence. This is key to the application to alternating projections studied in Sections 4 and 5. In Section 3 we lay the groundwork for the first main result on necessary conditions for linearly monotone fixed point iterations with respect to Fix T (Theorem 3.11). The result states that metric subregularity (Definition 3.9) is necessary for linearly monotone fixed point iterations. If in addition the fixed point operator T is almost averaged at points in Fix T (Definition 3.2), then metric subregularity is necessary for convergence of the iterates to points in Fix T (Corollary 3.12). Sections 4 and 5 are specializations to the case of alternating projections for consistent feasibility. In this setting metric regularity takes on the more directly geometric interpretation as (sub)transversality of the sets at common points (Definition 4.4). Theorem 4.10 establishes the necessity of subtransversality for alternating projections iterations to be linearly monotone with respect to common points. Corollary 4.11 then shows that for sets with a certain elemental subregularity (Definition 4.1) subtransversality is necessary and sufficient for linear monotonicity of the sequence. For sequences that are R-linearly convergent to a fixed point and satisfy a subsequential linear monotonicity property (condition (26) ), Theorem 4.13 shows that subtransversality is also necessary. Subtransversality is also shown to be necessary for sequences to have linearly extendible subsequences (Theorem 4.16). These results correspond to our observation in Proposition 4.18 that subtransversality has appeared in one form or another in all sufficient conditions for linear monotonicity or convergence of alternating projections for consistent feasibility that have appeared previously in the literature. In Section 5 these results are further specialized to the case of convex feasibility. We show in Theorems 5.4 and 5.5 that metric subregularity of some form is necessary and sufficient for local and global linear convergence of alternating projections. Moreover, we show in Proposition 5.9 that R-linear convergence of the sequences in this setting is equivalent to linear monotonicity of the sequence with respect to points of intersection. For the more useful Q-linear convergence, it appears that linear extendability is necessary (Proposition 5.10).
Based on the results obtained here we conjecture that, for alternating projections applied to feasibility (consistent or inconsistent), subtransversality is necessary for R-linear convergence of the iterates to fixed points. At points that are not common to the sets (as in the inconsistent case) we mean subtransversality in the generalized sense of [26, Definition 5.4 ].
Notation and basic definitions
Throughout our discussion E is a Euclidean space. Given a subset A ⊂ E, dist(x, A) stands for the distance from a point x ∈ E to A: dist(x, A) := inf a∈A x−a . The projector onto the set A, P A : E ⇒ A , is central to algorithms for feasibility and is defined by
A projection is a selection from the projector. This exists for any closed set A ⊂ E, as can be deduced by the continuity and coercivity of the norm. Note that the projector is not, in general, single-valued, and indeed uniqueness of the projector defines a type of regularity of the set A: local uniqueness characterizes prox-regularity [33] while in finite dimensional settings global uniqueness characterizes convexity [8] .
Given a subset A ⊂ E and a point x ∈ A, the Fréchet, proximal and limiting normal cones to A at x are defined, respectively, as follows: 
In the above, x A → x means that x → x with x ∈ A. Our other basic notation is standard; cf. [10, 27, 34] . The open unit ball and the unit sphere in a Euclidean space are denoted B and S, respectively. B δ (x) stands for the open ball with radius δ > 0 and center x; B δ with no argument is the ball of radius δ centered at the origin.
To quantify convergence of sequences and fixed point iterations, we focus primarily on linear convergence, though sublinear convergence can also be handled in this framework. Linear convergence, however, can come in many forms. We list the more common notions next. Definition 2.1 (R-and Q-linear convergence to points, , Chapter 9 of [30] ). Let (x k ) be a sequence in E.
(i) (x k ) is said to converge R-linearly to x with rate c ∈ [0, 1) if there is a constant γ > 0 such that
(ii) (x k ) is said to converge Q-linearly to x with rate c ∈ [0, 1) if
One of the central concepts in the convergence of sequences is Fejér monotonicity: a sequence (x k ) is Fejér monotone with respect to a nonempty set Ω if
In the context of convergence analysis of fixed point operators, the following generalization of Fejér monotonicity of sequences can be of interest.
Definition 2.2 (µ-monotonicity). Let (x k ) be a sequence on E, Ω ⊂ E nonempty and µ : R + → R + satisfy µ(0) = 0 and
(i) (x k ) k∈N is said to be µ-monotone with respect to Ω if
(ii) (x k ) k∈N is said to be linearly monotone with respect to Ω if (2) is satisfied for µ(t) = ct for all t ∈ R + and some constant c ∈ [0, 1).
The next result is clear.
Proposition 2.3 (Fejér monotonicity implies µ-monotonicity).
If the sequence (x k ) k∈N is Fejér monotone with respect to Ω ⊂ X then it is µ-monotone with respect to Ω with µ = Id.
The converse is not true, as the next example shows.
Example 2.4 (µ-monotonicity is not Fejér monotonicity).
Let Ω := (x, y) ∈ R 2 | y ≤ 0 and consider the sequence
This sequence is linearly monotone with respect to Ω with constant c = 1/2, but not Fejér monotone since
The next definition will come into play in Sections 4 and 5. It provides a way to analyze fixed point iterations which, like our main example alternating projections, are compositions of mappings.
The subset Λ ⊂ E appearing in the definition and throughout this note is always assumed to be closed and nonempty. We use this set to isolate specific elements of the fixed point set (most often restricted to affine subspaces). This is more than just a formal generalization since in some concrete situations the required assumptions not hold on E but they do hold on relevant affine subspaces. Definition 2.5 (linearly extendible sequences). A sequence (x k ) k∈N on Λ ⊂ E is said to be linearly extendible on Λ with rate c ∈ [0, 1) if there exist a natural number m > 0 and a sequence (z k ) k∈N on Λ such that x k = z mk for all k ∈ N and the following conditions are satisfied:
When Λ = E, the quantifier "on Λ" is dropped.
The requirement on the linear extension sequence (z k ) means that the sequence of the distances between its two consecutive points is uniformly nonincreasing and possesses a subsequence of type ( z mk+1 − z mk ) k∈N that converges Q-linearly with a global rate to zero.
The extension of sequences of fixed point iterates (x k ) will most often be to the intermediate points generated by the composite mappings. In the case of alternating projections this is z 2k := x k ∈ P A P B x k−1 , and z 2k+1 ∈ P B z 2k . This strategy of analyzing alternating projections by keeping track of the intermediate projections has been exploited to great effect in [6, 11, 23, 24, 26, 29] . From the Cauchy property of (z k ), one can deduce R-linear convergence from linear extendability. 
Proof. Let m ∈ N and (z k ) be the sequence as in Definition 2.5. Conditions (3) and (4) then imply by induction that
where d 0 := z 1 − z 0 . The sequence (z k ) is therefore a Cauchy sequence with limit x ∈ Λ by closedness of Λ. Conditions (3) and (4) also yield for all k ∈ N
where γ := md0 1−c . That is, (x k ) converges R-linearly to x with rate c.
Linearly Monotone Fixed Point Iterations
Quantifying the convergence of fixed point iterations is key to providing error bounds for algorithms. For a multi-valued self-mapping T : E ⇒ E , the operative inequality for leading to linear convergence of the fixed point iteration
for S ⊂ Fix T and c ∈ [0, 1). When this holds, the sequence (x k ) k∈N is linearly monotone with respect to S. For multi-valued mappings, however, we need to clarify what is meant in the first place by the fixed point set. We take the least restrictive definition as any point contained in the image of T . Definition 3.1 (fixed points of set-valued mappings). The set of fixed points of a possibly set-valued operator T : E ⇒ E is defined by
As noted in [26, Example 2.2] , for x ∈ Fix T , it is not the case that T (x) ⊂ Fix T . This can happen, in particular, when the mapping T is multi-valued on its set of fixed points. Almost averaged mappings detailed next are a generalization of averaged mappings and rule out so-called inhomogeneous fixed point sets.
Almost averaged mappings
Definition 3.2 (almost nonexpansive/averaged mappings, Definition 2.3 of [26] ). Let Ω be a nonempty subset of E and let T be a (set-valued) mapping from Ω to E.
(i) T is said to be pointwise almost nonexpansive on Ω at y ∈ Ω if there is a violation constant ε ≥ 0 such that
If (6) holds with ε = 0 then T is called pointwise nonexpansive at y on Ω.
If T is pointwise (almost) nonexpansive on Ω at every point on a neighborhood of y (with the same violation constant ε), then T is said to be (almost) nonexpansive on Ω at y (with violation ε).
If T is pointwise (almost) nonexpansive at every point y ∈ Ω (with the same violation constant ε) on Ω, then T is said to be (almost) nonexpansive on Ω (with violation ε).
(ii) T is called pointwise almost averaged on Ω at y if there is an averaging constant α ∈ (0, 1) and a violation constant ε ≥ 0 such that the mapping T defined by
is pointwise almost nonexpansive on Ω at y with violation ε/α.
Likewise if T is (pointwise) (almost) nonexpansive on Ω (at y) (with violation ε), then T is said to be (pointwise) (almost) averaged on Ω (at y) (with violation αε).
If the averaging constant α = 1/2, then T is said to be (pointwise) (almost) firmly nonexpansive (with violation ε) on Ω (at y). (i) T is pointwise almost averaged on Ω at y ∈ Ω with constant α and violation ε.
(
∀x ∈ Ω ∀x + ∈ T (x) ∀y + ∈ T (y).
As a consequence, if T is pointwise almost averaged at y with constant α and violation ε on Ω (for any α ∈ (0, 1)), then T is pointwise almost nonexpansive at y with violation at most ε on Ω.
Remark 3.4. Pointwise almost averaged mappings are single-valued on the set of fixed points [26, Proposition 2.6] . If the mapping is actually nonexpansive (that is, almost nonexpansive with no violation) on Ω, then it must be single-valued on Ω. When this happens, we simply write
It was proved in [5, Theorem 5.12 ] that if (x k ) is Fejér monotone with respect to a nonempty closed convex subset Ω and inequality (5) holds true with Ω in place of Fix T , then (x k ) converges R-linearly to a point in Ω with rate at most c. The following statement aligns with this fact. 
and Fix T ∩ Λ is assumed closed and nonempty. If the sequence (x k ) is linearly monotone with respect to Fix T ∩ Λ with constant c ∈ [0, 1), then (x k ) converges R-linearly to some point x ∈ Fix T ∩ Λ with rate c.
Proof. Equation (5) together with the almost averaging property of T with constant α and violation ε (more precisely, Proposition 3.3(iii)) implies by induction that
where x k ∈ P (Fix T ∩Λ) (x k ). Hence, for any natural numbers k and p with k < p, we have
This implies that (x k ) is a Cauchy sequence and therefore convergent to some point x.
We claim that x ∈ Fix T ∩ Λ. Indeed, set
Hence, there exists a subsequence (x kn ) converging to some x * ∈ Fix T ∩ Λ as n → ∞. Since the corresponding subsequence (x kn ) converges to x and
Letting p → ∞ in (8) yields (1) Remark 3.6. The converse implication in Proposition 3.5 is not true in general because condition (1) in principle does not require "improvement" after every single iteration, while condition (5) does.
Almost nonexpansivity and linear extendability of the iterations is sufficient to guarantee that the sequence converges R-linearly to a point in Fix T . Proposition 3.7 (linear extendability and almost nonexpansivity implies R-linear convergence). Let (x k ) k∈N be a sequence generated by
is linearly extendible with rate c ∈ [0, 1) and T is pointwise almost nonexpansive on Λ ∩ B γ (x 0 ) (where γ is determined as in the proof of Proposition 2.6), then (x k ) converges R-linearly to some point x ∈ Fix T ∩ Λ with rate c.
Proof. By Proposition 2.6 the sequence (x k ) converges R-linearly to some point x with rate c ∈ [0, 1). The closedness of Λ also yields x ∈ Λ. It remains to check x ∈ Fix T . Suppose to the contrary that there is some x + ∈ T ( x) with ρ := x + − x > 0. Applying the pointwise almost nonexpansiveness of T to the points x k , x ∈ Λ ∩ B γ (x 0 ), we get for some ε > 0
This leads to a contradiction since
In contrast with Proposition 2.6, the additional assumption of almost nonexpansivity has been imposed to guarantee that the limit point x belongs to Fix T .
When the fixed point set restricted to the affine hull of the sequence of Picard iterates is an isolated point, then linear monotonicity of the sequence is equivalent to Q-linear convergence.
Proposition 3.8. Let T : Λ ⇒ Λ ⊂ E be almost nonexpansive on a neighborhood relative to Λ of x, an isolated point of Fix T ∩ Λ. If (x k ) k∈N is a sequence generated by x k+1 ∈ T (x k ) with x 0 ∈ Λ sufficiently close to x, then it is linearly monotone with respect to Fix T ∩ Λ if and only if it is Q-linearly convergent to x.
By reducing δ if necessary we can assume that T is almost nonexpansive on B δ ′ ( x) with violation ε where
. Take a number 0 < ρ < δ ′ . Then for any x ∈ B ρ ( x) and x + ∈ T (x) we have by the pointwise almost nonexpansiveness
This implies
Hence for any sequence (x k ) as described above with x 0 ∈ B ρ ( x), the equivalence of linear monotonicity of (x k ) relative to Fix T ∩ Λ and Q-linear convergence to x follows from (9) and the definitions because each of these properties alternatively combined with (9) ensures inductively that the whole sequence (
It is mainly due to the above proposition that we include the extra technical overhead of making the above statements always relative to some (usually affine) subset Λ. It is not uncommon to have Fix T a singleton relative to Λ, but not on the whole space E. For an example of this, see the analysis of the Douglas-Rachford fixed point iteration in [2] .
Metric subregularity and linear convergence
The following concept of metric regularity with functional modulus on a set characterizes the stability of mappings at points in their image and has played a central role, implicitly and explicitly, in our analysis of convergence of Picard iterations [2, 13, 26] . We show in this section that, indeed, metric subregularity is necessary to achieve linear convergence. Our definition is a combination with slight modification of those formulated in [16, Definition 2.1 (b)] and [17, Definition 1 (b)] so that the property is relative to relevant sets for iterative methods. Our terminology also tracks [9] . Recall that µ : [0, ∞) → [0, ∞) is a gauge function if µ is continuous, strictly increasing with µ(0) = 0, and lim t→∞ µ(t) = ∞. Definition 3.9 (metric regularity on a set).
holds for all x ∈ U ∩ Λ and y ∈ V with 0 < µ (dist (y, Φ(x))).
When µ is the linear function (that is, µ(t) = κt, ∀t ∈ [0, ∞)), one says "with constant κ" instead of "with functional modulus µ(t) = κt". When Λ = E, the quantifier "relative to" is dropped.
When V consists of a single point {y} one says that Φ is metrically subregular with functional modulus µ on U for y relative to Λ ⊂ E.
The conventional concept of metric regularity (and metric regularity of order ω, respectively) at a point x ∈ E for y ∈ Φ(x) corresponds to setting in Definition 3.9 Λ = E, U and V be neighborhoods of x and y, respectively, and the gauge function µ(t) = κt (and µ(t) = κt ω , respectively) for all t ∈ [0, ∞), where κ is some positive constant. Being able to choose the set U and V allows for a single, unambiguous terminology that covers well-known relaxed versions of metric regularity such as metric subregularity [9] (U is a neighborhood of x and V = {y}) and metric hemi/semiregularity [1, 19, 22] (U = {x} and V is a neighborhood of y).
The following convergence criterion is fundamental.
Theorem 3.10 (linear convergence with metric subregularity). Let T : Λ ⇒ Λ ⊂ E with Fix T ∩ Λ closed and nonempty and let ∆ ∈ (0, ∞] be fixed. Suppose that T is pointwise almost averaged at all x ∈ Fix T ∩ Λ with constant α and violation ε on (Fix T + B ∆ ) ∩ Λ and that the mapping Φ := T − Id is metrically subregular on (Fix T + B ∆ ) \ Fix T for 0 relative to Λ with constant κ > 0. Then,
where
In particular, when c < 1 (i.e., κ <
Proof. Inequality (11) is a specialization of [26, Corollary 4.3] . It follows by definition that the sequence is linearly monotone with respect to Fix T ∩ Λ. Propositions 3.5 and 3.8 then show that the sequence is linearly convergent to a point x ∈ Fix T ∩ Λ, R-linearly in general, and Q-linearly if Fix T ∩ Λ is a singleton.
When ∆ = ∞, Theorem 3.10 provides a criterion for global linear convergence of abstract fixed point operators. The next result shows that metric subregularity is in fact necessary for linearly monotone sequences, without any assumptions about the averaging properties of T , almost or otherwise.
Theorem 3.11 (necessity of metric subregularity). Let T : Λ ⇒ Λ ⊂ E with Fix T ∩ Λ closed and nonempty, and let Ω ⊂ Λ be fixed. If for each x 0 ∈ Ω, every sequence (x k ) k∈N generated by x k+1 ∈ T (x k ) is linearly monotone with respect to Fix T ∩ Λ with constant c ∈ [0, 1), then the mapping Φ := T − Id is metrically subregular on Ω for 0 relative to Λ with constant 0 < κ ≤ 1 1−c . Proof. Since, for each x 0 ∈ Ω, every sequence (x k ) with x k+1 ∈ T (x k ) is linearly monotone with respect to Fix T ∩ Λ, inequality (5) holds with c < 1 for any x k+1 ∈ T (x k ). This together with the triangle inequality yields
Consequently, Proof. This is an immediate consequence of Proposition 3.5 and Theorem 3.11. The estimate for κ follows from the estimate κ ≤ 1/(1 − c) in Theorem 3.11 and
Nonconvex alternating projections
For x 0 ∈ E given, the alternating projections iteration (AP) between two closed subsets A, B ⊂ E is given by
For convenience, we associate (x k ) k∈N with the sequence (b k ) k∈N on B such that b k ∈ P B (x k ) and
We frequently use the joining sequence (z k ) k∈N given by
We will always assume, without loss of generality, that x 0 ∈ A. It is well known that the alternating projections iteration for convex sets globally converges R-linearly to a feasibility solution if the collection of sets is what we call subtransversal [4] . The later property and its at-point version is a specialization of metric subregularity to the context of set feasibility. 
Elemental regularity and subtransversality
(ii) A is uniformly elementally subregular of order σ relative to S ⊂ E at x for (a, v) if for any ε > 0, there is a neighborhood U of x such that (16) holds.
(iii) A is elementally regular of order σ at x for (a, v) with constant ε if there exists a neighborhood V of v such that, for all u ∈ N A (a) ∩ V , A is elementally subregular of order σ relative to S := A at x for (a, u) with constant ε.
(iv) A is uniformly elementally regular of order σ at x for (a, v) if there exists a neighborhood V of v such that, for all u ∈ N A (a) ∩ V , A is uniformly elementally subregular of order σ relative to S := A at x for (a, u).
If S = {x} in (i) and (ii), then the respective qualifier, "relative to" is dropped. If σ = 0, then the respective qualifier, "of order" is dropped in the description of the properties. The modulus of elemental (sub)regularity is the infimum over all ε for which (16) holds.
The reference points x and a in Definition 4.1, need not be in S and U respectively, although these are the main cases of interest for us. When σ = 0, the properties are trivial for any constant ε ≥ 1, so the only case of interest is elemental (sub)regularity with constant ε < 1.
Proposition 4.2 (Proposition 4(vii) of [21]
). Let A be closed and nonempty. If A is convex then it is elementally regular at all x ∈ A for all (a, v) ∈ gph N A with constant ε = 0 and the neighborhood E for both x and v.
The next result shows the implications of elemental regularity of sets for regularity of the corresponding projectors. Theorem 4.3 (projectors onto elementally subregular sets, Theorem 5.3 [26] ). Let Ω ⊂ E be nonempty closed, and let U be a neighborhood of x ∈ Ω. Let Λ ⊂ Ω ∩ U and
If Ω is elementally subregular at x relative to Λ ′ for each
prox Ω | z + w ∈ U and z ∈ P Ω (z + w) } with constant ε on the neighborhood U , then the following hold.
(i) The projector P Ω is pointwise almost nonexpansive at each y ∈ Λ on U with violation ε
(ii) The projector P Ω is pointwise almost firmly nonexpansive at each y ∈ Λ with violation ε
In Definition 4.4 (subtransversality). The collection {A, B} is said to be subtransversal at u = (x 1 , x 2 ) ∈ A × B for y = (y 1 , y 2 ) ∈ (P A − Id) (x 2 ) × (P B − Id) (x 1 ) relative to Γ when there exist numbers δ > 0 and κ ≥ 0 such that
When Γ = E 2 , the quantifier "relative to" is dropped.
The reference point u in Definition 4.4 need not be in Γ, although this is the only case of interest.
The following realization of subtransversality at common points [26, Proposition 5.5] will play a fundamental role in our subsequent analysis. Proposition 4.5 (subtransversality at common points). Let E 2 be endowed with 2-norm, that is,
. A collection {A, B} is subtransversal relative to
at u = (x, x) with x ∈ A ∩ B for y = 0 E 2 if and only if there exist numbers δ > 0 and κ ≥ 0 such that
Thanks to Proposition 4.5 the exact lower bound of all numbers κ such that (18) The relative set Γ ⊂ E 2 given by (17) which makes the notion of subtransversality consistent in the product space can clearly be identified with the set Λ ⊂ E. So we will more than often use the term "relative to Λ" instead of "relative to Γ" when discussing subtransversality at common points where the product-space structure is no longer needed.
The following characterization of subtransversality is the corresponding relative version of [21, Theorem 1(iii)]. Proposition 4.6 (characterization of subtransversality at common points). The collection {A, B} is subtransversal at x ∈ A ∩ B relative to Λ if and only if there exist numbers δ > 0 and κ ≥ 0 such that
Moreover,
where sr ′ [A, B](x) is the exact lower bound of all numbers κ such that condition (19) is satisfied.
Remark 4.7 (Historical remarks).
We refer the reader to the recent articles [20, 21] in which a number of necessary and/or sufficient characterizations of subtransversality are discussed. Definition 4.4 has been around for decades under the names of (local) linear regularity, metric regularity, linear coherence, metric inequality, and subtransversality; cf. [3, 4, 11, 13-15, 18, 28, 31, 35] .
Both inequalities in (20) can be strict. For example, let A and B be two lines in R 2 forming an angle π/3 at the intersection point x. One can easily check that
Therefore, when either sr[A, B](x) or sr ′ [A, B](x) can equally be used without any changes to estimate the convergence rate, the later one theoretically yields a sharper rate. This fact in particular can be observed from the convergence criterion established in [13, Corollary 3.13] .
The connection of subtransversality to metric subregularity was presented for more general cyclic projections in [26, Proposition 5.9] . We present here the simplified version for two sets with possibly empty intersection.
Proposition 4.8 (metric subregularity of cyclic projections).
Let A and B be closed nonempty sets. Let x 1 ∈ Fix T AB and x 2 ∈ P B (x 1 ) such that x 1 ∈ P A (x 2 ) and let Γ be an affine subspace
Define Φ := T AP − Id. Suppose the following hold:
(a) the collection of sets {A, B} is subtransversal at u = (x 1 , x 2 ) for y = (x 1 − x 2 , x 2 − x 1 ) relative to Γ with constant κ and neighborhood U of u;
(b) there exists a positive constant σ such that
Then the mapping Φ is metrically subregular on U for 0 relative to Γ with constant κσ.
Proof. The result follows from Proposition 5.9 of [26] .
Necessary and sufficient conditions for local linear convergence
It was established in [13] that subtransversality of the collection of sets (with a reasonably good quantitative constant as always for convergence analysis of nonconvex alternating projections) is sufficient for linear monotonicity of the method for (ε, δ)-subregular sets. This result is updated here in light of more recent terminology.
Proposition 4.9 (convergence of alternating projections with nonempty intersection).
Let S ⊂ A ∩ B = ∅. Let U be a neighborhood of S and suppose that
Let Λ be an affine subspace of E with Λ ⊃ S such that T AP := P A P B : Λ ⇒ Λ . Define Φ := T AP − Id. Let the sets A and B be elementally subregular at all x ∈ S relative to S respectively for each
| z + w ∈ U and z ∈ P B (z + w) } with respective constants ε A , ε B ∈ [0, 1) on the neighborhood U . Suppose that the following hold:
(a) for each x ∈ S, the collection {A, B} is subtransversal at x relative to Λ with constant κ on the neighborhood U ; (b) there exists a positive constant σ such that condition (21) holds true;
Then every sequence (x k ) k∈N generated by x k+1 ∈ T AP x k seeded by any point x 0 ∈ A ∩ U ∩ Λ is linearly monotone with respect to S with constant
Consequently, if
then dist (x k , S) → 0 at least linearly with rate c < 1.
Proof. With the help of Proposition 4.8 and the definition of linear monotonicity, this is a specialization of [26, Theorem 5.12 ] to the case of two sets with nonempty intersection.
If S = A ∩ B ∩ Λ in the above theorem, then assumption (c) in Proposition 4.9 can obviously be removed.
The next theorem shows that the converse to Proposition 4.9 holds more generally without any assumption on the elemental regularity of the individual sets. Theorem 4.10 (necessary condition for linearly monotone sequences). Let A and B be closed sets with nonempty intersection, let S ⊂ A ∩ B and x ∈ S. Let Λ be an affine subspace containing S. Suppose that, for any starting point in Λ sufficiently close to x, every sequence (x k ) k∈N generated by alternating projections is contained in Λ and is linearly monotone with respect to S with constant c ∈ [0, 1). Then the collection {A, B} is subtransversal at x relative to Λ with constant sr[A, B](x) ≤ 5−c 1−c . Proof. Since every alternating projections sequence starting in Λ remains in Λ and is linearly monotone for any starting point x 0 close enough to x, it suffices, without loss of generality, to consider only the first two points of the sequence x 0 and x 1 . To begin, note that by the definition of the projection and application of the triangle inequality, for all
By assumption the alternating projections sequence remains in Λ and is linearly monotone with respect to S, hence dist (x + , S) ≤ c dist (x 0 , S) for all x + ∈ T AP x 0 . Together with the above inequalities this
Since this holds for all x 0 ∈ Λ close enough to x the collection {A, B} is thus subtransversal at x with respect to Λ with sr Suppose that from any starting point in Λ close enough to x, the method of alternating projections is contained in Λ. Any such alternating projections sequence is linearly monotone with respect to S if and only if the collection of sets is subtransversal at x relative to Λ (with an adequate balance of quantitative constants).
The next technical lemma allows us formally avoid the restriction "monotone" in Theorem 4.10.
Lemma 4.12. Let (x k ) k∈N be a sequence generated by alternating projections between {A, B} that converges R-linearly to x ∈ A ∩ B. Then there exists a subsequence (x kn ) that is linearly monotone with respect to some S ⊂ A ∩ B with x ∈ S.
Proof. Let x k − x ≤ γc k , where x ∈ S ⊂ A ∩ B. If x k0 := x 0 / ∈ S, i.e., dist(x 0 , S) > 0, then there exists an iterate (we choose the first one) relabeled x k1 such that
Repeating this argument for x k1 in place of x k0 and so on, we extract a subsequence (x kn ) n∈N satisfying dist(x kn+1 , S) ≤ c dist(x kn , S), (n = 0, 1, . . .).
The proof is complete.
The above observation allows us to obtain the statement about necessary conditions for linear convergence of the alternating projections algorithm which extends Theorem 4.10. Here, the number k 1 depending on the sequence (x k ) will come into play in determining the constant of linear regularity. Theorem 4.13 (necessary condition for linear convergence). Let m ∈ N be fixed. Let Λ be an affine subspace, and let A and B be closed sets with nonempty intersection and x ∈ S ⊂ A ∩ B ∩ Λ. Suppose that for any starting point x 0 ∈ A ∩ Λ sufficiently close to x, the alternating projections sequence (x k ) k∈N is contained in Λ and converges R-linearly to a solution x ∈ S with rate c ∈ [0, 1) and k 1 ≤ m, where k 1 corresponds to the sequence (x k ) as in (26) . Then the collection {A, B} is subtransversal at x relative to Λ with constant sr[A, B](x) ≤ 4m+1−c 1−c . Proof. By the assumption, there exists a number ρ > 0 such that for any starting point in A ∩ B ρ (x) ∩ Λ, any alternating projections sequence converges linearly to a solution in S with rate c. Take any x 0 ∈ A ∩ B ρ (x) ∩ Λ and generate any alternating projection sequence (x k ). By Lemma 4.12, there is a subsequence (x kn ) that is linearly monotone with respect to S. Then,
Using the assumption k 1 ≤ m and the definition of projection, we obtain Theorem 4.14 (necessary condition for linear extendability). Let Λ be an affine subspace, and let A and B be closed sets with nonempty intersection and x ∈ A ∩ B ∩ Λ. Suppose that for any starting point in Λ sufficiently close to x and any corresponding alternating projections sequence (x k ), the joining sequence Proof. Let ρ > 0 be such that for any starting point in B ρ (x) ∩ Λ, the alternating projections sequence satisfies the assumption. Take any x 0 ∈ A ∩ B ρ (x) ∩ Λ and any alternating projections sequence (x k ) k∈N starting at x 0 . The joining sequence (z k ) given by (15) is a linear extension to sequence (x k ) as in Definition 2.5 with m = 2 and rate c. By Proposition 2.6, the sequence (x k ) converges R-linearly to some point x ∈ Λ.
The closedness of the sets and the nature of T AP clearly ensure that x ∈ A ∩ B ∩ Λ. Then The joining alternating projections sequence (z k ) given by (15) often plays a role as an intermediate step in the analysis of alternating projections. As we shall see, property of linear extendability itself can also be of interest when dealing with alternating projections algorithm, especially for nonconvex setting. This observation can be seen for example in [7, 11, 23, 24, 29] .
It can be noted that for any given number m ∈ N, these theorems remain valid if instead of the whole alternating projections sequence (x k ), one supposes there exists a subsequence of form (x j+mk ) k∈N for some j ∈ {0, 1, . . . , m − 1} that fulfills the required property. This observation will be formulated next. Proof. By the assumption, there exists a number ρ > 0 such that any alternating projections sequence with starting point in B ρ (x) ∩ Λ has a subsequence (x j+mk ) k∈N that is linearly monotone with respect to S with rate c. Take any x 0 ∈ A ∩ B ρ (x) ∩ Λ. Let us consider any alternating projection sequence (x k ) starting at x 0 and such a subsequence (x j+mk ). Then on the one hand,
On the other hand,
A straightforward combination of the two estimates above yields
Hence (note that 2m
The conclusion including the estimate of sr[A, B](x) now follows from the above frequently used argument. The proof is complete.
Note that Theorem 4.10 turns out to be a special case of Theorem 4.15 with m = 1 and the first iteration of the required subsequence always imposed to be the starting point of the alternating projections sequence.
Theorem 4.16 (necessary condition for linear extendability of subsequences). Let Λ be an affine subspace, and let A and B be closed sets with nonempty intersection and x ∈ A∩B ∩Λ, and let 1 ≤ m ∈ N be fixed. Suppose that for any starting point in Λ sufficiently close to x, any alternating projections sequence (x k ) has a subsequence of the form (x j+mk ) for some j ∈ {0, 1, . . . , m − 1} such that the joining sequence (z k ) k∈N given by ( Proof. By the assumption, there exists a number ρ > 0 such that any alternating projections sequence with starting point in B ρ (x)∩Λ has subsequence of the described form that admits the joining alternating projections sequence as a linear extension on Λ with rate c. Take any x 0 ∈ A ∩ B ρ (x) ∩ Λ. Let us consider any alternating projection sequence (x k ) starting at x 0 , the corresponding joining sequence (z k ) and the subsequence (x j+mk ) k∈N . Then
Where the last inequality follows from the nature of T AP . The previous inequality implies
The last estimate holds true since
Similarly, Theorem 4.14 is a special case of Theorem 4.16 where the required subsequence must be the whole alternating projections sequence.
In general, subtransversality is not a sufficient condition for the method to converges to a solution. For example, let us define a function f : 
It is easy to check that {A, B} is subtransversal at x while the alternating projections method gets stuck at points (1/2 n , 0) which are not solutions although they are local minimums.
In the remainder of this note, we aim to explain the phenomenon that the property of subtransversality of the collection of sets has always been imposed either explicitly or implicitly in all to our best awareness existing linear convergence criteria for the alternating projections method.
The next proposition catalogs the mentioned results which complements Proposition 4.9. It can be recognized without much effort that under any item of Proposition 4.17, the sequences generated by alternating projections are actually linearly extendible. (i) (improvement from both sides of projections) Suppose the assumptions of either ((i)) or ((ii)) of Proposition 4.17 are satisfied. Then for all alternating projections sequences (x k ) with the starting point x 0 sufficiently close to x, the joining sequence (z k ) given by (15) is a linear extension of itself with m = 1 and a constantc ∈ [0, 1), and hence a linear extension of (x k ) with m = 2 and constant c =c 2 ∈ [0, 1).
(ii) (improvement from one side of projections) Suppose the assumptions of either ((iii)), ((iv)) or ((v)) of Proposition 4.17 are satisfied. Then for all alternating projections sequences (x k ) with the starting point x 0 sufficiently close to x, the joining sequence (z k ) given by (15) is a linear extension of (x k ) with m = 2 and a constant c ∈ [0, 1).
Proof. Each of the statements can easily be observed from the key estimates that were used in proving the corresponding convergence criterion. In fact, all the listed criteria in Proposition 4.17 essentially employ the same fundamental estimate which we named linear extendability in this paper.
Taking Theorem 4.14 into account we conclude that subtransversality of {A, B} at x can be deduced from every item listed in Proposition 4.17. This observation gives some insights about relationships between various regularity notions of collections of sets and has been formulated partly in [11, Theorem 6.2] and [21, Theorem 4] . Overall, we have demonstrated that the subtransversality property has appeared either explicitly or implicitly in all to our best awareness existing linear convergence criteria for the method of alternating projections for both convex and nonconvex sets.
Application: alternating projections with convexity
In the convex setting, statements with sharper rate estimates are possible. This is the main goal of the present section. Here we can, without loss of generality, remove the restriction to the affine subspace Λ that is omnipresent in the nonconvex setting. We also write P A x and P B x for the projections, since the projectors are single-valued.
The next technical lemma is fundamental for the subsequent analysis.
Lemma 5.1 (nondecrease of rate). Let A and B be two closed convex sets in E. We have
Proof. Using the basic facts of the projection operator on a closed and convex sets, we have
The last inequality holds true since the second term on the previous line is nonpositive.
Lemma 5.1 implies that for any sequence (x k ) of alternating projections for convex sets, the rate
is nondecreasing when k increases. This allows us to deduce the following fact about the algorithm.
Theorem 5.2 (lower bound of complexity). Consider the alternating projection iteration for two closed convex sets A and B with a nonempty intersection. Then one of the following statements holds true.
(i) Alternating projections method finds a solution after one iteration.
(ii) Alternating projections will not reach a solution after any finite number of iterations.
Proof. Keep in mind that we always assume the starting point x 0 is in A\B. Suppose that the alternating projections method does not find a solution after one iteration, i.e.,
That is, we suppose that scenario (i) does not occur and prove the validity of scenario (ii). This case clearly implies that P B x 0 ∈ B \A. If 0 < x 1 −P B x 0 = P B x 0 −x 0 , then x 0 is a fixed point of P A P B . This contradicts the fact that x 0 ∈ A \ B and A ∩ B = ∅. Hence, it must hold that 0 < x 1 − P B x 0 < P B x 0 − x 0 . We define √ c :=
Now, applying Lemma 5.1, we get dist(x 1 , B)
Hence,
Applying Lemma 5.1 consecutively, we obtain
This particularly implies that x k / ∈ A ∩ B for any natural number k ∈ N. The proof is complete.
Suppose to the contrary that there exists a natural number p ≥ 1 such that z p+1 − z p >A combination of (32) and (33) yields (30) (starting from x 0 ). Proposition 3.5 then ensures that (z k ) converges R-linearly to x ∈ A ∩ B with rate not greater than √ c. This implies (actually, is equivalent to) the subsequence (x k ) converging R-linearly to x with rate not greater than c.
We now prove the converse implication. Take any x 0 ∈ E and consider the alternating projections sequence (x k ) for {A, B} starting at x 0 . Thanks to Proposition 4.6, we can assume that x 0 ∈ A \ B. The case that x 1 = b 0 := P B (x 0 ) ∈ A ∩ B can easily be handled. Suppose otherwise. By the assumption, (x k ) eventually converges R-linearly to a point x ∈ A ∩ B with rate not greater than c, i.e., there exists some natural N ∈ N and constant γ ′ > 0 such that
We now determine the number
A combination of (34) and (35) yields
The argument for Case 2 in the proof of Theorem 5.4 implies that for the sequence (z k ) given in (15) , it holds
Likewise, inequality (31) holds true and hence {A, B} is subtransversal with constant sr
It is clear that Theorem 5.4 does not cover Theorem 5.5. We also note that Theorem 5.5 does not cover Theorem 5.4 either. The next example shows that the subtransversality of {A, B} at x can not be deduced from Theorem 5.5 but Theorem 5.4 instead. In fact, Theorem 5.5 can not be used to characterize subtransversality of the collection at a particular point x ∈ A ∩ B unless the property is satisfied uniformly at every point in the intersection. In R 2 , we define two closed convex sets A := epi f and B := R × R − and a point x = (−1, 0) ∈ A ∩ B. Then {A, B} is subtransversal at x, and this fact is well characterized by Theorem 5.4. However, Theorem 5.5 is not applicable because the collection is not subtransversal at the point (0, 0) ∈ A ∩ B.
In principle, to establish global convergence of a fixed point operator, one needs some kind of global regularity behavior of the fixed point set. In Theorem 5.5, we formally impose only subtransversality in order to deduce global R-linear convergence and vice versa. Beside the global behavior of convexity, the hidden reason behind this seemingly contradicting phenomenon is a well known fact about subtransversality of collections of convex sets. We next deduce this result from the convergence analysis above. The proof is given for completeness. Proof. The first implication is trivial. Let us prove the reverse one. Take any x 0 ∈ E and consider the alternating projections sequence (x k ) for {A, B} starting at x 0 . Thanks to Proposition 4.6, we can assume that x 0 ∈ A \ B. The argument in the first part of Theorem 5.5 implies that (x k ) converges R-linearly with rate at worst c to some x ∈ A ∩ B and dist(x 0 , A ∩ B) The convergence counterpart of Corollary 5.7 can also be of interest.
Corollary 5.8. Let (x k ) be an alternating projections sequence for two closed convex subsets of E with nonempty intersection, and c ∈ [0, 1). If there exists a natural number N ∈ N such that x k − x ≤ γc k for all k ≥ N , then x k − x ≤ γc k for all k ∈ N.
We emphasize that the two statements in Corollary 5.8 are always equivalent (by the argument for the second part of Theorem 5.5) if the constant γ is not required to be the same. However, this requirement becomes important when one wants to estimate global rate of convergence via the rate of eventual convergence.
The next statement can easily be observed as a by-product via the proof of Theorem 5.4.
Proposition 5.9 (equivalence of linear monotonicity and R-linear convergence). For sequences of alternating projections between convex sets, R-linear convergence and linear monotonicity of the sequence of iterates are equivalent.
The next statement can serve as a motivation for Definition 2.5.
Proposition 5.10 (Q-linear convergence implies linear extendability). Let (x k ) be a sequence generated by (14) for two closed convex sets {A, B} of E with nonempty intersection. If (x k ) converges Q-linearly to x ∈ A ∩ B with rate c ∈ [0, 1), then (x k ) is linearly extendible with m = 2 and the sequence (z k ) given in (15) .
Before proving this, we first establish the following technical fact.
Lemma 5.11. Let A and B be two closed convex sets in E with nonempty intersection. We have P B (a) − x P B (a) − a ≥ a − x P A P B (a) − P B (a) , ∀x ∈ A ∩ B, a ∈ A. This proves Lemma 5.11.
Proof. [Proposition 5.10.] The proof is by contradiction. Suppose that for some n ∈ N it holds that z n+2 − z n+1 > √ c z n+1 − z n .
