Abstract. This is an expository article developing some aspects of the theory of categorical actions of Kac-Moody algebras in the spirit of works of ChuangRouquier, Khovanov-Lauda, Webster, and many others.
finite-dimensional category A. If in addition A is Artinian, then the full subcategory of Mod-A consisting of all objects of finite length is a Schurian category in the sense of [BLW, §2.1] .
In the Abelian setting, the general structural results about 2-representations of KacMoody 2-categories obtained in [CR, R1, R2] typically only apply to categories in which all objects have finite length and whose irreducible objects satisfy Schur's Lemma. If one wants there to be enough projectives and injectives too, this means that one is working in a Schurian category in the sense just defined. The main new contribution of this paper is to extend some of these structural results to locally Schurian categories.
The motivation for doing this from a Lie theoretic perspective is as follows. Let g be a symmetrizable Kac-Moody algebra with Chevalley generators {e i , f i | i ∈ I}, weight lattice P , etc... Recall that a g-module V is integrable if it decomposes into weight spaces as V = λ∈P V λ , and each e i and f i acts locally nilpotently. In order to categorify an integrable module with finite-dimensional weight spaces, it is reasonable to hope that one can use a finite-dimensional category whose blocks are finite-dimensional algebras, in which case all subsequent constructions can be performed in the Schurian category consisting of finite-dimensional modules over these algebras. Examples include the minimal categorification L min (κ) of the integrable highest weight module L(κ) of (dominant) highest weight κ defined already by Khovanov, Lauda and Rouquier via cyclotomic quiver Hecke algebras, and the minimal categorifications L min (κ 1 , . . . , κ n ) of tensor products L(κ 1 ) ⊗ · · · ⊗ L(κ n ) of integrable highest weight modules introduced by Webser in [W2] .
In [W1] , Webster also investigated categorifications of more general tensor products involving both integrable lowest weight and highest weight modules; see also [BW] for the construction of canonical bases in such mixed tensor products. Away from finite type, these modules have infinite-dimensional weight spaces. The candidates for their minimal categorifications suggested by Webster are finite-dimensional categories which are not Artinian in general, so that the locally Schurian setting becomes essential. In type A, there are some closely related examples arising from the cyclotomic oriented Brauer categories of [BCNR] , which in level one are Deligne's categories Rep(GL t ) (e.g. see [EHS] ). These also fit into the framework of this article.
Here is a guide to the organization of the remainder of the article. In Section 2, we set up the basic algebraic foundations of locally Schurian categories. Everything here is either well known (e.g. see [M] ), or it is an obvious extension of classical results. However our language is new.
Section 3 is an exposition of the definition of Kac-Moody 2-category, based mainly on [B3] . We also discuss briefly the graded version of the Kac-Moody 2-category. This is important as it makes the connection to quantum groups, although we will not emphasize it elsewhere in the article.
Section 4 begins with a review of Rouquier's theory of 2-representations of Kac-Moody 2-categories. We recall his definition of the universal categorification L(κ) of L(κ) from [R2, §4.3.3] . The minimal categorification L min (κ) is a certain finite-dimensional specialization of L(κ); it can be realized equivalently in terms of cyclotomic quiver Hecke algebras. We also introduce a 2-representation L(κ ′ |κ), which is expected to play the role of universal categorification for the tensor product L(κ ′ |κ) := L ′ (κ ′ ) ⊗ L(κ) of the integrable lowest weight module L ′ (κ ′ ) of (anti-dominant) lowest weight κ ′ with the integrable highest weight module L(κ) (see Construction 4.13). The minimal categorification L min (κ ′ |κ) from [W1, Proposition 5.6 ] is a certain finite-dimensional specialization of L(κ ′ |κ). After that, we focus on nilpotent categorical actions on locally Schurian categories. Any such structure has an associated crystal in the sense of Kashiwara; for example, the crystal associated to L min (κ) is the highest weight crystal B(κ). This has already found many striking applications in classical representation theory; e.g. see [FK] (the oldest) and [DVV] (the most recent at the time of writing).
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Notation. Throughout, we work over an algebraically closed field k. This means that all (2-)categories and (2-)functors will be assumed to be k-linear by default.
Locally Schurian categories
In this section, we introduce our language of locally Schurian categories.
Locally unital algebras.
A locally unital algebra is an associative (not necessarily unital) algebra A equipped with a small family (1 x ) x∈X of mutually orthogonal idempotents such that A =
x,y∈X
A locally unital homomorphism (resp. isomorphism) between two locally unital algebras is an algebra homomorphism (resp. isomorphism) which takes distinguished idempotents to distinguished idempotents. Also, we say that A is a contraction of B if there is an algebra isomorphism A ∼ → B sending each distinguished idempotent in A to a sum of distinguished idempotents in B.
We say that A is locally Noetherian (resp. locally Artinian) if all of the left ideals A1 x and all of the right ideals 1 y A satisfy the Ascending Chain Conditon (resp. the Descending Chain Condition). One can also define analogs of left (resp. right) Noetherian or Artinian for locally unital algebras, requiring just that all the left ideals A1 x (resp. the right ideals 1 y A) satisfy the appropriate chain condition. Unlike in the unital setting, locally left/right Artinian does not imply locally left/right Noetherian (but see Lemma 2.8 below). The following example of a locally unital algebra that is locally left Artinian but not locally left Noetherian is taken from the end of [M, §3] : consider the locally unital algebra of upper triangular matrices over k with rows and columns indexed by the totally ordered set N ∪ {∞}, all but finitely many of whose entries are zero.
All modules over a locally unital algebra will be assumed to be locally unital without further mention; for a right module V this means that V = x∈X V 1 x as a direct sum of subspaces. If V is any A-module satisfying ACC, it is clearly finitely generated. Conversely, assuming that A is locally Noetherian (resp. locally Artinian), finitely generated modules satisfy ACC (resp. DCC). We deduce in the locally Noetherian case that submodules of finitely generated modules are finitely generated.
Let Mod-A be the category of all right A-modules. We'll also need the following full subcategories of Mod-A:
• lfdMod-A consisting of all locally finite-dimensional modules, i.e. right modules V with dim V 1 x < ∞ for all x ∈ X; • fgMod-A consisting of all finitely generated modules;
• pMod-A consisting of all finitely generated projective modules. Replacing "right" with "left" everywhere here, we obtain analogous categories A-Mod, A-lfdMod, A-fgMod and A-pMod of left modules. There are contravariant equivalences ⊛ : lfdMod-A → A-lfdMod, # : pMod-A → A-pMod defined as follows: the dual V ⊛ of a locally finite-dimensional right module V is the left module x∈X Hom k (V 1 x , k); the dual P # of a finitely generated projective right module P is the left module Hom A (P, A). If V and P are left modules instead, their duals ⊛ V and # P are the right modules defined analogously.
Remark 2.1. The data of a locally unital algebra A is the same as the data of a small category A with object set X and morphisms Hom A (x, y) := 1 y A1 x . In this incarnation, locally unital algebra homomorphisms correspond to functors. A right Amodule becomes a functor A op → Vec, and then a module homomorphism is a natural transformation of functors. We say A is Noetherian (resp. Artinian) if A is locally Noetherian (resp. locally Artinian) in the sense already defined. All of the other notions introduced in this subsection can be recast in this more categorical language too, as was done in [M] . For example, the projective module 1 x A corresponds to the functor Hom A (−, x) : A op → Vec. Then the Yoneda Lemma asserts that there is a fully faithful functor A → pMod-A sending x ∈ ob A to 1 x A, and a ∈ Hom A (x, y) to the homomorphism 1 x A → 1 y A defined by left multiplication by a ∈ 1 y A1 x . This extends canonically to an equivalence of categoriesȦ → pMod-A, (2.1) whereȦ denotes the additive Karoubi envelope of A, that is, the idempotent completion of the additive envelope of A.
For locally unital algebras A and B with distinguished idempotents (1 x ) x∈X and (1 y ) y∈Y , respectively, an (A, B)-bimodule M = x∈X,y∈Y 1 x M 1 y determines an adjoint pair (T M , H M ) of functors
Here are a couple of useful facts about tensoring with bimodules. First, there is a natural isomorphism
for all right A-modules V and finitely generated projective right B-modules Q; cf. [AF, 20.10] . Also, given another locally unital algebra C and a right exact functor E : Mod-B → Mod-C commuting with direct sums, EM is an (A, C)-bimodule, and there is a natural isomorphism of right C-modules
for all right A-modules V , where 
A. This shows that 1 x M is finitely generated.
Conversely, suppose that each 1 x M is finitely generated and projective as a right module. Then (2.2) implies that
(2) Similar (working with left modules instead of right ones).
By a projective generating family for an Abelian category C, we mean a small family (P (x)) x∈X of compact 2 projective objects such that for each V ∈ ob C there is some x ∈ X with Hom C (P (x), V ) = 0. Just like in [F, Exercise 5.F] , one can show that an Abelian category C is equivalent to Mod-A for some locally unital algebra A if and only if C possesses arbitrary direct sums and has a projective generating family; see also [M, Theorem 3.1] . We just need this in the following special case, which is the locally unital analog of the classical Morita Theorem: Theorem 2.4. Let B be a locally unital algebra. Suppose that (P (x)) x∈X is a projective generating family for Mod-B. Let
Hom B (P (x), P (y)), viewed as a locally unital algebra with distinguished idempotents (1 x := 1 P (x) ) x∈X . Let P := x∈X P (x), which is an (A, B)-bimodule.
(1) The functors T P = − ⊗ A P and H P = x∈X Hom B (1 x P, −) are quasi-inverse equivalences between the categories Mod-A and Mod-B.
Thus, we have constructed a sweet (A, B)-bimodule P and a sweet (B, A)-bimodule Q such that P ⊗ B Q ∼ = A and Q ⊗ A P ∼ = B as bimodules.
Proof. The fact that H P • T P ∼ = 1 Mod-A follows from (2.2). Then one deduces that T P • H P ∼ = 1 Mod-B too by a standard argument; cf. [AF, 22.2] . Finally Lemma 2.3(1) implies that H P ∼ = T Q .
Corollary 2.5. For locally unital algebras A and B, the following are equivalent:
1 The language "sweet bimodule" appears in [K, §2.6 ], but (in view of Lemma 2.3) the ones defined
there are just what we call rigid bimodules, since it is not assumed that # M ∼ = M # . Note though that the important examples constructed in [K] do satisfy this extra hypothesis, so they are sweet in our sense too. 2 For categories of the form Mod-A for some locally unital algebra A, a projective is compact if and only if it is finitely generated.
( Proof.
(1) ⇒ (2). The restriction of an equivalence Mod-A → Mod-B gives an equivalence pMod-A → pMod-B.
(2) ⇒ (1). Let F : pMod-A → pMod-B be an equivalence of categories. Let (1 x ) x∈X be the distinguished idempotents in A. Then (P (x) := F (1 x A)) x∈X is a projective generating family for Mod-B such that A ∼ = x,y∈X Hom B (P (x), P (y)). Now apply Theorem 2.4.
(3) ⇔ (4). This is the same as (1) ⇔ (2) with A and B replaced by the opposite algebras.
(2) ⇔ (3). This follows as pMod-A (resp. pMod-B) is contravariantly equivalent to A-pMod (resp. B-pMod).
Two locally unital algebras A and B are said to be Morita equivalent if the conditions of Corollary 2.5 are satisfied. For example, if A is a contraction of B, then the categories Mod-A and Mod-B are obviously isomorphic. Hence, A and B are Morita equivalent. For another simple example, let N be any (possibly infinite but small) set and M N (k) be the algebra of N × N matrices with entries in k, all but finitely many of which are zero. This is a locally unital algebra with distinguished idempotents given by the diagonal matrix units {e i,i | i ∈ N }. Applying Theorem 2.4 with B := k, X := N and taking each P (x) to be a copy of k, we see that M N (k) is Morita equivalent to the ground field k.
Remark 2.6. Suppose that A and B are the categories associated to locally unital algebras A and B as in Remark 2.1. We say that A and B are Morita equivalent if their additive Karoubi envelopesȦ andḂ are equivalent. In view of Corollary 2.5 and (2.1), this is equivalent to the algebras A and B being Morita equivalent as above.
The final theorem in this subsection is concerned with adjoint functors. Again this is classical in the unital setting. Proof. It is standard that functors possessing a right adjoint are right exact and commute with direct sums. Conversely, suppose that E is right exact and commutes with direct sums. Using (2.3) then (2.2), we get that
which is isomorphic to
Composing on the right with the quasi-inverse H P of T P , we deduce that Here are various other basic facts about modules over a locally finite-dimensional locally unital algebra A. For the most part, these are proved by mimicking the usual proofs in the setting of finite-dimensional algebras, so we will be quite brief. Fix representatives {L(b) | b ∈ B} for the isomorphism classes of irreducible right A-modules 3 . (L1) If V is finitely generated (resp. locally finite-dimensional) and W is locally finitedimensional (resp. finitely cogenerated) then Hom
(L3) Any finitely generated (resp. finitely cogenerated) module satisfies the KrullSchmidt Theorem. (L4) The category Mod-A is a Grothendieck category, i.e. it is Abelian, it possesses arbitrary direct sums, direct limits of short exact sequences are exact, and there is a generator (namely, the regular module A itself). Hence, by the general theory of Grothendieck categories, every A-module has an injective hull; moreover, a module V is finitely cogenerated if and only if its socle soc(V ), i.e. the sum of the irreducible submodules of V , is an essential submodule of V of finite length.
, which is a locally unital algebra with distinguished idempotents (1 x ) x∈X that are the images of the ones in A. Also let
, viewed as a locally unital algebra with multiplication that is the opposite of composition.
is a well-defined algebra isomorphism. Hence, A/J is a contraction of a (possibly infinite) direct sum of locally unital matrix algebras. It follows that A/J is semisimple, i.e. every A/J-module is completely reducible. Moreover, J is the smallest two-sided ideal of A with this property. (L6) For a right A-module V , its radical rad(V ) := V J is the intersection of all of its proper maximal submodules; its head hd(V ) := V / rad(V ) is its largest completely reducible quotient. Applying ⊛ to the statements made in (L4), we deduce that every finitely generated A-module has a projective cover; moreover, 
All but finitely many summands on the right hand side are zero, so there are only finitely many b ∈ B such that L(b)1 x = 0. Hence, for any V , we have that
In particular, we get from this that V is locally finite-dimensional if and only if [V :
(L9) Suppose we are given a family (A i ) i∈I of locally finite-dimensional locally unital algebras, with the distinguished idempotents in A i indexed by X i . Then A := i∈I A i is a locally finite-dimensonal locally unital algebra with distinguished idempotents indexed by X := i∈I X i . Moreover there is an equivalence of categories i∈I Mod-A i → Mod-A which sends an object (V i ) i∈I of i∈I Mod-A i to the A-module i∈I V i . (L10) Suppose B = i∈I B i is a partition such that that Hom A (P (b), P (c)) = 0 for all b ∈ B i , c ∈ B j and i = j. For x ∈ X, we can write 1 x uniquely as a sum of mutually orthogonal idempotents 1
, which is itself a locally unital algebra with idempotents (1 (x,i) ) x∈X and irreducibles represented by {L(b) | b ∈ B i }. Then we have that A = i∈I A i . Hence, A is a contraction of i∈I A i . If none of the B i can be partitioned any further in this way, we call this the block decomposition of A, and refer to indecomposable subalgebras A i as blocks.
2.3. Locally Schurian categories. Later in the article, we will be interested in categorical actions on categories of the following form: Definition 2.9. We say that a category C is locally Schurian if it is equivalent to Mod-A for some locally finite-dimensional locally unital algebra A.
Given a locally Schurian category C, Theorem 2.4 gives a recipe for constructing a locally finite-dimensional locally unital algebra A such that C is equivalent to Mod-A: choose a projective generating family (P (x)) x∈X for C; set
Hom C (P (x), P (y)) (2.4)
4 One can give a direct proof of this using the fact that J is locally nilpotent in the sense that eJe is a nilpotent ideal of the finite-dimensional algebra eAe for any idempotent e ∈ A.
viewed as a locally unital algebra with distinguished idempotents (1 x := 1 P (x) ) x∈X ; then the functor
is an equivalence of categories. Often it is convenient to proceed by choosing representatives {L(b) | b ∈ B} for the isomorphism classes of irreducible object in C and letting P (b) (resp. I(b)) be a projective cover (resp. an injective hull) of L(b). Then we call (P (b)) b∈B a minimal projective generating family for C, and C is equivalent to Mod-B where
This a basic locally unital algebra: the irreducible B-modules are all one dimensional. An object V in C is locally finite-dimensional if and only if all its composition multiplicities are finite. We let pC ⊆ fgC ⊆ lfdC be the full subcategories of C consisting of finitely generated projective, finitely generated, and locally finite-dimensional objects; for A as in (2.4), these are equivalent to the subcategories pMod-A, fgMod-A and lfdMod-A of Mod-A.
We say that C is Noetherian if all finitely generated (resp. cogenerated) objects satisfy ACC (resp. DCC); equivalently, the algebra A from (2.4) is locally Noetherian. We say that C is Artinian if all finitely generated (resp. cogenerated) objects satisfy DCC (resp. ACC); equivalently, the algebra A is locally Artinian. We say that C is finite if there are only finitely many isomorphism classes of irreducible object; equivalently, the basic algebra B from (2.6) is finite-dimensional. By Lemma 2.8, Artinian implies Noetherian.
If C is Artinian then fgC is a Schurian category in the sense of [BLW, §2.1] : it is Abelian, all objects are of finite length, there are enough projectives and injectives, and the endomorphism algebras of the irreducible objects are one dimensional. Moreover, for V ∈ ob C, the following are equivalent:
• V is finitely generated;
• V is finitely cogenerated;
• V has finite length.
2.4. Sweet endofunctors. We will consider categorical actions on locally Schurian categories involving functors of the following form:
Definition 2.10. Let C be a locally Schurian category. We say that an endofunctor E of C is sweet if there is an endofunctor F which is biadjoint to E.
Recalling the definition of sweet bimodule from Definition 2.2, the following theorem gives an algebraic characterization of sweet endofunctors. 
Hom C (P (x), EP (y)).
(2.7)
Moreover, E is exact, continuous and cocontinuous, and it preserves the sets of locally finite-dimensional, finitely generated, finitely cogenerated, projective and injective objects.
is a sweet endofunctor of Mod-A and H is an equivalence. Conversely, suppose that E possesses a biadjoint F . Theorem 2.7 shows that
N is both right and left dual to M , i.e. M is a sweet bimodule. It follows at once that E and F both send finitely generated objects to finitely generated objects, as T M and T N clearly do. Since E has a biadjoint, it is exact, continuous and cocontinous. Also F is exact, so E preserves projectives and injectives. To see that E preserves locally finite-dimensional objects, we observe for locally finite-dimensional V that
Similarly F preserves locally finite-dimensional objects. Finally, since E preserves finitely generated objects, we have that
is zero for all but finitely many c. Hence,
is zero for all but finitely many c. This implies that EI(b) is a finite direct sum of I(c)'s.
Hence, E preserves finitely cogenerated objects, and similarly for F .
Lemma 2.12. Suppose that F and G are sweet endofunctors of a locally Schurian category C. Let η :
Proof. We may assume that C = Mod-B for a basic locally unital algebra B. This means that the irreducible B-modules are parametrized by the same set B as indexes its distinguished idempotents, and [V :
The main step is to prove that η V : F V → GV is an isomorphism for each locally finite-dimensional B-module V . Assuming this, the lemma may be deduced as follows: given any B-module V , consider a two-step projective resolution Q → P → V → 0; since P and Q are direct sums of finitely generated projectives, and F and G commute with arbitrary direct sums, the locally finite-dimensional result shows that η P and η Q are isomorphisms. Hence, η V is an isomorphism too by the Five Lemma.
So now suppose that V is locally finite-dimensional. It suffices to show for each fixed a ∈ B that the restriction of η V defines a linear isomorphism between (F V )1 a and (GV )1 a . Let
Fixing a left adjoint E to F , we have that X = {b ∈ B| Hom B (EP (a), L(b)) = 0}. Since EP (a) is a finitely generated projective, we deduce from this that X is finite; moreover, EP (a) a direct sum of indecomposable projectives of the form P (b) for b ∈ X. Now we proceed by induction on n :
For the induction step, we take a vector 0 = v ∈ V 1 b for some b ∈ X. Let W := vB and W ′ := rad(W ), so that we
2.5. Serre quotients. Finally in this section, we review briefly the standard notions of Serre subcategory and Serre quotient category in the setting of locally Schurian categories. Let C be a locally Schurian category with irreducible objects represented by {L(b)|b ∈ B} as above. Let B ′ be any subset of B and C ′ be the full subcategory of C consisting of all the objects whose irreducible subquotients are isomorphic to L(b) for b ∈ B ′ . It is a Serre subcategory of C, i.e. it is closed under taking subobjects, quotients and extensions. Moreover it is itself a locally Schurian category with irreducible objects represented by {L(b) | b ∈ B ′ }. To see this, define B according to (2.6) so that C is equivalent to Mod-B. Then C ′ is equivalent to Mod-B ′ where B ′ is the quotient of B by the two-sided ideal generated by the idempotents {1 b | b ∈ B \ B ′ }. The exact inclusion functor ι : C ′ → C corresponds to the natural inflation functor from Mod-B ′ to Mod-B, and it has a left adjoint ι ! (resp. a right adjoint ι * ) which sends an object to its largest quotient (resp. subobject) belonging to C ′ . We have that ι
′ is an Abelian category equipped with an exact quotient functor π : C → C/C ′ satisfying the following universal property: if F : C → D is any exact functor to an Abelian category D then there is a unique functorF :
′ is another locally Schurian category with irreducibles represented by {πL(b)|b ∈ B\B ′ }. Again this is easy to see in terms of the algebra B: the category C/C ′ is equivalent to modules over the algebra eBe := b,c∈B\B ′ 1 b B1 c . The quotient functor π corresponds to the obvious truncation functor e : Mod-B → Mod-eBe sending a B-module V to V e := b∈B\B ′ V 1 b . Consequently, π has a left adjoint π ! : C/C ′ → C and a right adjoint π * : C/C ′ corresponding to the functors − ⊗ eBe eB and
Lemma 2.13. In the above setup, assume that we are given V, W ∈ ob C such that V is finitely generated, W is finitely cogenerated, and all constituents of hd(V ) and
Then the functor π induces an isomorphism
Proof. The counit of adjunction defines a morphism f : π ! πV → V . By the assumptions on V , f is an epimorphism. Moreover f becomes an isomorphism on applying π, hence ker f belongs to C ′ . Using also the assumptions on W , we deduce that
Kac-Moody 2-categories
In this section, we review Rouquier's definition of Kac-Moody 2-category from [R1] . Then, following [B3] , we explain the relationship between this and the 2-category introduced by Khovanov and Lauda in [KL3] , and discuss the graded version. Note our exposition uses a slightly different normalization for the second adjunction compared to [B3] based on the idea of [BHLW] .
3.1. Kac-Moody data. Let I be a finite index set 5 and
Pick a finite-dimensional complex vector space h and linearly independent subsets {α i | i ∈ I} and {h i | i ∈ I} of h * and h, respectively, such
We refer to P and Q as the weight lattice and the root lattice, respectively. We view P as an interval-finite poset via the usual dominance ordering:
Let g be the associated Kac-Moody algebra with Cartan subalgebra h. Thus, g is the Lie algebra generated by h and elements e i , f i (i ∈ I) subject to the usual Serre relations: for h, h ′ ∈ h and i, j ∈ I we have that
Let U (g) be its universal enveloping algebra. Actually it is often more convenient to work with the idempotented versionU (g) of U (g), which is a certain locally unital algebra with distinguished idempotents (1 λ ) λ∈P . It is defined by analogy with [Lu2, §23.1] (which treats the quantum case). As well as being an algebra,
By an upper (resp. lower) integrable module, we mean a weight module with finitedimensional weight spaces all of whose weights lie in a finite union of sets of the form λ − Q + (resp. λ + Q + ). By the classical theory from [Kac, Chapters 9-10], a g-module is upper integrable if and only if it is isomorphic to a finite direct sum of the irreducible modules
(3.4) for κ ∈ P + ; these are the integrable highest weight modules. Similarly, a g-module is lower integrable if and only if it is a finite direct sum of the (irreducible) integrable lowest weight modules
for κ ∈ P + and κ ′ ∈ −P + . These modules are not so well studied, but they play an important role in Lusztig's construction of canonical bases forU (g) from [Lu2, Part IV] . They are integrable modules but they may have infinite-dimensional weight spaces outside of finite type, so that they are neither upper nor lower integrable. The next lemma is the classical counterpart of [Lu2, Proposition 23.3.6] .
The following lemma about annihilators will be useful later on.
Lemma 3.2. We have that
Moreover if g is of finite type then
6 All of these assertions depend on the assumption that A is symmetrizable.
Proof. The proof of the first statement reduces using Lemma 3.1 to checking that the maps
are injective, where U ± (g) are the positive and negative parts of U (g) generated by the e i and f i , respectively. These are well-known facts; e.g. they can be deduced in a non-classical way from [Lu2, Proposition 19.3.7] . The second statement (which is even better known) follows from the first since each L(κ ′ |κ) is a finite direct sum of L(λ)'s in view of Lemma 3.1 and complete reducibility.
3.2. Strict 2-categories. Let Cat be the category of (small) k-linear categories and k-linear functors. It is a monoidal category with tensor functor ⊠ : Cat × Cat → Cat defined on objects (= categories) by letting C ⊠ C ′ be the category with objects that are
and composition law defined by (g⊗g
Definition 3.3. A strict 2-category is a category enriched in Cat. Thus, for objects λ, µ in a strict 2-category C, there is given a category Hom C (λ, µ) of morphisms from λ to µ, whose objects F, G are the 1-morphisms of C, and whose morphisms x : F ⇒ G are the 2-morphisms of C.
For example, Cat can be viewed as a strict 2-category Cat with 2-morphisms being natural transformations.
Given a strict 2-category C, we use the shorthand Hom C (F, G) for the vector space Hom Hom C (λ,µ) (F, G) of all 2-morphisms x : F ⇒ G. Let us also briefly recall the "string calculus" for 2-morphisms in C; e.g. see [L2, §2] . We represent a 2-morphism x ∈ Hom C (F, G) by the picture
The vertical composition y•x of x with another 2-morphism y ∈ Hom C (G, H) is obtained by vertically stacking pictures:
µ → ν, we denote their horizontal composition by yx : GF ⇒ KH, and represent it by horizontally stacking pictures:
When confusion seems unlikely, we will use the same notation for a 1-morphism F as for its identity 2-morphism. With this convention, we have that yH • Gx = yx = Kx • yF , or in pictures:
This is the interchange law; it means that diagrams for 2-morphisms are invariant under rectilinear isotopy.
We note that any strict 2-category C has an additive envelope constructed by taking the additive envelope of each of the morphism categories in C. The additive Karoubi envelopeĊ is the strict 2-category obtained by taking idempotent completions after that. Finally, we define the Grothendieck ring
where the latter K 0 denotes the usual split Grothendieck group of an additive category. Horizontal composition induces a multiplication making K 0 (Ċ) into a locally unital ring with distinguished idempotents (1 λ ) λ∈ob C .
3.3. Quiver Hecke categories and the nil Hecke algebra. The data of a strict monoidal category C is equivalent to that of a strict 2-category C with one object; the objects and morphisms in C correspond to the 1-morphisms and 2-morphisms in C. For strict monoidal categories, we will use the same diagrammatic formalism as explained in the previous subsection; the only difference is that there no need to label the regions of the diagrams by objects since there is only one.
In the next definition, we introduce the quiver Hecke category, which is "half" of the Kac-Moody 2-category U(g) to be defined in the next subsection. Everything from this point on depends on the Kac-Moody data from §3.1 plus some additional parameters: we fix : i ⊗ j → j ⊗ i subject to the following relations:
In [B3] and elsewhere, scalars s pq ij are incorporated into the relations also for p = 0 or q = 0; we don't allow so much freedom here because it makes it impossible to prove that dots are nilpotent in the cyclotomic quotients discussed below (see Lemma 4.16). : i ⊗ j → j ⊗ i subject to the relations obtained by reversing the directions of all the arrows in the above, then switching the order of the terms on the left hand sides of the second, third and fourth relations. In fact, H ′ is isomorphic to H, but the different normalization of generators is sometimes more convenient.
For objects i = i n ⊗ · · · ⊗ i 1 ∈ I ⊗n and j = j m ⊗ · · · ⊗ j 1 ∈ I ⊗m , there are no morphisms i → j in H unless m = n. The endomorphism algebra
is the (positive) quiver Hecke algebra which was introduced independently in [R1] and [KL1] . There is also the negative version
, which is isomorphic to H n with a different normalization of generators.
In the special case that I is a singleton, the quiver Hecke algebra H n is the nil Hecke algebra N H n , which plays a crucial role in the general theory. Numbering strands by 1, . . . , n from right to left, let us write X i for the element of N H n corresponding to a dot on the ith strand, and T i for the element corresponding to the crossing of the ith and (i + 1)th strands. Let S n be the symmetric group with its usual simple reflections s 1 , . . . , s n−1 , length function ℓ and longest element w n . It acts naturally on the polynomial algebra Pol n := k[X 1 , . . . , X n ]; we write Sym n for the subalgebra of invariants. The following are well known; e.g. see [KL1, §2] , [R2, §2] or [B2, §2] .
(N1) There is a faithful representation of N H n on Pol n defined by X i · f := X i f and
Xi−Xi+1 (the ith Demazure operator). (N2) For any w ∈ S n , let T w be the corresponding element of N H n defined via a reduced expression for w. Then N H n is a free left Pol n -module on basis {T w | w ∈ S n }. In particular, Pol n ֒→ N H n . (N3) The algebra Pol n is a free Sym n -module on basis {b w | w ∈ S n } where
· · · X n−1 T wn acts on the basis for Pol n from (N3) by π n · b w = δ w,1 b w . Hence, it is a primitive idempotent in N H n , and
In the remainder of the subsection, we wish to give a first indication of the power of the quiver Hecke relations. Let C be some category which is additive and idempotentcomplete. Suppose that we are given a categorical action of the quiver Hecke category H on C, i.e. there is a strict monoidal functor
where End(C) denotes the strict monoidal category of all endofunctors of C. Let E i := Φ(i) and
. Since E i is k-linear (as always), it is additive, hence it induces an endomorphism e i := [E i ] of the split Grothendieck group K 0 (C). More generally, for i ∈ I and n ≥ 1, we can obviously identify the nil Hecke algebra N H n with End H (i ⊗n ); then the image under Φ of the idempotent π n from (N5) gives us an
it is the endofunctor of C that sends an object V to the image of (π i,n ) V ∈ End C (E n i V ), and a morphism f : V → W to the restriction of E n i f . The following lemma shows that this categorifies the divided power e (n) i := e n i /n!.
Lemma 3.5. We have that E
Proof. By (N5), the identity element of N H n is a sum of n! primitive idempotents, each of which is conjugate to π n . Lemma 3.6. Suppose for some V ∈ ob C that there is a monic polynomial f (t) of degree
Proof. The second statement follows from the first: if C is finite-dimensional then, for any V ∈ ob C, we have that (x i ) V is an element of the finite-dimensional algebra End C (E i V ). Hence, it certainly satisfies some polynomial relation. To prove the first statement, we first note the following identity in N H n+1 :
This holds because π 2 n+1 = π n+1 and moreover
· · · X n T wn+1 = 0 for m < n by degree considerations. Now as above we identify N H n+1 with End H (i ⊗(n+1) ), apply Φ to our identity, then evaluate the resulting natural transformations at V . By assumption, Φ(f (X 1 )) V = E n i f ((x i ) V ) = 0. Hence, the left hand side vanishes, and we deduce that Φ(π n+1 ) V = 0. This is the identity endomorphism of E Definition 3.8. The Kac-Moody 2-category U(g) is the strict 2-category 8 with objects P ; generating 1-morphisms E i 1 λ : λ → λ + α i and F i 1 λ : λ → λ − α i for each i ∈ I and λ ∈ P , whose identity 2-morphisms will be represented diagrammatically by λ+αi i λ and λ−αi i λ, respectively; and generating 2-morphisms
The generating 2-morphisms are subject to the following relations. First, we have the positive quiver 8 Some authors require it is additive from the outset but we don't assume this.
Hecke relations (cf. Definition 3.4):
Next we have the right adjunction relations
which imply that F i 1 λ+αi is a right dual of E i 1 λ . Finally there are some inversion relations. To formulate these, define a new 2-morphism
Then the inversion relations assert that the following are isomorphisms:
the last two being 2-morphisms in the additive envelope of U(g).
Remark 3.9. More formally, the inversion relations mean that there are some additional generating 2-morphisms
F i E i 1 λ → 1 λ for 0 ≤ n < h i , λ and 0 ≤ m < − h i , λ such that the following hold:
As usual with objects defined by generators and relations, one then needs to play the game of deriving consequences from the defining relations. Here we record some which were established in [B3] ; we also cite below the more recent exposition in [BE2] since that uses exactly the same normalization as here.
(K1) Negative quiver Hecke relations. Define 2-morphisms
On rotating the positive quiver Hecke relations clockwise through 180
• , one sees that these satisfy the negative quiver Hecke relations:
(K2) Second adjunction. We next introduce 2-morphisms
The definition of these was suggested already by Rouquier in [R1, §4.1.4] . Following the idea of [BHLW] we will normalize them in a different way which depends on an additional choice of units c λ;i ∈ k × for each i ∈ I and λ ∈ P such that c λ+αj ;i = t ij c λ;i . Fixing such a choice from now on, we set
Then by [B3, Theorem 4.3 
It follows that
This is the main advantage of the normalization of the second adjunction from [BHLW] as chosen in (K2). (K4) Infinite Grassmannian relations. Let Sym be the algebra of symmetric functions over k. Recall Sym is generated both by the elementary symmetric functions e n (n ≥ 1) and by the complete symmetric functions h n (n ≥ 1). Adopting the convention that e 0 = h 0 = 1 and e n = h n = 0 for n < 0, these two families of generators are related by the equation Take i ∈ I, λ ∈ P and set h := h i , λ . Then the infinite Grassmannian relations assert that there is a well-defined homomorphism
This was proved originally by Lauda 9 in [L1, Proposition 8.2]; see [BE2, Proposition 5 .1] where it is established using our normalization. It motivated Lauda's introduction also of certain negatively dotted bubbles, which are 2-morphisms in End U(g) (1 λ ) defined so that (3.11)-(3.12) hold for all n ∈ Z. (K5) Dual inversion relations. The following 2-morphisms are invertible:
This may be deduced from the definitions above using also the following relations proved in [B3, Note here we are using the negatively dotted bubbles. Another consequence of the last relations displayed, plus the description of the leftward crossing given in (K3), is that all 2-morphisms in U(g) are generated (under both vertical and horizontal composition) by upward dots, upward crossings, and leftward and rightward cups and caps. (K6) Curl relations. For n ≥ 0 we have:
These are proved e.g. 9 In fact, Lauda showed for g = sl 2 that this homomorphism is an isomorphism. In general, the product of the homomorphisms β λ;i over all i ∈ I should given an isomorphism i∈I Sym ∼ → End U(g) (1 λ ), but the proof of this assertion depends on the Nondegeneracy Condition discussed later in the subsection.
Then following hold for all n ∈ Z. First: Finally for i = j with d ij > 0 we have:
In the simply-laced case, these were proved in [KL3, Propositions 3. In pictures, this new presentation is the original presentation from Definition 3.8 rotated through 180
• .
It still seems somewhat remarkable that all of the above relations (K1)-(K8) can be derived from Rouquier's minimalistic definition. Independently, Khovanov and Lauda [KL3] introduced a strict 2-category incorporating extra generators and relations essentially matching the ones above; see also [CL] which extended the definition in [KL3] to more general parameters. The following is a consequence of (K1)-(K8).
Theorem 3.11 ([B3, Main Theorem]). Rouquier's Kac-Moody 2-category U(g) from Definition 3.8 is isomorphic to the 2-category introduced in [KL3, CL].
Khovanov and Lauda exploited their extra generators and relations to construct some explicit sets of 2-morphisms 10 which they showed span the 2-morphism spaces in U(g); see [KL3, Proposition 3.11] . They then conjectured that these spanning sets actually give bases for the 2-morphism spaces in U(g). This is the Nondegeneracy Condition from [KL3, §3.2.3]. For g = sl n , it is known that the Nondegeneracy Condition holds, thanks to [KL3, §6.4] .
To explain the significance of the Nondegeneracy Condition, letU(g) be the additive Karoubi envelope of U(g) and K 0 (U(g)) = λ,µ∈P 1 µ K 0 (U(g))1 λ be its Grothendieck ring as in (3.7). Also letU (g) Z be the Kostant Z-form forU (g), i.e. the subring generated by the idempotents 1 λ and the divided powers e (r) i 1 λ , f (r) i 1 λ for λ ∈ P, i ∈ I and r ≥ 1. Then the arguments used to prove [KL3, Theorem 1.1] (which are based ultimately on Lemmas 3.5 and 3.7) show that there is a unique surjective locally unital homomorphism γ :U (g) Z ։ K 0 (U(g)) (3.14)
which sends e i 1 λ and f i 1 λ to [E i 1 λ ] and [F i 1 λ ], respectively. Moreover, assuming the parameters satisfy the homogeneity property 3.15) and providing that the Nondegeneracy Condition holds, [KL3, Theorem 1.2] implies that γ is an isomorphism. This makes precise the sense in which U(g) should categorify the universal enveloping algebra of g.
Remark 3.12. In finite type, it is known that γ is an isomorphism (regardless of whether (3.15) holds); see Corollary 4.21 below.
Remark 3.13. As we were finalizing this article, Webster released a preliminary version of [W3] . In this work, he appears to have found a general proof of the Nondegeneracy Condition valid for all types and all choices of parameters satisfying (3.15).
3.5. Gradings. In this subsection, we discuss the graded version U q (g) of U(g) and its connection to quantum groups. Our language is based on [BE1, §6] , and is slightly different to that of [KL3, R1] . Let GVec be the symmetric monoidal category of (small) Z-graded vector spaces and degree-preserving linear maps. The grading shift functor gives an automorphism Q : GVec → GVec, 10 They worked with a restricted choice of parameters compared to here, but it is clear how to extend their constructions to the general case using (K1)-(K8).
our convention for this being that (QV ) n = V n−1 . By a graded category, we mean a category enriched in GVec. Thus, the morphism spaces in a graded category are equipped with a Z-grading in a way that is compatible with composition. If C is any graded category, the underlying category C is the category with the same objects as C, but only the homogeneous morphisms of degree zero. For example, GVec is the underlying category of the graded category GVec whose objects are (small) Z-graded vector spaces and whose morphisms are sums of homogeneous linear maps of various degrees.
Let GCat be the category of all (small) graded categories. It is monoidal with product ⊠ defined just like in §3.2. A strict graded 2-category is a category enriched in GCat; cf. Definition 3.3. If C is any graded 2-category, the underlying 2-category C is the 2-category with the same objects and 1-morphisms as C, but only the homogeneous 2-morphisms of degree zero. Also letĊ be the additive Karoubi envelope of C, and K 0 (Ċ) be its Grothendieck ring defined as in (3.7).
For any graded 2-category C, there is a universal construction of another graded 2-category C q , which we call the Q-envelope of C. It has the same object set as C. Given objects λ, µ, the 1-morphisms λ → µ in C q are defined formally to be symbols Q n F for all 1-morphisms F : λ → µ in C and all n ∈ Z. Then the 2-morphisms in C q are defined from
where the Q m−n on the right hand side is the grading shift in GVec. Horizontal composition of 1-morphisms in C q is induced by the horizontal composition in C so that
Similarly, the horizontal and vertical compositions of 2-morphisms in C q are induced in an obvious way by the horizontal and vertical compositions in C. Note also for each 1-morphism F of C and n ∈ Z that 1 F defines a canonical 2-isomorphism Q n F ∼ → F in C q that is homogeneous of degree −n. The point of the construction of Q-envelope is that C q (hence, the underlying 2-category C q ) is equipped with distinguished 1-morphisms q λ := Q1 λ : λ → λ for each object λ, such that q µ F = F q λ for each 1-morphism F : λ → µ. In particular, the Grothendieck ring K 0 (Ċ q ) is actually a Z[q, q −1 ]-algebra, with q acting on 1
Definition 3.14. Assume that the parameters fixed in §3.3 satisfy (3.15). Then the relations defining the Kac-Moody 2-category U(g) are all homogeneous, so we can make U(g) into a graded 2-category by declaring that the generating 2-morphisms • 
Then we define the graded Kac-Moody 2-category U q (g) to be the Q-envelope of this graded 2-category.
Using Theorem 3.11, it is easy to see that the underlying 2-category U q (g) is isomorphic to the graded version of the Kac-Moody 2-category as defined in [R1, KL3] . Then [KL3, Theorem 1.1] shows that there is a surjective Z[q, q −1 ]-algebra homomorphism
whereU q (g) Z denotes the Kostant-Lusztig Z-form of the idempotented version of the quantized enveloping algebra U q (g). Moreover, providing that the Nondegeneracy Condition holds, [KL3, Theorem 1.2] shows that γ q is an isomorphism. The injectivity of γ claimed earlier in the ungraded setting follows from this on specializing q to 1.
Categorical actions and crystals
In this final section, we focus on 2-representations of Kac-Moody 2-categories. We will review the existing results mostly following Rouquier [R2] . After that, we focus on the locally Schurian case, explaining various results in that setting which generalize aspects of [CR, R1] (M1) a category R with a given decomposition R = λ∈P R λ into weight subcategories; (M2) endofunctors E i and F i of R for each i ∈ I, such that E i | R λ : R λ → R λ+αi and
positive quiver Hecke relations from Definition 3.4, i.e. so that there is a strict monoidal functor Φ :
into a right adjoint of E i . Then we require that the following axiom holds:
(M5) all of the natural transformations σ ij (i = j) and ρ i,λ are invertible, where
We say that a 2-representation R is small, finite-dimensional, additive, Abelian etc... if all of the categories R λ (λ ∈ P ) are small, finite-dimensional, additive, Abelian etc... In the additive case, the functors E i and F i extend to λ∈P R λ , and it is more convenient to denote this by R in place of λ∈P R λ . If R is not additive, one can always replace it by its additive envelope, or indeed its additive Karoubi envelopeṘ; the endofunctors E i and F i extend canonically to make these into 2-representations too.
The point of Definition 4.1 is that a small 2-representation R is exactly the same data as a strict 2-functor R : U(g) → Cat. The dictionary for going between the two notions is given by R λ = R(λ),
The following strengthens [R1, Theorem 5.16 ].
Lemma 4.2. Suppose that R is a 2-representation in the sense of Definition 4.1. Then there is a canonical choice for the unit η
Proof. We may assume that R is small, so that there is a corresponding strict 2-functor R : U(g) → Cat. Then let η 
satisfying the negative quiver Hecke relations, i.e. so that there is a strict monoidal functor
for h := h i , λ . This follows because, in view of the alternative presentation of U(g) from Remark 3.10, the new formulation is also the data of a strict 2-functor.
If R is a 2-representation, the endofunctors E i and F i induce endomorphisms [E i ] and [F i ] of the split Grothendieck group Proof. We may assume that R (hence,Ṙ) is small, so that there is a corresponding strict 2-functorṘ :U(g) → Cat withṘ(λ) =Ṙ λ , etc... The definition of strict 2-functor then ensures that K 0 (Ṙ) is a module over K 0 (U(g)): for F ∈ ob HomU (g) (λ, µ) defining
[F ] ∈ K 0 (U(g)), and P ∈ obṘ λ defining [P ] ∈ K 0 (Ṙ λ ), we set [F ] [P ] := [Ṙ(F )(P )] ∈ K 0 (Ṙ µ ). It remains to lift the action of K 0 (U(g)) toU (g) Z using the homomorphism γ from (3.14); this does not depend on the injectivity of γ.
Lemma 4.4 shows for any 2-representation R that C ⊗ Z K 0 (Ṙ) is a g-module in a canonical way. Typically, it is an integrable g-module in view of the next lemma.
Proof. The local nilpotency of e i follows from Lemma 3.6. Similar arguments with the negative nil Hecke category show that f i is locally nilpotent too. Definition 4.6. Let R and S be 2-representations. A strongly equivariant functor G : R → S is a functor such that G| R λ : R λ → S λ for each λ ∈ P , plus natural isomorphisms ζ i = ζ G,i : E i G ⇒ GE i , such that the following hold for each i ∈ I:
(E1) the natural transformation
There is an obvious way to make the composition GH of two strongly equivariant functors into a strongly equivariant functor in its own right: set ζ GH,i := ζ G,i H • Gζ H,i . Also the identity functor 1 is strongly equivariant with ζ 1,i := 1 Ei . Let Rep(U(g)) be the resulting category of (small) 2-representations and strongly equivariant functors.
Definition 4.7. A strongly equivariant equivalence is an equivalence of categories G :
Remark 4.8. In the situation of Definition 4.7, the axiom (E1) holds automatically, i.e. strongly equivariant equivalences are strongly equivariant functors. To see this, fix a right adjoint H to G. The given isomorphism ζ i : E i G ⇒ GE i induces a canonical isomorphism F i H ⇒ HF i between the right adjoints of GE i and E i G. Horizontally composing on the left and right with G and using the isomorphisms 1 ⇒ HG and GH ⇒ 1 defined by the adjunction, we get an isomorphism GF i ⇒ F i G. This is precisely the natural transformation written down in (E1).
It is helpful to interpret Definition 4.6 in terms of the string calculus for 2-morphisms in Cat. We represent ζ i by i (so the dotted line is the identity morphism 1 G , to the right of which is the category R and to the left is S). Then it is natural to denote its inverse by 
where the dots and solid crossings represent x i and τ ij , respectively. Representing
by oriented cups and caps as usual, one can check further that
The first two of these are almost immediate; the second two follow using the inversion relations and the definitions of the leftward cups and caps in U(g).
Remark 4.9. If R, S are small 2-representations with associated 2-functors R, S, the data of a strongly equivariant functor G : R → S is the same as the data of a morphism of 2-functors G : R → S as in [R1, Definition 2.3] (with G(λ) = G| R λ ). Indeed, given any 1-morphism u : λ → µ in U(g), i.e. an appropriate composition of several E i and F j applied to 1 λ , the corresponding horizontal composition of ζ i and ζ
satisfying the axioms of a morphism of 2-functors. The non-trivial part about this assertion is the naturality of ζ(u), i.e. the statement that
The proof of this reduces to checking it in case ξ is an upward dot or crossing or any cup or cap, since these generate all 2-morphisms in U(g) thanks to (K5). These cases are covered by (4.2)-(4.3).
Remark 4.10. Using (4.3), we see in particular that
, i.e. the natural transformation ζ ′ i determines ζ i . Indeed, using also Remark 4.9, one can reformulate Definition 4.6 equivalently in terms of isomorphisms ζ (U(g) ) be the strict 2-category of (small) 2-representations, strongly equivariant functors and strongly equivariant natural transformations. We denote the morphism categories in this 2-category by Hom U(g) (R, S).
Remark 4.12. In the setup of Remark 4.9, a strongly equivariant natural transformation is the same as a modification between morphisms of 2-functors in the sense of [R1, Definition 2.4]. 4.2. Generalized cyclotomic quotients. In this subsection, we define some important examples of 2-representations. We need a couple more basic notions to prepare for this.
Fix a weight κ ∈ P . Then there is a 2-representation 11 R(κ) of U(g) defined as follows: R(κ) λ := Hom U(g) (κ, λ); E i (resp. F i ) is the functor defined by horizontally composing 1-morphisms on the left by E i (resp. F i ) and 2-morphisms on the left by 
An invariant ideal
12 I of a 2-representation R is a family of subspaces
11 In [R2, §4.3 .3], Rouquier denotes this by M(κ), but that seems confusing notation since it is a categorification of the left idealU(g)1κ rather than the Verma module M (κ). 12 In Rouquier's language, an invariant ideal is the data of a full sub-2-representation.
Given an invariant ideal I, the quotient category R/I is the category with the same objects as R and morphisms Hom R/I (b, c) := Hom R (b, c)/I(b, c). It has a naturally induced structure of 2-representation in its own right. Now we are ready for the main construction.
Construction 4.13. Fix weights κ ∈ P + , κ 
Here, we are working in
by extending scalars in the obvious way. Let I be the k[z]-linear invariant ideal of R generated by the morphisms
for all i ∈ I and s = 1, . . . , k ′ i , using the shorthand (3.13). Taking the quotient, we obtain the
Finally, we viewing k as a k[z]-algebra so that each z i,r , z ′ i,r act as zero, we have the minimal specialization
Lemma 4.14. The ideal I in Construction 4.13 is generated also by the morphisms
for all i ∈ I and s = 1, . . . , k i . Moreover, it contains (4.6) and (4.10) for all s ≥ 0.
Proof. We first show that the images of the elements (4.6) are zero in L(κ ′ |κ) for all s ≥ 0. For the induction step, we may assume that s > k 4) . Now let e(t) := r≥0 e r t r and h(t) := r≥0 h r t r , so that e(−t)h(t) = 1 by (3.10); remember also the definitions (3.11)-(3.12). Also set δ i (t) := s≥0 δ i,s t s and δ 1 by (4.4) . In the previous paragraph, we have shown that the image of β κ+κ ′ ;i (h(t)) is c −1 κ+κ ′ ;i 1 κ+κ ′ δ i (t). Hence, the image of β κ+κ ′ ;i (e(−t)) is c κ+κ ′ ;i 1 κ+κ ′ δ ′ i (t). This shows that (4.10) belongs to I for all s ≥ 0. In this paragraph we show that (4.9) belongs to I too. Working in L(κ ′ |κ) once again, we have by (4.5) and (K6) that
Changing the summation using also (4.6), we have shown that
It remains to apply (4.4) to simplify this to (4.9). Conversely, one checks by similar arguments that the k[z]-linear invariant ideal I ′ generated by the elements (4.9)-(4.10) contains (4.5)-(4.6).
Lemma 4.15. There is a unique g-module homomorphism
Proof. We need to show that the homomorphismU (g)1
The first equality here follows from Lemma 3.6 and the defining relation (4.9); the second one follows similarly using (4.5) and a rotated version of Lemma 3.6.
Proof. We show by induction on r that (x i ) u is nilpotent for any object u that is a monomial obtained by applying r of the generating E's and F 's to 1 κ+κ ′ ; similar arguments give the nilpotency of (x ′ i ) u too. The base case r = 0 follows from (4.5) and (4.9), since they show that
For the induction step, we consider (x i ) u for a monomial u of length (r + 1). There are three cases:
• λ. Using the relations, one checks that
As (
is zero for some n by induction, we deduce that ( Proof. We take u, v ∈ ob L min (κ ′ |κ) λ , i.e. 1-morphisms κ + κ ′ → λ in U(g) for some λ ∈ P , and consider the explicit spanning set for Hom U(g) (u, v) constructed as in [KL3, Proposition 3 .11]; we arrange this so that all the dotted bubbles appear at the right hand side of the diagrams. We need to show that the image of this set spans a finitedimensional vector space when we pass to the quotient L min (κ ′ |κ). This is clear because any diagram with a bubble vanishes in the quotient by the relations (4.6) and (4.10), and any diagram with too many dots on any given strand vanishes by the nilpotency established in Lemma 4.16. for i ∈ I and r = 1, . . . , k i . In view of (4.13), there is no need to extend scalars to k[z] after all: we could equivalently define L(κ) to be the quotient of R(κ) by the invariant ideal generated by the morphisms (4.12) for all i ∈ I, viewing it as a k[z]-linear 2-representation so that each z i,r acts by horizontally composing on the right with c κ;i i κ
• r+ * .
The discussion in the previous paragraph shows that L(κ) is Rouquier's universal categorification of L(κ) from [R2, §4.3.3] . These 2-representations play a fundamental role in his general structure theory for upper integrable 2-representations. To start with, they formally satisfy the following universal property: for any 2-representation V, let
which is a full subcategory of V κ ; then there is an equivalence of categories
This is a key ingredient in [R2, Theorem 4.22] , which shows that any upper integrable, additive, idempotent-complete 2-representation has a finite filtration whose sections are specializations of theL(κ)'s ordered in some way refining the dominance order (most dominant at the bottom). This result is a categorical analog of the filtration of a based module constructed by Lusztig in [Lu2, Ch. 27] . Using a fundamental theorem of Kang and Kashiwara [KK, Theorem 5 .2], Rouquier has also given an equivalent realization ofL (κ) . Applying the universal property from (4.14), we get a canonical strongly equivariant functor G :
Theorem 4.19 ([R2, Theorem 4.25]). The functor G is k[z]-linear and it induces a strongly equivariant equivalence
It follows immediately that the minimal categorification
is Morita equivalent to the quotient H ′ min (κ) of H ′ by the left tensor ideal generated by 4.18) are the cyclotomic quiver Hecke algebras introduced by Khovanov and Lauda in [KL1] . They are finite-dimensional algebras, so the blocks of L min (κ) are finite-dimensional algebras too; in particular,
, which is the crucial point needed in order to deduce the following theorem, which was established already in [KK, Theorem 6.2] . Note also that Webster has given a different proof of all of these results in [W2, §3] .
Theorem 4.20 ( [KK, W2] ). For any κ ∈ P + , the homomorphism
from Lemma 4.15 is an isomorphism.
Proof. We just saw that the homomorphism is non-zero. Hence, it is injective. It is surjective too by a standard argument recalled in Corollary 4.34 below.
Corollary 4.21. If g is of finite type, then the homomorphism γ :U (g) Z → K 0 (U(g)) from (3.14) is an isomorphism; similarly, so is γ q from (3.16).
Proof. It remains to show that γ is injective. Take u ∈U (g) Z with γ(u) = 0. By its definition, the isomorphism L(κ)
) from Theorem 4.20 intertwines the action of u on the left hand space with the action of γ(u) on the right hand space. Hence, u annihilates L(κ). This is true for each κ ∈ P + , so we get that u = 0 by the second statement of Lemma 3.2.
Remark 4.22. The results just explained obviously have lowest weight analogs too. Taking κ = 0 in Construction 4.13, the universal and minimal categorifications of
, respectively. They are Morita equivalent to analogously defined cyclotomic quotients H(κ ′ ) and
Artinian, and 
Like in the proof of Corollary 4.21 (using the first statement of Lemma 3.2 instead of the second), such a result implies thaṫ U (g) Z ∼ = K 0 (U(g)) for arbitrary g. However, Webster's proof of this is intertwined with his new approach in [W3] to verifying the Nondegeneracy Condition; cf. Remark 3.13. Actually, [W3] is based on some even more general deformations, which should be closely related to our L(κ ′ |κ) when there is just one lowest and one highest weight tensor factor.
Remark 4.24. The finite-dimensional category L min (κ ′ |κ) is not Artinian in general (outside of finite type). We conjecture that it is always Noetherian. 4.3. Categorical actions. Henceforth, C denotes a locally Schurian category in the sense of Definition 2.9. We fix a set of representatives {L(b) | b ∈ B} for the isomorphism classes of irreducible objects, and let P (b) be a projective cover of L(b). Let K 0 (pC) denote the split Grothendieck group of the additive category pC (= finitely generated projectives in C). The classes . We also fix the choice of a right adjoint F i to E i for each i ∈ I, and set e i := [E i ] and f i := [F i ], which are endomorphisms of K 0 (pC). Then we impose the following axiom: (A4) for each i, j ∈ I and λ ∈ P , the commutator [e i , f j ] acts on K 0 (pC λ ) as multiplication by the scalar δ i,j h i , λ . We say that the categorical action is nilpotent 15 if (x i ) V is a nilpotent element of the finite-dimensional algebra End C (E i V ) for all i ∈ I and V ∈ ob fgC.
The following gives a general recipe producing a categorical action on the locally Schurian category Mod-A for any finite-dimensional 2-representation A. In particular, applying it to the finite-dimensional 2-representation L min (κ ′ |κ) from Construction 4.13, this shows that Mod-L min (κ ′ |κ) admits a categorical action; this example is also nilpotent thanks to Lemma 4.16.
Construction 4.26. Let A = λ∈P A λ be a finite-dimensional 2-representation. Let A = λ∈P A λ be the associated locally unital algebra as in Remark 2.1; the distinguished idempotents in A are indexed by X = λ∈P X λ where X λ := ob A λ . We define a categorical action on C := Mod-A as follows.
• Fix representatives {L(b) | b ∈ B λ } for the isomorphism classes of irreducible A λ -modules, and let B := λ∈P B λ . This partition induces the decomposition C = λ∈P C λ required for (A1); of course, we have that C λ = Mod-A λ .
• The functor E i defines locally unital homomorphisms e i : A λ → A λ+αi for each λ ∈ P ; moreover, e i (1 u ) = 1 Eiu for each u ∈ X λ . Let e * i A λ+αi be the (A λ , A λ+αi )-bimodule obtained from A λ+αi by restricting the natural left action through this homomorphism. Tensoring on the right with this bimodule defines a functorÊ i : Mod-A λ → Mod-A λ+αi for each λ ∈ P . This is the data required for (A2). The endofunctorÊ i is sweet because the functor F i extends similarly to a functorF i : Mod-A λ+αi → Mod-A λ which is biadjoint toÊ i thanks to Lemma 4.2.
• The natural transformation x i : E i → E i on each u ∈ X λ produces a family of elements
Hence, there is a bimodule homomorphism e * i A λ+αi → e * i A λ+αi defined on 1 eiu A λ+αi by left multiplication by x i;u , from which we getx i :Ê i →Ê i . Similarly, τ ij : E i E j → E j E i translates to τ ij;u ∈ 1 ej eiu A λ+αi+αj 1 eiej u such that (e j e i (f ))τ ij;u = τ ji;v (e i e j (f )) for all f ∈ 1 v A λ 1 u and u, v ∈ X λ . Left multiplication by these elements defines a bimodule homomorphism (e i e j ) * A λ+αi+αj → (e j e i ) * A λ+αi+αj . The composite functorÊ iÊj is defined by tensoring with (e i e j ) * A λ+αi+αj ∼ = e * j A λ+αj ⊗ A λ+α j e * i A λ+αi +αj , so this is what we need to getτ ij :Ê iÊj →Ê jÊi . Thus we have the data for (A3).
• Finally the axiom (A4) follows from Lemma 4.4 and (2.1).
In fact, assuming nilpotency, the notion of a finite-dimensional 2-representation is equivalent to the notion of categorical action on a locally Schurian category. This depends on the following theorem, which is a variation on [R1, Theorem 5.27] . It is a remarkable example of relations on the Grothendieck group (specifically, axiom (A4)) implying relations between 2-morphisms (specifically, axiom (M5)); Rouquier refers to this as "control by K 0 ." It is very useful since (M5) can be very difficult to check directly. Proof. Note to start with that C ⊗ Z K 0 (pC) is an integrable g-module, by the same argument as in the proof of Lemma 4.5.
In this paragraph, we explain how to see that ρ i,λ is invertible (for fixed i and λ). By Lemma 2.12, it suffices to show that ρ i,λ is invertible on L(b) for b ∈ B λ . In the Artinian case, this follows immediately from [R1, Theorem 5.22] . The proof in general reduces to the Artinian case as follows. By (A4) and integrability, the set B ′′ := {a ∈ B | P (a) is a summand of some sequence of E i and F i applied to P (b)} is finite. Of course, b ∈ B ′′ . Let B ′ := B \ B ′′ and π : C → C/C ′ be the corresponding Serre quotient as in §2.5. The isomorphism classes of irreducible objects of C/C ′ are represented by {πL(a) | a ∈ B ′′ }; in particular, C/C ′ is finite. Moreover, using the left adjoint functor π ! , we may identify its complexified K 0 with the subspace of
′′ }. The definition of B ′′ ensures that this subspace is stable under the action of e i and f i . Consequently, the functors E i and F i preserve the subcategory C ′ ; for example, for E i , this follows because Hom C (P (c),
Hence, E i and F i induce endofunctors of C/C ′ , showing that C/C ′ admits a categorical sl 2 -action. By [R1, Theorem 5.22 ], ρ i,λ is invertible on πL(b) ∈ ob C/C ′ . It just remains to invoke Lemma 2.13 to deduce that ρ i,λ is invertible on L(b) ∈ ob C too. In order to check the hypotheses of Lemma 2.13 here, we should note that if X is any functor obtained by taking a finite composition and/or direct sum of the categorification functors E i and F i , then XL(b) is finitely generated and cogenerated by Theorem 2.11. Moreover all constituents of soc(XL(b)) and hd(XL(b)) are ∼ = L(c) for c ∈ B ′′ ; for example, to see this for the head, the right adjoint Y to X preserves C ′ as before, so for c ∈ B ′ we get that Hom
It remains to show that σ ij (i = j) is invertible. For this, we appeal to the proof of [R1, Theorem 5.25 ] to get that σ ij is invertible on E r i K for all r ≥ 0 and any irreducible K with F i K = 0; this is a very general result which requires no finiteness assumptions about C other than integrability. To deduce the invertibility of σ ij on arbitrary objects, we claim that every irreducible object L ∈ ob C can be realized as a quotient (resp. subobject) of some such object E r i K. Using the claim and naturality, the invertibility of σ ij on E r i K implies the surjectivity (resp. injectivity) of σ ij on L too. Then we apply Lemma 2.12 to get that σ ij is invertible on arbitary objects. Finally, we must prove the claim. By integrability, there is a unique r ≥ 0 such that
Then we let K be any irreducible constituent of the socle (resp. head) of
; this relies on the fact that F r i L is finitely cogenerated (resp. generated) according to Theorem 2.11. Applying adjointness, we get that there is a non-zero homomorphism E r i K ։ L (resp. L ֒→ E r i K), as required. Remark 4.28. The proof of Theorem 4.27 relies ultimately on [CR, Theorem 5.27] , in which nilpotency is certainly assumed. However, we expect that this result can be generalized, so that the nilpotency assumption in the statement of Theorem 4.27 (and in the remainder of this subsection) should actually be unnecessary.
Construction 4.29. Let C be a locally Schurian category admitting a nilpotent categorical action. Fix a set X 0 indexing finitely generated projective objects (P x ) x∈X0 such that each P x belongs to some weight subcategory of C. For n ≥ 1, define X n and (P x ) x∈Xn recursively by letting X n consist of the symbols e i x, f i x for all x ∈ X n−1 and i ∈ I, and setting P eix := E i P x , P fix := F i P x . Let X := n≥0 X n . We assume further that (P x ) x∈X is a projective generating family for C. Having made this choice, we can define a finite-dimensional 2-representation A as follows.
• Let A be the finite-dimensional category with object set X, Hom A (x, y) := Hom C (P x , P y ), and composition induced by composition in C. Note that A = λ∈P A λ where A λ is the full subcategory generated by X λ := {x ∈ X | P x ∈ ob C λ }.
• LetĒ i ,F i : A → A be the endofunctors defined on objects byĒ i x := e i x,F i x := f i x. On morphisms,Ē i andF i are defined by applying the given categorification functors E i and F i in C. • Letx i :Ē i ⇒Ē i ,τ ij :Ē iĒj ⇒Ē jĒi ,η i : 1 A ⇒F iĒi andε i :Ē iFi ⇒ 1 A be the natural transformations obtained by restricting x i , τ ij , η i and ε i in the obvious way. This produces all of the data required by Definition 4.1(M1)-(M4). The final axiom (M5) is satisfied thanks to Theorem 4.27.
We leave it as an exercise for the reader to show that Constructions 4.26 and 4.29 are quasi-inverses in the appropriate sense. In particular, if one starts with C equipped with a nilpotent categorical action, applies Construction 4.29 to obtain A, then applies Construction 4.26 to define a categorical action on Mod-A, then C and Mod-A are strongly equivariantly equivalent.
4.4. Associated crystals. Finally we recall a definition of Kashiwara; e.g. see [K2] .
Definition 4.30. A normal crystal is a set B with a decomposition B = λ∈P B λ , plus crystal operatorsẽ i ,f i : B → B ⊔ {0} for each i ∈ I satisfying the following axioms:
(C1) for every λ ∈ P , the crystal operatorẽ i restricts to a map B λ → B λ+αi ⊔ {0}; The following theorem is essentially due to Chuang and Rouquier [CR] , but it has its origins in [GV, G] . It shows that every nilpotent categorical action has a canonical associated crystal. Proof. Note this only involves some fixed i, so we are reduced immediately to the case that g is of rank one. In the Artinian case, it suffices to work in the Schurian category fgC, and then everything that we need is a consequence of [CR, Proposition 5.20 ] and the construction of [R1, Theorem 5.22] . To give a little more detail, loc. cit. shows that E i L(b) is either zero, or it has irreducible head and socle which are isomorphic, and similarly for is an sl 2 -highest weight vector. By sl 2 -theory, we deduce that φ i (c) = h i , λ + mα i . Hence, φ i (b) − ε i (b) = φ i (c) − 2m = h i , λ as required. Finally, for (5), the proof of [CR, Proposition 3.20] shows that the natural action of N H n on E n i L(b) induces an isomorphism N H n / X m 1 ∼ → End C (E n i L(b)). By an elementary relation chase (omitted), the two-sided ideal of N H n generated by X m 1 is also generated by h m−n+1 , . . . , h m . Recalling that N H n is a matrix algebra over its center Sym n , we deduce on truncating with the idempotent π i,n that End C (E (n) i L(b)) ∼ = Sym n / h m−n+1 , . . . , h m . To extend the result to the general locally Schurian case, we make a reduction similar to the one made in the second paragraph of the proof of Theorem 4.27. Fix b ∈ B and define B ′′ , B ′ , C ′ and the quotient functor π : C → C/C ′ exactly as there. As we explained already, E i and F i induce endofunctors of C/C ′ , hence giving a categorical sl 2 -action on C/C ′ , which is finite. Moreover all E ′′ . So we can use Lemma 2.13 to transport the results from C/C ′ established in the previous paragraph to C, and the general result follows. Perhaps the only statement that requires additional comment is the second assertion of (4). For this, the other properties imply that E (5) is isomorphic to the cohomology of the Grassmannian Gr n,m . This is explained in [CR, §3.3.2] .
Remark 4.33. It is interesting to consider what happens in Theorem 4.31 if the nilpotency assumption is dropped. In general, one still obtains a crystal structure on B, but for a certain unfurling g of g in the sense of [W3] . This is a consequence of the isomorphism theorem established in [W3, §3] .
The following well-known corollary is a first application; again this argument appeared already in a special case in [G] . The proof of Corollary 4.34 implicitly uses the defining property of a dual perfect basis from [KKKS, Definition 4.2] . In fact, Theorem 4.31 easily implies for any nilpotent locally Schurian categorical action that {[P (b)] | b ∈ B} is a dual perfect basis for C ⊗ Z K 0 (pC). In particular, we recover the following well-known result on appealing also to [KKKS, Theorem 6 .1]; this was originally proved in [LV] by a different method.
Corollary 4.35. For κ ∈ P + , the crystal associated to the minimal categorification L min (κ) is a copy of Kashiwara's highest weight crystal B(κ).
Remark 4.36. If C is Artinian, one can also show that { [L(b) ] | b ∈ B} is a perfect basis for the complexified Grothendieck group of the Schurian category fgC in the (older) sense of [BeK, Definition 5.49] . This was observed originally by Shan [S, Proposition 6.2] . Combined with [BeK, Theorem 5 .37] (in place of [KKKS, Theorem 6 .1]), Corollary 4.35 may also be deduced from this; cf. [K, Remark 10.3.6] . However, perfect bases are not a natural thing to consider in the locally Schurian setup: in general it is not even clear that E i and F i send irreducible objects to objects of finite length.
Remark 4.37. It is natural to expect that the crystal associated to L min (κ ′ |κ) is Kashiwara's tensor product B ′ (κ ′ ) ⊗ B(κ) of the lowest weight crystal B ′ (κ ′ ) with the highest weight crystal B(κ). We hope to prove this in subsequent work using some of Losev's techniques from [L] .
