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ABSTRACT: The theoretical modeling of the relaxation behavior of polymers in the glass transition region,
advocated by Moynihan and co-workers, has been used to analyze the heat flow and the relaxation of
polymer systems during isothermal modulated DSC experiments in the glass transition region. An analytic
solution for the frequency dependent fictive temperature is obtained, which takes a particularly simple
form in the high-frequency region. The maximal phase lag of the fictive temperature Tf is âð/2, where
the exponent of the stretched-exponential characterizing the enthalpy relaxation, â, is on the order of
0.1-0.7. The corresponding maximal phase lag in the heat flow is much smaller, on the order of 2-5
deg. It is once more iterated that, as observed long ago by Birge and Nagel, the loss heat capacity
corresponds to the entropy production due to a redistribution of energy over the heat baths. The possibility
of using specific-heat spectroscopy as a tool to determine miscibility in polymer blends whose constituents
possess similar glass transition temperatures is discussed. Compared to conventional differential scanning
calorimetry, the resolution is enhanced. However, in many cases an unambiguous conclusion still requires
additional enthalpy relaxation of the blend induced by physical aging in the glassy state.
1. Introduction
Steady-state ac calorimetry was introduced more than
30 years ago as a method for measuring heat capacity.1
Specific heat spectroscopy, measuring the frequency
dependent specific heat from the response of a sample
to a sinusoidal temperature profile, is of a more recent
date.2-7 In a pioneering paper, Birge and Nagel2
discussed its application to the glass transition of
glycerol. They also clarified the precise thermodynamic
relation between the presence of a complex heat capacity
and entropy production. The adaptation of conventional
DSC to include these possibilities occurred only recently.
It was commercialized some time ago under the name
of Modulated DSC.8 Various groups have been heavily
involved in the further development of this new method,
notably the groups around Reading,9-11 Schawe,12-14
and Wunderlich15-18 but also others.19
With the advent of temperature-modulated DSC,
there is an increased interest in the theoretical descrip-
tion of the response of a polymer system to a temper-
ature-modulated profile. This is particularly true for
the glass transition region where phase lag phenomena
are prominently present. The most simple experiment
consists of subjecting the sample to a small-amplitude
temperature-modulated profile under otherwise isother-
mal conditions. Far above the glass transition temper-
ature, the system will remain in equilibrium at all
times. Considerably below the glass transition temper-
ature, on the other hand, the system will not respond
structurally to the changing temperature. In both cases
the heat flow will be in phase with the temperature
modulation. When the temperature is decreased from
above the glass transition temperature through the
transition region, the structural relaxations will gradu-
ally diminish. These relaxations are usually discussed
in terms of the fictive temperature, Tf, defined as the
temperature at which the structure would be at equi-
librium. At temperatures sufficiently far above the
glass transition temperature Tf will be identical to the
temperature and thus follow the modulated profile.
Somewhat below the glass transition temperature, Tf
will be equal to the isothermal starting conditions,
independent of the modulation. In the glass transition
region, Tf will exhibit the same modulated behavior
as the imposed temperature modulation. However, it
will do so with a smaller amplitude and with a phase
lag.
In the following sections we will briefly summarize
the description of the relaxation behavior of polymer
systems as introduced by Moynihan and co-workers.20
We will demonstrate its consequences with respect to
the response of the fictive temperature Tf to a modulated
temperature profile and discuss the consequences for
the experimentally observed heat flow. The procedure
resembles the recently published description by Hutch-
inson and Montserrat19 using a single relaxation time
model and is effectively the counterpart of the Kovacs
and co-workers multiorder parameter theory (KAHR).21
One advantage of our approach is that it leads to closed
expressions for the quantities involved that are rather
transparent. In this way, a very simple picture emerges.
We will also consider briefly the connection between the
imaginary part of the specific heat capacity, where we
follow Birge and Nagel2 in demonstrating via very
simple thermodynamic arguments how it is precisely
related to the entropy production in the heat baths.
Finally we will discuss the application of specific-heat
spectroscopy to polymer blends. The emphasis will be
on blends whose constituents have similar glass transi-
tion temperatures.
2. Model
For a given temperature trajectory T(t), as a function
of time t, the fictive temperature Tf(t) can, according to
the theoretical approach introduced by Moynihan and
892 Macromolecules 1998, 31, 892-898
S0024-9297(97)00902-9 CCC: $15.00 © 1998 American Chemical Society
Published on Web 01/23/1998
co-workers,20 be calculated by the expression
where the mean relaxation time ô obeys the empirical
form first suggested by Narayanaswamy22
Here A, x, and ¢h are phenomenological constants.
x has a value between 0 and 1 and is called the
nonlinearity parameter; ¢h governs the rate at which
the fictive temperature changes with the rate of cool-
ing,22,23 and â is the exponent of the stretched-exponen-
tial describing the relaxation of the enthalpy H.
This description of the relaxation behavior of glassy
polymers is known to suffer from several shortcom-
ings.24 However, since it is also known to describe most
of the experimental enthalpy relaxation data quite
well,25-28 it is expected to describe the response to an
isothermal temperature-modulated profile at least equally
well.
In the past, eq 1 has been used frequently as a
starting point to calculate numerically the normalized
specific heat during a conventional DSC scan, including
aging.23,25-28 This is realized by discretizing the inte-
grals:
T[k] is the value of T at time t[k]. The recurrence
relation allows us to calculate Tf[n] from T[0], ..., T[n],
t[0], ..., t[n] and Tf[0], ..., Tf[n - 1]. Computation time
is reduced if one stores the values of the inner sum (for
each j) in an array:
Going from n - 1 to n, one needs to update s[j] in the
following way:
The normalized specific heat Cp
N(t) is related to Tf[n]
by
where Cpl and Cpg are the heat capacities in the liquid
and glassy states, respectively. The heat flow corre-
sponding to a temperature trajectory T(t) is related to
Tf(t) by
The first issue we are going to address is the response
of Tf to a sinusoidal input T(t):
which corresponds to an isothermal modulated DSC
experiment. After some time Tf(t) settles to a sinusoidal
form as well:
Our main interest here is the frequency dependence
of the amplitude a′ and the phase lag æ. Now, any
linear and time-invariant system has the following
property: if the system is subjected to a sinusoidal
stimulus the output will also be sinusoidal with the
same frequency, though generally with a different
amplitude and a shifted phase. The transfer-function
fö(ö) is a complex-valued function: the absolute value
jfö(ö)j corresponds-to-the ratio of the amplitude of the
output signal and the amplitude of the incoming signal.
The argument arg(fö(ö)) corresponds to the phase shift
of the output signal with respect to the incoming signal.
Our aim is to compute the transfer-function f(ö) when
T(t) is the incoming signal and Tf(t) is the output signal.
To this end we start from Eqs 1-2. We will consider
a very small modulation amplitude. In that case eq 1
may be linearized by replacing ô-1 (T(t′′), Tf(t′′)) by the
constant
We denote the right-hand side of eq 12 by c. So, we
have
The linearized expression for Tf is
This is a convolution of dT(t)/dt and g(t) where
The fact that g(t) ) 0 for t e 0 expresses the principle
of causality. By defining ¢T(t) t T(t) - T0 and ¢Tf(t)




Tf(t) ) T0 +
s0t dt′ dT(t′)dt {1 - exp[-(st′t dt′′ô(T(t′′), Tf(t′′)))â]} (1)
ô(T,Tf) ) A exp[x¢hRT + (1 - x)¢hRTf ] (2)




T[j - 1]){1 - exp[-(∑k)jn t[k] - t[k - 1]ô(T[k], Tf[k - 1]))â]} (3)
s[j] ) ∑
k)j
n t[k] - t[k - 1]
ô(T[k], Tf[k - 1])
(4)
t )
t[n] - t[n - 1]
ô(T[n], Tf[n - 1])
(5)
s[j] ) s[j] + t for j ) 1, ..., n - 1 (6)
s[n] ) t (7)
Cp
N(t[n])  Cp(t[n]) - Cpg
Cpl - Cpg
)
Tf[n] - Tf[n - 1]











T(t) ) T0 + a sin(öt) (10)
Tf(t) ) T0 + a′ sin(öt - æ) (11)
ô-1(T(t′′), Tf(t′′)) = ô
-1(T0, T0) ) A
-1 exp[- ¢hRT0] (12)
st′t dt′′ ô-1(T(t′′), Tf(t′′)) = st′t dt′′ ô-1(T0, T0) )
c(t - t′) (13)
Tf(t) - T0 = s0tdt′ dT(t′)dt {1 - exp[-(c(t - t′))â]} (14)
g(t) ) 1 - exp[-(ct)â] if t > 0
g(t) ) 0 if t e 0
(15)
¢Tf(t) ) s0tdt′ ¢T(t′)f(t - t′) (16)
f(t) ) g′(t) ) âcâtâ-1 exp[-(ct)â] (17)
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where
This integral can be solved by using the Taylor
expansion for e-(ct)â
where ¡ denotes the gamma function. In the “high”-
frequency limit this implies
In this case the amplitude ratio and the phase lag are
very simple:
Note that in this limit the phase lag of the fictive
temperature only depends on the width of the relaxation
spectrum, i.e., â. Since the amplitude depends on the
other parameters involved through c, the phase lag of
the heat flow (eq 9) will obviously depend on all
parameters.
Applications
Although the frequency-dependent specific heat for
simple glass-forming liquids has already been measured
over a wide frequency range (4 mHz to 8 kHz),7 for the
commercial modulated DSC equipment the period of the
modulation is on the order of 30-600 s. Whether this
is in the high-frequency regime will depend on the
temperature. To investigate this, the full expression in
eq 1 has been used to calculate the amplitude ratio and
the phase lag as a function of frequency for a polymer
system which within the Moynihan description has the
parameter values used before for polystyrene28 and
presented in Table 1. Furthermore, we take T0 ) 375
K and a very small modulation amplitude, a ) 0.01 K,
the latter only to ensure the strict validity of the
linearization of eq 12. Figures1 and 2 present the
numerical data obtained by the full calculations for the
amplitude ratio and the phase lag, respectively. In
Figure 1, the high-frequency result in eq 22 is also
indicated, demonstrating that the agreement is excellent
up to rather low frequencies. The same holds true for
the phase lag, where we notice that it approaches the
limiting high-frequency value also already at rather low
frequencies. At this particular temperature, the modu-
lated periods of 30-600 s are clearly inside the limiting
regime. In this range the phase lag of Tf will be
considerable, on the order of ð/4, and the amplitude
ratio will still be on the order of 0.2. However, the
structural relaxations, manifested in the behavior of Tf,
are only a small part of the heat flow, and this will now
be addressed in more detail.
Equations 9-11 imply that the total heat flow is given
by
where the amplitude a′′ and the phase lag æ′ are the
parameters of interest. They follow straightforwardly,
by simple trigonometric arguments from this relation
together with the input of a′/a and æ. For the high-
frequency limit these were explicitly given by eq 22; in
all other cases, numerical results such as those pre-
sented in Figures 1 and 2 have to be used. Equation
23 can also be written in the form
where the frequency-dependent complex specific heat
¢Tö f(ö) ) fö(ö)¢Tö (ö) (18)
fö(ö) ) âcâ s0∞dt tâ-1 e-(ct)â e-iöt (19)




s0∞dt (ct)kâtâ-1 e-iöt )
∑
k)1
∞ ( cö)kâ (-1)k-1k! ¡(kâ + 1)e-iðkâ/2 (20)
fö(ö) ) ( cö)
â





¡(â + 1) and æ ) ðâ
2
(22)
Table 1. Narayanaswamy Parameters







PSa 0.47 -329 0.24 126 1.368 1.730
PMMAb 0.35 -358 0.19 138 1.448 1.898
PVCc 0.25 -619 0.11 225 1.119 1.431
a Reference 28. b Reference 23. c Reference 26. d Specific heat
data measured by author (G. A.).
Figure 1. Amplitude ratio between the amplitude a′ of Tf and
the amplitude of the temperature modulation a ) 0.01 K as a
function of the period, for T0 ) 375 K, and parameter values
of PS presented in Table 1. Points represent full calculation;
solid line represents the high-frequency limit (eq 22).
Figure 2. Phase lag of Tf as a function of the period for a
temperature modulation with amplitude a ) 0.01 K, T0 ) 375
K, and parameter values of PS presented in Table 1. Points




) aöCpg cos(öt) + a′ö(Cpl - Cpg) cos(öt - æ) )
a′′ö cos(öt - æ′) (23)
dQ
dt
) aö[C′p(ö) cos(öt) + C′′p(ö) sin(öt)] (24)
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is given by12
Before we continue with the numerical calculation of
the phase lag, it is worthwhile to consider briefly the
thermodynamic implication of the presence of a complex
heat capacity. Although noted by various authors
lately,13,17,19 Birge and Nagel2 pointed out already many
years ago that the usual implication of an imaginary
part of a linear susceptibility of a net absorption of
energy by the sample from the applied field (cf. dynamic
mechanical spectroscopy) does not hold here. Neverthe-
less, it does signify the presence of entropy production.
During a full cycle, the system returns back to its
original state and so does its entropy. This, however,
is not the case for the “heat bath”. From a thermody-
namic viewpoint, the minimal entropy change of the
“heat bath” is given by
where dQrev is the heat reversibly transferred from the
heat bath to the system. Since this process has to take
place reversibly, we actually have to imagine the pres-
ence of an infinite series of heat baths, one correspond-
ing to every temperature. As long as the imaginary part
of the specific heat of the system is 0, the amount of
heat transferred from a particular heat bath to the
system during the heating part of the cycle is exactly
returned to the same heat bath during the cooling part
of the cycle. The maximum amount of heat for instance,
is absorbed by the system at T0 during heating and
returned during cooling. However, this is no longer the
case for C′′p > 0. Now the system absorbs the maximum
amount of heat at a temperature above T0 and returns
this amount at a temperature below T0. Similar obser-
vations are valid for the complete cycle and conse-
quently, this redistribution of energy between the heat
baths leads to an increase of entropy by the heat baths
given by
The right-hand side follows from eqs 10 and 25 using
a/T0 << 1. As is clear, the second law of thermodynam-
ics actually requires C′′p g 0, or alternatively that æ′ g
0.
A full calculation of the phase lag æ′ for the parameter
values of PS listed in Table 1, for different values of
the temperature, is presented in Figure 3. The figures
clearly resemble the familiar tan ä plots for dynamic
mechanical spectroscopy (DMS). Since the phase lag
is rather small, e0.055 rad, a plot of tan æ′ is obviously
almost identical. The maximum value of the phase lag
of the heat flow amounts to only 10% of the high-
frequency phase lag of the fictive temperature (Figure
2). This was to be expected, since eq 9 clearly shows
that the structural relaxation contribution, giving rise
to the phase lag, is only a small part of the total heat
flow. Figure 3 demonstrates that the theoretical model
predicts a near constancy in the peak amplitude and
the shape of the loss curves as a function of tempera-
ture. This so-called time-temperature superposition
principle is a consequence of the model. However, there
is a growing body of evidence6,7 showing that the
William-Watts fitting parameter â is a function of
temperature. In many cases the relaxation peaks
broaden as the temperature is lowered implying a
decreasing value of â. Hence, when used, the time-
temperature superposition procedure should be re-
stricted to a narrow temperature range. Figure 4,
finally presents the heat flow amplitude (a′′/a)ö as a
function of the period for various temperatures in the
experimentally accessible range.
DSC is often the preferred technique to investigate
miscibility in polymer blends, a composition dependent
glass transition temperature being indicative of homo-
geneous mixing. This simple criterion obviously fails
for blends whose constituents possess similar glass
transition temperatures. Several years ago we demon-
strated that the phenomenon of enthalpy relaxation in
the amorphous glassy state can be employed as an
alternative thermal analysis procedure.29,30 Here the
appearance of multiple or asymmetric enthalpy recovery
peaks during heating through the glass transition
region is taken as conclusive evidence for heterogeneous
mixing. Conversely, a single sharp recovery peak is
characteristic for homogeneous mixtures. The basis of
this technique is essentially the fact that the enthalpy
relaxation procedure probes many more details of the
relaxation spectrum than a simple Tg measurement.
These details are different for different polymers, even
though their glass transition temperatures are ap-
proximately the same. Since modulated DSC also
Figure 3. Phase lag of the heat flow for a series of temper-
atures as a function of the period for a temperature modulation
with amplitude a ) 0.5 K and parameter values of PS
presented in Table 1.
Figure 4. Heat flow amplitude as a function of the period,
for a series of temperatures corresponding to a temperature
modulation with amplitude a ) 0.5 K. Parameter values are
those of PS listed in Table 1.
Cp(ö) ) C′p(ö) + iC′′p(ö) (25)
¢S ) -st)0t)2ð/ö dQrevT (26)
¢S ) - s02ð/ö 1T(t)
dQ(t)
dt
dt ) ðC′′p(ö)( aT0)2 (27)
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probes the relaxation spectrum rather than an average
property, this suggests that specific-heat spectroscopy
may be used as an alternative technique to determine
(im)miscibility for this class of blends. To investigate
this we compared the calculated tan æ′ as a function of
temperature and frequency for different sets of param-
eter values. For the first pair we took polystyrene (PS)
and poly(methyl methacrylate) (PMMA), for which the
parameter values are listed in Table 1. Both sets of
parameters correspond to a Tg(onset) of approximately
100 °C. Figure 5 shows tan æ′ as a function of
frequency, at T ) 379 K, for pure PS, PMMA, and a
50/50 wt % blend, the latter obtained by simple addi-
tivity motivated by the known immiscibility. The posi-
tions, heights, and widths of the peaks for the pure
polymers differ slightly. As a consequence, the im-
miscibility of the blend becomes visible as an extremely
small low frequency shoulder only. Figure 6 shows tan
æ′ for the same systems, now as a function of temper-
ature for the characteristic frequency corresponding to
a period of 50 s. The results are very similar to those
just presented. Hence, for this particular case, even
very accurate measurements will not be able to deter-
mine the phase behavior. As for conventional DSC,
modulated DSC also is incapable of determining mis-
cibility between components with very similar Tg values.
If polymers with a somewhat larger difference in Tg
values are selected, two peaks will appear in the blend
in case of immiscibility. To illustrate this, besides PS
poly(vinyl chloride) (PVC) with a Tg of approximately
85 °C was chosen as the second component. Table 1
contains the relevant (parameter) values for PVC. For
PVC as well as PMMA, the very small values of x have
been questioned recently,31 however, for illustrative
purposes the precise values are rather unimportant, the
difference in Tg values is what matters. Figure 7 shows
tan æ′ for PS, PVC, and a 50/50 wt % blend as a function
of temperature. Assuming again complete immiscibil-
ity, it is observed that the blend is now characterized
by two clearly separated peaks. From these two ex-
amples and similar calculations involving PS and
hypothetical polymers with Tg values between those of
PMMA and PVC, it follows that the tan æ′ vs temper-
ature curves of polymers with similar glass transition
temperatures will be sufficiently different to let im-
miscibility show up if the difference in Tg value is on
the order of 5 °C. If the relaxation spectrum of the two
polymers is very different, i.e., a large difference in â
values, immiscibility may show up in the form of a
shoulder for Tg values that are even closer than 5 °C.
Hence, modulated DSC will ultimately be able to resolve
miscibility in polymer blends containing components
with glass transition temperatures which are less
different than necessary for conventional DSC, where
the single/double Tg criterion requires the Tg’s to differ
by ca. 10 K.
Still, for many cases the enthalpy relaxation proce-
dure will remain the only thermal analysis technique
available to reach a definite conclusion. However,
despite this observation, even in this case the use of
temperature-modulated DSC in combination with en-
thalpy relaxation provides additional information not
available from conventional DSC. As a simple concrete
example of what is possible at this moment with the
commercially available instrumentation, Figures8-11
present the experimental data for a 50/50 wt % blend
of PS (Tg ) 104.3 °C) and a random copolymer of styrene
and p-fluorostyrene (P(S-pFS67), 67 mol % pFS, Tg )
108.3 °C). Figure 8 presents the total heat flow for
samples which have been annealed for the indicated
amounts of time in the glassy state at 92 °C. The fact
that both components are immiscible, as reported
before,32 is obvious from the enthalpy recovery peak(s),
but only after annealing for more than 46 h. Without
annealing, a single glass transition is observed. These
measurements have been analyzed by the semiempirical
procedure introduced by Reading.10 In this procedure,
Figure 5. Phase lag tan æ′ for pure PS, pure PMMA, and an
immiscible 50/50 wt % PS/PMMA blend, calculated on the
basis of the parameter values presented in Table 1, as a
function of the period for T ) 379 K.
Figure 6. Phase lag tan æ′ for pure PS, pure PMMA, and an
immiscible 50/50 wt % PS/PMMA blend, calculated on the
basis of the parameter values presented in Table 1, as a
function of temperature for a fixed period of 50 s.
Figure 7. Phase lag tan æ′ for pure PS, pure PVC, and an
immiscible 50/50 wt % PS/PVC blend, calculated on the basis
of the parameter values listed in Table 1, as a function of
temperature for a fixed period of 50 s.
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the heat flow is separated in a reversing and a nonre-
versing component, the latter being the difference
between the total heat flow and the reversing heat flow.
Enthalpy recovery is clearly a nonreversing process, and
Figure 9, presenting the nonreversing heat flow, con-
firms this. Again the development of two separate
peaks is obvious. The occurrence of a small peak in the
unannealed samples is a manifestation of the relaxation
processes going on during the scan. Figure 10 presents
the reversing component and shows that the inhomo-
geneous nature of the system does manifest itself also
here, but again, only after annealing. Once the sample
is annealed for a long period of time, the glass transition
temperatures are sufficiently different to show up. The
derivative of the reversing heat flow is presented in the
last figure; from its peak temperatures the separate Tg’s
(deflection) can be determined, something that is impos-
sible by conventional DSC.
Concluding Remarks
In the previous sections we discussed specific-heat
spectroscopy in the framework of the Moynihan et al.20
approach. Although the technique itself is already quite
old, its large scale application to polymer systems is of
a very recent date. One of the obvious advantages of
temperature-modulated DSC is the possibility to sepa-
rate overlapping signals when a glass transition and
exothermic processes are present.33-35 Our results
demonstrate that it also is of a more fundamental
interest, since the parameters of the theoretical descrip-
tion of the relaxation behavior of polymers in the glassy
state (notably â and A-1 exp[¢h/RT] in the case con-
sidered here) can in principle be obtained once accurate
experimental data are available.
Furthermore, it was demonstrated that modulated
DSC provides more detailed information about the
relaxation processes in the glass transition region,
which implies that the resolution of this technique
regarding (im)miscibility of polymers with similar glass
transition temperatures is enhanced compared to con-
ventional DSC. Still, in many cases, the enthalpy
relaxation procedure introduced several years ago re-
mains the only thermal analysis technique to determine
miscibility in polymer blends. Nevertheless, also here
this new technique provides additional information
which is particularly useful in those cases where ad-
ditional complications due to endothermic/exothermic
processes occur.33-35
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