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Small data blow-up of semi-linear wave equation with scattering
dissipation and time-dependent mass
Masahiro Ikeda 1 Ziheng Tu 2 Kyouhei Wakasa 3
Abstract
In the present paper, we study small data blow-up of the semi-linear wave equation with
a scattering dissipation term and a time-dependent mass term from the aspect of wave-like
behavior. The Strauss type critical exponent is determined and blow-up results are obtained
to both sub-critical and critical cases with corresponding upper bound lifespan estimates.
For the sub-critical case, our argument does not rely on the sign condition of dissipation and
mass, which gives the extension of the result in [12]. Moreover, we show the blow-up result
for the critical case which is a new result.
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1. Introduction and Main result
In the present paper, we consider blow-up problem of the following hyperbolic model
utt −∆gu+ a(t)ut + b(t)u = |u|p (x, t) ∈ Rn × [0,∞),
u(x, 0) = εf(x) x ∈ Rn, (1)
ut(x, 0) = εg(x) x ∈ Rn,
where a(t) and b(t) stand for the coefficients of damping and potential terms such that
a(t), tb(t) ∈ L1(0,∞). Throughout this paper, we assume that ε > 0 is a small parameter.
The initial data f and g belong to C∞0 (R
n) and n ∈ N. We assume that the perturbations
of Laplacian are uniformly elliptic operators
∆g =
n∑
i,j=1
∂xigij(x)∂xj
whose coefficients satisfy, with some α > 0, the following:
gij ∈ C1(Rn), |∇gij(x)| + |gij(x)− δij | = O(e−α|x|) as |x| → ∞, (2)
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where δij is the Kronecker’s delta.
We briefly review several previous results concerning (1) with various types of setting
on a and b ≡ 0 when gij = δij When a(t) = 1, Todorova and Yordanov [19] showed the
blow-up result if 1 < p < pF (n), where pF (n) = 1 + 2/n is the Fujita exponent known to be
the critical exponent for the semilinear heat equation. The same work also obtained small
data global existence for p > pF (n). Zhang [30] established the blow-up in the critical case
p = pF (n) even if the data are small.
For the non-constant damping case, there are extensive discussion on this topic when
a(t) is of the form µ/(1 + t)β , with µ > 0 and β ∈ R. As the classification given in Wirth
[26, 27, 28], for the ”effective case”, −1 < β < 1, Lin, Nishihara and Zhai [13] obtained
a small data blow-up result, if 1 < p ≤ pF (n), and small data global existence result, if
p > pF (n); see also D’Abbicco, Lucente and Reissig [2]. When β = −1, Wakasugi [25]
obtained a small data global existence for exponents pF (n) < p < n/[n− 2]+, where
[n− 2]+ :=

 ∞ for n = 1, 2,n/(n− 2) for n ≥ 3.
On the other hand, Fujiwara, Ikeda and Wakasugi [4] have obtained the blow-up results
together with the sharp estimates of the lifespan for p < pF (n). When, p = pF (n), Fujiwara,
Ikeda and Wakasugi [4] proved sharp lower estimate of the lifespan and Ikeda and Inui [6]
give the sharp upper estimate of the lifespan (see also [8] for further discussion).
The case of β = 1 is the threshold between ”effective” and ”non-effective”. The solution
shows both ”hyperbolic” and ”parabolic” type behaviors. Wakasugi [24] showed the blow-
up, if 1 < p ≤ pF (n) and µ > 1 or 1 < p ≤ 1 + 2/(n + µ − 1) and 0 < µ ≤ 1. Moreover,
D’Abbicco [1] verified the global existence, if p > pF (n) and µ satisfies one of the following:
µ ≥ 5/3 for n = 1, µ ≥ 3 for n = 2 and µ ≥ n + 2 for n ≥ 3. An interesting observation
is that the Liouville substitution w(x, t) := (1 + t)µ/2u(x, t) transforms the damped wave
equation (1) into the Klein-Gordon equation
wtt −∆w + µ(2− µ)
4(1 + t)2
w =
|w|p
(1 + t)µ(p−1)/2
.
Thus, one expects that the critical exponent for µ = 2 is related to that of the semilinear
wave equation. D’Abbicco, Lucente and Reissig [3] have actually obtained the corresponding
blow-up result, if 1 < p < pc(n) := max {pF (n), pS(n+ 2)}. Here pS(n) is the so-called
Strauss exponent, which is critical exponent for the semilinear wave equation,
pS(n) :=
n+ 1 +
√
n2 + 10n− 7
2(n− 1) (3)
which is the positive root of the quadratic equation
γ(p, n) := 2 + (n+ 1)p− (n− 1)p2 = 0. (4)
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Their work also showed the existence of global classical solutions for small ε > 0, if p > pc(n)
and either n = 2 or n = 3 and the data are radially symmetric. Lai, Takamura and Wakasa
[11] have obtained the blow-up part of Strauss’ conjecture, together with an upper bound
of the lifespan T (ε), for (1) in the case n ≥ 2, 0 < µ < (n2 + n+ 2)/2(n+ 2) and pF (n) ≤
p < pS(n+ 2µ). Later, Ikeda and Sobajima [7] were able to replace these conditions by less
restrictive 0 < µ < (n2 + n+ 2)/(n+ 2) and pF (n) ≤ p ≤ pS(n + µ) and proved small data
blow-up result in the case n = 1 and 0 < µ < 43 . In addition, they have derived an upper
bound on the lifespan in the case n ≥ 1 and 0 < µ < (n2 + n+ 2)/(n+ 2). Tu and Lin [20],
[21] have improved the estimates of T (ε) in [7] in the case n ≥ 2 and pF (n) ≤ p < pS(n+µ).
In the case of β = −1, p = pF (n) and µ > 1, where µ ≥ (n2 + n + 2)/(n + 2), a small
data blow-up result and an upper bound of lifespan are obtained by Ikeda, Sobajima and
Wakasugi [8].
For the overdamping case β < −1, the long time behavior of solutions to (1) is quite
different. In the case of β < −1, Ikeda and Wakasugi [9] proved a small data global existence
for energy solution for any 1 < p ≤ 1 + 4/(n− 2).
Lastly, for the scattering case β > 1, we expect the critical exponent to be exactly the
Strauss exponent. In fact, Lai and Takamura [10] have shown that the solutions of (1) blows
up in finite time when 1 < p < pS(n) with the lifespan upper bound T (ε) ≤ Cε−2p(p−1)/γ(p,n)
for n ≥ 2 and 1 < p < pS(n). In the critical case, p = pS(n), Wakasa and Yordanov [23]
showed the blow-up result together with the lifespan T (ε) ≤ exp(Cε−p(p−1)) for p = pS(n)
and n ≥ 2. These results of lifespan is sharp, since same type estimates were given for the
semilinear wave equation by Takamura [18]. On the other hand, Liu and Wang [14] have
obtained global existence results with super-critical exponent p > pS(n) for n = 3, 4 on
asymptotically Euclidean manifolds.
We now turn back to our original problem (1). This problem has been studied in [12].
There, the authors applied multiplier method with comparison arguments to obtain the
desired result, showing that the blow-up exponent and lifespan of such model are same as
the classical wave equation. However, the coefficient of mass term b(t) is required to be
negative in their proof. In this paper, we aim to remove this requirement. Moreover, we also
obtain the blow-up result for the critical case p = pS(n), for the nonnegative mass term. We
call our treatment as ”double multiplier strategy”, the idea of which comes from [15], where
the semilinear wave equation with the scale invariant damping and mass term is studied.
We first give the definition of weak solution of problem (1).
Definition 1.1. We say that u is an energy solution of (1) on [0, T ) if
u ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)) ∩ Lploc(Rn × [0, T ))
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and ∫
Rn
ut(x, t)φ(x, t)dx −
∫
Rn
ut(x, 0)φ(x, 0)dx
+
∫ t
0
ds
∫
Rn
{−ut(x, s)φt(x, s) +∇u(x, s) · ∇φ(x, s)}dx (5)
+
∫ t
0
ds
∫
Rn
a(s)ut(x, s)φ(x, s)dx +
∫ t
0
ds
∫
Rn
b(s)u(x, s)φ(x, s)dx
=
∫ t
0
ds
∫
Rn
|u(x, s)|pφ(x, s)dx
with any φ ∈ C∞0 (Rn × [0, T )) and any t ∈ [0, T ).
Our main results are stated in the following.
Theorem 1.2 (Sub-critical case). Let n > 2 and 1 < p < pS(n). Let a(t), tb(t) ∈ L1([0,∞))
and a(t) ∈ C1. Assume that the non-negative initial data f and g satisfy following conditions
g(x) + r2(0)f(x) > 0 (6)
g(x) + (a(0)− ρ′(0))f(x) > 0 (7)
with compact support. Here r2(0) and ρ
′(0) are the initial value of the solution of (11) and
the derivative of solution of (16). Suppose that a solution u of (1) satisfies:
supp u ⊂ {(x, t) ∈ Rn × [0, T ) : |x| 6 t+R}.
Then, there exists a constant ε0 = ε0(f, g, n, p, a, b, R) such that the lifespan T (ε) has to
satisfy
T (ε) 6 Cε−2p(p−1)/γ(p,n)
for 0 < ε 6 ε0, where C is a positive constant independent of ε.
Theorem 1.3 (Critical case). Let n > 2 and p = pS(n). Let a(t), b(t) > 0 and a(t), tb(t) ∈
L1([0,∞)) and a(t) ∈ C1. Assume that f, g satisfy (6) with compact support. Suppose that
a solution u of (1) satisfies:
supp u ⊂ {(x, t) ∈ Rn × [0, T ) : |x| 6 t+R}.
Then, there exists a constant ε0 = ε0(f, g, n, p, a, b, R) such that the lifespan T (ε) has to
satisfy
T (ε) 6 exp(Cε−p(p−1))
for 0 < ε 6 ε0, where C is a positive constant independent of ε.
Remark 1.4. The blow-up result of sub-critical case agrees with the statement of Remark 1
given in [14]. There is no sign requirement of a(t) and b(t) stated in our argument. It extends
the blow-up results stated in [12] where only negative mass potential b(t) < 0 is considered.
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For the critical part, it can be viewed as an extension of of scattering damping wave equation
without mass term studied in [23]. However, here we still can not relax the non-negative
condition of b(t) due to some technique reason. Please see Remark 5.1 for more details.
The rest of the paper is arranged as follows. In Section 2, we do some preliminary work for
both cases. The double multiplier strategy is applied to obtain the lower bound of functional
which gives the frame of the iteration argument. In Section 3, the suitable test function for
the sub-critical case is derived with some basic properties from the conjugated equation. The
iteration argument of Theorem 1.2 follows similar as the scattering damping wave equation
without mass term in [10]. In Section 4, we first collect some basic proof elements for critical
case. Some auxiliary functions are introduced for the lower bound estimation and finally
Theorem 1.3 can be proved with some similar argument as [22].
2. Preliminaries
Let u be an energy solution of (1) on [0, T ), consider the lower bound of following func-
tional
G(t) :=
∫
Rn
u(x, t)dx.
Choosing the test function φ = φ(x, s) in (5) to satisfy φ ≡ 1 in {(x, s) ∈ Rn × [0, t] : |x| 6
s+R}, we obtain∫
Rn
ut(x, t)dx −
∫
Rn
ut(x, 0)dx +
∫ t
0
ds
∫
Rn
[a(s)ut(x, s) + b(s)u(x, s)]dx
=
∫ t
0
ds
∫
Rn
|u(x, s)|pdx,
i.e,
G′(t)−G′(0) +
∫ t
0
a(s)G′(s) + b(s)G(s)ds =
∫ t
0
ds
∫
Rn
|u(x, s)|pdx.
Since all the quantities in this equation except G′(t) is differentiable in t, so that so is G′(t).
Hence, we have
G′′(t) + a(t)G′(t) + b(t)G(t) =
∫
Rn
|u(x, t)|pdx. (8)
We now introduce the double multiplier strategy. Assume that the left-hand-side of the
above identity can be written in the form
G′′(s) + a(s)G′(s) + b(s)G(s)
= [G′(s) + r2(s)G(s)]
′ + r1(s)[G
′(s) + r2(s)G(s)],
where r1(t) and r2(t) are the two unknown functions satisfying

r1(t) + r2(t) = a(t),
r′2(t) + r1(t)r2(t) = b(t).
(9)
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Multiplying exp(
∫ s
K r1(τ)dτ) on the both sides and integrating over [0, t], we have:
exp(
∫ s
K
r1(τ)dτ)[G
′(s) + r2(s)G(s)]
∣∣∣∣∣
t
0
=
∫ t
0
exp(
∫ s
K
r1(τ)dτ)
∫
Rn
|u|pdxds.
As initial data assumption (6) implies
G′(0) + r2(0)G(0) > 0, (10)
we have
G′(t) + r2(t)G(t) >
∫ t
0
exp(
∫ s
t
r1(τ)dτ)
∫
Rn
|u|pdxds.
Again multiplying exp(
∫ s
K r2(τ)dτ) and using G(0) > 0, we conclude that for 0 6 s1 6 s2 6 t:
G(t) >
∫ t
0
e
∫ s2
t r2(τ)dτ
∫ s2
0
e
∫
s1
s2
r1(τ)dτ
∫
Rn
|u|pdxds1ds2.
We now state following lemma about r1(t) and r2(t).
Lemma 2.1. If a(t) and tb(t) are in L1, then there exits a pair of solution (r1, r2) in L
1×L1
to the ODE system (9). Moreover, if b(t) are nonnegative, then r2(t) is negative for large t.
Proof. We postpone its proof in Appendix.
In fact, plugging r1(t) = a(t) − r2(t) into the second equation of (9) gives the following
Ricatti’s equation for r2
r′2(t) + a(t)r2(t)− r22(t) = b(t). (11)
Since a(t) ∈ L1, we only need to show r2 ∈ L1.
With the aid of this lemma, the lower bound of G(t) can be further simplified:
G(t) > e−‖r1‖L1−‖r2‖L1
∫ t
0
∫ s2
0
∫
Rn
|u|pdxds1ds2. (12)
We may also define the quantities:
A1(t, s) =
∫ t
s
r1(τ)dτ, A2(t, s) =
∫ t
s
r2(τ)dτ and A(t, s) = A1(t, s) +A2(t, s).
Before going further, we also state following lemma related to our perturbed Laplacian.
Lemma 2.2. Consider the following elliptic problem:
∆gϕλ = λ
2ϕλ, x ∈ Rn, (13)
where λ ∈ (0, α/2]. Let n > 2. There exists a solution ϕλ ∈ C∞(Rn) to (13), such that
|ϕλ(x) − ϕ(λx)| 6 Cαλθ, x ∈ Rn, λ ∈ (0, α/2], (14)
where θ ∈ (0, 1] and ϕ(x) = ∫
Sn−1
ex·ωdSω ∼ cn|x|−(n−1)/2e|x|, cn > 0, as |x| → ∞. Moreover,
ϕλ( ·)−ϕ(λ ·) is a continuous L∞(Rn) valued function of λ ∈ (0, α/2] and there exist positive
constants D0, D1 and λ0, such that
D0〈λ|x|〉−(n−1)/2eλ|x| 6 ϕλ(x) 6 D1〈λ|x|〉−(n−1)/2eλ|x|, x ∈ Rn, (15)
holds whenever 0 < λ 6 λ0.
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Proof. See Lemma 2.2 in [22].
Remark 2.3. In the following, for notation’s simplicity, we mix use ϕ1 as ϕ without making
confusion.
3. Sub-critical case: Proof of Theorem 1.2
In this section, we focus on the sub-critical case. Following lemma gives the asymptotic
for the test function.
Lemma 3.1. Consider the auxiliary second order ODE
 ρ
′′(t)− aρ′(t) + (b− 1− a′)ρ(t) = 0,
ρ(0) = 1, ρ(∞) = 0.
(16)
There exists a solution ρ(t) which decays as e−t for large t.
Proof. We postpone its proof in Appendix.
With the above Lemma, we can define the test function
ψ(t, x) = ρ(t)ϕ(x)
for the sub-critical case to give the lower bound of solution’s Lp norm. The proof follows the
same approach as Yordanov and Zhang [29].
Lemma 3.2. Assume that a(t), tb(t) ∈ L1([0,∞)) and a(t) ∈ C1. Then, there exists a
positive constant C0 = C0(f, g, a, n, p, q, R, r1, r2) such that∫
Rn
|u(x, t)|pdx > C0εp〈t〉n−1−(n−1)p/2 (17)
holds for t > 0.
Proof. Define the functional
G1(t) :=
∫
Rn
u(x, t)ψ(x, t)dx,
then by Ho¨lder inequality, we have∫
Rn
|u(x, t)|pdx ≥ |G1(t)|
p
(
∫
|x|≤t+R
ψp′(t, x)dx)p−1
. (18)
Following we estimate the lower bound of |G1(t)| and upper bound of
∫
|x|≤t+R
ψp
′
(t, x)dx
respectively. From the definition of energy solution, we have∫ t
0
∫
Rn
uttψdxds −
∫ t
0
∫
Rn
u∆gψdxds
+
∫ t
0
∫
Rn
∂s(a(s)ψu)− ∂s(a(s)ψ)u + b(s)ψudxds =
∫ t
0
∫
Rn
|u|pψdxds.
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Applying the integration by parts and ∆gϕ(x) = ϕ, we obtain:∫ t
0
∫
Rn
uttψdxds +
∫ t
0
∫
Rn
uϕ(−ρ− a′(s)ρ− a(s)ρ′ + bρ)dxds
+
∫
Rn
a(s)ψudx
∣∣∣∣
t
0
=
∫ t
0
∫
Rn
|u|pψdxds.
Since (16), the above equation simplifies to∫ t
0
∫
Rn
uttψdxds −
∫ t
0
∫
Rn
uϕρ′′dxds+
∫
Rn
a(s)ψudx
∣∣∣∣
t
0
=
∫ t
0
∫
Rn
|u|pψdxds.
Thus the integration by parts gives∫
Rn
(utψ − uψt + a(s)uψ)dx
∣∣∣∣
t
0
=
∫ t
0
∫
Rn
|u|pψdxds.
As the righthand side integral is positive, we obtain
G′1(t) +
(
a(t)− 2ρ
′(t)
ρ(t)
)
G1(t) ≥ ε
∫
Rn
(
ρ(0)g(x) + (a(0)ρ(0)− ρ′(0))f(x)
)
ϕ(x)dx.
Denote
Cf,g :=
∫
Rn
(
g(x) + (a(0)− ρ′(0))f(x)
)
ϕ(x)dx, (19)
then by the compact support of g(x) and f(x) and assumption (7), Cf,g is finite and positive.
We come to the differential inequality of G1
G′1(t) +
(
a(t)− 2ρ
′(t)
ρ(t)
)
G1(t) ≥ εCf,g.
Setting A(t) = e
∫
t
0
a(τ)dτ , multiplying A(t)ρ2(t) on two sides and then integrating over [0, t], we
derive the lower bound of G1
G1(t) ≥ εCf,g ρ
2(t)
eA(t)
∫ t
0
eA(s)
ρ2(s)
ds > εCf,g,a
∫ t
0
ρ2(t)
ρ2(s)
ds. (20)
On the other hand, the denominator of (18) can be estimated in standard way.∫
|x|≤t+R
ψp
′
(t, x)dx ≤ ρ pp−1 (t)
∫
|x|≤t+R
ϕp
′
(x)dx
≤ ρ pp−1 (t) · Cϕ(R+ t)n−1−
n−1
2
p
p−1 e
p
p−1 (t+R). (21)
Combing the estimate (20), (21) and (18), we now have
∫
Rn
|u(x, t)|pdx ≥
εpCpf,g,aρ
p(t)(
∫ t
0
1
ρ2(s)ds)
p
Cp−1ϕ,R (1 + t)
(n−1)(p−1)− (n−1)p2 ep(t+R)
> C0ε
p(1 + t)(n−1)(1−
p
2 )ρp(t)(
∫ t
0
1
ρ2(s)
ds)pe−pt
Since ρ(t) ∼ e−t, the estimate (17) is obtained.
Remark 3.3. As matter of fact, this lemma can be also inferred from Lemma 4.1 and
Proposition 4.2, see [22]. We here give an independent proof which does not need any sign
requirement of a(t) and b(t).
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Now, we are in the position to give the proof of Theorem 1.2. First by Ho¨lder inequality
and compact support of solution, (12) gives:
G(t) > Cr1,r2
∫ t
0
∫ s2
0
∫
Rn
|u|pdxds1ds2 > Cr1,r2
∫ t
0
ds2
∫ s2
0
Gp(s1)(s1 +R)
(1−p)nds1.
Second, combining (12) and (17), we have:
G(t) > Cr1,r2
∫ t
0
ds2
∫ s2
0
C0ε
p〈t〉(n−1)(1−p/2)ds2.
Then following similar iteration argument of Theorem 2.1 in [10], the blow-up result with
the lifespan upper bound for sub-critical case can be obtained.
4. Critical case: Proof of Theorem 1.3
In this section, we focus on the critical case. We first introduce the auxiliary functions.
Given λ0 ∈ (0, α/2] and q > 0, let
ξq(x, t) =
∫ λ0
0
e−λ(t+R) coshλt ϕλ(x)λ
qdλ, (22)
ηq(x, t, s) =
∫ λ0
0
e−λ(t+R)
sinhλ(t− s)
λ(t− s) ϕλ(x)λ
qdλ, (23)
for (x, t) ∈ Rn × R and s ∈ R. Useful estimates are collected in the next lemma.
Lemma 4.1. Let n > 2. There exists λ0 ∈ (0, α/2], such that the following hold:
(i) if 0 < q, |x| 6 R and 0 6 t, then
ξq(x, t) > A0,
ηq(x, t, 0) > B0〈t〉−1;
(ii) if 0 < q, |x| 6 s+R and 0 6 s < t, then
ηq(x, t, s) > B1〈t〉−1〈s〉−q;
(iii) if (n− 3)/2 < q, |x| 6 t+R and 0 < t, then
ηq(x, t, t) 6 B2〈t〉−(n−1)/2〈t− |x|〉(n−3)/2−q.
Here A0 and Bk, k = 0, 1, 2, are positive constants depending only on α, q and R, while
〈s〉 = 3 + |s|.
Proof. See Lemma 3.1 in [22].
Next, we shall consider the lower bound of averaged functionals
F (t) =
∫
Rn
u(x, t)ϕλ(x)dx.
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Testing equation (1) by ϕλ(x) to derive:
F ′′(t) + a(t)F ′(t) + (b(t)− λ2)F (t) =
∫
Rn
|u|pϕλ(x)dx. (24)
Define the operator:
La,b := ∂
2
t + a(t)∂t + b(t)− λ2,
and
Lr1,r2 := ∂
2
t + (r1(t)− r2(t))∂t − λ2.
Supposing La,by(t, s;λ) = 0, by utilizing (11), it is easy to find that u(t, s, λ) := y(t, s;λ)e
A2(t,s)
satisfies:
Lr1,r2u = 0 (25)
Moreover, under the assumption of a(t) and b(t) for critical case, by Lemma 2.1, r1(t)−r2(t) =
a(t) − 2r2(t) is positive. Hence the fundamental solution system {χ1(t, s;λ), χ2(t, s;λ)} of
(25) can be found with the aid of lemma 2.3 in [23], which satisfy the initial conditions
Lr1,r2χ1(t, s;λ) = 0, χ1(s, s;λ) = 1, ∂tχ1(s, s;λ) = 0,
Lr1,r2χ2(t, s;λ) = 0, χ2(s, s;λ) = 0, ∂tχ2(s, s;λ) = 1,
and the asymptotic estimates for t > s > 0:
(i) coshλ(t− s) > χ1(t, s;λ) > e−‖r1−r2‖L1 coshλ(t− s),
(ii) e‖r1−r2‖L1
sinhλ(t− s)
λ
> χ2(t, s;λ) > e
−2‖r1−r2‖L1
sinhλ(t− s)
λ
.
Consequently, we find the fundamental solution of La,by = 0, by setting
y1(t, s, λ) = [r2(s)χ2(t, s;λ) + χ1(t, s;λ)]e
−A2(t,s)
y2(t, s;λ) = χ2(t, s;λ)e
−A2(t,s).
Returning to (24), the Duhamel’s principle gives
F (t) = y1(t, 0;λ)F (0) + y2(t, 0;λ)F
′(0) +
∫ t
0
y2(t, s;λ)
∫
Rn
|u(x, s)|pϕλ(x)dxds
= χ1(t, 0;λ)e
−A2(t,0)F (0) + χ2(t, 0;λ)e
−A2(t,0)[r2(0)F (0) + F
′(0)]
+
∫ t
0
χ2(t, s;λ)e
−A2(t,s)
∫
Rn
|u(x, s)|pϕλ(x)dxds
Making use of asymptotic property of χ1, χ2 and the non-negative of f(x) and g(x) +
r2(0)f(x), we have∫
u(x, t)ϕλ(x)dx > εe
−‖r1−r2‖L1−‖r2‖L1 cosh(λt)
∫
f(x)ϕλ(x)dx
+εe−2‖r1−r2‖L1−‖r2‖L1
sinh(λt)
λ
∫
[r2(0)f(x) + g(x)]ϕλ(x)dx (26)
+e−2‖r1−r2‖L1−‖r2‖L1
∫ t
0
sinh(λ(t− s))
λ
∫
|u(x, s)|pϕλ(x)dxds.
Multiplying the above inequality by λqe−λ(t+R), integrating on [0, λ0] and interchanging the
order of integration between λ and x will reduce following Proposition.
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Proposition 4.2. Let the assumptions in Theorem 1.3 be fulfilled and q > −1.∫
Rn
u(x, t)ηq(x, t, t)dx ≥ εe−‖r1−r2‖L1−‖r2‖L1
∫
Rn
f(x)ξq(x, t) dx
+εe−2‖r1−r2‖L1−‖r2‖L1 t
∫
Rn
(r2(0)f(x) + g(x))ηq(x, t, 0)dx
+e−2‖r1−r2‖L1−‖r2‖L1
∫ t
0
(t− s)
∫
Rn
|u(x, s)|pηq(x, t, s)dxds
(27)
for all t ∈ (0, Tε).
Finally, we define the functional
F˜ (t) :=
∫
Rn
u(x, t)ηq(x, t, t)dx, q > −1. (28)
Combing Proposition 4.2 and Lemma 4.1, we obtain the convenient iteration frame Proposi-
tion 4.3 by same argument as proof of Proposition 4.2. in [22].
Proposition 4.3. Suppose that the assumptions in Theorem 1.3 are fulfilled and choose
q = (n− 1)/2− 1/p. There exists a positive constant C = C(n, p, q, R, r1, r2), such that
F˜ (t) >
C
〈t〉
∫ t
0
t− s
〈s〉
F˜ (s)p
(log〈s〉)p−1 ds (29)
for all t ∈ (0, Tε).
Now, Theorem 1.3 can be proved by following Sections 4 and 5 in [22].
5. Appendix
In this appendix, we give the proof of Lemma 2.1 and Lemma 3.1. Both results, in fact,
relate with the solution behavior of second order ODE with variable coefficient.
Proof of Lemma 2.1: We start the proof from the Ricatti’s equation (11). Setting r2(t) =
−k′(t)k(t) , then k(t) satisfies:
k′′ + a(t)k′ + b(t)k = 0.
Moreover, let
c(t) = e
∫
t
t0
a(τ)dτ
, x =
∫ t
t0
1
c(s)
ds, y(x) = k(t),
for some large t0, we find that:
d2y
dx2
+ c2(t)b(t)y(x) = 0. (30)
Since 1 < c(t) < e‖a‖L1 implies
(t− t0)e−‖a‖L1 < x < (t− t0).
Integrating by changing of variable, for x > 0 and t > t0∫ ∞
x
c2(t)b(t)dx =
∫ ∞
t
c2(t)b(t)
1
c(t)
dt =
∫ ∞
t
c(t)b(t)dt
< e‖a‖L1
∫ ∞
t
b(t)dt = o(
1
t− t0 ).
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On the other hand, ∫ ∞
x
1/4
x2
dx =
1
4x
>
1
4(t− t0) .
Hence, Hille-Wintner comparison theorem (Theorem 2.12 in [17]) shows (30) has non-oscillation
solution as
y′′ +
1
4x2
y = 0
has the non-oscillating solution
y(x) = c1
√
x+ c2
√
x log(x).
Furthermore, since c(t) is finite and (t− t0)b(t) is in L1, we have∫ ∞
0
(x− 0)|c2(t)b(t)|dx <
∫ ∞
t0
(t− t0)c(t)b(t)dt <∞.
By Corollary 9.1 in [5], this implies that there exists two solutions y1 and y2 of (30) satisfying:
y1 ∼ 1 and y2 ∼ x as x→∞.
Picking y = y1 then we have k(t) ∼ 1 and∫ ∞
t0
r2(τ)dτ = lim
t→∞
∫ t
t0
−k
′(τ)
k(τ)
dτ = lim
t→∞
ln(k(t))
∣∣t
t0 <∞.
Hence, we obtain the L1 integrability of r1(t) and r2(t). Moreover, we can check the sign of
r2(t) if b(t) > 0. According to (30),
y′′ = −c2(t)b(t)y,
for sufficiently large t > t0 or equivalently sufficiently large x > 0, if y(x) ∼ 1 is positive
(resp. negative), then y′′ < 0 (resp. > 0) which means y′ is decreasing (resp. increasing)
with respect to x. Since y′ goes to 0, y′ must be positive (resp. negative). From
r2(t) = −k
′(t)
k(t)
= − 1
c(t)
y′(x)
y(x)
,
we know r2(t) is negative. 
Remark 5.1. In fact, in order to apply the Lemma 2.3 in [23], we only need to check the
sign of r1(t)− r2(t). Setting 2v(t) := r1(t)− r2(t) = a(t)−2r2(t), one may find v(t) satisfies:
v′(t) + v2(t) =
1
2
a′(t) +
1
4
a2(t)− b(t).
With some similar argument as above for r2(t), one can also obtain the L
1 integrability of v
and hence r1 and r2. Moreover, if
1
2a
′(t) + 14a
2(t) − b(t) < 0 for large t, one obtain v′ < 0
which means that v decreases, with the L1 integrability, one may finally reduce the positivity
of v. In this sense, we can relax the non-negativity of b(t) to 12a
′(t) + 14a
2(t) − b(t) < 0.
However, the authors believe the essential improvement shall come from the improvement of
Lemma 2.3 in [23]. So far, we do not know how to get ride of the positive requirement of
a(t) there.
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Proof of Lemma 3.1: In order to show this claim, one may think η(t) = ρ(t)et which
satisfies
η′′ − (2 + a)η′ + (b+ a− a′)η = 0.
Set
c(t) = e
−
∫
t
t0
2+a(τ)dτ
, x =
∫ t
t0
1
c(s)
ds, y(x) = η(t),
for some large t0, one find that y(x) satisfies:
d2y
dx2
+ c2(t)(b + a− a′)y(x) = 0. (31)
Since ∫ t
t0
c(t)
c(s)
ds =
∫ t
t0
e−
∫
t
s
2+a(τ)dτds 6 e‖a‖L1
∫ t
t0
e−2(t−s)ds <
1
2
e‖a‖L1 ,
so one obtain∫ ∞
0
x|c2(t)(b + a− a′)|dx =
∫ ∞
t0
|xc(t)(b + a− a′)|dt < 1
2
e‖a‖L1
∫ ∞
t0
|b+ a− a′|dt <∞.
Hence, with similar argument as (30), (31) has a solution y(x) ∼ 1 for large x, which implies
η(t) ∼ 1 and further ρ(t) ∼ e−t for large t.
Acknowledgment:
The first and third authors were partially supported by Grant-in-Aid for Scientific Re-
search (No.18H01132), JSPS. The second author was partially supported by Zhejiang Provin-
cial Nature Science Foundation of China under Grant No. LY18A010023.
References
[1] M.D’Abbicco, The threshold of effective damping for semilinear wave equations, Math-
ematical Methods in Applied Sciences., 38 (2015) 1032-1045.
[2] M.D’Abbicco, S.Lucente and M.Reissig, Semi-linear wave equations with effective damp-
ing, Chin. Ann. Math. Ser. B, 34 (2013), 345-380.
[3] M.D’Abbicco, S.Lucente and M.Reissig, A shift in the Strauss exponent for semilinear
wave equations with a not effective damping, J. Differential Equations., 259 (2015),
5040-5073.
[4] K.Fujiwara, M.Ikeda and Y.Wakasugi, Estimate of lifespan and blow-up rates for the
semilinear wave equation with time-dependent damping and subcritical nonlinearities, to
appear in Funkcialaj Ekvacioj.
[5] P.Hartman, Ordinary differential equations. Corrected reprint of the second (1982). With
a foreword by Peter Bates. Classics in Applied Mathematics, 38. Society for Industrial
and Applied Mathematics (SIAM), Philadelphia, PA, 2002.
13
[6] M.Ikeda and T.Inui, The sharp estimate of the lifespan for the semilinear wave equation
with time-dependent damping, Diff. Int. Equs., 32, (2019), 1–36.
[7] M.Ikeda and M.Sobajima, Life-span of solutions to semilinear wave equation with time-
dependent critical damping for specially localized initial data, Mathematische Annalen,
(2018), 1-24.
[8] M.Ikeda, M.Sobajima and Y. Wakasugi, Sharp lifespan estimates of blowup solutions to
semilinear wave equations with time-dependent effective damping, arXiv:1808.06189.
[9] M.Ikeda and Y.Wakasugi, Global well-posedness for the semilinear wave equation with
time dependent damping in the overdamping case, accepted for publication in Proceed-
ings of the American Mathematical Society, arXiv:1708.08044v2.
[10] N.-A.,Lai and H.Takamura, Blow-up for semilinear damped wave equations with sub-
Strauss exponent in the scattering case, Nonlinear Analysis TMA 168 (2018), 222-237.
[11] N.-A.Lai, H.Takamura and K. Wakasa, Blow-up for semilinear wave equations with
the scale invariant damping and super-Fujita exponent, J. Differential Equations, 263
(2017), 5377-5394.
[12] Lai N A, Schiavone N M, Takamura H. Wave-like blow-up for semilinear wave equations
with scattering damping and negative mass, preprint, arXiv:1804.11073, 2018.
[13] J.Lin, K.Nishihara and J.Zhai, Critical exponent for the semilinear wave equation with
time-dependent damping, Discrete and Continuous Dynamical Systems - Series A., 32
(2012), 4307-4320.
[14] M.Liu and C.Wang, Global existence of semilinear damped wave equations in relation
with the Strauss conjecture, preprint, arXiv:1807.05908.
[15] A.Palmieri and Z.Tu, Lifespan of semilinear wave equation with scale invariant dissi-
pation and mass and sub-Strauss power nonlinearity, Journal of Mathematical Analysis
and Applications, 470(1)(2019), 447-469.
[16] W.A.Strauss, Nonlinear scattering theory at low energy, J. Funct. Anal., 41(1981), 110-
133.
[17] C.A.Swanson, Comparison and Oscillation Theory of Linear Differential Equations.
Mathematics in Science and Engineering, Vol. 48. Academic Press, New York-London,
1968.
[18] H.Takamura, Improved Kato’s lemma on ordinary differential inequality and its appli-
cation to semilinear wave equations, Nonlinear Analysis TMA 125 (2015), 227-240.
14
[19] G.Todorova and B.Yordanov, Critical exponent for a nonlinear wave equation with
damping, J. Differential Equations, 174 (2001) 464-489.
[20] Z.Tu and J.Lin, A note on the blowup of scale invariant damping wave equation with
sub-Strauss exponent, preprint, arXiv:1709.00866.
[21] Z.Tu and J.Lin, Life-span of semilinear wave equations with scale-invariant damping:
Critical Strauss exponent case, Differential and Integral Equations, 32(5/6) (2019), 249-
264.
[22] K.Wakasa and B.Yordanov, Blow-up of solutions to critical semilinear wave equations
with variable coefficients, Journal of Differential Equations, 266, (2019), 5360–5376.
[23] K.Wakasa and B.Yordanov On the nonexistence of global solutions for critical semilinear
wave equations with damping in the scattering case, Nonlinear Analysis 180, (2019) 67-
74.
[24] Y.Wakasugi, Critical exponent for the semilinear wave equation with scale invariant
damping, Fourier analysis, 375-390, Trends Math., Birkha¨user/Springer, Cham, (2014).
[25] Y.Wakasugi, Scaling variables and asymptotic profiles for the semilinear damped wave
equation with variable coefficients, J. Math. Anal. Appl., 447 (2017), 452-487.
[26] J.Wirth, Solution representations for a wave equation with weak dissipation, Math.
Methods Appl. Sci., 27 (2004), 101-124.
[27] J.Wirth, Wave equations with time-dependent dissipation. I. Non-effective dissipation,
J. Differential Equations, 222 (2006), 487-514.
[28] J.Wirth, Wave equations with time-dependent dissipation. II. Effective dissipation, J.
Differential Equations, 232 (2007), 74-103.
[29] B.Yordanov and Q.S.Zhang, Finite time blow up for critical wave equations in high
dimensions, Journal of Functional Analysis, 231(2) (2006), 361-374.
[30] Q.S.Zhang, A blow-up result for a nonlinear wave equation with damping: the critical
case, C. R. Math. Acad. Sci. Paris, Se´r. I 333 (2001) 109-114.
15
