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Abstract. Las arquitecturas jera´rquicas de comunicacio´n causal se pre-
sentan como una alternativa habitual para reducir el elevado taman˜o de
la informacio´n de control causal a enviar en cada mensaje, cuando la co-
municacio´n se realiza entre un subconjunto de procesos que pertenecen
a un grupo muy numeroso. Sin embargo, en estas arquitecturas, los no-
dos intermedios de la jerarqu´ıa padecen un efecto indeseable denomi-
nado efecto convoy. Estos nodos intermedios tienden a generar ra´fagas
de env´ıos que sobrecargan tanto a los nodos de los niveles inferiores de
la jerarqu´ıa como a la red, provocando pe´rdidas de mensajes y perio-
dos entre ra´fagas de infrautilizacio´n de la red. Este art´ıculo presenta un
servicio causal bidireccional sin contencio´n que, aplicado a los nodos in-
termedios de la jerarqu´ıa, soluciona el efecto convoy. Este servicio causal
sin contencio´n entrega a la capa de aplicacio´n y env´ıa al sistema un men-
saje sin esperar la entrega o el env´ıo previo de mensajes que constituyen
la historia causal del primero, por lo que evita las ra´fagas de entrega y
de env´ıo de mensajes. La entrega de un mensaje va acompan˜ada de un
identificador causal, que es un nu´mero natural que indica el nu´mero de
orden de ese mensaje en la secuencia causal total. El env´ıo de un men-
saje supone construir un vector causal va´lido a partir de un identificador
causal, que permita ordenar dicho mensaje en orden causal en el proceso
receptor.
1 Introduccio´n
Un sistema distribuido esta´ formado por un conjunto de procesos cooperantes
ubicados en nodos separados geogra´ficamente, que intercambian informacio´n me-
diante el paso de mensajes. Cuando los canales de comunicacio´n son as´ıncronos,
los procesos pueden ser incapaces de determinar el orden temporal en el que se
producen los sucesos, a la vista de los mensajes que van recibiendo. Una forma
de reducir la asincron´ıa del canal es la inclusio´n de una capa, entre el canal y el
proceso, que asegure a e´ste un determinado orden de entrega de los mensajes. En
concreto, una capa de comunicacio´n causal [4] garantiza la entrega de mensajes
en el orden causal en el que se han enviado. Sin embargo, para poder determinar
el orden de entrega de un mensaje, es necesario incluir informacio´n de control
en e´ste. El taman˜o de la informacio´n de control causal dependera´ de si la comu-
nicacio´n es “uno a todos” (multidifusio´n o multicast), “uno a varios” o “uno a
uno”. As´ı, cuando el mensaje se difunde a todos los miembros de un grupo, el
coste de la informacio´n de control causal es θ(n) [11], siendo n el taman˜o del
grupo. Sin embargo, si el mensaje se env´ıa a un subconjunto del grupo total,
el coste de la informacio´n de control causal a enviar es θ(n2) [10]. Es evidente
que el inconveniente de la comunicacio´n causal entre un subconjunto elevado de
procesos es el coste de la transmisio´n de la informacio´n de control con respecto
a la escalabilidad del sistema. Entre las diferentes soluciones propuestas para
reducir el taman˜o de la informacio´n de control destacan los modelos basados
en arquitecturas jera´rquicas, como la arquitectura en forma de margarita prop-
uesta por Aldi y Nagi [1] y Baldoni [2]. En esta arquitectura, los procesos de
usuarios se reparten en grupos disjuntos conectados por un grupo central de pro-
cesos especiales, denominados servidores causales, que se encargan de difundir
los mensajes generados en un grupo al resto de los grupos de procesos, utilizando
multidifusio´n. Sin embargo, aunque la organizacio´n jera´rquica y el uso de la mul-
tidifusio´n reducen el coste causal a un coste lineal θ(m) siendo m la cardinalidad
del grupo ma´s grande, introduce un efecto indeseable conocido como efecto con-
voy. El efecto convoy se produce cuando a un proceso receptor se le entrega una
ra´faga de mensajes que produce una sobrecarga de procesamiento, aunque los
procesos emisores hayan realizado el env´ıo a una tasa constante. Aunque Gupta
[5] indica que este efecto se puede producir en cualquier tipo de arquitectura
como consecuencia de situaciones transitorias debidas al control de flujo o de-
bidas al uso de protocolos de comunicacio´n fiable, Kalantar [7] indica que este
efecto se acentu´a sobremanera en arquitecturas jera´rquicas con orden de entrega
causal o total, cuando los nodos se comunican mediante multidifusio´n. La llegada
a un nodo intermedio de la jerarqu´ıa de un mensaje fuera de orden supone que
la entrega de e´ste debe retrasarse hasta la llegada de los mensajes que le prece-
den causalmente. Esto puede dar lugar a la entrega de la secuencia completa en
forma de ra´faga. As´ı, es posible que a su vez el receptor env´ıe una nueva ra´faga,
incluso ma´s larga, al siguiente nivel de la jerarqu´ıa, amplifica´ndose el efecto a
medida que se desciende en e´sta y, por tanto, aumentando la probabilidad de
control de flujo en los receptores, de pe´rdidas de mensajes y de la necesidad
de retransmisiones. Adema´s, el rendimiento del canal disminuye ya que el canal
puede llegar a estar ocioso en los periodos entre ra´fagas y sin embargo durante
e´stas el canal no tenga capacidad suficiente para transmitirlas. La magnitud del
efecto convoy puede ser tan perniciosa de cara al rendimiento del sistema, que
grandes compan˜´ıas como eBay o Google dedican grandes esfuerzos en intentar
reducir dicho efecto [3].
En este art´ıculo proponemos un protocolo de comunicacio´n bidireccional causal
sin contencio´n. Es bidireccional ya que evita la contencio´n tanto en la entrega
como en el env´ıo de mensajes, solucionando as´ı el efecto convoy que se produce
en arquitecturas jera´rquicas con orden de entrega causal. En nuestro modelo
causal sin contencio´n, el protocolo de comunicacio´n causal entregara´ o enviara´
un mensaje inmediatamente, aunque este´ desordenado causalmente. Para preser-
var la sema´ntica causal en cuanto a la entrega, cada mensaje ira´ acompan˜ado
de un identificador que indica el orden que ocupa dicho mensaje en la secuen-
cia causal. El algoritmo para el ca´lculo de dicho identificador es el propuesto
por Mun˜oz y Are´valo [9]. Por otra parte, para permitir el env´ıo de un mensaje
desde la capa de aplicacio´n hacia el resto del sistema sin haber mandando previ-
amente los mensajes que le preceden causalmente, en este art´ıculo se propone un
algoritmo que partiendo del identificador causal del mensaje construye un vec-
tor causal va´lido con el que etiquetar el mensaje. Con respecto a los protocolos
de env´ıo causal con contencio´n en arquitecturas jera´rquicas, este protocolo de
env´ıo causal sin contencio´n presenta las siguientes ventajas: 1) requiere so´lo el
almacenamiento condensado de la informacio´n causal y de los identificadores de
los mensajes recibidos, frente al almacenamiento de mensajes fuera de secuencia
causal necesarios en los protocolos de entrega causal con contencio´n 2) evita el
efecto convoy, ya que al no haber contencio´n en la entrega ni en le env´ıo del
mensaje se retransmite sin demora al nodo siguiente, 3) reduce la probabilidad
de pe´rdida de mensajes ya que al no generar ra´fagas de env´ıo no se producen
sobrecargas de bu´feres en los nodos receptores y 4) aprovecha de manera ma´s
uniforme la capacidad del canal, ya que no tiende a generar tiempos muertos en-
tre env´ıos. El resto del art´ıculo se estructura como sigue. La seccio´n 2 describe el
modelo de sistema y los principales conceptos relacionados con la entrega causal,
en la seccio´n 3 se presenta el protocolo de env´ıo causal sin contencio´n que, junto
con la entrega de mensajes sin contencio´n, soluciona el efecto convoy. La seccio´n
4 muestra las conclusiones y las futuras l´ıneas de trabajo.
2 Modelo de sistema y definiciones
2.1 Sistema distribuido as´ıncrono
El sistema distribuido considerado esta´ compuesto por un conjunto finito P de
n procesos, que no comparten memoria ni reloj, conectados a trave´s de una red
fiable de comunicacio´n sobre la que intercambian un conjunto de mensajes M
mediante multidifusio´n o multicast. El tiempo de transmisio´n de un mensaje es
finito pero no acotado. Cada par ordenado de procesos (pi, pj) esta´ conectado
por un canal fiable cij , a trave´s del cual pi puede enviar mensajes a pj . El canal
es fiable, por lo que se considera que no se recibira´n mensajes duplicados ni se
perdera´n mensajes, pero si puede ocurrir que los mensajes lleguen desordenados.
Se supone que tanto el canal de comunicacio´n como los procesos no van a sufrir
ningu´n tipo de fallo.
2.2 Relacio´n de precedencia causal ”Sucedio´ antes”
Lamport definio´ la relacio´n causal “Sucedio´ antes” en [8]. Dicha relacio´n deter-
mina que, dados dos sucesos, a y b, si “a sucedio´ antes que b”, representa´ndose
a→ b, entonces todos los procesos coinciden en que primero se produjo el suceso
a y posteriormente el b. Esta relacio´n es cierta si y solo si:
1. Los sucesos a y b se producen en el mismo proceso y a se produce antes que
b.
2. Si a es un suceso de env´ıo de un mensaje m y b es el suceso de recepcio´n de
dicho mensaje.
3. Existe un suceso c, tal que a → b y b → c. La relacio´n “sucedio´ antes” es
transitiva.
Si dos sucesos, x e y, se producen respectivamente en dos procesos que no
intercambian mensajes ni directa ni indirectamente, entonces, no es cierto que
x → y ni que y → x. En este caso, se dice que tales sucesos son concurrentes,
representa´ndose por x||y, indicando que no se sabe nada sobre cua´l de ellos
sucedio´ primero.
2.3 Orden de entrega causal
Hadzilacos y Toueg [6] consideran que se produce entrega causal de dos mensajes
m y m′, representa´ndose m → m′, cuando la difusio´n del mensaje m precede
causalmente a la difusio´n del mensaje m′ y ningu´n proceso entrega m′ a menos
que previamente haya entregado m. Los mensajes que no cumplan m → m′ o
m′ → m, son mensajes concurrentes entre s´ı y han podido entregarse en cualquier
orden.
2.4 Identificador causal de un mensaje
Sea [I] el intervalo cerrado de los nu´meros naturales [1, |M |] donde |M | es la
cardinalidad del conjunto de los mensajes enviados en el sistema M en una
ejecucio´n σ. La funcio´n de identificador causal (cId) definida en [9] es tal que
asigna un nu´mero natural, denominado identificador causal, a cada mensaje
recibido por un determinado proceso. El identificador causal sera´ un nu´mero
natural comprendido en el intervalo [1, |M |].
cId : PxM → I
La funcio´n cIdp es la restriccio´n de la funcio´n cId en el conjunto de mensajes
recibidos por un proceso p ∈ P . Esta funcio´n es una funcio´n uno a uno.
cIdp : M → I
La funcio´n cIdp presenta las siguientes propiedades:
Property 1 (Unicidad). Para un proceso p y para cualquier par de mensajes m
y m′ es cierto que cIdp(m) 6= cIdp(m′).
Property 2 (Correspondencia causal). Si un mensaje m precede causalmente a
otro mensaje m′ entonces el identficador causal de m sera´ menor que el identi-
ficador causal de m′ para todo proceso p.
m→ m′ ⇒ cIdp(m) < cIdp(m′)
Property 3. (No agujeros causales) Los identificadores causales de los mensajes
entregados a un proceso p en una ejecucio´n del sistema deben de ser mayores
que 0 y menores o iguales que el nu´mero de mensajes M enviados en la ejecucio´n
del sistema.
1 6 cIdp(m) 6 |M |
2.5 Servicio de comunicacio´n causal con contencio´n
El servicio de comunicacio´n causal con contencio´n mostrado a continuacio´n se
basa en el servicio cla´sico de entrega causal. Dicho servicio entrega los men-
sajes en orden causal, almacenado los mensajes se reciban desordenados hasta
que puede entregar un secuencia ordenada de mensajes. Se considera que cada
proceso en el sistema esta´ compuesto por un mo´dulo de entrega causal que in-
teractu´a con la aplicacio´n y el servicio de multicast subyacente.
Cada accio´n del servicio se parametriza por un u´nico proceso p ∈ P en el que
la accio´n se produce. Para describir dicho servicio se han utilizado los siguientes
tipos:
P es el conjunto de procesos del sistema
M es el conjunto de mensajes enviados por los procesos
V es el conjunto de vectores causales de dimensio´n P
La firma externa del servicio se compone de las siguientes acciones:
– input send (p,m), p ∈ P,m ∈M
La capa de aplicacio´n del proceso p env´ıa un mensaje m.
– output deliver (p,m), p ∈ P,m ∈M
El proceso p entrega en orden causal el mensaje m.
– output net send (p,< m, vm >), p ∈ P,m ∈M,vm ∈ V
El proceso p difunde un mensaje m con una marca de tiempo vm a trave´s
de la capa de comunicacio´n subyacente.
– input net receive (p,< m, vm >), p ∈ P,m ∈M, vm ∈ V
el proceso p recibe un mensaje m junto con su marca de tiempo vm de la
red subyacente.
El mo´dulo de aplicacio´n puede generar sucesos de tipo send al mo´dulo causal,
mientras que admite de e´ste sucesos de tipo deliver. Por su parte, el mo´dulo
causal generara´ sucesos de tipo net send hacia el canal y recibira´ de e´ste suce-
sos de tipo net receive. La entrega de un mensaje en orden causal se produce
como consecuencia de un suceso del tipo deliver, mientras que la multidifusio´n
causal (causal multicast) de un mensaje se produce derivado de un suceso de
tipo net send. La recepcio´n de un mensaje se produce como consecuencia de un
suceso net receive y finalmente, la multidifusio´n de un mensaje se produce como
consecuencia de un suceso send. Los sucesos deliver y net send solo se pueden
producir como consecuencia de sucesos previos net receive y send respectiva-
mente.
Una ejecucio´n del sistema distribuido σ es una coleccio´n de sucesos send y
deliver ordenados segu´n la relacio´n de orden parcial “Sucedio´ antes”. Sea M
el conjunto de mensajes entregados en σ, dicha ejecucio´n respetara´ el orden de
entrega causal si para cualquier mensaje m ∈M se cumple la propiedad de orden
de entrega causal descrita anteriormente.
2.6 Algoritmo de entrega causal con contencio´n
La causalidad de la multidifusio´n puede capturarse mediante el uso de relojes
lo´gicos vectoriales. El sistema de relojes lo´gicos vectoriales asocia marcas de
tiempo a los sucesos de env´ıo de mensajes, de tal forma que, comparando las
marcas de tiempo de dos sucesos de env´ıo, se puede saber si esta´n causalmente
relacionados [9]. Cada proceso p mantendra´ en su mo´dulo causal un reloj lo´gico
vectorial vp ∈ V . El vector de enteros vp[1, ..., n] esta´ indexado por identificador
de proceso e inicializado a [0, ..., 0]. El mo´dulo causal actualizara´ dicho vector
segu´n las reglas descritas para el algoritmo CBCAST [11]:
1. Para cada suceso send(p,m), el proceso p:
(a) incrementa su contador en el vector vp: vp[p] = vp[p] + 1
(b) genera un suceso net send(p,m, vp)
2. Cuando un proceso q recibe un mensajem, tras un suceso net receive(q,m, vm)
difundido por p 6= q, no generara´ el suceso deliver(m, v) de m hasta que se
cumplan las dos condiciones siguientes:
(a) vm[p] = vq[p] + 1
(b) ∀k, 1 ≤ k 6= p ≤ n : vm[k] ≤ vq[k]
La condicio´n 2.(a) indica que los mensajes del emisor p se deben entregar
en orden FIFO en q, mientras que la condicio´n 2.(b) indica que para poder
entregar m, necesariamente se han tenido que entregar en q los mensajes que
preceden causalmente a m.
3. El suceso de entrega deliver(q,m) modifica el vector causal del receptor q
de acuerdo a la marca de tiempo vm de m, de la siguiente manera: ∀k, 1...n :
vq[k] = max(vq[k], vm[k])
Al final de una ejecucio´n del sistema σ, a cada proceso p se le habra´ entregado
una secuencia causal scp formada por el conjunto M de mensajes. Sin embargo,
para dos procesos cualesquiera p y q, el orden de los mensajes en las secuencias
scp y scq, puede no coincidir ya que por la asincron´ıa de la red, los mensajes
concurrentes pueden llegar y, por tanto, entregarse en cualquier orden. Obse´rvese
que en el paso 2 del algoritmo se produce contencio´n causal en la entrega. Es
decir, cuando se recibe un mensaje fuera de secuencia, no se entrega a la capa de
aplicacio´n hasta que no se ha recibido toda la historia causal de dicho mensaje.
3 Mo´dulo de comunicacio´n causal sin contencio´n
El servicio de comunicacio´n causal sin contencio´n entrega cada mensaje m que
recibe del canal de comunicacio´n de forma inmediata, junto un nu´mero natural
que sera´ su identificador causal obtenido de la funcio´n cIdp(m). Dicha funcio´n
cumple las propiedades descritas en el apartado 2.4. Puesto que los mensajes
pueden entregarse desordenados, el identificador causal permite a la aplicacio´n
ordenar causalmente los mensajes, ordena´ndolos en orden creciente de identifi-
cador. Por otra parte, el servicio permite que la aplicacio´n env´ıe cualquier men-
saje etiquetado con un identificador causal. A la hora de enviar dicho mensaje
al sistema, el servicio transforma dicho identificador en una marca de tiempo en
forma de vector.
Para describir este servicio se han utilizado los siguientes tipos:
P es el conjunto de procesos del sistema
M es el conjunto de mensajes enviados por el sistema
V es el conjunto de vectores causales de dimensio´n P
I es el intervalo cerrado de nu´meros naturales [1, |M |] donde |M | es la cardinal-
idad del conjunto M
El servicio de comunicacio´n causal sin contencio´n presenta la siguiente inter-
faz para interactuar con la aplicacio´n y la red subyacente.
– input cSend (p,< m, cIdp(m) >), p ∈ P,m ∈M, cIdp(m) ∈ I
La capa de aplicacio´n en p env´ıa un mensaje m junto con un identificador
causal cIdp(m).
– output cDeliver (p,< m, cIdp(m) >), p ∈ P,m ∈M, cIdp(m) ∈ I
El proceso p entrega el mensaje m y su identificador causal cIdp(m).
– output net send (p,< m, vm >), p ∈ P,m ∈M,vm ∈ V
El proceso p env´ıa un mensaje m y su marca de tiempo vm a trave´s de la
red subyacente.
– input net receive (p,< m, vm >), p ∈ P,m ∈M, vm ∈ V
El proceso p recibe un mensaje m y su marca de tiempo v a trave´s de la red.
Obse´rvese que cuando se produce la recepcio´n de un mensajem tras un suceso
net receive(p,< m, vm >), el servicio debe transformar la marca de tiempo
vectorial vm en un identificador causal cIdp(m), para poder generar un suceso
de entrega cDeliver(p,< m, cIdp(m) >). De forma sime´trica, cuando se produce
el suceso cSend(p,< m, cIdp(m) >, el servicio debe transformar el identificador
causal cIdp(m) asociado con m en una marca de tiempo vectorial vm para poder
generar un suceso de env´ıo por la red net send(p,< m, vm >).
La propiedad que debe cumplir dicho servicio es la de preservar la causalidad.
Es decir, si un mensaje m′ precede causalmente a otro m, entonces la marca de
tiempo del primero sera´ menor que la del segundo:
m′ → m⇒ vm′ < vm
Para el ca´lculo del identificador causal cIdp(m) a partir de la marca de tiempo
vm se propone aplicar el algoritmo propuesto en [9], donde se verifica que:
m′ → m⇒ cIdp(m′) < cIdp(m)
La transformacio´n del identificador causal cIdp(m) de m en una marca de
tiempo vm debe preservar la informacio´n causal. Por tanto debe verificarse que:
cIdp(m
′) < cIdp(m)⇒ vm′ < vm
4 Algoritmo de reenv´ıo causal ra´pido
El algoritmo que se va a describir en este apartado permite la transformacio´n
de un identificador causal cIdp(m) de un mensaje m en una marca de tiempo
vectorial vm. Es importante destacar que es necesario que el identificador causal
sea va´lido, esto es, que cumpla la propiedades de unicidad, correspondencia
causal y de no generacio´n de agujeros causales descritos en el apartado 2.4. para
poder preservar la causalidad del sistema.
La idea fundamental sobre la que se sustenta el algoritmo es la siguiente: Sea m
un mensaje cuyo identificador causal es cIdp(m) para el proceso p. Si p env´ıa
m hac´ıa el sistema con una marca de tiempo vm donde vm(p) = cIdp(m), todos
aquellos mensajes m′ que se env´ıen posteriormente y que precedan causalmente
a m, debera´n enviarse con una marca de tiempo vm′ menor que vm. Es decir:
cIdp(m
′) < cIdp(m)⇒ vm′ < vm
En la parte declarativa del algoritmo, tras la definicio´n de los conjuntos de
procesos, mensajes y relojes vectoriales, se observa la definicio´n de la lista de
mensajes fuera de secuencia LSent que se describira´ ma´s adelante. Despue´s se
definen los tipos de mensajes a utilizar. El primero, appMsg es el tipo de mensaje
que env´ıa la capa de aplicacio´n al servicio de entrega causal (A → S). Dicho
mensaje estara´ formado por los datos msg del mensaje junto con un nu´mero
natural cId que sera´ su identificador causal. El segundo mensaje fcMsg es el que
entregar´ıa la capa de servicio a la aplicacio´n cuando reciba un mensaje(S → A).
Finalmente, el servicio causal enviara´ mensajes netMsg por la red (S → N)
o bien recibira´ mensajes de la red (N → S) constituidos por los datos msg y
etiquetados con una marca de tiempo vectorial v.
En cuanto a las variables usadas, se destaca la lista S de tipo LSent. S es una
lista de nodos ordenados en orden creciente de identificador causal. Cada nodo s
representa un rango de identificadores causales de mensajes que no han llegado
todav´ıa desde la capa de aplicacio´n, pero a los que ya se les ha asignado un
marca de tiempo vectorial. Dicha marca vectorial corresponde a un mensaje que
les poscede causalmente y que ya ha sido enviado. Esta marca de tiempo se usara´
para etiquetar dichos mensajes cuando se env´ıen por la red. El nodo cuenta con
tres campos, como indica el tipo Sent. El primer campo, cId representa el mayor
Tipos:
Type P SetOf(procesos)
Type M SetOf(mensajes)
Type V SetOf(vectores causales)
Type CId SetOf (identificadores causales)
Type Sent <CId cId, int n,V v>
Type LSent sequenceOf(Sent)
Tipos de mensajes:
A →S appMsg = <M msg, CId cId>
S→ A fcMsg = <M msg, CId cId>
S →N, N →S netMsg = <M msg, V v>
Variables y estructuras de datos
P p // Identificador del proceso p
LSent S // Lista de mensajes enviados fuera de secuencia
V vClock // Reloj vectorial de p
Sent s // Elemento de la lista LSent
V vm // Marca de tiempo del mensaje m a enviar
Funciones externas:
sucesorCausal [LSent, CId →Sent]
predecesor [LSent, Sent →Sent]
esPrimerNodo[Lsent, Sent →boolean]
ultimoNodo[LSent →Sent]
crearNodo[LSent, CId, V, int →Sent]
eliminarNodo[LSent, Sent →LSent]
Fig. 1. Tipos y variables para el env´ıo causal sin contencio´n
1 Upon reception appMsg m in p:
2
3 if vacı´a (S) and (vClock[p] +1 = m.cId) then // m esta´ en secuencia
4 vClock[p] ← vClock[p]+1 // se actualiza el reloj de p
5 net send < m.msg, vClock >
6
7 else // m no esta´ en secuencia
8 s ← sucesorCausal(S, m.cId)
9 if (s = ⊥ ) then // m no tiene sucesor causal en S
10 s = ultimoNodo(S)
11 if (s = ⊥ ) then //S esta´ vac´ıa
12 s = crearNodo(S, m.cId, vClock, m.cId − vClock[p] )
13 else // S no esta´ vac´ıa
14 if (s.v = vClock) then // no ha cambiado el reloj. Uso s
15 s.n = s.n + m.cId − s.cId
16 s.cId = m.cId
17 else // ha cambiado el reloj. Se crea un nodo s en S
18 s = crearNodo(S, m.cId, m.cId − ultimo(S).cId, vClock)
19 endif
20 endif
21 endif
22
23 vm = s.v //se construye y env´ıa el mensaje
24 vm[p] = m.cId
25 net send< m.msg, vm >
26
27 s.n = s.n −1 //un mensaje menos a enviar
28 if (s.n = 0) then // enviados todos los mensajes del nodo s
29 if esPrimerNodo(S, s)) then // s en secuencia con el reloj
30 vClock[p] ← s.cId // se actualiza el reloj al cId de s
31 else // s es un nodo intermedio. Se une al anterior
32 pred ← predecesor(S, s)
33 pred.cId ← s.cId
34 endif
35 eliminarNodo (S, s)
36 endif
37
38 endif
Fig. 2. Protocolo para el env´ıo causal sin contencio´n
identificador causal de los mensajes asociados a dicho nodo. El segundo campo
n es el nu´mero de mensajes pendientes de recepcio´n que deben enviarse con la
marca de tiempo del nodo s. Un mensaje m se enviara´ con dicha marca de tiempo
si su identificador causal m.cId cumple: s.cId − s.n < m.cId < s.cId. El tercer
campo contiene la marca de tiempo vectorial v con el que habra´ que etiquetar
dichos mensajes. En cuanto a la declaracio´n de funciones, la ma´s destacable es la
funcio´n sucesorCausal que tomando como entrada la lista S y un identificador
causal m.cId de un mensaje m recorre la lista buscando el menor nodo n cuyo
identificador causal s.cId sea mayor que m.cId. La funcio´n predecesor devuelve
el nodo, si existe, que precede a un nodo en una secuencia S. El resto de funciones
declaradas se utilizan para manipular la lista S.
Observando el seudoco´digo propuesto, cuando la capa de aplicacio´n del pro-
ceso p produce un suceso del tipo cSend el servicio de comunicacio´n causal ra´pida
recibe un mensaje m =< msg, cId >, siendo m.msg los datos del mensaje y
m.cId el identificador causal del mensaje para p (linea 1). Para que el servicio
pueda enviar dicho mensaje a trave´s de la red, necesita calcular la marca de
tiempo vectorial del mensaje a partir del reloj vectorial del proceso p y del valor
del identificador causal del mensaje para p. No se van a utilizar sub´ındices para el
proceso p para no oscurecer el co´digo. El caso ma´s simple es que el mensaje este´
en secuencia causal. Esto es, el identificador m.cId de m es el siguiente al u´ltimo
enviado en secuencia segu´n el reloj vectorial de p. Por tanto, se incrementa en
uno el reloj en la posicio´n de p y se env´ıa por la red, etiquetando el mensaje con
el valor del reloj (l´ıneas 3 a 5). Si el mensaje no esta´ en secuencia, esto indica
que se va a enviar un mensaje tal que algu´n o algunos de los mensajes que le
preceden causalmente no se han enviado todav´ıa. Si es el primer mensaje fuera
de secuencia, entonces la lista S de mensajes enviados fuera de secuencia esta´
vac´ıa, por que se crea un nuevo nodo s. En s el mayor identificador causal sera´ el
del mensaje m.cId, la marca de tiempo o timestamp sera´ el valor actual del reloj
vClock en p y el nu´mero de mensajes pendientes de env´ıo con dicha marca de
tiempo sera´n tantos como la diferencia entre el identificador causal del mensaje
m.cId y el u´ltimo mensaje enviado en secuencia por p en vClock[p] (Lineas de
11 a 12). Por otra parte, si la lista de mensajes fuera de secuencia S no estu-
viera vac´ıa, podr´ıan plantearse dos alternativas, dependiendo de si m cuenta con
sucesor causal en la secuencia S (L´ınea 8). En primer lugar, supongamos que m
cuenta con sucesor causal s en S. El sucesor causal sera´ el menor elemento de
s tal que m.cId < s.cId. Entonces, m debera´ mandarse con la marca de tiempo
que indique s, actualizando la posicio´n de p con el valor del identificador de m
(L´ıneas 23-25).
En segundo lugar, supo´ngase que m no cuenta con sucesor causal en S porque
m es el mensaje con mayor identificador causal fuera de secuencia. Es decir, el
u´ltimo elemento s en S cumple que s.cId < m.cId. En esta situacio´n, pueden
darse dos casos. Supo´ngase que la marca de tiempo de s tiene el mismo valor que
el reloj de p, en este caso se puede modificar este nodo para que el mayor iden-
tificador causal asociado incluya hasta el identificador de m. Por tanto, habra´
que incrementar el contador de mensajes fuera de secuencia con aquellos que no
han llegado y que posceden a s y preceden a m (L´ıneas 14-16). Por otra parte, si
la marca de tiempo de s es menor que el valor actual de reloj de p es necesario
crear un nuevo nodo (L´ınea 18) con la nueva marca de tiempo.
Tanto si m tiene o no sucesor causal, se termina enviando el mensaje por la red
(L´ıneas 23-26). Finalmente, queda explicar que´ ocurre cuando en un nodo s se
han enviado ya todos los mensajes fuera de secuencia. Esta condicio´n se cumple
cuando n.s = 0. Cuando el nodo s es el primero de la lista y ya ha enviado
con la marca de tiempo asociada s.v los n mensajes pendientes,entonces se ac-
tualiza el reloj p, indicando que p hasta el momento ha enviado en secuencia
hasta s.cId mensajes elimina´ndose el nodo s de S (L´ıneas 29-30). En otro caso,
simplemente se incrementa el identificador causal de nodo predecesor de s para
despue´s eliminar el nodo s.
4.1 Ejemplo de ejecucio´n del algoritmo
Sea G = (p, q, r) un grupo de procesos. Sea p un proceso con un mo´dulo de comu-
nicacio´n causal ra´pida. Supo´ngase que en una ejecucio´n del sistema, se produce
en el proceso p una secuencia de sucesos de tipo cSend(m, cIdp(m)) generados
por la capa de aplicacio´n de p y net receive(m, vm) generado por la capa de
comunicacio´n de p. En estos tipos de eventos conside´rese que m es el mensaje,
cIdp(m) el identificador causal asociado a m en p y vm la marca de tiempo vec-
torial del mensaje que se recibe por la red.
Considerando la secuencia siguiente:
cSend(m3, 3), cSend(m4, 4), cSend(m1, 1), net receive(mr, [0, 0, 1]), cSend(m5, 5)
cSend(m2, 2)
Se vera´ que´ sucesos produce el mo´dulo de comunicacio´n ra´pida como resultado
del procesamiento de los eventos anteriores. Inicialmente el proceso p tiene su
reloj vectorial vClock = [0, 0, 0], puesto que p no ha enviado ningu´n mensaje y
no ha recibido ningu´n mensaje procedente ni de q ni de r respectivamente. La
secuencia S de mensajes enviados fuera de secuencia esta´ vac´ıa.
– Se produce el suceso cSend(m3, 3). El identificador causal 3 no esta´ en
secuencia con el u´ltimo mensaje enviado en orden causal por p. Es de-
cir, vClock[p] + 1 <> 3, por tanto se crea un nuevo nodo s1 y se in-
serta en S. S = (s1 =< 3, [0, 0, 0], 3 >), donde 3 es el identificador causal
mayor del nodo, el vector es la marca de tiempo de referencia y 3 es el
nu´mero de mensajes pendientes de env´ıo con esta marca de tiempo (L´ınea
12 del algoritmo). Despue´s se construye la marca de tiempo del mensaje m3,
copiando el valor del vector del nodo y modificando el valor del emisor p
con el valor del identificador del mensaje. As´ı, se genera un suceso de env´ıo
net send < m3, [3, 0, 0] > (L´ıneas 23-25). Se decrementa en 1 los mensajes
pendientes por enviar en dicho nodo, quedando S = (s1 =< 3, [0, 0, 0], 2 >)
puesto que 2 es el nu´mero de mensajes pendientes, correspondientes a los
mensajes con identificadores causales 1 y 2.
– Se produce el suceso cSend(m4, 4). El mensaje no esta´ en secuencia con el
u´ltimo mensaje enviado por p por lo que se busca en S si existe un nodo
sucesor cuyo identificador causal sea mayor que 4. No existe. Se pasa a com-
probar si puede anexar dicho identificador con el nodo ya existente (L-14).
Esto es posible ya que el reloj vectorial de p sigue siendo [0, 0, 0] y coin-
cide con el vector del nodo s1. As´ı, se modifica el nodo s1 resultando S =
(s1 =< 4, [0, 0, 0], 3 >). Se env´ıa el mensaje como net send < m4, [4, 0, 0] >
y se decrementa el nu´mero de mensajes pendientes de env´ıo, resultando
S = (s1 =< 4, [0, 0, 0], 2 >)
– Se produce el suceso cSend(m1, 1). El mensaje esta´ en secuencia con el reloj
vectorial de p, pero la secuencia S no esta´ vac´ıa. Se busca el sucesor causal
resultado ser de nuevo s1 (L-8). Se pasa a construir el mensaje y se genera
el suceso net send < m1, [1, 0, 0] > y se decrementa el nu´mero de mensajes
pendientes de env´ıo en s3 resultando S = (s1 =< 4, [0, 0, 0], 1 >).
– Se produce el suceso net receive(mr, [0, 0, 1]) procedente del proceso r. Puesto
que la recepcio´n del mensaje de r esta´ en secuencia con el reloj vectorial de
p, se actualiza el reloj de p como vClock[r] = vClock[r] + 1, resultando
vClock = [0, 0, 1]. El mo´dulo calculara´ el identificador causal asociado al
vector [0,0,1] segu´n el algoritmo indicado en [9] dando como resultado que
Idc(mr) = 1. Finalmente generar´ıa el suceso cDeliver(mr, 1) a la aplicacio´n.
– Se produce el suceso cSend(m5, 5). Se busca un sucesor causal en S. No ex-
iste y adema´s no se puede anexar al nodo existente ya que el vector del nodo
s1 no coincide ya con el reloj vectorial de p. Por tanto se crea un nuevo nodo
(L-18) resultado S = (s1 =< 4, [0, 0, 0], 1 >, s2 =< 5, [0, 0, 1], 1 >). Se env´ıa
el mensaje mediante net send < m5, [5, 0, 1] >, se decrementa el nu´mero de
mensajes pendientes en el nodo s2, resultando que n = 0. (L-28). Por tanto,
se compacta la lista S asignando el 5 como identificador de s1 y eliminando
el nodo s2. As´ı S = (s1 =< 5, [0, 0, 0], 1 >).
– Se produce el suceso cSend(m2, 2). El nodo sucesor es s1, se construye y
env´ıa el mensaje y se genera el suceso net send < m2, [2, 0, 0] >. Se decre-
menta los mensajes pendientes en s1. Ahora ya no queda ningu´n mensaje
por enviar y el nodo es el primero de la lista por lo que se actualiza el reloj
vectorial de p con el mayor identificador causal de s1. As´ı vClock[p] = 5 y
por tanto vClock = [5, 0, 1]. Se elimina el nodo s1 y la lista S se queda vac´ıa.
Por tanto, un proceso receptor podra´ ordenar en orden causal los mensajes
recibidos aplicando las reglas de entrega causal con contencio´n:
< m1, [1, 0, 0] >,< m2, [2, 0, 0] >,< m3, [3, 0, 0] >, < m4, [4, 0, 0] >,<
m5, [5, 0, 1] >
5 Conclusiones
En este art´ıculo se ha descrito un servicio de entrega y env´ıo causal sin con-
tencio´n que soluciona el problema del efecto convoy que presentan las arqui-
tecturas jera´rquicas de comunicacio´n causal. Dicho mo´dulo se aplica en los no-
dos intermedios de dicha arquitectura que retransmiten en ambas direcciones
los mensajes que les llegan procedentes de los grupos en los que actu´an como
pasarelas. El uso de este mo´dulo bidireccional sin contencio´n es transparente en
los nodos hoja ya que no impide que en e´stos se sigan usando servicios de en-
trega tradicionales de comunicacio´n causal con contencio´n. El servicio expuesto,
realiza la entrega causal sin contencio´n de cada mensaje tras su recepcio´n, sin
esperar a entregar previamente los mensajes de la historia causal de dicho men-
saje. La entrega de cada mensaje va acompan˜ada de un identificador causal,
que es un nu´mero natural que indica el nu´mero de orden de ese mensaje en
la secuencia causal completa. Por otro lado, se propone un algoritmo para el
env´ıo al sistema de mensajes procedentes de la capa de aplicacio´n que no ven-
gan en orden causal, pero que vengan acompan˜ados de un identificador causal
va´lido. El algoritmo calcula una marca de tiempo va´lida, en forma de vector
causal, a partir del identificador causal del mensaje y del valor del reloj lo´gico
del proceso. Con dicha marca de tiempo vectorial se etiqueta al mensaje que va
a viajar por la red. Internamente el protocolo solo necesita mantener una lista
de subsecuencias o rangos de identificadores asignados y un vector causal por
cada rango. El protocolo, insertado en un mo´dulo de entrega causa bidireccional
sin contencio´n, ya se ha probado y nos encontramos en la fase de evaluar su
rendimiento, que esperamos lo´gicamente que mejore sustancialmente cualquier
servicio causal con contencio´n tanto en la entrega como en el env´ıo. Por otra
parte, se pretende modificar el algoritmo para que realice filtrado de mensajes
cuando se utilice multicast con autoenv´ıo as´ı como conseguir aplicar dicho algo-
ritmo a arquitecturas que soporten ma´s de un proceso pasarela entre islas para
soportar tolerancia a fallos.
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