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A class of nonlinear dynamical systems with random parameters and initial con- 
ditions is considered. The transient time evolution of the mean value of the depen- 
dent variable is analyzed both by means of the stochastic averaging method and by 
Adomian’s decomposition method. A proof of the equivalence of the decomposition 
method to the time series approximation of the dynamical response is provided. An 
application is made to the Van der Pol equation and finally a comparison between 
the two previously discussed methods is given. ‘1 1987 Academic Press. Inc. 
1. INTR~DLJCTI~N 
This paper considers the transient behaviour analysis of a large class of 
nonlinear dynamical systems with random parameters and initial con- 
ditions. The analysis appeals to systems with one degree of freedom, but 
extension to systems with a larger number of degrees of freedom is 
immediate. 
The stochasticity is not, in the considered class of systems, due to 
addition of some random noise, but to uncertainty in the identification of 
the initial conditions and of the parameters characterizing the nature of the 
system itself. I refer to [ 1 ] for a discussion on this matter. 
Moreover the analysis of this paper refers to the moment evolution of 
the dependent variable to be studied by means of the stochastic averaging 
method, already developed by the author for the stochastic Van der Pol 
equation [2] as a natural extension to the stochastic case of the 
Bogoliubov averaging method for nonlinear stochastic equation [3], and 
by Adomian’s decomposition method [4]. 
More in detail, the second section provides a mathematical description 
of the considered class of systems. The third section deals with the so called 
“stochastic averaging method” [2] applied to the considered class of 
systems in order to find the transient time evolution of the mean value of 
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the dependent variable. The fourth section after a brief review of the so 
called “decomposition method” [4] provides a proof of the equivalence of 
such a method to the time-series approximation of the dynamical response 
in nonlinear systems and indicates some convergence criteria. Section 5 
supplies an application of the previously discussed methods and a com- 
parison between the two methods themselves in the case of the Van der Pol 
equation. 
A discussion follows and in particular several advantages of the decom- 
position method are pointed out. These advantages consist, with regard to 
the first-order statistics, in a better accuracy in the approximation of the 
solution process, even in the case of large nonlinearities, as well as in the 
capability of the method in supplying second and larger order statistics of 
the solution process. Moreover the proof provided in Section 4 defines an 
accurate convergence criterium for the decomposition method. 
2. THE MATHEMATICAL SYSTEM 
Consider the class of nonlinear stochastic dynamical systems with one 
degree of freedom in the stochastic Lagrangian variable q, whose time- 
evolution is defined by an ordinary second-order differential equation 
belonging to the class of semilinear autonomous equations 
4(w t) = -do; t) + g(q(o; t), 4(0, t); (x(o)), (1) 
where, with reference to Eq. (1 ), the following notation and definitions are 
added: 
(Q, 9, P) is a complete probability space, where Q is the abstract space of 
the elementary events w, space .F is a a-field of the subsets of Sz, and P is a 
probability density which induces on 9 a probability measure such that 
I= [0, T] s R+ is the observation interval of the variable time t; 
q = q(o; t): Sz. I+ R is the real-valued Lagrangian variable defining the 
realizations of the state of the system; 
a(o) is a known set of random variables, constant in time, defined in the 
above introduced probability space; 
E is a deterministic dimensionless parameter small with respect to unity; 
f is a deterministic function analytic in its arguments; 
c1 is a positive defined constant. 
NONLINEAR STOCHASTIC DYNAMICAL SYSTEMS 41 
An example of nonlinear system belonging to the class defined in Eq. (1) 
is the stochastic Van der Pol equation, which will be considered afterwards 
as a particular application 
qtw; t) + aq(w l) = E(U*(O) - u2(0) q2b; 2)) 80; t), (2) 
with a > 0. 
A discussion on the rise of stochasticities in the parameters in the 
evolution equations of nonlinear dynamical systems can be found in [ 11. 
If the augmented variable x = (q, 4) is defined, then Eq. (1) can be writ- 
ten, at given initial conditions, in integral form as 
(i= 1, 2) Xi(O; f)=X~j,(w) +ji Cpj(x(O; s), a(W)) dsy (3) 
where 
CPI =x2, (da) 
(p2 = --ax, f &f(X(W t), a(w)) (4b) 
Moreover, with reference to the mathematical system defined in Eqs. (3) 
and (4) consider the space of the continuous and bounded functions on 
[0, T], with values in L,(Q, 9, P), 
endowed with the norm 
llxll = max sup ess sup(x,(w; t)l 
i-l,2 re, (0 (6) 
and consider the subset D T of B T defined by 
D,= {X~fk llxll 6~ll%ll), (7) 
for some positive constant m. The analysis will be realized in a time interval 
I= [0, T] such that the dynamical response 
x = x(t; x0(0), a(o)) (8) 
exists unique for every t < T and for every realization of the random 
variables x0(o) and a(o). 
Generally this local existence proof can be obtained by application of 
fixed point theorems in the framework of stochastic analysis and one 
obtains T as a suitable function of the norm of the initial data [S, 61. This 
kind of analysis, which can be realized in detail only if the termfin Eq. (1) 
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is given explicitly, is not an objective of this research which deals with con- 
structive methods to obtain, for t E Z, the time evolution of the moments of 
the solution process (8) defined as 
(i= 1, 2), m;(t) = j xf(t; x0(m), a(o)) p(xoy a) ho da, (9) 
where P(x,, a) is the known probability density for the random variables 
x,,(w), a(o). The analysis is realized in the framework of stochastic 
analysis. The deterministic case can be regarded as a limiting relatively 
easier particular case. All results can be formally extended to multi-degree 
of freedom systems. Of course the actual calculations can be more cumber- 
some and the accuracy of the mathematical methods developed in the next 
sections need to be re-examined. Nevertheless the formal extension is a sim- 
ple exercise left to the reader. 
3. ON THE STOCHASTIC AVERAGING METHOD 
In this section the Krylov-Bogoliubov method (well known in deter- 
ministic nonlinear analysis) is extended in this section to the class of 
stochastic systems in order to obtain a simple structure of the solution for 
the first moment. 
It will also be shown in the next section that, at least for a large number 
of problems, strong nonlinearities can also be considered and a simple 
structure of the solution for the moments of higher order can be obtained. 
Consider now Eq. (1). According to the deterministic Krylov- 
Bogoliubov method, for small values of E, the solution process may be 
sought in the form 
q(w t) = y(a(o), 40; t) cm @(w t), (10) 
where @(o; t) = ,,& t + 0( o; t), CI > 0, with the condition 
dq(o; t)/dt = -y(o, qo; t) &sin @(o; t). (11) 
Dropping the arguments of the functions for simplicity, and differentiating 
Eq. (10) with respect to the time yields 
dqldt = - y sin @(& + d9/dt) + dy/dt cos @, 
from which follows 
dy/dt cos @ - y sin @ d9Jdt = 0, (12) 
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whereas time differentiation of Eq. (11) gives 
d2qfdt2 = -dyJdt & sin CO - ya cos CD = y & cos @ dG/dt. 
Substitution into Eq. (1 ), with the condition (11) gives 
y & d$/dt cos @ + & dy/dt sin @ = .zf (q, 4; a). 
Solving ( 12) and ( 14) for dy/dt and dO/dt yields 
dy/dt = E - s'n @f(Y 
4 
cos Qi, -y & sin @; a) 
d9/dt = E - cos@f(? 
Y,l;l 
cos @, - y & sin @; a). 
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(14) 
(15) 
These two first-order equations replace the original second-order differen- 
tial Eq. (1). 
Remark 1. The right-hand sides of Eqs. (15) are periodic with respect 
to the variable @, the function f is bounded, and consequently the right side 
terms are of the order of E. 
Remark 2. The averaging method is founded on the fact that in the for- 
mulation (15) y and 8 are slowly varying functions of time; in particular 
they change very little during the time T= 2x,‘& (the period of the right 
side terms of Eq. (15)). 
As a consequence of Remark 2 y and 8 are taken to be constants in the 
right-hand sides and introducing the operator 9, defined by 
.a(lCl(t)) =;I: $(t) dt, 
Eqs. (15) may be written in the operator form 
(16) 
where L = d/dt. 
The averaging method can be generalized to the stochastic case. In fact, 
if the initial conditions are of the type 
x0(w) = x,(1 + 4(~)), 
44 IDA BONZANI 
since E is a small parameter, y and 8 are small functions also of the random 
vector a(o) and may be regarded as constants in the right side terms of 
Eqs. (15) (y = E(y) and 0 = E(8)). 
Introducing the operator ~2 defined by 
Jw(t; zo) = j9 $(t; zo) P(zo) dz, 
and applying it to Eqs. (16) yields 
A, L, and A, .f are linear independent operators, so their order of 
application can be changed and the following equations can be obtained: 
dE( y )/dt = E ,I, j’ol-sin @.f(@; E(y), a) P(a, x,,) dx, da dt 
J c 
(17) 
dE(,!J)/dt=A j jT 
y&Tao 
cos @ .f( @; E( y ), a) P( a, x0) dx, da dt 
Introducing the functions 
f,(?J, a)=$ jo2n sin @f(Q); y, a) d@ 
and 
g,(y, .)=1 s 2n cos @f( @; y, a) d@, x0 
Eqs. (17) may be expressed in the form 
dE(y)/dt=L-j 
2&9 
f,(E(y), a) p(a, xo) dxo da (18.1) 
dE(S)/dt = ’ j 
2&E(y) 3 
g,(E(y)> a) f’(a, x01 ho da. (18.2) 
Note that the functions f,(y) and gi(y) are simply two coefficients of the 
Fourier series expansion off: 
When integration on the probability space is done, Eq. (18.1) is an 
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ordinary differential equation for E(y) whose solution, when it exists, can 
be expressed in terms of the known statistics of a(o) and x0(w). After sub- 
stitution in Eq. (18.2) also E(8) can be expressed in terms of the known 
statistics of a(w) and x0(o). 
The above results can be used in order to derive, in the limit of a small 
perturbation technique, an analytical expression of the “averaged” solution 
ij(o; t) = E(y(w; t)) cod& t + E(9(o; t))) (19) 
of Eq. (1 ), which may be obtained by considering its solution process as a 
deterministic function of the mean values of the functions y(w) and 0(o). 
It is plain that the above proposed analysis can only provide the lirst- 
order moment. On the other hand the description of the time-evolution of 
stochastic systems requires the knowledge of higher-order moments and 
this is an objective limit of the above developed method. 
4. ON THE DECOMPOSITION METHOD 
As already announced a more complete solution, applicable to higher- 
order moments, can be obtained by Adomian’s decomposition method [4] 
which can be applied also in the case of high nonlinearities. Namely, with 
reference to Eq. (l), when E is not small. 
The above mentioned method has been described several times and 
essentially consists in the application of the following three steps: 
(i) Equation (1) is considered in the integral form (3) and both the 
solution x(t; x,(w), a(o)) and the functions cpi(x(w; t); cc(o)) are decom- 
posed in the form 
x,(t; ~~(~),~(o))=~~xjj)(t; x~(o),u(co)) 2' 
cpi(X(cq t); u(o)) = ~jicpyyx(o; t); u(w)) i', 
(20) 
where A= 1; 
(ii) Equation (3) is rewritten in the form 
(i= 1, 2) Xi(tG x0(0), u(m), ~)=XCI;(@)+ A 6 qi(X(S; CO,~); U(W)) ds, 
with the assumption that 
(21) 
x(0, t;1= l)rx(w, t); 
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(iii) casting the expressions (20) in Eq. (21) the following hierarchy 
of quadratures is derived 
x’O’(w; t) = x0(0) 
x”‘(w; t) = ; ~p’~‘(x’~‘(w); a(o)) ds 
s 
. . 
x’~‘(oJ; t) = j; q’“- “(I’m’,..., x’“- “(co); a(o)) ds 
. . 
The method is simple to apply; nevertheless the crucial point consists in 
deriving some convergence rule. In fact one should prove, in a suitable 
function space, the conditions 
ifn-+cc, IIx’“‘I~ + 0 and iiq -Jo v’j’~~ -, 0. (22) 
A different line will be followed here; namely, it will be proven that the 
application of the sequence (ik(iii) is equivalent to looking for a solution 
in the form of power expansion of the time variable. Consequently the 
analysis of the convergence of the solution is equivalent to the analysis of 
the convergence, in a suitable time interval, of the series of powers of time. 
Keeping this in mind, the following theorem can be proposed 
THEOREM. If there exists a time interval IC R + such that the solution 
process of Eq. (3) exists unique and analytical for t E I, then the kth-term of 
the decomposed solution is equal to the kth-term of the power expansion of 
time, 
VtEI, ~‘,~‘(o; t) =I (d”‘xl(u; t)/dtk),_O tk. 
k! (23) 
Proof: If k = 0, obviously x”‘(w) = x0(o), where x0(o) = x(0; t = 0). If 
k = 1 one can easily verify that 
(i= 1, 2) x~‘)(w; t) = j’ cpj”)(xo(o); a(w)) ds = cp,(x,(o), a(w)). t; 
0 
in fact the functions cpi(xo(o); a(o)) do not depend on time. 
If i= 1, then 
CPI(X~(~), a(w)) = x,,(w); 
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it follows that 
x’,“(W t) = i,o(o). t. 9 
If k = 2, then 
(i= 1,2), xy’(0; t) = [; (pp(x(O), x(l); u(u)) ds, 
where 
(pqx(o), x(‘). 
I 9a(o))=(d~ild31)?.=0 
=Ca,,c~i.dx,ld~+a.,,cpi.dx,ld~l,=, 
= w,,~,),=., (~dx~)+ (~.y2(PiL=xo (PHI t 
= yj2’(o) t. 
Since, for i= 1, @,(t;a(o))=i,(t;w), it follows that y\2’(o)=a,o(o) and 
2 
x\2'(o; t) =X,,(o) f_. 
2 
Finally, if k = n, 
where 
xl”’ = s ;cpj”-- ‘) (x(O), xc’ ..., x(+ “;a(u)) ds,
CpP- ‘)(x(O),..., x(“- 1’; a(o)) = ~(di.-‘lC?i,d~“-‘)j._o=:.l”‘(o)~ 
for every t E I. 
It follows that 
VUEQ, y’l”‘(o) = (d’“‘Xl(o; t)/dr”),=,, 
consequently Eq. (23) holds and the theorem is proven. 
Remark 3. The identity (23) has been proven for systems with one 
degree of freedom; however, the extension to systems with a larger number 
of degrees of freedom is immediate. 
Remark 4. The decomposition method provides the actual direct 
calculation of the terms 
d,(a(o), F,(W)) = (d“xl(o; t)/dt%=o, (24) 
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the solution being then written in the form 
and consequently the convergence of the method can be proven in terms of 
convergence of the power expansion (25) in a suitable subinterval Z* c Z of 
the existence interval I, 
Remark 5. The solution provided in the form (25) is not affected by the 
limitations of small nonlinearities which are necessary for the application of 
the averaging method, and permits the calculation of higher-order 
moments by simple application of stochastic calculus. 
The advantages of the decomposition method, which will be visualized in 
the application of the last section, are summarized in Remarks 4 and 5. 
5. APPLICATION AND DISCUSSION 
Consider as an application and as a realization of the analysis developed 
in the preceding sections the stochastic Van der Pol equation written in the 
form 
ego; t) = -aq(o; t) + E(C(,(O) -a*(o) q2(o; t)) #co; t) (26) 
which has been, to some extent, also studied in [2]. The application of the 
stochastic averaging method, proposed in the third section gives the follow- 
ing expression of the averaged solution 
in which 
au; f) = E(y(o)) co& t + E(Wo))) 
E(9) = E(h), 
E(y)= (1 + ([E(yo)12 E(cw,)/4E(a,))[exp(eE(cr,) t - 1 J}1’2’ (27) 
On the other hand the decomposition method provides the following 
expression of the solution process 
q(w; t) = zk yk(m) -$ (28) 
where the random constants y(o) are explicitly defined in [2]. 
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In particular, Eq. (28) clearly indicates how the solution process can be 
regarded as a power expansion of time in the terms stated by the theorem 
proven in Section 4. A discussion of the convergence radius is now possible 
with regard to Eq. (28). Moreover, after [7], the accuracy of the solution 
can be improved discretizing the time variable into a sequence of sub-inter- 
vals 
and considering the solution at the end of each interval as initial condition 
for the following one. 
The advantages of the decomposition method, with respect to the 
stochastic averaging method can be summarized as follows: 
(i) The averaging method provides the mean value of the solution 
process. On the other hand the decomposition method provides the 
solution in terms of moments with arbitrary large order. 
(ii) A discretization of the time-variable into sub-intervals is possible 
in the application of the decomposition method with a consequent 
improvement in accuracy as indicated in [7]. 
As a numerical experiment we consider now Eq. (26) in the time interval 
[0, l] with the particular deterministic realization of the random variables 
a= 1, lx, =t?c*= 1, 40 = 0, do= 1. 
Tables l-2 provide a comparison between the solutions obtained by 
decomposition method with ten terms and by the averaging method, 
respectively xd and x, as well as the distances, respectively ed= Ixd-- x,,I 
and e, = Ix, - x,,j with respect to the solution obtained by a fourth-order 
Runge-Kutta method. Table 1 refers to small nonlinearities, E = 0.1, and 
Table 2 to large nonlinearities, E = 0.5. 
TABLE 1 
(E =O.l) 
1 x4o x0 ed eu 
0.0 0 0 0 0 
0.2 0.20066 0.20016 0 o.ooo5o 
0.4 0.39720 0.39527 o.ooo1o 0.00183 
0.6 0.58139 0.57739 0.00049 0.00351 
0.8 0.74517 0.73898 0.00132 0.00487 
1 0.88107 0.87321 0.00258 0.00528 
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TABLE 2 
(E=os) 
I x 4u XC, Pd e” 
0.0 0 0 0 0 
0.2 0.20891 0.20616 o.OoOO4 0.00271 
0.4 0.43049 0.41894 0.00072 0.01083 
0.6 0.65527 0.62909 0.00385 0.02233 
0.8 0.87151 0.82682 0.01208 0.03261 
1 1.06544 1.00225 0.02707 0.03612 
One can easily verify that generally ed < e, for both small and large non- 
linearities; the advantage is more evident for large nonlinearities. Moreover 
one can keep in mind that ed can be further reduced both by improving the 
solution with additional terms and by discretizing the time variable. 
Further numerical experiments are left to the reader. 
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