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ABSTRACT
We study the generalized model counting problem, defined as fol-
lows: given a database, and a set of deterministic tuples, count
the number of subsets of the database that include all determinis-
tic tuples and satisfy the query. This problem is computationally
equivalent to the evaluation of the query over a tuple-independent
probabilistic database where all tuples have probabilities in {0, 12 , 1}.
Previous work has established a dichotomy for Unions of Conjunc-
tive Queries (UCQ) when the probabilities are arbitrary rational
numbers, showing that, for each query, its complexity is either in
polynomial time or #P-hard. The query is called safe in the first
case, and unsafe in the second case. Here, we strengthen the hard-
ness proof, by proving that an unsafe UCQ query remains #P-hard
even if the probabilities are restricted to {0, 12 , 1}. This requires a
complete redesign of the hardness proof, using new techniques. A
related problem is the model counting problem, which asks for the
probability of the query when the input probabilities are restricted
to {0, 12 }. While our result does not extend to model counting for
all unsafe UCQs, we prove that model counting is #P-hard for a
class of unsafe queries called Type-I forbidden queries.
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1 INTRODUCTION
Fix a First Order (FO) sentence Q . The generalized model counting
problem forQ is the following: given a database DB, and a subset of
tuples D1 ⊆ DB, count the number of models of Q that are subsets
of DB and include all tuples in D1. In the model counting problem,
we set D1 = ∅, and the problem is to count the number of models
of Q that are subsets of DB.
An equivalent formulation to the generalized model counting
problem is to state it as a special case of the query evaluation
problem on Tuple-Independent probabilistic Database (TID) [10]. In
that setting, each tuple in the domain has an associated probability,
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and the problem is to compute the probability that a query Q is
true over a possible world obtained by including randomly and
independently each tuple in the domain. It is not hard to see that
the generalized model counting problem corresponds to restricting
the probabilities to {0, 1/2, 1}, while the model counting problem
corresponds to the restricting them to {0, 1/2}.
In this paper we will restrict the query Q to be a Union of Con-
junctive Queries or, equivalently, to a dual of a UCQ (see below).
The following dichotomy is known [4]: either Q is computable in
PTIME over any TID, or the query evaluation problem is provably
#P-hard over arbitrary TIDs. In the first case the query is called
safe, in the second case it is called unsafe. Moreover, one can decide
by static analysis over the expression of the query Q whether it is
safe or unsafe. In this paper we strengthen that result by proving a
dichotomy theorem for the generalized model counting problem:
for any UCQ Q , if Q is safe then the generalized model counting
problem is in PTIME, and ifQ is unsafe then the problem is #P-hard.
The syntactic classification into safe/unsafe queries remains the
same as for arbitrary TIDs.
One side of this result is trivial. If the query Q is safe, then it
can be evaluated in PTIME over any TID, even if all probabilities
are in {0, 1/2, 1}. This paper is about the other side of the proof:
if Q is unsafe, then we show that the query evaluation problem
is #P-hard even if the TID is restricted to have probabilities in
{0, 1/2, 1}. As we explain below, some parts of the hardness proof
in [4] (namely Sections 6 and 7) continue to hold even when the
probabilities are restricted to {0, 1/2, 1}, but the most difficult part
(Section 8) requires an entirely new proof. The reason is that the
previous proof [4] relies on multiple distinct probabilities in (0, 1),
a number that depends on the size of the database. In our paper we
develop entirely new proof techniques for this most critical piece
of the hardness proof. Before we present the technical material, we
comment on several aspects of our contributions.
1.1 Significance
If Q is an unsafe query, then the evaluation problem over arbitrary
TIDs is #P-hard. But this problem may become tractable if one
restricts the input TID. For example, Amarilli et al. [1] prove that any
query Q can be evaluated in PTIME if the input TID has bounded
tree-width, and Van den Broeck et al. [3, 5] prove that any query
in FO2 can be evaluated in PTIME if the TID is symmetric. This
leads to a natural question: could the query evaluation problem
become easier if we restrict what probabilities can appear in the
TID? Our result answers this negatively: query evaluation remains
hard even if the probabilities are restricted to {0, 1/2, 1}. In fact,
it remains hard even if the probabilities are restricted to {0, c, 1},
where c ∈ (0, 1) is any fixed constant. The only property needed in
our proof is the following simple fact:
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Lemma 1.1. Let f (x1, . . . ,xn ) be a multivariate polynomial, not
identically 0, where each variable has degree ≤ 2. Let c1, c2, c3 ∈ R
be three distinct constants. Then there exists an assignment θ of the
variables x1, . . . ,xn with values in {c1, c2, c3}, such that f [θ ] , 0.
The proof is by induction on n: if f = дx2n + hxn + k , where
д,h,k are multi-variate polynomials in the other variables, at least
one not identically 0, then there exists an assignment θ s.t. at least
one of д[θ ],h[θ ],k[θ ] is , 0; since a degree 2 polynomial in xn
has at most 2 roots, there exists a “non-root” ci ∈ {c1, c2, c3}, thus
f [θ ;xn := ci ] , 0. While our hardness proof is complex, the only
probabilities that we need to set in the proof are either 0 or 1 or
non-roots of a degree 2 multivariate polynomial, where we use
Lemma 1.1. Thus, if Q is unsafe, then it remains #P-hard even if all
probabilities are in {0, c, 1} for some fixed c ∈ (0, 1). This ruins any
hope of improving query evaluation by restricting the probability
values.
1.2 Generalized- v.s. Standard Model Counting
Our result states that, if a query is unsafe, then the evaluation prob-
lem over TID’s with probabilities in {0, 1/2, 1} is #P-hard. But what
if the probabilities were restricted to {0, 1/2}? This corresponds to
the model counting problem, and is a natural setting in probabilistic
databases, where tuples not present in the database have probability
0, while those in the database could be associated with probability
1/2. Amarilli and Kimelfeld [2] study precisely this problem and
prove a dichotomy for the model counting problem for conjunctive
queries without self-joins. We also prove #P-hardness for the model
counting problem, but only for a restricted class of queries called
final, type I queries. This complements the result proven by Amarilli
and Kimelfeld. We leave open the question whether any UCQ is
hard for model counting. Thus, with the exception of forbidden type
I queries, in this paper we study the generalized model counting
problem for a query Q , which we denote by GFOMC(Q). We argue
next that this is, in fact, a more natural problem than the model
counting problem.
1.3 Dual Queries
The dual of a First Order query Q is obtained by switching ∃ and
∀, and switching ∨ and ∧. Many problems over Boolean formulas
are closed under duals, for example the satisfiability for a class of
Boolean formulas is in PTIME iff the validity for the class of duals is
also in PTIME; similarly, model counting has the same complexity
for a class of Boolean formulas and for its dual. The same property
holds for GFOMC. The query evaluation problem for Q on a TID is
essentially the same as the evaluation problem of its dualQ ′ on the
TID where each probability p is replaced by p′ def= 1 − p, because
Pr(Q) = 1− Pr′(Q ′). Thus, GFOMC(Q) and GFOMC(Q ′) have the same
complexity. However, duality does not preserve the complexity for
model counting: if Q is hard on TIDs with probabilities {0, 1/2}, it
doesn’t follow that is dualQ ′ is also hard on TIDs with probabilities
in {0, 1/2}. For that reason, we find the generalized model counting
problem a more robust notion than the model counting problem,
and will focus on it in this paper.
Throughout the paper we will discuss duals of UCQs instead
of UCQs. We denote the class of sentences that are duals of UCQs
by ∀CNF. Since model counting for UCQs correspond to restricting
probabilities to {0, 1/2}, we definemodel couning for ∀CNF to mean
restricting the probabilities to {1/2, 1}.
1.4 Final Queries
The hardness proofs in [4] follows a simple high level structure.
First, show that if Q is unsafe, then it can be rewritten to a simpler
query Q ′, which is still unsafe, such the computation problem for
Pr(Q) can be reduced in polynomial time to that for Pr(Q ′); in
particular, hardness of Q ′ implies hardness of Q . Second, provide
a direct #P-hardness proof for any unsafe query Q ′ in the simpler
class. Usually, the polynomial time reduction consists of adding
to the database tuples with probabilities 0 or 1, never different
probability values (see [4, Definition 4.13]). For example, to prove
that ∀x∀y(R(x) ∨ S(x ,y) ∨T (y) ∨A(x)) ∧ ∀yB(y) is hard it suffices
to set all probabilities in A to 0 and all probabilities in B to 1, and
obtain the query ∀x∀y(R(x) ∨ S(x ,y) ∨T (y)) then prove that the
latter is hard. A forbidden query is an unsafe query where no more
rewriting to a simpler unsafe query is possible.
The first step of the proof in [4] also applies to GFOMC. Thus,
in order to prove that GFOMC(Q) is hard for any unsafe query Q ,
it suffices to prove it for “forbidden” queries Q . The definition of
forbidden queries in [4] is quite technical. In this paper we avoid
it, and instead prove hardness directly for a slightly larger class
of queries Q , called final queries. More precisely, the queries we
consider are called bipartite queries, they have only two variables,
x ,y, and three kinds of atoms: two unary atoms R(x),T (y), and an
arbitrary number of binary atoms Sj (x ,y), j = 1, 2, . . ., and they
are unsafe iff the two unary atoms are connected by the clauses of
Q . If seeting any atom to 0 or to 1 makes the query safe, then we
call it final. Our main result in this paper consists of proving that,
for every final query, GFOMC(Q) is #P-hard.
1.5 Reducing #P2CNF to GFOMC
A positive 2CNF formula is Φ =
∧
(i, j)∈E (Xi ∨ X j ). The model
counting problem, denoted #P2CNF is #P-hard. Provan and Ball [8]
proved that it remains #P-hard even when the graph E is bipartite,
in which case the problem is denoted #PP2CNF. We use reductions
from these problems to prove hardness for GFOMC(Q).
Our reduction is a polynomial-time reduction, also called Cook-
reduction (as opposed to the many-one polynomial time reduc-
tion, or Karp-reduction). Specifically, we construct a sequence of
databases DB1,DB2, . . . with probabilities in {0, 1/2, 1}, and show
how to compute #Φ from Pr1(Q), Pr2(Q), . . . To compute #Φ, we
need to solve a linear system of equations, and the crux of the
hardness proof consist of showing that the matrix of this system
is non-singular. We call this matrix the big matrix, since its size is
polynomial in the size of Φ.
This is the place where our proof diverges from that in [4]. There,
the databases DB1,DB2, . . . were isomorphic, but used different
probabilities, hence the need to use very many distinct probability
values. In contrast, we construct databases whose probabilities are
only among {0, 1/2, 1}, and, instead, we vary the number of tuples.
Each database DBi consists of disjoint paths (formal definition in
Sec. 3) of lengths that depends on i . Instead of varying the proba-
bility values in (0, 1) as in [4], here we fix the probability values in
{0, 1/2, 1} and vary the length of the paths.
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1.6 Connecting Logic and Algebra
We show that the non-singularity of the big matrix follows by
proving that a certain “small matrix”, A, is non-singular. The small
matrix is a 2×2matrix that describes the probabilities of a single link
in the path. Intuitively, when the small matrix is non-singular, then
by increasing the path length i in DBi we gain more information
about #Φ from probability Pr(Q) on DBi . The small matrix depends
only on the query Q , more precisely, on its the arithmetization
of its lineage Y on one link of the path. The arithmetization of
a Boolean formula Y is a multilinear polynomial y that agrees
with Y at all points in {0, 1}n . For example, if Q = ∀x ,∀y(R(x) ∨
S(x ,y)) ∧ (S(x ,y) ∨T (y)), then the lineage is Y = (R ∨ S) ∧ (S ∨T ),
and its arithmetization is y(r , s, t) = rt + s − rst . Equivalently, the
arithmetization is the formula for the probability of Y ; if Pr(R) =
Pr(S) = Pr(T ) = 1/2, then Pr(Y ) = r (1/2, 1/2, 1/2) = 5/8. The
small matrix A is
(
y[r = 0, s = 0] y[r = 0, s = 1]
y[r = 1, s = 0] y[r = 1, s = 1]
)
. At its core,
our hardness proof relies on the following connection between logic
and algebra: the small matrix is non-singular iff the bipartite query
Q connects the atoms R and S . We state here the formal lemma that
captures this connection.
Lemma 1.2. Let y be the arithmetization of a Boolean formula Y ,
and let R,T be two Boolean variables. Denote the following matrix of
polynomials:
y
def
=
[
y00 y01
y10 y11
]
(1)
where y00
def
= y[r := 0; t := 0] is obtained by setting r , t to 0,
and similarly for y01,y10,y11. Then the following are equivalent:
(1) Y disconnects R,T , i.e. Y ≡ F ∧ G such that R ∈ Vars(F ),T ∈
Vars(G),Vars(F ) ∩ Vars(G) = ∅. (2) det(y) ≡ 0.
The direction (1) ⇒ (2) is immediate, because y factorizes as
y = f · д where r occurs only in f and t only in д, thus yi j = fi · дj
and it follows that det(y) ≡ 0. For (2)⇒ (1) assume that y00 · y11 ≡
y01 · y10. Assume1 w.l.o.g. that gcd(y00,y01,y10,y11) = 1, which
also implies gcd(y00,y01,y10) = 1 because y00 is a multi-linear
polynomial2. Then define fi
def
= gcd(yi0,yi1) and дj = gcd(y0j ,y1j ),
and we have yi j = fi · дj for all i, j = 1, 2, because gcd(f0,д0) =
gcd(y00,y01,y10) = 1, and similarly for gcd(fi ,дj ) = 1. The claim
follows fromy = (1−r )(1−t)y00+ (1−r )ty01+r (1−t)y10+rty11 =
((1−r )f0+r f1)((1−t)д0+tд1) def= f ·д, which implies condition (1) by
defining F ,G the Boolean formulas associated to f ,д respectively.
Finally, our proof falls into place by the following argument. Let
Q be a bipartite query. If Q connects the atoms R(x),T (y), then
its lineage Y is connected, and thus det(y) . 0. By Lemma 1.1,
there exist probability values in {0, 1/2, 1} that ensure that the
small matrixA is non-singular. Then, the big matrix is non-singular,
and we can compute in polynomial time #Φ from the probabilities
Pr1(Q), Pr2(Q), . . ., completing the reduction.
1If h def= gcd(y00, y01, y10, y11) , 1, then we definey′i j
def
= yi j /h, obtainy′i j = f ′i ·дj ,
and define fi
def
= f ′i h.2Assuming p = gcd(y00, y01, y10) then p2 |y00 ·y11 ≡ y01 ·y10 , but p ̸ |y11 , implying
p2 |y00 .
1.7 Type II Queries
When a bipartite queryQ contains the atomsR(x),T (y), thenwe call
it a type I query. Otherwise, we call it a type II query. Our discussion
so far has been restricted to type I queries; we prove their hardness
in main body of the paper. We discuss type II queries, and prove
their hardness in the appendix. The proof for Type II queries is
more complex than for Type I queries. While the two proofs share
many common techniques, they are sufficiently distinct to justify
a completely separate proof for Type II queries. In particular, the
proof for type I queries is by reduction from #P2CNF, and that for
type II queries by reduction from #PP2CNF.
1.8 Organization
In Section 2 we provide background on final queries, and formally
state the problem andmain result.We prove the hardness for queries
of type I in Section 3, and defer the proof for type II queries to the
Appendix.
2 PROBLEM STATEMENT
Fix a finite domain Dom and let Tup(Dom) denote the set of ground
tuples consisting of relation names from some fixed vocabulary,
and constants from Dom. With some abuse, we write Tup instead
of Tup(Dom) when the domain is clear from the context.
A tuple-indepepndent probabilistic database is a pair∆ = (Dom,p)
where p : Tup → [0, 1] associates a probability to each tuple.
With some abuse, we simply say that ∆ is a probabilistic database.
Given a Boolean query Q , its probability is defined as Pr(Q) def=∑
W ⊆Tup:W |=Q Pr(W ), where the probability of aworldW is Pr(W ) def=∏
t ∈W p(t)×
∏
t ∈Tup−W (1−p(t)). The probabilistic query evaluation
problem, PQE(Q), is the following: given a probabilistic database
(Dom,p), where p takes rational values, compute Pr(Q). The fol-
lowing dichotomy theorem was shown in [4]:
Theorem 2.1. [4] Let Q be any UCQ, then one of the following
holds: either PQE(Q) is in PTIME, or PQE(Q) is #P-hard. Moreover,
there exists a syntactic condition on the query Q called safety such
that PQE(Q) is in PTIME when Q is safe, and is #P-hard when Q is
unsafe.
For the purpose of this paper we do not need the general defini-
tion of safety, and will omit it, except for the special case of bipartite
queries defined below. If Q is not safe, then we call it unsafe.
The generalized model counting problem for Q , denote GFOMC(Q),
is the following restriction: given a probabilistic database (Dom,p)
wherep(t) ∈ {0, 1/2, 1} for every tuple t , compute Pr(Q). Obviously,
if PQE(Q) is in PTIME, then so is GFOMC(Q). We prove that the
converse holds too:
Theorem 2.2. For any unsafe UCQ Q , GFOMC(Q) is #P-hard. This
result continues to hold even if the probability 1/2 is replaced by some
constant probability c ∈ (0, 1).
The high level structure of the proof is similar to that in [4]. Start-
ing with an unsafe query Q , first simplify it using simple rewrite
rules, as long as the query is still unsafe, until one reaches an unsafe
query where every further simplification is safe. Second, prove
that each such simplified query Q (called in [4] a forbidden query),
GFOMC(Q) is #P-hard. The first part of the proof is identical to [4];
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we will only state the main result in Theorem 2.5 below, and refer
the reader to [4] for the proof. The second part is novel and will be
presented in the rest of the paper.
In this paper we will prove Theorem 2.2 for the duals of UCQs,
and denote their class ∀CNF. We briefly review ∀CNF here. A clause
is a disjunction of atoms,C ≡ R1(x1)∨R2(x2)∨· · · ; we note that this
is the dual notion of a conjunctive query. A homomorphismC → C ′
is a function Vars(C) → Vars(C ′) that maps every atom in C to an
atom in C ′. We say that C is minimized if every homomorphism
C → C is a bijection. It is known that every clause is equivalent to
a minimized clause3. A ∀CNF formula is a conjunction of clauses,
Q ≡ C1 ∧ C2 ∧ · · · ; this is the dual of a UCQ. If there exists a
homomorphismCi → Cj thenCj is redundant, and can be removed
from Q . In this paper we always assume, unless otherwise stated,
that all clauses are minimized, and there is no redundant clause.
All logical variables are universally quantified, and we will freely
switch between prenex normal form of the entire sentence, or of
each clause individually, e.g. ∀x∀y(C1 ∧C2) v.s. ∀x∀yC1 ∧ ∀x∀yC2.
The lineage of a ∀CNF query Q on a tuple independent database
∆ = (Dom,p) is the propositional formula Φ∆(Q) computed as
usual, by induction4 on the structure of Q . We assume that each
tuple in the domain Dom is associated with a Boolean variable,
thus Φ∆(Q) is a Boolean function over the tuples. We remark that
Φ∆(Q) is a Boolean CNF whose size is polynomial in the size of the
domain Dom.
We consider a restricted vocabulary consisting of two unary
symbols R,T , and one or more binary symbols S1, S2, . . .. We call a
probabilistic database ∆ = (Dom,p) bipartite if Dom is the disjoint
union Dom = U ∪V , and every tuple t with probability p(t) , 1 is
either t = R(u) or t = Sj (u,v) or t = T (v) for u ∈ U and v ∈ V . We
denote by GFOMCbi(Q) the GFOMC problem where the probabilistic
database is restricted to be bipartite.
We define next a bipartite query. It has only two variables x ,y,
its atoms are restricted to be R(x), or T (y), or Sj (x ,y) for some
j = 1, 2, . . . Denote by S J (x ,y) def= ∨j ∈J Sj (x ,y).
Definition 2.3. We define the following types of sentences:
• A left clause of Type I is ∀x∀y(R(x) ∨ S J (x ,y)), where J , ∅.
• A left clause of Type II is ∀x
(∨m
ℓ=1(∀yS Jℓ (x ,y))
)
where ∅ ,
J1, . . . , Jm ⊆ [p], andm > 1.
• A middle clause is ∀x∀yS J (x ,y) for J , ∅.
• A right clause of Type I is ∀y∀x(S J (x ,y)∨T (y)), where J , ∅.
• A right clause of Type II is ∀y
(∨n
ℓ=1(∀xS Jℓ (x ,y))
)
where
∅ , J1, . . . , Jn ⊆ [p], and n > 1.
For every A,B ∈ {I, II}, we define a bipartite query of type A − B
to be a ∀CNF query Q def= Qleft ∧Qmiddle ∧Qright where Qleft is a
conjunction of left clauses of type A, Qmiddle is a conjunction of
middle clauses, and Qright is a conjunction of right clauses of type
B.
3This follows from the same property for conjunctive queries.
4
Φ∆(∀xQ )def=
∧
u∈Dom
Φ∆(Q [u/x ])
Φ∆(Q1∧Q2)def=Φ∆(Q1)∧Φ∆(Q2) Φ∆(Q1∨Q2)def=Φ∆(Q1)∨Φ∆(Q2)
An example of a left clause of type I is ∀x∀y(R(x) ∨ S1(x ,y) ∨
S2(x ,y)). An example of a left clause of type II is ∀x(∀yS1(x ,y) ∨
∀yS2(x ,y)). For Type II clauses the term “clause” is used with some
abuse, since this sentence is not in prenex normal form; the prenex
normal form of our example is ∀x∀y1∀y2(S1(x ,y1) ∨ S2(x ,y2)).
Definition 4.14 in [4] calls a UCQ query safe if it satisfies a certain
syntactic condition. We review below the safety definition only for
the special case of bipartite queries and, for the intuition behind
this definition, we make two observations. First, let Q = Qleft ∧
Qmiddle be a bipartite query without any right clauses. Then one can
compute Pr(Q) in polynomial time on a probabilistic database ∆ =
(Dom,p), in other words Q is safe. Indeed, Q ≡ ∧a∈DomQ[a/x], x
occurs in each atom of Q , hence the events Q[a1/x],Q[a2/x], . . .
are independent, and therefore Pr(Q) = ∏a∈Dom Pr(Q[a/x]). It
is then easy to check that each Pr(Q[a/x]) can be computed in
polynomial time.5 Second, suppose Q is a bipartite query that can
be partitioned intoQ ≡ Q ′ ∧Q ′′, where Symb(Q ′) ∩ Symb(Q ′′) = ∅,
Q ′ has no right clauses, andQ ′′ has no left clauses. ThenQ is again
safe, because Pr(Q) = Pr(Q ′) · Pr(Q ′′). This justifies:
Definition 2.4. A bipartite query is unsafe if it contains a left
clause C0 and a right clause Ck that are connected by a path, i.e.
there exists a sequence C0,C1, . . . ,Ck , called a left-to-right path,
such that every two consecutive clauses share an atom. The length
of the forbidden query is the minimal k for which there exists a
left-to-right path of length k .
Let A,B be two decision problems. A polynomial time many-one
reduction from A to B, in notation A ≤Pm B, is a polynomial time
computable function f such that, for every instance x of A, f (x)
is an instance of B s.t. x holds iff f (x) holds. A polynomial time
reduction from A to B, in notation A ≤P B, is a polynomial time
algorithm for solving instances of A given an oracle for solving
instances of B. The first part of the proof of Theorem 2.2 is given by
the following theorem, where H0
def
= ∀x∀y(R(x) ∨ S(x ,y) ∨T (y)).
Theorem 2.5. LetQ be a ∀CNF query that is unsafe (according to
Definition 4.14 in [4]). Then, either GFOMCbi(H0) ≤Pm GFOMCbi(Q), or
there exists a bipartite, unsafe query Q ′ such that GFOMCbi(Q ′) ≤Pm
GFOMCbi(Q).
Proof. (Sketch) The proof follows directly from [4], more pre-
cisely from Theorems 6.3 and 7.3; note that a bipartite query is
called a two-leveled query in [4]. The only tool used in those
proofs is Lemma 4.17, continues to hold if all probabilities are in
{0, 1/2, 1}. □
Thus, in order to prove Theorem 2.2, it suffices to show that
GFOMCbi(H0) is #P-hard, and GFOMCbi(Q) is #P-hard for any bipar-
tite, unsafe query Q . Hardness for H0 is already shown in [4], be-
cause that proof only uses probabilities in {0, 1/2, 1}; furthermore,
Amarilli and Kimelfeld [2] strengthened this result by showing that
model counting for H0 is #P-hard. Thus, we will not consider H0
any further in this paper; we only consider bipartite queries.
Next, we need a technical lemma, whose proof is in the appendix.
Lemma 2.6. Let Q be a bipartite, unsafe query of type A − B, with
A,B ∈ {I, II}, and of length k . Then there exists a bipartite, unsafe
5It has only unary atoms.
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query Q ′ of type A − A of length ≥ 2k such that GFOMCbi(Q ′) ≤Pm
GFOMCbi(Q).
We introduce now two simplification rules for queries (these are
subsets of the rules in Definition 4.13 [4]). Fix a bipartite query Q ,
and let S be any relational symbol. We denote by Q[S := false]
the query obtained by replacing every occurrence of the atom S by
false. Similarly, Q[S := true] is obtained by replacing S by true.
We sometimes abbreviate these rewritings by Q[S := 0], Q[S := 1].
As discussed earlier, we always assume that the rewritten query is
reduced, by minimizing its clauses and removing redundant clauses.
Lemma 2.7. LetQ be a bipartite query, and letQ ′ be eitherQ[S :=
0] or Q[S := 1]. Then (1) GFOMCbi(Q ′) ≤Pm GFOMCbi(Q), (2) Q and Q ′
have the same types (I or II), (3) if Q ′ is unsafe, then so is Q (but the
converse does not hold in general), and (4) the length of Q ′ is ≥ the
length of Q .
The proof is immediate and omitted. This justifies:
Definition 2.8. A final query is a bipartite, unsafe query Q with
the following property: for any symbol S of Q , both Q[S := 0] and
Q[S := 1] are safe queries.
Intuitively, if we want to prove that an unsafe queryQ is #P-hard,
we can simplify it first to Q ′ = Q[S := 0] or Q ′ = Q[S := 1] and
prove thatQ ′ is #P-hard. A final query is one where no further sim-
plifications are possible. A “forbidden query” (Definition 7.2 in [4])
is defined similarly, but considers some additional simplifications,
thus, every forbidden query is final, but the converse does not hold.
In this paper we only discuss final queries.
We say that Q is disconnected if Q ≡ Q ′ ∧ Q ′′, where Q ′,Q ′′
use disjoint sets of symbols. Every final query is connected. Indeed,
assuming the contrary, one of Q ′,Q ′′ must must be unsafe, and,
assuming Q ′ is unsafe, we can set to true all symbols S occur-
ring in Q ′′ and obtain the simpler query Q ′ which is still unsafe,
contradicting the fact that Q is final.
Finally, we can state now the main technical result of this pa-
per, which immediately implies Theorem 2.2. Recall that the model
counting problem for UCQ’s is defined as PQE(Q) where the prob-
abilities are restricted to {0, 1/2}. Since our discuss is for ∀CNF
rather than UCQ’s, we define the model counting problem, FOMC(Q),
as PQE(Q) where the probabilities are restricted to {1/2, 1}. In this
paper we prove:
Theorem 2.9. (1) If Q is a final query of type I, then FOMCbi(Q)
is #P-hard. (2) If Q is a final query of type II of length ≥ 5, then
GFOMCbi(Q) is #P-hard.
In the rest of the paper we prove Theorem 2.9.We end this section
by showing how this theorem proves our main result, Theorem 2.2,
which we prove for ∀CNF queries rather than UCQs. Let Q be
any unsafe ∀CNF query. By Theorem 2.5, either GFOMCbi(H0) ≤Pm
GFOMC(Q), in which case the theorem follows from the fact that
GFOMCbi(H0) is #P-hard, or GFOMCbi(Q ′) ≤Pm GFOMC(Q) for some
bipartite, unsafe query Q ′ of some type A − B. If A is I, then by
Lemma 2.6 GFOMCbi(Q ′′) ≤Pm GFOMCbi(Q ′) for some bipartite, unsafe
query Q ′′ of type I-I: w.l.o.g. we may assume that Q ′′ is final (by
Lemma 2.7), then the result follows from Theorem 2.9 (1). If A is II,
then we apply Lemma 2.6 three times, to obtain a bipartite, unsafe
query Q ′′ of type II and of length ≥ 8, such that GFOMCbi(Q ′′) ≤Pm
GFOMCbi(Q ′). As beforewe can assumew.l.o.g. thatQ ′′ is final, hence
the rsult follows from Theorem 2.9 (2).
3 HARDNESS OF FINAL QUERIES OF TYPE-I
In this section we prove the first item of Theorem 2.9. A Positive
2CNF, or P2CNF, is a formulaΦ =
∧
(i, j)∈E (Xi∨X j )withn variables
and |E | =m clauses. The problem “given a P2CNF Φ, compute the
number of satisfying assignments #Φ” is denoted #P2CNF and is
known to be #P-hard. In this section we prove:
Theorem 3.1. For every final query Q of type I, #P2CNF ≤P
FOMCbi(Q).
Let θ : {X1, . . . ,Xn } → {0, 1}n be an assignment to Φ’s vari-
ables. We define its signature to be the mapping k(θ ) : {0, 1}2 →
{0, . . . ,m}4: k(θ ) def= (k00(θ ),k01(θ ),k10(θ ),k11(θ )), where
kab (θ ) def= |{(i, j) ∈ E : θ (Xi ) = a,θ (X j ) = b}| ab ∈ {0, 1}2
Thus, k00 is the number of clauses where both Xi ,X j are false,
and k11 the number of clauses where both are true. We assume
that E is a directed graph, and contains at most one of (i, j) or (j, i)
for all i , j. Thus, k01 and k10 may be different, and their sum
k01,10
def
= k01 + k10 represents the number of clauses with exactly
1 variable set to true, and we write k ′(θ ) def= (k00,k01,10,k11) for
the undirected signature. For any vector k = (k00,k01,k10,k11) , its
count, #k , is the number of assignments θ : {X1, . . . ,Xn } → {0, 1}n
with signature k , and #k ′ is the similar undirected counts:
∀k ∈ {0, . . . ,m}4 : #k def= |{θ : k(θ ) = k}| (2)
∀k ′ ∈ {0, . . . ,m}3 : #k ′ def= |{θ : k ′(θ ) = k ′}| (3)
Thus, there are (m + 1)4 counts, and (m + 1)3 undirected counts, of
which at most (m + 1)2 are non-zero, because, for any signature,
k00 + k01,10 + k11 =m.
To prove Theorem 3.1, we start from a P2CNF Φ withm clauses,
and construct (m + 1)2 bipartite TIDs ∆. Then, we describe an al-
gorithm that, using all probabilities Pr∆(Q), computes all (m + 1)2
consistent undirected counts #k′ (the others are = 0). The re-
duction from #P2CNF immediately follows by noting that #Φ =∑
k ′:k ′00=0
#k ′. This strategy requires computing a polynomial num-
ber of counts. The crux of the proof consists in constructing the
databases ∆ to make this computation possible. Each such data-
base is a union of blocks; we describe next how to compute Pr∆(Q)
when the TID ∆ is a union of blocks. In Section 3.2 we present the
reduction from #P2CNF, and in Section 3.3 we design the blocks
such that the answers Pr∆(Q) allow us to compute the counts #k.
3.1 The Block TID
Throughout this section we fix a final query Q of type-I:
Q=∀x∀y(
ℓ∧
i=1
(R(x)∨S Ji (x ,y)))∧C(x ,y)∧(
r∧
k=1
(T (y)∨S Jk (x ,y))) (4)
Its vocabulary is R = {R(x), S1(x ,y), . . . , Sp (x ,y),T (y)}. Recall
that a bipartite TID ∆ = (Dom,p) has a bipartite domain Dom =
U ∪V .
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Definition 3.2. A block B(u,v) is a bipartite TID with two distin-
guished constants u,v . We call u,v the end points of B(u,v), and
call any other constant occurring in B(u,v) an internal point.
In this section we assume that both end-pointsu,v of a block are
in its left domain, i.e. there are atoms R(u),R(v) but not T (u),T (v)
(more precisely, the latter have probabilities 1); in the appendix
we allow u,v to be on the left or right. Two blocks B(u,v) and
B(u ′,v ′) are called disjoint if they share at most their end points:
Dom(B(u,v))∩Dom(B(u ′,v ′)) ⊆ {u,v}∩{u ′,v ′}. Therefore, when
the blocks are disjoint, they can only share tuples R(u) or R(v)
respectively.
Definition 3.3. We denote by Y (u,v) the lineage of Q over the
bipartite TID B(u,v): Y (u,v) def= ΦB(u,v)(Q). For any pair (a,b) ∈
{0, 1}2 we define
Yab (u,v) def= Y (u,v)[R(u):−a,R(v):−b] (5)
In other words, Yab is the lineage Y (u,v) where we substitute
the Boolean variables R(u),R(v) with the values a,b respectively.
Theorem 3.4. LetU be a domain of sizen, and let∆ =
⋃
u,v ∈U B(u,v)
be a bipartite TID that is a disjoint union of blocks. Assume its bipar-
tite domain is V1 ∪V2 s.t.U ⊆ V1, and that all tuples {R(u) | u ∈ U }
have probability 1/2. Then:
Pr
∆
(Q) = 12n
∑
θ :U→{0,1}
∏
u,v ∈U
Pr (Yθ (u)θ (v)(u,v)) (6)
Proof. Since Φ∆(Q) = ∧u,v ∈U Y (u,v) and any two Boolean
formulas Y (u,v), Y (u ′,v ′) share at most the boolean variables R(u)
or R(v) (when u = u ′ or v = v ′), we have:
Pr
∆
(Q) = Pr(Φ∆(Q)) = Pr(
∧
u,v ∈U
Y (u,v))
=
1
2n
∑
θ :U→{0,1}n
Pr(
∧
u,v ∈U
Y (u,v)[R(u):−θ (u),R(v):−θ (v)])
=
1
2n
∑
θ :U→{0,1}n
Pr(
∧
u,v ∈U
Yθ (u)θ (v)(u,v))
=
1
2n
∑
θ :U→{0,1}n
∏
u,v ∈U
Pr(Yθ (u)θ (v)(u,v)) (7)
where (7) follows because the Boolean functionsYθ (u)θ (v)(u,v) and
Yθ (u′)θ (v ′)(u ′,v ′) are are over disjoint sets of Boolean variables,
hence they are independent. □
Block TID associated with a graph. LetG(U ,E) be a directed graph
where |U | = n and, for each u , v at most one of (u,v), (v,u) is in
E. We associate every edge (u,v) ∈ E with a block B(u,v), and de-
fine the block-disjoint TID associated with G: ∆ =
⋃
u,v ∈U B(u,v),
where for every non-edge (a,b) < E we define B(a,b) to be the
trivial block consisting of all tuples S1(a,b), . . . , Sp (a,b) with prob-
ability 1. In this setting, by (6) we have:
Pr
∆
(Q) = 12n
∑
θ :U→{0,1}n
∏
(u,v)∈E
Pr(Yθ (u)θ (v)(u,v)) (8)
3.2 The Reduction from #P2CNF to FOMC(Q)
In this section we show that using an oracle to FOMC(Q) over a block
disjoint TID ∆ allows us to construct a system of linear equations
M whose solution allows us to solve #P2CNF. We establish three
conditions on the blocks of ∆, which guarantee that M is non-
singular, and thus has a unique solution. In section 3.3 we show
how to construct the blocks such that these conditions hold.
Fix a final query Q of type-I, and an instance of #P2CNF Φ =∧
(i, j)∈E (Xi ∨ X j ). We let U = {1, . . . ,n} and |E | = m. We create
m blocks B(u,v), for all (u,v) ∈ E and define ∆ = ⋃(u,v)∈E B(u,v).
The blocks will be isomorphic, and therefore, the following quanti-
ties do not depend on u,v :
yab
def
= Pr(Yab (u,v)) (u,v) ∈ E and ab ∈ {0, 1}2
A block B(u,v) is symmetric if Pr(Yab (u,v)) = Pr(Yba (u,v)). In our
reduction, we construct symmetric blocks, and thus can assume
that yab = yba .
Consider an assignment θ occuring the sum
∑
θ of (8), and let
k(θ ) = {k00(θ ), . . . ,k11(θ )} be its signature. The factor yab occurs
precisely kab times in the product, hence its exponent is kab , i.e. the
number of directed edges (u,v) ∈ E where θ (u) = a, and θ (v) = b.
Therefore, expression (8) becomes:
Pr
∆
(Q)= 12n
∑
k00+k01+k10+k11=m
#k
(
y00
)k00 (y01)k01 (y10)k10 (y11)k11
(9)
Our unknowns are #k ; there is one unknown for every signature k .
Since the blocks are symmetric, then y01=y10, and we may write:
Pr
∆
(Q)= 12n
∑
k00+k01+k10+k11=m
#k
(
y00
)k00 (y10)k01+k10 (y11)k11
=
1
2n
∑
k00+k1+k11=m
#k ′
(
y00
)k00 (y10)k01,10 (y11)k11 (10)
where k01,10
def
= k01 +k10. Eq. (10) has (m + 1)2 unknowns #k ′, with
coefficients
(
y00
)k00 (y11)k11 (y10)k01,10 . Intuitively, in order to con-
struct a system of linear equations that will allow us to solve for
the (m + 1)2 unknowns #k ′, we need to create (m + 1)2 linearly
independent coefficients yk1100 y
k01,10
10 y
k11
11 . We do this by constructing
(m + 1)2 distinct, block-disjoint TIDs. The TIDs we construct in-
duce probabilitiesy00,y10,y11 that meet three important conditions.
These conditions then allow us to prove that the resulting system
of linear equations, denotedM, is invertible, and thus has a single
solution.
In the rest of this section we present the three conditions on the
probabilities yab , and prove that if they are met then the resulting
system of (m + 1)2 linear equations is non-singular. Since the size
of the system is polynomial in the size of the data, then this allows
us to solve for the counts #k ′ in PTIME, thus proving hardness. In
fact, we prove something more general that we also need in the
hardness proof of Type-II queries.
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Let h ≥ 1 be a natural number. Let λ1, λ2 ∈ R, and ai ,bi , i =
0, . . . ,h be real numbers satisfying the following conditions:
λ1 , ±λ2 and λ1 , 0, λ2 , 0 (11)
bi , 0 ∀i = 0,h (12)
aibj,ajbi i , j (13)
Let p = {p1, . . . ,ph } be h natural numbers where pi ≥ 1. For
i = 0,h we define:
yi (p) =
h∏
j=1
(
aiλ
pj
1 + biλ
pj
2
)
∀i ∈ {0, . . . ,h} (14)
Finally, define the following (m + 1)h × (m + 1)h matrixM :
Mp,k
def
=
∏
i=0,h
ykii (p), p ∈{1, 2, . . . ,m + 1}h
k ∈{0, 1, . . . ,m}h k0 + . . . + kh =m
Example 3.5. For a simple example, assume h = 2,m = 2, then:
yi (p1,p2) =(a1λp11 + b1λ
p1
2 )(a1λ
p2
1 + b1λ
p2
2 ) i = 0, 1, 2
M =

y20(1, 1) y0(1, 1)y1(1, 1) . . . y22(1, 1)
y20(1, 2) y0(1, 1)y1(1, 1) . . . y22(1, 2)
. . .
y20(3, 3) y0(3, 3)y1(3, 3) . . . y22(3, 3)

Each row of M has all products yk00 y
k1
1 y
k2
2 where k0 + k1 + k2 = 2.
Theorem 3.6. The matrix M is non-singular
Before we prove the theorem, we show how to use it to prove
Theorem 3.1. We set h = 2. Given the P2CNF formula defined by the
graph (U ,E), we will construct a TID obtained as a disjoint union
of blocks ∆ =
⋃
(u,v)∈E B(u,v). The probability of Q is given by
Eq. (10). Fix two numbers p1,p2 ≥ 1. We will describe in the next
section how to construct a symmetric block B(u,v) such that its
probabilites are given by expresions similar to (14), more precisely:
y00 =
∏
j=1,2
(a00λpi1 + b00λ
pi
2 )
y10 =
∏
j=1,2
(a10λpi1 + b10λ
pi
2 )
y11 =
∏
j=1,2
(a11λpi1 + b11λ
pi
2 )
where the coefficients satsify conditions (11)-(13).We use repeatedly
the oracle for Pr(∆), once for each (m + 1)2 combination of values
p1,p2 ∈ {1, 2, . . . ,m + 1}, and obtain a system of linear equations
with unknowns #k′. By Theorem 3.6 this system has a unique
solution, which can be computed in polynomial time using Gaussian
elimination. This gives us all the undirected counts #k′, from which
we extract #Φ =
∑
#k′:k00=0 #k
′.
In the rest of this section we prove Theorem 3.6, by proving a
series of lemmas in calculus, of possible independent interest.
Lemma 3.7. For each k = (k1, . . . ,kh )∈{0, . . . ,m}h , define the fol-
lowing polynomial in variables y = (y1, . . . ,yh ): дk(y) def= yk11 · · ·ykhh .
Then, the polynomials дk, k ∈ {0, . . . ,m}h are linearly independent.
Proof. Assume the contrary, that there exists coefficientsak1, ...,kh
such that, denoting f (y) def= ∑k ak∏i ykii , the polynomial f is iden-
tically 0, f ≡ 0. For each i = 1,h, let Si def= {vi,0, . . . ,vi,m } be a
set ofm + 1 distinct values, and denote by Ai the Vandermonde
matrix defined by the set Si : (Ai )kℓ = vki, ℓ , for 0 ≤ k, ℓ ≤ m. For
any values ui ∈ Si , the polynomial f is 0, which implies:∑
k
ak
∏
i
ukii =0
By using all (m + 1)h combinations of values u1, . . . ,uh , we obtain
a linear system of (m + 1)h unknowns ak1, ...,kh , whose matrix is
the Kronecker product A def= A1 ⊗ A2 ⊗ · · · ⊗ Ah . Since det(Ai ) , 0
for all i , it follows that det(A) , 0. This implies that the system has
a single solution, ak1, ...,kh = 0 for all k1, . . . ,kh , proving that the
polynomials are linearly independent. □
Lemma 3.8. Let f (z1, . . . , zh ) be a polynomial of degree ≤ m in
every zi , such that f . 0. For all i = 1,h, let Ai ⊆ R be a set ofm + 1
distinct, real values. Then there exists values ui ∈ Ai , for i = 1,h,
such that f (u1, . . . ,uh ) , 0.
Proof. By induction on h. When h = 1, then f has at mostm
roots, hence there is at least one value u1 ∈ A1 such that f (u) , 0.
When h > 1, consider any value a ∈ Ah , and set zh = a. If f [zh :=
a] . 0, then by induction on h we get values u1 ∈ A1, . . . ,uh−1 ∈
Ah−1 for the other h − 1 variables such that f [z1 := u1, . . . , zh−1 :=
uh−1, zh := a] , 0. If f [zh := a] ≡ 0 for allm + 1 values a ∈ Ah ,
then f can be divided by the polynomial
∏
a∈Ah (zh − a), which
has degreem + 1, contradiction. □
Lemma 3.9. Let д1,д2, . . . ,дN be linearly independent multivari-
ate polynomials, in h variables y1, . . . ,yh . Let H : A(⊆ Rh ) → Rh
be a differentiable function such that its Jacobian J(H ) , 0 at some
interior point in A, and define fi (z1, . . . , zh ) def= дi (H (z1, . . . , zh )) for
every i . Then the functions f1, . . . , fN are linearly independent.
Proof. Assume, by contradiction, that there exist constants
a1, . . . ,aN not all of which are 0 such that: F = a1 f1 + a2 f2 +
· · · + aN fN ≡ 0. We prove thatG = a1д1 + a2д2 + · · · + aNдN ≡ 0,
which is a contradiction. Let v = (v1, . . . ,vh ) ∈ A be a point where
J(H ) , 0. By the inverse function theorem, the function H is in-
vertible in some neighborhood of H (v). Assume w.l.o.g. that this
neighborhood is a product of open intervals,
∏
i (αi , βi ), where
αi < βi , and let Ai ⊆ (αi , βi ) be any finite set withm + 1 distinct
values, for each i = 1,h. Since H is invertible on A1 × · · · ×Ah , for
any combination of values u ∈ A1 × · · · ×Ah there exists w ∈ Rh
such that H (w) = u. By assumption F (w) = 0, and this implies
G(u) = G(H (w)) = F (w) = 0. Lemma 3.8 implies that G ≡ 0, which
is a contradiction. □
Lemma 3.10. Let c1, . . . , ch be distinct real values, and let H :
Rh → Rh be the following function: H (z) = y, where:
yi
def
=
∏
j=1,h
(ci + zj ) (15)
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Let u = (u1, . . . ,uh ) be any point with distinct coordinates, i.e. ui ,
uj , such that ui + c j , 0 for all i, j. Then the Jacobian of H at u is
nonzero, J(H )(u) , 0.
Proof. Recall the definition of the Jacobian:
J(H ) def=

∂y1
∂z1
· · · ∂y1∂zh
. . .
. . .
. . .
∂yh
∂z1
· · · ∂yh∂zh

Since yi =
∏h
j=1(ci + zj ) then ∂yi∂zk =
∏
j,k (ci + zj ). For each row
i ∈ [1,h], we factor out the product∏hj=1(ci + zj ). This results in
the following matrix: J ′ def=

1
c1+z1 · · · 1c1+zh
. . .
. . .
. . .
1
ch+z1
· · · 1ch+zh

. We note that
det(J(H )) = det(J ′)·∏hi=1∏hj=1(ci+zj ). Therefore, if det(J ′) , 0
then det(J) , 0. The expression for det(J ′) has a closed form [7]:
det(J ′) =
∏
1≤i<j≤h (ci − c j )(zi − zj )∏
1≤i<j≤h (ci + zj )
(16)
When zj = uj for all j, then this value is , 0 because the ci ’s are
distinct, and the ui ’s are distinct. □
For the next two statements we fix c1, . . . , ch to distinct real
values and, for each k1, . . . ,kh∈{0, . . . ,m}, we define the following
polynomial in variables z = (z1, . . . , zh ):
fk1, ...,kh (z)
def
=
h∏
i=1
h∏
j=1
(ci + zj )ki (17)
Corollary 3.11. The polynomials fk1, ...,kh of (17) are linearly
independent.
Proof. By Lemma 3.7, the polynomialsдk1, ...,kh (y)
def
=
∏h
i=1 y
ki
i
are linearly independent. By Lemma 3.10, the transformation z 7→ y
given by (15) has a non-zero Jacobian (at some point). Then, by
Lemma 3.9 it follows that the polynomials fk1, ...,kh (z) in (17) are
also linearly independent. □
Lemma 3.12. For each i = 1,h, letAi ⊆ R be a set ofm+1 distinct,
real values. Consider the following (m+ 1)h × (m+ 1)h matrix, whose
rows are indexed by u ∈ A1, . . . ,Ah , and whose columns are indexed
by k ∈ {0, 1, 2, · · · ,m}h :
Mu,k
def
=
h∏
i=1
h∏
j=1
(ci + uj )ki
ThenM is non-singular.
Proof. We notice that each row of the matrixM consists of the
polynomials fk1, ...,kh (z) applied to some point in u. We construct
a matrix M ′ such that det(M ′) , 0 and M ′ differs from M only
by permutations of rows and columns. We construct, by induction
on k , a k × (m + 1)h matrix Mk such that each row consists of
the values of the polynomials fk1, ...,kh (z) applied to some point in
u ∈ A1 × · · · ×Ah , and such that the k × k minor consisting of the
first k columns inMk is non-singular. When k = 1 we choose any
u ∈ A1×· · ·×Ah , and the statement holds becauseMu,(0,0, ...,0) = 1
(i.e. all entries of the column k1 = · · · = kh = 0 are 1). We show
now how to construct Mk+1 by extending Mk . First, extend Mk
with a row consisting of the polynomials fk1, ...,kh (z). Let D be the(k + 1) × (k + 1) minorMk+1 defined by the first k + 1 columns. D
is a linear combination of these polynomials, where the coefficient
of each polynomial is the k × k minor consisting of the first k + 1
columns except that containing the polynomial. By induction, the
coefficient given by the minor consisting of the first k columns is
non-zero. By Corollary 3.11, D(z) (viewed as a polynomial in z) is
non-zero, hence by Lemma 3.8 there exists u ∈ A1 × · · · ×Ah such
that D(u) , 0, proving the claim. Thus, we obtainM ′ def= M(m+1)n ,
a matrix that is non-singular. Since the matrix is non-singular, no
two rows in M ′ can use the same value u ∈ A1 × · · · × Ah , and
since both the number of rows inM ′ and the cardinality of the set
A1 × · · · × Ah are the same, (m + 1)h , it follows that M ′ contains
precisely the same rows as M , up to a permutation, proving the
lemma. □
Finally, we can prove now Theorem 3.6. For that we use the fact
that k0 =m − (k1 + · · · + kh ) and write:
Mp,k =y
m
0 (p)
∏
i=1,h
(
yi (p)
y0(p)
)ki
Since every row p in M has the same factor ym0 (p), it suffices to
prove that the matrixM ′ without this factor is non-singular:
M ′p,k =
∏
i=1,h
(
yi (p)
y0(p)
)ki
=
∏
i=1,h
∏
j=1,h
©­«
aiλ
pj
1 + biλ
pj
2
a0λ
pj
1 + b0λ
pj
2
ª®¬
ki
=
∏
i=1,h
∏
j=1,h
©­­­«
ai + bi
(
λ2
λ1
)pj
a0 + b0
(
λ2
λ1
)pj ª®®®¬
ki
=
∏
i=1,h
∏
j=1,h
©­­­«
bi
b0
+
ai − a0bib0
a0 + b0
(
λ2
λ1
)pj ª®®®¬
kj
def
=
∏
i=1,h
∏
j=1,h
©­­­«ci +
di
a0 + b0
(
λ2
λ1
)pj ª®®®¬
kj
We now use Lemma 3.12. Since λ2/λ1 < {−1, 0,+1}, the function
pj 7→ zj def= di
a0+b0
(
λ2
λ1
)pj is injective, therefore them + 1 distinct
values pj = 1, 2, 3, . . . ,m+1 will yieldm+1 distinct values of zj . By
Lemma 3.12, the matrixM ′ is non-singular, completing the proof
of Theorem 3.6.
3.3 Designing the blocks B(u,v)
In this section, we design the block TID B(u,v) such that the prob-
ability of the lineage of Q over B(u,v) can be expressed as in (14),
and that it meets the conditions of (11)-(13).
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We design our blocks to prove hardness for final type-I queries,
where every endpoint (i.e., u and v) is assigned one of two values
{0, 1}. Since we design symmetric blocks, then h = {00, 10, 11}. In
our construction, each block is parameterized by a pair p = {p1,p2}.
The main focus of this section is a block that is parameterized
by a single value p, denoted Bp (u,v). We show how two blocks
Bp1 (u,v),Bp2 (u,v) can be combined in parallel to create a block
Bp(u,v) that has the desired form and properties.
The Block Bp (u,v). The bipartite domain ofBp (u,v) isV1(p)∪V2(p),
and is defined as follows:
V1(p) = {u,v} ∪ {rk : k ∈ [1,p − 1]} (18)
V2(p) = {tk : k ∈ [1,p]} (19)
where the rk and tk are fresh constants. The tuple probabilities of
Bp (u,v) are:
• Pr(R(u)) =
{
1
2 u ∈ V1(p)
1 otherwise
• Pr(T (v)) =
{
1
2 v ∈ V2(p)
1 otherwise
For every binary symbol S ∈ R the probabilities are:
• Pr(S(u, t1)) = 12 .
• Pr(S(v, tp )) = 12 .
• Pr(S(rk , tk )) = 12 for all k ∈ [1,p − 1].
• Pr(S(rk , tk+1)) = 12 for all k ∈ [1,p − 1].• Otherwise, Pr(S(a,b)) = 1.
Example 3.13. The graphical representation of Bp (u,v) is the
path:
u
def
= r0 − t1 − r1 − · · · − rp−1 − tp − rp def= v
Observe that the binary atoms corresponding to the edges of the
path have a probability of 12 , and atoms corresponding to non-edges
(e.g., S(t1, t3), S(r4, t6)) have a probability of 1. Also note that r0 def= u,
and rp
def
= v .
Let p ≥ 1 be a natural number. The lineage of Q over the
block TID Bp (u,v) is denoted Y (p)(u,v), and its arithmetization
y(p). That is, y(p) is the multilinear polynomial representing the
probability Pr(Y (p)(u,v)). We associate the endpoints u and v with
the unary atoms R(u) and R(v) respectively. Thus Y (p)ab (u,v)
def
=
Y (p)(u,v)[R(u):−a,R(v):−b], and yab (p) def= y(p)[R(u):−a,R(v):−b] is
defined accordingly.
We define zab (p) to be the valuation of yab (p) when all of the
RVs in Y (p)ab (u,v) have a probability of 12 . That is, for any natural
p ≥ 1:
zab (p) def= yab (p)[
1
2 , . . . ,
1
2 ] (20)
In the rest of this section we design the block Bp (u,v) and prove
that it meets the following conditions.
Theorem 3.14. Let Bp (u,v) be a block TID, parameterized by a
parameter p ≥ 1. For every i ∈ {00, 10, 11} it holds that:
zi (p) = (aiλp1 + biλ
p
2 ) ∀i ∈ {00, 10, 11} (21)
where λ1, λ2 and ai ,bi are constants, independent of p, satisfying:
λ1 , ±λ2 and λ1 , 0, λ2 , 0 (22)
bi , 0 ∀i ∈ {00, 10, 11} (23)
aibj,ajbi i , j (24)
Let p = {p1,p2}. We now describe how to create the block
Bp(u,v) that has probabilityyi (p) (as in (14)) for every i ∈ {00, 10, 11}.
To do so, we construct two disjoint blocks between nodes u and v
with parameters p1,p2 respectively (see Figure 1). The lineage of
this block is Y (p1)i (u,v) ∧ Y
(p2)
i (u,v). Since the blocks are disjoint,
then var(Y (p1)(u,v)) ∩ var(Y (p2)(u,v)) = {R(u),R(v)}. In particular,
the Boolean functions Y (p1)i (u,v) and Y
(p2)
i (u,v) are disjoint for
every i ∈ {00, 10, 11}. So, we get that:
yab (p) = Pr(
2∧
j=1
Y
(pj )
ab (u,v)) =
2∏
j=1
Pr(Y (pj )ab (u,v)) = yab (p1)yab (p2)
(25)
Consequently, once we prove Theorem 3.14, the conditions of (11)-
(13) follow from (25).
To prove Theorem 3.14 we first show that Y (p)(u,v) is a con-
nected Boolean function. Consequently, we can apply Lemma 1.2
to argue that the determinant of the “small matrix” associated with
y(p) (see (1)) is not identically zero, and, by Lemma 1.1, there are
probability values in {0, 12 , 1} for which the small matrix is non-
singular. In fact, we prove something stronger: if Q is final, then
the matrix remains nonsingular even if we set all probabilities to
1/2. Some further analysis of this matrix, along with two simple
properties of the lineage Y (p)(u,v) allow us to prove Theorem 3.14.
We recall that Q(s, t) is the Boolean formula that results from
mapping x 7→ s and y 7→ t . We note that Q(s, t) is identically true
whenever (s, t)<{(u, t1), (v, tp ), (rk , tk ), (rk , tk+1) | k∈[1,p−1]}. There-
fore:
Y (p)(u,v) =
p∧
i=1
Q(ri−1, ti ) ∧Q(ri , ti ) (26)
where r0=u and rp=v . In particular, when p = 1 then Y (1)(u,v) =
Q(u, t1) ∧Q(v, t1).
We say that a Boolean function f is disconnected if f = f1 ∧ f2
where f1 and f2 are non-constant, disjoint Boolean functions (i.e.,
var(f1)∩var(f2)=∅). Otherwise, we say that f is connected.
Lemma 3.15. If Q is an unsafe type-I query, then Y (p)(u,v) is
connected.
Proof. By induction on p. Since Q is unsafe, it is connected.
Therefore, it must hold that h1
def
= Q(u, t1) and h2 def= Q(v, t1) are
connected. Observe that when p = 1 then Y (1)(u,v) = h1 ∧ h2.
Since T (t1) ∈ var(h1)∩var(h2) then h1 and h2 are not disjoint.
Therefore, Y (1)(u,v) is disconnected only if there is some homo-
morphism C(u, t1) → CR (u, t1) (or C(v, t1) → CR (v, t1)) where C
is a clause in Qleft∧Qmiddle and CR is a right clause. We note that
C < Qleft because all left clauses, and only left clauses, contain the
unary symbol R. If C ∈ Qmiddle, it means that CR is a redundant
clause, which is a contradiction (we assume that all clauses of Q
are non-redundant). Symmetrically, for any k ∈ [1,p−1] it holds
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Figure 1: Block Bp(u,v) where p = {p1,p2}.
that Q(rk , tk )∧Q(rk , tk+1) are connected via the unary atom R(rk ),
and thus connected.
Let p>1. Observe that Y (p)(u,v)=Y (p−1)(u, rp−1) ∧ Y (1)(rp−1,v)
whereY (1)(rp−1,v) = Q(rp−1, tp )∧Q(v, tp ). By induction,Y (p−1)(u,v)
and Y (1)(rp−1,v) are both connected. In addition, Y (p−1)(u,v) and
Y (1)(rp−1,v) are connected via the unary left atom R(rp−1) that ap-
pears in both Boolean formulas. By the previous reasoning none of
the clauses containing R(rp−1) become redundant. This completes
the proof. □
Note, in particular, that Lemma 3.15 holds for final queries.
Let N by the number of RVs in yab (1). We define the matrix of
polynomials:
A(1) def=
[
y00(1) y01(1)
y10(1) y11(1)
]
(27)
and the polynomial fA:[0, 1]N→[0, 1] associated with the determi-
nant of A(1):
fA(u1, . . . ,uN ) def= det(A(1)) = y00(1)y11(1)−y01(1)y10(1) (28)
and observe that fA is a degree-2 polynomial. The previous lemma,
and Lemma 1.2 from the introduction, imply that fA . 0. Therefore,
by Lemma 1.1, there exists an assignment u of the variables of fA
with probabilities in {0, 1/2, 1} that fA(u) , 0. Next, we show a
stronger result: if Q is a final query, then fA(u) , 0 for any assign-
ment u:{u1, . . . ,uN } → (0, 1)N , and in particular, fA( 12 , . . . , 12 ) ,
0.
Theorem 3.16. Ifui∈(0, 1) for all i∈[1,N ] then fA(u1, . . . ,uN ),0.
To prove Theorem 3.16, we use the fact thatQ is final, and prove:
Lemma 3.17. LetQ be a final Type-I query, and let X be a Boolean
RV in Y (p)(u,v) corresponding to any atom other than R(u) and R(v).
Then Y (p)[X :−a]is disconnected for a ∈ {0, 1}.
Proof. For i≥1, we define: f (i)def=Q(ri−1, ti )∧Q(ri , ti ).
Case 1:X=R(rk ) for some k∈[1,p−1] (we let r0=u, and rp=v). We
note that Y (p)=h1∧h2 where h1def=∧ki=1 f (i) and h2def=∧pi=k+1 f (i).
Since var(h1)∩var(h2)={x}, the result follows.
Case 2:X=T (tk ) for somek∈[1,p].We expressY (p)=h1∧h2 where
h1
def
=
∧k−1
i=1 f (i)∧Q(rk−1, tk ) and h2
def
=Q(rk , tk )
∧p
i=k+1 f (i). The re-
sult follows from noting that var(h1)∩var(h2)={x}.
Case 3: X=S(rk , tk ) for some binary symbol S∈Symb(Q) where
k∈[1,p]. Consider the Boolean function Q(rk , tk ). Since Q is fi-
nal, then setting a value to S(rk , tk ) makes it safe. Hence, it does
one of the following: (1) Makes Q(rk , tk ) disconnected, (2) Makes
Qleft(rk , tk ) redundant or, (3) Makes Qright(rk , tk ) redundant. If
(1) then we are done because if Q(rk , tk )[S(rk , tk )] is disconnected,
then clearly so is Y (p). Otherwise, since (2) is equivalent to setting
R(rk )←1 and since (3) is equivalent to setting T (tk )←1 then the
result follows from cases 1 and 2 respectively. □
Corollary 3.18. There exists some constant c , 0 such that:
fA = c
∏N
i=1 ui (1 − ui )
Proof. Since both fA[ui := 0] = fA[ui := 1] = 0, it follows that
fA is divisible byui (1−ui ), for every i . Hence fA = c∏Ni=1 ui (1−ui )
and, since each variable has degree ≤ 2 in fA, it follows that c is a
constant. □
Theorem 3.16 follows from Corollary 3.18 because fA(u) , 0 for
any assignment u : var(fA) → (0, 1)N . Thus, we have established
that fA( 12 , . . . , 12 ) , 0. That is, det(A(1)) , 0 when the real variables
in y(1) have a uniform value of 12 . In other words, we have shown
that the matrix:
A(1) def=
[
z00(1) z01(1)
z10(1) z11(1)
]
(29)
is invertible.
So far, we have discussed only the “small” matrix A(1) that cor-
responds to one step of the zig-zag block Bp (u,v); in other words,
this is the matrix that we have for B1(u,v), when p = 1. Next, we
show how to compute A(p). We define:
A(p) def=
[
z00(p) z01(p)
z10(p) z11(p)
]
(30)
Lemma 3.19. A(p) =
[
z00(1) z01(1)
z10(1) z11(1)
]p
= 12p−1
(
A(1)
)p
Proof. The proof is by induction on p. The base case for p=1 is
immediate. So, we assume correctness for p−1 and prove for p.
Y (p)(u,v) def=
∧
(s,t )∈Bp (u,v)
Q(s, t)
=
∧
(s,t )∈Bp−1(r0,rp−1)
Q(s, t)
︸                        ︷︷                        ︸
Y (p−1)(r0,rp−1)
∧
(s,t )∈B1(rp−1,rp )
Q(s, t)
︸                      ︷︷                      ︸
Y (1)(rp−1,rp )
We note that the only atom common to both Y (p−1)(r0, rp−1) and
Y (1)(rp−1, rp ) is R(rp−1). Since Pr(R(rp−1)=1) = 12 , we have that:
zab (p) =
1
2
(
za0(p − 1)
) (
z(1)0b
)
+
1
2
(
z(p − 1)a1
) (
z(1)1b
)
(31)
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Applying the induction hypothesis.
A(p) = 12
[
z00(p−1) z01(p−1)
z10(p−1) z11(p−1)
] [
z00(1) z01(1)
z10(1) z11(1)
]
=
1
2p−1
[
z00(1) z01(1)
z10(1) z11(1)
]p
□
Let λ1 and λ2 be the eigenvalues of A(1) (defined in (29)). We
prove now condition (22), which is the first of the three condi-
tions that we need to establish. We require the following simple
proposition.
Proposition 3.20. The following hold: (1) z00(1) < z01(1) =
z10(1) < z11(1), and (2) 0 < zab (1) ≤ 1 for all a,b ∈ {0, 1}
Proof. We note that Y (1)(u,v) and Y (1)(v,u) are identical. Con-
sequently, Y (1)ab ≡ Y
(1)
ba up to the renaming of the variables. There-
fore, z01(1) = z10(1). Since Q does not contain negations, then its
lineage is a monotonic Boolean function. Further, since the Boolean
functionY (1) depends on both atoms R(u) and R(v), then (1) follows.
Item (2) follows by noting that Y (1)00 is satisfiable for any final type-I
query, thus z00(1) > 0. □
Lemma 3.21. Let λ1, λ2 be the eigenvalues of A(1). Then: λ1 , 0,
λ2 , 0, and λ1, ± λ2.
Proof. This follows immediately from λ1 + λ2 = Tr(A(1)) =
z00 + z11 > 0, λ1λ2 = det(A(1)) , 0, and the fact that a symmetric
matrix where all eigenvalues are equal is a diagonal matrix (which
A(1) obviously is not). For a more elementary argument, recall
that the characteristic polynomial of A(1) (see (29)) is (we drop the
parameter (1)):
det(λI −A(1)) = λ2 − λ(z11 + z00) + (z00z11 − z01z10) (32)
From (32) we see that λ=0 is a root of the characteristic polynomial
iff det(A(1)) = z00z11−z01z10=0. By Theorem 3.16, this cannot be
the case. Therefore, λ1, λ2,0. Also from (32) we get that the two
roots of det(λI −A(1)) are:
λ12=
(z11 + z00) ±
√
(z11 − z00)2 + 4z01z10
2 .
Since z01=z10>0 (Proposition 3.20)), it follows that λ1,λ2. Since
z00 + z11 > 0 it follows that λ1, ± λ2. □
Since A(1) has two distinct, non-zero eigenvalues, then it has
two linearly independent eigenvectors. In other words, A(1) is
diagonizable, and thus A(p) =
(
A(1)
)p
= PDkP−1 where P is
the matrix whose columns are the eigenvectors of A(1), and D is
the diagonal matrix of its eigenvalues. Let v1 = (c11, c21)T , and
v2 = (c12, c22)T be the two linearly independent eigenvectors corre-
sponding to eigenvalues λ1 and λ2 respectively. So, by Lemma 3.19,
A(p) = (A(1))p will have the following form.
A(p)=PDpP−1=
[ c11 c12
c21 c22
] [ λp1 0
0 λp2
] [
b11 b12
b21 b22
]
=
[
c11b11λ
p
1 +c12b21λ
p
2 c11b12λ
p
1 +c12b22λ
p
2
c21b11λ
p
1 +c22b21λ
p
2 c21b12λ
p
1 +c22b22λ
p
2
]
(33)
=
[
a00λ
p
1 +b00λ
p
2 a01λ
p
1 +b01λ
p
2
a10λ
p
1 +b10λ
p
2 a11λ
p
1 +b11λ
p
2
]
(34)
=
[
a00λ
p
1 +b00λ
p
2 a10λ
p
1 +b10λ
p
2
a10λ
p
1 +b10λ
p
2 a11λ
p
1 +b11λ
p
2
]
(35)
where the transition from (33) to (34) is by defining a00
def
=c11b11,
b00
def
=c12b21 etc. The transition from (34) to (35) follows from the fact
that A(1) is a symmetric matrix (Proposition 3.20). Notice that this
establishes Eq.(21), which we need to prove as part of Theorem 3.14.
In particular, we have that:
A(1) =
[
a00λ1+b00λ2 a10λ1+b10λ2
a10λ1+b10λ2 a11λ1+b11λ2
]
(36)
Proof of Theorem 3.14. From (35) it follows that zi (p) can be
written in the form of (21) for all i ∈ {00, 10, 11}. In Lemma 3.21,
we have shown that λ1, λ2 , 0 , and that λ1 , ±λ2, thus proving
condition (22).
By Lemma 3.19 we have that A(0) = (A(1))0 = I where I is the
identity matrix. Therefore, from (35), we get the following three
equations:
a00 + b00 = 1 a11 + b11 = 1 a10 + b10 = 0 (37)
We show that bi , 0 for all i ∈ {00, 10, 11}. If b10 = 0 then, since
a10 = −b10 it follows that z10(1) = 0, which is a contradiction
(Proposition 3.20). Thus, b10 , 0. Assume that b00 = 0. This means
that a00 = 1, and that for any p ≥ 1, we have that z00(p) = λp1
(see (35)). Recall that z00(p) = 12z00(p − 1)z00(1)+ 12z01(p − 1)z10(1).
By proposition 3.20 we have that z01(p − 1) > z00(p − 1), and that
z10(1) > z00(1). Therefore, z00(p) > z00(p − 1)z00(1) = λp1 , and we
arrive at a contradiction. Similarly, if b11 = 0 then a11 = 1, and
z11(p) = λp1 . Now, since z11(p) = 12z10(p−1)z01(1)+ 12z11(p−1)z11(1),
then due to monotonicity, we have that z11(p) < λp1 , which is a
contradiction.
Finally, we show that aibj , ajbi for i , j. Assume, by con-
tradiction, that a00b11 = a11b11. Substituting b11 = (1 − a11) and
b00 = (1 − a00), this implies that a00 = a11 and thus b00 = b11.
But, by (36), this means that z00(1) = z11(1) which, by Proposi-
tion 3.20, is a contradiction. Now, assume, by contradiction, that
a00b10 = a10b00. From (37) we have that −a10 = b10. Substituting,
this gives us that a00b10 = −b10(1 − a00) or, that b10 = 0. But then
z10(1) = 0, which, by Proposition 3.20, is a contradiction. Sym-
metrically, it is shown that a11b10 , a10b11. This completes the
proof.
4 CONCLUSIONS
One can think of the model counting problem as: given a set of
tuples to exclude, compute the number of models of a sentence that
do not use any of the excluded tuples. In this paper we studied
the generalized model counting problem, where we are also given
a set of tuples to include, and need to count only those models
that contain all these tuples, and none of the excluded ones. We
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have established a dichotomy for Unions of Conjunctive Queries
or, equivalently, for ∀CNF formulas. For a special case, called final
queries of type I we have also established a dichotomy for the model
counting problem; this complements a result by Amarilli et al. [1]
that prove a dichotomy for model counting for conjunctive queries
without self-joins. We leave open the question whether UCQs admit
a dichotomy for model counting.
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Figure 2: Illustration for a reduction PQE(zg(Q)) ≤Pm PQE(Q)whereQ is a Type I-II query. Given a queryQ we construct the query
zg(Q). Then, given the database ∆ for zg(Q) on the left, we construct the database zg(∆) for Q on the right. Here n is one plus
the longest right clause ofQ ; for example ifQright = ∀y(∀xS1(x ,y) ∨ ∀xS2(x ,y), then n = 3 and there is a single node f (2)uv , so that
in total there are three edges incoming to euv .
APPENDIX
A PROOF OF LEMMA 2.6
Let Q be an unsafe, bipartite query of length k , and let C0,C1, . . . ,Ck be a minimal left-right path. Let R denote its vocabulary. We describe
(a) a new unsafe, bipartite query zg(Q) of length 2k , over a new vocabulary zg(R) and (b) a polynomial-time mapping that takes a bipartite
TID ∆ over the vocabulary zg(R) and returns bipartite TID zg(∆) over the vocabulary R such that Pr∆(Q) = Przg(∆)(zg(Q)) and zg(Q) is
long. The probabilities values in ∆ and zg(∆)) are the same, which proves that GFOMCbi(zg(Q)) ≤Pm GFOMCbi(Q). Moreover, if Q is of type
A − B, then zg(Q) is of type A −A. These properties prove Lemma 2.6.
Define a number n as follows. If Qright is of Type I, then n = 2. Otherwise, recall from Def. 2.3 that the right clauses of type II have the
form ∀y
(∨ℓ
i=1(∀xS Jℓ (x ,y))
)
. We define n to be the maximum between 3, and the largest value of ℓ of all right clauses. Thus, by definition
n ≥ 3.
The vocabulary zg(R).We start by describing the mapping zg between the vocabularies. The vocabulary R contains a set of binary
symbols S1, . . . , St . In addition, it may contain a single unary symbol R, and a single unary symbol T . The new vocabulary zg(R) consists of
m + n disjoint copies of R, as follows:
• If R ∈ R then zg(R) contains symbols R(1),R(2), . . . ,R(n), where the first and last one are unary, and all others are binary.
• For every binary symbol S ∈ R, zg(R) contains the following binary symbols: S(1), . . . , S(n).
• If T ∈ R, then zg(R) contains a binary symbol T (12).
Notice that the only unary symbols are R(1) and R(n); the symbolT became a binary symbolT (12). These will be the unary symbols “R and
T ” of the new query zg(Q). Thus, if Q was of type I-I or I-II then zg(Q) will be of type I-I because it has the two unary symbols R(1) and R(n).
If Q was of type II-I or II-II, then it has no R-symbol, hence zg(Q) has no unary symbols, i.e. it will be of type II-II.
The database zg(∆). Next, given a bipartite probabilistic database ∆ = (Dom,p) over vocabulary zg(R), we describe how to construct
(zg(∆),p′). Since ∆ is bipartite, is domain is Dom = V1 ∪V2 and the only tuples t with p(t) , 1 are those of the form Sj (u,v), u ∈ V1,v ∈ V2.
Define the following bipartite database, zg(∆) = (Dom′,p′) over the vocabulary R. Its domain Dom′ = U1 ∪U2 consists of the following
constants:
• For every u ∈ V1, u is inU1.
• For every v ∈ V2, v is inU1.
• For every pair u ∈ V1,v ∈ V2, there is a fresh element denoted euv , which is inU2.
• For every pair u ∈ V1,v ∈ V2, there are n − 2 fresh elements f (i)uv , i = 2, . . . ,n − 1, all of which are inU1.
To define the tuple probabilities p′ in ∆, we establish a 1-to-1 correspondence between the tuples in ∆ and those in zg(∆), which, in turn,
defines p′ in terms of p:
• p′(R(u)) def= p(R(1)(u)) for all u ∈ V1.
Conference’17, July 2017, Washington, DC, USA Batya Kenig and Dan Suciu
• p′(R(f (i)uv )) = p(R(i)(u,v)) for all u ∈ V1,v ∈ V2, i ∈ [2,n − 1].
• p′(R(v)) def= p(R(n)(v)) for all v ∈ V2.
• p′(S(u, euv )) def= p(S(1)(u,v)) for all u ∈ V1,v ∈ V2.
• p′(S(f (i)uv , euv )) def= p(S(i)(u,v)) for all u ∈ V1,v ∈ V2, i = 2, . . . ,n − 1.
• p′(S(v, euv )) def= p(S(n)(u,v)) for all u ∈ V1,v ∈ V2.
• p′(T (euv )) def= p(T (12)(u,v))
All other tuples have probability p′(t) = 1.
The querry zg(Q). Finally, we define the zig-zag query zg(Q).
• For every left clause C in Q there are n clauses in zg(Q), of which the first is a left clause, the last is a right clause, and the rest are
middle clauses. More precisely, if C is of type I clause, C = R(x) ∨ S J (x ,y) then zg(Q) contains the following clauses:
∀x∀y(R(1)(x)∨S(1)J (x ,y)) (38)
∀x∀y(R(i)(x ,y)∨S(i)J (x ,y)) i = 2, . . . ,n − 1
∀x∀y(R(n)(y)∨S(n)J (x ,y)) (39)
If C is of type II, C = ∀x
(∨m
i=1 ∀y(S Ji (x ,y))
)
then zg(Q) contains the following clauses:
∀x ©­«
m∨
i=1
∀y(S(1)Ji (x ,y))
ª®¬ (40)
∀x∀y ©­«
m∨
i=1
S
(j)
Ji
(x ,y)ª®¬ i = 2, . . . ,n − 1
∀y ©­«
m∨
i=1
∀x(S(n)Ji (x ,y))
ª®¬ (41)
• Every middle clause C = S J (x ,y) in Q becomes n middle clauses in zg(Q):
∀x∀yS(i)J (x ,y) i = 1, . . . ,n (42)
• Every right clause becomes several middle clauses. There are two cases. If the right part of Q is of Type I, then every right clause has
the form C = ∀x∀y(S J (x ,y) ∨T (y)). In that case recall that n = 2 and there will be exactly two middle clauses in zg(Q):
∀x∀y(S(1)J (x ,y) ∨T (12)(x ,y)) (43)
∀x∀y(S(2)J (x ,y) ∨T (12)(x ,y)) (44)
If the right part of Q is of Type II, then every right clause has the form C = ∀y(∨ℓi=1 ∀xS Ji (x ,y)). In this case, we create nℓ middle
clauses in zg(Q), as follows. For every function ϕ : [ℓ] → [n] there will be one middle clause (for a total of nℓ middle clauses):
C(ϕ) def= ∀x∀y
(
S
(ϕ(1))
J1
(x ,y) ∨ · · · ∨ S(ϕ(l ))Jℓ (x ,y)
)
(45)
zg(Q) is defined as the conjunction of all clauses above. Recall that, by assumption, we minimize every ∀CNF expression, that means that
the clauses described above need to be minimized, and redundant ones need to be removed.
We prove several properties of zg(Q):
Lemma A.1. Pr∆(zg(Q)) = Przg(∆)(zg(Q))
Proof. We prove a stronger statement: the lineage ofQ on zg(∆) is equivalent to the lineage of zg(Q) on ∆, up to the 1-to-1 correspondence
between the tuples described above. For that, we will show that for each clauseC ofQ , it’s lineage is equivalent to the conjunction of lineages
of clauses derived fromC in zg(Q). There are several cases. In all cases we exploit the fact that x inC can be mapped only to constants of the
form u, f (2)uv , . . . , f
(n−1)
uv ,v , and y can be mapped only to constants of the form euv , where u ∈ V1,v ∈ V2:
• Suppose C is a left clause. If it is of Type I, C = R(x) ∨ S J (x ,y), then its lineage (in zg(∆)) is the conjunction (over u ∈ V1 and v ∈ V2)
of: (
R(u) ∨ S J (u, euv )
)
∧
n−1∧
i=2
(R(f (i)uv ) ∨ S J (f (i)uv , euv )) ∧
(
R(v) ∨ S J (v, euv )
)
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This is precisely the lineage of the clauses (38)-(39). If C is of type II, C =
∨ℓ
i=1 ∀yS Ji (x ,y) then its lineage is the conjunction of the
following Boolean formulas:
∧
u ∈V1
©­­«
ℓ∨
i=1
©­«
∧
v ∈V2
S Ji (u, euv )ª®¬
ª®®¬∧
v ∈V2
©­­«
ℓ∨
i=1
©­«
∧
u ∈V1
S Ji (v, euv )ª®¬
ª®®¬
n−1∧
j=2
©­«
ℓ∨
i=1
S Ji (f (j)uv , euv )ª®¬
which is precisely the lineage of the clauses (40)-(41).
• If C is a middle clause, C = S J (x ,y), then it’s lineages in zg(∆) is the Boolean expression:
S J (u, euv ) ∧
∧
j ∈[2,n−1]
S J (f (j)uv , euv ) ∧ S J (v, euv )
This is precisely the lineage of clause (42).
• If C is a right clause, then we distinguish two cases. If it is of Type I, C = S J (x ,y) ∨T (y), then recall that n = 2, and its lineage is the
conjunction over all u,v of the expression:
(S J (u, euv ) ∨T (euv )) ∧ (S J (v, euv ) ∨T (euv ))
which is precisely the lineage of the expressions (43)-(44). If it is of Type II, C = ∀y
(∨ℓ
i=1 ∀x(S Ji (x ,y))
)
, then we note that y must be
mapped to some value euv . Fixing y to euv implies exactly n possibilities for each x . Namely, {u,v, f (2)uv , . . . , f (n)uv }. The lineage ofC is
the conjunction, over all u ∈ U1,v ∈ V2, of the Boolean formula:
(S J1 (u, euv ) ∧ S J1 (f (2)uv , euv ) ∧ · · · S J1 (f (n−1)uv , euv ) ∧ S J1 (v, euv ))
· · ·
(S Jℓ (u, euv ) ∧ S Jℓ (f (2)uv , euv ) ∧ · · · S Jℓ (f (n−1)uv , euv ) ∧ S Jℓ (v, euv ))
which is equivalent to:
(
∧
i ∈ℓ
S
(i)
J1
(u,v) ∨ · · · ∨
∧
i ∈ℓ
S
(i)
Jℓ
(u,v))
We apply the distributivity law of ∨ over ∧ to convert this expression into a CNF expression, and obtain the conjunction of all lineages
of clauses (45).
This completes the proof. □
Lemma A.2. If Q is an unsafe query, then zg(Q) is also unsafe.
Proof. We start by observing that the following clauses in zg(Q) are both minimized and non-redundant:
• Every left clause of the form (38) or (40) is minimized and non-redundant.
• If C is a middle clause in Q , then the middle clause C(i) in zg(Q) is minimized and non-redundant.
• If C = ∀y∨ℓi=1 ∀xS Ji (x ,y) is a right clause in Q , then every middle clause C(ϕ) of the form (45) where ϕ is injective (i.e. the indices
ϕ(1),ϕ(2), . . . ,ϕ(ℓ) are mapped to distinct elements of [n]) is minimized and non-redundant. Indeed, if there was some homomorhism
C ′0 → (S
(ϕ(1))
J1
(x ,y) ∨ S(ϕ(2))J2 (x ,y) ∨ · · · S
(ϕ(ℓ))
Jℓ
(x ,y)), where C ′0 is a clause in zg(Q) derived from some clause C0 in Q , then we can
construct a homorphism C0 → (∀xS J1 (x ,y) ∨ ∀xS J2 (x ,y) ∨ . . .), implying that C was redundant in Q , which is a contradiction. To
see why, note that such a homomorphism would imply that Symb(C0) ⊆ Ji for some i ∈ [ℓ]. We remark here that, if ϕ is not injective,
then C(ϕ) may be redundant. Since we have chosen n such that n ≥ ℓ, for for every right clause C there exists some; injective ϕ, and
in that case C(ϕ) is non-redundant.
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Example A.3. We justify here the reason for introducing the “dead end” branches f (i)uv . Consider zg(Q) where Q is the following query:
Q = ∀x∀y(R(x) ∨ S0(x ,y))
∧ ∀x∀y(S0(x ,y)∨S1(x ,y)) ∧ (S1(x ,y)∨S2(x ,y)∨S3(x ,y))︸                              ︷︷                              ︸
def
=D
∧ ∀y(∀x(U (x ,y)∨S1(x ,y)∨S2(x ,y))∨∀x(U (x ,y)∨S1(x ,y)∨S3(x ,y))∨∀x(U (x ,y)∨S2(x ,y)∨S3(x ,y)))︸                                                                                                                              ︷︷                                                                                                                              ︸
def
=C
The middle clause D generates two clauses in zg(Q):
D(1) def= (S(1)1 (x ,y) ∨ S
(1)
2 (x ,y) ∨ S
(1)
3 (x ,y)) D(2)
def
= (S(2)1 (x ,y) ∨ S
(2)
2 (x ,y) ∨ S
(2)
3 (x ,y))
Assuming n = 2 (i.e. no “dead end” branches f (i)uv ), the right clause C is mapped to the conjunction of 23 = 8 clauses C(ϕ) and all become
redundant. For example, when ϕ(1) = ϕ(2) = 1, ϕ(3) = 2 then:
C(ϕ) =∀x∀y(U (1)(x ,y) ∨ S(1)1 (x ,y) ∨ S(1)2 (x ,y) ∨ S(1)3 (x ,y) ∨U (2)(x ,y) ∨ S(2)2 (x ,y) ∨ S(2)3 (x ,y))
And this is redundant because of D(1). It is easy to check that all 8 clausesC(ϕ) are made redundant by either D(1) or D(2). We notice that the
query Q is even a forbidden query, as defined in [4] (where U is called a ubiquitous symbol). Thus, the dead end branches cannot be avoided
even if Q were guaranteed to be a forbidden query.
Next, we prove that zg(Q) is an unsafe bipartite query, by showing the existence of a left-to-right path. By assumption Q is an unsafe,
bipartite query of length k , hence there exists a left-to-right path C0,C1, . . . ,Ck in Q . We define a left-to-right path in zg(Q) as follows. The
path starts with:
C
(1)
0︸︷︷︸
(38) or (40)
,C
(1)
1 , . . . ,C
(1)
k−1︸            ︷︷            ︸
(42)
that is, we start with the translation ofC0 into a left clauseC(1)0 using expression (38) ifC0 is of type I, or (40) ifC0 is of type II, then continue
with the translations of the middle clauses, all using branch i = 1. The path ends with the following:
C
(n)
k−1, . . . ,C
(n)
1︸            ︷︷            ︸
(42)
, C
(n)
0︸︷︷︸
(39) or (41)
That is, it ends at the translation of C0 into a right clause C(n)0 , as per (39) or (41). So far, all clauses we have used are non-redundant. It
remains to connectC(1)k−1 withC
(n)
k−1, and for that we use the right clauseCk . Assume first thatCk is of type I, i.e.Ck = ∀x∀y(S J (x ,y) ∨T (y));
in that case n = 2. By assumption Ck−1 and Ck have some common symbol, call it S ; obviously S must be among the symbols S J , since it
cannot be T (because Ck−1 is not a right clause). Define C
(1)
k ,C
(2)
k to be the middle clauses (43) and (44) respectively. The left-to-right path in
zg(Q) is:
C
(1)
0 ,C
(1)
1 , . . . ,C
(1)
k−1,C
(1)
k ,C
(2)
k ,C
(2)
k−1, . . . ,C
(2)
0
The clauses C(1)k−1,C
(1)
k share the common symbol S
(1); the clauses C(1)k ,C
(2)
k share the common symbol T
(12), and the clauses C(2)k ,C
(2)
k−1
share the common symbol S(2). Thus, the path above is a left-right path of length 2k + 1 in zg(Q). Assume now that Ck is of type II, i.e.
Ck = ∀xS J1 (x ,y) ∨ · · · ∀xS Jℓ (x ,y) and let S ∈ Symb(Ck−1) ∩ Symb(Ck ); assume wlog that S ∈ Symb(S J1 ). We consider two derived middle
clause C(ϕ1)k ,C
(ϕ2)
k of the form (45), as follows. Both ϕ1,ϕ2 will be injective, ensuring that both clauses are non-redundant, and are defined as
follows:
ϕ1(1) def= 1 ϕ1(2) def= 2 ϕ1 : {3, . . . , ℓ} → {3, . . . ,n} any injective function
ϕ2(1) def=n ϕ2(2) def= 2 ϕ2 : {3, . . . , ℓ} → {1, 3, . . . ,n − 1} any injective function
Recall that we have defined n ≥ 3, henc ϕ2 is injective. Thus, C(ϕ1)k = (S
(1)
J1
∨ S(2)J2 ∨ · · · ) and C
(ϕ2)
k = (S
(n)
J1
∨ S(2)J2 ∨ · · · ). Now we observe that
C
(1)
k−1,C
(ϕ1)
k share the common symbol S
(1), the clauses C(ϕ1)k ,C
(ϕ2)
k share all common symbols in S
(2)
J2
, and C(ϕ2)k ,C
(2)
k−1 share the common
symbols S(n). Thus, the following is a left-to-right path in zg(Q):
C
(1)
0 ,C
(1)
1 , . . . ,C
(1)
k−1,C
(ϕ1)
k ,C
(ϕ2)
k ,C
(n)
k−1, . . . ,C
(n)
0
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□
This proves that zg(Q) is an unsafe, bipartite query of length ≤ 2k + 1.
Finally, it remains to prove that every left-to-right path in zg(Q) has length ≥ 2k , where k is the length of the unsafe query Q . Consider
any left-ot-right path in zg(Q): C ′0,C ′1, . . . ,C ′m . Since C ′0 is a left clause it must be of the form (38) or (40), hence all its symbols are from the
branch 1, like S(1). Let C ′
ℓ
be the first clause that contains an index of a branch other than 1, i.e. either some S(i), i > 1 or T (12). C ′
ℓ
must also
have a symbol on branch 1, because it shares a symbol with C ′
ℓ−1 whose symbols are all on branch 1, hence C
′
ℓ
can only be of the form (43)
or (45). Therefore, the fragmentC ′0,C
′
1, . . . ,C
′
ℓ
of the path in zg(Q) corresponds to a left-to-right pathC0,C1, . . . ,Cℓ inQ , namely consisting
of the clauses inQ that generated the clausesC ′0,C
′
1, . . . ,C
′
ℓ
in zg(Q). Since k is the length of the shortest left-right path inQ , we have ℓ ≥ k .
We reason similarly about the suffix of the path. Since C ′m is a right clause, it is of the form (39) or (41) (note that it originates from a left
clause Cm ), hence all its symbols are on branch n, i.e. S(n). Let C ′p be the last clause that has some symbol on a branch other than n. Using
the same argument as above, we conclude that C ′p originates from a right clause Cp , hence the fragment C ′p ,C ′p+1, . . . ,C
′
m of the path in
zg(Q) corresponds to a left-to-right path in Q (in reverse order): Cm ,Cm−1, . . . ,Cp+1,Cp . Therefore,m − p ≥ k . Since ℓ ≤ p we conclude
thatm ≥ ℓ + (m − p) ≥ 2k .
B BACKGROUND ON FACTORIZATION AND INDEPENDENCE
Every multivariate polynomial f admits a unique decomposition into irreducible factors: f = дk11 д
k2
2 · · ·дkmm . In this paper we use repeatedly
the following:
Theorem B.1. Let f00, f01, f10, f11 be four multivariate polynomials, such that the following determinant is identically zero:
det
(
f00 f01
f10 f11
)
≡0
Then, there exists polynomials д0,д1 and h0,h1 such that the following identity holds:[
д0
д1
]
·
[
h0 h1
]
≡
[
f00 f01
f10 f11
]
Proof. By induction on the total degree of f00 f11. Let p be any irreducible factor of f00 f11 ≡ f01 f10. Assume that p | f00 and p | f01 (the
other three cases are similar and omitted). Then the polynomials f00/p, f01/p, f10, f11 also satisfy the condition of the theorem, therefore, by
induction hypothesis, there exists д0,д1,h0,h1 such that:[
д0
д1
]
·
[
h0 h1
]
≡
[
f00/p f01
f10/p f11
]
Then the polynomials д0,д1,ph0,h1 satisfy the condition of the theorem:[
д0
д1
]
·
[
ph0 h1
]
≡
[
f00 f01
f10 f11
]
□
Next, we discuss tight connections between Boolean formulas, their arithmetizations, and conditional independence statements, of possible
independent interest.
Definition B.2. Fix a Boolean formula F .
• We say that F is connected if, whenever F ≡ F1 ∧ F2 where F1, F2 do not share any common Boolean variables, then either F1 ≡ true
or F2 ≡ true. Otherwise we say that F decomposes into F1, F2.
• We say that F disconnects two sets of variables U,V, if F ≡ F1 ∧ F2 where F1, F2 do not share any common Boolean variables,
V ∩ Vars(F1) = ∅, U ∩ Vars(F2) = ∅. Otherwise, we say that U,V are connected.
• A Boolean variable X in F disconnects U,V if both F [X := 0] and F [X := 1] disconnect U,V.
Notice that, if F does not depend on U, then it trivially disconnects U,V, by writing F = true∧ F . We describe now the equivalent notions
on multi-variate polynomials f .
Definition B.3. Let f be a multivariate polynomial.
• We say that f is irreducible if, whenever f ≡ f1 · f2, then either f1 or f2 is a constant polynomial.
• We say that f disconnects two sets of variables u, v if f ≡ f1 · f2 and v ∩ Vars(f1) = u ∩ Vars(f2) = ∅.
• We say that x disconnects u, v if both f [x := 0] and f [x := 1] disconnect u, v.
We prove that, if the arithmetization f factorizes f = д · h, then the associated Boolean function decomposes.
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Lemma B.4. Let F be a Boolean formula, and assume its arithmetization factorizes as f = д · h, where both д,h are non-constant multi-linear
polynomials. Then, there exists two Boolean formulas G,H such that F = G ∧H and д,h are, up to a constant, the arithmetization ofG,H ; in
other words, there exists some constant c , 0 such that Pr(G) = c · д and Pr(H ) = h/c .
Proof. We can assume w.l.o.g. that , F . false, and let θ be any assignment such that F [θ ] = true. Then f [θ ] = д[θ1]h[θ2] = 1,
where θ1,θ2 are the restrictions of θ to Vars(д) and Vars(h) respectively. Denote c = h[θ2] , 0, then д[θ2] = 1/c . Define G,H as follows.
Vars(G) = Vars(д), Vars(H ) = Vars(h), and for any assignment θ ′1 of Vars(G), defineG[θ ′1]
def
= c · д[θ ′1] (similarly for H ). We claim that this is
correct, i.e. c · д[θ ′1] ∈ {0, 1}. Indeed, consider the full assignment θ ′ = θ ′1 ∪ θ2. If F [θ ′] = false then 0 = f [θ ′] = д[θ ′1]h[θ2] = c · д[θ ′1], and
if F [θ ′] = true then 1 = f [θ ′] = д[θ ′1]h[θ2] = c · д[θ ′1], proving the claim. Thus, Pr(G) = c · д and similarly Pr(H ) = h/c . □
The following are easy to check:
Lemma B.5. Let F be a Boolean formula and f be the multilinear polynomial representing its arithmetization. Then:
• F is connected iff f is irreducible.
• F disconnects U,V iff f disconnects u, v.
• X disconnects U,V iff x disconnects u, v.
In this paper we are concerned only with monotone Boolean formulas F , which admit a unique, canonical CNF representation, where no
clause is redundant (i.e. is not a superset of some other clause). Then, connectedness can be viewed as a graph-theoretic property, since it is
equivalent to saying that there exists clauses C0,C1, . . . ,Ck such that U ∩ Vars(C0) , ∅, V ∩ Vars(Ck ) , ∅ and Vars(Ci−1) ∩ Vars(Ci ) , ∅
for i = 1,k . Define the distance, d(U,V), to be the minimum such k . Notice that we may have d(U ,V ) = 0 even ifU ,V are single variables.
Connectedness is also an algebraic property, and related to polynomial factorization. We will make use repeatedly of these equivalent
formulations.
Fix a set of variables U. For any numberm ≥ 0, define the ball B(U,m) def= {Z | d(U,Z ) ≤ m}. The following is easy to check:
Lemma B.6. Fix a monotone Boolean formula F .
(1) If X disconnects U1,V and X also disconnects U2,V, then it disconnects U1 ∪ U2,V.
(2) If X disconnects U,V andm = d(U,X ), n = d(V,X ), then X disconnects B(U,m − 2) and B(V,n − 2).
A third characterization uses conditional independence. Let Pr(−) denote the distribution where each random variable X is set to true
independently, with probability Pr(X ) = x . For a fixed Boolean formula F , define PrF the probability space PrF def= Pr(−|F ): that is, its
outcomes are assignments that satisfy F . We write U ⊥F V when U,V are independent in the probability space PrF . We prove the following:
Lemma B.7. A Boolean variable X disconnects U,V, iff U ⊥F V|X .
Proof. We start by establishing the connection between PrF and the arithmetization f . Consider some partial assignment θ of the
variables in F with values in {0, 1}. Then PrF (θ ) = f [θ ]/f , where the polynomial f is evaluated over values x = Pr(X = 1),y = Pr(Y = 1), . . .
For example, if F = X ∨ Y , then Pr(F ) = f (x ,y) = x + y − xy and PrF (X = 1) = Pr(X = 1|F ) = f (1,y)/f (x ,y) = 1/(x + y − xy).
Assume first that X disconnects U,V. Then F = G ∧ H and f = д · h, where u ⊆ Vars(д), v ⊆ Vars(h). For any assignments θ1,θ2 of
the variables U,V respectively, with values {0, 1} we write U = θ1 for the event that the outcomes of U are those given by θ1. Then we
have PrF (U = θ1,V = θ2) = f [U = θ1,V = θ2]/f = д[U = θ1] · h[V = θ2]/(д · h) = PrG (U = θ1) · PrH (V = θ2). Conversely, assume
PrF (U = θ1,V = θ2) = PrF (U = θ1) PrF (V = θ2). Then f [θ1,θ2]/f = (f [θ1]/f ) · (f [θ2]/f ), or, equivalently, f [θ1,θ2] · f = f [θ1]f [θ2]. By
Theorem B.1 there exists polynomials д0,д1,h0,h1 such that:
f ≡д0h0 f [θ1] ≡д1h0 f [θ2] ≡д0h1 f [θ1θ2] ≡д1h1
Since f is multi-linear, Vars(д0) ∩ Vars(h0) = ∅. From the first two identities we conclude that u ⊆ Vars(д0) (since, recall, θ1 assigns the
variables u to 0, 1), and from identities one and three we conclude that v ⊆ Vars(h0). Thus, the factorization f ≡ д0h0 disconnects u, v,
which proves the lemma. □
Recall that, for every joint distribution of random variables, ifU1U2 ⊥ V |X thenU1 ⊥ V |X andU2 ⊥ V |X . The converse does not hold in
general, but it holds for ⊥F , by Lemma B.6.
Definition B.8. Let F be a monotone Boolean formula, where X disconnects U,V, and let Y be any other variable in F . If F does not
disconnect either UY ,V, nor U,VY , then we say that Y is a migrating variable w.r.t. X ,U,V.
Suppose X disconnects U,V in F , in other words F [X = 0] = G0 ∧ H0 and F [X = 1] = G1 ∧ H1, where Vars(G0) ∩ Vars(H0) = ∅,
Vars(G1) ∩ Vars(H1) = ∅ and U occurs only in G0,G1 while V occurs only in H0,H1. Consider where Y occurs. If it occurs in G0,G1 then X
separates Y and V; if it occurs in H0,H1 then X separates U and Y . If none of these hold, then we say that it is migrating.
Lemma B.9. Assumingm = d(U,X ), n = d(V,X ), if Y migrates w.r.t. X ,U,V, then d(U,Y ) ≥ m − 1, and d(V,Y ) ≥ n − 1.
Proof. Follows from Lemma B.6, item 2. □
A Dichotomy for the Generalized Model Counting Problem for Unions of Conjunctive Queries Conference’17, July 2017, Washington, DC, USA
Example B.10. Consider the following Boolean function:
F = (U ∨ Z0) ∧
def
=C1︷                    ︸︸                    ︷
(Z0 ∨ Z1 ∨ Z2 ∨ Z3) ∧
def
=C2︷          ︸︸          ︷
(Z3 ∨ X ∨ Y ) ∧
def
=C3︷          ︸︸          ︷
(X ∨ Y ∨ Z4) ∧(X ∨ Z1) ∧ (Y ∨ Z2)︸                                                                                             ︷︷                                                                                             ︸
def
=C
∧(Z4 ∨V )
X disconnectsU ,V , and we have:
F [X := 0] =
def
=G0︷           ︸︸           ︷
(U ∨ Z0) ∧ Z1 ∧
def
=H0︷                                                   ︸︸                                                   ︷
(Z3 ∨ Y ) ∧ (Y ∨ Z4) ∧ (Y ∨ Z2) ∧ (Z4 ∨V )
F [X := 1] = (U ∨ Z0) ∧ (Z0 ∨ Z1 ∨ Z2 ∨ Z3) ∧ (Y ∨ Z2)︸                                                   ︷︷                                                   ︸
def
=G1
∧ (Z4 ∨V )︸    ︷︷    ︸
def
=H1
Here Y ,Z2, and Z3 migrate from the right to the left.
As we shall see, migrating variables add complexity to our proof. However, we prove that the migration property is symmetric: if X causes
Y to migrate, then Y causes X to migrate. To prove this we use the following result of independent interest.
Lemma B.11. Let X ,Y ,U,V be jointly distributed random variable, and assume that Y is binary (i.e. it has only two outcomes). Then, the
following implication holds: if (U ⊥ V|X ) and (UX ⊥ V|Y ) then either (V ⊥ Y ) or (U ⊥ Y |X ).
This implication does not hold in general, but it holds when Y is binary. A similar, but different example is given by Geiger and Pearl [6],
in Corollary 8.
Proof. Let Pr(−) denote the joint distribution. As usual we write Pr(X ) or Pr(XY ) etc, for the marginal distribution. The first condition,
(U ⊥ V|X ) says that Pr(UX ) · Pr(VX ) − Pr(UVX ) · Pr(X ) = 0. We use the fact that Y has only two outcomes, and expand each probability,
using the formula Pr(−) = Pr(−|Y = 0)(1 − y) + Pr(−|Y = 1)y, where y def= Pr(Y = 1), and further abbreviate p0(−) = Pr(−|Y = 0) and
p1(−) = Pr(−|Y = 1), thus, for example Pr(U) = p0(U)(1 − y) + p1(U)y. We also use the second condition, (UX ⊥ V|Y ), which implies
Pr(UXV|Y ) = Pr(UX |Y ) · Pr(V|Y ) and Pr(VX |Y ) = Pr(V|Y ) · Pr(X |Y ), and derive:
0 =Pr(UX ) · Pr(VX ) − Pr(UVX ) · Pr(X )
=
(
p0(UX )(1 − y) + p1(UX )y
) · (p0(VX )(1 − y) + p1(VX )y) − (p0(UVX )(1 − y) + p1(UVX )y) · (p0(X )(1 − y) + p1(X )y)
=
(
p0(UX )(1 − y) + p1(UX )y
) · (p0(V)p0(X )(1 − y) + p1(V)p1(X )y) − (p0(UX )p0(V)(1 − y) + p1(UX )p1(V)y) · (p0(X )(1 − y) + p1(X )y)
We multiply out both products. The term p0(UX )p0(V)p0(X )(1 − y)2 occurs in both products, and cancels out, and similarly for the term
p1(UX )p1(V)p1(X )y2, thus we obtain:
0 =
(
p0(UX )p1(V)p1(X )y(1 − y) + p1(UX )p0(V)p0(X )y(1 − y)
) − (p0(UX )p0(V)p1(X )y(1 − y) + p1(UX )p1(V)p0(X )y(1 − y))
=
(
p0(UX )p1(X ) − p1(UX )p0(X )
) · (p1(V) − p0(V))y(1 − y)
We can assume w.l.o.g. that y(1 − y) , 0. If (p1(V) − p0(V)) = 0 then V ⊥ Y . Suppose p1(UX )p0(X ) − p0(UX )p1(X ) = 0, then:
p1(UX )
p1(X ) =
p0(UX )
p0(X )
This is equivalent to Pr(U|X ,Y = 1) = Pr(U|X ,Y = 0), or U ⊥ Y |X . □
We prove:
Corollary B.12. Let F be a monotone, connected Boolean formula. Suppose X disconnects U,V, and Y also disconnects U,V. Then Y is
migrating w.r.t. X ,U,V iff X is migrating w.r.t. Y ,U,V.
Proof. We prove the counterpositive: if X does not migrate w.r.t. Y ,U,V, then Y does not migrate w.r.t. X ,U,V. Since X disconnects
U,V, then, by Lemma B.7, we have U ⊥F V|X . If X does not migrate w.r.t. Y ,U,V, then Y disconnects either UX ,V or U,VX . Assuming the
former, we have UX ⊥F V|Y , Lemma B.11 implies that either (V ⊥F Y ) or (U ⊥F Y |X ) holds. The first is not possible because F is connected,
hence we have (U ⊥F Y|X ). Then we also have (U ⊥F VY |X ), proving that Y does not migrate. □
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C PROOF OF THEOREM 2.9 (2)
In this section we prove Theorem 2.9 (2): if Q is a bipartite, unsafe query of type II of length ≥ 5, then #PP2CNF ≤P GFOMCbi(Q). For type I
queries we proved that all probabilities in a block can be set to 1/2, and therefore we obtained a symmetry (more precisely, we obtained
y01 = y10), allowing us to reduce from #P2CNF. For type II queries we need to use all three probability values 0, 1/2, 1 and may not have
symmetries. This makes the proof a bit more complicated, and our reduction will be from #PP2CNF rather than #P2CNF.
Recall the definition of a bipartite query Q in Def. 2.3. In this section Q is of type II-II, and here we simply call it of type II. Recall the
definition of a left-rigth path from Def. 2.4: it is a sequence of clauses C0,C1, . . . ,Ck such that C0 is a left clause, Ck is a right clause, and
every consecutive clauses share a common relational symbol. We will use repeatedly this simple fact:
Lemma C.1. Fix a left-to-right pathC0, . . . ,Ck . IfQ is a final query, then every symbol occurring inQ must also occur in the left-to-right path.
Indeed, if a symbol S does not occur on the path, then the query Q[S := 1] still contains the path C0, . . . ,Ck , since none of these clauses
contained S , and therefore Q[S := 1] is an unsafe query, contradicting the assumption that it is final.
C.1 The Coloring Count Problem
For Type I queries, our reduction was not directly from #P2CNF, but from a more general problem, asking for all signature counts. Here, too,
we need to consider a more general problem, which we define formally, and call it the Coloring Count Problem.
Fix two numbersm ≥ 2,n ≥ 2. For every bipartite graph G = (U ,V ,E ⊆ U × V ), a coloring is a pair of functions σ : U → [m] and
τ : V → [n]. The coloring associates a color to each node. Let M def= max(|U |, |V |, |E |). Given a coloring σ ,τ , we denote by kα β (σ ,τ ) the
number of edges whose endpoints are colored with α and β respectively; denote by kα, 1ˆ(σ ,τ ) the number of nodes u colored α , and by
k1ˆ,β (σ ,τ ) the number of nodes colored β . (The choice for the notation 1ˆ will be come clear in the next section.) All these numbers are ≤ M .
Taking together, these numbers form the signature of a coloring σ ,τ , which is a mapping k(σ ,τ ) : ([m]∪{1ˆ})×([n]∪{1ˆ}) → {0, . . . ,M}where
k1ˆ, 1ˆ(σ ,τ )
def
= 0; equivalently, the signature is a vector with (m + 1)(n + 1) dimensions and with values in [0,M], i.e. ∈ {0, . . . ,M}(m+1)(n+1).
Formally:
∀α ∈ [m],∀β ∈ [n] : kα β (σ ,τ ) def= |{(u,v) ∈ E | σ (u) = α ,τ (v) = β}|
kα 1ˆ(σ ,τ )
def
= |{u ∈ U | σ (u) = α }|
k1ˆ,β (σ ,τ )
def
= |{v ∈ V | τ (v) = β}|
Signature of σ ,τ : k(σ ,τ ) def= (kα,β (σ ,τ ))α ∈[m]∪{1ˆ},β ∈[n]∪{1ˆ}
Conversely, given such a vector k : ([m] ∪ {1ˆ}) × ([n] ∪ {1ˆ}) → {0, . . . ,M}, its coloring count, #k, is the number of colorings σ ,τ with
signature k:
∀k ∈ {0, . . . ,M}(m+1)(n+1) : #k def= |{(σ ,τ ) | k(σ ,τ ) = k}|
Definition C.2 (Coloring Counting Problem). We assume m ≥ 2,n ≥ 2 to be fixed. The Coloring Counting Problem, CCP(m,n), is the
following: given a bipartite graph (U ,V ,E ⊆ U ×V ), compute all coloring counts: {#k | k : ([m] ∪ {1ˆ}) × ([n] ∪ {1ˆ}) → {0, . . . ,M}}, where
M = max(|U |, |V |, |E |)
Notice that the number of coloring counts is (M + 1)(m+1)(n+1), hence, under the assumption thatm and n are constant (in other words,
m,n = O(1)), then the size of the output is polynomial in the size of the graph.
Theorem C.3. For allm,n ≥ 2, CCP(m,n) is #P-hard.
Proof. Assuming we have an oracle for CCP(m,n), we describe a PTIME algorithm for computing #PP2CNF. Let Φ = ∧(u,v)∈E (Xu ∨ Yv )
be a PP2CNF, where E ⊆ U ×V , and let M = |E |. Use the oracle to compute all coloring counts #k, for all vectors k. Call a coloring σ ,τ
valid if it uses only two colors, i.e. σ (U ) ⊆ {1, 2} and τ (V ) ⊆ {1, 2}, and call a signature k valid if kα β = 0 whenever α > 2 or β > 2. A
valid coloring corresponds to a truth assignment, e.g. by associating false to color 1 and true to color 2. The assignment satisfies Φ iff its
signature satisfies k11 = 0. Thus, #Φ is the sum of #k over all valid, satisfying signatures k. □
For example, assume we have 3 colors for the left, a,b, c and 3 colors for the right, u,v,w . Then one can think of a vector k as a 4 × 4
matrix:
k =

kau kav kaw ka1ˆ
kbu kbv kbw kb 1ˆ
kcu kcv kcw kc 1ˆ
k1ˆu k1ˆv k1ˆw k1ˆ1ˆ

A Dichotomy for the Generalized Model Counting Problem for Unions of Conjunctive Queries Conference’17, July 2017, Washington, DC, USA
Given a bipartite graph with M = |E | edges (we assume no isolated vertices), there are M16 matrices k. An oracle for the CCP(3, 3) will
compute allM16 numbers #k. To answer the #PP2CNF formula, we consider only colorings that use the colors a,b on the left, and u,v on the
right, e.g. kcu = kcv = . . . = 0. Using the counts #k for these matrices, we can obtain #PP2CNF.
In the rest of this appendix we prove:
Theorem C.4. if Q is a bipartite, unsafe query of type II-II of length ≥ 5, then there exists numbersm,n that depend only on Q such that
CCP(m,n) ≤P GFOMCbi(Q)
Theorem C.3 and Theorem C.4 prove Theorem 2.9 (2). In the rest of this appendix we prove Theorem C.4.
C.2 Möbius Inversion formula for Type II Queries
The principle behind the formula for Type I queries was the Shannon expansion formula: Pr(F ) = Pr(F [X := 0])(1 − p) + Pr(F [X := 1])p,
where X is a boolean variable and p = Pr(X ). Essentially, we applied this formula repeatedly, once for each Boolean variable associated to a
unary atom R(u). For a Type II query, we no longer have unary atoms. Instead, we will use a different principle: the inclusion/exclusion
formula, Pr(F ∨G) = Pr(F ) + Pr(G) − Pr(F ∧G). We start by expressing Q as a union, so we can enable the inclusion exclusion formula.
Recall the definition of a bipartite query Q in Def. 2.3. Q is of type II-II, and here we simply call it of type II. We will rewrite Q as follows:
Q =Qleft ∧Qmiddle ∧Qright (46)
Qleft =∀x(∀yG1(x ,y) ∨ . . . ∨ ∀yGm (x ,y)) def= ∀xG(x) (47)
Qmiddle =∀x∀yC(x ,y) (48)
Qright =∀y(∀xH1(x ,y) ∨ . . . ∨ ∀xHn (x ,y)) def= ∀yH (y) (49)
wherem ≥ 2,n ≥ 2, and Gi (x ,y), C(x ,y), Hj (x ,y) are CNF formulas, i.e. conjunctions of one or more clauses. Indeed, each type II query
can be written this way, because Qleft is a conjunction of left clauses, each of the form ∀x
(∨m
ℓ=1 ∀yS Jℓ (x ,y)
)
, hence we obtain (47) by
distributing ∧ over ∨, in other words converting from CNF to DNF. We apply similar reason to Qright and obtain (49)
Example C.5. We illustrate this transformation on a Qleft with two left clauses:
Qleft =∀x(∀y(S1(x ,y) ∨ S2(x ,y)) ∨ (∀y(S1(x ,y) ∨ S3(x ,y))))︸                                                                 ︷︷                                                                 ︸
left clause 1
∧∀x((∀y(S1(x ,y))) ∨ ∀y(S2(x ,y) ∨ S3(x ,y)))︸                                                   ︷︷                                                   ︸
left clause 2
=∀x(∀y( S1(x ,y)︸  ︷︷  ︸
def
=G1(x,y)
) ∨ ∀y((S1(x ,y) ∨ S2(x ,y)) ∧ (S2(x ,y)∨S3(x ,y))︸                                                ︷︷                                                ︸
def
=G2(x,y)
) ∨ ∀y((S1(x ,y) ∨ S3(x ,y)) ∧ (S2(x ,y) ∨ S3(x ,y))︸                                                 ︷︷                                                 ︸
def
=G3(x,y)
))
=∀x(∀yG1(x ,y) ∨ ∀yG2(x ,y) ∨ ∀yG3(x ,y))
Thus, we can write Q as:
Q = (∀x
∨
i
∀yGi ) ∧ (∀x∀yC) ∧ (∀y
∨
j
∀xHj ) (50)
which gets us closer to using the inclusion/exclusion formula. Here, each Gi (x ,y) and every Hj (x ,y) is a CNF formula, i.e. a conjunction of
clauses. At this point we observe that some of the terms in the inclusion/exclusion formula can be logically equivalent. For example, given
three Boolean formulas F1, F2, F3, the expansion of Pr(F1 ∨ F2 ∨ F3) has 7 terms, but some may be logically equivalent, e.g. we may have
F1 ∧ F2 ≡ F1 ∧ F2 ∧ F3. In our proof it is important to ensure that all terms are logically in-equivalent (we make this precise in Lemma C.10
below), and for that reason we consider next the lattice consisting of all logically inequivalent conjunctions:
Definition C.6. Let F = {F1, . . . , Fm } be a set of formulas; For each set α ⊆ [m] denote by Fα def= ∧i ∈α Fi . The closure of α is: α¯ def= {i |
Fα ⇒ Fi }. A set α is closed if α = α¯ . The lattice associated with F denoted Lˆ(F) consists of all closed sets ordered by reverse set inclusion
α¯ ≤ β¯ if β¯ ⊆ α¯ . We denote by 1ˆ the top element of Lˆ(F) (that is, 1ˆ = ∅), and define F1ˆ
def
= F1 ∨ . . . ∨ Fm . The Möbius function µ : Lˆ(F) → Z is
defined as µ(1ˆ) = 1, µ(α) = −∑β>α µ(β). The support of F is L(F) def= {α ∈ Lˆ(F) | µ(α) , 0}.
Intuitively, the lattice is obtained as follows. Compute all 2m conjunctions Fα , then group them into equivalence classes based on logical
equivalence. The lattice consists of all equivalence classes. In each class there exists a maximal α such that Fα is in that class, and this α
is closed; we use it as representative for the class. By convention, the top element of the lattice is defined as F1ˆ = F1 ∨ · · · ∨ Fm ; this is
consistent to what we need in the rest of this section, and also standard in the context of the Möbius function, see [9, pp.117]. The support
L(F) is obtained by removing all elements α where µ(α) = 0.
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The Möbius inversion formula generalizes inclusion/exclusion, by combining equivalent terms. More precisely, if Y = {Y1, . . . ,Ym } is a
set ofm formulas, then, Möbius’ inversion formula is:
Pr(Y1 ∨ . . . ∨ Ym ) = −
∑
α<1ˆ
µ(α) Pr(Yα )
Obviously it suffices to sum only over the support, less 1ˆ, i.e. α ∈ L(F) − {1ˆ}, a fact that we will exploit later. As before, we write y for the
arithmetization of Y , i.e. the probability above expressed in terms of the probabilities of the Boolean variables, z1, z2, . . . Then:
Pr(y1 ∨ . . . ∨ ym ) = −
∑
α<1ˆ
µ(α) · yα
Example C.7. Consider the following set Y = {Y1,Y2,Y3}:
Y1 =Z1Z2 Y2 =Z1Z3 Y3 =Z2Z3
where Z1Z2 means Z1 ∧ Z2. We notice that Y12 = Y13 = Y23 = Y123 = Z1Z2Z3 and therefore Lˆ(Y) = {∅, 1, 2, 3, 123}. The Möbius function is
µ(∅) = 1, µ(1) = µ(2) = µ(3) = −1, µ(123) = 2, thus the support is {∅, 1, 2, 3, 123}, and we obtain:
Pr(Z1Z2 ∨ Z1Z3 ∨ Z2Z3) = Pr(Y1) + Pr(Y2) + Pr(Y3) − 2 Pr(Y1Y2Y3)
For another example, consider Y = {Y1,Y2,Y3} where:
Y1 =Z1Z2 Y2 =Z2Z3 Y3 =Z3Z4
Then Lˆ(Y) = {∅, 1, 2, 3, 12, 23, 123}, and µ(∅) = 1, µ(1) = µ(2) = µ(3) = −1, µ(12) = µ(23) = 1, µ(123) = 0. The support consists of
∅, 1, 2, 3, 12, 23 and thus:
Pr(Y1 ∨ Y2 ∨ Y3) = Pr(Y1) + Pr(Y2) + Pr(Y3) − Pr(Y1Y2) − Pr(Y2Y3)
Given a bipartite query Q of type II, we denote the following sets of formulas:
G def= {G1(x ,y) ∧C(x ,y), . . . ,Gm (x ,y) ∧C(x ,y)} H def= {C(x ,y) ∧ H1(x ,y), . . . ,C(x ,y) ∧ Hn (x ,y)}
where G1, . . . ,Gm ,C,H1, . . . ,Hn are the CNF formulas that occur in (47), (48), and (49) respectively. We define two lattices:
Definition C.8. Fix a bipartite, unsafe query queryQ of type II, as in Eq.(46). The left and right lattice supports ofQ are L(G) and L(H), where
G and H are the sets defined above. The strict supports are L0(G) def= L(G) − {1ˆ} and L0(H) def= L(H) − {1ˆ}, and we denote by m¯ = |L0(G)| and
n¯ = |L0(H)| their sizes. Notice that 3 ≤ m¯ ≤ 2m − 1 and 3 ≤ n¯ ≤ 2n − 1.
We define the following, where α ∈ L(G) and β ∈ L(H):
Gα (x) def= ∀yGα (x ,y) (51)
Hβ (y) def= ∀xHβ (x ,y) (52)
Qα β (x ,y) def=Gα (x) ∧Q ∧ Hβ (y) (53)
We notice that, if α , β , 1ˆ, then ∀x∀yQα β (x ,y) is equivalent to the following expression (recall that Qmiddle = ∀x∀yC(x ,y)).
∀x∀yQα β (x ,y) =∀x∀y(Gα (x ,y) ∧C(x ,y) ∧ Hβ (x ,y)) (54)
because, for every α , 1ˆ, ∀xGα (x) ⇒ Qleft. Indeed, each CNF expression Gi in (50) is a conjunction of subclauses S Jk , one from each
left clause. Therefore, for any left clause ∀x(∨k ∀yS Jk (x ,y)) in Qleft, the logical implication Gi (x) ⇒ ∨k ∀yS Jk (x ,y) holds, and therefore,
∀xGα (x) ∧Qleft ≡ ∀xGα (x) (since α , ∅). On the other hand, if α = 1ˆ, then:
∀x∀yQ1ˆβ (x ,y) =Q ∧ ∀yHβ (y) ∀x∀yQα 1ˆ(x ,y) =∀xGα (x) ∧Q (55)
because Qleft ⇒ ∀xG1ˆ(x) and Qright ⇒ ∀yH1ˆ(y).
Example C.9. Consider:
Q =∀x(∀yS1(x ,y)︸      ︷︷      ︸
G1(x,y)
∨∀yS2(x ,y)︸      ︷︷      ︸
G2(x,y)
) ∧ ∀x∀y(S1(x ,y) ∨ S3(x ,y)) ∧ ∀y(∀xS3(x ,y)︸      ︷︷      ︸
H1(x,y)
∨∀xS4(x ,y)︸      ︷︷      ︸
H2(x,y)
)
Then:
G1(x) =∀yS1(x ,y) G2(x) =∀yS2(x ,y) G12(x) =∀y(S1(x ,y) ∧ S2(x ,y)) G1ˆ(x) =∀y(S1(x ,y) ∨ S2(x ,y))
H1(y) =∀xS3(x ,y) H2(y) =∀xS4(x ,y) H12(x) =∀x(S3(x ,y) ∧ S4(x ,y)) H1ˆ(y) =∀x(S3(x ,y) ∨ S4(x ,y))
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We show now a few examples of Qα β :
∀x∀yQ1,1(x ,y) =∀x∀y (S1(x ,y) ∧ S3(x ,y)) ∀x∀yQ1,2(x ,y) =∀x∀y (S1(x ,y) ∧ S4(x ,y))
∀x∀yQ1,12(x ,y) =∀x∀y (S1(x ,y) ∧ S3(x ,y) ∧ S4(x ,y)) ∀x∀yQ2,2(x ,y) =∀x∀y (S2(x ,y) ∧ (S1(x ,y) ∨ S3(x ,y)) ∧ S4(x ,y))
Notice that the middle clause became redudant in all queries except Q2,2.
We prove:
Lemma C.10 (Invertible). The mapping (α , β) 7→ Qα β (x ,y) is invertible. More precisely: if the logical implication ∀x∀yQα1β1 (x ,y) ⇒
∀x∀yQα2β2 (x ,y) holds, then α1 ≤ α2 and β1 ≤ β2, in the lattices Lˆ(G) and Lˆ(H) respectively.
Proof. We expand ∀x∀yQα1β1 ⇒ ∀x∀yQα2β2 and drop the quantifiers, to obtain:Gα1 (x ,y) ∧C(x ,y) ∧Hβ1 (x ,y) ⇒ Gα2 (x ,y) ∧C(x ,y) ∧
Hβ2 (x ,y). In particular, every clause C ′ inGα2 (x ,y) must be implied by some clause C ′′ inGα1 (x ,y) ∧C(x ,y) ∧Hβ1 (x ,y). Since we assumed
that the queryQ has length ≥ 5, it follows that Symb(Gα2 ) ∩ Symb(Hβ1 ) = ∅, henceC ′′ must be a clause occurring inGα1 (x ,y) ∧C(x ,y). Since
C ′ was arbitrary, it follows that Gα1 (x ,y) ∧C(x ,y) ⇒ Gα2 (x ,y), which implies Gα1 (x ,y) ∧C(x ,y) ⇒ Gα2 (x ,y) ∧C(x ,y), hence α1 ≤ α2 in
the lattice Lˆ(G). □
C.3 Forbidden Queries of Type II
In our hardness proof we need all queries Qα β to be connected: in example C.9 none of these queries is connected. To ensure this property,
we need to restrict our queries to a strict subclass of final queries of Type II, which are called forbidden queries in [4]. Every final query of
type II can be simplified to a forbidden query, hence it suffices to prove hardness for forbidden queries. In this section we give the formal
definition of forbidden queries, prove the connectedness property, then prove that every final query of type II can be simplified to a forbidden
query. The key results in this section are based on [4]. We include them here both completeness, add more details to the proofs, and also
prove some additional properties that we need in this paper. Our setting here is slightly simpler than that in [4], because we assume that the
bipartite query Q is long, i.e. the shortest left-right path has length k ≥ 2.
Recall that a left clause is a union of subclauses C(x) = ∀yS J1 (x ,y) ∨ ∀yS J2 (x ,y) ∨ · · · A binary symbolU (x ,y) is C-ubiquitous if it occurs
in all its subclauses S J1 , S J2 , . . . A binary symbol U (x ,y) is left ubiquitous if it is C-ubiquitous for all left clauses C . We define similarly right
ubiquitous symbols, and denote them with V .
Definition C.11. LetQ be a query of type II.Q is called a forbidden query if it is a final query, and, for every left-right pathC0,C1, . . . ,Ck of
minimal length, every symbol in C0 is either ubiquitous, or occurs in C1; similarly, every symbol in Ck is either ubiquitous or occurs in Ck−1.
We prove some simple consequences.
Lemma C.12. Let Q be a forbidden query and let C0,C1, . . . ,Ck be a left-right path of minimal length. Then (1) There exists at least one left
ubiquitous symbol that does not occur in C1; in particular, the query Q has at least one left ubiquitous symbol U . (2) More: no ubiquitous symbol
occurs in C1. (3) for every left clause C = ∀yS J1 (x ,y) ∨ ∀yS J2 (x ,y) ∨ · · · , every subclause S Ji has some common symbol with C1. (4) If there are
more one left ubiquitous symbols, then each of them occurs in some middle clause.
Proof. (1) Assuming otherwise, every symbol of C0 must occur in C1, Symb(C0) ⊆ Symb(C1) which implies that there exists a ho-
momorphism C0 → C1. (2) We strengthen the claim by showing that no ubiquitous symbol can occur in C1. Let U occur in C1. We
claim that Q[U := 0] is an unsafe query, contradicting the assumption that Q is minimal, and for that we prove that none of the clauses
C0[U := 0],C1[U := 0],C2, . . . ,Ck is redundant in Q[U := 0]. It is easy to see that there is no homomorphism C[U := 0] → Ci [U := 0]
for i = 0, 1, because both C0,C1 contain U and that would imply the existence of a homomorphism C → Ci . Assuming there exists a
homomorphism C[U := 0] → Ci for i ≥ 2; we must have i = 2, because the path has minimal length. Let S be non-ubiquitous symbol
in Symb(C0) ∩ Symb(C1), thus S < Symb(C2) since the paths is of minimal length. Consider now the left-right path C0,C,C2,C3, . . . ,Ck in
Q . This is also of minimal length, hence by the definition of a forbidden query, S must occur in C , but this contradicts the existence of
a homomorphism C[U := 0] → C2. (3) Let S Ji be a sub-clause of a some left clause C . By Lemma C.1 all its symbols must occur in C0
or C1. Those that do not occur in C1 are ubiquitous symbols. If all symbols in S Ji are ubiquitous, then they must occur in all subclauses
S J1 , S J2 , . . . ofC , therefore S Ji is redundant, because there exists at least one other subclause. (4) Suppose there are at least two left ubiquitous
symbols U1,U2, and suppose U1 does not occur in any middle clause. We claim that Q[U1 := 0] is an unsafe query, contradicting the fact
that Q is final. To prove the claim, we show that none of the clauses C0[U1 := 0],C1, . . . ,Ck in Q[U1 := 0] is redundant. Assume that there
exists a homomorphism C[U1 := 0] → Ci for i ≥ 1; then C must contain U1 (otherwise there exists a homomorphism C → Ci ), hence C
is a left clause, but in that case it also contains U2, hence the homomorphism is not possible. Similarly, if there exists a homomorphism
C[U1 := 0] → C0[U1 := 0], then there exists a homomorphism C → C0, because C0 containsU1 in every subclause. □
The same discussion applies to the right. We prove:
Lemma C.13 (Connected). Let Q be a forbidden query. Then ∀α ∈ L(G),∀β ∈ L(H), the queries ∀x∀yQα β (x ,y) are connected, and depend
on all relational symbols in Q .
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Proof. Fix a left-to-right path C0,C1, . . . ,Ck of minimal length; by Lemma C.1, all symbols in Q occur on this path. Referring to the
expressions in Eq. (54), all clausesC1, . . . ,Ck−1 occur inC(x ,y). Assume first that α , β , 1ˆ, then ∀x∀yQα β (x ,y) = ∀x∀y(Gα (x ,y) ∧C(x ,y) ∧
Hβ (x ,y)), and we prove that none of the clauses C1, . . . ,Ck−1. Recall that Gα (x ,y) is a conjunction CNF expressions Gi (x ,y), each of which
is a conjunction of subclauses S Jk (x ,y) of some left clause of Q . In particular, every clause S Jk (x ,y) of Gα (x ,y) contains all ubiquitous
symbols, while none of the clausesC1, . . . ,Ck−1 contains ubiquitous symbols, proving that they are not redundant. Some clauses S Jk (x ,y) of
Gα (x ,y) may become redundant, but the only homomorphisms C ′ → S Jk must be from some other clause C ′ of Gα (x ,y): otherwise, if C ′ is
a middle clause, then we obtain a homomorphism C ′ → C ′0, where C ′0 is the left clause that contains S Jk . Thus, at least one subclause of
Gα (x ,y) has to be non-redundant, proving that Qα β depends on all relational symbols in Q . It remains to consider the cases α = 1ˆ or β = 1ˆ;
assuming α = 1ˆ, by Eq. (55) ∀x∀yQ1ˆα (x ,y) = Q ∧ ∀yHβ (y) and the argument is similar. □
In the rest of this section we illustrate forbidden queries, and prove that every final query of type II can be simplified to a forbidden query.
If a final query Q is not forbidden, then it can be further simplified to some query Q ′, using a technique called shattering in [4], such that
hardness for Q ′ implies hardness for Q . We first illustrate this with an example.
Example C.14. The query Q in Example C.9 is not forbidden. Define the following query:
Q ′ =∀x∀y(S ′1(x ,y) ∨ R(x)) ∧ ∀x∀y(S ′1(x ,y) ∨ S ′3(x ,y)) ∧ ∀y(∀xS ′3(x ,y) ∨ ∀xS ′4(x ,y))
We claim that GFOMCbi(Q ′) ≤Pm GFOMCbi(Q); since Q ′ is a query of Type I-II, we have already shown that GFOMC(Q ′) is #P-hard, and this
implies that GFOMC(Q) is also #P-hard. To prove the claim, consider any probabilistic database ∆′ = (Dom′,p′) for Q ′. Define the following
probabilistic database ∆ = (Dom,p) for Q , where Dom def= Dom′ ∪ {b1} for a fresh constant b1, and where the probabilities are defined as
follows, for all a,b ∈ Dom:
p(S2(a,b1)) def=p′(R(a)) p(S2(a,b)) def= 1
j = 1, 3, 4 : p(Sj (a,b1)) def= 1 p(Sj (a,b)) def=p′(S ′j (a,b))
In Q , we have ∀yS1(x ,y) ≡ (∀y , b1S1(x ,y)) ∧ S1(x ,b1) ≡ ∀yS ′1(x ,y), where here the variable y in ∀yS ′1(x ,y) ranges over Dom′, i.e. without
b1. Similarly, ∀yS2(x ,y) ≡ (∀y , b1S2(x ,y)) ∧ (S2(x ,b1)) ≡ R(x), etc, and the query Q becomes:
Q = ∀x(∀yS1(x ,y) ∨ ∀yS2(x ,y))∧ ∀x∀y(S1(x ,y) ∨ S3(x ,y))∧ ∀y(∀xS3(x ,y) ∨ ∀xS4(x ,y))
≡ ∀x(R(x) ∨ ∀yS ′1(x ,y))∧ ∀x∀y(S ′1(x ,y) ∨ S ′3(x ,y))∧ ∀y(∀xS ′3(x ,y) ∨ ∀xS ′4(x ,y))
which is equivalent to Q ′, proving Pr(Q) = Pr′(Q ′).
On the other hand, if the query is forbidden, then shattering no longer helps simplify it.
Example C.15. We illustrate here a simple forbidden query:
∀x (∀y(U (x ,y) ∨ S1(x ,y)) ∨ ∀y(U (x ,y) ∨ S2(x ,y))) ∧∀x∀y (S1(x ,y) ∨ S2(x ,y) ∨ S3(x ,y) ∨ S4(x ,y)) ∧∀y (∀x(V (x ,y) ∨ S3(x ,y)) ∨ ∀x(V (x ,y) ∨ S4(x ,y)))
Shattering, as in the previous example, no longer applies here, see the discussion of the proof of Claim 1 below.
Finally, we prove that every final query of type II can be simplified to a forbidden query.
Lemma C.16. Let Q be a final query of type II of length k , where k ≥ 2. Then there exists a query Q ′ such that GFOMCbi(Q ′) ≤Pm GFOMCbi(Q)
and Q ′ is either of type I, or Q ′ is a forbidden query of type II of length ≥ k .
Proof. Fix a left-right path in Q , not necessarily of minimal length, denote itC0,C1, . . . ,Ck , and recall thatC0 is a union of of subclauses
C0 = ∀x(∀yS J1 (x ,y) ∨ ∀yS J2 (x ,y) ∨ · · · ). We start with the following:
Claim 1 (Variant of Lemma 8.36 in [4]). Suppose S1 is a symbol that occurs in both C0,C1, S0 is a symbol that occurs in C0 and does not
occur in C1,C2, . . . ,Ck . Then, if there exists a subclause S J (x ,y) of C0 that contains S1 but not S0, then there exists an unsafe query Q ′ with
strictly fewer binary symbols such that GFOMCbi(Q ′) ≤Pm GFOMCbi(Q).
The intuition is that, since S0 only occurs in C0, it should be a ubiquitous symbol, but fails to be one; then we can simplify Q to Q ′. The
query Q ′ will have left clauses that are slightly more general than those introduced in Definition 2.3: it may contain left clauses of the form:
∀x (R1(x) ∨ R2(x) ∨ · · · ∨ ∀yS J1 (x ,y) ∨ ∀yS J2 (x ,y) ∨ · · · )
Its middle and right clauses are as given in Definition 2.3. That is, its left clauses may contain multiple unary symbols and/or multiple
subclauses. Such left clauses can be further simplified to either Type I left clauses, or Type II leff clauses, see Propositions 8.6 and 8.7 in [4].
Proof. (Of Claim 1) Let S J1 , . . . , S Jt be all the subclauses of C0 that contain S0; by assumption there exists at least one other sub-clause
that contains S1 and not S0. Define Q ′ the query obtained from Q as follows. The vocabulary consists of (a) for every symbol Sj in Q other
than S0, there is a fresh binary symbol S ′j (x ,y) inQ ′. (b) for every q = 1, . . . , t and every symbol Sj that occurs in the subclause S Jq (including
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S0) there is a fresh unary symbol denoted R
(q)
j (x). Notice that Q ′ has one less binary symbol, since there is no S ′0(x ,y). For any subclause
S J0 (x ,y) = Sj1 (x ,y) ∨ Sj2 (x ,y) ∨ · · · ∨ Sjm (x ,y) that occurs anywhere in Q , we denote the following expressions:
S ′J0
def
= S ′j1 (x ,y) ∨ · · · ∨ S ′jm (x ,y) R
(q)
J0
=
{
Rj1 (x) ∨ · · · ∨ Rjm (x) if Symb(S J0 ) ⊆ Symb(S Jq )
true otherwise
We construct the query Q ′ from Q by replacing each subclause S J0 (x ,y) with a new expression, according to the following two cases (the
justification will become clear below, when we describe the mapping from ∆ to ∆′):
Case 1: S0 ∈ Symb(S J0 ). Then replace S J0 (x ,y) with
∧
q=1,t R
(q)
J0
(x). (Note that this might be true.)
Case 2: S0 < Symb(S J0 ). Then replace S J0 (x ,y) with
∧
q=1,t R
(q)
J0
(x) ∧ S ′J0 (x ,y)
We show now that GFOMCbi(Q ′) ≤Pm GFOMCbi(Q). Given a database ∆′ = (Dom′,p′), we define (Dom def= Dom ∪ {b1,b2, . . . ,bt },p), where
b1, . . . ,bt are fresh constants, and define:
∀q = 1, t : p(S0(a,bq )) def=p′(R(q)0 (a)) p(S0(a,b))
def
= 1
∀q = 1, t : ∀Sj ∈ Symb(S Jq ) − {S} p(Sj (a,bq )) def=p′(R(q)j (a)) p(Sj (a,b))
def
=p′(S ′j (a,b))
∀q = 1, t : ∀Sj ∈ Symb(Q) − Symb(S Jq ) p(Sj (a,bq )) def= 1 p(Sj (a,b)) def=p′(S ′j (a,b))
We check that the lineage of Q on ∆ is the same as that of Q ′ on ∆′. Consider any subclause of Q and assume first that it contains S0:
S J0 (x ,y) = S0(x ,y) ∨ Sj1 (x ,y) ∨ · · · When we substitute y := bq , then S0(x ,bq ) ≡ R(q)0 (x), and for every other symbol Sji (x ,bq ) is either
R
(q)
ji
(x) or true, hence the expression is equivalent to R(q)J0 ; when we substitute y := b for some b ∈ Dom
′, then S0(x ,b) ≡ true and entire
expression vanishes. This justifies Case 1 above. Case 2 is justified similarly and ommitted.
It remains to prove that Q ′ is an unsafe query. For that we prove that, once converted into CNF, Q ′ has a left-right path of clauses that is
non-redundant. We start by observing that every clause C1,C2, . . . ,Ck on our path (other than C0) is converted into an isomorphic clause,
where each symbol Sj (x ,y) is replaced by S ′j (x ,y). Indeed, by assumption, no subclause S J0 (x ,y) on this path contains S , hence they are
converted according to case 2. Moreover, R(q)J0 ≡ true, because there must exist a symbol Sj in S J0 that does not occur inC0: indeed, when S J0
is any middle clauseCi , i = 1, . . . ,k − 1, and Symb(Ci ) = Symb(S J0 ) ⊆ Symb(S J ) then there is a homomorphismCi → S J → C0, contradiction.
Since the length ofQ is ≥ 2, S J has no common symbols with the right clauseCk . Consider any other clauseC ofQ . Each of its subclauses S J0
is converted to a conjunction of up to t + 1 expressions, i.e. either
∧
q=1,t R
(q)
J0
(x) or∧q=1,t R(q)J0 (x) ∧ S ′J0 (x ,y); notice that some expressions
R
(q)
J0
may be ≡ true. We convert the resulting expression into CNF, thus from C we obtain a conjunction C ′ ∧C ′′ ∧ · · · , each obtained by
making one choice out of the up to t + 1 choices for each subclause of C . Considering now C0, we define C ′0 to be obtained as follows: (a)
for each subclause S Jq (x ,y) of C0, choose R(q)J0 (x) (actually one can check that no other choice exists here) (b) for each other subclause S J0 ,
choose S ′J0 . That is, C0 looks like this: R
(1)
J1
(x) ∨ R(2)J1 (x) ∨ · · · ∨ R
(t )
Jt
(x) ∨ ∀yS ′J0 (x ,y) ∨ · · · By assumption there exists at least one subclause
S J0 other than S J1 , . . . , S Jt , henceC ′0 is a left clause, i.e. it does not degenerate to
∨
q R
(q)
Jq
(x). (If we applied this construction to Example C.15
trying to removeU (x ,y), then the left clause degenerates to R(1)0 (x) ∨ R
(1)
1 (x) ∨ R
(2)
0 (x) ∨ R
(2)
2 (x).) Furthermore, the symbol S ′1 is common in
C ′0 and C
′
1, hence C
′
0,C
′
1, . . . ,C
′
k is a left-right path. It remains to prove that it is not redundant. For that, assume the contrary, that there
exists a homomorphism f : C ′ → C ′i , for some clause C ′ . true. Let C be the original clause from which we derived C ′ (thus C became
C ′ ∧C ′′ ∧ · · · ), and consider any subclause S J0 (x ,y) of C . We will construct a homomorphism д : S J0 (x ,y) → Ci ; by taking their union we
obtain a homomorphism C → Ci , contradicting the fact that Q has no redundant clauses. To construct д, we consider the two cases above.
Case 1: S0 ∈ Symb(S J0 ), then C ′ must contain some expression R(q)J0 (x) for some choice of q = 1, . . . , t , and since R
(q)
J0
(x) . true (otherwise
C ′ ≡ true), we have that Symb(S J0 ) ⊆ Symb(S Jq ). Given the homomorphism f : C ′ → C ′i , we have that C ′i contains R
(q)
J0
(x), hence it must be
that i = 0. We simply define д to map S J0 to the subclause S Jq ofC0. Case 2: S0 < Symb(S J0 ). Its translation is
∧
q=1,t R
(q)
J0
(x) ∧ S ′J0 (x ,y), hence
C ′ must contain either some R(q)J0 (x), in which case we argue as in Case 1, or contains S
′
J0
(x ,y). In that case we use the homomorphism f : it
maps S ′J0 (x ,y) to C ′i , we simply define д similarly from S ′J0 (x ,y) to Ci .
This concludes our proof of Claim 1. □
Example C.17. We illustrate with an example showing some of the subtleties of the proof of Claim 1. Consider two clauses C0,C1 that
form the beginning of a left-right path. We apply Claim 1 to the symbol S0 in C0, noting that it does not co-occur with S1, and show their
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conversions to C ′0,C
′
1 below:
C0 =∀x (∀yS1(x ,y) ∨ ∀y(S0(x ,y) ∨ S2(x ,y)) ∨ ∀y(S0(x ,y) ∨ S3(x ,y))) C1 =∀x∀y (S1(x ,y) ∨ S2(x ,y) ∨ S4(x ,y))
C ′0 =∀x
(∀yS ′1(x ,y) ∨ R(1)0 (x) ∨ R(1)2 (x) ∨ R(2)0 (x) ∨ R(2)3 (x)) C ′1 =∀x∀y (S ′1(x ,y) ∨ S ′2(x ,y) ∨ S ′4(x ,y))
There are two subclauses containing S0. Thus, there are two unary symbols R(1)0 ,R
(2)
0 because S0 occurs in both, and only one symbol R
(1)
2 and
one symbol R(2)3 because S2, S3 occur only in one subclause respectively. We illustrate why C
′
0,C1’ do not become redundant, by considering
several other clauses, which are not part of the left right path, and thus we denote them D1,D2, . . .:
D1 =∀x (∀y(S0(x ,y) ∨ S1(x ,y)) ∨ ∀yS2(x ,y)) D ′1 =∀x (true ∨ (R(1)2 (x) ∧ ∀yS ′2(x ,y)) ) ≡ true
D2 =∀x (∀y(S1(x ,y) ∨ S2(x ,y)) ∨ ∀yS3(x ,y)) D ′2 =∀x (∀y(S ′1(x ,y) ∨ S ′2(x ,y)) ∨ (R(2)3 (x) ∧ ∀yS ′3(x ,y)) )
D3 =∀x (∀yS1(x ,y) ∨ ∀y(S2(x ,y) ∨ S3(x ,y))) D ′3 =∀x (∀yS ′1(x ,y) ∨ ∀y(S ′2(x ,y) ∨ S ′3(x ,y)))
Clause D1 rewrites to true hence does not lead to any redundancies. Clause D2 rewrites to the expression D ′2, which further rewrites to two
clauses: ∀x(∀y(S ′1(x ,y) ∨ S ′2(x ,y)) ∨ R(2)3 (x)) and ∀x(∀y(S ′1(x ,y) ∨ S ′2(x ,y)) ∨ ∀yS ′3(x ,y)). Considering the first clause, we notice that there
exists a homomorphism from R(2)3 (x) to C ′0, but this is because there was a homomorphism from ∀yS3(x ,y) to ∀y(S0(x ,y) ∨ S3(x ,y)); this
does not extend to the entire clause (otherwise there would be a homomorphism D2 → C0). Finally, in D3 we observe that the subclause
S J0
def
= S2(x ,y) ∨ S3(x ,y) rewrites to S ′2(x ,y) ∨ S ′3(x ,y), because R(1)J0 (x) ≡ R
(2)
J0
(x) ≡ true since S2, S3 occur in separate clauses with S0; one
subtlety of the proof of the claim is precisely to ensure that and expression like this does not rewrite to R(1)2 (x) ∧R
(2)
3 (x) ∧∀yS ′3(x ,y), because
after converting to CNF it will render C ′0 redundant.
Continuing the proof of Lemma C.16, we can now assume w.l.o.g. that for every S1 common to C0,C1 and for every S0 occurring only in
C0, every subclause of C0 containing S1 must also contain S0. Next we show:
Claim 2. Every subclause S J (x ,y) of C0 has some common symbol with C1 (this is Lemma 8.38 in [4]).
Indeed, if S ′J is any other subclause of C0 that does have some common symbol S1 with C1, then all symbols S0 of S J must occur in S
′
J ,
therefore ∀yS J (x ,y) ∨ ∀yS ′J (x ,y) ≡ ∀yS J (x ,y), contradicting the assumption that C0 has non redundant subclauses, proving claim 2.
At this point we will restrict the left-right path C0,C1, . . . ,Ck to be of minimal length.
Claim 3. Every symbol in C0 is either C0-ubiquitous, or occurs in C1.
Proof. Let S0 ∈ Symb(C0) − Symb(C1). By minimality, S0 does not occur in C1,C2, . . . ,Ck . We prove that S0 is C0-ubiquitous. If it is not,
then there exists a subclause S J that does not contain S0. By Claim 2, S J contains some symbol S1 common with C1, thus, by Claim 1 S J
must contain S0, contradiction. □
Claim 4. There exists at least one C0-ubiquitous symbol.
Indeed, otherwise, all symbols of C0 occur in C1, which implies that there exists a homomorphism C0 → C1 (because C1 is a middle
clause), contradicting the fact that Q has no redundant clauses; this proves the claim. Finally, we prove:
Claim 5. If C0,C ′0 are two left clauses then the C0-ubiquitous symbols are the same as the C
′
0-ubiquitous symbols.
We first prove that C ′0 shares some common symbols with C1. Assuming otherwise, since all symbols in Q must occur on the path
C0,C1, . . . ,Ck , and this path has minimal length, it follows that all symbols ofC ′0 occur inC0, none occurs inC1, thus they areC0-ubiquitous.
In particular, Symb(C ′0) ⊆ Symb(S J ) for any subclause S J ofC0, which implies that there exists homomorphismsC ′0 → S J → C0 contradicting
the assumption thatC0 is non-redundant. Thus,C ′0 shares some common symbols withC1, and thereforeC
′
0,C1,C2, . . . ,Ck is also a left-right
path of minimal length. Since the previous argument applies to this path as well, symbols in C ′0 are also partitioned into those common with
C1 and symbols ubiquitous in C ′0. Consider a symbol ubiquitous in C
′
0: it must occur on the path C0,C1, . . . ,Ck and, since it doesn’t occur in
C1, it must occur in C0 (since the path is of minimal length), implying that it is ubiquitous in C0. By symmetry, every ubiquitous symbol in
C0 is also a ubiquitous symbol in C ′0. This proves the claim, and completes the proof of the theorem. □
Example C.18. The ubiquitous symbols need not be unique, and may occur in middle clauses. Consider:
Q =∀x(∀y(U (x ,y) ∨U ′(x ,y) ∨ S1(x ,y) ∨ S2(x ,y)) ∨ ∀y(U (x ,y) ∨U ′(x ,y) ∨ S2(x ,y) ∨ S3(x ,y)) ∨ ∀y(U (x ,y) ∨U ′(x ,y) ∨ S1(x ,y) ∨ S3(x ,y)))
∧∀x∀y(S1(x ,y) ∨ S2(x ,y) ∨ S3(x ,y) ∨ S4(x ,y) ∨ S5(x ,y))
∧∀y(∀x(V (x ,y) ∨ S4(x ,y)) ∨ ∀x(V (x ,y) ∨ S5(x ,y)))
∧∀x∀y(U (x ,y) ∨ S1(x ,y) ∨ S2(x ,y) ∨ S3(x ,y)) ∧ ∀x∀y(U ′(x ,y) ∨ S1(x ,y) ∨ S2(x ,y) ∨ S3(x ,y))
BothU ,U ′ are ubiquitous clauses, and they occur in the two middle clauses on the last line. We cannot simplify the query toQ[U ′ := 0] or to
Q[U := 0], because that would make the middle clause S1(x ,y) ∨ · · · ∨ S5(x ,y) redundant, and the query becomes safe. Other simplifications
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are also impossible, e.g. in Q[S1 := 0] the left clause simplifies to ∀x∀y(U (x ,y) ∨U ′(x ,y) ∨ S2(x ,y) ∨ S3(x ,y)), which is a middle clause, and
the query is safe. Compare this with Lemma C.12: if Q has more than one left-ubiquitous symbol, then each must occur in some middle
clause, however not in C1 (on a shortest left-right path).
C.4 Computing Q on a Block-database
Recall that Φ∆(Q) denotes the lineage of Q on the TID ∆. As before, a block B(u,v) is a bipartite TID with two distinguished constants u,v .
We denote byU (B),V (B) the two partitions of the domain of B, that is Dom(B) = U (B) ∪V (B). By definition, u ∈ U (B),v ∈ V (B). We define:
Yα β (u,v) def= ΦB(u,v)(Qα β (u,v)) (56)
where Qα β was introduced in Eq. (53). We prove the following theorem, which is the analogous of Theorem 3.4 for type II queries: Recall
that L(G),L(H) are the supports of the left lattice, and the right lattice of the query, and this includes 1ˆ. In this section we want to remove 1ˆ,
and denote L0(G) def= L(G) − {1ˆ}, L0(H) def= L(H) − {1ˆ}.
Theorem C.19. LetU ,V be two disjoint sets, and let ∆ =
⋃
u ∈U ,v ∈V B(u,v) be a disjoint union of blocks (that is, no two blocks share any
tuple or any constant, expect for endpoints u,v). Then:
Pr(Q) = (−1) |U |+ |V |
∑
σ :U→L0(G),
τ :V→L0(H)
©­«
∏
u ∈U
µ(σ (u))ª®¬ · ©­«
∏
v ∈V
µ(τ (v))ª®¬ ·
∏
u ∈U ,v ∈V
Pr(Yσ (u)τ (v)(u,v)) (57)
The sum above has exponentially many terms, namely 2 |L0(G) |+ |L0(H) | ; we will show later how to use this formula.
Proof. The TID ∆ is bipartite, hence its domain is partitioned into Dom(∆) = U¯ ∪ V¯ . We have U ⊆ U¯ , V ⊆ V¯ , and the inclusions may be
strict since each block B(u,v) may have its own left and right constants, other than u,v .
By definition, Φ∆(Q) = Φ∆(Qleft) ∧ Φ∆(Qmiddle) ∧ Φ∆(Qright). Since Qleft = ∀x(∨i=1,m ∀yGi (x ,y)), its lineage is given by Φ∆(Qleft) =∧
a∈U¯ Φ∆(
∨
i=1,m ∀yGi (a,y)). When a ∈ U¯ −U , then the lineage Φ∆(∨i=1,m ∀yGi (a,y)) is equal to the lineage restricted to the unique
block B(u,v) that contains a, i.e. Φ∆(∨i=1,m ∀yGi (a,y)) = ΦB(u,v)(∨i=1,m ∀yGi (a,y)), because, by construction, a can only be connected
to constants in the same block. When a ∈ U , then the lineage may span multiple blocks. Using this observation, and repeating it for Qright,
we derive the following expressions for the lineages:
Φ∆(Qleft) =
∧
a∈U¯
Φ∆(
∨
i
∀y(Gi (a,y))) = ©­«
∧
u ∈U
Φ∆(
∨
i
∀y(Gi (u,y)))ª®¬ ∧ ©­«
∧
a∈U¯−U
Φ∆(
∨
i
∀y(Gi (a,y)))ª®¬
=
©­«
∧
u ∈U
Φ∆(
∨
i
∀y(Gi (u,y)))ª®¬ ∧ ©­«
∧
u ∈U ,v ∈V
ΦB(u,v)(Qleft)ª®¬
Φ∆(Qright) = ©­«
∧
v ∈V
Φ∆(
∨
j
∀x(Hj (x ,v)))ª®¬ ∧ ©­«
∧
u ∈U ,v ∈V
ΦB(u,v)(Qright)ª®¬
Φ∆(Qmiddle) =
∨
u ∈U ,v ∈V
ΦB(u,v)(Qmiddle)
Φ∆(Q) =Φ∆(Qleft) ∧ Φ∆(Qmiddle) ∧ Φ∆(Qright)
=
©­­­­­«
∧
u ∈U
Φ∆(
∨
i
∀y(Gi (u,y) ∧C(u,y)︸   ︷︷   ︸
part of Q
))
ª®®®®®¬
∧
∧
u ∈U ,v ∈V
ΦB(u,v)(Q) ∧
©­­­­­«
∧
v ∈V
Φ∆(
∨
j
∀x(Hj (x ,v) ∧C(x ,v)︸    ︷︷    ︸
part of Q
))
ª®®®®®¬
(58)
In the last line we added the redundant terms C(u,y) and C(x ,v) (recall that Qmiddle = ∀x∀yC(x ,y)). Now we will apply Möbius’ inversion
formula on the expression for Φ∆(Q) above, repeatedly, once for each u ∈ U , then once for each v ∈ V . We show how to do it for one fixed
constant u1 ∈ U . First, we separate u1 from the conjunction∧u ∈U above:
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Φ∆(Q) =Φ∆(
∨
i
∀y(Gi (u1,y) ∧C(u1,y)))
∧ ©­­«
∧
u ∈U−{u1 }
Φ∆(
∨
i
∀y(Gi (u,y) ∧C(u,y)))
ª®®¬ ∧
∧
u ∈U ,v ∈V
ΦB(u,v)(Q) ∧ ©­«
∧
v ∈V
Φ∆(
∨
j
∀x(Hj (x ,v) ∧C(x ,v)))ª®¬︸                                                                                                                                          ︷︷                                                                                                                                          ︸
def
=REST
=Φ∆(
∨
i
∀y(Gi (u1,y) ∧C(u1,y))) ∧ REST =
∨
i
(
Φ∆(∀yGi (u1,y) ∧C(u1,y)) ∧ REST
)
Pr(Q) = Pr(Φ∆(Q)) = −
∑
α1∈L0(G)
µ(α1) Pr
(
Φ∆(∀y(Gα1 (u1,y) ∧C(u1,y))) ∧ REST
)
Recall that the lattice Lˆ0(G) was defined by the formulas G1 ∧C,G2 ∧C, . . ., and not by G1,G2, . . . We introduced earlier the term C(u1,y)
in order to be able to apply the Möbius formula for this lattice. Next, we consider formula REST, which contains the conjunction
∧
u ∈U−{u1 } .
We separate a second u2 ∈ U − {u1}, and repeat this argument for u2,u3, . . . ∈ U , reducing the REST formula, until we arrive at:
Pr(Q) =(−1) |U |
∑
σ :U→L0(G)
©­«
∏
u ∈U
µ(σ (u))ª®¬ Pr(
∧
u ∈U
Φ∆(∀y(Gσ (u)(u,y) ∧C(u,y))) ∧ REST)
where REST def=
∧
u ∈U ,v ∈V
ΦB(u,v)(Q) ∧ ©­«
∧
v ∈V
Φ∆(
∨
j
∀x(Hj (x ,v) ∧C(x ,v)))ª®¬ (59)
We repeat the same process on the right clauses
∧
v ∈V Φ∆
(∨
j ∀x(Hj (x ,v) ∧C(x ,v))
)
, and obtain:
Pr(Q) =(−1) |U |+ |V |
∑
σ :U→L0(G),τ :V→L0(H)
©­«
∏
u ∈U
µ(σ (u))ª®¬ ©­«
∏
v ∈V
µ(τ (v))ª®¬
Pr(
∧
u ∈U
Φ∆(∀y(Gσ (u)(u,y) ∧C(u,y))) ∧
∧
u ∈U ,v ∈V
ΦB(u,v)(Q) ∧
∧
v ∈V
Φ∆(∀x(Hτ (v)(x ,v) ∧C(x ,v)))) (60)
Next, we observe that:
Φ∆(∀y(Gσ (u)(u,y) ∧C(u,y))) =
∧
v ∈V
ΦB(u,v)(∀y(Gσ (u)(u,y) ∧C(u,y))) (61)
Φ∆(∀x(Hτ (v)(x ,v) ∧C(x ,v))) =
∧
u ∈U
ΦB(u,v)(∀x(Hτ (v)(x ,v) ∧C(x ,v)))
Since C is the middle part of Q , we have ΦB(u,v)(C(u,y) ∧Q) ≡ ΦB(u,v)(Q) and therefore we can eliminate C(u,v) and obtain:
Pr(Q) =(−1) |U |+ |V |
∑
σ :U→L0(G),τ :V→L0(H)
©­«
∏
u ∈U
µ(σ (u))ª®¬ ©­«
∏
v ∈V
µ(τ (v))ª®¬ Pr(
∧
u ∈U ,v ∈V
ΦB(u,v)(∀y(Gσ (u)(u,y))) ∧ ΦB(u,v)(Q) ∧ ΦB(u,v)(∀x(Hτ (v)(x ,v))))
=(−1) |U |+ |V |
∑
σ :U→L0(G),τ :V→L0(H)
©­«
∏
u ∈U
µ(σ (u))ª®¬ ©­«
∏
v ∈V
µ(τ (v))ª®¬ Pr(
∧
u ∈U ,v ∈V
ΦB(u,v)(∀y(Gσ (u)(u,y)) ∧Q ∧ ∀x(Hτ (v)(x ,v)))) (62)
=(−1) |U |+ |V |
∑
σ :U→L0(G),τ :V→L0(H)
©­«
∏
u ∈U
µ(σ (u))ª®¬ ©­«
∏
v ∈V
µ(τ (v))ª®¬
∏
u ∈U ,v ∈V
Pr(ΦB(u,v)(∀y(Gσ (u)(u,y)) ∧Q ∧ ∀x(Hτ (v)(x ,v))))
This completes the proof of Theorem C.19. □
Let G(U ,V ,E) be a bipartite graph, defining a CCP problem. As for Type I queries (Eq. (8)) we construct a TID that is a union of disjoint
blocks
⋃
u ∈U ,v ∈V B(u,v), where for every non-edge (a,b) < E we define B(a,b) to be the trivial block where all tuples have probability 1.
However, unlike the formula (8) for type I queries, now we need to cope the products of Möbius functions in Eq. (57). To remove those,
we extend the graph by adding, for each node u ∈ U , one outgoing edge (u,u ′) where u ′ is a fresh node with no other incoming edges;
similarly, we add edges (v ′,v), one for each node v ∈ V . More precisely, the new graph is (U ∪V ′,V ∪U ′,E ∪ E ′), where V ′ = {v ′ | v ∈ V },
U ′ = {u ′ | u ∈ U } and E ′ = {(u,u ′) | u ∈ U } ∪ {(v,v ′) | v ∈ V }. Then, we have:
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Corollary C.20. Given the notations above:
Pr(Q) =
∑
σ :U→L0(G),
τ :V→L0(H)
©­«
∏
u ∈U
µ(σ (u))ª®¬ · ©­«
∏
v ∈V
µ(τ (v))ª®¬ ·
∏
(u,v)∈E
Pr(Yσ (u)τ (v)(u,v)) ·
∏
u ∈U
Pr(Yσ (u), 1ˆ(u,u ′)) ·
∏
v ∈V
Pr(Y1ˆτ (v)(v ′,v))
where Yα β (u,v)
def
=ΦB(u,v)(Gα (u) ∧Q ∧ Hα (v))
Yα 1ˆ(u,u ′)
def
=ΦB(u,u′)(Gα (u) ∧Q) = ΦB(u,u′)(Gα (u) ∧Q ∧ H1ˆ(u ′)) see Eq. (55)
Y1ˆβ (v ′,v)
def
=ΦB(v ′,v)(Q ∧ Hα (v)) = ΦB(v ′,v)(G1ˆ(v ′) ∧Q ∧ Hα (v))
Proof. (Sketch) The proof consists of a straightforward extension of the proof of Theorem C.19. We begin the proof similarly, but in
Eq.(58) we replace the setsU and V byU ∪V ′ and V ∪U ′ respectively. Next, we apply the Möbius inversion formula repeatedly, once to
each u ∈ U as before, but we do not apply it to any v ′ ∈ V ′. Therefore, there are two changes to the expression REST in (59). First, it will
have the following residual: ∧
v ′∈V ′
Φ∆(
∨
i
∀yGi (v ′,y))
Since v ′ has a single outgoing edge (v ′,v), this residual is restricted to the lineage in the block B(v ′,v), i.e. it is equivalent to:∧
v ∈V
ΦB(v ′,v)(
∨
i
∀yGi (v ′,y)) (63)
The second change in (59) is that we need to expand the expressions
∧
u ∈U ,v ∈V ΦB(u,v)(Q) with
∧
u ∈U ΦB(u,u′)(Q) and
∧
v ∈V ΦB(v ′,v)(Q).
The latter absorbs the residual (63), because (∨i ∀yGi (x ,y)) is implied by Q (i.e. it is one of the conjuncts of Q):
∀v ∈ V : ΦB(v ′,v)(
∨
i
∀yGi (v ′,y)) ∧ ΦB(v ′,v)(Q) ≡ΦB(v ′,v)(Q)
Similarly, when we apply Möbius inversion formula to each v ∈ V we do not apply it to any u ′ ∈ U ′, and are left with a similar residual
on the right, which also gets absorbed. Thus, the only change to Eq. (60) is the addition of the boolean formulas
∧
u ∈U ΦB(u,u′)(Q) and∧
v ∈V ΦB(v ′,v)(Q). Next, we need to modify Eq. (61) from
∧
v ∈V to
∧
v ∈(V∪{u′ }), in effect adding the conjunct
∧
u ∈U ΦB(u,u′)(∀yGσ (u)(u,y)),
and similarly for the line below Eq. (61). The Boolean formula under Pr(· · · ) in Eq. (62) becomes:∧
u ∈U ,v ∈V
ΦB(u,v)(∀y(Gσ (u)(u,y)) ∧Q ∧ ∀x(Hτ (v)(x ,v))) ∧
∧
u ∈U
ΦB(u,u′)(∀y(Gσ (u)(u,y)) ∧Q) ∧
∧
v ∈V
ΦB(v ′,v)(∧Q ∧ ∀x(Hτ (v)(x ,v)))
Since distinct blocks do not share any tuples, the conjuncts above are independent, hence, as before, the probability is their product, Pr(Q) =∏
u ∈U ,v ∈V
Pr(ΦB(u,v)(∀y(Gσ (u)(u,y)) ∧Q ∧ ∀x(Hτ (v)(x ,v)))) ·
∏
u ∈U
Pr(ΦB(u,u′)(∀y(Gσ (u)(u,y)) ∧Q)) ·
∏
v ∈V
Pr(ΦB(v ′,v)(∧Q ∧ ∀x(Hτ (v)(x ,v))))
Finally, we notice that u ∈ U ,v ∈ V in the first product can be replaced by (u,v) ∈ E, because all non-edges are trivially true. □
We can now describe the reduction from CCP to GFOMC(Q). Let Q be any bipartite, unsafe type II query (meaning: type II-II), and let m¯, n¯
be the sizes of its lattice supports L0(G) and L0(H). Since Q is unsafe, we have m¯, n¯ ≥ 3. Our goal is to prove CCP(m¯, n¯) ≤P GFOMC(Q). Fix an
instance of a CCP(m¯, n¯) problem (U ,V ,E). We extend the graph as before to (U ∪V ′,V ∪U ′,E ∪ E ′). We define the TID ∆ to be a union of
blocks B(u,v) for all (u,v) ∈ E ∪ E ′; as before, B(a,b) is trivially true when (a,b) is not an edge. The blocks (to be defined in the next section)
will be isomorphic, and therefore, the following quantities do not depend on u,v :
yα β
def
= Pr(Yα,β (u,v)) u ∈ U ,v ∈ V (64)
yα∗
def
= Pr(Yα, 1ˆ(u,u ′)) u ∈ U
y1ˆβ
def
= Pr(Y1ˆβ (v ′,v)) v ∈ V
By Corollary C.20, we obtain:
Pr(Q) =
∑
σ :U→L0(G)
τ :V→L0(H)
©­«
∏
u ∈U
µ(σ (u))ª®¬ · ©­«
∏
v ∈V
µ(τ (v))ª®¬ ·
©­­«
∏
(u,v)∈E
yσ (u),τ (v)
ª®®¬ ·
©­«
∏
u ∈U
yσ (u), 1ˆ
ª®¬ · ©­«
∏
v ∈V
y1ˆτ (v)
ª®¬
Recall that L0(G) = L(G) − {1ˆ} is the strict support of the left lattice, and m¯ is its size. Consider now the coloring counting problem given
by the the graph (U ,V ,E). Every pair σ ,τ defines a coloring of the graph (U ,V ,E). Denoting k def= {kα,β ,kα, 1ˆ,k1ˆ,β | α ⊆ [m¯], β ⊆ [n¯]} its
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signature, the factor yα β will occur precisely kα β times, i.e. with the exponent kα β where kα β is the number of edges in the bipartite graph
whose edges are colored α and β respectively. The factor y1ˆ,β will occur k1ˆ,β times where k1ˆ,β represents the number of nodes in V colored
β . Likewise, kα, 1ˆ represents the number of nodes inU colored α . Therefore:
Pr(Q) =
∑
k
#k
(∏
α
(µ(α))kα , 1ˆ
)
· ©­­«
∏
β
(µ(β))k1ˆ,β ª®®¬ ·
©­­«
∏
α,β
y
kα β
α β
ª®®¬ ·
©­­«
∏
β
y
k1ˆ,β
1ˆ,β
ª®®¬ ·
(∏
α
y
kα , 1ˆ
α, 1ˆ
)
(65)
where α , β range over the strict supports L0(G), L0(H) (i.e. are , 1ˆ)). Our unknowns are #k; there is one unknown for every coloring signature
k. We introduce new variables xk, indexed by the signatures k, as follows:
xk
def
= #k ·
(∏
α
(µ(α))kα , 1ˆ
)
· ©­­«
∏
β
(µ(β))k1ˆ,β ª®®¬
Thus, one call to the oracle for Pr(Q) computes the following linear combination of the unknowns xk:
Pr(Q) =
∑
k
©­­­­­­­­«
∏
α ∈L(G)
β ∈L(H)
(α,β ),(1ˆ, 1ˆ)
y
kα β
α β
ª®®®®®®®®¬
xk
Notice that here α , β range over the entire support, i.e. including 1ˆ, except of the combination α = 1ˆ, β = 1ˆ, because that does not occur in
Pr(Q), Eq. (65).
Let h def= (m¯ + 1)(n¯ + 1) = O(1). The equation above has (M + 1)h unknowns xk because for every pair α ∈ L(G) and β ∈ L(H) there can be
between 0 andM blocks with the αβ configuration. Accordingly, there are (M + 1)h coefficients ykα βα β . To simplify the notation, lets denote
the pair αβ by a single index i , where i = 1, . . . ,h. The equation becomes:
Pr(Q) =
∑
k1, ...,kh ∈{0, ...,M }
©­«
∏
i=1,h
ykii
ª®¬xk1k2 · · ·kh (66)
Let p = {p1, . . . ,ph } be a set of h natural numbers where pi ≥ 1. We will show in the next several sections how to construct a block
B(u,v) that depends on p, hence we denote it B(p)(u,v), where all tuples have probabilities in {0, 1/2, 1}, such that:
yi =
h∏
j=1
y
(pj )
i where y
(pj )
i
def
= aiλ
pj
1 + biλ
pj
2 ∀i ∈ [1,h] (67)
where λ1, λ2 and ai ,bi , i ∈ [1,h] are constants independent of p1, . . . ,ph satisfying the following.
λ1 , ±λ2 and λ1 , 0, λ2 , 0 (68)
bi , 0 ∀i ∈ [h] (69)
aibj,ajbi i , j (70)
By Theorem 3.6, if we set the values of p1, . . . ,ph independently to 1, 2, . . . , (M + 1), then we obtain a system with (M + 1)h equations
whose matrix is non-singuar, from which we can compute the unknowns #k in polynomial time (by Gaussian elimination), and thus sholve
the instance of the CCP(m¯, n¯) problem. In the next section we describe how to construct the block Bp(u,v) to ensure that the probability (67)
is given by an expression of the type (67). We notice that Bp(u,v) has the same structure for all u,v ; in what follows we only discuss a single
block Bp(u,v).
C.5 Designing the Block B(p)(u,v)
Fix p = (p1, . . . ,ph ) a vector of h natural numbers ≥ 1. We describe here the block B(p)(u,v); its tuples and probabilities are the same
for all choices of u,v , thus our discussion below does not depend on u,v . The block B(p)(u,v) will consists of a union of h blocks, each
corresponding to one of the parameters p1, . . . ,ph :
B(p)(u,v) =
⋃
j=1,h
B
pj
j (u,v)
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Since the blocks Bp11 , . . . ,B
ph
h have disjoint sets of tuples, we have:
∀α ∈ L(G), β ∈ L(H) : Y (p)α β (u,v)
def
= ΦB(p)(u,v)(Gα (u) ∧Q ∧ Hβ (v)) =
∧
j=1,h
Φ
B
pj
j (u,v)
(Gα (u) ∧Q ∧ Hβ (v)) def=
∧
j=1,h
Y
(pj )
α β, j
Indeed, each clause of the lineage of Gα (u) lies entirely within one block Bpjj , because Gα (u) = ∀yGα (u,y) has a single variable ∀y (see
Eq. (51)). Consider now the query Q . The only clauses whose lineage may span multiple blocks are those in Qleft ≡ ∀x
(∨
j=1,m ∀yG j (x ,y)
)
,
and only those clauses obtained by mapping x to u. But that formula is absorbed by Gα (u), in other words:
(∀yGα (u,y)) ∧ (
∨
j=1,m
∀yG j (u,y)) ≡∀yGα (u,y)
Therefore, the probability yα β = Pr(Yα β (u,v)) is a product of probabilities one for each block:
∀α ∈ L(G), β ∈ L(H) : y(p)α β =
∏
j=1,h
Pr(Φ
B
(pj )
j (u,v)
(Gα (u) ∧Q ∧ Hβ (v))) def=
∏
j=1,h
y
(pj )
α β, j
We will design the blocks B(pj )j (u,v) to be similar, and differ only in their parameter pj . To simplify the notation, we drop the index j: thus,
the expressions pj ,B
(pj )
j (u,v),yα β, j ,Y
(pj )
α β, j , etc become p,B
(p)(u,v),yα β ,Y (p)α β . Our goal is to design the block B(p)(u,v), where p ≥ 1 is a
natural number, such that, for all α , β (including 1ˆ), we have:
y
(p)
α β =Pr(Yα β ) = aα βλ
p
1 + bα βλ
p
2 (71)
where the parameters λ1, λ2,aα β ,aα, 1ˆ, etc, are independent of p and satisfy the conditions (68)-(70).
We describe now the block B(p)(u,v), and will refer to Fig. 3. Letm be the maximum number of subclauses in any left or right clause;
notice thatm ≥ 2. An elementary block B(a,b) is the set of tuples B(a,b) def= {S1(a,b), S2(a,b), . . .}, i.e. there is exactly one tuple S(a,b) for
each binary symbol S ∈ R.
Definition C.21. The block B(p)(u,v) is the disjoint union of the following blocks:
• A prefix block Bpref(u, r0), which, in turn, is the disjoint union of r parallel blocks:
Bpref(u, r0) =
⋃
i=1,r
(B(u, tpref,i ) ∪ B(r0, tpref,i ))
where B(u, tpref,i ),B(r0, tpref,i ) are elementary blocks. The number r will be chosen later.
• A zig-zag part, which is a union of 2p + 1 elementary blocks:
B(r0, t0) ∪ B(r1, t0) ∪ B(r1, t1) ∪ . . . ∪ B(rp , tp−1) ∪ B(rp , tp )
• A suffix block Bsuff(tp ,v), which is the union of r parallel blocks (same r as for the prefix):
Bsuff(tp ,v) =
⋃
i=1,r
(B(rsuff,i , tp ) ∪ B(rsuff,i ,v))
where B(rsuff,i , tp ),B(rsuff,i ,v) are elementary blocks.
• For each constant ri (including ri,suff) introduced above there arem − 2 dead-end branches of elementary blocks: B(ri , e(1)i ) ∪ . . . ∪
B(ri , e(m−2)i ).
• For each constant ti introduced above (including tpref,i ) there arem − 2 dead-end branches of elementary blocks: B(f (1)i , ti ) ∪ . . . ∪
B(f (m−2)i , ti ).• For any other pairs of constants a,b not explicitly mentioned above, there is a trivial elementary block B(a,b) where all tuples have
probability 1.
We denote by B(r0, tp ) the zig-zag portion of the block:
B(r0, tp ) =B(r0, t0) ∪
⋃
i=1,p
©­­­­«
B(ri , ti−1) ∪ B(ri , ti ) ∪
⋃
j
(B(ri , e(j)i ) ∪ B(f
(j)
i−1, ti−1))︸                            ︷︷                            ︸
dead ends
ª®®®®¬
(72)
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𝑟" 𝑡"
𝑟$ 𝑡$
𝑟% 𝑡%
𝑟& 𝑡&
𝑡&'$
𝑠"
𝑠$
𝑠%
𝑠&
𝜃"
𝜃"
𝒖𝜶
𝒗𝜷
𝜃
𝑟" 𝑡"
𝑟$ 𝑡$
𝑟% 𝑡%
𝑟& 𝑡&
𝑡&'$
𝜃
𝑢
𝑣
𝑟" 𝑡"
𝑟$ 𝑡$
𝑟% 𝑡%
𝑟& 𝑡&
𝑡&'$
𝑢
𝑣
𝜃′
𝜃′
𝜃
𝜃1, 𝜃11, …
(a)
Choose θ0 ⊆ θ such that:
0 < |λ1 | < λ2
∀α , β : bα β > 0
(b)
Fix one (α1, β1) , (α2, β2).
Choose θ ′ such that:
aα1β1bα2β2 , aα2β2bα1β1
(b)
Parallel branches of θ ′ such that:
For all (α1, β1) , (α2, β2):
aα1β1bα2β2 , aα2β2bα1β1
Figure 3: Illustration of the Block B(p)(u,v) and the progression of assignments θ0, θ , θ ′ that, together, satisfy conditions (68), (69),
and (70). Fig. (a) shows only the zig-zag part B(p)(r0, tp ), where we choose θ to satisfy conditions (68) and (69). The assignment θ
is independent of α , β and leaves unassigned some Boolean variables at the beginning and that the end (uα , vβ ). Fig. (b) extends
the block B(p)(r0, tp )with a prefix and a suffix consisting of a single branch, thus B(p)(u,v) is isomorphic to B(p+2)(r0, tp+2). Here
θ ′s extends the assignment θ to the remaining variables in the prefix and suffix in order to ensure one condition aα1β1bα2β2 ,
aα2β2bα1β1 . Fig. (c) extends the prefix/suffix with parallel branches in order to satisfy all conditions aα1β1bα2β2 , aα2β2bα1β1 .
Therefore the entire block is:
B(p)(u,v) =Bpref(u, r0) ∪
©­­­­­­­­«
⋃
j
B(r0, e(j)0 )︸          ︷︷          ︸
dead end
ª®®®®®®®®¬
∪ B(r0, tp ) ∪
©­­­­­­­­«
⋃
j
B(f (j)i , tp )︸           ︷︷           ︸
dead end
ª®®®®®®®®¬
C.6 Two Properties of Y (p)α β
In this section we prove two properties of Y (p)α β . First, the mapping (α , β) 7→ Y
(p)
α β is invertible (see Lemma C.10). Second, if Q is a forbidden
query, then Y (p)α β is a connected Boolean formula, for every α ∈ L(G), β ∈ L(H) (see Lemma C.13). To simplify the discussion, we consider Y
(p)
α β
to be the lineage on the zig-zag block B(p)(r0, tp ) (72), and will not consider the prefix and the suffix blocks of B(p)(u,v); the proofs of both
properties extend immediately to the complete block B(p)(u,v). Thus, Y (p)α β means the the lineage restricted to the zig-zag block B(p)(r0, tp ):
Y
(p)
α β
def
= ΦB(r0,tp )(Gα (r0) ∧Q ∧ Hβ (tp )) y
(p)
α β
def
= Pr(Y (p)α β ) (73)
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As usual, each tuple in B(p)(r0, tp ) becomes a Boolean variable.
Lemma C.22. The mapping (α , β) 7→ Y (p)α β is invertible. More precisely, if the logical implication ∀x∀yY
(p)
α1β1
(x ,y) ⇒ ∀x∀yY (p)α2β2 (x ,y) holds,
then α1 ≤ α2 and β1 ≤ β2, in the lattices Lˆ(G) and Lˆ(H) respectively.
Proof. The proof is identical to that of Lemma C.10 and omitted. □
Lemma C.23. Let Q be a forbidden query of type II. Then, for all α ∈ L(G), β ∈ L(H), the Boolean formulas Y (p)α β are connected, and depend on
all Boolean variables in the block B(p)(r0, t0).
Proof. The proof extends the proof idea in lemma C.13, and it is slightly simpler because Q is forbidden. Let C0,C1, . . . ,Ck be a left-
to-right path in Q , of minimal length; we will use it to construct a long path of clauses in Y (p)α β that goes through all zig-zag blocks. We
start with one block in the zig-zag fragment, say B(ri , ti−1). The middle clauses C1, . . . ,Ck−1 have only two logical variables x ,y, e.g.
∀x∀y(S1(x ,y) ∨ S2(x ,y) ∨ · · · ), hence their groundingsC1(ri , ti−1),C2(ri , ti−1), . . .Cp−1(ri , ti−1) are non-redundant clauses (since they were
non-redundant in Q) and are connected. Similarly, on the next block in the zig-zag, C1(ri , ti ),C2(ri , ti ), . . .Ck−1(ri , ti ) are non-redundant
and connected. It remains to connect C1(ri , ti−1) and C1(ri , ti ) and for that we use the left clause C0 = ∀x ∨k=1, ℓ ∀yS Jk (x ,y). Consider the
first two sub-clauses S J1 , S J2 in C0: since Q is forbidden (see Def. C.11), each has a common symbol with C1. We consider the grounding of
C0 that maps S J1 to the block B(ri , ti−1), maps S J2 to the block B(ri , ti ), and maps each all other subclauses to distinct dead-end branches
B(ri , e(j)i ). This is possible because there arem−2 dead-end branches, andm ≥ ℓ, and it is also necessary, in order to ensure that the grounded
clause is not redundant, see Example A.3 in Appendix A. Therefore, this grounding is a clause in Y (p)α β that is connected to C1(ri , ti−1) via
S J1 (ri , ti−1) and is also connected to C1(ri , ti ) via S J2 (ri , ti ). By repeating this for all links of the zig-zag chain, we obtain a long sequence
of connected clauses that start with C1(r0, t0), end with Ck−1(rp , tp ). With the same argument we can extend this connected component
along all dead-end branches, i.e extend it withC1(ri , e(j)i ), . . . ,Ck−1(ri , e
(j)
i ) for all i, j , and similarly withCk−1(f
(j)
i , ti ), . . . ,C1(f
(j)
i , ti ). Thus,
this giant connected component has a zig-zag, with many spikes. It remains to prove that the clauses at the end of the zig-zag and at the
end of the spikes are also connected. Now consider the beginning of the zig-zag, which is a grounding of Gα (r0, t0). When α , 1ˆ, then,
as we argued in the proof of Lemma C.13, no clause ofGα (r0, t0) can make C1(r0, t0) redundant, no middle clause can make any clause in
Gα (r0, t0) redundant, and, while some clauses within Gα (r0, t0) might have homomorphisms to others, any remaining non-redundant clause
of Gα (r0, t0) contains all ubiquitous symbols. The case when α = 1ˆ differs a little from Lemma C.13, and here we consider two cases. If
some ubiquitous symbol of Q occurs in a middle clause C , then all ubiquitous symbols of Q occur in some middle clauses by Lemma C.12
(4). Since each such middle clauses is non-redundant in C(r0, t0), and is connected to the path C1,C2, . . . (otherwise it consists only of
ubiquitous symbols, hence there exists a homomorphism C → C0), the entire Boolean formula is connected and has all Boolean variables. If
no ubiquitous symbol occurs in a middle clause, then every clause in G1ˆ(r0, t0) is non-redundant, because if there were a homomorphism
from some middle clauseC(r0, t0), thenC must contain only non-ubiquitous symbols, hence all are inC1, by the Definition C.11 of forbidden
queries, which implies a homomorphism C → C1, contradiction. □
Recall from Section B that the distance of two Boolean variables in a monotone formula is the smallest number of clauses that connects
them. Fix a left-right path C0,C1, . . . ,Ck in Q , of minimal length. Let U be any left-ubiquitous symbol in C0; recall that, by Lemma C.12,
U does not occur in C1. Similarly, let V be a right-ubiquitous symbol in Ck and note that that it does not occur in Ck−1. We think of the
Boolean variables (tuples) in the zig-zag block B(p)(r0, tp ) as being partially ordered:U (r0, t0) is the very “first” tuple, and X comes before
Y if d(U (r0, t),X ) < d(U (r0, t0),Y ) in the Boolean formula Y (p)α β . This is only a pre-order, because we may have equal distances, it helps
understanding the structure of the block B(p)(r0, tp ). The next lemma shows that this pre-order is independent of the choice of α , β .
Lemma C.24. Let X denote the Boolean variable associated to any tuple of the zig-zag block B(r0, tp ). Then the distance between U (r0, t0) and
X is the same in all formulas Y (p)α β , i.e. it does not depend on α , β . Similarly, the distance from X to V (rp , tp ) is the same.
Proof. Every clause in Y (p)α β that contains U (r0, t0) is connected to the clause C1(r0, t0) (and is not connected to C2(r0, t0)). From there,
the distance to any variable X is the same, regardless of the choice of α , β . The same argument applies to Y (p)
α 1ˆ
and Y (p)
1ˆβ
. □
Lemma C.25. Let X be the Boolean variable associated to a tuple on the main branch of the zig-zag block B(r0, tp ); that is, X has the form
X = S(ri , ti ) or X = S(ri , ti−1), but not on a dead-end branch like S(ri , e(j)i ). Assume that d(U (r0, t0),X ) ≥ 2 and d(X ,V (rp , tp )) ≥ 2. Then X
disconnectsU ,V in Y (p)α β , for all α , β (see Definition B.2).
Proof. Let S be the relational symbol of the tuple X , and assume that X = S(ri , ti ); the case X = S(ri , ti−1) is similar. Since Q is final,
both Q[S := 0] and Q[S := 1] are safe, and this can happen in one of two ways. The first is that the left clause C0 and right clause Ck remain
left/right clauses in Q[S := 0] (or Q[S := 1]), but the path C1, . . . ,Ck−1 is disconnected, i.e. one of the clauses becomes true or becomes
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redundant. In that case setting X := 0 or X := 1 also disconnects the Boolean variables U (ri , ti ) from V (ri , ti ). The second case is when
Q[S := 0] or Q[S := 1] has no left clause, or no right clause: this happens either because they become true, or redundant, or they degenerate
to middle clauses (e.g. setting S1 := 0 in ∀y(U (x ,y) ∨ S1(x ,y)) ∨ ∀y(U (x ,y) ∨ S2(x ,y))). In that case the connection between C1(ri , ti−1) and
C1(ri , ti ) is broken, again disconnectingU (r0, t0) from V (rp , tp ). □
C.7 Consistent Assignments
We want to assign the same probabilities to similar tuples in similar blocks, e.g. the grounding of S3 should have the same probability in
all blocks B(r0, t0),B(r1, t1),B(r2, t2), . . . We make this precise below. We denote with lower case s, s ′, . . . the real variables representing
the probabilities of the ground tuples, e.g. S(ri , ti ), S ′(ri , ti ), . . . We group the Boolean variables and their associated real variables into
equivalence classes defined follows:
• For each symbol S ∈ R the odd equivalence class is the set of Boolean variables corresponding to its grounding in the odd-numbered
zig-zag blocks: S(r0, t0), S(r1, t1), S(r2, t2), . . . , S(rp , tp ).
• For each symbol S ∈ R the even equivalence class is the set of real variables corresponding to its grounding in the even-numbered
zig-zag blocks: S(r1, t0), S(r2, t1), S(r3, t2), . . . , S(rp , tp−1).
• For each symbol S ∈ R the j’th left dead-end equivalence class is the set of variables corresponding to the S(r1, e(j)1 ), . . . , S(rp , e
(j)
p );
similarly for the j’th right dead-end equivalence class, S(f (j)0 , t0), S(f
(j)
1 , t1), . . . , S(f
(j)
p−1, tp ).
• We will write . . . , Si−1, Si , Si+1, . . . for variables in the same equivalence class derived from some symbol S . We denote similarly the
real variables, . . . , si−1, si , si+1, . . . This notation is with some abuse, because does not specify whether we mean the odd equivalence
class, or the even class, or one of the dead end classes. Depending on the type of class, it may contain either p or p + 1 variables.
• Finally, we notice that the distance between two consecutive variables in the same odd equivalence class or the same even equivalence
class is exactly 2k , i.e. d(Si−1, Si ) = 2k , ∀i . The distance between two consecutive variables in a dead-end equivalence class is ≥ 2k ,
but in general depends on the symbol S .
Definition C.26. Let θ be any partial assignment from the Boolean variables in the zig-zag block B(r0, tp ) to {0, 1/2, 1}. We say that θ is
consistent if, for every equivalence class E the following holds. If X ,Y are two variables in that equivalence class and θ (X ) is defined, then
either θ (Y ) is also defined as θ (X ) = θ (Y ), or θ (Y ) is undefined and Y = S(r0, t0) or Y = S(rp , tp ) for some symbol S .
In other words, θ must act in the same way on the entire equivalence class, with only exception that it may leave some variables in the
first block B(r0, t0) and the last block B(rp , tp ) undefined.
We define now a partial, consistent assignment θ0 as follows, see also Fig. 3 (a). Let X be a tuple on a dead-end branch, e.g. X = S(ri , e(j)i ).
Setting X := 0 or X := 1 may disconnectU (r0, t0) from V (rp , tp ), for example, if X occurs in one grounding of C0 that connects C1(ri , ti−1)
with C1(ri , ti ), then setting X := 0 or X := 1 may disconnect the main chain from U (r0, t0) to V (rp , tp ). If setting X := 0 or X := 1 does not
disconnect U (r0, t0) from V (rp , tp ), then we define θ0(X ) := 0, or 1 respectively, and do this for all tuples the equivalence class of X ; it holds
that the tuplesU (r0, t0) andV (rp , tp ) remain connected in all Boolean formulas Y (p)α β [θ0], for all α , β . We proceed similarly with the dead-end
tuples on the right, i.e. we set an entire equivalence class to 0 or to 1 ifU (r0, t0) and V (rp , tp ) remain connected. After this process, θ0 has
the following property:
Definition C.27. LetU ,V be the left- and right-ubiquitous symbols introduced above. We say that the consistent partial assigning θ0 is
final if, forall α , β , the Boolean function Y (p)α β [θ0] is connected, and, for any tuple X in B(r0, tp ), setting X := 0 or X := 1 disconnectsU (r0, t0)
from V (rp , tp ).
We will fix θ0 from now on.
C.8 The Eigenvalues of the Zig-zag Block
Wewill now give a closed form formula for the probability of Y (p)α β , which, recall, we are using temporarily to denote the lineage on the zig-zag
block B(r0, tp ), see Eq. (73), i.e. without the prefix/suffix blocks. Since α ∈ L(G) and β ∈ L(H), the probabilities y(p)α β form a (m¯ + 1) × (n¯ + 1)
matrix. However, we show that this matrix has rank 2, hence it can be described by a 2 × 2 matrix, and, as a consequence, y(p)α β is given in
terms of two eigenvalues: y(p)α β = aα βλ
p
1 + bα βλ
p
2 for λ1, λ2 , 0 and λ1 , ±λ2.
Let C0,C1, . . . ,Ck be a left-right path in Q , of minimal length, and recall that U ,V are two ubiquitous symbols that do not occur in
C1,Ck−1. Fix an index j such that 3 ≤ j ≤ k − 5, and fix a symbol S ∈ Symb(Cj ) ∩ Symb(Cj+1). Since Q is final, both Q[S := 0] and Q[S := 1]
are safe queries, which implies that S disconnects Qleft from Qright in both Q[S := 0] and Q[S := 1]. We will call S an articulation symbol.
We denote by S0, S1, . . . , Sp the Boolean variables forming the odd equivalence class S(r0, t0), . . . , S(rp , tp ), and denote by s0, s1, . . . , sp their
associated real variables. In Fig. 3 (a) the articulation variables are shown with an x .
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Denote by B(r0, ri ) and B(ti , tp ) the following subsets of the zig-zag block B(r0, tp ):
B(r0, ri ) def=
⋃
ℓ=1,i
©­«B(rℓ−1, tℓ−1) ∪ B(rℓ , tℓ−1) ∪
⋃
j
(
B(rℓ , e(j)ℓ ) ∪ B(f
(j)
ℓ−1, tℓ−1)
)ª®¬
B(ti , tp ) def=
⋃
ℓ=i+1,p
©­«B(rℓ , tℓ−1) ∪ B(rℓ , tℓ) ∪
⋃
j
(
B(f (j)
ℓ−1, tℓ−1) ∪ B(rℓ , e
(j)
ℓ
)
)ª®¬
These are precisely the two connected components of B(r0, tp ) after we remove the single block B(ri , ti ).
Lemma C.28. The Boolean variable Si disconnects B(r0, ri ) and B(ti , tp ) (see Def. B.2) in the Boolean function Y (p)α β , for any α , β .
In other words, we have:
Y
(p)
α β [Si := 0] =A0 ∧ B0 Y
(p)
α β [Si := 1] =A1 ∧ B1 (74)
where all Boolean variables from B(r0, ri ) are in A0,A1, and all Boolean variables from B(ti , tp ) are in B0,B1. The proof follows immediately
from the fact that S disconnects Qleft from Qright in both Q[S := 0] and S[S := 1].
Since Sℓ is in A0,A1 for ℓ < i , we can repeat this process and use Sℓ to disconnect A0,A1, etc. More generally, consider any values
v0,v1, . . . ,vp ∈ {0, 1}. Then, assigning these values to the variables of the articulation symbol splits Y (p)α β into p+2 formulas with no common
Boolean variables.
Y
(p)
α β [S0 := v0, S1 := v1, · · · , Sp := vp ] =U
(v0)
α ∧ Z (v0v1)1 ∧ · · · ∧ Z
(vp−1vp )
p ∧V
(vp )
β (75)
The only expressions that depend on the choice of α , β areU (v0)α and V
(vp )
β . Since all Boolean expressions on the RHS in (75) have disjoint
Boolean variables, their probabilities are independent, hence their arithmetization is a product of multilinear polynomials:
y
(p)
α β [s0 := v0, s1 := v1, · · · , sp := vp ] =u
(v0)
α · z(v0v1)1 · · · z
(vp−1vp )
p · v
(vp )
β
We express the result in matrix form, where diag(a,b), denotes the diagonal matrix
[
a 0
0 b
]
. This is an important expression which we
define formally:
Definition C.29. The polynomial y(p)α β is defined as follows:
y
(p)
α,β =
[
u
(0)
α u
(1)
α
]
· diag(1 − s0, s0) ·
[
z
(00)
1 z
(01)
1
z
(10)
1 z
(11)
1
]
· diag(1 − s1, s1) ·
[
z
(00)
2 z
(01)
2
z
(10)
2 z
(11)
2
]
· · ·

z
(00)
p z
(01)
p
z
(10)
p z
(11)
p
 · diag(1 − sp , sp )

v
(0)
β
v
(1)
β

Denote by zi the 2 × 2 matrix:
zi
def
=
[
z
(00)
i z
(01)
i
z
(10)
i z
(11)
i
]
We view it as matrix of multilinear polynomials, where the variables represent the (yet unchosen) probabilities of the tuples in all our blocks.
Our next task is to define a consistent assignment θ that extends θ0 from Sec. C.6, such that det(zi [θ ]) , 0. For that we will use Lemma 1.2
in the introduction. However, we have a problem: the matrix zi may contain two variables from the same equivalence class, and the
assignment θ from Lemma 1.2 might assign them different values, making θ is inconsistent. This happens whenever the decomposition
in Eq. (74) has migrating variables. Since we chose the articulation variable S in Symb(Cj ) ∩ Symb(Cj+1), the Boolean variable Si = S(ri , ti )
disconnects Ui
def
= U (ri , ti ),Vi def= V (ri , ti ), i.e. the left-ubiquitous symbol and the right-ubiquitous symbol in block B(ri , ti ). The distance
fromUi to Si is j, and the distance from Si to Vi is k − j − 1, hence, by Lemma B.6 item 2, Si also separates all the symbols in C0, . . . ,Cj−2
from Cj+2, . . . ,Ck (more precisely: their groundings in the block B(ri , ti )), hence the only possible migrating variables are of the form
S ′i
def
= S ′(ri , ti ), with S ′ ∈ Symb(Cj−1) ∪ · · · ∪ Symb(Cj+1). In other words, d(S ′i , Si ) ≤ 1. Suppose that S ′i migrates from left to right, i.e. it
occurs in A0 and in B1 in Eq. (74). Then:
• s ′i occurs in the first column of zi , because this is part of A0.• s ′i occurs in the second row of zi+1, because this is part of B0; then it’s equivalent variable s ′i−1 occurs in the second row of zi .
If S ′i migrates from right to left, i.e. from B1 to A0, then:
• s ′i occurs in the first row of zi+1, because this is part of B0; hence s ′i−1 occurs in the first row of zi .• s ′i occurs in the second column of zi , because this is part of A1.
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Pictorially, these two cases are illustrated as follows:
zi =
[
z
(00)
i (s ′i ) z
(01)
i
z
(10)
i (s ′i−1, s ′i ) z
(11)
i (s ′i−1)
]
zi =
[
z
(00)
i (s ′i−1) z
(01)
i (s ′i−1, s ′i )
z
(10)
i z
(11)
i (s ′i )
]
(76)
We seek a consistent assignment θ , hence we need θ (s ′i−1) = θ (s ′i ), and for that we will simply substitute the real variable s ′i−1 with the
variable s ′i . To do that, we need the following technical lemma.
Lemma C.30. Let F be a connected Boolean function, and A = (A1, . . . ,Ak ), B = (B1, . . . ,Bk ) be two tuples of k Boolean variables each. Let
X be a variable that disconnects A,B, such that d(A,X ) ≥ 3 and d(B,X ) ≥ 3. Let f be the arithmetization of F . Then the polynomial f [b := a],
where each variable bi is substituted by the variable ai , is irreducible.
Notice that, while f is a multilinear polynomial, each variable ai has degree 2 in the polynomial f [b := a]. In general, if f is irreducible,
then equating variables does not keep it irreducible. For example, if F = A ∨ B then f = a + b − ab and f [b := a] = 2a − a2 factorizes as
a(2 − a). The lemma gives sufficient conditions for which f [B := A] is irreducible.
Proof. By Lemma B.6 (2) X disconnects a ball around of A from a ball around B. LetC,D be two variables s.t. d(A,C) = d(B,D) = 1, thus,
X disconnects AC,BD. Decompose the multilinear polynomial according to X :
f [x := 0] =д0(a, c) · h0(b,d) f [x := 1] =д1(a, c) · h1(b,d)
f [b := a,x := 0] =д0(a, c) · h0(a,d) f [b := a,x := 1] =д1(a, c) · h1(a,d)
where we indicated that a, c occurs only in д0,д1, while b,d occurs only in h0,h1. While д0(a, c) may further factorize, all variables a, c are in
the same irreducible factor, because their clauses are connected in F [X := 0]; similarly for the other three expressions. Assume now that
f [b := a] factorizes; since the degree of X in f [b := a] is ≤ 1, there exists an irreducible factor k of f [b := a] that does not contain X . The k
divides both expressions in the second line above. We consider three cases.
Case 1: If k contains the variable c , then it must divide both д0(a, c) and д1(a, c). It follows that k divides f = д0 · h0 · (1 − x) + д1 · h1 · x .
This is a contradiction because f is irreducible.
Case 2: If k contains the variable d , the it must divide h0(a,d) and h1(a,d). In particular k contains the variables a, and the degrees of all
a-variables is 1, because their degree in h0(a,d),h1(a,d) is 1. Substitute b for a in k , we a conclude that k[a := a] divides both h0(b,d)
and h1(b,d). Hence it divides f by the argument in Case 1, and we reached a contradiction.
Case 3 If k contains neither c nor d , then by the argument above it cannot contain any of a. Since k divides д0(a, c) · h0(a,d), it also
divides д0(a, c) · h0(b,d), and it similarly divides д1(a, c) · h1(b,d). This, again, implies that k divides f , which is a contradiction.
□
We will now prove the existence of a consistent assignment θ that extends θ0 such that det(zi [θ ]) , 0. Recall that θ0, introduced in
the previous section, has the property that all Boolean functions Y (p)α β [θ0] are connected, and every variable X disconnects U (r0, t0) from
V (rp , tp ).
Theorem C.31. Let V def=
⋃
i Vars(zi )∪{s0, s1, . . . , sp }, and define θ the following assignment: if θ0(x) is defined then θ (x)
def
= θ0(x), otherwise
θ (x) def= 1/2. Then, for every i , det(zi [θ ]) , 0.
Proof. Choose arbitrary α , β , and recall that the polynomial y(p)α β [θ0] is irreducible (Lemma C.23). Fix i = 1, . . . ,p: we will first define
some consistent θ that extends θ0 such that det(zi [θ ]) , 0. Denote by a the set of migrating variables s ′i , and denote by b the set of the
predecessor equivalent variables s ′i−1; as we have seen, both s
′
i and s
′
i−1 belong to zi . Let A,B their corresponding Boolean variables. To
apply Lemma C.30, we need to find some variable X that disconnects A,B and that is far from both. Using the left-right path C0,C1, . . . ,Ck ,
choose any symbol S ′′ ∈ Cj for any 1 < j < k − 1, and define X def= S ′′(ri , ti−1). Since all B-variables are in the block B(ri−1, ti−1) and all
A-variables are in B(ri , ti ), we have d(B,X ) ≥ 2 and d(A,X ) ≥ 2. Therefore, by the lemma, the polynomial y(p)α β [b := a,θ0] is irreducible.
Claim 6. det(zi [b := a,θ0]) . 0.
Proof. Assume the contrary, that det(zi [b := a,θ0]) ≡ 0. Then, by Theorem B.1, the matrix yi [b := a,θ0] has rank 1, more precisely there
exists polynomials д0,д1,h0,h1, such that: [
д0
д1
]
·
[
h0 h1
]
≡zi [b := a,θ0]
Substituting this expression in y(p)α β [b := a,θ0] we obtain a factorization:
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y
(p)
α0β0
[b := a,θ0] =
[
u
(0)
α0 u
(1)
α0
]
· · ·
[
д0
д1
]
︸                            ︷︷                            ︸
factor 1
·
[
h0 h1
]
· · ·

v
(0)
β
v
(1)
β
︸                          ︷︷                          ︸
factor 2
This contradicts the fact that y(p)α β [b := a,θ0] is irreducible. This completes the proof of the claim. □
Claim 7. There exists an assignment θi of the variables of zi [b := a] with values in {0, 1/2, 1} s.t. θi extends θ0 and det(zi [b ::= a,θi ]) , 0.
Proof. We use Lemma 1.2 in the introduction. To apply it we must verify that det(zi [b := a,θ0]) is a polynomial of degree ≤ 2 in each
variable. This follows immediately by inspecting Eq. (76). When s ′i migrates from left to right then the variable s
′
i = s
′
i−1 has degree 2 in y
(10)
i
and degree 0 in y(01)i , hence it has degree 2 in det(zi ), and similarly for variables that migrate from right to left. Therefore, by Lemma 1.2,
there exists an assignment θi of the variables in zi [b := a,θ0] (hence: an extension of θ0) such that det(zi [b := a,θi ]) , 0. □
From here we derive immediately:
Claim 8. There exists a consistent assignment θ of the variables V that extends θ0 and det(zi [θ ]) , 0 for all i = 1,p.
Proof. Take θ = θ1 ∪ θ2 ∪ · · · ∪ θp . While θi−1,θi are defined on some common variables (the migrating variables) they have the same
values. Finally, assign θ (s0) = θ (s1) = · · · = θ (sp ) = 1/2 (since the separator variables are not part of any matrix zi ). □
Finally, we prove that θ assigns the value 1/2 to every variable not in the domain of θ0.
Claim 9. Assume p ≥ 3, and let θ be any consistent assignment of the variables V that extends θ0. Suppose that there exists some variable
X < Dom(θ0), such θ (X ) = 0 or θ (X ) = 1. Then there exists i such that det(zi [θ ]) = 0.
Proof. Let X be any variable < Dom(θ0). Consider the product of matrices in Def. C.29 that defines the polynomial y(p)α,β ; then y
(p)
α,β [θ0] is
the same product, where θ0 is applied to each matrix, i.e. zi [θ0]. X is a variable that occurs in either one, or at most two consecutive matrices
(when it migrates). Assuming it occurs in zi , zi+1, and we split the expression in Def. C.29 into three parts
y
(p)
α,β [X := 0,θ0] =a · diag(1 − si−1, si−1) · w · diag(1 − si+1, si+1) · b
Where:
a def= u ·
∏
ℓ=1,i−1
diag(1 − sℓ−1, sℓ−1) · zℓ[θ0] w def= zi [X := 0,θ0] · diag(1 − si ) · zi+1[X := 0,θ0] b def=
∏
ℓ=i+2,p
zℓ[θ0] · diag(1 − sℓ , sℓ) · v
We prove that, if y(p)α,β [X := 0,θ0] factorizes, then det(w) ≡ 0. This implies that either det(zi [X := 0,θ0]) ≡ 0 or det(zi+1[X := 0,θ0]) ≡ 0. We
will denote s def= si−1 and s ′
def
= si+2 to reduce clutter, thus:
y
(p)
α,β [X := 0,θ0] =a0b0w00(1 − s)(1 − s ′) + a0b1w01(1 − s)s ′ + a1b0w10s(1 − s ′) + a1b1w01ss ′
Since y(p)α,β [X := 0,θ0] is reducible, let f be an irreducible factor f that contains the variable U (r0, t0), whereU is a left ubiquitous symbol.
That is, f contains a “far left” variable, which only occurs in a0 and a1. In particular, it does not share any variables with b0,b1, because X
separates them in the Boolean formula Y (p)α,β [θ0]. We have:
f
a0b0w00(1 − s)(1 − s ′) + a0b1w01(1 − s)s ′ + a1b0w10s(1 − s ′) + a1b1w01s ′
Consider now the variables s, s ′: f may contain neither, or just s , or both s, s ′ (sinceU (r0, t0) is closer to Si−1 than to Si+2) in the latter case
we switch the roles of a, b, i.e. start with some irreducible factor that contains some “far right” variable V (rp , tp ). Hence we will assume
w.l.o.g. that f does not contain s ′. Then, can set separately s ′ = 0 and s ′ = 1 and obtain:
f
(a0w00(1 − s) + a1w10s)b0 (77)
f
(a0w01(1 − s) + a1w11s)b1
Consider first the case when f does not contain s either. In that case we repeat the argument, and obtain:
f
a0b0w00 f a0b1w01 f a1b0w10 f a1b1w00
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It follows that f |a0 and f |a1, which implies f |y(p)α,β [θ0] (without setting X := 0), which contradicts our assumption. Consider now the case
when f contains s . Notice that we can remove b0,b1 from (77), since f shares no variables with them. We eliminate a1 by multiply the first
line byw11 and the second by −w10, then eliminate a0 similarly, and obtain:
f
a0(1 − s)(w00w11 −w01w10)
f
a1s(w00w11 −w01w10)
If (w00w11 −w01w10) , 0, then f divides both a0(1 − s) and a1s , again implying that f |y(p)α,β [θ0], which is a contradiction. □
□
In summary, we have
∀i : zi [θ ] def= z =
[
z00 z01
z10 z11
]
(78)
Lemma C.32. z00, z01, z10, z11 > 0.
Proof. Consider z00: this is the probability of the Boolean expression Z (00)i [θ0] in (75), for any choice of i . We claim that Z
(00)
i [θ0] . false.
By definition, Z (00)i [θ0] is the formula obtained by factorizing:
Y
(p)
α β [Si−1 := 0, Si := 0,θ0] =A0 ∧ Z
(00)
i [θ0] ∧ B0
We claim that this expression is not ≡ false. Indeed, by definition of θ0, Y (p)α β [θ0] is a connected monotone Boolean function, and by our
choice of the variables Si , their distance is d(Si−1, Si ) = 2k , hence they are neither prime implicants, nor do they occur together in a clause. It
follows that by setting both to 0 we not make Y (p)α β [Si−1 := 0, Si := 0,θ0] ≡ false. Since all Boolean variables in Z
(00)
i [θ0] have been assigned
probability 1/2, it follows that its probability is > 0, proving z00 > 0. The other cases are similar and omitted. □
Denote by λ1, λ2 the eigenvalues of the matrix z. We also assign probabilities 1/2 to all the articulation points: s1 = s2 = · · · = sp = 1/2,
and obtain:
y
(p)
α β [θ ] =
1
2p+1
[
u
(0)
α u
(1)
α
]
·
[
z00 z01
z10 z11
]p
·

v
(0)
β
v
(1)
β
 =
1
2
(
aα β (λ1/2)p + bα β (λ2/2)p
)
(79)
where aα β , bα β are coefficients that are independent of p. We prove now Condition (68):
Theorem C.33. The following hold: 0 < |λ1 | < λ2.
Proof. det(z) , 0 implies λ1, λ2 , 0. λ1 , λ2, because both z01 and z10 are , 0, since they represent probabilities. λ1 + λ2 > 0, because
the trace of the matrix is z00 + z11 > 0 as a sum of two probabilities. □
Next, prove condition (69).
Lemma C.34. Assume λ1 < λ2, then, for all α , β , bα β > 0.
Proof. We first expand the power p of the matrix z:
zp =
[
a1λ
p
1 + a2λ
p
2 b1λ
p
1 + b2λ
p
2
c1λ
p
1 + c2λ
p
2 d1λ
p
1 + d2λ
p
2
]
We prove that a2,b2, c2,d2 > 0. We start by observing that λ1, λ2 are the solutions to:
λ2 − (z00 + z11)λ + (z00z11 − z01z10) =0
Weuse the fact that the quantities z00, z01, z10, z11 represent proabilities, hence they are > 0. It follows that λ1+λ2 = tr(z) = z00+z11 > 0. Since
λ1λ2 = det(z) = (z00z11 − z01z10), we cannot have λ1 = z00, because then λ2 = tr(z) − λ1 = z11 and z00z11 = λ1λ2 = det(z) = z00z11 − z10z01
implying z01 = 0 or z10 = 0, which is impossible by Lemma C.32. Thus, λ1,2 , z00, z11.
Next, since z0 is the identity matrix, we obtain:
a1 + a2 =1 b1 + b2 =0
c1 + c2 =0 d1 + d2 =1
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It follows that b1 = −b2 and c1 = −c2. Similarly, we examine z1 = z, and deduce a1λ1 + a2λ2 = z00, d1λ1 + d2λ2 = z11. If a1 = 0 then
a2 = 1 − a1 = 1 which implies λ2 = z00, contradiction. Thus, a1,a2,d1,d2 , 0. Finally, we consider the expression for zp :
zp =
[
a1λ
p
1 + a2λ
p
2 b2(λ
p
2 − λ
p
1 )
c2(λp2 − λ
p
2 ) d1λ
p
1 + d2λ
p
2
]
We notice that all entries in zp are > 0, because they are probabilities. When p → ∞ then all terms above are dominated by λp2 , which
implies a2,b2, c2,d2 > 0. Finally, the lemma follows from computing y
(p)
α β using (79), and obtain:
y
(p)
α β =
1
2
(
(u(0)α a1v(0)β + u
(0)
α b1v
(1)
β + u
(1)
α c1v
(0)
β + u
(1)
α d1v
(1)
β )λ
p
1 + (u
(0)
α a2v
(0)
β + u
(0)
α b2v
(1)
β + u
(1)
α c2v
(0)
β + u
(1)
α d2v
(1)
β )λ
p
2
)
and the lemma follows by observing that the factor of λp2 is > 0. □
Finally, it remains to prove condition-(70): aα1β1bα2β2 , aα2β2bα1β1 . To enforce this condition we need to design carefully the prefix and
suffix blocks. We do this in the next sections.
C.9 One Condition aα1β1bα2β2 , aα2β2bα1β1
Our end goal is to define the block B(p)(u,v), and its probabilities, such as to satisfy all three conditions (68), (69), and (70). In the previous
sections we have denoted by Y (p)α β and y
(p)
α β the lineage on the zig-zag block only (73), and satisfied the first two conditions; in this and the
next section we extend it with the prefix/suffix, and satisfy the third condition, (70). Recall that the complete block B(p)(u,v) is:
B(p)(u,v) = B(u, r0) ∪ ©­«
⋃
j
B(r0, e(j)0 )
ª®¬ ∪ B(r0, tp ) ∪ ©­«
⋃
j
B(f (j)p , tp )ª®¬ ∪ B(tp ,v) (80)
We will denote by:
Y
(p)
α β (r0, tp )
def
= ΦB(r0,tp )(Gα (r0) ∧Q ∧ Hβ (tp ))
Y
(p)
α β (u,v)
def
= ΦB(p)(u,v)(Gα (u) ∧Q ∧ Hβ (v))
and similarly for their probabilities, y(p)α β (r0, tp ),y
(p)
α β (u,v). We have already defined a partial assignment θ of Boolean variables in B(p)(r0, tp )
to probabilities in {0, 1/2, 1} to satisfy Condition (68) (Condition (69) came almost for free). Now we will extend θ to a total assignment, i.e.
to all variables in the block B(p)(u,v), to also satisfy condition (70).
More precisely, let V ⊂ B(r0, tp ) be the set of all Boolean variables that occur in the matrices z1, . . . , zp . Add to it the articulation variables,
V′ def= V ∪ {s0, s1, . . . , sp }. Then θ is the assignment of the variables V′ given by Theorem C.31. We have:
y
(p)
α β (r0, tp )[θ ] =
1
2p
[
u
(0)
α (r0, t0)[θ ] u(1)α (r0, t0)[θ ]
]
·
[
z00 z01
z10 z11
]p
·

v
(0)
β (rp , tp )[θ ]
v
(1)
β (rp , tp )[θ ]
 = aα β (r0, tp )(λ1/2)p + bα β (r0, tp )(λ2/2)p (81)
y
(p)
α β (u,v)[θ ] =
1
2p
[
u
(0)
α (u, t0)[θ ] u(1)α (u, t0)[θ ]
]
·
[
z00 z01
z10 z11
]p
·

v
(0)
β (rp ,v)[θ ]
v
(1)
β (rp ,v)[θ ]
 = aα β (tp ,v)(λ1/2)p + bα β (tp ,v)(λ2/2)p (82)
We are interested in the latter expression, where we haven’t yet defined the structure and/or probabilities of the two polynomial matrices
uα , vβ . Notice that, whatever our choice, conditions (68), (69) continue to apply, since we proved them for any polynomials uα , vβ . Now, we
will design the prefix/suffix blocks and assign probabilities to the variables in uα , vβ to also satisfy condition (70). We will do this in two
steps. The first step, described in this section, will satisfy the condition for one pair (α1, β1) , (α2, β2). For that we need a single branch in
the prefix and a single branch in the suffix, thus B(p)(u,v) will be like B(p+2)(r0, tp+2), as illustrated in Fig. 3 (b). The second step, described
in the next sections, uses multiple parallel branches to satisfy the condition for all pairs, illustrated in Fig. 3 (c).
We will start by satisfying a single condition: for a fixed pair (α1, β1) , (α2, β2),our goal is to satisfy. aα1β1bα2β2 , aα2β2bα1β1 . We will use
a single branch for the prefix/suffix blocks, hence B(p)(u,v) is isomorphic to B(p+2)(r0, tp+2), and, y(p)α β is given by (81). It suffices to prove
how complete the assignment θ to all variables in B(p)(r0, tp ) in order to satisfy aα1β1bα2β2 , aα2β2bα1β1 . Our construction is independent
of p because, on one hand, the condition that we need to satisfy, aα1β1bα2β2 , aα2β2bα1β1 , is independent of p, on the other hand we can
assume w.l.o.g. that the polynomials vβ (rp , tp )[θ ] and vβ (rp+1, tp+1)[θ ] have the same variables, since the blocks B(rp , tp ) and B(rp+1, tp+1)
are isomorphic. In other words, we assume that the variables of the polynomials y(p)α β (r0, tp )[θ ] are the same for all choices of p (since θ
already assigns values to all variables in the zig-zag portion of B(p)(r0, tp ), which depends on p).
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When there are no migrating variables, then the polynomials u(0)α ,u
(1)
α ,v
(0)
β ,v
(1)
β in (81) do not contain any variables with V
′, thus we can
drop the argument θ ; then we are free to assign their probabilities as we need. However, if a symbol S ′ migrates from right to left, then
variables from its equivalence class occur in both uα and vβ . The reason is that θ assigns the same value to all variables in an equivalence
class, hence all the tuples S ′(r0, t0), S ′(r1, t1), . . . , S ′(rp , tp ) are associated with the same real variable s ′. Assuming S ′ migrates from right to
left, then S ′(rp , tp ) appears in v(0)β (on the “right”) and S ′(r0, t0) appears in u
(1)
α (on the “left”). Similarly, u
(0)
α and v
(1)
β may share common
variables. The notation u(0)α [θ ], . . . ,v(1)β [θ ] indicates that we apply θ to all migrating variables s ′, and recall that θ (s ′) = 1/2. Recall that θ
assigns probabilities 1/2 to these variables, hence, we extend it to a complete assignment θ ′ we must do it consistently with this assignment.
We start by restating the condition aα1β1bα2β2 , aα2β2bα1β1 .
Lemma C.35. Let z be a 2 × 2 matrix with eigenvalues 0 , λ1 , λ2 , 0, and let ui , vi , i = 1, 2 be four vectors. Define the following two
sequences, y(p)i , p ≥ 0, i = 1, 2:
y
(p)
1
def
= u1 · zp · v1 def= a1(λ1)p + b1(λ2)p y(p)2
def
= u2 · zp · v2 def= a2(λ1)p + b2(λ2)p
For any p ≥ 0, consider the following matrix:
D(p) def=
[
y
(p)
1 y
(p)
2
y
(p+1)
1 y
(p+1)
2
]
Then the following statements are equivalent:
• a1b2 , a2b1,
• there exists p ≥ 0 such that det(D(p)) , 0,
• for all p ≥ 0, det(D(p)) , 0.
Proof. We compute det(D) directly:
det
[
a1λ
p
1 + b1λ
p
2 a2λ
p
1 + b2λ
p
2
a1λ
p+1
1 + b1λ
p+1
2 a2λ
p+1
1 + b2λ
p+1
2
]
=λ
p
1λ
p
2 (λ2 − λ1)(a1b2 − a2b1)
and using the fact that 0 , λ1 , λ2 , 0. □
Therefore, in order to find an assignment θ ′ that satisfies aα1β1bα2β2 , aα2β2bα1β1 , we need to construct two blocks, B(p)(r0, tp ) and
B(p+1)(r0, tp+1): θ already assigns probabilities to the variables in their zig-zag part, hence we only need to extend it with θ ′ that assigns
probabilities to the remaining variables (which we assumed are the same in B(p)(r0, tp ) and B(p+1)(r0, tp+1)) such that det(D(p)α1β1α2β2 )[θ
′] , 0,
where:
D(p)α1β1α2β2
def
=

y
(p)
α1β1
[θ ] y(p)α2,β2 [θ ]
y
(p+1)
α1β1
[θ ] y(p+1)α2,β2 [θ ]
 (83)
Furthermore, by lemma C.35 we can check the condition for any p, so we choose conveniently to check it for p = 0, in other words use
the blocks B(0)(r0, t0) and B(1)(r0, t1). To find θ ′ such that det(D(p)α1β1α2β2 )[θ
′] , 0, we proceed as usual: we first prove that the polynomial
det(D(0)α1β1α2β2 ) . 0, then use this to argue that there exists an assignment θ
′ of its variables such that det(D(0)α1β1α2β2 [θ
′]) , 0.
Lemma C.36. If (α1, β1) , (α2, β2), then det(D(0)α1β1α2β2 ) . 0.
Proof. For arbitrary α , β , denote the following matrices of polynomials (appearing in Eq. (81)):
uα =
[
u
(0)
α
u
(1)
α
]
vβ =

v
(0)
β
v
(1)
β

Notice that these are polynomials that include the migrating variables. By Eq. (81), we have:
y
(0)
α β =u
T
α vβ y
(1)
α β =u
T
α zvβ
For the values α1, β1,α2, β2 given in the lemma, define the following matrix:
D def=

y
(0)
α1β1
y
(0)
α2,β2
y
(1)
α1β1
y
(1)
α2,β2
 =
[
uTα1 vβ1 u
T
α2 vβ2
uTα1 zvβ1 u
T
α2 zvβ2
]
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Then D[θ ] = D(0)α1β1α2β2 , i.e. D is obtained by exposing the migrating variables, which in D
(0)
α1β1α2β2
are assigned by θ (all are assigned the
value 1/2). Thus, it suffices to prove det(D[θ ]) . 0.
We denote by T the non-singular matrix that diagonalizes the matrix z, that is z = T−1ΛT, where Λ = diag(λ1, λ2), and define:
xTα1
def
= uα1 T yβ1
def
= T−1vβ1
xTα2
def
= uα2 T yβ2
def
= T−1vβ2
The matrix T is a matrix of numbers, while xα1 , . . . , yβ2 are vectors of multilinear polynomials. We denote the components of the vector
xα1 by x
(0)
α1 and x
(1)
α1 , similar to the components of the vector uα1 . Notice that Vars(x (0)α1 ) ⊆ Vars(u(0)α1 ) ∪ Vars(u(1)α1 ) and Vars(x (1)α1 ) ⊆
Vars(u(0)α1 ) ∪ Vars(u(1)α1 ). These variables include the migrating variables. Similarly for the other three vectors. Therefore, we obtain:
det(D) =
 uTα1 vβ1 uTα2 vβ2uTα1 zvβ1 uTα2 zvβ2
 =
 xTα1 yβ1 xTα2 yβ2xTα1 Λyβ1 xTα2 Λyβ2

=
 x
(0)
α1 y
(0)
β1
+ x
(1)
α1 y
(1)
β1
x
(0)
α2 y
(0)
β2
+ x
(1)
α2 y
(1)
β2
x
(0)
α1 λ1y
(0)
β1
+ x
(1)
α1 λ2y
(1)
β1
x
(0)
α2 λ1y
(0)
β2
+ x
(1)
α2 λ2y
(1)
β2
 = (x (0)α1 y(0)β1 x (1)α2 y(1)β2 − x (1)α1 y(1)β1 x (0)α2 y(0)β2 ) · (λ2 − λ1) def= f · (λ2 − λ1)
Since λ1 , λ2, in order to prove det(D[θ ]) . 0, we need to show that f [θ ] . 0. Assuming the contrary, we have the following identity of
polynomials:
x
(0)
α1 [θ ]x (1)α2 [θ ]︸          ︷︷          ︸
Vars(uα1 [θ ],uα2 [θ ])
y
(0)
β1
[θ ]y(1)β2 [θ ]︸          ︷︷          ︸
Vars(vβ1 [θ ],vβ2 [θ ])
≡ x (1)α1 [θ ]x (0)α2 [θ ]︸          ︷︷          ︸
Vars(uα1 [θ ],uα2 [θ ])
y
(1)
β1
[θ ]y(0)β2 [θ ]︸          ︷︷          ︸
Vars(vβ1 [θ ],vβ2 [θ ])
(84)
We have indicate above the set of variables that occur in these multilinear polynomials. At this point we observe that Vars(uαi [θ ]) and
Vars(vβj [θ ]) are disjoint sets of variables, for any i, j = 1, 2. Indeed, the only variables shared by uαi and vβj are the migrating variables, but
these have been replaced by the constant 1/2 by θ . Therefore, assuming the identity (84) holds, then both the following identities hold too:
x
(0)
α1 [θ ]x (1)α2 [θ ] ≡x (1)α1 [θ ]x (0)α2 [θ ] y(0)β1 [θ ]y
(1)
β2
[θ ] ≡y(1)β1 [θ ]y
(0)
β2
[θ ] (85)
Now we return to the definition of the vectors xαi , yβj in terms of uαi , vβj and the non-singular matrix T. Assuming the entries in T are
a,b, c,d , where ad − bc , 0, we have:
x
(0)
αi =au
(0)
αi + cu
(1)
αi
x
(1)
αi =bu
(0)
αi + du
(1)
αi
and we obtain:
(x (0)α1 x (1)α2 − x (1)α1 x (0)α2 ) =
(
(au(0)α1 + cu(1)α1 )(bu(0)α2 + du(1)α2 ) − (bu(0)α1 + du(1)α1 )(au(0)α2 + cu(1)α2 )
)
= (ad − bc)(u(0)α1u(1)α2 − u(1)α1u(0)α2 )
We apply a similar change of base from yβi to vβi , and the identities (85) become:
u
(0)
α1 [θ ]u(1)α2 [θ ] ≡u(1)α1 [θ ]u(0)α2 [θ ] v(0)β1 [θ ]v
(1)
β2
[θ ] ≡v(1)β1 [θ ]v
(0)
β2
[θ ] (86)
We have shown that, if det(D[θ ]) ≡ 0, then both identities (86) hold. We prove that this is a contradiction. For that we show that there exists
a total assignment θ ′ of all variables in the polynomials uαi , vβj that (1) extends θ , and (2) make at least one of the quantities in (86) ,.
Notice that when α1 = α2 then the first identity does hold, but in that case β1 , β2 and then we show that the second identity implies a
contradiction. When both α1 = α2 and β1 = β2 then both identities (86) hold, but we have assumed that (α1, β1) , (α2, β2).
To prove our claim, we remove the assignment θ and start from the polynomials uαi , vβj . We claim that the following non-indentities
hold:
α1 , α2 ⇒u(0)α1u(1)α2 . u(1)α1u(0)α2 β1 , β2 ⇒v(0)β1 v
(1)
β2
. v(1)β1 v
(0)
β2
(87)
Indeed, suppose the first identity holds. Then by Theorem B.1 we can factorize the polynomials as follows:[
u
(0)
α1 u
(1)
α1
u
(0)
α2 u
(1)
α2
]
≡
[
f · h f · k
д · h д · k
]
If f is not a constant polynomial, then f divides both u(0)α1 and u
(1)
α1 , and therefore it divides y
(0)
α1β1
= u
(0)
α1v
(0)
β1
(1 − s0) + u(1)α1v(1)β1 s0 (where s0 is
the articulation variable), which contradicts the fact that y(0)α1β1 is irreducible. This proves that f must be a constant. Similarly, д must be a
constant, by the same argument. It follows that u(0)α1 ≡ cu(0)α2 for some constant c . Since both u(0)α1 and u(0)α2 are arithmetizations of monotone
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Boolean functions, when all variables are set to 1 then both quantities are = 1, hence the constant is c = 1. Thus, u(0)α1 ≡ u(0)α2 , and by the same
argument , u(1)α1 ≡ u(1)α2 which implies that the two polynomials are identical, uα1 ≡ uα2 , which implies α1 = α2 by Lemma C.22.
At this point we need to treat separately the cases when α1 , α2 and β1 , β2 and when one of them is equal. Assume first that both are
different, hence both Eq. (87) hold. In that case the following product of polynomials is not identically zero:
f
def
=
(
u
(0)
α1u
(1)
α2 − u(1)α1u(0)α2
)
·
(
v
(0)
β1
v
(1)
β2
−v(1)β1 v
(0)
β2
)
. 0 (88)
We claim that each variable in f has degree ≤ 2. Indeed, the only variables common in both factors are the migrating variables. Let s ′ be a
migrating variable, and assume it migrates from right to left. Then it occurs only in v(0)β1 ,v
(0)
β2
,u
(1)
α1 ,u
(1)
α2 , and therefore it has degree 1 in each
of the factors, hence it total degree in f is 2. Therefore, by Lemma 1.1, there exists an assignment θ ′ with values in {0, 1/2, 1} such that
f [θ ′] , 0. In other words, we have proven that both the following inequalities hold:
u
(0)
α1 [θ ′]u(1)α2 [θ ′] ,u(1)α1 [θ ′]u(0)α2 [θ ′] v(0)β1 [θ
′]v(1)β2 [θ
′] ,v(1)β1 [θ
′]v(0)β2 [θ
′] (89)
It remains to prove that θ ′ assigns 1/2 to each migrating variable s ′.
Let s ′ be a variable migrating from right to left. We claim that either the following two identities hold:
u
(0)
α1 [s ′ := 0]u(1)α2 [s ′ := 0] =u(1)α1 [s ′ := 0]u(0)α2 [s ′ := 0] (90)
v
(0)
β1
[s ′ := 1]v(1)β2 [s
′ := 1] =v(1)β1 [s
′ := 1]v(0)β2 [s
′ := 1] (91)
or the following two identities hold (obtained by switching s ′ := 0 and s ′ := 1):
u
(0)
α1 [s ′ := 1]u(1)α2 [s ′ := 1] =u(1)α1 [s ′ := 1]u(0)α2 [s ′ := 1] (92)
v
(0)
β1
[s ′ := 0]v(1)β2 [s
′ := 0] =v(1)β1 [s
′ := 0]v(0)β2 [s
′ := 0] (93)
The claim completes the proof, because, assuming the first two equalities hold, (90) and (91), then, if θ ′(s ′) = 0 then the left inequality in (89)
becomes an equality, while if θ ′(s ′) = 1, then the right inequality in (89) becomes an equality, which is a contradiction because we have
chosen θ ′ such that both (89) hold. Similarly for the case when (92) and (93) hold. In either case, θ ′(s ′) cannot be either 0 or 1, hence it must
be 1/2 and, since s ′ was an arbitrary migrating variable, we have that θ ′ is an extension of θ .
Thus, it remains to prove the claim. Recall that, for any α , β ,y(0)α β is final, meaning that for every symbol s
′, setting it to 0 or to 1 decomposes
the polynomial.6 Thus, for any α , β :
y
(0)
α β [s ′ := 0] =aα · bβ (94)
where aα and bβ are polynomials that depend only on α and β respectively. By assumption, s0, causes s ′ to migrate, hence, by Corollary B.12,
s ′ will cause s0 to migrate. Assume that s0 migrates from right to left: that is s0 occurs in bβ , and when we decompose y
(0)
α β [s ′ := 1] then it
occurs on the left. Then, we apply (94) to y(0)α1β and y
(0)
α2β
where α1,α2 are the values given by the lemma, and β is arbitrary, and obtain:
y
(0)
α1β
[s ′ := 0, s0 := 0] =
u (0)α1 [s ′:=0]︷  ︸︸  ︷
aα1 · b0 ·
v (0)β [s ′:=0]︷︸︸︷
c0β y
(0)
α1β
[s ′ := 0, s0 := 1] =
u (1)α1 [s ′:=0]︷  ︸︸  ︷
aα1 · b1 ·
v (1)β [s ′:=0]︷︸︸︷
c1β
y
(0)
α2β
[s ′ := 0, s0 := 0] = aα2 · b0︸  ︷︷  ︸
u (0)α2 [s ′:=0]
· c0β︸︷︷︸
v (0)β [s ′:=0]
y
(0)
α2β
[s ′ := 0, s0 := 1] = aα2 · b1︸  ︷︷  ︸
u (1)α2 [s ′:=0]
· c1β︸︷︷︸
v (1)β [s ′:=0]
and both sides of (90) become equal to aα1aα2b0b1, thus we have proven the identity (90). Applying the same reasoning to the decomposition
y
(0)
α β [s ′ := 1] (where s0 occurs on the left) we deduce the identity (91). Thus, when s0 migrates from right to left, then both identities (90)
and (91) hold. Similarly, when it migrates from right to left then (90) and (91) hold, proving the claim.
Next, assume that α1 , α2, β1 = β2. In that case only the first condition in (87) holds, thus we have:
f
def
=u
(0)
α1u
(1)
α2 − u(1)α1u(0)α2 . 0
We prove that f [θ ] . 0, where θ (s ′) = 1/2 for all migrating variables. Here we notice that every migrating variable in f has degree 1,
because it occurs either only in u(0)α1 and u
(0)
α2 or only in u
(1)
α1 and u
(1)
α2 . We prove that either f [s ′ := 0] ≡ 0 or f [s ′ := 1] ≡ 0. Using the same
argument as before, we derive that either (90) holds or (92) holds; equations (91) and (93) hold vacuously because β1 = β2. In the first case,
when (90) holds, then f [s ′ := 0] ≡ 0; in the second case f [s ′ := 1] ≡ 0. Thus, f is divisible by either s ′ or by 1 − s ′. It follows that f is a
6There is no need for partial assignment θ0 in Sec. C.7 because when p = 0 then θ0 is empty; in fact, when p = 0 then y (0)α β is isomorphic to Qα β , and it is final because Q is final.
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product of the form s ′(1 − s ′′)s ′′′ · · · i.e. there is one factor for each migrating variable s ′, and that factor is either s ′ or 1 − s ′. It follows that,
if θ assigns values 1/2 to all migrating variables, then f [θ ] . 0, completing the proof. □
Corollary C.37. If (α1, β1) , (α2, β2) then there exists an assignment θ ′ to all variables in D(0)α1β1α2β2 such that det(D
(0)
α1β1α2β2
[θ ′]) , 0.
Notice that θ ′ depends on the choices of α1, β1,α2, β2.
Proof. This is an immediate consequence of the previous Lemma C.36 and of Lemma 1.1, because det(D(0)α1β1α2β2 ) is a degree-2 multivariate
polynomial that is . 0. □
This completes our goal for this subsection. For any fixed (α1, β1) , (α2, β2), we can construct a block B(p)(u,v) isomorphic to
B(p+2)(r0, tp+2) and define an assignment θ ′ of its variables such that the polynomials y(p)α β (u,v) satisfy condition-(70) for the given pair.
Importantly, while θ ′ depends on α1, β1,α2, β2, its restriction to the zig-zag block B(p)(r0, tp ) agrees with θ , and is thus independent on
α1, β1,α2, β2, see Fig. 3 (b).
C.10 All Conditions aα1β1bα2β2 , aα2β2bα1β1
In the second part, we show that, if we modify the prefix/suffix blocks by constructing many parallel branches, in order to satisfy condition-(70)
for all pairs (α1, β1) , (α2, β2).
Consider a block B(p)(u,v) defined by Eq. (80). Let Vpref, Vsuff be the set of variables (tuples) in the prefix block B(u, r0) and suffix block
B(t0,v) respectively. These sets will depend on how many branches we choose for these blocks. Let Vzigzag be the remaining variables, in the
zig-zag block B(p)(r0, tp ) and the two remaining sets of dead-end branches at r0 and tp respectively. We will fix the following assignment θ on
Vzigzag. Consider a prefix with a single branch, and a suffix with a single branch, thus B(p)(u,v) is isomorphic to B(p+2)(r0, tp+2), then apply
Corollary C.37. This gives us an assignment θ ′ to all variables in B(p)(u,v) such that det(D(p)α1β1α2β2 )[θ
′] , 0, where D(p)α1β1α2β2 is defined
by Eq. (83) w.r.t. the entire block B(p)(u,v). While θ ′ depends on the choices of α1β1α2β2, its restriction to B(p)(r0, tp ) is independent of
α1β1α2β2. Let θ be that restriction. See Fig. 3 (c) for an illustration.
With the assignment to Vzigzag fixed, we recompute the probabilities y
(p)
α β , by separating the quantities that depend on the prefix/suffix
from the rest. For that we use Möbius inversion formula applied to the points r0 and tp , which separate the two sets of blocks, and obtain:
y
(p)
α β (u,v) =
∑
γ ∈L0(G),δ ∈L0(H)
pαγ c
(p)
γ δqδ β (95)
where:
pαγ
def
= Pr(Yαγ (u, r0)) c(p)γ δ
def
= µ(γ )µ(δ )y(p)γ δ (r0, tp )
∏
j
y
(0)
γ 1ˆ
(r0, e(j)0 )
∏
j
y
(0)
1ˆδ
(f (j)0 , t0) qδ β
def
= Pr(Yδ β (tp ,v)) (96)
We think of these quantities as follows. The values cγ δ are constants, since they are defined by the assignment θ to Vzigzag, and do not
depend on the pair (α1, β1) , (α2, β2). The quantities pαγ are defined by the prefix block B(u, r0). The value pαγ is defined exactly like yα β ,
the only difference is that it goes from left-to-left, thus α ,γ come from the same lattice L(G), with the only restriction that γ , 1ˆ. Similarly,
the values qδ β are defined by the suffix block.
We compute det(Dα1β1α1β2 ) in terms of these new variables pαγ and qδ β , and denote it by fα1β1α1β2 :
fα1β1α1β2 =
 y
(0)
α1β1
y
(0)
α2,β2
y
(1)
α1β1
y
(1)
α2,β2
 =

∑
γ1∈L0G),δ1∈L0(H) pα1γ1c
(0)
γ1δ1
qδ1β1
∑
γ2∈L0G),δ2∈L0(H) pα2γ2c
(0)
γ2δ2
qδ2β2∑
γ3∈L0G),δ3∈L0(H) pα1γ3c
(1)
γ3δ3
qδ3β1
∑
γ4∈L0G),δ4∈L0(H) pα2γ4c
(1)
γ4δ4
qδ4β2

=
∑
γ1,δ1, ...,γ4,δ4
(
c
(0)
γ1δ1
c
(1)
γ4δ4
pα1γ1qδ1β1pα2γ4qδ4β2 − c(0)γ2δ2c
(1)
γ3δ3
pα1γ2qδ2β1pα2γ3qδ3β2
)
=
∑
γ1,δ1, ...,γ4,δ4
(
c
(0)
γ1δ1
c
(1)
γ4δ4
pα1γ1qδ1β1pα2γ4qδ4β2
)
−
∑
γ1,δ1, ...,γ4,δ4
(
c
(0)
γ2δ2
c
(1)
γ3δ3
pα1γ2qδ2β1pα2γ3qδ3β2
)
=m¯n¯
∑
γ1,δ1,γ4,δ4
(
c
(0)
γ1δ1
c
(1)
γ4δ4
pα1γ1qδ1β1pα2γ4qδ4β2
)
− m¯n¯
∑
γ2,δ2,γ3,δ3
(
c
(0)
γ2δ2
c
(1)
γ3δ3
pα1γ2qδ2β1pα2γ3qδ3β2
)
=m¯n¯
∑
γ1,δ1,γ2,δ2
(
c
(0)
γ1δ1
c
(1)
γ2δ2
− c(0)γ1δ2c
(1)
γ2δ1
)
pα1γ1pα2γ2qδ1β1qδ2β2
def
= m¯n¯
∑
γ1,δ1,γ2,δ2
(
Γγ1γ2δ1δ2
)
pα1γ1pα2γ2qδ1β1qδ2β2 (97)
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We make the following observations about this polynomial.
• The quantities pαγ and qδ β are defined in (96), and thus depend on the assignment θ on the variables Vpref ∪ Vsuff.
• On the other hand, we can view the quantities pαγ and qδ β as independent variables, and thus, fα1β1α1β2 in Eq. (97) is a multivariate
polynomial in these variables.
• The polynomial fα1β1α1β2 is not identically 0. This follows from Corollary C.37 since we can construct prefix/suffix blocks consisting
of a single branch and extend θ to a total assignment θ ′ such that fα1β1α1β2 = det(Dα1β1α1β2 )[θ ′] , 0.
• The coefficients of the polynomial fα1β1α1β2 are Γγ1γ2δ1δ2 . The total number of variables is 2m¯ + 2n¯, where m¯ = |L0(G)|, n¯ = |L0(H)|.
• When α1 = α2 = α , β1 , β2, then the polynomial has only m¯ + 2n¯ variables, and it simplifies to:
m¯n¯
∑
γ ,δ1,δ2
(
c
(0)
γ δ1
c
(1)
γ δ2
− c(0)γ δ2c
(1)
γ δ1
)
p2αγqδ1β1qδ2β2
The reason is that in Eq. (97), the monomials pαγ1pαγ2 and pαγ2pαγ1 are of course the same, but the coefficients given by γ1,γ2 and
γ2,γ1 cancel out, except when γ1 = γ2. This polynomial is also not identically zero, det(Dα β1α β2 )[θ ′] , 0, by the same argument.
• Similarly, when α1 , α2, β1 = β2 = β the polynomial has only 2m¯ + n¯ variables, simplifies similarly, and is not ≡ 0.
• If both α1 = α2 and β1 = β2, then there are only m¯ + n¯ variables, but the polynomial is ≡ 0. We are not interested in this case.
• Suppose we have built two separate blocks B(p)1 (u,v) and B
(p)
2 (u,v), with the same p, but different prefixes/suffixes, i.e. different
number of parallel branches, and different probability assignments. The values of the quantities (96) are p(1)αγ and q
(1)
δ β in the first block,
and p(2)αγ and q
(2)
δ β in the second block; the coefficients c
(p)
γ δ are the same, since we use the same assignment θ for the variables Vzigzag
in blocks. Construct a new block B(p)(u,v) whose prefix consists of the union of all parallel branches in B(p)1 (u,v) and B
(p)
2 (u,v), and
similarly its suffix consists of the union of all parallel branches of the suffices of the two blocks; see Fig. 3 (c). Then the quantities (96)
of the new block are given by the products, i.e. p(1)αγp
(2)
αγ and q
(1)
δ βq
(2)
δ β respectively. This follows immediately from the fact that, in the
Möbius expansion, the formulas for the parallel branches in the suffix/postfix become independent; this is in fact a special case of
Theorem C.19.
Next, we state a theorem, of possible independent interest, which we prove in the next section.
Theorem C.38. Let f1, . . . , fm be multivariate polynomials in the variables x = (x1, . . . ,xn ). Suppose that, for each i = 1,m, there exists a
set of values vi = (vi1, . . . ,vin ) ∈ Rn , vi j > 0, such that fi (vi ) , 0. Then there exists natural numbers k1,k2, . . . ,kn ≥ 1 such that, setting
v = (v1,v2, . . . ,vn ) where vj def= vk1i1vk2i2 · · ·vknin we have f1(v) , 0, . . . , fm (v) , 0.
If v1, v2 are two vectors, then we write v1v2 for their element-wise product. Thus, the theorem states that, if fi (vi ) , 0, then there exists
exponents such that, defining v def=
∏
i v
ki
i , then for all i = 1, . . . ,m, fi (v) , 0. We prove the theorem in the next section.
We use this theorem as follows. We need to satisfy several conditions aα1β1bα2β2 , aα2β2bα1β1 . Letm be the number of such conditions, we
will refer to them using an index i = 1, 2, . . . ,m. For each condition i we know that we can satisfy that condition, using a single prefix/suffix
branch and some assignment θi of the variables Vpref, Vsuff; this follows from Corollary C.37. The assignment θi results in numerical values
pαγ [θi ], qδ β [θi ], and, in particular, on these values, fα1β1α1β2 , 0. Next, construct parallel branches of the prefix/suffix. In the new block,
the quantities pαγ are products
∏
i (pαγ [θi ])ki where ki is the number of copies of the branch with assignment θi , and similarly for qδ β . To
apply the Theorem C.38 we need to prove that pαγ [θi ] > 0 for all α ,γ ,θi . Corollary C.37 seems insufficient for that. Instead, we will use
the corollary only to prove that the polynomials fα1β1α1β2 are not identically 0, then prove that we can satisfy each condition i with an
assignment that guarantees pαγ [θi ] > 0 and qδγ [θi ] > 0 for all α , β,γ ,δ .
Lemma C.39. Consider two distinct monomials pα1γ1pα2γ2qδ1β1qδ2β2 and pα1γ3pα2γ4qδ3β1qδ4β2 occurring in the polynomial fα1α2β1β2 (97).
Then there exists an assignment θ ′ to the variables in Vpref ∪ Vsuff such that (a)
pα1γ1 [θ ]pα2γ2 [θ ]qδ1β1 [θ ]qδ2β2 [θ ] ,pα1γ3 [θ ]pα2γ4 [θ ]qδ3β1 [θ ]qδ4β2 [θ ]
and (b) for every α ,γ , pαγ [θ ] > 0 and for every δ , β , qδ β [θ ] > 0.
Proof. While pα1γ1 is a variable in the polynomial (97), it is in turn a multi-linear polynomial in the variables associated to the tuples in
the prefix block. We consider a prefix block with a single parallel branch, and start by proving that the two monomials, when viewed as
multilinear polynomials over the variables Vpref ∪ Vsuff is not identically zero. Suppose otherwise, then:
pα1γ1pα2γ2qδ1β1qδ2β2 ≡ pα1γ3pα2γ4qδ3β1qδ4β2 (98)
Since the quantities p contain only variables from the prefix and the quantities q only from the suffix, we obtain that both two identities
below must hold:
pα1γ1pα2γ2 ≡pα1γ3pα2γ4 qδ1β1qδ2β2 ≡qδ3β1qδ4β2 (99)
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We prove that if the first identity holds, then, when viewed as monomial terms in fα1β1α2β2 , the monomials pα1γ1pα2γ2 and pα1γ3pα2γ4 are
the same. If the second identity holds as well, then the other two monomials qδ1β1qδ2β2 and qδ3β1qδ4β2 are identical; both cannot hold by the
assumption of the lemma. So, assume that the first identity above holds. By Lemma C.23 the polynomial pα1γ1 is irreducible; indeed, this
polynomial is like y(p)α β , but instead of going from left to right i.e. r0 − t1 − r1 − · · · − rp − tp , it goes from left-to-left, u − tpref − r0. Similarly,
the polynomials pα1γ2 , pα2γ1 , and pα2γ2 are irreducible. Therefore, there are two cases. The first is when pα1γ1 ≡ pα1γ3 and pα2γ2 ≡ pα2γ4 . In
that case, using the argument in Lemma C.10, we conclude that γ1 = γ3 and γ2 = γ4, meaning that monomials pα1γ1pα2γ2 and pα1γ3pα2γ4 are
the same. The second case is pα1γ1 ≡ pα2γ4 and pα2γ2 ≡ pα1γ3 , in which case α1 = α2 and γ1 = γ4 and γ2 = γ3, and, again, the two monomials
are identical.
Therefore, at least one of the identities in (99) does not hold, and we assume w.l.o.g. that it is the first identity. By Lemma 1.1 in the
introduction there exists an assignment θ on Vpref such that pα1γ1 [θ ]pα2γ2 [θ ] , pα1γ3 [θ ]pα2γ4 [θ ]. We extend it by setting θ (X ) = 1 for all
variables X in Vsuff, which satisfies condition (a) of the lemma.
It remains to prove condition (b), and here we distinguish two cases.
Case 1: γ1 = γ4 and γ2 = γ3. Then θ satisfies:
pα1γ1 [θ ]pα2γ2 [θ ] ,pα1γ2 [θ ]pα2γ1 [θ ] (100)
Let C0,C1, . . . ,Ck be a left-right path of minimal length in Q . The prefix block B(u, r0) has a main link B(u, tpref) ∪ B(r0, tpref) and
dead-end branches from tpref We claim (1) for any left ubiquitous symbolU of the query Q , θ (U (u, tpref)) = 1/2. Indeed, since Q is
final, settingU := 0 orU := 1 collapses all left subclauses, and as a result pα1γ1 [U (u, tpref) := 0] = pα2γ1 [U (u, tpref) := 0], making (100)
an identity. Similarly forU (u, tpref) := 1, proving that θ (U (u, tpref)) = 1/2. Similarly we prove that θ (U (r0, tpref)) = 1/2. (2) If X is any
other variable in the prefix block, different from S(u, tpref) or S(r0, tpref) for symbol S ∈ Symb(C0) ∩ Symb(C1), then θ (X ) = 1/2. Indeed,
any such variable X is disconnects the ubiquitous symbols U (u, tpref) fromU (r0, tpref), in all Boolean formulas Yαγ (i.e. for all choices
of α ,γ ), hence:
Yα1γ1 [X := 0] =Fα1 ∧Gγ1 Yα1γ2 [X := 0] =Fα1 ∧Gγ2
Yα2γ1 [X := 0] =Fα2 ∧Gγ1 Yα2γ2 [X := 0] =Fα2 ∧Gγ2
Thus, the polynomials pα1γ1 factorize in similar ways, and (100) becomes an identity again. It follows that, the only variables X for
which θ (X ) = 0 are those of the form X = S(u, tpref) and X = S(u, tpref) for S ∈ Symb(C0) ∩ Symb(C1). We claim that, in this case, for
any α ,γ , pαγ [θ ] > 0. Indeed, no clause of Yαγ may consists only of variables of the form S(u, tpref) with S ∈ Symb(C0) ∩ Symb(C1),
because such a clause would be the grounding of a clauseC in the query, but then there exists a homomorphismC → C1, contradicting
the assumption that Q has no redundant clauses. Therefore, θ does not set any clause in Yαγ to 0. It follows that pαγ > 0, completing
the proof.
Case 2: (γ1,γ2) , (γ4,γ3). Choose any symbol S ∈ Symb(C1)) ∩ symb(C2), define X def= S(r0, tpref), and set X := 1. Then the polynomials
factorize as follows:
pα1γ1 [X := 1] =fα1дγ1 pα2γ2 [X := 1] =fα2дγ2
pα1γ3 [X := 1] =fα1дγ3 pα2γ4 [X := 1] =fα2дγ4
Since (γ1,γ2) , (γ4,γ3), we have дγ1дγ2 . дγ3дγ4 . Let θ be any assignment with values {0, 1/2, 1} such that дγ1 [θ ]дγ2 [θ ] . дγ3 [θ ]дγ4 [θ ],
and extend it to an assignment to all variables by setting θ (X ′) = 1 for all variables X ′ in the polynomials fα1 , fα2 . Thus, we have
pα1γ1 [θ ]pα2γ2 [θ ] = дγ1 [θ ]дγ2 [θ ] ,pα1γ3 [θ ]pα2γ4 [θ ] = дγ3 [θ ]дγ4 [θ ] (101)
We prove that θ satisfies a similar property to case 1. Indeed, the only variables in the д-polynomials are of the formU (r0, tpref), for
some ubiquitous symbol, or S(r0, tpref), for some symbol S ∈ Symb(C0) ∩ Symb(C1). If X = U (r0, tpref) for some ubiquitous symbol,
then, as we argued before, all left clauses collapse once we set X := 1, thus дγ1 [X := 1] ≡ дγ2 [X := 1] ≡ дγ3 [X := 1] ≡ дγ4 [X := 1]; if
θ (X ) = 1, then the inequality (101) becomes an equality. Thus, the only variables that can be set to 0 are those of the form S(r0, tpref),
for some symbol S ∈ Symb(C0) ∩ Symb(C1). As we argued above, it follows that pαγ [θ ] > 0 for all α ,γ .
□
We now proceed to re-prove Corollary C.37.
Lemma C.40. Fix any (α1, β1) , (α2, β2), and consider a prefix/suffix block with a single branch. Then there exists an assignment θ of the
variables in Vpref ∪ Vsuff such that (1) fα1,β1,α2,β2 [θ ] , 0 and (2) for any α ,γ , pαγ [θ ] > 0 and for any β ,δ , qδ β [θ ] > 0.
Proof. Denote bym1,m2, . . . ,mn themonomials occurring in all polynomials fα1,β1,α2,β2 . That, eachmi has the formmi = pα1γ1pα2γ2qδ1β1qδ2β2
for some choice of γ1,γ2,δ1,δ2, and we can write fα1,β1,α2,β2 =
∑
i Γimi , where Γi is the coefficient of the i’th monomial. Recall that the
polynomial is not identically 0 (this follows from Corollary C.37). For each i , j , let θi j be the assignment given by Lemma C.39 for this pair
of monomials. Denote by pi j be the vector consisting of all values pαγ [θi j ] and qδ β [θi j ]: many do not occur in the polynomial fα1,β1,α2,β2 ,
but we include all of them in these vectors. Notice that all components of all these vectors are > 0. By Theorem C.38, we can construct
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prefix/suffix blocks consisting of multiple parallel copies of these blocks, such that (1) the new vectors p are element-wise products of the
vectors pi j , and similarly for q; in particular all their components are > 0, and (2) all pairs of monomials in fα1,β1,α2,β2 are distinct:mi ,mj .
Call this block the starting block; notice that it has several parallel branches in both the prefix and the suffix (the same number of branches
in the prefix and suffix). Thus, we have:
fα1,β1,α2,β2 (p, q) =
∑
i=1,n
Γimi
Next, we make k parallel copies of the starting block; on this even larger block, the vector p is replaced by pk , i.e. each component is raised
to the power k , and similarly for q. Thus, in the new block, the polynomial is:
fα1,β1,α2,β2 (pk , qk ) =
∑
i=1,n
Γim
k
i
If this value is = 0 for all k = 1, 2, . . . ,n + 1, then Γ1 = · · · = Γn = 0, because the valuesmi are distinct and thus the matrix of the system of
linear equation is non-singular (it is a Vandermonde matrix). But that implies that the polynomial is identically 0, which is a contradiction.
Thus, there exists k such that the value of this polynomial is , 0. Since all components of pk , qk are > 0, this proves the claim. □
Finally, we pove:
Corollary C.41. There exists a choice of the prefix/suffix blocks such that, for every pair (α1, β1) , (α2, β2), the polynomial (97) is , 0.
Proof. By the previous lemma we can construct a prefix/suffix block that satisfies one polynomial , 0. By Theorem C.38, we can construct
parallel branches of these prefix/suffix blocks to satisfy all polynomials , 0, as required. □
The corollary completes the proof: with this choice of prefix/suffix blocks we have aα1β1bα2β2 , aα2β2bα1β1 for all (α1, β1) , (α2, β2), and
this we proved condition-(70).
It remains to prove Theorem C.38.
C.11 Proof of Theorem C.38
Thus, in the rest of this section it remains to prove Theorem C.38. Here we will refer to the polynomials f1, f2, . . . as p1,p2, . . .
We write a multivariate polynomial as
p(x1, . . . ,xn ) = p(x) =
∑
e:e≤d
aexe (102)
Here e = (e1, . . . , en ) ∈ Nn denotes a vector of exponents, xe def= ∏i xeii , and e ≤ d means ei ≤ d for all i; in other words, each variable xi
has degree ≤ d . We assume that that the coefficients ae are real numbers.
We will consider vectors of values v = (v1, . . . ,vn ) ∈ Rn+. Unless otherwise stated, we will always assume vi > 0. We denote by
vk def= (vk1 , . . . ,vkn ), and denote by vw
def
= (v1w1, . . . ,vnwn ), where w = (w1, . . . ,wn ). Then, Theorem C.38 says that: if p1(v1) , 0, . . .,
pm (vm ) , 0, then there exists u def= vk11 · · · vkmm s.t. p1(u) , 0, . . ., pm (u) , 0.
We prove the theorem through a sequence of lemmas. Let p(x) be a multivariate polynomial in n variables, of degree d , and let v ∈ Rn+ be
a vector of non-zero values. To compute p(vk ) we will group the terms of (102) as follows. Let:
U
def
= {ve | e ≤ d} ⊆ R+
That is, U is the set of all distinct values ve that will occur in the expansion of p(v). Assume U hasm distinct values, U = {u1, . . . ,um }. For
all ui ∈ U , define:
Ev,i
def
= {e | e ≤ d, ve = ui }
Thus, Ev,1 ∪Ev,2 ∪ . . .∪Ev,m forms a partition of the set of all exponents occurring in p(x), and we can write it as a sum ofm polynomials:
p(x) =
∑
i=1,m
(
∑
e∈Ev,i
aexe) def=
∑
i=1,m
pv,i (x)
Then, for all i , pv,i (vk ) = uki pv,i (1), because all terms (vk )e in pv,i (vk ) are equal to uki . Therefore,
p(vk ) =
∑
i=1,m
pv,i (vk ) =
∑
i=1,m
uki pv,i (1) (103)
Notice that pv,i (1) = pv,i (1, 1, . . . , 1) are just the sum of all coefficients of the polynomial pv,i (x).
Let’s call a polynomial p(x) balanced if p(1) = 0; otherwise it is imbalanced. We prove:
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Lemma C.42. Let v ∈ Rn+ be such that p(v) , 0. Then there exists i such that pv,i (x) is imbalanced.
Proof. We prove the converse: if each pv,i (x) is balanced, then p(v) = 0. This follows immediately from Eq. (103). □
Lemma C.43. If at least one of the polynomials pv,i (x) is imbalanced, then there exists k0 ≥ 0 such that forall k ≥ k0, p(vk ) , 0. In other
words, p(vk ) , 0, for all k that are “large enough”.
Proof. Assume w.l.o.g. thatm > 0 and all polynomials pv,i (x) are imbalanced (otherwise we simply remove the balanced polynomials
and corresponding values ui ). Also assume u1 > u2 > · · · > um . Then Eq. (103) becomes:
p(vk ) =
∑
i=1,m
uki pv,i (1) = uk1
©­­­­­­­«
pv,1(1) +
∑
i=2,m
(
ui
u1
)k
pv,i (1)︸                   ︷︷                   ︸
→0
ª®®®®®®®¬
When k →∞, then the expression under ∑i=2,m goes to 0, hence when k is large enough, pv,1(1) +∑i=2,n (· · · ) , 0. □
Next, we will examine combinations of the form vswt for natural numbers s, t ≥ 1. We will require some simple inequality constraints of
these pairs s, t , which we define next.
Definition C.44. An inequality constraint is a pair of real numbers (α , β), such that (α , β) , (0, 0) (i.e. not both α , β can be 0). We say that
two natural numbers s, t ∈ N satisfy the constraint if s, t ≥ 1 and sα + tβ , 0. If Γ is a set of inequality constraints, then we write Γ |= (s, t)
when s, t satisfy every constraint in Γ.
We need two very simple facts:
Lemma C.45. If Γ is a finite set of inequality constraints, then there exists infinitely many pairs of natural numbers s, t s.t. s ≥ 1, t ≥ 1 that
satisfy all constraints in Γ.
Proof. Let Γ = {(α1, β0), . . . , (αm , βm )}, and define the set S def= {−αi/βi | (αi , βi ) ∈ Γ, βi , 0}. This is a finite set of real numbers. Then,
any pair of natural numbers s, t such that s, t ≥ 1 and t/s ∈ Q − S satisfies all constraints in Γ: indeed, if βi , 0 then t/s , −αi/βi implies
sαi + tβi , 0, and if βi = 0 then sαi + tβi = sαi , 0 because s > 0. □
Lemma C.46. Let α1 > α2 > · · · > αm and β1 > β2 > · · · > βs be two sequences of distinct real values. Then there exists a finite set of
inequality constraints Γ such that, for any numbers s, t , if Γ |= (s, t), then them · s values qαi + tβj , i = 1,m, j = 1, s , are distinct.
Proof. For all tuples i1, i2, j1, j2 such that 1 ≤ i1 ≤ i2 ≤ m and 1 ≤ j1 ≤ j2 ≤ s and (i1, j1) , (i2, j2), define γi1i2 j1 j2 = αi1 − αi2 and
δi1i2 j1 j2 = βj1 − βj2 . Let Γ be the set of constraints (γi1i2 j1 j2 ,δi1i2 j1 j2 ). If Γ |= (q, t), then qγi1i2 j1 j2 + tδi1i2 j1 j2 , 0 for all i1, i2, j1, j2, which
implies qαi1 + tβj1 , qαi2 + tβj2 . □
Let p(x, y) = ∑e,f ae,f xeyf be a polynomial in two sets of variables, and let v,w be two sequences of positive real numbers. We define:
U
def
= {ve | e ≤ d} = {u1 > u2 > · · · > um (> 0)}
Z
def
= {we | e ≤ d} = {z1 > z2 > · · · > zs (> 0)}
Ev,w,i, j
def
= {(e, f) | e ≤ d, f ≤ d, ve = ui ,wf = zj }
As before, for any two sequences of positive real numbers v,w, the sets Ev,w,i, j partition the set of exponents occurring in p, and we can
write:
p(x, y) =
∑
i, j
©­­«
∑
(e,f)∈Ev,w,i, j
ae,f x
eyf
ª®®¬
def
=
∑
i=1,m;j=1,s
pv,w,i, j (x, y)
Lemma C.47. Fix p(x, y), and let v ∈ Rn+ be a vector of values > 0, such that p(v, 1) , 0. Let w ∈ Rn+ be any other vector of values > 0.
Then there exists a finite set of inequality constraints Γ, such that, forall s, t , if Γ |= (s, t) then there exists k0 ≥ 0 such that forall k ≥ k0,
p(ukq , vkt ) , 0.
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Proof. LetU ,Z ,Ev,w,i, j ,pv,w,i, j (x, y) be defined as above. We start by noticing that, for any numbers a,b ≥ 0, we have pv,w,i, j (va ,wb ) =
uai z
b
j pv,w,i, j (1, 1). For any three numbers q, t ,k ≥ 0, we have:
p(vkq ,wkt ) =
∑
i=1,m;j=1,s
pv,w,i, j (vkq ,wkt )
=
∑
i=1,m;j=1,s
u
kq
i z
kt
j pv,w,i, j (1, 1)
=
∑
i=1,m;j=1,s
rki jpv,w,i, j (1, 1)
where ri j
def
= u
q
i z
t
j . We notice that there exists i, j such that pv,w,i, j (1, 1) , 0. Indeed, if we choose k = q = 1, t = 0, then the quantity above
becomes p(vkq ,wkt ) = p(v, 1), which, by assumption of the lemma is , 0, proving that at least one quantity pv,w,i, j (1, 1) , 0.
We will define a set of constraints Γ such that Γ |= (q, t) implies that all values ri j = uqi ztj are distinct or, equivalently, the quantities
q logui + t log zj are distinct. To obtain such a Γ, we apply Lemma C.46 to the sequences logui and log zj respectively. Considering only
those values ri j for which pv,w,i, j (1, 1) , 0, let ri0 j0 be the largest number. Then we have:
p(vkq ,wkt ) =
∑
i=1,m;j=1,s
rki jpv,w,i, j (1, 1)
=ri0 j0
©­­«pv,w,i0, j0 (1, 1) +
∑
(i, j),(i0, j0)
(
ri j
ri0 j0
)k
pv,w,i, j (1, 1)
ª®®¬
Since limk→∞
(
ri j
ri0 j0
)k
= 0 it follows that, for k large enough, p(vkq ,wkt ) , 0, as required. □
Finally, we can prove Theorem C.38.
Proof. (Of Theorem C.38) We proceed by induction onm. Whenm = 1 then the theorem holds trivially. Assumem ≥ 2, and denote
p(x) def= p1(x) · p2(x) · · ·pm−1(x). By induction hypothesis, there exists v = vk11 · · · vkm−1m−1 such that p(v) , 0, and there exists w such that
pm (w) , 0.
Define the following polynomials f (x, y) and д(x, y):
f (x1, . . . ,xn ,y1, . . . ,yn ) def=p(x1y1, . . . ,xnyn )
д(x1, . . . ,xn ,y1, . . . ,yn ) def=pm (x1y1, . . . ,xnyn )
We apply Lemma C.47 to the polynomial f and the sequences v,w: the assumption f (v, 1) , 0 holds because f (v, 1) = p(v) , 0. Therefore,
we obtain a finite set of constraints Γ1 s.t. for all s, t , if Γ1 |= (s, t), then f (vks ,wkt ) , 0 for all k “large enough”.
Similarly, we apply Lemma C.47 to the polynomial д and the same sequences v,w. The condition in the lemma holds, because д(1,w) =
pm (w) , 0. Therefore, there exists a finite set of constraints Γ2 s.t. for all s, t , if Γ2 |= (s, t) then д(vks ,wkt ) , 0 for all k “large enough”.
Let (s, t) be any pair that satisfies both Γ1 and Γ2: such a pair exists by Lemma C.45, because Γ1 ∪ Γ2 is a finite set. Therefore, if k is large
enough, then, denoting u def= vkswkt , we notice that this has the required form of the theorem, i.e. u =
∏
i v
ki
i for appropriate exponents
ki , and we prove that it satisfies the conditions of the theorem. Indeed, on one hand p(u) = p(vkswkt ) = f (vks ,wkt ) , 0 which implies
pi (u) , 0 for all i = 1,m − 1, and on the other hand pm (u) = pm (vkswkt ) = д(vks ,wkt ) , 0, proving the theorem. □
