We consider implementations of a bipartite unitary on many pairs of unknown input states by local operation and classical communication assisted by shared entanglement. We investigate to what extent the entanglement cost and the classical communication cost can be compressed by allowing nonzero but vanishing error in the asymptotic limit of infinite pairs. We show that a lower bound on the minimal entanglement cost, the forward classical communication cost, and the backward classical communication cost per pair is given by the Schmidt strength of the unitary. We also prove that an upper bound on these three kinds of the cost is given by the amount of randomness that is required to partially decouple a tripartite quantum state associated with the unitary. In the proof, we construct a protocol in which quantum state merging is used. For generalized Clifford operators, we show that the lower bound and the upper bound coincide. We then apply our result to the problem of distributed compression of tripartite quantum states, and derive a lower and an upper bound on the optimal quantum communication rate required therein.
I. INTRODUCTION
O NE of the major interests in quantum information theory is to reveal the interconvertibility among different types of resources, such as quantum channels, noisy and noiseless entanglement, classical channels, and classical correlations. In the asymptotic limit of many copies, the rates at which those resources are interconvertible are derived in coding theorems. A theoretical framework composed of such coding theorems are called quantum Shannon theory [1] - [3] . Recently, it is shown that most of the central coding theorems in quantum Shannon theory can be systematically derived from protocols called quantum state merging [4] , [5] , the fully quantum Slepian-Wolf [6] , or its generalization called quantum state redistribution [7] - [10] . The main technical tool in their proof is the decoupling theorem [11] - [13] . Main tasks considered in quantum Shannon theory such as transmitting information and establishing entanglement turned out to be convertible into the task of destroying correlation between a system and the reference system.
In classical information theory, however, not only transmitting information but also computing a function is an object of study [14] , [15] . Suppose that two distant parties Alice and Bob are given random bits x = (x (1) , · · · , x (l) ) and y = (y (1) , · · · , y (l) ), respectively, and try to compute a function f (x, y). Such a task is called distributed function computation. One way to compute f is that Alice sends all x to Bob and Bob locally computes f (x, y), which apparently requires l bits of communication. But depending on f , there are cases when the communication cost can be reduced below l bits. For example, if l = 2 and f (x, y) = x (1) · y (1) + y (2) , only 1 bit of communication is sufficient, because only Alice have to send x (1) to Bob. Moreover, when Alice and Bob are given x 1 , · · · , x n and y 1 , · · · , y n from i.i.d. information sources, and try to compute f (x 1 , y 1 ), · · · , f (x n , y n ), there are cases when the classical communication cost can be compressed depending on f . That is, by allowing nonzero but vanishing error in the limit of n → ∞, the total communication cost per input pair can be reduced below the single-shot limit.
A quantum analog of distributed function computation would be distributed quantum computation [16] , [17] . Among many tasks, one of the simplest is implementations of bipartite unitaries on unknown input states by local operation and classical information (LOCC) assisted by shared entanglement. Suppose Alice and Bob have quantum systems A and B in unknown states |ψ A and |φ B , respectively, and try to apply a unitary U AB by entanglement-assisted LOCC (EALOCC). A trivial way is one using quantum teleportation [18] , where Alice teleports her input system to Bob, Bob performs the unitary, and then he teleports Alice's input system back to her. In the case of two-qubit unitaries, such a protocol consumes two Bell pairs and two bits of classical communication in both direction. But in [19] , a protocol is proposed for performing two-qubit controlledunitary gates deterministically and exactly by using one ebit of entanglement resource and one bit of classical communication in both direction. This result indicates that, as well as the classical distributed function computation, there are cases where we can reduce the cost of resources depending on the unitary.
Many studies have been made on such a task, particularly to find more efficient protocols which consume less resources [19] - [27] , and to derive minimum amount of resources that are required to accomplish the task [28] , [29] . However, finding out efficient protocols is difficult in general. Moreover, most studies have only focused on single-shot protocols.
In the present paper, we investigate compressibility of the entanglement cost and the classical communication cost in EALOCC implementations of bipartite unitaries by considering an asymptotic scenario. We consider a task of applying ⊗n . We allow nonzero but vanishing error in the asymptotic limit of n → ∞. We investigate the minimum amount of the entanglement cost, the forward and the backward classical communication cost per input pair in the asymptotic limit.
We prove that a lower bound on the minimum amount of the three costs per pair is given by a parameter called the Schmidt strength of the unitary (Theorem 3). To derive an upper bound, we focus on the fact that applying (U AB ) ⊗n on (|Φ
That is, for a given state |Ψ(U † ) ⊗n , Alice and Bob need to decouple AR A and BR B , while preserving entanglement between AB and R A R B . For this task, we construct a three-turn protocol consisting of two steps. In the first step, Alice performs a measurement on her system, sends the result to Bob, and Bob applies a unitary on his system. In the second step, Bob sends a part of his system to Alice by quantum state merging. We find that Alice's measurement must decouple AR A and R B (Lemma 4). That is, we need to find a quantum operation on A that decouples AR A and R B . The cost of randomness required in this decoupling process turns out to be equal to the entanglement cost, the forward and the backward classical communication cost in the protocol (Theorem 7). Thus we derive an upper bound on the optimal amount of the three costs in terms of the decoupling cost.
For generalized Clifford operators, we prove that the lower bound and the upper bound coincide, thus we derive the optimal entanglement cost, the forward and the backward classical communication cost (Theorem 10).
We then relate our results to an apparently different task in quantum Shannon theory, namely, distributed compression of multipartite quantum states. In distributed compression, multiple senders A 1 , · · · , A m initially share n identical copies of a pure state |ψ A1...AmR , where R is a reference system. The task is to compress their shares and transmit them to a receiver with a vanishingly small error, only by quantum communication from each of the m parties to the receiver. Contrary to the bipartite setting [6] , [30] , little has been known on more than bipartite case since it was first formulated and analyzed in [31] . In the present paper, we consider distributed compression of tripartite states associated with bipartite unitaries in a specific setting, and derive a lower and an upper bound on the optimal quantum communication rate required therein.
The structure of this paper is as follows. In Section II, we review results from previous studies on EALOCC implementations of bipartite unitaries in the single-shot regime. In Section III we give the formulation of our problem. In Section IV, we derive a lower bound on the three kinds of the cost. In Section V, we consider single-shot protocols for implementing bipartite unitaries by three-turn LOCC started by Alice's measurement. We derive conditions on Alice's measurement. In Section VI, using the result in Section V, we derive an upper bound on the three kinds of the cost. In Section VII, we prove that for generalized Clifford operators, the lower bound and the upper bound coincide. In Section VIII, we apply our results to the problem of distributed compression of tripartite quantum states. Conclusions and discussions are given in Section IX.
Notations. We abbreviate (M
We denote a system composed of n identical systems A as A n andĀ. The fidelity of the states ρ and σ is defined as
II. PRELIMINARIES In EALOCC implementations of bipartite unitaries, Alice and Bob apply a bipartite unitary U AB on unknown quantum states ϕ A ∈ H A and ψ B ∈ H B , by LOCC using some resource entanglement shared between the parties in advance. Protocols for this task are classified in terms of the success probability and the fidelity of the final state to the target state U AB |ϕ A |ψ B . A protocol is called deterministic if it succeeds in implementing U AB with the probability one, otherwise it is called probabilistic. A protocol is called exact if the fidelity of the final state to the target state is one, otherwise it is called approximate.
Many studies have been made to find more efficient protocols which consume less resources [19] - [27] . A probabilistic and approximate protocol for two-qubit unitaries is proposed and investigated in [20] . Probabilistic and exact protocols for two-qubit unitaries are studied in [21] - [23] . A deterministic and exact protocol for two-qubit unitaries is proposed in [19] , and those for general bipartite unitaries are studied in [26] , [27] . In [28] , the minimum entanglement cost of deterministic and exact protocols for two-qubit controlled-unitaries is investigated. It is shown that any protocol for that task requires at least 1 ebit of entanglement when the resource state is a pure entanglement with the Schmidt rank 2, despite the fact that the controlled-unitary can be almost equal to the identity operator. The result is generalized for arbitrary bipartite unitaries in [29] . It is also shown numerically in [29] that there exists a class of two-qubit controlled-unitaries which can be implemented exactly and deterministically by using entanglement resource with the Schmidt rank 3, but with the entanglement entropy less than 1 ebit. Fig. 1 . The task we consider in this paper is to apply (U AB ) ⊗n on (|Φ d AR A |Φ d BR B ) ⊗n by using the resource entanglement Φ
Kn . The fact that R A and R B are inaccessible to Alice and Bob makes the problem nontrivial. The entanglement cost is defined as the difference between the initial entanglement and the final entanglement shared by Alice and Bob.
A difficulty in investigating EALOCC implementations of bipartite unitaries originates from the fact that we have no guiding principle in searching efficient protocols. Consequently, previous approaches are mostly case-by-case studies which cannot be straightforwardly generalized. In what follows, we show that the decoupling point of view, which is a powerful tool in quantum Shannon theory, may be one of such guiding principles. Although our main focus is an asymptotic scenario, our decouplingbased method would also be helpful in investigating single-shot protocols, as it is indicated in Section V. 
⊗n . We do not require that the fidelity is unity for finite n. Instead, we require that the fidelity converges to one in the limit of n → ∞. A rigorous definition is below.
Definition 1 Consider a unitary
Let Alice and Bob have registers A 0 , A 1 and B 0 , B 1 , respectively. We refer to the following quantum operation M n as an EALOCC implementation of U ⊗n with the error n , the entanglement cost log K n − log L n , the forward classical communication cost C → n , and the backward classical communication cost
n is the total amount of classical communication transmitted from Alice to Bob and Bob to Alice, respectively, in M n , measured by bits.
is said to be achievable if there exists a sequence of EALOCC implementations of
The set of all achievable rate triplets is called the rate region.
LetM n be the action of M n on A n B n . The condition (1) implies that, for almost all input states |φ ∈ H
n ) is sufficiently close to the desired state U ⊗n |φ . Indeed, due to the relation between entanglement fidelity and ensemble fidelity [32] , the condition (1) implies
where the average is taken with respect to the Haar measure on H
On the other hand, we do not require that the protocol is universal in the sense thatM n (φ
In the form of the resource inequality [1] , [2] , we are trying to find the set of rate triplets (R E , C → , C ← ) that satisfies
The R.H.S. is the relative resource in the sense of [33] , which represents an operation on AB that is guaranteed to behave like the unitary U only if the reduced average state of the input is close to (
IV. LOWER BOUND Any bipartite unitary acting on H A ⊗ H B is decomposed as
where 
Proof: R E ≥ K(U ) follows from the monotonicity of entanglement under LOCC. To prove
, we show that if Alice and Bob can apply
Because of the symmetry, Bob can also communicate K(U ) bits to Alice. Since the classical communication power cannot exceed the classical communication cost, we have
The proof is based on the protocol proposed in [36] . Suppose that Alice and Bob initially share
be the set of unitaries on
(For example, we can take the set of generalized Pauli operators on A.) Alice sends the message i with the probability p i = 1/d 2 by performing σ A i and then applying U AB . The state after these two operations is
The entropy of the reduced state on Bob's systems is
On the other hand, the average state on Bob's side is
Thus the entropy of the state is
The Holevo information [37] , [38] is then given by
Hence Alice can communicate K(U ) bits of classical information to Bob per use of
V. SINGLE-SHOT PROTOCOLS
To derive an upper bound on the optimal rate of the entanglement cost and the classical communication costs in both direction, namely, to prove that a certain rate triplet (R E , C → , C ← ) is achievable, we need to prove the existence of a protocol by which we can achieve the rate triplet. In this paper, we consider three-turn protocols in which Alice first preforms a measurement on her system, sends the result to Bob, Bob performs a measurement on his system, sends the result to Alice, and then Alice performs an operation on her system. Without loss of generality, we assume that Alice's last operation is to apply an isometry.
represented by the process (2). This equivalencies due to the fact that R A and R B are reference systems that are inaccessible and invisible to Alice and Bob.
In this section, we consider single-shot protocols for applying
by three-turn EALOCC. We derive conditions on Alice's first measurement for the protocol to succeed in high fidelity. The results obtained here are then applied to the asymptotic case in the next section.
Since R A and R B are reference systems that Alice and Bob cannot access, we can take any pure state on ABR A R B for the initial state, as long as it is a d-dimensional maximally entangled state between AB and R A R B . Indeed, if a quantum operation
In particular, we can take U 0 to be U † . Thus the task of applying by performing an isometry on his system depending on her measurement outcome. To be precise, we have the following lemmas.
where
and φ res is a pure resource state shared in advance. Suppose M is a three-turn protocol that starts with Alice's measurement described by measurement operators {M
Proof: The condition (4) is equivalent to
be measurement operators of Bob's measurement. We assume that Alice's second operation is an isometry
for some states φ kl . Using the relation ρ − σ 1 ≤ 2 1 − F (ρ, σ) and the convexity of the trace distance, we obtain
Here we defined
Hence we obtain
By the triangle inequality, we obtain
.
Lemma 5 If (5) is satisfied and |Ψ
on BB 0 such that
Proof: It is straightforward from Uhlmann's theorem [39] , [40] . See Lemma 2.2 in [2] and Proposition 3 in [5] . Example. To illustrate the implications of Lemma 4 and Lemma 5, we consider a protocol for performing two-qubit controlledphase gate exactly and deterministically by EALOCC, which is proposed in [19] . Let U = |0 0| ⊗ I + |1 1| ⊗ e iϕZ . The protocol for implementing this unitary is equivalent to the protocol depicted in Fig. 3 . In this case |φ res = (|00 + |11 )/ √ 2, Fig. 3 . The protocol for implementing controlled-phase gate proposed in [19] . H denotes the Hadamard gate and the measurements are performed with the computational basis.
, where + and − corresponds to k = 1 and 2, respectively. We have
and, in particular, we have
By using φ A0 res = I/2, we obtain
where T A deph is the dephasing channel on A defined as
we have
Thus Ψ k (U † ) (k = 1, 2) satisfies the condition (5) with = 0. Alice's measurement operation described by M k with φ res is equivalent to performing the controlled-Z gate on B 0 A with B 0 initially prepared in the state |+ = (|0 + |1 )/ √ 2, up to phases on B 0 . Indeed, we have
The one bit classical communication from Alice to Bob and the following Z gate on B 0 eliminate the phase that depends on the measurement outcome. Bob then applies a unitary on B 0 B to obtain
In the remaining part of the protocol, Alice and Bob obtain Φ
VI. UPPER BOUND
Let us return to the asymptotic case. We consider a protocol where L n = 1, that is, no entanglement is left after the protocol. We denote A n asĀ and B n asB, and so on. The task is to apply a unitary
⊗n by using |Φ Kn A0B0 as a resource, or, equivalently, to transform
For this task, we construct a protocol consisting of two processes (Fig. 4) . In the 'forward process' aiming at obtaining |Φ
, Alice performs a measurement on her system, sends the result to Bob, and Bob applies a unitary on his system. It is followed by the 'backward process' consisting of quantum state merging from Bob to Alice, aiming at (2) is negligible in the asymptotic limit.
As the 'forward process', we consider a protocol similar to the first half of the protocol presented in Fig. 3 . F denotes the Fourier transform and Z is the phase gate. The measurement is performed with the computational basis. This scheme is similar to the protocol proposed in [27] .
obtaining |Φ
⊗n . From the result in the previous section, Alice's measurement must be such thatĀR A andR B is almost decoupled for all measurement outcomes. Also, if the decoupling succeeds in high fidelity, Bob can obtain |Φ
⊗n by applying a unitary on his system depending on Alice's measurement outcome.
As the forward process, we consider a protocol consisting of the following steps (Fig. 5 ).
1) Alice applies a controlled-unitary gate of the formṼĀ
2) Alice applies a Fourier transform F = Kn k =1 |k . Thus, regardless of the measurement outcome k, the state after step 5 is given by
In particular, its reduced state onĀR ARB is given by
From Lemma 5, if
and (Fig. 6 ). Thus Bob can obtain Φ . When we only considerĀR ARB , the action of the five steps in the forward process is equal to performing TĀ n onĀ. Here, TĀ n is a random unitary operation defined as TĀ n : τ → 2 −nR
. The correlation betweenĀR A andR B needs to be destroyed by this operation.
The remaining task is to recover |Φ
Here we introduce quantum state merging [4] , [5] in which Bob merges B 0 to Alice. If this process succeeds in high fidelity, Alice can obtain Φ ⊗n d ĀR A by performing local isometry on her system. In the asymptotic limit of many copies, the entanglement cost per copy in quantum state merging is given by the quantum conditional entropy S(B 0 |Ā) Ψ p n (U † ) , and the classical communication cost per copy is equal to the quantum mutual information I(B 0 :R A ) Ψ p n (U † ) . As we show in detail below, since S(B 0 |Ā) Ψ p n (U † ) = 0, the entanglement cost in this process is negligible. Also, the classical communication cost is equal to I(B 0 :R A ) Ψ p n (U † ) = log K n . Thus the total amount of the entanglement cost, the forward and the backward communication cost per copy is 1 n log K n . From (6) and (7), K n is equal to the cost of randomness required for decouplingĀR A andR B in the state (Ψ(U † ) ⊗n )ĀR ARB by a random unitary operation onĀ.
To be precise, we have the following statements.
Definition 6
We say that Ψ(U † ) AR A R B is decoupled between AR A and R B with the randomness cost R if, for any > 0 and for sufficiently large n, there exists a random unitary operation TĀ n :
The partial decoupling cost of U is defined as D(U ) := inf{R | Ψ(U † ) AR A R B is decoupled between AR A and R B with the randomness cost R}.
Proof: Take arbitrary R > D(U ) and let K n = 2 nR . Fix arbitrary δ > 0, choose sufficiently large m, let = δ/m 2 and choose sufficiently large n. Let TĀ n : τ → 2
Suppose that Alice and Bob performs the forward process. After step 5, the reduced state onĀR ARB , given by (6) , is equal to TĀ n (Ψ(U † ) ⊗n )ĀR ARB . thus it satisfies
By applying W , Bob can obtain |Φ ⊗n d
Suppose that Alice and Bob perform this protocol on each of m blocks of length n in
⊗m . In total, the state after step 5 satisfies
Now, consider quantum state merging of |Ψ
with error δ and the entanglement cost mδ. That is, there is an LOCC map E that implements |Ψ
A with the error δ. Here, A 0 , B 0 andÂ are additional registers. Let O :Ā mÂ →Ā m be the isometry such
A . Combining E and O, we obtain an LOCC map E :
Combining (9) and (10), the total error is given by
In total, the entanglement cost in this protocol is m log K n +mδ = mn(R+δ/n). The forward classical communication cost, which is given by the number of Alice's measurement outcomes, is m log K n = mnR. The backward classical communication cost is equal to m(I(R A :
is achievable, and consequently, any rate triplet
Corollary 8 D(U ) ≥ K(U ).
Proof: Follows from Theorem 3 and Theorem 7. It can also be derived from Proposition 1 presented in [41] . Obviously, Ψ(U † ) AR A R B is decoupled between AR A and R B with the randomness cost 2 log d, because applying uniformly random generalized Pauli operators onĀ decouplesĀ and all the other systems. Note that, since there is no correlation between R A andR B initially, decouplingĀ andR ARB is sufficient for decouplingĀR A andR B . Thus we have D(U ) ≤ 2 log d and
However, this bound is trivial since the resource cost R E , C → , C ← = 2 log d is achievable through the protocol in which Alice teleports her system to Bob, Bob applies the unitary, and teleports Alice's system back to her.
In analogy with the decoupling theorem for bipartite quantum states [11] - [13] , [41] , we might expect that the random coding method with respect to the Haar distributed unitary ensembles onĀ is sufficient to derive D(U ). However, this is not the case. If we apply the Haar distributed random unitary onĀ, not only the correlation betweenĀR A andR B but also the correlation betweenĀ andR A is destroyed. Thus part of the total randomness is wastefully consumed for decouplingĀ andR A . In particular, if K(U ) is much small and the correlation betweenĀ andR A is strong, much large amount of the randomness is wastefully consumed. To reduce the randomness cost, we need to find a random unitary operation onĀ which selectively decouplesĀR A andR B without much destroying the correlation betweenĀ andR A .
We have not found how to calculate D(U ) in general, except for a particular class of bipartite unitaries which is discussed in the next section.
VII. GENERALIZED CLIFFORD OPERATORS
In this section, we prove that K(U Cl ) = D(U Cl ) for generalized Clifford operators U Cl , and thus the optimal entanglement cost, the forward and the backward classical communication cost per input pair is equal to K(U Cl ).
The generalized Pauli operators on d-dimensional Hilbert space is defined as σ pq := X p Z q , where X := . Here, subtraction is taken with mod d. A unitary U on two d-dimensional Hilbert space H A ⊗ H B is called a generalized Clifford operator if, for any p, q, r and s, there exist p , q , r and s such that U (σ pq ⊗ σ rs )U † = σ p q ⊗ σ r s . The idea of the proof is as follows. Although R B is a reference system that Alice and Bob cannot access, for the moment imagine that we can apply a random unitary operation on R B . In particular, suppose that we can randomly apply generalized Pauli operators σ T pq with the uniform distribution. Because of Schur's lemma, the random Pauli operation decouples AR A and R B . In the asymptotic limit of many copies of Ψ(U † ), the number of Pauli operators required to decouple AR A and R B is equal to I(AR A : R B ) Ψ(U † ) = K(U ) per copy. But due to the commutation relation of generalized Pauli and Clifford operators, we can replace σ T pq on R B by σ p q ⊗ σ r s on AB. In particular, for the state Ψ(U † ) AR A R B , applying σ T pq on R B is equivalent to applying σ p q on A. Thus the random Pauli operation on R B is exactly substituted by a random Pauli operation on A. Hence the number of random Pauli operators on A that we need to decouple AR A and R B is at most I(AR A : R B ) Ψ(U † ) = K(U ) per copy. We show the rigorous proof below. k=1 on the support of p(dV ) such that
In the distributed compression of m-partite quantum state, m senders transfer their share of a quantum state to a receiver Z, who has quantum systemŝ
The m senders are not allowed to communicate with each other.
Proof: Fix arbitrary > 0 and choose sufficiently large n. Let σ p q := σ p1q1 ⊗· · ·⊗σ pnqn be tensor products of generalized Pauli operators on R B ⊗n =R B . Consider an ensemble of unitaries
Because of Schur's lemma, the ensemble satisfies
Thus, from Lemma 9, if R ≥ I(AR
When U is a generalized Clifford operator, we have
The third line follows from σ
In particular, we have
Thus, for the state
pq is equivalent to applying σ
is decoupled between AR A and R B with the randomness
Corollary 11 For generalized Clifford operators U Cl , a rate triplet
Proof: Follows from Theorem 3, Theorem 7 and Theorem 10.
VIII. DISTRIBUTED COMPRESSION
Distributed compression of quantum states is a task in which many parties transfer a shared state to a receiver, by using as small amount of quantum communication from each party to the receiver as possible, but with no communication among senders. Distributed compression of bipartite states is analyzed in [6] , [30] , and multipartite cases are formulated and considered in [31] . In distributed compression of m-partite quantum state, m parties A 1 , · · · , A m initially share n identical copies of a state |ψ
A1···AmR with an inaccessible reference system R (Fig. 7) . The objective is to transfer all the senders' shares of (|ψ A1···AmR ) ⊗n to a receiver Z without destroying entanglement with the reference system. It is desirable that the total amount of quantum communication is as small as possible. We are interested in finding out the set of quantum communication rates from each senders to the receiver that are achievable under the condition that the transmission error vanishes in the limit of n → ∞. In this section, we consider distributed compression of a class of tripartite quantum states associated with bipartite unitaries. We consider a particular situation in which one of the three senders do nothing, that is, the quantum communication rate of the sender is assumed to be zero. We prove two theorems concerning a lower and an upper bound on the quantum communication rate required in distributed compression. First, we give a lower bound in terms of the minimum entanglement cost or the minimum classical communication cost in EALOCC implementations of the unitary (Theorem 14). Second, we derive an upper bound in terms of the partial decoupling cost D(U ) (Theorem 15).
Let us begin with the precise definition of distributed compression of tripartite states in the form of [31] .
Definition 12 Let ψ ABC be a tripartite quantum state and |ψ ABCR be a purification thereof. Let E A n : A n → A S , E B n : B n → B S and E C n : C n → C S be CPTP maps such that the dimension of the output systems A S , B S , C S are 2 nQ A , 2 nQ B and 2 nQ C , respectively. LetÂ,B,Ĉ be systems that are isomorphic to A n , B n and C n , respectively, and
⊗n with rate (Q A , Q B , Q C ) and error n if it satisfies
Definition 13 A rate triplet (Q A , Q B , Q C ) is said to be achievable in the distributed compression of ψ ABC if there exists a sequence of the codes (E
⊗n with the rate (Q A , Q B , Q C ) such that n → 0 in the limit of n → 0. The closure of the set of all achievable rate triplets is called the rate region. A rate triplet (Q A , +∞, Q C ) is said to be achievable if there exists q b ≥ 0 such that (Q A , q b , Q C ) is achievable.
As is the case in the fully-quantum Slepian-Wolf protocol, it is important to consider decoupling of senders' system from the reference system [31] . To clarify this point, consider the encoding-decoding procedure described by the encoding maps E A n , E B n , E C n , and the decoding map D n in the 'purified' picture (Fig. 8) .
A ] be the Stinespring dilation of the encoding operations E A n , where T A is an isometry from A n A E to A S A W . Similarly, let T B : B n B E → B S B W , T C : C n C E → C S C W and T Z : A S B S C S Z E →ÂBĈZ W be isometries associated with the encoding operations E B n , E C n and the decoding operation D n , respectively. After the encoding procedure, the whole purified state is given by
= Fig. 9 . The distributed compression of a tripartite stateΨr(U † )ÃB C . Its purification |Ψr(U † ) ÃB CR is composed of |Ψ(U † ) ABCR and |φr A B .
It is proved in [31] that the condition (11) implies
where n = 2 √ n . Conversely, Uhlmann's theorem guarantees that if the condition (12) is satisfied for some n , there exists a decoding operation D n such that the total error is n ≤ 2 n . Thus decoupling of senders' system from the reference system is a necessary and sufficient condition for the distributed compression to succeed in high fidelity.
In this section, we consider distributed compression of a tripartite quantum state which is purified into |Ψ r (U † )
, and φ r is a pure entangled state with the entanglement entropy r (Fig. 9 ). We consider a particular situation where Q C = 0 and explore conditions for the rate triplet (QÃ, +∞, 0) to be achievable.
Theorem 14
For any r ≥ 0, the rate triplet (QÃ, QB, Q C ) = (
⊗n with the rate (QÃ, QB, Q C ) = ( 1 2 R, q b , 0) and the error n .
The state after the encoding procedure, corresponding to (12) , is given by
Then the condition (12), by tracing outB W , implies
Construct a protocol for implementing U ⊗n by using the entanglement resource |Φ 2 n(R+r) A0B0 as follows. First Alice and Bob apply local operations on A 0 and B 0 , and obtain |Φ 2 nR A 0 B 0 |φ A B r ⊗n . Then the whole state is
Alice applies the encoding operation T A onÃ n , and thereby splitÃ n into A S and A W . Note that the dimension of A S is 2 nR/2 . Next she applies a controlled-generalized-Pauli gate of the form
Alice and Bob then perform step 2∼5 in the 'forward process' described in Section VI, which costs nR bits of forward classical communication. After that, the reduced state on Alice's system and C n R n is given bỹ
From (13), we obtain
Thus Bob can obtain (Φ BR ) ⊗n in high fidelity by performing an isometry W :BB 0 → B n B 1 .
The forward process is followed by the backward process. The entanglement cost and the classical communication cost in the latter are calculated as follows. The state of Alice's remaining systems A S A W after the forward process is one obtained by applying an isometry T A on 1 d n IÃ n ⊗ |0 0| A E and then performing a random generalized Pauli operation on A S . Thus the
Hence the entanglement cost in the backward step is S(B 1 |A S A W ) = S(C n )− S(A S A W ) ≤ −nr, which means that nr ebits of entanglement is obtained after the process. On the other hand, since B n and B 1 are in an almost product state, we have S(B 1 ) = S(B n B 1 )−S(B n ) = S(BB 0 )−S(B n ) ≤ n log d+n(R+r)−n log d = n(R+ r), up to a vanishingly small error. Thus the classical communication cost is I(C n : B 1 ) = S(C n )+S(B 1 )−S(A S A W ) ≤ nR. In total, the protocol implements U ⊗n with the cost of nR bits of forward and backward classical communication, by using n(R + r) ebits of initially shared entanglement and obtaining nr ebits afterwards.
Theorem 15
The rate triplet (QÃ, QB, Q C ) = (
Proof: Suppose R ≥ D(U ) and consider the 'forward process' to implement U ⊗n by using an entanglement resource |Φ 2 nR A0B0 . The process requires nR bits of classical communication from Alice to Bob. Since the classical message is uniformly distributed and is decoupled from the state obtained after the forward process, we can apply the coherent communication identity [43] . That is, we can replace nR bits of classical communication by A 0 B 0 . First, Bob sends all his system BB 0 B 1 to the receiver, which requires n(log d + 3 2 R) qubits of quantum communication. Next, the receiver takes over Bob's role, and Alice and the receiver performs the coherent forward process, which requires 1 2 nR qubits of quantum communication. The receiver then has all the purification of the reference system, since A n A 0 C n and R n are almost decoupled. Thereby distributed compression is accomplished. Generalization to an arbitrary r ≥ 3 2 R is straightforward.
Corollary 16
The rate triplet (QÃ, QB, Q C ) = ( Example. Consider the two-qubit controlled-Z gate U CZ , which is a Clifford gate. We have K(U CZ ) = 1 and thus the rate triplet (QÃ, QB, Q C ) = ( . Contrary to an argument in [31] , it is possible to reduce QÃ + Q C by exploiting correlation betweenÃ and C despite the fact that there is no entanglement iñ Ψ 3/2 (U † CZ )Ã C .
IX. CONCLUSION AND DISCUSSION
In this paper, we formulate and investigate compressibility of the entanglement cost and the classical communication cost in an entanglement-assited LOCC implementation of bipartite unitaries. We reveal that distributed quantum computation can be analyzed within the framework of quantum Shannon theory. In particular, we show that the decoupling approach, which is known to be a powerful tool in quantum Shannon theory, is also useful in the analysis of distributed quantum computation.
The power of bipartite unitaries as a resource for classical communication and entanglement generation is well investigated in [24] , [44] - [50] . Our approach is complementary to their approaches in that we address asymptotic costs for implementing unitaries rather than their power as a resource.
The task formulated in this paper is different from either source coding, channel coding, entanglement distillation or dilution. Bipartite unitary operations can be regarded as bidirectional quantum channels. In this sense, the task is to simulate a pure quantum bidirectional channel by using pure entanglement and classical communication. It is similar yet different from quantum reverse Shannon theorem [51] , [52] , in which the task is to simulate a noisy unidirectional quantum channel by using pure entanglement and classical (or quantum) communication. We propose that we add operations to the framework of quantum Shannon theory, besides channels and correlations.
APPENDIX A
In this Appendix, we prove that the condition (1) implies (2). For n = 1, consider a quantum operation E on S(H A ⊗ H B ) defined as E(ρ) = U †M 1 (ρ)U . Suppose that the input to this operation is a pure state that is randomly chosen according to the Haar measure on H A ⊗ H B . The average fidelity is defined as F (E) := p(dφ)F (E(|φ ), |φ ).
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The corresponding entanglement fidelity is defined as
where ρ(E) = E(|Φ
). It is proved in [32] thatF (E) ≥ F e (E). On the other hand, we havē
and F e (E) = F (ρ(M 1 ), |Ψ(U ) ) ≥ F (ρ(M 1 ), |Ψ(U ) |Φ L1 A1B1 ).
Thus we obtain (2) from (1). Generalizing to an arbitrary n is straightforward.
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