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1. Einleitung 
Die Grundgleichungen zur phänomenologischen Beschreibung der Bewegung elek-
trisch leitender Flüssigkeiten und Gase (Plasmen) in Anwesenheit von Magnetfeldern 
werden in der Magnetohydrodynamik formuliert. Im statischen Fall vereinfachen sich 
diese Gleichungen zu 
j x B = Vp, j = 110' V x B, V . B = 0, (I) 
wobei j die Stromdichte, B das Magnetfeld, p der hydrostatische Druck sowie 110 die ma-
gnetische Feldkonstante ist und von zusätzlichen äußeren Kräften abgesehen wird. Die 
Stromdichte kann sofort eliminiert werden. Es ist zweckmäßig, das dabei entstehende 
Gleichungssystem dimensionslos zu formulieren. Führt man als Bezugsgrößen für das 
Magnetfeld Bo und für den Druck Po ein, so ergibt sich als charakteristische Größe IloPo 
BQ2, in die offensichtlich keine charakteristische Länge eingeht. Für das Gleichgewicht 
zwischen Druckkraft und magnetischer Kraft hat die charakteristische Größe den Wert I, 
so daß magnetohydrostatisches Gleichgewicht ohne zusätzliche äußere Kräfte durch die 
quasilinearen, dimensionslosen Differentialgleichungen 
(V x B) x B = Vp, V· B = ° (2) 
beschrieben wird. Aus (I) bzw. (2) folgt unmittelbar 
B· p= 0. (3) 
Die Feldlinien magnetohydrostatischer Felder liegen also stets in Flächen konstanten 
Drucks. 
Magnetohydrostatische Konfigurationen wurden zuerst im Hinblick auf spezielle 
kosmische Strukturen betrachtet [I). Einige Jahre später waren derartige Gleichge-
wichtskonfigurationen auch im Zusammenhang mit der Möglichkeit interessant, ein 
Plasma durch ein Magnetfeld zusammenzuhalten und einzuschließen [2). Seitdem sind 
in zahlreichen Arbeiten Existenzaussagen und spezielle Lösungen des Systems (2) dis-
kutiert worden (für Literaturzitate z.B. [3)). Im folgenden sollen Ähnlichkeitslösungen 
des Systems (2) mit der Methode der Symmetrie-Reduktion ermittelt werden. die auch 
eine Klassifikation der Ähnlichkeitslösungen mit Hilfe der Gruppenkonjugation ermög-
licht. Da das System (2) für p = const. in das Gleichungssystem für kraftfreie Magnetfel-
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der übergeht, soll hier so weit wie möglich an eine Klassifikation der Ähnlichkeitslösun-
gen kraftfreier Magnetfelder [4] angeknüpft werden. 
2. Lie-Symmetriegruppe und Optimalsysteme 
Transformationen der Variablen eines Differentialgleichungssystems, die Lösungen 
des Systems wieder auf (im allgemeinen andere) Lösungen desselben Systems abbilden, 
heißen SymmetrietransJormationen des Differentialgleichungssystems. Im folgenden 
werden diskrete Symmetrien nicht berücksichtigt, sondern nur zusammenhängende 
lokale Lie-Punktsymmetrien betrachtet. Zur Bestimmung der Lie-Symmetriegruppe G 
des Differentialgleichungssystems (2) wird das in der Literatur ausführlich beschriebene 
Standardverfahren benutzt (z.B. [5]). Danach muß der infinitesimale Generator 
(4) 
mit ~i '" ~i (x, B, p), i", I, 2, 3, 11) '" (x, B, p), j = I, 2, 3, 4 nach seiner Verlängerung in 
den [R19, dessen Koordinaten alle Variablen und alle ersten Ableitungen der abhängigen 
Veränderlichen sind, angewandt auf (2) Null ergeben. Einige der auftretenden Ableitun-
gen lassen sich mit Hilfe von (2) eliminieren. Für die dann noch verbleibenden Ableitun-
gen existieren keine weiteren Bedingungen, so daß die Koeffizienten dieser Ableitungen 
Null sein müssen. Es ergibt sich ein aus 175 linearen partiellen Differentialgleichungen 
erster Ordnung bestehendes überbestimmtes System, dessen Lösungen die Koeffizienten 
von (4) festlegen. Man erhält neun infinitesimale Generatoren 
a 
vI = ax , 
a 
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die eine Basis einer neundimensionalen Lie-Algebra es bilden, d.h. eines neundimensio-
nalen Vektorraumes, auf dem als zusätzliche Struktur der Kommutator [v" v kl == 
Vj (vk) - vk (v) definiert ist (vgl. Tabelle 1). } 
[v J., V~] vI v2 v3 v4 Vs v6 v7 Vs v9 
VI 0 0 0 -v2 v3 0 VI 0 0 
v2 0 0 0 VI 0 -v3 v2 0 0 
v3 0 0 0 0 -vI v2 v3 0 0 
v4 v2 -vI 0 0 -v6 Vs 0 0 0 
Vs -v3 0 VI v6 0 -v4 0 0 0 
v6 0 v3 -v2 -vs v4 0 0 0 0 
v7 -vI -v2 -v3 0 0 0 0 0 0 
Vs 0 0 0 0 0 0 0 0 - 2v9 
v9 0 0 0 0 0 0 0 2v9 0 
Tabelle I: 
Kommutatortabelle der Basis (5) 
Die Lie-Algebra es ist der Lie-Symmetriegruppe G zugeordnet. Mit Hilfe der auf es 
definierten Exponentialabbildung kann jedem infinitesimalen Generator von (5) eine 
einparametrige Untergruppe Gi von G zugeordnet werden. Aus 
giE Gimitgi=exp(cvD,cE lR,i= I, '" ,9. 
ergeben sich die einparametrigen Gruppen 
GI, G2, G3 




Translationen in x- bzw. y- bzw. z-Richtu/lg. 
Drehungen in der (x, y)- bzw. (x. z)- bzw. (y. z)-Ebcnc. 
Räumliche Skalierung. 
Skalierung der Felder, 
Druckverschiehung. 
(6) 
Jedes Element g der neunparametrigen Symmetriegruppe G des Systems (2) kann 
schließlich in einer Umgebung des Einzelelements der Gruppe dargestellt werden durch 
g = exp (C9v9)' .... exp (cIvI)' 
für geeignete (CI, ... , c9) E 1R9. 
Das Element g E G erzeugt die Transformation 
E E B (2f, I) 2EX ) (X,B,p)H (a+c'Rx,eRR , e - C9+ e P 
(7) 
(8) 
mit einem Verschiebungs vektor a == (EI' Ec' E,) und einer Matrix R == R4RSRf>' die sich 
aus folgenden orthogonalen Matrizen ergibt: 
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[
eos ES 0 - sin ES] 
RS = 0 1 0 ' 
sin ES 0 eos ES 
[
I 0 0 1 
R6 = 0 eo~ E6 sin E6 . 
o - sm E6 eos E6 
Die Wirkung des Elements (7) der Symmetriegruppe G auf Lösungen des Differential-
gleichungssystems (2) läßt sich explizit angeben. Wenn B = fex), p = hex) eine Lösung 
für (2) ist, so ist es auch 
B=/iRf(e-E7 W'(x-a», t: (10) 
p=(e2Ei_I)E9+e2E8h(e-E7W'(x- », (11) 
wobei W' das Inverse der Matrix R ist und EI' ... , E'!) E IR'! gi It. 
Jede Lösung des Systems (2), die hinsichtlich der Wirkung irgendeiner Untergruppe 
H der Symmetriegruppe G invariant ist, heißt H-invariante Lösung oder Ähnlichkeitslö-
sung des Systems. Mit Hilfe eines Invarianzkriteriums (vgl. 151), in das die Koeffizienten 
der jeweils betrachteten infinitesimalen Generatoren eingehen, läßt sich für eine .\-para-
me tri ge Untergruppe He G mit s < 3 aus (2) ein Differentialgleichungssystem (redu-
ziertes System) herleiten, in dem nur 3 - s unabhängige Veränderliche (Ähnlichkeitsva-
riable) auftreten. Für s = 2 ist das reduzierte System ein gewöhnliches Differentialglei-
chungssystem, dessen Lösungen invariant unter der gewählten Untergruppe und damit 
Ähnlichkeitslösungen des Systems (2) sind. 
Die Menge der für einparametrige bzw. zweiparametrige Untergruppen der Symme-
triegruppe G möglichen Ähnlichkeitslösungen kann klassifiziert werden. Als geeignetes 
Kriterium für die Klassifikation bezüglich s-parametriger Untergruppen von G erweist 
sich die Gruppenkonjugation. Ähnlichkeitslösungen, die durch Elemente irgendeiner 
Untergruppe He G aufeinander abgebildet werden können, bezeichnet man als nicht 
wesentlich verschieden. Für jedes g E G mit g " H wird eine H-invariante Lösung auf 
eine gHg-1-invariante Lösung abgebildet, so daß nicht wesentlich verschiedene Ähnlich-
keitslösungen zu konjugierten Untergruppen von G gehören. Andererseits zerfällt die 
Menge aller s-parametrigen Untergruppen von G in disjunkte Klassen paarweise konju-
gierter Untergruppen. Um die wesentlich verschiedenen Ähnlichkeitslösungen zu erfas-
sen, genügt es also, Listen von Repräsentanten der Klassen paarweise konjugierter (s-pa-
rametriger) Untergruppen von G aufzustellen. Derartige Listen werden Optimal systeme 
genannt. Wenn man für alle Untergruppen eines Optimalsystems bezüglich s-parametri-
ger Untergruppen von G eine Ähnlichkeitslösung des Systems (2) kennt, so kann jede 
andere Ähnlichkeitslösung, die invariant unter irgendeiner .I'-parametrigen Untergruppe 
von G ist, mit Hilfe eines geeigneten Elements g E G gemäß (10) und (11) hergestellt 
werden. Die Zuordnung der Lie-Untergruppen von G zu Lie-Unteralgebren von cg er-
möglicht, anstelle eines Optimalsystems bezüglich s-parametriger Untergruppen von 
G zunächst ein Optimalsystem bezüglich s-dimensionaler Unteralgebren von cg zu be-
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trachten, das mit 8 s bezeichnet wird. Wenn ein aus Unteralgebren bestehendes Opti-
malsystem bekannt ist, kann das entsprechende Optimalsystem bezüglich der Unter-
gruppen mit Hilfe der Exponentialabbildung konstruiert werden. Techniken zu Herstel-
lung von Optimal systemen bezüglich s-dimensionaler Unteralgebren von C§ können der 
Literatur entnommen werden (z.B. [5], [6], [7]). Die Ergebnisse einer Klassifikation für 
Optimalsysteme bezüglich ein- und zweidimensionaler Unteralgebren der Lie-Algebra 
C§ sind in den Tabellen 2 und 3 zusammengestellt, wobei die innerhalb der Klammern 
stehenden Vektorfelder eine Basis des jeweiligen Unteralgebra-Repräsentanten der 
Klasse angeben. In Tabelle 3 wurden nur diejenigen Klassen zweidimensionaler Unter-
algebren berücksichtigt, bei denen die notwendigen Bedingungen für die Existenz von 
Ähnlichkeitslösungen (vgl. [5]) erfüllt sind und somit reduzierte Gleichungen existieren. 
2l':'(VI +av6+vg) 
2l':' (av6 + v7 + cvs) 
2l':'(vI +bv9) 
2l':'(-VI + aV6 +vs) 
2l':' (av6 + v7 + bv9) 
2l':'(-vI+bv9) 
2t'(VI +v6+bv9) 
2l':' (av6 + vs) 
2l':'(VI+VS) 
2l':'(- vI +v6+OO9) 
2l':' (v6 + bv9) 
2l':' (v9) 
Tabelle 2: Optimalsystem 81. wobei a ~ O. bE IR und CE IR± gilt 
2l':' (vI, V2) 
2e (V3' V4 + avS) 
2l':'(VI +avS,V2±VS) 
2l':' (V3 ± V9' V4 + aV9) 
2t (V4 + V9, V7 + 009) 
2l':' (- V I, V2 + V9) 
se (V3' V4 + V9) 
se (VI + V9' V2 + aV9) 
se (V3 ± V9' bv4 + 2V7 + Vg) 
2l':' (V3' bv4 + 2V7 + Vg) 
2e (V4' V7 ± V9) 
se (V3 ± Vg, V4 + aVg) 
2l':' (V4 + aVg, V7 + oog) 
Tabelle 3: Optima/system 82. wobei a ~ 0 und bE IR gilt 
3. Reduzierte Gleichungen und Ähnlichkeitslösungen 
Im folgenden werden für das System (2) nur Ähnlichkeitslösungen diskutiert. die 
sich aufgrund des Optimalsystems 8 2 ergeben. Die zugehörigen reduzierten Gleichun-
gen sind jeweils vier gewöhnliche Differentialgleichungen mit A als unabhängiger Va-
riabler (Ähnlichkeitsvariable) und ~I' ... , ~4 als abhängige Veränderliche, deren Ablei-
tungen nach A in der Form ~I" ... ~4' geschrieben werden. Reduzierte Gleichungen wer-
den nur mitgeteilt, wenn keine analytischen Lösungen gefunden wurden. Numerische 
Lösungen der reduzierten Gleichungen werden nicht diskutiert. Gelegentlich ist es über-
sichtlicher, die Ergebnisse nicht in kartesischen Koordinaten (x, y, ;). sondern in Zylin-
derkoordinaten (p. <P, z) darzustellen. Einige Lösungen sind nur dann physikalisch sinn-
voll, wenn p ~ 0 durch zusätzliche Einschränkungen von Konstanten bzw. Koordinaten-
intervallen sichergestellt wird. Im folgenden wird auf derartige Einschränkungen nicht 
explizit hingewiesen und die triviale Lösung für (2), d.h. B = const. p = ('(ll/st. wird nir-
gends gesondert erwähnt. 
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sei (v], v2) 
Die reduzierten Gleichungen lassen nur im Fall Bz = ° nichttriviale Lösungen zu. Die 
Ähnlichkeitsvariable ist Z, und für die Lösungen bestehen außer der Bedingung 
keine weiteren Einschränkungen. 
se2 (v], v2 + v9) 
Bx (x, y, z) = cI, By (x, y, z) = ZC31 + c2, 
Bz (x, y, z) = c3, P (x, y, z) = y - z2 (2dr l - ZC2C3-1 + c4 
mit ci E IR, i = I, 2, 4, und c3 E 1Rt. 
se3 (v3, bv4 + 2V7 + Vg) 
Für b "* ° gilt mit A = <p + bIn (fP): 
Bp (p, <p, z) = exp (_<pb-I) 1;1 (A), B<p (p, <p, z)= exp (- <ph-I) 1;2 (A), 
Bz (p, <p, Z) = exp (_<pb-I) 1;3 (A), P (p, <p, z) = exp (- 2<ph- l ) ~ (A). 
1;21;1' - 2- lb (1;21;/ + 1;31;3') - b- I 1;I1;2 -1;~ = 2- lb 1;4" 
2- lb 1;11;2' -1;I1;!, -1;31;3' + 1;11;2 + b- I (1;r + 1;~) = 1;4' - 2h- I 1;4, 
2- lb 1;1/;:{ + 1;2/;:{ - b- I 1;21;3 = 0, 
2- lb 1;1' + 1;2' + 1;1 - b- I 1;2 = 0. 
Für b = ° gilt mit A = y[l: 
Br (x, y, z) = {X 1;1 (A), By (x, y, z) = {X 1;2 (A), 
Bz (x, y, Z) = rx 1;3 (A), p (x, y, Z) = x 1;4 (A). 
1;21;1' + A (1;21;2' + 1;31;3' + 1;4') - 2-1 (1;~ + 1;}) -1;4 = 0, 
1;11;3' + A1;I1;2' + 1;31;3' +~' - r l 1;I1;2 = 0, 








Unter Ausnutzung von (3) ergibt sich für (14) mit (15) ebenso wie für (16) mit (17) 
p=cB~, c 2 O. 
~ (v3' v4 + avs) 
Es gilt a 2 0 und mit A = P folgt 
Bp (p, <p, z) = exp (- (J<p) 1;1 (A), B<p (p, <p, z) = exp (- (J<p) 1;2 (A), (18) 
B z (p, <p, z) = exp (- a<p) 1;3 (A), p (p, <p, Z) = exp (- 2a<p) 1;.dA). 
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A(S2S2' + S3S3' + S4') + a SIS2 + S~ :::: 0, 
ASIS2' + SIS2 + a (Sr + S~) + 2a S4:::: 0, 
ASIS3' - a S2S3 :::: 0, 
AS{ + SI - a S2 :::: O. 




geschrieben und als ein nichtautonomes dynamisches System mit A anstelle der Zeit 
interpretiert werden. In Untersuchungen zum qualitativen Verhalten der Lösungen nicht-
linearer dynamischer Systeme sind Stabilitätsuntersuchungen besonders wichtig, wobei 
die Ljapunovsche Stabilitätstheorie für kritische Punkte eine zentrale Rolle spielt (z.B. 
[8]). In dieser Theorie ist die Existenz einer Ljapunovfunktion von wesentlicher Bedeu-
tung. Deshalb ist es interessant, daß sich für 
(21) 
aus (19) Tj'::::-n-I (sI + @ergibt. Die Energiedichte E::::exp(-2a<p)Tj nimmt mit 
wachsendem A also niemals zu und erfüllt die Bedingungen für eine Ljapunovfunktion 
in einer Umgebung der Nullösung, die ein kritischer Punkt des Systems (19) ist. 
Unter Ausnutzung von (3) ergeben sich für (18) mit (19) Bp :::: cBz p-I, CE IR± und 
p ::::CB?, C~O. 
Für den Fall a:::: 0 folgt mit ci E IR, i:::: 1,2,3,4 
SI:::: CIA- I, S2:::: C2A- I, S3:::: c3' S4:::: C4' (22) 
3f,'S (v3' v4 + v9) 
Bp (p, <p, z):::: CIP-I, 
B~ (p, <P, z) :::: c3, 
B<p (p, <p, z) :::: - p (2e l )-1, 
P (p, <P, z) = - (p2 (2el )-2 + <p) + ('4 
mit cI E IR± und Ci E IR, i:::: 3, 4. 
~ (v4' v7 ± v9) 
Mit A:::: pz-I folgt 
Bp (p, <p, z) = SI (A), B<p (p, <P, z) = S2 (A), 
Bz (p, <P, z):::: S3 (A), p (p, <P, z) = ± (In k I + S4 0 .. ». 
A2S3SI' + A (S2S2' + S3S3' + S4') + S~ :::: 0, 
A (SI - AS3) sz' + SIS2 = O. 
A (SISI' + S2SZ' + S4') + SISJ' - I = 0, 
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'lf7 (V I + a VS' v2 ± vs) 
Es gilt a 2 0 und mit A = z folgt 
Br (x, y, z) = exp (a x ± Y) SI (A), By (x, y, z) = exp (a x ± y) S2 (1, .. ), 
B, (x, y, z) = exp (a x ± y) S3 (A), p (x, y, z) = exp (2a x ± 2y) S4 (A). 
S3SI' ± SIS2 - a (S~ + S~) - 2a S4 = 0, 
S3S2' + a SIS2 =+= (SI + S~) =+= 2S4 = 0, 
SISI' + S2S2' + S4' - S3 (a SI ± S2) = 0, 
S3' + a SI ± S2 = O. 
Aus (27) folgt, daß nur S3 '" 0 sinnvoll ist und 
S3S3" - S3,2 + 2 (I + a2) kl = 0, 





mit k l E IR+ gilt. Unter Ausnutzung von (3) ergibt sich für (26) mit (27) fI = cB?, c 2 O. 
Eine durch (28) nahegelegte Lösung ist z.B. 
SI (A) = a {k; (~2 (I + ([2r l sin (k 2::.) =+= k, (I + (/2)-1 cos (k 2::.)), 
S2(A)={k; (±~2 (I +a2r l sin (k 2z) +a2k3 (I + (/2r l cos (k2::.)J, 
S3 (A) = {k; cos (k 2z), 
S4 (A) = k:;1 (1 - a2 k~ (I + a 2r l ) C05 2 (k 2z) 
mit k2 = ~2 (I + a2) und k3 2 O. 
'lfS(VI +v9,v2+ av9) 
Es gilt a 2 0 und 
Br (x, y, z) = ZC:lI, 
B~ (x, y, z) = c3, 
mit c, E IR± und C42 O. 
~ (v3 ± VS' v4 + a vs) 
B\(x, y, z) = a ZC:iI, 
p(x,y,z) =c4+x+ay-(l +(/)z2(2d)-1 
Es gilt a 20 und mit A = p folgt 
Bp (p, <p, z) = exp (- a <p ± z) SI (A), Btp (p, <p, z) = exp (- a <p ± z) S2 (A), 
Bz (p, <p, z) = exp (- a <p ± z) S3 (A), p (p, <p, z) = exp (- 2a <p ± 2z) S4 (A). 
A (S2S2' + S3S3' + S4') + SI (a S2 =+= AS3) + S} = 0, 
ASIS2' + SIS2 + a (SI + S~ + 2s4) ± AS2S3 = 0, 
ASIS3' =+= A (ST + S~ + 2s4) - a S2S3 = 0, 
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Aus (33) folgt, daß nur S3::f. 0 sinnvoll ist und 





so daß die Energiedichte E = exp (- 2a<p ± 2z) Tl mit wachsendem A niemals zunimmt. 
Damit erfüllt die Energiedichte die Bedingungen für eine Ljapunovfunktion in einer 
Umgebung der Nullösung, die ein kritischer Punkt des Systems (33) ist. Unter Ausnut-
zung von (3) ergibt sich für (32) mit (33) p = cp2 B~, c::::: O. Wenn Bp mit wachsendem p 
schwächer abnimmt als p-I, kann der Druck mit wachsendem p also zunehmen, obwohl 
die Energiedichte nicht zunimmt. 
2e IO (v3 ± v9' v4 + a V9) 
Es gilt a 2 0 und 
Bp (p, <p, z) = lW-I, Bcp (p, <p, z) = C2P-I- a P (2clr l , 
B~ (p, <p, z) = ± p2 (2c I )-1 + c3' 
P (p, <P,~) = ± z - a <p - pZ (aZ (2cI)-1 ± c3) (2cI)-1 - p4 (8cT)-1 
+ a Ci' c2 1n P + C4 
mitcI E lR±undciE Ri=2,3,4. 
2e11 (v3 ±v9, bv4 + 2V7 + Vg) 
Für b ::f. 0 gilt mit A = <p + b In ({p): 
(36) 
B p (p, <p, z) = exp (- <pb-I) SI (A), Bcp (p, <p, z) = exp (- <pb-I) S2 (A), (37) B~ (p, <p, z) = exp (- <pb-I) S3 (A), p (p, <p, z) = ± z + exp (- 2<pb- l ) S4 (A). 
S2SI' - 2- 1 b (S2S2' + S3S3') - b- I SIS2 - S~ = 2-1 h S4', 
2- 1 b SIS/ - SISI' - S3S3' + SIS2 + b- I (sr + S~) = sl- 2b- 1 S4, 
r l b SIV + S2S3' - b- I S2S3 = ± p, 
TI b SI' + S2' + SI-b- I sz =0. 
Für b = 0 gilt mit A = y[l: 
Bx(x, y, z) = ~ SI (A), B" (x, y, z) = ~ S2 (A), 
B~ (x, y, z) = ~ S3 (A), p(x, y, z) = x ~ (A), 
S2SI' + A (S2S2' + S3S3' + S4' ) - TI (S} + S~) - S4 = 0, 
SIS3' + A SISz' + S3S3' + S4' - TI SIS2 = 0, 
(sr ASI) S3' + 2-1 SIS3 = ± I, 
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2r IZ (V4 ± a Vg, V7 + b Vg) 
Es gilt a ~ 0, b E IR und mit A = pz-I folgt 
Bp (p, <P, z) = i exp (- a <p) SI (A), B<p (p, <P, z) = zb exp (- a <p) S2 (A), 
Bz (p, <p, z) = i exp (- a <p) S3 (A), p (p, <p, z) = zZb exp (- 2a <p) S4 (A). 
A (SZSZ' + S3S3' + S4') + A2 S3SI' + a SIS2 - b ASIS3 + S~ = 0, 
A (SI - AS3) S2' + SIS2 + a (SI + S~ + 2S4) + b AS2S3 = 0, 
A2 (SIS{ + S2S2' + S4') - b A (SI + S~ + 2s4) + ASIS3' - a S2S3 = 0, 
A (SI' - AV ) - a S2 + b AS3 + SI = O. 
Für (21) folgt aus (42) 




Interpretiert man (42) wie (19) als ein dynamisches System (20) mit A anstelle der Zeit, 
so erweist sich die Nullösung als ein kritischer Punkt des Systems (42). Wegen (43) folgt 
allerdings, daß die Energiedichte E = z2b exp (- 2a<p) Tl keine Ljapunovfunktion in einer 
Umgebung der Nullösung ist. 
2r13 (V4 + v9, v7 + b V9) 
Es gilt bE IR und mit A = p~-I folgt 
Bp (p, <p, z) = 1;;1 (A), Bp (p, <p, z) = 1;;2 (A), 
Bz (p, <p, z) = S3 (A), p (p, <P, z) = b In I z I - <P + S4 (A). 
A(1;;21;;2' + 1;;31;;3' + 1;;4') + 1;;~ = 0, 
A(SI-AS3)S2'+1;;IS2+1 =0, 
A(1;;ISI' + S2S2' + S4') +SIS3'- b = 0, 
"-(SI' - AS3') + SI = O. 
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