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This thesis examines four topics in the field of generation and control of quan-
tum entanglement in physical systems.
The first topic concerns the maximal entanglement generation in a spin
chain of XX model with specially engineered couplings. For a spin chain with
odd number of spins, the solution of the couplings is obtained by only mod-
ifying the two central coupling of the optimal perfect-state-transfer solution,
and the modification is proved to be universal for any given couplings that
permit perfect state transfer. The introduction of asymmetric couplings is
analogous to an insertion of a beam splitter. A generalized spin chain which
is composed of quadrilaterals is discussed, and it is found that single-spin
unitary operations can be realized by varying the electric and magnetic fields
that are applied to the quadrilateral.
The second topic discusses the realization of the multiparticle Hanbury
Brown-Twiss interferometer in a spin network comprising multiple spin chains.
It is proved that for an N -particle system, the interference effect is manifested
only in the Nth-order correlation function of parity-preserving observables.
This effect is enhanced through a post-selection process in which the multipar-
tite Greenberger-Horne-Zeilinger entanglement is generated and tested with
Svetlichny inequality. A possible experimental realization: Nitrogen-Vacancy
color centers in diamond crystals is proposed and discussed.
The third topic studies the coherent control of the steady-state entangle-
ment in lossy and driven coupled atom-cavity systems. It is found that the
steady-state entanglement can be coherently controlled through the tuning
of the phase difference between the driving fields. Furthermore, for an ar-
ray of three coupled atom-cavity systems, the maximal of entanglement for
vii
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any pair is achieved when their corresponding direct coupling is much smaller
than their individual couplings to the third party. This effect is reminiscent
of the coherent trapping of the Λ−type three-level atoms using two classical
coherent fields.
The fourth topic studies the thermalization of a single atom-cavity
system, i.e. the relation between the steady state and a thermal equilibrium
state of the system when the parameters such as the reservoir temperature
and the driving strength are varied. It is found that the atom-cavity
quantum correlation (quantum discord) appears to be a suitable quantity to
characterize the degree of thermalization.
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σx, σy, σz 3 Pauli matrices
σ†, σ Pauli raising, lowering operators
B the intensity of a magnetic field
J the coupling constant in a spin chain
IN×N the N ×N identity matrix
U a unitary operator
ρ the density matrix of a system
a†, a photon creation, annihilation operators
TR the reservoir temperature





Quantum Information (QI) Science is an interdisciplinary field that aims at
high-speed information processing and secure communication using quantum
effects in physics. It has attracted many researchers in mathematics, physics
and computer science. QI has wide applications in various fields of people’s
production and life. For instance, in the aspect of secure communication, the
first breakthrough of quantum cryptography is the BB84 protocol [1], which
in principle cannot be deciphered by eavesdroppers. Subsequently, in 1991,
Artur Ekert developed the well-known E91 protocol [2], which is a landmark
in the history of communication and cryptography. This protocol showed the
close relations between secure communication and quantum entanglement in
physics. Three years later, Shor discovered a famous algorithm for integer fac-
torization [3] that consumes polynomial time, much faster than the exponen-
tial time by classical algorithms. This discovery challenged the security of the
famous Rivest-Shamir-Adleman (RSA) cryptosystem [4]. Very recently, it has
been experimentally demonstrated that quantum entanglement plays a crucial
role in the Shor’s algorithm [5, 6]. Roughly speaking, quantum entanglement
is a non-local strong correlation between two or more objects, which is, as men-
tioned earlier, of paramount importance in QI. Actually, it was investigated
much earlier than its applications in QI. In 1935, Einstein and two other scien-
tists, Podolsky and Rosen introduced the so-called Einstein-Podolsky-Rosen
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(EPR) paradox [7] which questioned the completeness of quantum mechan-
ics and caused great debates among scientists including Einstein and Bohr.
Later, in 1964, Bell devised the Bell Inequality [8] which was used by Aspect
to verify and confirm in experiment [9] the correctness of quantum mechanics.
However, the mystery of quantum entanglement, which cannot be simulated
classically, still puzzles many scientists. In 1994, Popescu and Rohrlich de-
vised the Popescu-Rohrlich (PR) Box [10] which shows the similarities and
differences between quantum correlations and classical ones.
Taking the controversial and difficult understanding of quantum entangle-
ment aside, scientists have come to a consensus on the importance of finding
ways to generate and control quantum entanglement, especially in practical
environment with dissipations. This topic is the main field of the thesis and
will be discussed in later chapters. As for this chapter, preliminary concepts
and mathematical tools such as qubits, quantum entanglement, measures of
entanglement will be introduced and discussed.
1.1 General Concepts
1.1.1 Qubit
A qubit is an abbreviation for a quantum bit, the quantum analog of a bit
in classical information. It is a quantum-mechanical system with two energy






where θ and φ are free parameters. The notations |0〉 and |1〉 are the two basis
vectors representing the two energy levels of the system (〈0|0〉 = 〈1|1〉 = 1
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and 〈0|1〉 = 〈1|0〉 = 0). Geometrically, we may attach to |Ψ〉 a vector of unit
length with spherical coordinates (θ, φ). This vector is referred to as a Bloch
vector. All such vectors with different values of (θ, φ) form a spherical surface,
and more generally, the vectors inside this surface are also states called mixed
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σx, σy, σz are three Pauli Matrices, and ~p = (px, py, pz) is a three-dimensional
vector in the sphere. In the real world, there are usually many such qubits









i1,i2,··· ,in|2 = 1.
Generally, they are in a mixed state as: ρ =
∑
j dj|ψj〉〈ψj|, where 0 < dj ≤ 1
and
∑
j dj = 1.
1.1.2 Quantum Entanglement
As mentioned earlier, quantum entanglement plays a crucial role in QI. In
this section, we will discuss this concept in detail. Quantum entanglement
is a strong correlation between two or more objects. Its definition is that
if the quantum state of the involved objects cannot be written as convex
combinations of tensor products of separate density matrices for each of them,
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we say that these objects are entangled. Mathematically, an entangled state of
n objects is described by the density matrix ρ 6=∑i piρ1,i⊗ρ2,i⊗· · · ρn,i, where∑
i pi = 1, 0 < pi ≤ 1, and ρk,i is an arbitrary positive Hermitian matrix in the
Hilbert space of the kth object. The mostly investigated entangled states are
those for two objects (often referred to as bipartite entangled states), due to
its simplicity in mathematics and wide applications in secure communication
[2]. A typical example of bipartite entangled states is the EPR state [7]. In




Physically, the state |0〉 (|1〉) could describe the vertical (horizontal) polariza-
tion of a photon or the up (down) orientation of an electron spin and so on.
Thus, the state |ψ〉 describes an entangled photon or electron pair in terms of
the respective degree of freedom (polarization or spin orientation).
One of the bizarre properties of the entangled states is that the correlations
among the different objects in an entangled state cannot be simulated by any
classical joint probabilities based on the local hidden variable theory [11].
This property indicates that the correlations in the entangled states are non-
local, i.e. "a spooky action at a distance" [12]. The non-local property of
entangled states can be used for quantum key distribution (QKD) in quantum
cryptography [2]. It is shown [13] that the non-locality of entangled states
guarantees the security of QKD for some specific cryptography protocols.
1.1.3 Separability criteria and measures of entanglement
There are two questions arising naturally from the discussion of entanglement
in the last section: (1) How to determine whether or not a state is entangled
4
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(nonseparable); (2) How to quantify the amount of entanglement of a state.
The first question concerns separability criteria and the second question in-
volves measures of entanglement.
First we discuss bipartite systems. It is not generally straightforward
to determine whether a state is entangled or not by directly using the def-
inition of entanglement, since it is rather difficult to parameterize all the
separable states of the system and compare them with the state to be
checked. On the other hand, it is sufficient to consider if a state is sep-
arable or not using some simple criteria. Such separability criteria exist.
For instance, Peres proposed the positive partial transpose (PPT) criterion
in 1996 [14], which is a necessary condition for separability. The PPT cri-
terion says that if the bipartite state ρAB is separable then all the eigen-
values of the partially transposed matrix of ρAB with respect to the sub-
system A or B (denoted as ρTA and ρTB) are non-negative, where ρTA is
defined as follows: if ρ =
∑
iA,iB ,jA,jB




ciA,iB ,jA,jB |jA〉〈iA| ⊗ |iB〉〈jB|, and ρTB is similarly defined
by exchanging the subscripts A and B.
The PPT criterion is sufficient only for the system whose dimension d =
dA ⊗ dB ≤ 6 [15]; for d > 6 there exist non-separable states that all the
eigenvalues of its partially transposed matrix are non-negative. These states
are called PPT entangled states. The first example of PPT entangled state
was provided by Horodecki in 1997 (Eq. (14) of Ref. [16]) for a 3⊗ 3 system.
The entanglement of this state is detected through another criterion called
range criterion [16]: for a separable ρAB, there exists a set of product vectors
{ψiA⊗φiB} that spans the range of ρAB while {ψiA⊗ (φiB)∗} spans the range of




The PPT entangled states belongs to the family of so-called bound entan-
gled states [17]. The bound entangled states are those which are entangled,
yet no maximally entangled state can be distilled from it by means of lo-
cal operations and classical communication (LOCC). So far there still lacks
a characterization of the bound entangled states; in particular, the question
of whether or not all non-PPT states belong to the bound entangled states
remains unsolved1.
The PPT criterion is a special case of the positive (P) but not completely
positive (CP) maps to detect entanglement2. This is due to the fact that the
PPT condition actually requires that [IA ⊗ TB](ρAB) is positive, where TB is
the transposition map on the subsystem B and it is a P but not CP map.
Thus, any P but not CP map provides a necessary criterion of separability,
and it was found that this criterion is also sufficient if all such maps on a given
state are positive [15].
The PPT criterion and the generalized P but not CP map criterion are
mathematical criteria to detect entanglement yet they are not straightforward
to be used in experiments. For the latter, a new tool was devised: entangle-
ment witness [15, 20]. The entanglement witness is an observable W that
has at least one negative eigenvalue and a non-negative average value under
all the separable states ρAB i.e. Tr(WρAB) ≥ 0. A state ρ is entangled if
Tr(Wρ) < 0. The entanglement witness can be systematically constructed
for a particular sets of entangled states including PPT and non-PPT states
[21]. For non-PPT (NPT) states, there is a simple process to construct W
as follows [22], which will be used in Chapter 4. First, partially transpose
1The non-PPT states are also referred to as negative-partial-transpose (NPT) states.
See Ref. [18, 19] for discussions on the issue of NPT states and its distillability.
2A positive map ΛB is a non-negative Hermitian operator, while a completely positive
map Λ′B requires that I ⊗ Λ′B is a positive map for any identity map I.
6
1.1. General Concepts
the NPT state ρ with respect to one subsystem to obtain a new matrix ρT1 .
Then calculate its eigenvector |ψ〉 corresponding to the minimum eigenvalue.
Finally, W = |ψ〉〈ψ|T1 .
To quantify the bipartite entanglement, we need to make sure what we
mean when we refer to the amount of entanglement. Actually, there are two
relevant concepts [23]: (1) entanglement of formation EF ; (2) entanglement of
distillation ED. These two concepts are introduced in the context of two-qubit
systems which are usually involved in quantum communication applications
[24]. The first concept refers to the following process. Suppose that we have a
large number n of EPR-type states (Eq. (1.5)) and would like to use them to
produce copies of a given bipartite state ρ with high fidelity by local operations
and classical communication (LOCC). If the number of the copies produced
is at most m, then the ratio n/m in the limit n → ∞ is defined as the
entanglement of formation of the state ρ. If the process is reversed, i.e., from
m copies of the state ρ to n copies of EPR-type states by LOCC, the ratio n/m
in the limit n → ∞ is defined as the entanglement of distillation (distillable
entanglement).
It is shown that the two concepts are equivalent for pure states [23]. In
this situation, the measure of entanglement of a composite system AB is the
von Neumann entropy of the reduced state of one subsystem.
EF = ED = S(ρA) = −tr(ρA log2 ρA), (1.6)
ρA = trB(ρAB), (1.7)
where trB means the partial trace of the total state ρAB over the degree of
freedom of the subsystem B.
For a general mixed state, the above two concepts are not equivalent and
7
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H(x) = −x log2 x− (1− x) log2(1− x), (1.9)
where H(x) is the Shannon entropy of the probability distribution {x, 1− x},
and C is the so-called concurrence. The concurrence of a two-qubit density
matrix ρ is defined as max{0, λ1−λ2−λ3−λ4}, where λi’s are, in decreasing
order, the nonnegative square roots of the moduli of the eigenvalues of ρ.ρ˜
with ρ˜ = (σy1 ⊗ σy2).ρ∗.(σy1 ⊗ σy2) and ρ∗ is the complex conjugate of ρ. As EF
is a monotonically increasing function of C, and the ranges of them are the
same (∈ [0, 1]), one can use C to measure EF for simplicity.
As for the entanglement of distillation, there is no direct formula and only
its upper bound has been found i.e. the logarithmic negativity [27]. The
logarithmic negativity of a composite system AB is defined as
EN(ρ) = log2 tr(
√
S†S), (1.10)
where S = ρTA is the partial transpose of the state ρ over the degree of freedom
of the subsystem A.
For multipartite states, the separability criteria become rather compli-
cated. The states can be fully separable or partially separable. The former
refers to the states that can be written as a convex combination of product
states of all the subsystems. The latter is defined with respect to particular
partitions of subsystems. For instance, the state ρ of a system consisting of
three subsystems can be partially separable with respect to 1 versus 2 parti-
tion i.e. ρ =
∑
i piρ1,i ⊗ ρ23,i, where ρ1,i is defined in the Hilbert space of the
8
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first subsystem, and ρ23,i is defined in the total Hilbert space of the second
and third subsystems. Note that the second and third subsystems in this
partially separable state ρ can still be entangled. A special class of partially
separable states is the so-called semiseparable state, which is partially separa-
ble under all 1 versus n− 1 partitions for a n−partite system. An interesting
phenomenon of multipartite states is that for an n−partite system, a state
which is partially separable under all 1 versus n − 1 partitions can still be
entangled (i.e. not fully separable). An example of such states was presented
in Ref. [28] by Eq. (5) and Eq. (22). This phenomenon shows the richness of
multipartite entanglement. The quantification of multipartite entanglement
is also complicated. For instance, a reasonable measure should be able to
distinguish the entanglement of a fully separable state from that of a partially
separable state. There are several measures proposed for pure multipartite
states such as residual tangle [29], hyperdeterminant [30] and so forth. We
will not discuss this part in detail. For the details, please refer to a recent
review article [31].
1.1.4 Quantum discord
There is another way different from entanglement to characterize quantum
correlations, which is quantum discord. The interest in studying the quantum
discord arises from the discovery that some quantum computational model can
perform certain tasks exponentially faster than any known classical algorithm.
These tasks includes e.g. estimating the normalized trace of a unitary operator
[32] which is useful in estimating parameters at the quantum metrology limit
[33]. The states generated during the computation contains vanishingly small
entanglement, but its quantum discord is not negligible and might be better
to characterize the quantum resources [34, 35].
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Quantum discord was first proposed by Ollivier and Zurek [36] to measure
the quantumness of correlations by the difference (discord) between the total
correlation in a bipartite state and the correlation by local measurements.
These two correlations are identical for classical states. Mathematically, for a
bipartite system in the state ρAB, quantum discord
D(ρAB) = I(ρAB)− J (ρAB), (1.11)
where I(ρAB) is the mutual information of the state ρAB [23]: I(ρAB) =
H(ρA) + H(ρB) − H(ρAB). The relevant notations are explained as fol-
lows. H(ρ) = −∑i λi log2 λi with λi the eigenvalues of ρ. ρA and ρB
are the reduced state of the subsystem A and B respectively. J (ρAB) =
H(ρA) − min{Πj}
∑
j pjH(ρA|j) is the classical correlation between A and B
maximized over all sets of orthogonal projective measurements Πj of the sub-
system B, where ρA|j is the state of the subsystem A after a measurement Πj
and pj is its probability. Thus, D(ρss) is a measure of non-classical correla-
tions, which include both the non-separable correlations and some portion of
separable correlations [36]. We note that although all the separable correla-
tions can be prepared using only local operations on quantum states, some
of them cannot be simulated by only using classical bits. Namely, during the
preparation of those separable correlations with non-zero quantum discord,
one must have used non-orthogonal quantum states. This non-orthogonality
is the reason for some separable correlations with non-zero quantum discord
to be referred to as non-classical correlations. An example will be given in
the end of the present section. To calculate quantum discord, numerical min-
imization is required which is in general intractable. Another measure of
quantumness of correlations is the measurement-induced disturbance (MID)
10
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[37]. MID is defined by Eq. (1.11) with J (ρAB) replaced by I(Π(ρAB)) i.e.




(ΠAi ⊗ ΠBj )ρAB(ΠAi ⊗ ΠBj ), (1.12)
where ΠAi ,ΠBj are the eigenvectors of the reduced states of the subsystem A
and B respectively. It can be seen that the original one-sided measurement
involved in Eq. (1.11) is replaced by a two-sided measurement involved in
Eq. (1.12) and the measurement basis is, for simplicity, chosen to be the
eigenvectors of the reduced states (For certain states it is better to optimize
the measurement basis [38, 39]). Note that the choice of the measurement
basis leaves the reduce states unchanged and is in a certain sense the least
disturbing [37]. The above definition of MID is also equal to S(ρAB||Π(ρAB)),
where S(ρ1||ρ2) = tr(ρ1 log ρ1) − tr(ρ1 log ρ2) is the relative entropy between
the state ρ1 and ρ2. The relative entropy is a pseudo-distance measure which
can be replaced by any other reasonable distance measures [37], e.g. the trace
distance3.
For pure bipartite states, quantum discord was shown to be equal to
the von Neumann entropy of the reduced state of one subsystem [34], and
thus it is a measure of entanglement. However, for a general mixed state,
quantum discord is different from entanglement. In particular, there are
separable states whose quantum discord are nonzero (e.g. the state ρAB =
1
2
(|0〉A〈0|A⊗ |0〉B〈0|B + |1〉A〈1|A⊗ |+〉B〈+|B) with |+〉B = (|0〉B + |1〉B)/
√
2).
More recently, it has been found that almost all bipartite quantum states have
nonzero quantum discord [40]. That is to say, the "volume" (more precisely
the Lebesgue measure) of the set of states with zero quantum discord is zero.
3The trace distance will be introduced later in Chapter 5. See also Section 9.2 of Ref.





Figure 1.1: A schematic representation of the set of entangled, separable and
zero-quantum-discord states. The dots represent the states with zero quantum
discord. Their "volume" (Lebesgue measure) is zero.
See Fig. 1.1 for a schematic representation.
1.1.5 Decoherence
In this section, we will discuss the decoherence phenomena in the field of open
quantum systems.
For an isolated quantum system, the dynamics of the system is described
by the Schrödinger equation: i~∂|ψ(t)〉
∂t
= HS|ψ(t)〉, where |ψ(t)〉 is the state
of the system at time t andHS is the Hamiltonian of the system. In reality, the
quantum system is inevitably in contact with the surrounding system and thus
interacts with it. The surrounding system is referred to as an environment,
or more specifically (in terms of thermodynamics), a reservoir or a heat bath.
In this situation, it is sometimes necessary to consider the Hamiltonian Htotal
of the total system including the environment. The dynamics of the state
of the total system obeys an equation similar to the previous Schrödinger
equation with HS replaced by Htotal. If we trace out the degree of freedom
of the environment, we could obtain the dynamics of the reduced state of
12
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the system. Let us consider a concrete example of a spin 1/2 particle (or
a two-level atom typically considered in quantum optics or atomic physics)
interacting with a bosonic reservoir [41]. The total Hamiltonian is

















In the above equations, HS is the free Hamiltonian of the atom and the
reservoir, ωa is the transition frequency between the two levels of the spin,
ωj is the frequency of the jth bosonic reservoir mode, [ci, c†j] = δi,j and




j] = 0, and HI describes the interaction between the spin and
its reservoir. The form of the interaction is modeled by the Jaynes-Cummings
model [42]. The Jaynes-Cummings model describes a two-level atom interact-
ing with a single mode of an optical cavity under the rotating wave approxi-
mation [41]. Here we extend the model to the situation that a two-level atom
(spin) interacts with many field modes in free space. Writing out the corre-
sponding Schrödinger equation and tracing out the degree of freedom of the
bosonic reservoir, we can obtain a dynamical equation obeyed by the density

















†ρσ − σσ†ρ− ρσσ†), (1.17)
where we have assumed that the bosonic reservoir is in a thermal state
ρR =
∏
j[1 − exp(−~ωj/kBTR)] exp(−~ωjc†jcj/kBTR) (TR is the temperature
13
Chapter 1. Introduction
of the reservoir), γ is the decay rate of the spin, and na = 1e~ωa/kBTR−1 is the
mean photon number at the reservoir temperature TR and the spin’s transi-
tion frequency ωa. For the derivation of the above equation, Born-Markov
approximation is used and the spectrum of the bosonic reservoir is assumed
to be uniform (for details, cf. [41, 43]).
The above dynamical equation is referred to as the master equation for
the spin. Let us consider the initial state of the spin to be ρ(t = 0) = |φ〉〈φ|
with |φ〉 = (|0〉+ |1〉)/√2 and the reservoir temperature to be 0 (thus na = 0).
The spin dynamics can be solved exactly:










2 (eiωat|0〉〈1|+ e−iωat|1〉〈0|). (1.18)
It can be seen that the off-diagonal elements of ρ(t), which represent the co-
herence of the spin’s state, decay exponentially with time. This is a typical
phenomenon of decoherence. We also note that the population of the excita-
tion energy level, i.e. the coefficient of |1〉〈1| decays exponentially with time.
This kind of decay is referred to as the amplitude damping channel. The
above master equation can be used to describe the two-level atom’s sponta-
neous emission into free space [41]. There are other mechanisms for decoher-
ence such as phase damping, bit flip, depolarization and so on. For details,
cf. Chapter 8 of Ref. [23].
The derivation of the master equation for the multi-level system is similar
to that for the spin. For instance, consider a single photon mode in a cavity,
which is pumped by a classical field. The single photon mode decays outside
the cavity due to the imperfect reflection of the cavity side mirror. The master
14
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[Hc, ρ] + Lcρ , (1.19)
Hc = ωca










†ρa− aa†ρ− ρaa†), (1.21)
where ωc (ωd) is the frequency of the single photon mode (driving field), a†
(a) is the creation (annihilation) operator of the single photon mode. The
amplitude of the external driving field is proportional to |J | and the corre-
sponding phase is Arg(J), κ is the decay rate of the single photon mode, and
nc =
1
e~ωc/kBTR−1 is the mean photon number at the reservoir temperature TR
and the cavity frequency ωc.
In the field of quantum optics, a coupled atom-cavity system is usually in-
volved. The corresponding master equation takes the form of the combination
of the above two master equations for the spin (which models the two-level
atom) and the single cavity mode. There could possibly be an interaction
between the atom and the cavity. We will discuss the relevant equations in
detail in Chapter 5.
1.2 Review of basic models
In this section, we will review the two basic models studied in the thesis: spin
chain and coupled atom-cavity arrays. These two topics are related and in
Section 1.2.1, we show the possible realization of a spin chain of XX model in
a linear array of coupled cavities.
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1.2.1 The spin chain model
The spin chain model describes a one-dimensional chain of two-level spins
which are short-range coupled. Typically, only nearest-neighbor interactions
are considered. An important class of the spin chain model is the Heisenberg




























i are three Pauli matrices for the spin in the lattice site i,
Jx, Jy, Jz are the coupling strength between neighboring spins in three dimen-
sions respectively, and Bi is the local magnetic field applied in the z direction
to the spin σzi .
The Heisenberg model can be used to describe the exchange interactions
between electron magnetic moments [45]. The coupling constants Jx, Jy and
Jz are independent of the site positions for natural systems, yet they can be
designed to depend on the site positions from the engineering point of view.
In this situation, Jx, Jy and Jz are replaced by Jx,i, Jy,i and Jz,i, respectively.
If we restrict Jx,i = Jy,i = Ji, the Heisenberg model will change to the XXZ
model. If further Jz,i = 0, the XXZ model will change to the XX model.


















We will mainly discuss the XX model in Chapter 2. This model can be
experimentally realized through manipulations of control lasers and detuning
in coupled atom-cavity arrays [46, 47] or through controlling external voltage
in linear arrays of tunnel-coupled quantum dots [48]. The former realization
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will be discussed in detail in the following section.
1.2.2 Coupled atom-cavity arrays
Coupled atom-cavity arrays are physical systems that contain many optical
cavities with possibly atoms inside. The cavities are coupled through optical
fibres. If the frequency of the cavity mode decreases to the microwave region
(usually several megahertz), the cavity is also referred to as a resonator, a
phrase used for a general situation. The arrays can be one-dimensional, two-
dimensional, or even three-dimensional. Both the cavities and the atoms
may be driven by external electromagnetic fields. In realistic situations, the
cavity mode decays outside the cavity mirror and the atom has a spontaneous
emission.
A typical Hamiltonian for a one-dimensional array of coupled cavities with
doped atoms is















(a†iai+1 + h.c.) , (1.27)
where the total Hamiltonian H comprises three parts: the free Hamiltonian
of the atoms and cavities H0, the atom-photon interaction Hamiltonian HJC
(Jaynes-Cumming model [42]) and the inter-site photon hopping Hamiltonian
Hhop. The relevant notations are explained as follows: ωc is the single-mode
frequency of the cavities, ωa is the transition frequency between the ground
17
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state |g〉 and the excited state |e〉 of the two-level atom in each cavity, a†i
(ai) is the creation (annihilation) operator of the single photon mode in ith
cavity, g is the atom-cavity interaction strength and A is the inter-site photon
hopping strength where a nearest-neighbor photon interaction is assumed.
Without the photon hopping term Hhop , all the sites are decoupled and
the total Hamiltonian can be diagonalized exactly [49]. The ground state
for the single cavity and atom at site i is |g, 0〉i with energy 0. The corre-
sponding excited states are |n+〉i = cos θn|e, n− 1〉i+sin θn|g, n〉i and |n−〉i =
sin θn|e, n− 1〉i − cos θn|g, n〉i with energies En±i = nωa + ∆2 ± 12
√
4ng2 +∆2
where ∆ = ωc−ωa is the cavity-atom detuning. It can be seen that the energy
spectrum is nonlinear with respect to n. The energy spectrum is referred to as
the Jaynes-Cumming ladder [50]. When the total Hamiltonian includes Hhop ,
it cannot be diagonalized exactly and thus approximations and numerics have
to be used. In the strong coupling regime g À A, perturbation theory in A/g
was used [46, 51] and it was shown that when ∆ ¿ g, the system was in a
so-called Mott-insulator phase. In this phase, each site has a fixed total num-
ber of atom-photon excitations. The formation of this phase is closely related
to the photon blockade effect [46, 52] that the atom-cavity excitation by a
first entering photon prevents further photon transmissions. The atom-cavity
excitation is referred to as a polariton, which is created by the operator
P
(n,±)†
i = |n,±〉〈g, 0|. (1.28)
When ∆ ≥ g, the nonlinearity of the energy spectrum reduces and thus the
photon blockade effect also reduces. The system will be in a superfluid phase
where there is a large variance of the total number of atom-cavity excitations
[46]. Namely, the system undergoes a quantum phase transition when the
18
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atom-cavity detuning becomes larger than the atom-cavity coupling strength.
Coupled cavity arrays have many applications. They have recently been
proposed as a new system for realizing schemes for quantum computation
[53, 54] and for simulations of quantum many-body systems [46, 55, 56]. More
recently driven arrays were considered towards the generation of steady-state
polaritonic [57] and membrane entanglement [58, 59] under realistic dissipation
parameters. Also, an analogy with Josephson oscillations was shown and the
many-body properties of the driven array have been recently studied [60].
For the relevance to our study, a linear array of coupled cavities can realize
a spin chain of XX model: recently Dimitris et al. showed [46] that the
Hamiltonian of such an array in the Mott-insulator phase can be effectively







where P (1,−)†k is given by Eq. (1.28) with n = 1. Note that P
(1,−)†
k can be















k+1)/2 which is the XX model with engineering
couplings4. Relevant models such as the XXZ model and Heisenberg model
can also be realized by replacing the doped two-level atoms with three-level
V-type atoms5 [47].
1.3 Objectives of the Study
There are two main objectives in the present study, which will be elaborated
below.
Previous studies on spin chains (cf. the review in Chapter 2) do not real-
ize both PST and maximal entanglement between boundary qubits in a single
4The engineering couplings are realized by differing photon hopping strength (i.e. dif-
fering overlap of the wave functions) between neighboring cavities.
5The energy level structure of a three-level V-type atom consists of a ground state and
two degenerate excited states.
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spin chain. But finding solutions of couplings that can fulfill both of these
two tasks is necessary. These solutions should facilitate the implementations
of quantum information processing, since only one spin chain is needed to
fulfill the two tasks. In contrast, performing the two tasks usually needs two
permanently-coupling spin chains. One of the aims of the present study was
to find such solutions to realize both PST and maximal entanglement between
boundary qubits. Our study also reveals the universality of asymmetrical cen-
tral couplings in a spin chain containing an odd number of spins for producing
maximal entanglement. As an interesting application, we also demonstrate the
possibility of realizing a multiparticle interference effect: the Hanbury Brown-
Twiss interferometer in a spin star network comprising multiple spin chains.
Throughout the study, the spin chain of XX model is considered, while other
models such as Heisenberg Model and Kitaev Model [61] are not fully explored.
These models can also be investigated in principle with similar methods for
XX model. In actual situations, dissipation occurs and cannot be neglected,
which makes the spin chain study rather complicated. The present study of
spin chain will not cover these situations. Instead, dissipation will be studied
in the context of coupled cavities. This topic is the other objective of the
study. Based on the review in Chapter 4, it can be seen that the previous
studies only focused on the realization of the steady state with nonzero entan-
glement, while the value for the degree of entanglement is a bit small and the
control of the steady-state entanglement is seldom studied. In practice, a large
degree of steady-state entanglement and its coherent control are necessary.
The other aim of the present study was to find models of coupled cavities
that achieve higher steady-state entanglement and to illustrate how coherent
control can be done. The research should provide new experimental setups
to accomplish quantum information tasks, and it may also contribute to a
20
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better understanding of the relations between entanglement and interference.
We also study the steady-state entanglement at finite-temperature for a sin-
gle atom-cavity system. Our study is restricted to steady states, while the
ground state which is usually considered will not be covered. The reason is
that the ground state of coupled cavities has been widely studied and the
answers to relevant problems are well understood (cf. Section 1.2.2 and refer-
ences therein). The laser manipulations in coupled cavities are usually crucial.
These manipulations especially the adjustment of the phases of lasers will be
investigated in detail in our study. In addition, cavities with more than one
atom are beyond the scope of this study, as the relevant energy levels are
rather complex and this complexity may decrease the degree of entanglement
in our study.
The thesis is organized as follows. In Chapter 2, we discuss the entangle-
ment generation in a spin chain of XX model and the realization of single-spin
unitary operations through tuning the electric and magnetic fields in a gen-
eralized spin chain which is composed of quadrilaterals. In Chapter 3, we
demonstrate that the multiparticle Hanbury Brown-Twiss (HBT) interferom-
eter can be realized in a spin star network comprising multiple spin chains. In
Chapter 4, we analyze a practical system: coupled atom-cavity arrays under
dissipation, where a new form of entanglement i.e. steady-state entanglement
is discussed in detail. As thermal noise due to finite temperature of the reser-
voir is inevitable in realistic systems, we will discuss this topic in Chapter 5.





in a spin chain
In this chapter, we show how maximal entanglement between boundary qubits
in an open spin chain of XX model is realized. This creation of maximal
entanglement could be used for phase covariant quantum cloning in a spin
chain. The maximal entanglement is achieved with specially engineered cou-
plings. We compare our realization with alternative methods and find that
the method of pre-engineered couplings is straightforward and the decrease of
cloning fidelity due to time errors is smaller. Finally, we discuss the realiza-
tion of single-spin unitary operations through tuning the electric and magnetic
fields in a generalized spin chain which is composed of quadrilaterals.
2.1 Spin Chain
The Hamiltonian of our model has been discussed in Chapter 1, Section 1.2.1.



















Chapter 2. Entanglement generation in a spin chain
Without loss of generality, all the Ji’s can be chosen to be real and positive
up to a local unitary basis transformation1.
The state transfer and entanglement generation through spin interactions,
used as sub-protocols, are important for realizing solid-state quantum com-
putation [62, 63, 64]. More promisingly, the universal quantum computation
in spin chains has been shown to be possible by Man-Hong Yung et al. [65],
where they use a spin chain as a processing core and each spin can swap its
state with an ancillary spin which acts as an element of a storage bank. The
processor-core model can realize quantum gates of arbitrary multi-qubit con-
trol evolutions. The advantages of the processor-core model of spin chains,
compared with the quantum circuit model [23], are that the operations needed
for realizing quantum gates are simplified and the computing time can be re-
duced by half. Another promising scheme to realize quantum computation in
a spin chain is to generate graph states through perfect state transfer [66], as
the graph state is a universal resource for the measurement-based quantum
computation [67, 68].
The generation of quantum entanglement in a spin chain is often accom-
panied with state transfer from one end of the chain to the other, which can
be perfect or imperfect at some time different from that for entanglement
generation. This chapter will first review recent research on state transfer in
spin chain2, followed by the review of entanglement generation in spin chain
in section 2.1.3.
1Cf. Appendix A.
2See also a review on state transfer in spin chains by S. Bose [69].
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2.1.1 PST in a Spin Chain with Constant Couplings
The state transfer in a spin chain with constant couplings has been widely
investigated in recent years. Usually, this task is accomplished by performing
swap operations, which is to sequentially exchange the states of the adjacent
two qubits, so that the state of the first qubit in the chain will be gradually
transferred to the final qubit. The swap operations are realized by Hamil-
tonian dynamics (see Ref. [23] for details). Actually, these operations are
inefficient as it is time consuming, and moreover, errors may accumulate dur-
ing the sequential operations.
In order to overcome these drawbacks, a method based on natural dy-
namics of a global Hamiltonian was devised [70]. In this method, the state
can be transferred directly from the first qubit to the last one. This new
approach initiated an entirely original field of state transfer in a spin chain.
However, the fidelity by this method is not perfect, and thus the transfer is
only approximate.
With the purpose of solving the problem of imperfect fidelity, Burgarth
and Bose designed two parallel chains to realize PST [71]. The only drawback
of this method is that PST does not succeed all the time, but only with
probability smaller than one. Nevertheless, a measuring apparatus in their
device can indicate the occurrence of PST.
In conclusion, PST can be realized in a spin chain with constant couplings.
However, all the known schemes are inefficient, as they are either inconvenient,
imperfect or indecisive. Therefore, new methods need to be devised, among
which the one based on engineering couplings discussed in the next section
may provide better performance.
25
Chapter 2. Entanglement generation in a spin chain
2.1.2 PST in a Spin Chain with Engineering Couplings
The first notable work within this frame was conducted by Christandl et al. in
2004 [72], where PST was realized with couplings proportional to
√
i(N − i)
(i is an integer for the position of the coupling and N is the total number
of spins). The advantage of this method is that the fidelity reaches one (i.e.
perfect) at constant time regardless of how long the spin chain is. Moreover,
this method is very convenient as only one operation i.e. the preparation of
initial state of spin chain is needed. In view of these merits, Christandl et
al. elaborated their idea and generalized the scheme to the situation of spin
network in another paper [73].
Actually, the solution for the couplings is not unique, as it was found later
[74] that many sets of values for couplings could realize PST and solving the
couplings was mathematically an inverse eigenvalue problem [75]. Based on
this viewpoint, a new solution was obtained even for the situation of long
range interactions [76]. In this situation, some special cases of short-length
spin chains were discussed, yet no general formula was presented. This may be
due to difficult mathematical inductions. Later it was found that the solutions
for PST can be used for another task in quantum information processing:
state amplification [77], i.e. the two tasks are unified. One important point
worthy to point out is that among many solutions within the model of nearest-
neighbor interactions, the first solution Ji ∝
√
i(N − i) realizes the fastest
PST for a fixed maximum couplings [78]. Therefore, this solution is referred
to as the optimal solution for PST.
In summary, PST can be conveniently realized in a spin chain with engi-
neering couplings, and many solutions are obtained within this frame3. How-
3There have been several papers discussing the possibility to relax the condition of state
initialization using some communication protocols and state encoding methods [79, 80].
This direction is beyond the scope of the thesis and can be studied in future.
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ever, none of the above schemes are harmonic in the sense that generally no
maximum entanglement is shared between boundary qubits at any evolution
time. This problem will be discussed in the next section.
2.1.3 Entanglement Generation in a Spin Chain
The problem of entanglement generation in a spin chain was first studied by S.
Bose [70]. In his paper, the spin chain with constant couplings was analyzed.
It was shown that the boundary qubits can be strongly, but not maximally
entangled at some non-constant time depending on the length of the chain.
These results initiated many other investigations. In 2006, a scheme based
on PST was proposed [75] by which perfect entanglement was generated at
some constant time. This scheme is effective except that one needs to flip the
central qubit in the chain and let its amplitude propagate to the boundary
qubits. This method is less convenient than if one needs to flip only one of
the boundary qubits itself. At the same time, a method [81] was devised
where the static ground state rather than the state during time evolution was
considered and it was found that the boundary qubits were moderately, yet
not maximally entangled.
Recently, a novel approach based on effective 2-qubit dynamics was de-
signed [82], in which both PST and maximal entanglement were realized at
different times. The Hamiltonian for the effective 2-qubit dynamics is decom-
posed into direct product of the one for two boundary qubits and the other
for the remaining qubits in the chain. This Hamiltonian is quite different
from those in the methods mentioned earlier. However, one assertion [82]
that mirror-periodic systems cannot realize both PST and maximal entangle-
ment between boundary qubits is not true. This will be shown by our work
in Chapter 2.
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In conclusion, maximal entanglement between boundary qubits can be
realized in a spin chain with engineering couplings. In the methods based
on a decomposed Hamiltonian, PST is also accomplished. But, for the spin
chain of engineering couplings and non-decomposed Hamiltonians, no solution
has been found so far that can fulfill both PST and maximal entanglement
between boundary qubits.
2.2 Entanglement generation with pre-
engineered couplings
In this section, we will present the main result of the chapter: the solution
of the coupling constants for the maximal entanglement generation in a spin
chain with pre-engineered couplings. Since the operator of the z component
of the total spins: σztol =
N∑
i=1
σzi commutes with the Hamiltonian (2.1), the
state |100...0〉 must evolve to a superposition of states with only one up-spin.
Therefore, we can work in the one-excitation subspace spanned by the basis
vectors |n〉, n = 1 , 2 , ..., N , where |n〉 denotes the state with an up-spin at




−2B1 J1 0 . . . 0
J1 −2B2 J2 . . . 0
0 J2 −2B3 . . . ...
...
...
... . . . JN−1






4Here we choose the notation convention that σzi = |0〉i〈0|i − |1〉i〈1|i.
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where IN×N is an N ×N identity matrix. For creating maximal entanglement
of boundary qubits, we would like to realize the following time evolution:




where φ1 and φ2 are some arbitrary phases5. By redefining H ′ = Ht, one can
set t to unity. For constant Ji, it can be verified that Eq. (2.3) is satisfied only
for N = 2 or 3. The relevant results are presented as follows: (i) for N = 2,
B1 = B2, J1 = pi4 +
k
2
pi, where k is a non-negative integer. (ii) for N = 3,
B1 = B3 =
pi
2




. It is interesting to note that in both
cases, |〈N |U2|1〉| = 1, so that at time t = 2, perfect state transfer occurs.
For pre-engineered couplings (i.e. different Ji), we can obtain solutions
satisfying Eq. (2.3). In particular for Bi = 0 for all i, an interesting solution

















, if N is odd,
√
(N − 2i+ 1± 1
2
)(N − 2i− 1∓ 1
2
)
(N − 2i+ 1)(N − 2i− 1) , if N is even.
(2.5)
5φ1 and φ2 do not affect the entanglement, since the phases can be absorbed into the
basis by a local transformation |1′〉 = eiφ1 |1〉 and |N ′〉 = eiφ2 |N〉.
6The solution is obtained through numerical calculations and is not unique. Nevertheless
our solution deserves special attention as it is closely related to the solution of PST e.g. the
optimal one Ji =
√
i(N−i)
2 pi (cf. Section 2.1.2). Actually, this close relation always exists
for any solutions of PST in a chain containing an odd number of spins. The proof will be
presented in the Appendix B and C.
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In Eq. (2.5), δi,j = 1 if i = j, and 0 otherwise. Note that we have two solutions
in Eq. (2.5). The first solution corresponds to the upper signs in ± and ∓ in
Eq. (2.5), and the second solution corresponds to the lower signs. It can be
seen that the coupling constants depend on both N and i, which are equal to




pi, cf. Section 2.1.2) multiplied









, which means the central
two couplings are asymmetric with respect to the central qubit. For the even
N case, if we consider the coupling in the middle of the chain i.e. i = N
2
, we see
that fN,i = 1± 12 = 12 , 32 . For i = N2 −m, with m being an integer, enumerated







(2m+ 1)(2m− 1) . These
factors asymptotically go to unity as m→∞. Figure 2.1 shows the values of
the factors fN,i as functions of m. Thus for large N , the couplings near the
boundary qubits approach the values for PST.















Figure 2.1: The factor fN,i as functions of m = N2 − i. The red and blue lines
correspond to two solutions of fN,i of even N case.
We illustrate our results with N = 60, 61. Fig. 2.2 shows the magnitude
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of the couplings for N = 60 and N = 61. It can be seen that all the four plots
contain jumps at the center. Fig. 2.3 and Fig. 2.4 show the time-dependence
of the probability amplitudes of certain qubits using one of the two possible
solutions for N = 60 and N = 61 respectively. It can be seen that at t = 1
in both figures, the amplitudes for boundary qubits are 0.707, meaning that
the boundary qubits are maximally entangled. At t = 2 in the N = 60 case,
the amplitude of the 60th qubit is 1, which indicates that PST occurs from
the first qubit to the last one. However, there is no PST in the N = 61 case.
This phenomenon is closely related to the asymmetric couplings required in
the odd case. Indeed, perfect state transfer in a spin chain requires symmetric
couplings [83].


































Figure 2.2: Patterns of Ji’s. The upper two figures are the first and second
solutions of N = 60 case respectively, and the lower two figures are the first
and second solutions of N = 61 case respectively. It can be seen that there is
a reflection symmetry of Ji’s in the even N case, while the symmetry of Ji’s
is breaking if N is odd.
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Figure 2.3: Time-dependence of amplitudes of four certain qubits in a 60-










i+1). The state is |φ(t)〉 =
∑60
i=1 fi(t)|i〉, and |φ(0)〉 = |1〉.
The dashed, solid, dash-dot and dotted lines are for |fi(t)|, (i = 1, 30, 31, 60)
respectively.
2.3 A physical interpretation of the solution
In the case of an odd spin chain, for any given couplings that permit PST,
the introduction of asymmetry in the middle two couplings always results in
maximal entanglement between the boundary qubits (see also the footnote
on page 29). This introduction of asymmetric couplings is analogous to an
insertion of a beam splitter7. See figure 2.5 and figure 2.6 for the connection,
where the phases for the time evolution in a spin chain (figure 2.5(a)) are
chosen according to N = 61. To see the analogy more explicitly, note that the
ratio between the central two couplings is
√
2± 1, as shown in Eq. (2.4) and
(2.5). This ratio is independent of the number of qubits in a spin chain and can
be obtained simply by considering a 3-qubit spin chain with the Hamiltonian
7The concept of a beam splitter in a spin chain has already been proposed in Ref. [84, 85]
for a two-dimensional case. Here we briefly discuss this concept in a one-dimensional spin
chain.
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Figure 2.4: Time-dependence of amplitudes of three certain qubits in a 61-










i+1). The state is |φ(t)〉 =
∑61
i=1 fi(t)|i〉, and |φ(0)〉 = |1〉.








and demanding that e−iH = U be a Hadamard matrix (beam splitter) in the













8The actual matrix form of U may differs from the form in the text in some phases
before each matrix element as long as the matrix is unitary and the modulus of each matrix
element is same to the one in the text.
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Figure 2.5: The central asymmetrical couplings in a spin chain (a) containing
an odd number of spins is analogous with an optical beam splitter (b). The
phase choice i for the transformation in the optical beam splitter is only a
convention but not necessary. See Ref. [86] for details.
Moreover, it can be verified that e−iH |k〉 = e
iφ1 |k〉+ eiφ2|N + 1− k〉√
2
, (k =
1, 2, · · · , N−1
2
). This result indicates that the central asymmetry can always
split a spin excitation wherever the excitation is (at one side of the central
asymmetry), justifying the analogy of the central asymmetry to a beam split-
ter.
To further justify our physical interpretation, we let the dynamics in the
spin chain evolve twice (two Hadamard gates), between which a phase gate is
applied to the first qubit in the spin chain. The phase gate is realized by ap-
plying a magnetic field in the z direction (i.e. the direction of the eigenvectors
of σz) for a proper time. See figure 2.7, where the spin chain dynamics and the
optical Mach-Zehnder interferometer are put together for a comparison. The
notations and formulae in the figure should be self-explained. It can be seen
in figure 2.7(a) that after evolving twice the dynamics, the excitations of the
two boundary spins interfere with each other. These operations together are
analogous with a Mach-Zehnder interferometer in optics9. See figure 2.7(b).
9There are some differences between them in the final interference formula i.e. the posi-
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Figure 2.6: The dynamics of a wave packet in a spin chain where three mo-
ments (t = 0.25, 0.5, 0.75) are chosen. The wave packet means the amplitudes
distributed along the chain for a single excitation. The phases associated with
the amplitudes have been neglected. It can be seen that the dynamics of the
wave packet is similar to that of an optical wave packet transmitting through
an optical beam splitter. Note that without asymmetric couplings, the wave
packet will not be split. See Fig. 2(b) of Ref. [48].
For details of the Mach-Zehnder interferometer, cf. textbook: Ref. [87].
2.4 Applications: quantum cloning
In this section, we will discuss an application of the entanglement generation
in a spin chain: quantum cloning. Quantum cloning [88] is the process that
duplicates an arbitrary unknown quantum state (i.e. makes one or more exact
copies of the original state) without altering the original state. Quantum
cloning is restricted by the no-cloning theorem [89]. The no-cloning theorem
tions of sine and cosine terms, which result from the difference of the reflection amplitudes
between them.
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Figure 2.7: Evolving twice the dynamics nd applying a magnetic filed be-
tween the two evolutions in a spin chain containing an odd number of spins
and central asymmetrical couplings (a) is analogous with a Mach-Zehnder
interferometer in optics (b).
states that there is no quantum operations that can duplicate an arbitrary
quantum state perfectly. However, it is still possible to have imperfect cloning
[90]: in imperfect cloning, one simply duplicates states of high fidelity. In
particular, for a symmetric universal N copies to M copies quantum cloning
machine [91], it can be shown that the optimal fidelity is FN→M = MN+M+NM(N+2) .
For a 1→ 2 quantum cloning machine, the optimal fidelity is 5
6
[92, 93, 94].
The optimal fidelity of 5
6
is not sacrosanct: one can achieve far better
optimal fidelity by restricting the qubits to certain states, for instance the
states that lie on the equator. For phase covariant cloning [92, 95], a minimum
fidelity of F ≈ 0.8536 can be achieved10. Like quantum teleportation [96],
quantum cloning can be realized experimentally in the laboratory through
quantum gates and circuits. Indeed, optical implementations of the 1 → 2
cloners based on parametric down conversion as the amplification phenomena
10See discussions in the next paragraph for the definition of phase covariant cloning.
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was successfully demonstrated [97, 98].
In this section, we look at the feasibility of cloning qubits through a spin
chain. In short, we would like to find out whether or not it is possible to share
the information equally between the end (boundary) qubits, starting with an
arbitrary state in the first qubit at the beginning of the process. Our question
is essentially a resource-saving quantum cloning in a spin chain, which was
first mentioned by Chen et al. [99]. In their paper, they considered 1 → M
phase covariant cloning (PCC) [92, 100, 101] in a spin star network based
on XXZ model and found that resource-saving PCC can be achieved if M is
an even number. PCC refers to the cloning process that for an input state
|ψin〉 = (|0〉 + eiφ|1〉)/
√
2 the fidelity of the output state does not depend on
the phase φ. For PCC, the required unitary evolution is as follows11:
U |00〉 = |00〉, (2.6)
U |10〉 = 1√
2
(|10〉+ |01〉). (2.7)
Suppose that the input state for PCC is |ψ〉 = |ϕ1〉|0〉, where |ϕ1〉 = cos θ2 |0〉+
sin θ
2
eiφ|1〉 is the state to be copied. Then, the fidelity for PCC is f(θ) =
〈ϕ1|ρout|ϕ1〉, where ρout = tr2[U |ψ〉〈ψ|U †] is one of the symmetric output
states. The fidelity can be calculated simply as: f(θ) = (5 +
√
2 + 2cosθ −
(
√
2−1)cos2θ)/8, which is independent of phase φ. The dependence of fidelity
on θ is shown in Fig. 2.8. It can be seen that the fidelity reaches minimum
value (2 +
√
2)/4 ≈ 0.8536 when θ = pi/2, i.e. |ϕ1〉 = (|0〉+ eiφ|1〉)/
√
2 which
lies on the equator of the Bloch sphere. PCC has important applications in
quantum cryptography, for instance, in BB84 protocol [1], where it provides
11U |01〉 and U |11〉 can be defined similarly, which are omitted. Here, we consider the
state-dependent quantum cloning with partial information that the Bloch vector of the state
is in the northern hemisphere, cf. [100].
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Figure 2.8: The fidelity of state-dependent phase covariant quantum cloning
as a function of the input state angle θ. The input state is: |ψ〉 = |ϕ1〉|0〉,
where |ϕ1〉 = cos θ2 |0〉+ sin θ2eiφ|1〉 is the state to be copied.
the optimal eavesdropping strategy for Eve to acquire information of the qubit
sent by Alice [102].
We note that the cloning process is essentially the generation of maximal
entanglement between the boundary qubits12. Equation (2.6) is trivial and it
is automatically satisfied in spin chain of XX Model, since the state |0〉⊗N is
an eigenstate of the Hamiltonian (cf. Eq. (2.1)) and thus will not evolve with
time. Equation (2.7) is the crucial one. This equation means that flipping
one of the two boundary qubits will generate maximal entanglement between
them. Therefore, realizing PCC amounts to the generation of maximal entan-
glement between the two boundary qubits when one of the qubits is flipped.
In addition to our scheme described above, there is an alternative method
for quantum cloning of boundary qubits as follows: First, we perform the
cloning in a two-qubit spin chain. Second, we transfer the quantum state
of the second qubit in the above spin chain to the spin at the right end.
The second step can be realized either through successive swap operations
12The spin chain realizing perfect state transfer can also realize maximal entanglement
generation of end qubits with appropriate initial product states but in that case resource-
saving cloning cannot be fulfilled. See Ref. [103, 83] for details.
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(Fig.2.9a, referred to as clone-and-swap scheme) or through pre-engineered
coupling constants for PST (Fig.2.9b) after the state has been cloned using
the first two qubits.
…
swap
1 2 3 4 N-1 N
swap swap swap
…
1 2 3 4 N-1 N
1J 2J 2NJ 
(a)
(b)
Figure 2.9: Quantum cloning based on (a), swap operations and (b), pre-
engineered couplings where Ji =
√
i(N − 1− i) is for PST in Ref. [72].
Compared with the clone-and-swap scheme, our method is straightforward
as one only needs to prepare the initial state of the spin chain, while in the
clone-and-swap scheme, swap operations must be performed sequentially one
after another in order to transfer the state of qubit 2 to qubit N . Moreover,
the errors may accumulate during these successive operations, which can be
seen as follows. These errors usually originate from: (i) interactions between
qubits in spin chain with environment; (ii) imprecise time determination of
operations. Error (i) occurs in all schemes and has been discussed exten-
sively elsewhere [83, 104]. For simplicity and illustrative purpose, we only
consider error (ii). Such errors could result from inherent time resolution of
experimental apparatus.
Let us analyze the swap operations of the clone-and-swap scheme in detail.
In this scheme, the couplings need to switch on and off many times. Suppose
the ideal waveform for the switch is a rectangular pulse. In practice, however,
this pulse is distorted, as illustrated in Fig. 2.10. This distortion could render
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Figure 2.10: The ideal and practical waveforms of one of the couplings in a
spin chain using the clone-and-swap scheme for illustrative purpose.
the determination of the operation time imprecise. Assume that the ideal
switch-on time is t0, and the practical time is t2 − t1. The swap operation is
performed on the two-qubit chain with the Hamiltonian H2 = J(t)|+〉〈+| −
J(t)|−〉〈−|, where |+〉 = |0〉+|1〉√
2
and |−〉 = |0〉−|1〉√
2














where, H20 = J0|+〉〈+| − J0|−〉〈−|; J0 is the ideal constant coupling and t0 is
the corresponding time for the swap operation.
From Eq. (2.8), it can be seen that an imperfect pulse in the coupling gives
rise to an error δt0 in the required operation time. For simplicity, suppose
for both of the two schemes the time error obeys the Gaussian distribution
N(0, σ/t0). Fig. 2.11 shows the fidelity as a function of errors i.e. the standard
deviation of operating time σ/t0 for the two schemes in an N = 61 spin chain.
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For our simulation, we assume that the input state is |0〉+|1〉√
2
. It can be seen
that the fidelity for pre-engineered couplings is better than the clone-and-
swap scheme, especially for larger errors. Fig. 2.12 shows the fidelity as a
function of the length of the chain with a fixed error σ/t0 = 0.1 for the two
schemes, again with the input state |0〉+|1〉√
2
. It can be seen that for a long
spin chain, the scheme of pre-engineered couplings again performs better than
the clone-and-swap scheme.
















Figure 2.11: The cloning fidelity as a function of the parameter σ/t0 for the
two schemes with N = 61. The input state is |0〉+|1〉√
2
.
It is important to note that in the scheme of pre-engineered couplings,
imprecision in values for couplings may also result in a decrease in cloning
fidelity. This is shown in Fig. 2.13, where we have assumed that Ji obeys
the Gaussian distribution N(Ji, σi) and σi/Ji = δ0 i.e. same for all i. It can
be seen that when σi/Ji = 0.1 i.e. 10% error, the fidelity decreases to 0.714.
This decrease in fidelity is large, which shows the limitation of the scheme of
pre-engineered couplings.
Fig.2.9b is essentially the same as the scheme for cloning with pre-
engineered couplings. However, the latter scheme still has a slight advantage:
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Figure 2.12: The cloning fidelity as a function of the length of a spin chain
for our scheme of pre-engineered couplings and the clone-and-swap scheme of
constant couplings respectively. The input state is |0〉+|1〉√
2
.
instead of performing two steps to realize cloning, in the latter method we
require only one step.
2.5 The subspace of multi-excitations
In the previous sections, we only consider the single-excitation subspace.
What happens for the subspace of multi-excitations? A direct approach is
to diagonalize the Hamiltonian in the entire Hilbert space. This is in general
time-consuming, especially for a spin chain with considerable number of spins.
Instead, we adopt an alternative approach in which the multi-excitations dy-
namics is constructed from the single-excitation dynamics. Thus the approach
is more straightforward and physical. This approach was first discussed for the
engineering spin-chain model in Ref. [105]. Here we summarize the approach
in brief as follows.
First, a Jordan-Wigner transformation is preformed to the original Hamil-
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Figure 2.13: The cloning fidelity as a function of the coupling errors param-
eterized by σi/Ji = δ0 for the scheme of pre-engineered couplings in N = 61






























kaj = δj,k. The

















The Hamiltonian H describes a set of N non-interacting fermions which hop
between adjacent sites of the one-dimensional lattice and are subject to a
non-uniform magnetic field 2Bi.
The m-excitations subspace corresponds to m fermions obeying Pauli ex-
clusion principle with energy eigenvalues
∑
iEki (Eki is the ith fermion’s en-
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φk1(x1) · · · φk1(xm)
... . . .
...
φkm(x1) · · · φkm(xm)
∣∣∣∣∣∣∣∣∣ , (2.11)
where φki(xj) is the jth fermion’s energy eigenfunction.
The above method can be used to calculate the time evolution of the
initial state with multi-excitations. For instance, if the initial state is
ψ(t = 0) = |11000〉, we can write it in the form of the Slater determinant:
ψ(t = 0) = (|1〉1|2〉2 − |2〉1|1〉2)/
√
2, where |i〉j means that the jth fermion is
in the ith site of the spin chain. Note that exp(−itH)|1〉i = (|1〉i + |5〉i)/
√
2
and exp(−itH)|2〉i = (|2〉i + |4〉i)/
√
2 (i = 1, 2) for a specific time (cf. Sec-
tion 2.3). We can easily obtain the time evolution of |11000〉. The result
is exp(−itH)|11000〉 = (|11000〉 + |10010〉 − |01001〉 − |00011〉)/2. The time
evolution of other kinds of initial states could be derived similarly.
It can be seen that the action of the spin chain on multi-excitations is
actually very similar to the action of an optical beam splitter on multi-photons,
yet there are some differences: photons are bosons so that multi-photons are
in a symmetric state if the photons are numbered while multi-excitations in a
spin chain are equivalent to multi-fermions in an anti-symmetric state.
13Slater determinant is a type of determinant in linear algebra that is used for describ-
ing the multi-fermions wave function through single-fermion wave functions. The anti-
symmetric requirement of the multi-fermions wave function is automatically satisfied when
using Slater determinant.
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2.6 A more general result
The solution (2.4) for an odd spin chain can be generalized to the situation of
non-maximally entangled states between the two boundary qubits, as shown
in the Appendix C. If the coupling constants are chosen to be Eq. (C.5),
then the following time evolution is realized (see Eq. (C.10) and (C.11) in the





see that n could be an arbitrary positive real number that is greater than or
equal to 1, which is much more general than the original claim. Therefore, if
we want to generate non-maximally entangled states between the boundary
qubits in an odd spin chain, we only need to change the central two couplings
according to Eq. (C.5).
2.7 Realizing single-spin operations in a chain
of quadrilaterals
In this section, we generalize the previous linear spin chain to a chain of quadri-
laterals with perpendicular diagonals in a tight-binding model, as shown in
Fig. 2.14(a). The labeling of the chain is shown in Fig. 2.14(b). The model
can be experimentally realized in a system of tunnel-coupled quantum dots
[48], defined in a semiconductor heterostructure (a two-dimensional electron
gas), through controlling the voltage of the specially arranged metallic gates.
A single electron can hop between neighboring nodes of the chain i.e. neighbor-
ing vertices of the quadrilaterals. The hopping strength can be controlled by
the external voltage applied to the gates defining the corresponding tunneling
barriers between the adjacent quantum dots. The chain with l1 = l2 = l3 = l4
(the quadrilateral becomes a rhombus) has been studied by Amnon Aharony
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Figure 2.14: (a) A spin chain of quadrilaterals with perpendicular diagonals.
(b) The labeling of a single quadrilateral.
et al. in 2008 [106]. They showed that the chain can be used as a spin fil-
ter in the sense that the electronic spins transmitting through the chain are
fully polarized along a direction that can be controlled through tuning the
electric and magnetic fields perpendicular to the rhombus of the chain. Here
we will show that single-spin unitary operations can be realized in a chain of
quadrilaterals with perpendicular diagonals.
In the setup in Fig. 2.14(a), we apply a electric field Ez and a magnetic
field Bz perpendicularly to each quadrilateral of the chain. The coordinate
system is established as follows. The origin is in the position a0 and the x
(y) axis is along t1 (s1) pointing rightward (upward). The Hamiltonian of the
electron has a Rashba spin-orbit-interaction (SOI) term [107]:
HSO = α(pxσy − pyσx), (2.12)
where α = − ~eEz
4m∗2c2 is proportional to the electric field Ez (m
∗ is the effective
mass of the electron, and c is the speed of light), px (py) is the x (y) component
of the electronic canonical momentum, and σx, σy are the Pauli matrices given




l A · dl when traveling
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along a path l , where q′ = 2m∗α/~ is the effective charge and A = (Ax, Ay) =
~(−σy, σx)/2 is the non-Abelian vector potential [108]. Combining the above
analysis with the consideration of the AB phase generated due to the magnetic
field [109], one can obtain the hopping matrix for the electronic spinor in the
nth quadrilateral.
Uab(n) = e
inφ1/2+iα11σ1 , Uba′(n) = e
−i(n+1)φ1/2−iα21σ2 ,
Uac(n) = e
−inφ2/2−iα12σ3 , Uca′(n) = ei(n+1)φ2/2+iα22σ4 ,
where the subscripts a, b, c denote the positions an, bn, cn, a′ denotes the





j , (i, j = 1, 2) with kSO = −q′/2, and σi = σx sin θi ± σy cos θi,
(i = 2, 3 for + and i = 1, 4 for −).
The Schrödinger equation for the electronic spinors ψa(n), ψb(n) and ψc(n)
in the nth quadrilateral is
(ε− εa)ψa(n) =− J1Uab(n)ψb(n)− J3Uac(n)ψc(n)
− J2U †ba′(n)ψb(n− 1)− J4U †ca′(n)ψc(n− 1), (2.13)
(ε− εb)ψb(n) =− J1U †ab(n)ψa(n)− J2Uba′(n)ψa(n+ 1), (2.14)
(ε− εc)ψc(n) =− J3U †ac(n)ψa(n)− J4Uca′(n)ψa(n+ 1), (2.15)
where Ji is the hopping strength14 associated with the side li (i = 1, 2, 3, 4) of
the quadrilateral. Solving for ψb(n) and ψc(n) in Eq. (2.14) and (2.15) and
replacing them into Eq. (2.13), we obtain an equation obeyed by ψa(n). The
form of the equation is the same as Eq. (3) of Ref. [106], but with different
14In the tight-binding model, Ji is related to the coulomb potential and also the overlap of
wave functions on neighboring sites. Here we simply assume that Ji is inversely proportional
to li.
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expressions of λ and W.














where σ0 is the 2× 2 identity matrix I2×2, and σ1,2,3 are three Pauli matrices.
The expressions for xi’s are omitted here due to their complexity. Please refer
to Appendix D for their expressions.
Next we assume that the eigenstate solution to ψa(n) has a propagating-
wave form as used in Ref. [106]:
ψa(n) = e
iq(t1+t2)nχ(q), (2.18)
where q is a one-dimensional wave vector and χ(q) is a two-component spinor.
Replacing this solution into Eq. (3) of Ref. [106], we have Hχ = λχ, where
H =
∑3
i=0 yiσi with yi =
1
2






Eq. (2.19) imposes a condition that must be satisfied by the electronic eigen-
energy ε and the wave vector q. Let us consider a special case: y0 = 0.
It can be found that for a given energy ε, if q1 is a solution to Eq. (2.19)
then q2 = q1 + pi/(t1 + t2) is also a solution to Eq. (2.19). Moreover, the
corresponding spinors (χ(q)) of these two solutions are orthogonal to each
other since the relevant Bloch vectors have opposite directions (±(y1, y2, y3)).
In this way, single-spin unitary operations can be realized, as discussed below.
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Suppose the spinors (χ(q)) for the two solutions q1, q2 mentioned above have
the following form in some normal basis |0〉, |1〉.
χ1(q1) ≡ ψ(1)a (0) = eiϕ1(cos
θ
2
|0〉+ eiϕ sin θ
2
|1〉), (2.20)
χ2(q2) ≡ ψ(2)a (0) = eiϕ2(sin
θ
2
|0〉 − eiϕ cos θ
2
|1〉). (2.21)




a (0) + e−iϕ2 sin θ2ψ
(2)
a (0)
(|1〉 has a similar expression). For a general position n, we need to replace
ψ
(1,2)
a (0) in the above expressions with ψ(1,2)a (n) in Eq. (2.18), i.e. multiply
a phase factor eiq1,2(t1+t2)n to ψ(1,2)a (0). So we obtain a transformation for the
normal basis |0〉, |1〉.
|0〉 → eiq1(t1+t2)n(cos θ|0〉+ eiϕ sin θ|1〉), (2.22)
|1〉 → eiq1(t1+t2)n(e−iϕ sin θ|0〉 − cos θ|1〉), (2.23)
where q2 = q1 + pi/(t1 + t2) has been used to eliminate q2, and n is chosen to
be an odd number.




























Figure 2.15: The parameters θ in (a) and ϕ in (b) for the unitary operation of
Eq. (2.22) and (2.23) as functions of the magnetic field Bz. The vertical line
at the origin of coordinates is for convenience of reading (same for Fig. 2.16).
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Figure 2.16: The parameters θ in (a) and ϕ in (b) for the unitary operation
of Eq. (2.22) and (2.23) as functions of the electric field Ez.
It is straightforward to verify that the above transformation is unitary. Al-
though it is not a general unitary transformation (it has two parameters θ and
φ, whereas there are three parameters for a general unitary transformation),
it realizes a major part of the general one, e.g. the spin rotations. For in-
stance, for the following geometry of the chain and other relevant parameters:
αij = pi/3, φi = pi/2, θi = 12arcos
1
3
, Ji = li = 1, ε =
√
2, and εa = εb = εc = 0,
the chain can realize a Hadamard gate: U ∼ (−|0〉 − i|1〉)〈0|+ (i|0〉+ |1〉)〈1|.
Numerical calculations show that by varying the geometry of the quadrilat-
eral, the two parameters θ and ϕ characterizing the unitary transformation can
cover the entire possible ranges: θ ∈ {0, pi} and ϕ ∈ {0, 2pi}. If the geometry
of the quadrilateral is fixed and one is allowed to vary the electric and mag-
netic fields, only parts of the parameter’s ranges are covered. Nevertheless,
this should suffice for some applications such as the measurements in testing
non-locality via CHSH inequality [110], where for two-qubit systems only four
directions are required15. In Fig. 2.15 and 2.16, we plot the parameters θ and
15For the generation of maximal two-spin entanglement that is compatible to the present
measurement system, please refer to Ref. [111].
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ϕ for the unitary operation of Eq. (2.22) and (2.23) as functions of the mag-
netic and electric fields. The units of the magnetic field Bz and the electric
field Ez are ~cel21 sin θ1 and
4m∗c2
el1
respectively. The various system parameters are










2, and εa = εb = εc = 0. The magnitude
of the electric field Ez in Fig. 2.15 (and the magnetic field Bz in Fig. 2.16) is
determined by requiring y0 = 0 in Eq. (2.19). It can be seen in Fig. 2.15 and
2.16 that for a wide range of magnitudes of the magnetic/electric fields, the
phase ϕ is fixed to be pi or 3pi/2, and the rotation angle θ varies between 0
and pi (or pi/2 when tuning Ez). The smaller range of θ for the case of tuning
Ez may arise from the more complex form of the Rashba SOI interaction (Eq.
(2.12)) which should render the three components of the final Bloch vector
(y1, y2, y3) in Eq. (2.19) more correlated with one another. In this situation,
the direction of the Bloch vector might not have a wide range of variation.
2.8 Summary
In this chapter, we show that maximal entanglement of the boundary qubits
in a spin chain of XX model can be realized using a method of pre-engineered
inter-qubit couplings. This generation of maximal entanglement can be used
to perform quantum cloning between the boundary qubits. We compare this
method with an alternative method based on state transfer through swap
operations using quantum gates (the clone-and-swap scheme) or through pre-
engineered coupling constants for prefect state transfer in Ref. [72]. Our
method is straightforward and the decrease of fidelity due to imprecise oper-
ation time is considerably smaller than the clone-and-swap scheme.
In Section 2.3, we give a physical interpretation for the solutions of cou-
plings that the introduction of asymmetric couplings in an odd spin chain
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is analogous to an insertion of a beam splitter in optical experiments. We
justify the interpretation by considering a Mach-Zehnder interferometer in a
spin chain (see Fig. 2.7).
The method used in the Appendix B for the proof of our general solution
of couplings is an example of inverse eigenvalue problems16. In the Appendix
C, we also prove a more general result: for an odd spin chain there is always a
close relation between the solution of couplings for PST and that for maximal
or non-maximal entanglement generation of boundary qubits17 (See Eq. C.5).
Moreover, the state transfer through a spin chain with dissipation has been
shown to be possible [112, 113], thus allowing for quantum cloning through a
spin chain under realistic dissipation.
We also discuss the generalized spin chain which is composed of quadri-
laterals with perpendicular diagonals. It is found that for a fixed geometry
of the quadrilateral, single-spin unitary operations can be realized by varying
the electric and magnetic fields that are applied to the quadrilateral.
Finally, we point out limitations of the result in the present chapter. One
limitation is regarding the assumption that only nearest-neighbor spin-spin
coupling is considered. Future study can focus on the non-nearest-neighbor
couplings e.g. second-nearest-neighbor couplings for the same spin chain and
for different spin chains. Another limitation is concerning the experimen-
tal realizations, since engineering couplings in a spin chain is not easy and
the external unwanted magnetic fields along with fluctuations in couplings
may affect the entanglement generation (this is partly shown in Fig. 2.13).
Nevertheless, our result should be interesting in theoretical study and ex-
16Based on this viewpoint, one could find many other solutions of couplings for entangle-
ment generation e.g. in a spin chain of XX model with non-zero magnetic fields. See also
Ref. [75].
17The close relation for a spin chain with an even number of qubits is much more involved
and remains an open question.
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perimentally possible for the spin chain of small length (3 to 5 spins) with
relevant conditions well satisfied. There have been studies proposing to use
a moving field to achieve perfect state transfer robust to random fluctuations







in a spin network
In this chapter, we demonstrate that the multiparticle Hanbury Brown-Twiss
(HBT) interferometer can be realized, via sequential swap operations, in a
spin network comprising multiple spin chains: for an N -particle system, the
interference effect is manifested only in the Nth-order correlation function
of parity-preserving observables. Topological effects such as the Aharonov-
Bohm effect and the Aharonov-Casher effect behave distinctly from those in
optical and mesoscopic systems. The interference effect is enhanced through a
post-selection process in which the multipartite Greenberger-Horne-Zeilinger
entanglement is generated and tested with Svetlichny inequality.
3.1 Bosonic HBT interferometers
The original HBT interferometer of photons (bosons) [115], which was devised
to determine the angular diameter between stars, shows that phase-sensitive
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1 2
3 4
Figure 3.1: The schematic representation of the HBT interferometer. The two
light sources are labeled as 1 and 2, and the two detectors are labeled as 3
and 4.
intensity correlations are observed by two spatially separated photodetectors
yet not in the intensities of individual photodetectors. HBT effect was sub-
sequently observed in the laboratory by using two independent laser sources
[116]. This purely quantum mechanical effect can be attributed to the en-
tanglement arising from the exchange amplitudes of the two indistinguishable
photons.
Let us analyze in detail the mechanism of the original HBT interferometer1.
Consider two photodetectors for detecting the intensity of two light sources,
as shown in Fig. 3.1. The two light sources are labeled as 1 and 2, and the
two detectors are labeled as 3 and 4. The distance from the object i to j is
denoted as xij, (i, j = 1, 2, 3, 4). The electric fields of 1 and 2 are A0eiωt and
A0e
i(ωt+φ), where we assume that the two sources have the same amplitude
A0 and the same frequency ω (thus the same wave vector k = 2pi/λ with λ
the wave length). There is a random phase φ for the source 2, since the two
sources are independent. It is straightforward to calculate the electric fields
1The following analysis results from a discussion with Dr. Alastair Kay. There are
other ways to illustrate HBT interferometers. These include both classical and quantum
mechanical treatments, which are presented in Ref. [41].
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where Aij’s are the amplitudes of source i in the position j. We assume that
for i = 1, 2 and j = 3, 4, xij À x34 so that the difference among all the above
Aij’s can be neglected to a good approximation: Aij ≈ A . The intensities
averaged over the random phase φ are
I1 =〈|E1|2〉φ ≈ 2|A|2, (3.3)
I2 =〈|E2|2〉φ ≈ 2|A|2, (3.4)
whereas the intensity correlation averaged over φ is
I12 =〈|E1|2|E2|2〉φ
≈4|A|4 + 2|A|4 cos[k(x13 + x24 − x14 − x23)]. (3.5)
It can be seen that the light intensities recorded by individual detectors i.e.
I1 and I2 are constant, while the the intensity correlation I12 is sensitive to
relevant optical paths i.e. the cosine term in Eq. (3.5). This phenomenon is
referred to as the HBT effect and the corresponding setup is called the HBT
interferometer. If we look at the cosine term more closely, it can be found that
there are two paths that contribute to the interference effect from the quantum
mechanical perspective2: (1) the photon of source 1 goes to the detector 3,
and the photon of source 2 goes to 4, with a total phase eik(x13+x24); (2) the
photon of source 1 goes to 4, and the photon of source 2 goes to 3, with a total
2For a complete quantum mechanical treatment of the HBT effect, see also Ref. [41].
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phase eik(x14+x23). These two paths are indistinguishable in terms of the final
configurations of photons (i.e. both the detectors record a single photon) so
that they interfere with each other, which gives rise to an interference term for
the intensity correlation: |eik(x13+x24) + eik(x14+x23)|2, the origin of the cosine
term in Eq. (3.5). We note that k(x13 + x24 − x14 − x23) can be written
to a good approximation as (k1 − k2) · (r1 − r2), where k1 and k2 are wave
vectors of the sources 1 and 2 respectively, |k1| = |k2| = k. The variables
r1 and r2 are the position vectors of the detectors 3 and 4 respectively, with
the origin for the position vectors being the intersection of the two equiphase
lines passing through the two light sources. See Chapter 4 of Ref. [41] for
a detailed discussion. From the expression of the vectors, we can derive the
angle between k1 and k2 through the intensity correlation measurement. This
is the original purpose of the HBT interferometer which is for measuring the
angular diameter between the two stars in a binary-star system.
3.2 Fermionic HBT interferometers and our
setup
Recently HBT experiments demonstrating fermionic antibunching in electri-
cal conductors have been reported [117, 118, 119, 120], including theoreti-
cal proposals for two electrons [121, 122]. These experiments involve elec-
trons (fermions) while the interferometers in the last section involve pho-
tons (bosons). The fermionic HBT interferometer has similar mechanism to
the bosonic one. For particles emitted by a thermal source, measurement of
second-order correlations, for instance, the fluctuations in intensity-intensity
or current-current correlation, yield different results, depending on the effect
of particle statistics: positive (negative) for bosonic (fermionic) sources [117].
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While for special statistics [123], bosonic sources can have negative correlation
(“anti-bunching”)3.
Here we propose a strategy to realize the multiparticle HBT interferometer
in a spin network comprising multiple spin chains. The spin network is shown
in Fig. 3.2. It comprises N spin chains with ith spin chain denoted by Ci
(i = 1, 2, · · · , N). The spins in each chain are labeled from outside to inside
and sij denotes the jth spin in the chain Ci. For simplicity, we assume that
all the spin chains are identical. The Hamiltonian for each chain comprising























i are the Pauli matrices acting on the ith spin and Jm,i is the
coupling constants between the ith spin and the (i+1)th spin. As discussed in
Section 2.2, the entire Hilbert space is decomposed into subspaces with fixed




i , Hˆ] = 0. We first consider the one-excitation
subspace spanned by the basis vectors |n〉, n = 1 , 2 , ..., m, where |n〉 denotes
the state with an up-spin at nth qubit. In this subspace, the beam splitter
was proposed in Section 2.3. This idea is essential to the realization of the
HBT interferometer, as will be shown later. Let us review the main content
of this idea. The beam splitter requires the following time evolution:




where φ1 and φm are arbitrary phases. It is shown in Section 2.2 that for
Bi = 0 there is an interesting solution for realizing the evolution (3.7) (t = 1):
3See also Section 4.4.1 of Ref. [41] for a detailed explanation.
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pi, where fm,i is given by Eq. (2.5) with N replaced bym. It





multiplied by a factor fm,i, which is universal for any given couplings that





) is analogous to an insertion of a beam splitter.
An alternative method to realize the evolution (3.7) is to employ the quan-
tum circuit model to perform universal quantum gates between two spins [23].
Then the evolution (3.7) between the two boundary spins in a spin chain is
fulfilled straightforwardly by transferring quantum states via inner spins in
the chain [124, 125]. In comparison, the advantage of natural dynamics of
Hamiltonian (3.6) is that the operation infidelity due to gate errors is smaller
than the quantum circuit model5.
Next we consider the realization of the HBT interferometer. First, the spin
4The proof in presented in the Appendix C. See also Ref. [83].
5See also Section 2.4.
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network is prepared in the initial state |1〉1|1〉2 · · · |1〉N , i.e. only the outermost
N spins are in the up state. Then, let all the spin chains evolve according to






This state can be expanded as follows.
1
2N/2
(eiNφ1 |1〉1|1〉2 · · · |1〉N + eiNφm|m〉1|m〉2 · · · |m〉N
+ ei(φ1+(N−1)φm)|1〉1|m〉2 · · · |m〉N + permutations
+ ei(2φ1+(N−2)φm)|1〉1|1〉2|m〉3 · · · |m〉N + permutations
+ · · ·
+ ei((N−1)φ1+φm)|1〉1 · · · |1〉N−1|m〉N + permutations), (3.9)
where the permutations indicate all different permutations of the subscripts
of its previous term that result in different product states.
In the spin network in the state (3.9), we rotate the states of the N inner-
most spins counterclockwise through one innermost spin position, a process
which we shall call counterclockwise rotation of innermost spins or CRINS.
This is achieved by sequentially exchanging the states of theN innermost spins
(N − 1) times: s1m ↔ s2m, followed by s2m ↔ s3m and so forth (see Fig. 3.2).
The exchange of the states of two spins is formulated as |j〉|k〉 → eiγjk |k〉|j〉,
where j, k ∈ {0, 1} and γjk are possible phases. This operation can be realized
by e.g. interacting the two relevant spins with a Heisenberg-type Hamiltonian
Hˆswap = J0~σa,m · ~σb,m for a proper time t = pi/(4J0), and the corresponding
phases are γjk = −pi/4 for all j, k ∈ {0, 1}. In this situation, γjk is constant
and amounts to an overall phase factor of the quantum state, so we will ignore
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it ( set γjk = 0) for later discussions without loss of generality.








where |ψG〉 is a GHZ-type state [126]
|ψG〉 = 1√
2
(eiNφ1|1〉1|1〉2 · · · |1〉N + eiNφm|m〉1|m〉2 · · · |m〉N), (3.11)
and |ψ0〉 corresponds to the states beyond the first two terms in (3.9) after





eiξi1,i2,··· ,iN |i1〉|i2〉 · · · |iN〉. (3.12)
In Eq. (3.12), |ik〉 ∈ {|0〉k, |1〉k, |m〉k, |1m〉k}, where |0〉k (|1m〉k) denotes the
state of no (two boundary) excitations in the kth spin chain. The values of
ξi1,i2,··· ,iN and ik in (3.12) are not given explicitly as it is not relevant to the
present discussion. Next we consider a specific observable O(k)rk defined for kth













where i, j ∈ {1,m} and i′, j′ ∈ {0, 1m}. We notice that O(k)rk preserves the
parity of the excitations (the maximum number is 2) of kth spin chain:
two eigenvectors (say |λ(k)1 〉, |λ(k)2 〉) of O(k)rk are in the odd-parity subspace
spanned by {|1〉k, |m〉k} and the other two (say |λ(k)3 〉, |λ(k)4 〉) are in the even-
parity subspace spanned by {|0〉k, |1m〉k}, where λ(k)i ’s are the eigenvalues
of O(k)rk . The parity-preserving property is relevant in the fermionic su-
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perconducting systems [127], though it is not essential for the Hamiltonian























3.3 The HBT effect and the proof
The HBT effect is manifested in the correlation function of a specific category
of parity-preserving observables, as will be shown in below.
Let O =∏n0j=1O(kj)rkj , i.e. a joint operator of a subset of size n0 from the set
{O(1)r1 , O(2)r2 , · · · , O(N)rN }. We will prove that 〈ψ|O|ψ〉 can contain phases β(k)rk
and β′(k)rk only when n0 = N . To evaluate 〈ψ|O|ψ〉, the following lemma is
needed (the proof is in the Appendix E).
Lemma: Denote each term in (3.11) and (3.12) as u = {i1, i2, · · · , iN},
and the set of the positions of the states belonging to {|0〉k, |1m〉k} as v =
{p1, p2, · · · , pl}. Then, for two different terms u, u′ and the corresponding
position set v, v′, if v = v′, then ik 6= i′k for all k.






′)〈i′1, · · · , i′N |O|i1, · · · , iN〉, (3.14)
where the expression of |ψG〉 is incorporated into |ψ0〉, and the subscripts of
ξ, ξ′ are omitted for simplicity. Obviously the diagonal terms of (3.14) (i.e.
ik = i
′
k for all k) contain no phases. For non-diagonal terms, the corresponding
bra state and ket state are associated with two sets u and u′ respectively as
mentioned in the above lemma. If the corresponding position sets v 6= v′,
then it is not difficult to find that the term equals 0. If v = v′, again the
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corresponding term equals 0, as 〈i′k|ik〉 = 0 for all k and n0 < N .
For n0 = N , it is apparent to see that 〈ψ0|O|ψ0〉 can contain phases β(k)rk














where η0 = N(φ1 − φm).
〈ψ|O|ψ〉 can manifest itself as an intensity correlation function, i.e. the
correlation function of the excitation numbers of the N outermost spins
in the network: 〈ψ′|∏n0j=1 σ†kj ,1σkj ,1|ψ′〉, where σi,j = (σxi,j − iσyi,j)/2 and
|ψ′〉 = U (k)†rk |ψ〉. The unitary operator U (k)†rk consists of the four row eigen-







rk with Λ(k) a diagonal matrix in the basis
|ij〉k, (i, j ∈ {0, 1}) encompassing the four eigenvalues of O(k)rk . Moreover, the
above two correlation functions also equal the following normal ordered n0th-
order intensity correlation function defined similarly as in quantum optics
[41]:
G(n0)(kn0 , · · · , k1, k1, · · · , kn0 ; t)
=〈χ|σ†kn0 ,1(t) · · ·σ
†
k1,1
(t)σk1,1(t) · · ·σkn0 ,1(t)|χ〉, (3.17)
where 1 ≤ k1 < k2 < · · · < kn0 ≤ N , |χ〉 =
∏n0
j=1 |1〉kj is the initial product
state of the chains Ck1 , Ck2 , · · · , Ckn0 , σkj ,1(t) is the Heisenberg annihilation
operator of the spin skj ,1 and t is the duration of all the previous operations
performed on the system (including UH,kj i.e. Eq. (3.7) for kjth chain, CRINS
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and U (kj)†rkj ).






rk |1〉k〈m|k + eiβ
(k)
rk |m〉k〈1|k
+ |1〉k〈1|k + |m〉k〈m|k) + |1m〉k〈1m|k, (3.18)
for which U (k)†rk can be calculated and is realized as follows. We first apply
magnetic fields B(k)1rk on the spin sk1 and B
(k)
mrk on the spin skm (k = 1, 2, · · · , N)
for some time δt, where rk = 1, 2 denotes two choices of magnetic fields. The
corresponding evolution will be |i〉k → eiθ
(k)
irk |i〉k (i = 1,m), where θ(k)1rk =
−θ(k)mrk = (B(k)1rk −B
(k)
mrk)δt. Then we let all the spin chains evolve according to








Here we notice that the states |0〉k and |1m〉k remains unchanged up to some
phases. Next we apply magnetic fields on the boundary spins again: B(k)
′
1rk
on the spin sk1 and B
(k)′
mrk on the spin skm (k = 1, 2, · · · , N) for some time
δt′ to realize |i〉k → eiθ
(k)′
irk |i〉k (i = 1,m). Then U (k)†rk |ψ〉 is realized if θ(k)1rk =
(β
(k)
rk + pi)/2, θ
(k)′
1rk
= pi/2. Here for simplicity we assume m is odd. An even-
numbered chain has a similar result which is omitted here.
The proof regarding Eq. (3.17) is given as follows. First we note that










2 |m〉k〈m|k + λ(k)3 |0〉k〈0|k + λ(k)4 |1m〉k〈1m|k, we must have λ(k)1 = λ(k)4 =
1 and λ(k)2 = λ
(k)






〈ψ′|∏n0j=1 σ†kj ,1σkj ,1|ψ′〉 to be satisfied. For O(k)rk chosen to be Eq. (3.18), we
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have
Λ(k) = |1〉k〈1|k + |1m〉k〈1m|k, (3.20)
U (k)rk = U
(k)
1rk
⊕ U (k)2rk , (3.21)
where U (k)1rk = e











= |0〉k〈0|k + |1m〉k〈1m|k. It can be seen that the above condition is
satisfied.
Next we show that they also equal Eq. (3.17), i.e. the normal ordered
n0th-order correlation function. The Heisenberg operator σk,1(t) in Eq. (3.17)
is defined as σk,1(t) ≡ U †σk,1U , where U = U3U2U1, U1 = UH,k i.e. Eq. (3.7)
for kth chain, U2 is the CRINS, and U3 = U
(k)†
rk . Here, for simplicity we only






where Ak = eiφm|m〉k〈1|k + |0〉k〈0|k, Bk+1 = σk+1,2 + eiφ01σk+1,1, σi,j’s are
operators before the operation U , and σN+1,j ≡ σ1,j. The reason for using
“ ∼ ” rather than “ = ” is that we have eliminated some operators (e.g. let
some σzk,2 = −1 and σk,2 = 0) appropriately by considering the structure of
|χ〉 in Eq. (3.17) and observing the process of calculating Eq. (3.17). As a
consequence, σk,1(t) does not necessarily commute with σ†k′,1(t) for k 6= k′. The
expression of σk,1(t) is similar to Eq. (4.4.20) of Ref. [41]. It also has a physical
meaning: the detection of an excitation in the spin sk,1 has two contributions,
either from the spin itself (σk,1) or from the spin in the (k+ 1)th chain (Bk+1
i.e. σk+1,1 and σk+1,2). When the latter takes place, the excitation of the spin
sk,1 transfers away to the spin position sk,2, which is represented by Ak in the
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above expression of σk,1(t).
Replace the expression of σk,1(t) into Eq. (3.17) (k is replaced
with kj). A straightforward evaluation shows that Eq. (3.17) equals
〈ψ′|∏n0j=1 σ†kj ,1σkj ,1|ψ′〉.
From the above discussions, we can draw three conclusions: (i). 〈ψ|O|ψ〉
can contain phases only when n0 = N ; (ii). 〈ψ|O|ψ〉 includes as a special case
the normal ordered intensity correlation function (see Eq. (3.17)); (iii). The
Heisenberg operator can be expressed similarly to that in the original HBT
effect (see Eq. (3.22)). Based on these three points, we say that the HBT
effect is realized in the setup in Fig. 3.2.
3.4 The situation of multi-excitations
Next we consider the situation of multi-excitations in each spin chain, where
the quantum state is antisymmetric and is constructed from single-excitation
states [105]. It can be found that the beam-splitter action applies to each
single excitation and the total quantum state is a tensor product of these
single-excitation evolution states up to some local inner phases. For instance,
consider a special case of a chain with five spins. The Hamiltonian is given
by Eq. (3.6) with m = 5, and Jm,i is given by Eq. (2.4) where the plus sign
is taken for fm,i (N is replaced by m). It can be verified that for an initial
two-excitation state |1〉1|1〉2|0〉3|0〉4|0〉5, it evolves to
|1〉1|0〉5 − |0〉1|1〉5√
2
⊗ |1〉2|0〉4 + |0〉2|1〉4√
2
⊗ |0〉3. (3.23)
Also for the single-excitation states |1〉1|0〉2|0〉3|0〉4|0〉5 and |0〉1|1〉2|0〉3|0〉4|0〉5,
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respectively. We notice that the inner phase of the second evolution state (the
minus sign) differs from the inner phase of the corresponding evolution state
in Eq. (3.23) (a plus sign)6. All these results indicate that the beam-splitter
action works for each single excitation of the multi-excitations, with possibly
some inner-phase differences. The observable O(k)rk in Eq. (3.13) can be defined
for each single excitation and its mirror-inversion position.
3.5 Physical mechanisms of the HBT effect
The HBT effect originates from the interference of the different paths for the
evolution of spin excitations. To see this, first we note that the time evolution
in Eq. (3.7) is analogous to the action of a beam splitter in optics [87], i.e.
for |1〉i → (eiφ1 |1〉i + eiφm|m〉i)/
√
2, the initial excitation is equally reflected
(eiφ1|1〉i) and transmitted (eiφm|m〉i). Consider O(k)rk to be Eq. (3.18). In this
situation, 〈ψ′|∏n0j=1 σ†kj ,1σkj ,1|ψ′〉 = 〈ψ|∏n0j=1O(kj)rkj |ψ〉, as mentioned earlier.









β(k)rk ) + 1)/2
2N−1, (3.24)
where η0 = N(φ1 − φm). We note that only |1〉1|1〉2 · · · |1〉N has a contri-
bution. This state results from the interference of the following two paths:
(1). The initial N outermost spin excitations are reflected back twice by
the beam splitters (see Fig. 3.4(a)); and (2). They transmit through the
beam splitters and the excitation in the chain Ck transfers to the chain Ck−1
6This sign difference originates from the fermionic nature of the spin excitations [105].
See also the last paragraph of Section 2.5 for another formulation of the same example.
Note that the similar notations there have different meanings.
68
3.5. Physical mechanisms of the HBT effect
(C0 ≡ CN) via the sequential swap operations. Subsequently all the excita-
tions transmit through the beam splitters and arrive at the outermost spin











d2 respectively, interfere with each other because of the indistinguishability of
the N excitations. The interference gives rise to |d1+d2|2 for the probability of
all the outermost spins being up, i.e. the cosine term for 〈ψ′|⊗Nk=1 σ†k,1σk,1|ψ′〉.
There is another phenomenon that might be interesting. It can be seen in
Fig. 3.4(b) that the motion of the excitations seems to form a closed loop in
the innermost circle of the network, yet it does not if one carefully examines
the process of the sequential swap operations. Nevertheless, if an ancillary spin
joins the operations, the closed loop is formed for the original N excitations.
For the latter case, one may expect that topological effects such as Aharonov-
Bohm (AB) effect [109] and Aharonov-Casher (AC) effect [128] will occur in
the present system, as in the previous HBT experiments [121, 122]. AB effect
involves electric charge(s) interacting with the vector potential of a magnetic
field and AC effect involves magnetic moment(s) interacting with an electric
field. The setups for AB effect and AC effect are shown in Fig. 3.3.
It is not easy to realize AB effect because in the present system the electric
charges are not involved in all the operations. From theoretical perspective,
one possibility for AC effect to occur is as follows. Penetrate a perpendicular
long charged line into a place between the innermost and outermost circles
of the network after the state (3.9) or (3.10) is reached and ensure that the
central point of the line is within the network. Then rotate the network
(or alternatively rotate the charged line) around the central axis for a certain
angle corresponding to moving one spin position. The topology of the rotation
effects an AC phase for the outermost circle which is different for the two
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Figure 3.3: The setups for AB effect (a) and AC effect(b). For AB effect, the
charged particles are sent from the position A. They pass through the double
slit and finally arrive at the screen. Behind the double slit, a solenoid is placed
with magnetic field being B. The AB phase is the phase difference between
the path 1 and the path 2: φAB = q~
∮
Ar·dr = q~Φ, where q is the charge of the
particle, Ar is the vector potential associated with the magnetic field B and
Φ is the magnetic flux of the solenoid. The integration is performed along the
enclosed line clockwise formed by the paths 1 and 2. For AC effect, the charged
particles are replaced with magnetic dipoles (including spins), and the solenoid
is replaced with a charged line. The AC phase is φAC = 1~c2
∮
(Er×µ)·dr, where
Er is the electric field for the charged line, and µ is the magnetic moment of
the particle.
configurations in Fig. 3.4, while the innermost circle acquires no AC phase
(the situation is reversed if the charged line is rotated). The phase difference
[128, 129] is 2µλ/(ε0~c2), where µ is the magnetic moment of the single spin
in the network and λ is the linear charge density of the line. In contrast, AB
effect will not occur in a similar rotation scheme due to the identical charge
distributions of the two configurations in Fig. 3.4.
3.6 The enhancement of the HBT effect
The HBT effect can be considerably enhanced through a post-selection process
as shown in below. Since O(k)rk under the state |ψ〉 can be measured through
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(a) (b)
Figure 3.4: The two paths that contribute to 〈ψ′| ⊗Nk=1 σ†k,1σk,1|ψ′〉.
determining the four results of {σ†k,1σk,1 , σ†k,2σk,2} i.e. {i, j} with i, j ∈ {0, 1}
under |ψ′〉, one could locally determine whether the measurement results of
the observable set {O(1)r1 , O(2)r2 , · · · , O(N)rN } originate from the contributions of
|ψG〉 or |ψ0〉 (Eq. (3.11) and (3.12)). This is because for each term of the
summation in (3.12), at least one |ik〉 = |1m〉k and another |jk′〉 = |0〉k′ .
One could find this property by examining the process of the sequential swap
operations. Therefore, by extracting the measurement results that originate
from the contributions of |ψG〉 and renormalizing the distribution, one actually
post-selects the GHZ entanglement (i.e. the state |ψG〉).
Let us consider an example that O(k)rk is chosen to be Eq. (3.18). Then




β(k)rk ) + 1)/2
N , (3.25)
an exponential enhancement compared with Eq. (3.24). More generally,
we notice that a general GHZ state is of the form (|φ1〉|φ2〉 · · · |φN〉 +
|φ′1〉|φ′2〉 · · · |φ′N〉)/
√
2, where 〈φk|φ′k〉 = 0 for all k. Thus the state |ψ〉 of
Eq. (3.10) can be divided into 2N−1 pairs of states and each pair is a GHZ-
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type state (see the Appendix E). One can post-select not only |ψG〉 but also
any other types of GHZ states by appropriately extracting the measurement
results of {σ†k,1σk,1 , σ†k,2σk,2} for 1 ≤ k ≤ N −1 (The Nth result is determined
by the previous ones). The correlation function (CF) for the state |ψ〉 is a sum
of the correlation functions (CFi) for 2N−1 GHZ-type states with respective
fractions Pi (the normalization constant of each post-selected distribution):
CF =
∑2N−1
i=1 PiCFi. This is analogous to the decomposition of the interfero-
metric fringe of the polychromatic light into those of monochromatic lights in
a double-slit experiment.
The GHZ entanglement generated in the post-selection process superposes
two macroscopically distinct states as described by Eq. (3.11). It shows
the inconsistency of the elements-of-reality concept presented in the Einstein-
Podolsky-Rosen paper [7] and has applications in multi-partner quantum cryp-
tography [130] and communication complexity tasks [131]. To test the non-
locality of GHZ entanglement, one could employ the Svetlichny inequality
|〈S±N〉| ≤ 2N−1, (3.26)






1 ∓ S∓N−1O(N)2 ,
with O(N)1,2 being two choices of O
(N)
rk defined previously [132]. The Svetlichny
inequality generalizes the original Bell inequality [8] to the N -particle case and
the violation of it rules out all hybrid local-nonlocal hidden variable models.




rk i.e. Eq. (3.15) and
(3.16). It can be verified that the correlation function is multiplied by 2N−1
after post-selection. Comparing it with Eq. (11) of Ref. [132], we find that
the Svetlichny inequality can be maximally violated by a multiplication factor
√
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3.7 Special cases and experimental realizations
Some special cases may be interesting. For N = 1, no swap operations are
performed and the HBT interferometer reduces to a Mach-Zehnder interfer-
ometer7, which is analogous to the one in optics [87]. We noth that this is no
longer the HBT interferometer, since for the Mach-Zehnder interferometer the
interference effect is manifested in the intensity recorded by a single detector
and there is no need to consider the intensity correlation of the two detectors.
Another interesting case ism = 2, in which there is only one coupling constant
in each spin chain. This is a very natural setting for experiments as specially
engineering couplings is challenging.
A possible experiment could be the Nitrogen-Vacancy (NV) color centers in
diamond crystals [133]. The NV center contains a nuclear spin 1/2 associated
with a nitrogen atom 15N substituting for a carbon atom, and an electronic
pair. For the three-level S = 1 electronic pair [134], it is possible to work in
an effective two-state subspace by appropriately manipulating relevant energy-
level structures [133]. The nuclear spin serves to store quantum information
and the electronic pair is used to read out and mediate interactions between
nuclear spins of neighboring NV centers. Despite the experimental challenge
for coupling distant NV centers [135], the system of NV centers is a promising
candidate for quantum information processing, since it can be manipulated at
room temperature8 and the nuclear spin has a long coherence time [136, 137].
For the present purpose, two NV centers constitute a spin chain, and many
such spin chains form a network (See Fig. 3.5 for N = 5). The electronic
spins in nearest-neighbor NV centers are coupled through a dark spin chain
7The Mach-Zehnder interferometer in a 1D spin chain was proposed by Alastair Kay
during a discussion.
8Low temperature is preferred to avoid thermal broadening of transition frequencies.
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Figure 3.5: A network of 10 NV centers (grouped in 5 chains) in a slab of
diamond crystal (for illustration purposes only). Each NV center consists of
a nuclear spin I = 1/2 (red arrows, labeled as si,j), serving for storage of
quantum information, and an electronic spin S = 1 (blue arrows), serving for
transmission and read-out of quantum information. The electronic spins in
neighboring NV registers are coupled through the dark spin chain data bus
(black arrows) formed by the dipole coupling of implanted Nitrogen impurities.
data bus (DSCB) [125]. For a single NV center, a universal set of quantum
gates between the electronic spin and the nuclear spin can be accomplished
through applying microwave (MW) and radio-frequency (RF) pulses [138].
Moreover, quantum states of electronic spins can be transferred along the
chain via DSCB by either sequential adiabatic swaps or free fermion state
transfer (FFST) [133]. Therefore, universal quantum gates among the nuclear
spins in the chain can be realized, which enabled all the operations in our
scheme. In this perspective, the HBT effect can be realized in the NV centers
for m > 2 through the quantum circle model discussed before.
Let us consider a specific example. First the previous labeling sij is at-
tached to the nuclear spins of the NV centers, and the associated electronic
spin is labeled as eij. Denote the evolution (3.7) and (3.19) between two
boundary nuclear spins in the ith chain (m = 2) together as UH,i. It can be
realized in the following way. We notice that UH,i is decomposed into several
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CNOT gates and single-spin operations [23]: UH,i = XUαAY BY CX, where
X = C2NOT1 flips si1 if si2 is up, Y = C1NOT2 is reversely defined, Uα
adds a phase eiα to si,1 if it is up (α = (φ01+φ′10+pi)/2), A = Rz(β)Ry(γ/2),
B = Ry(−γ/2)Rz(−(δ+β)/2), C = Rz((δ−β)/2) (Ri(θ0) = exp(−iθ0σi/2), σi
are Pauli matrices of si2), β = φ2−φ1, γ = pi/2 and δ = φ′2−φ1+pi. Each oper-
ations in the decomposition can be performed; in particular, the CNOT gate is
further decomposed into two local Hadamard gates with a control-phase gate
in between [23]. The control-phase gate is realized through performing the
same gate within a single NV center and transmitting states via DSCB [125].
Recently, there have been experiments for studying the coupling between NV
centers and the surrounding nitrogen impurities [139, 140, 141], which pave the
way for realizing the state transfer between NV centers via DSCB. The mea-
surement of the correlation function (3.17) can be realized through a repetitive
fluorescence detection of the N outermost spins [142, 143].
For realizing a perfect HBT interferometer by using the network of per-
manently coupling chains, the relevant operations need to be performed sep-
arately: e.g. applying magnetic fields requires switching off inter-spin cou-
plings. Nevertheless, if the time for applying the magnetic fields is much
smaller than the time for the evolution (3.7), there is a possibility to avoid
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where t1 = t2 = 1, Hˆ0 is the Hamiltonian realizing Eq. (3.7) and the eigenval-





general phase gate, and O1,2 are high-order terms of m2δt2 which can be ne-
glected if m2δt2 ¿ 1. Similarly, the swap operations can also be incorporated
into the evolution without switching off the couplings.
3.8 Summary
In conclusion, we have proposed a scheme to realize the multiparticle Han-
bury Brown-Twiss interferometer in a spin network comprising multiple spin
chains. The crucial step in the scheme is the sequential swap operations for
the spins in the innermost circle of the network. During the operations and
the subsequent measurement, the relevant paths of spin excitations interfere
with each other to give rise to the Hanbury Brown-Twiss effect. Because of the
spinless and chargeless nature of these excitations, topological effects such as
the Aharonov-Bohm effect [109] and the Aharonov-Casher effect [128] behave
distinctly from those in optical and mesoscopic systems: they do not occur in
the scheme involving only the sequential swap operations. Nevertheless, the
Aharonov-Casher effect can occur with an additional rotation as described in
the last paragraph in Section 3.5. However, the Aharonov-Bohm effect does
not occur straightforwardly in a similar scheme.
The Hanbury Brown-Twiss effect can be enhanced considerably through
the post-selection to obtain multipartite Greenberger-Horne-Zeilinger entan-




in coupled atom-cavity arrays
In this chapter, we show that coherent control of the steady-state long-distance
entanglement between pairs of atom-cavity systems in an array of lossy and
driven coupled resonators is possible. The cavities are doped with atoms
and are connected through wave guides, other cavities or fibers depending
on the implementation. We find that the steady-state entanglement can be
coherently controlled through the tuning of the phase difference between the
driving fields. It can also be surprisingly high in spite of the pumps being
classical fields. For some implementations where the connecting element can
be a fiber, long-distance steady state quantum correlations can be established.
We note that the long wave guides or fibers that couple the cavities have
large loss which will weaken the steady-state entanglement, but as long as
the detunings between the wave guides/fibers and the cavities are sufficiently
high the steady-state entanglement can still be preserved. Furthermore, the
maximal entanglement for any pair is achieved when their corresponding direct
coupling is much smaller than their individual couplings to the third party.
This effect is reminiscent of the establishment of coherence between otherwise
uncoupled atomic levels using classical coherent fields. We suggest a method
to measure this entanglement by analyzing the correlations of the emitted
photons from the array and also analyze the above results for a range of
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values of the system parameters, different network geometries and possible
implementation technologies.
4.1 Coupled cavity arrays and Entanglement
The coherent control of the steady-state long-distance entanglement in atom-
cavity systems has not been studied so far to our present knowledge. A related
topic: entanglement generation in coupled atom-cavity arrays was studied
recently. In 2007, Dimitris et al. investigated photon-photon entanglement
in two-coupled cavities [144]. The method is that initially a certain Fock
states of the coupled cavities is created and, after some time evolution of the
Hamiltonian of the system, the states of the photons are maximally entangled.
The atoms in the cavities are used to detect the entanglement. This method
is similar to that in a spin chain. Later, in 2008, they proposed a method
to realize a polarization-entangled two-photon state [145]. This method is
conceptually different from the previous one, as it relies on the measurement
outcome of the atoms, i.e., obtaining photon-photon entanglement by this
method is not deterministic. Also, the degree of freedom for the entanglement
is polarizations of the photons (left or right polarizations) rather than the
number of the photon excitations. Interestingly, depending on the schemes
used in the atomic measurement, two-atom or atom-photon entanglement can
also be created.
The above two methods are effective to generate highly entangled atomic
(photonic) states. The possible drawback is that the entangled state is ob-
tained only at some instant time, i.e., it is not steady. To solve this problem,
Dimitris et al. in 2009 devised an original setup where two coupled doped
cavities are mediated by a central empty cavity which is driven by a classi-
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cal field [57]. The decoherence of the system due to the interaction with its
environment was taken into account so that the dynamics was governed by
a master equation (cf. Section 1.1.5). They found that the steady state of
the two polaritons (a mixed atom-cavity excitation, cf. Section 1.2.2) could
be entangled for a proper choice of the system parameters. This result is im-
portant, as we can detect entanglement at any time as long as the system is
stabilized rather than wait for a special fixed time to detect entanglement as
in the previous methods. One possible drawback of this method is that the
degree of entanglement is weak. In terms of concurrence (cf. Section 1.1.3),
the maximum value is 0.28 (For a maximally entagled state, the value is 1).
To increase the degree of the steady-state entanglement, Xiaoting Wang
and S. G. Schirmer proposed [146] a setup where two atoms, subjected to a
gradient magnetic field, are imbedded in a common driven cavity. The mag-
netic field is used to introduce a frequency detuning between the atoms. The
detuning is crucial, as the system will not be steady for the desired parame-
ter regions for atomic entanglement generation if there is no detuning. They
found that the steady state of the two atoms can be arbitrarily close to a
maximally entangled state if the atomic decay rates are much smaller than
the cavity decay rate. This result is very important and also unexpected,
since usually a maximally entangled state (containing high quantum coher-
ence) cannot be preserved over time under decoherence. There is only one
shortage of their method for applications. In their method, the two atoms
must reside in one cavity and are strongly coupled to the cavity mode so that
the atomic spontaneous emission is suppressed. However, for the purpose of
generating long-distance entanglement, the two atoms need to be far apart
e.g. in separable cavities connected through fibres. In this situation, the ef-
fective atomic spontaneous emission and the fibre decay may not be negligible,
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for which the above method are not applicable to generate highly entangled
steady states.
4.2 The setup and the Hamiltonian
In this work we examine for the first time the possibility of achieving coherent
control of the steady-state entanglement between mixed light-matter excita-
tions (polaritons, cf. Section 1.2.2) generated in macroscopically separated
atom-cavity systems. The setup we study is shown in Fig. 4.1. It con-
tains three interacting atom-cavity systems (S1, S2, S3) connected by three
waveguides/fibres. Each waveguide/fibre is pumped by a classical field with
a phase φi, (i = 1, 2, 3). The setup could be realized in a variety of cavity-
quantum-electrodynamics (cavity-QED) technologies including photonic crys-
tals [147, 148, 149], circuit QED [150], toroidal cavities connected through
fibers [151], Fabry-Perot cavities [152] and coupled defect cavities interacting
with quantum dots [153, 154, 155]. In the setup, light from the connecting
waveguides/fibers can directly couple to the photonic modes of the atom-
cavity systems through tunneling or evanescent coupling. In each atom-cavity
site we assume the interaction and the corresponding nonlinearity to be strong
enough to so that either zero or maximally one polariton can be excited1.
1Here polaritons are excitations of atom-cavity quantum states. There are several ways
to form polaritons through atom-photon interactions. For instance, a two-level atom in-
teracting with cavity photons can exihibit nonlinear energy spectrum and in the photon-
blockade regime, only the lowest two levels needs to be considered which form the two levels
for excitations of poaritons. The ground state of the polariton is |g, 0〉 and the excited state
is the lowest dressed state (|e, 0〉− |g, 1〉/)√2. These two states on resonance are separated
by ωpol = ω0 − g with ω0 the frequency of the uncoupled atomic levels/photon and g the
atom-photon coupling strength. There can also be alternatives involving 4-level atoms in
each cavity interacting with the photon through the usual Jaynes-Cummings interaction.
See also Ref. [41, 156]. In the above regime if one calculates the commutator between the
polaritons, a mixed relation will be found which only in the limit of large detunings and/or
small couplings leads to a bosonic one. This is the limit where the polaritons are mostly
comprised of photons.
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Figure 4.1: Schematic representation of three interacting atom-cavity systems
(S1, S2, S3) setup based on a possible implementation using photonic crys-
tals (for illustration purposes only): The connecting wave guides carrying
the driving classical fields with phases φ1, φ2, φ3 are replaced by fibers or
stripline microresonators for different implementations [149, 150]. The three
wave guides and three driving fields are labeled with the same indices to the
phases φ1, φ2, φ3.
The Hamiltonian describing the system is





























where Ha,0 and Hp,0 are the free Hamiltonians of the wave guides and cavities,
with a†i , ai the field operators of the single-mode wave guides and ωc,i (ωp,i)
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the frequencies of ith waveguide mode (the polariton in ith cavity). P †i (Pi)
the operators describing the creation (annihilation) of a mixed atom-photon
excitation (polariton) at the ith atom-cavity system (P4 , P1): P †i = |ep〉i〈gp|i
with |gp〉i ≡ |g, 0〉i and |ep〉i ≡ (|e, 0〉i − |g, 1〉i)/
√
2 (see also the footnote on
page 80). The first summation inHJ,0 describes couplings between wave guides
and cavities, with Ji the coupling strength between the photon mode in the
ith waveguide and the adjacent two polaritons. The second summation in HJ,0
describes the classical driving of the wave guides, where αi is proportional to
the amplitude of the ith driving field with φi its phase and ωd the frequency
of the driving fields.
It can be seen that the Hamiltonian H0 in Eq. (4.1) is time-dependent.
To eliminate the time for the convenience of further calculations, we make the
following transformation [49].










i Pi). After a straightforward calculation, we ob-
tain


























4.3. The dynamics of the system
The density matrix ρ(t) of the system associated with H is related, in the
following way, to the density matrix ρ0(t) of the system associated with H0.
ρ(t) = U †1ρ0(t)U1. (4.10)
We say that the new Hamiltonian H is written in the rotating frame of the
driving lasers.
4.3 The dynamics of the system
In this section, we will derive the dynamical equation for the system.
The polaritons and waveguide modes in our system described in the last
section are assumed to decay with rates γ and κ respectively. The master
equation2 for the whole system density operator R is:
dR
dt
= LaR + LpR + LJR, (4.11)
LaR = −i[Ha , R] + L′aR, (4.12)
LpR = −i[Hp , R] + L′pR, (4.13)
LJR = −i[HJ , R], (4.14)

















i − P †i PiR−RP †i Pi). (4.16)
2See also Section 1.1.5 for an introduction to the master equation.
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We will use the projection operator method in Ref. [57] to effectively
eliminate the degree of freedom of the wave guides. Define the projector
PR = rss ⊗ tra1,a2,a3R, where rss satisfying Larss = 0 is the equilibrium state
of the three wave guides, which is close to the vacuum state |000〉〈000| when
weak driving for the wave guides is assumed i.e. αi ≤ Ji ¿ κ (i = 1, 2, 3).
The orthogonal complement of P is Q = 1−P . The operators P and Q have
the properties that [157]
PLp = LpP , (4.17)
PLa = LaP = 0, (4.18)
PLJP = 0. (4.19)
Applying P and Q respectively to the Eq. (4.11) and using the properties








= Q(La + Lp + LJ)QR(t) +QLJPR(t). (4.21)







which is then replaced into Eq. (4.20). Note that P
dR
dt
= rss ⊗ dρ(t)
dt
(ρ(t) ≡
tra1,a2,a3R). For the case Ji ¿ κ, (i = 1, 2, 3), we only keep up to the second
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order in Ji . By tracing out ai, a†i , i = 1, 2, 3 in Eq. (4.20), we obtain
dρ
dt






−Lpt′(rss ⊗ ρ)] (4.23)
Substituting La, Lp and LJ with expressions (4.12), (4.13) and (4.14), we get
dρ
dt
= − i[Heff , ρ] +
3∑
i=1

























+Γixi(P †i + P
†
i+1)) + h.c. , where h.c. denotes the Hermitian conjugation of
its previous summation. The first two summations in Heff can cancel with
each other by a proper choice of ωp,i . F Pi,j(ρ) = 2PiρP
†




2 + ∆2i ), xi = αieiφi(∆i + iκ)/(Jiκ), yi = ∆i/κ, ∆i = ωc,i −
(ωp,i + ωp,i+1)/2, ωp,4 , ωp,1, zi = 1 + γ/(2Γi), Γ0 , Γ3 and z0 , z3. Here
the parameter xi can be varied through tuning the amplitude αi of lasers, yi
is varied through changing the detuning between wave guides and polaritons,
and zi is related to the decay rate of polaritons. It can be seen from Eq. (4.24)
that the couplings and detunings between the wave guide and its adjacent
two polaritons induce an effective interaction between them given by Γiyi (see
Heff). The driving on the wave guides is equivalently transferred to the driving
on the polaritons (Γixi in Heff), which decay with rates 2(Γi−1zi−1 + Γizi) =
2Γi−1 + 2Γi + γ. Since Γi is related to κ, the polaritons effectively have two
channels of decay. They decay directly to the outside with γ and also through
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the coupling Ji−1 or Ji (J0 , J3) to the adjacent two leaky wave guides (who
also decay by κ). Note that the second channel also mixes the polaritons’
operators, as can be seen in the second line of Eq. (4.24). This mixing is
actually an essential factor for the entanglement creation among polaritons
(the other two essential factors are the interactions among polaritons and the
driving on them).
4.4 The steady state of the system
We can now derive the steady state ρss by requiring that
dρss
dt
= 0 in Eq.
(4.24). This is done numerically due to the large number of coupled equa-
tions involved. Next, for a total three-polariton density matrix, we trace out
the polaritonic degree of freedom of cavity 1 and calculate the polaritonic
entanglement of formation between cavity 2 and 3 using the concurrence as
a measure (cf. Section 1.1.3). The concurrence C(ρss) is effectively a func-
tion of the parameters xi , yi and zi. We perform a numerical optimization
of C(ρss) by varying these parameters3 and find that C(ρss) is larger when
Γ2 ¿ Γ1 = Γ3. For instance, if we assume ∆1 = ∆2 = ∆3 = 1.5×1014Hz and
κ = 1013Hz, the maximum concurrence can reach 0.402 at x1 = −x3 = 1.82,
x2 = 0, y1 = y2 = y3 = 15, z1 = z3 = 1.113, and z2 = 114. These corre-
spond to field amplitudes α˜1 = α˜3 = 1.215×103, and couplings G1 = −G3 =
1.0×108Hz, G2 = α˜2 = 0, (αi = Giα˜i), φ1 = 0, φ3 = pi, γ = 108Hz, J1 = J3 =
1.0×1012Hz, J2 = 3.16×1010Hz. The effective dissipation rates appearing in
the initial master equation (Eq. (4.24)) are Γ1 = Γ3 = 4.42×108Hz and Γ2 =
4.41×105Hz. These values are consistent with the parameters used in current
3To increase the efficiency of the optimization, we use a random algorithm: the param-
eters are assigned random numbers within the respective possible regions for each time of
the evaluation of C(ρss).
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or near-future technologies for photonic crystals and superconducting qubits
[149, 150].
Fig. 4.2 shows a plot of the maximum possible concurrence for the polari-
tonic entanglement of cavity 2 and cavity 3 when the ratio between x1 and
x3 is varied, with Γ1 = Γ3, Γ2 = 10−3Γ1, y1 = y3 = 15, z1 = z3 = 1.01 and
z2 = 11. Note that since Γ2 ¿ Γ1 = Γ3, the variation of x2 and y2 does not
significantly change the value of the concurrence. It can be seen in Fig. 4.2
that C(ρss) in the case when x1 and x3 have opposite signs is larger than when
they have same signs. C(ρss) reaches a maximum of 0.417 when x3 = −x1, i.e.
the first and third driving fields have equal intensity but opposite phases. We
also note here that the relation Γ2 ¿ Γ1 = Γ3 indicates that the coupling be-
tween the two cavities in question is much weaker than the coupling between
each one and the third cavity.
Another interesting result we find is that the state of the polariton in cavity
1 for the maximum entanglement point is found to be almost a pure state at
ground energy level and therefore almost uncorrelated to the polaritons in
cavity 2 and 3. Thus, the total density matrix ρ ≈ |gp〉〈gp| ⊗ ρ2,3. Although
this result initially looks counter-intuitive, it can be explained as follows: the
maximum entanglement between the two parties, i.e. cavities 2 and 3, in a
three-party system, is attained when the state of the third party, i.e. cavity
1, nearly factorizes in the combined three-party state4. The fact that this is
happening for relatively strong couplings of J12 ≡ J1 and J13 ≡ J3 compared to
J23 ≡ J2 is reminiscent of the behavior of a coherent process taking place. One
could dare to observe an analogy here with the case of coherently superposing
two initially uncoupled ground states in a Λ-type quantum system through
4The factorized state is related to the monogamy of entanglement [158, 159, 160], as we
would like to maximize the degree of the bipartite entanglement so that any third party
should be uncorrelated to them.
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Figure 4.2: The polar plot r(θ) of the maximum possible concurrence as the




sign(x1)=sign(cosθ). The insets (1)-(4) are the 3D plots of C(ρss) as a function
of x1 and y1 (= y3) with
x3
x1
fixed to be −1, 1, 0.5, −0.5, respectively.
an excited state using two classical fields to mediate the interaction [41, 156].
In figure 4.3, we compare our setup for entanglement control of three-
coupled-cavity system with the coherent population trapping in a three-level
atom. For the latter phenomenon, if the two driving fields have opposite
phases and the atom’s initial state is (|2〉+|3〉)/√2, there will be no population
in the excited state |1〉 and the atom will remain in a superposition of the states
|2〉 and |3〉. We notice here that the states |2〉 and |3〉 are not coupled. The
superposition of them is established through a quantum interference in the
state |1〉 [41]. In analogy, the quantum correlation in our setup is "trapped"
in the cavity 2 and cavity 3 if the driving fields 1 and 3 have opposite phases.
The cavity 2 and cavity 3 are almost uncoupled. In this case, it is numerically
verified that the driving field between them has almost no influence on their
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Figure 4.3: The coherent trapping of quantum correlations in three-coupled-
cavity system shown in (a) is analogous with the coherent trapping of a Λ-type
three-level atom driven by two classical fields on resonance (b), where ω1 and
ω2 are the frequencies of the two driving fields . If the states |2〉 and |3〉
are degenerate, one could use two laser fields with different polarizations to
distinguish the two driving paths (|2〉 to |1〉, and |3〉 to |1〉). The setup in
figure 4.3(a) is a schematic diagram and it is equivalent to the one in Fig. 4.1.
steady-state entanglement.
The above observation is further justified by observing that C(ρss) is var-
ied with the phases of the first and third driving fields. In Fig. 4.4 we plot
C(ρss) as a function of the phases of driving fields with z1 = z3 = 1.01 and
z2 = 11. When the phase difference is φ1 − φ3 = (2k + 1)pi (k is an inte-
ger), we get again a maximum of 0.417. The corresponding steady state is
ρss ≈ 0.55|gp, gp〉〈gp, gp|+ 0.45|ψ−〉〈ψ−|, where |ψ−〉 = (|gp, ep〉 − |ep, gp〉)/
√
2.
For general phase relations, an oscillatory behavior characteristic of the ex-
pected coherent effect takes place5. In simple words, when the two fields
are completely out of phase the entanglement is maximized whereas at phase
difference pi/2, the two polaritons are completely disentangled, where ρss ≈
5There is a corresponding oscillatory behavior for the Λ-type three-level atom: the
summation of the modulus square of the amplitudes in the states |2〉 and |3〉 is a periodic
function of the phase difference between the two driving fields and takes a maximum when
their phases are opposite [41].
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Figure 4.4: The concurrence between the polaritons in cavity 2 and cavity 3 as
a function of φ1 and φ3. x1 = 1.67eiφ1 , x3 = 1.67eiφ3 . When φ1−φ3 = (2k+1)pi
(k is an integer), the concurrence reaches a maximum of 0.417. The upper
left figure is the sectional view at φ3 = 0.
0.55|gp, gp〉〈gp, gp| + 0.45ρd with ρd = 0.52|gp, ep〉〈gp, ep| + 0.48|ep, gp〉〈ep, gp|.
In all other cases, the amount of entanglement lies somewhere in between.
4.5 An alternative setup and comparison
4.5.1 A two-coupled-cavity setup with three driving
fields
In Section 4.4, we find that when the entanglement between the two of the
three cavities reaches a maximum value the third cavity is nearly decoupled
from the two cavities. It seems that the third cavity plays no role in the
establishment of the entanglement between the other two cavities. To check
whether this argument is correct and which kind of a role the third cavity
plays in the entanglement generation and control, we remove the third cavity
and investigate the entanglement of the remaining two cavities. The setup is
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Figure 4.5: Schematic diagram of the two atom-cavity systems in which there
are three wave guides carrying the three respective classical laser fields. Note
that each waveguide carrying classical fields can also be replaced by fibers or
stripline microresonators for implementation technologies [149, 150].
shown in Fig. 4.5, where there are three wave guides coupled to two atom-
cavity systems and these three wave guides are driven by three classical fields
respectively. Here we analyze the polaritonic entanglement between cavity 2
and 3 (relabeled as S1 and S2 in Fig. 4.5).
The Hamiltonian and the derivation of the effective master equation are
similar to those for the three-cavity setup as in Section 4.2 and 4.3. So we
omit the derivation process and only give the final effective master equation.
dρ
dt
= − i[H ′eff , ρ]
+ (Γ2z2 + Γ1)F
P














i )+h.c. , where h.c. denotes
the Hermitian conjugation of its previous summation. F Pi,j(ρ) is defined in
Section 4.3 as 2PiρP †j −P †i Pjρ−ρP †i Pj , Γi = J2i κ/(κ2+4∆2i ), xi = αieiφi(∆i+
iκ)/(Jiκ), y2 = ∆2/κ, ∆1 = ωc,1 − ωp,1, ∆2 = ωc,1 − (ωp,1 + ωp,3)/2, ∆3 =
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ωc,1 − ωp,3, and zi = 1 + γ/(2Γi).
The optimization of the two-polariton entanglement gives similar values
of the parameters like the ones used above except that the values for Γi are
reversed, i.e. Γ2 À Γ1 = Γ3, yet the concurrence can reach a maximum of
0.47. Again the dependence φ1 − φ3 = (2k + 1)pi (k is an integer) is apparent
(see Fig. 4.6). The corresponding steady state is ρss ≈ 0.52|gp, gp〉〈gp, gp| +
0.48|ψ−〉〈ψ−|, where |ψ−〉 = (|gp, ep〉 − |ep, gp〉)/
√
2. While for φ1 = φ3, the
two polaritons are completely disentangled and ρss ≈ |gp, gp〉〈gp, gp|.
During the optimization, we find a distinction between the present and
the previous setups: if we compare the insets in Fig. 4.4 and Fig. 4.6 for the
cross-sectional plots of the concurrence for φ3 = 0, we see that the plot in Fig.
4.4 has a narrower peak whereas the plot in Fig. 4.6 is broader. This implies
that the maximum concurrence for configuration in Fig. 4.5 is substantially
more stable against variation in the phases φ1 and φ3, as compared with the
setup in Fig. 4.1.
4.5.2 Comparison of different setups
At this juncture, it is worth emphasizing that we now have three different
configurations for comparisons: (i) two cavities with a single driven wave
guide in Ref. [57]; (ii) two cavities with three driven wave guides as in Fig.
4.5; (iii) three cavities with three driven wave guides as in Fig. 4.1. Numerical
optimization involving more than three doped-defect cavities does not seem
to increase the polaritonic entanglement between any two cavities. Therefore,
the above three configurations should be optimal for two-qubit entanglement,
corresponding to different values of the dissipation rates parametrized in z.
The plot is shown in Fig. 4.7. We note that the increase of z can result from
either the increase of polaritonic decay rate γ or the change of the wave guide
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Figure 4.6: The concurrence between two cavities -Fig.4.5- as a function of
φ1 and φ3. x2 = y2 = 0, x1 = 5eiφ1 ,x3 = 5eiφ3 , Γ1 = Γ3 = 1.316 × 108 and
Γ2 = 10
10. When φ1−φ3 = (2k+1)pi (k is an integer), the concurrence reaches
a maximum of 0.470. The upper left figure is the sectional view at φ3 = 0.
decay rate κ (see the expression of zi in the context below Eq. (4.24)). For
the latter factor, both the increase and decrease of κ can cause z to increase,
and the critical value of κ for the three-cavity setup is κ = 2∆. As long
as κ < 2∆, the increase of κ will decrease z and thus increase the steady-
state entanglement (see Fig. 4.7). Therefore, for long wave guides or fibers
with large loss (i.e. large κ), we can increase ∆ (i.e. the detuning between
the wave guides/fibers and the cavities) in order to maintain the steady-state
entanglement.
For comparison among different setups, it can be seen in Fig. 4.7 that
when z ranges from 1 to 1.221, the maximum concurrence for configuration
(ii) decreases rapidly from 0.48 to 0.285. This rapid decrease indicates that
although configuration (ii) can reach higher entanglement than configuration
(i), yet it is more fragile to the dissipation of the environment parametrized
by γ in z. In comparison, the three-cavity setup is more robust against the
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1.221 , 0.285 4.034 , 0.235
1.053 , 0.414
Two doped cavities
with one driving field
Two doped cavities
with three driving fields
Three doped cavities
with three driving fields
Figure 4.7: The maximum concurrence versus z in three configurations: (i),
two cavities with a single driven waveguide in Ref. [57]; (ii), two cavities
with three driven wave guides as in Fig. 4.5; (iii), three cavities with three
driven wave guides as in Fig. 4.1 (z1 = z3 = z, z2 = 103(z1 − 1) + 1). The
solid/dashed line is for configuration (i)/(ii) when 1 < z < 1.221. The dash
dotted line is for configuration (iii) when 1 < z < 4.034. The double dotted
dash line is for configuration (i) and (ii) when 1.221 < z < 4.034. The dotted
line is for all the three configurations when z > 4.034.
increase of dissipation (only when z & 4.03, its maximum concurrence drops
to be the same to that for configuration (i)). Therefore, we conclude that
cavity 1 in Fig. 4.1 not only coherently mediates between cavities 2 and 3,
but it also stabilizes the amount of entanglement between the two cavities.
4.6 Entanglement witness
To measure the entanglement in experiments, one could reconstruct the quan-
tum state through measuring some physical quantities. But this is not conve-
nient, as explained below. Instead, one could try to employ entanglement wit-
nesses to detect the entanglement . An entanglement witness, as introduced
in Chapter 1, Section 1.1.3, is an operator W . For measurement purpose, we
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W (i, j)σi ⊗ σj, (4.26)
W (i, j) =
1
4
tr(W (σi ⊗ σj)), (4.27)
where σi ∈ {I, σx, σy, σz}. Therefore, to measure the average value of W i.e.
tr(Wρ), one could measure the average value of the Pauli matrices σi⊗σj i.e.
tr((σi⊗σj)ρ) and then make a weighted summation of them according to Eq.
(4.26).
For instance, the coefficient matrix W (i, j) for the entanglement witness
operator W , to detect the steady state corresponding to the maximum value
of concurrence for the setups in Fig. 4.1 and Fig. 4.5, is shown in Fig. 4.8.
It can be seen that the two histograms are similar and the number of signifi-
cant elements (|W (i, j)| > 0.05) is 7 (5) for the three-cavity setup (two-cavity
setup)6. Therefore, we only need to measure 7 (5) pairs of Pauli matrices
to detect entanglement, i.e. to measure the witness along the corresponding
spin directions. The average value of W is numerically calculated as −0.090
(−0.098) for the three-cavity setup (two-cavity setup). If we use a tomography
of the density matrix to detect entanglement7, there is 15 pairs of Pauli matri-
ces whose average values need to be measured. So the entanglement-witness
6The identity matrix corresponds to no measurement operations. Thus, the element 0.25
for I ⊗ I in the histograms (a blue column in the left side) is excluded in the counting of
significant elements.
7The tomography of the density matrix means to reconstruct the density matrix by
using measurements. For example, a two-qubit matrix ρ =
∑
i,j ρ(i, j)(σi ⊗ σj), ρ(i, j) =
1
4 tr(ρ(σi⊗ σj)), where σi ∈ {I, σx, σy, σz}. There are 16 elements for the coefficient matrix
among which 15 are linearly independent because trρ = 1. We need to measure 15 pairs
of Pauli matrices to reconstruct the density matrix and then numerically calculate some
entanglement measure (e.g. concurrence) of the density matrix to check whether the state
is entangled. Usually, the entanglement measure is sensitive to the elements of the density
matrix even if the element is small. So we can not neglect the measurements corresponding
to small coefficients ρ(i, j).
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Figure 4.8: The histograms for the 16 elements of the coefficient matrixW (i, j)
of the entanglement witness operator W =
∑
i,j W (i, j)σi ⊗ σj
corresponding to the maximum concurrence for the three-cavity setup (a) and
the two-cavity setup (b).
approach has an advantage over the tomography that it needs less number of
measurements to detect entanglement.
In coupled-cavity systems to implement the necessary effective spin mea-
surements we can use the usual atomic state measurement techniques employ-
ing an external laser tuned to the corresponding polaritonic levels8 [161]. For
example, to measure σz a laser filed is applied to drive the polaritonic level
|1,−〉 to a third atomic level and the emitted photons are detected [162]. In
these measurements the correlations between the polaritons are transferred
to emitted photons and can thus be detected by analyzing the fluorescent
photon spectrum. In the following we plot the cross-correlation coefficient
〈P †2P2P †3P3〉
〈P †2P2〉〈P †3P3〉
for the three-cavity scheme of Fig. 4.1 as a function of the
phase difference between the driving field 1 and 3 (Fig. 4.9), as shown in
Fig. 4.9. The plot is consistent with the concurrence plot in Fig. 4.4. What
we observe is that when the polaritons are highly entangled they are mostly



































scheme: the minimum value in the cross-correlation coefficient corresponds to
maximum concurrence between the cavities.
anti-correlated to each other. We also note here that the polaritons are con-
tinuously pumped. Namely, the driving lasers work in the continuous wave
(CW) mode of operation. So the emitted photons come in near bunches9 from
each polariton emitter.
4.7 Summary
In this chapter, we have shown that long-distance steady-state entanglement
in a lossy network of driven light-matter systems can be coherently controlled
through the tuning of the phase difference between the driving fields. The
long distance for the entanglement is enabled by the long length of the wave
guides/fibers that couple the cavities. The negative effect of large decay of
long wave guides/fibers on the steady-state entanglement is suppressed by
large detuning between the wave guides/fibers and the cavities (see the dis-
9Here “bunch” means that the photons are emitted simultaneously from the separate
two atoms (or polaritons). In contrast, its counterpart “anti-bunch” means that a photon
is emitted from one of the two atoms (or polaritons), while the other atom cannot emit a
photon at the same time. “Bunch” and “anti-bunch” are determined by the quantum state
of the two atoms/polaritons.
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cussion in Section 4.5.2). This entanglement could be measured by analyzing
the spectrum of the photons emitted from the cavities. We also found that
there exist two optimal setups for generating maximum available entanglement
between two-coupled-cavity systems depending on the level of dissipation in
the system (Section 4.5.2). Finally, surprisingly enough, in a closed network
of three-atom-cavity systems the maximum of entanglement for any pair is
achieved even when their corresponding direct coupling is much smaller than
their couplings to the third party. This effect is reminiscent of coherent ef-
fects found in a Λ-type three-level atom driven by two laser fields that coherent
population transfers between otherwise uncoupled levels through a third level
using two classical coherent fields (Section 4.4).
One limitation we would like to point out is that we have used the Lind-
blad type of Morkovian quantum master equation to simulate the decoherence
of cavities and wave guides/fibers. For some real situations where system-
environment coupling strength is comparable to the system energy and/or
the environment is not in thermal equilibrium, the Born-Markovian approx-
imation [43] is not valid and numerical integration of time evolution of the





Almost all the physical systems are inevitably in contact with an environ-
ment. Typically, the environment is in a thermal equilibrium state so that by
exchanging energy and possibly particles the physical system will relax eventu-
ally to an equilibrium state characterized by the Boltzmann distribution with
a well-defined temperature, i.e. that of the environment. This phenomenon is
referred to as thermalization of the system. However, in some specific systems
such as an atom-cavity system with external pumping lasers, the steady state
does not need to be a thermal state, and its deviation from a thermal state
depends on various factors: presence of pump, detuning and so forth. We an-
alyze in this chapter its relation to the thermal state by using an appropriate
distance measure for quantum states. We find that if the atom-cavity cou-
pling strength is sufficiently large compared with the cavity and atom decay
rates, the steady state of the atom-cavity system is significantly farther away
from a thermal state when the reservoir temperature increases. By consider-
ing different correlation measures between the atom and the cavity, we find
that quantum discord appears to be a suitable quantity to characterize the
degree of thermalization.
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5.1 The system revisited
In general, the dynamics of an atom-cavity system is described by a master
equation which has been discussed in Chapter 1, section 1.1.5. We revisit the
main relevant contents here for the convenience of discussions. In general, the






[H, ρ] + Lcρ+ Laρ, (5.1)
where ρ denotes the density matrix of the atom-cavity system. The right-
hand side comprises two parts. The first part involves the Hamiltonian of the
system. In the rotating frame of the driving laser1, it can be written as:
H =~(ωc − ωd)a†a+ ~(ωa − ωd)σ†σ
+ ~g(a†σ + aσ†) + ~(Ja† + J∗a), (5.2)
where ωc (ωd) is the frequency of the cavity mode (driving field), ωa is the
transition frequency of the two-level atom, a† (a) is the creation (annihilation)
operator of the cavity mode, and σ† (σ) is the Pauli raising (lowering) operator
of the atom. The interaction between the atom and the cavity mode is modeled
by the Jaynes-Cummings model [42] and g is the coupling strength between
them. The cavity mode is driven by an external field with an amplitude
proportional to |J | and a phase, Arg(J). Without loss of generality, we assume
that J is a real number. The second and third term of the right-hand side
(rhs.) of equation (5.1) are the Lindblad operators describing the effective
1See also the last paragraph of Section 4.2 for the concept of the rotating frame of the
driving laser.
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†ρσ − σσ†ρ− ρσσ†), (5.4)
where γ and κ are the decay rates of the atom and the cavity mode, re-
spectively, and nc = 1e~ωc/kBTR−1 is the mean photon number at the reser-
voir temperature TR and the cavity frequency ωc. Similarly na = 1e~ωa/kBTR−1
is the mean photon number at the reservoir temperature TR and the atom
transition frequency ωa. For simplicity, we focus on the resonant situation
(ωc = ωa = ωd = ω) with natural units (~ = ω = kB = 1).
For certain discussions, it is convenient to rewrite the master equation (5.1)
in a new basis of the cavity mode [163], using the following transformations:
D−1(α0)ρD(α0) = ρα0 , (5.5)
D−1(α0)aD(α0) = a+ α0, (5.6)







[σ − σ†, ρα0 ]− ig[a†σ + aσ†, ρα0 ]
+ Lcρα0 + Laρα0 , (5.7)
where Laρα0 and Lcρα0 are described by Eq. (5.3) and (5.4) with ρ replaced
by ρα0 .
101
Chapter 5. Thermalization of the atom-cavity system
Comparing Eq. (5.7) to Eq. (5.1), we see that the term involving cavity-
mode driving in Eq. (5.1) is replaced by a term involving atomic driving. We
note that the above transformation is a local unitary transformation on the
states of the cavity mode. Therefore, the matrix form for the steady state of
the atom remains unchanged.
5.2 The weak coupling regime
Let us begin with the weak coupling regime, g ¿ κ. This is numerically
verified to be close to the decoupled case. Namely, we could essentially let
g → 0. In this case, the steady state of the atom can be calculated simply
as ρssa = exp(−βHa), up to a normalization factor 1/tr[ρssa ], where β = 1/TR
and Ha = σ†σ. The calculation of the steady state of the cavity mode is not
straightforward due to the presence of the pumping field. However, by using


















|m〉 is a coherent state with
α = −i 2J
κ(nc+1)
, and β = 1/TR. The normalization factor of the state (5.8) has
been omitted. In fact, using Eq. (5.7), we can directly obtain the steady state











5.2. The weak coupling regime
It can be verified that this solution is equivalent to the solution (5.8). However,
it may not be convenient to use this form for the solution to discuss the




−βn|n〉〈n|) is not explicit due to the overall displacement operator
D(α0). We will focus on the solution (5.8) in the following discussions. The
solution (5.8) is written in the rotating frame of the driving laser. The original
solution ρ0 = U †ρssc U with U = exp(itωda†a). It does not matter if we do
not do this transformation, as we may compare the solution (5.8) with the
corresponding thermal state exp(−βa†a) in the rotating frame of the driving
laser. Note that the thermal state remains the same after the transformation
[49].
The solution (5.8) has an explicit physical interpretation. When J = 0,
the state is a thermal state
∑∞
n=0 e
−βn|n〉〈n|. When TR = 0, the state is a
coherent state |α〉, with the amplitude α = −2iJ/κ proportional directly to
the pumping strength and inversely to the decay rate κ, i.e. a competition
between the pump and the decay. This state can be viewed as the ground state
of the cavity. For general values of J and TR, the state is neither a thermal




a coherent state. It can be viewed as a statistical mixture of photon-added
coherent states weighted by a Boltzmann factor exp(−βn). Alternatively,
if we consider the second form for the solution i.e. Eq. (5.9), this second
form could be viewed as a displaced thermal state i.e. a thermal state of
a displaced Hamiltonian H ′c = D(α0)(ωa†a)D(−α0) = ω(a† + α∗0)(a† + α0).
This is a matter of the concept of a thermal state and throughout the paper
we will adopt the first kind of viewpoint (i.e. a thermal state refers to the
original free cavity Hamiltonian Hc = ωa†a). From the solution (5.8), it
can be seen that when the temperature of the reservoir increases, i.e. nc
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becomes larger, the amplitude of the coherent state 2J
κ(nc+1)
in each term of
the summation becomes smaller, so that the photon-added coherent state
tends to the number state |n〉. Therefore, qualitatively, the steady state of
the cavity will be closer to a thermal state at higher reservoir temperature.
The same situation occurs when the amplitude of the driving field is smaller
(J decreases). In brief, increasing reservoir temperature or decreasing the
strength of the pump pushes the steady state closer to the corresponding
thermal equilibrium state.
5.3 The moderate and strong coupling regimes
For moderate and strong coupling regimes, the master equation (5.1) is more
involved and generally the equation cannot be solved analytically due to the
non-linearity of the Jaynes-Cummings model [165]. Therefore, we employ
numerical methods to solve this master equation by truncating the density
matrix with a sufficiently high dimension or using a phase-space formulation
[166]. To characterize the degree of thermalization of the steady state, we
calculate the distance between the steady state and a thermal state, using the




tr|ρss − ρth|. (5.10)
The trace distance d(ρss, ρth) quantifies how hard it is to distinguish the
steady state ρss from the thermal state ρth by quantum measurements [167].
Therefore, if d(ρss, ρth) increases with system parameters we say that the
system is farther away from thermalization. As for the thermal state ρth,
there are several choices. One alternative among them could be ρth =
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exp(−βH0)/tr[exp(−βH0)], where β = 1/TR, H0 = a†a+ σ†σ + g(a†σ + aσ†)
(the driving term J(a+a†) could also be included). However, the atom-cavity
system with the master equation (5.1) will never thermalize to this state un-
less g = 0. Note that if g 6= 0, we do expect that for J = 0 the system
will approach a thermal state. For a detailed discussion on this aspect, see
Ref. [168]. To circumvent this problem, the thermal state is chosen to be
ρth = ρtha ⊗ ρthc , where ρtha = exp(−βσ†σ)/(1 + exp(−β)) (β = 1/TR) is the
thermal state of the atom, and ρthc = (1 − exp(−β)) exp(−βa†a) (β = 1/TR)
is the thermal state of the cavity mode. In fact, this thermal state differs only
slightly from the previous choice, since for real experiments [169] g, J ¿ ω
(ω = 1 for natural units). For example, for g, J ≤ 10−2ω and TR < 6~ω/kB,
d(ρth1 , ρ
th
2 ) < 3 × 10−3, where ρth1 = ρtha ⊗ ρthc and ρth2 ∼ exp(−βH ′) and
H ′ = ωa†a+ωσ†σ+g(a†σ+aσ†)+J(a+a†). For simplicity, we choose κ = γ and
consider two cases: (1), the moderate coupling regime g = κ; (2), the strong
coupling regime g = 10κ. The trace distance d(ρss, ρth) is plotted against J/κ
and TR in Fig. 5.1. The unit of TR is ~ω/kB and 0 ≤ TR ≤ 6. Experimentally
[169], for microwave cavities, ω ∼ 1011Hz, 0K ≤ TR ≤ 4.6K, i.e. a low tem-
perature regime. For optical cavities, ω ∼ 1015Hz, 0K ≤ TR ≤ 4.6×104K, i.e.
a very wide range of the reservoir temperature.
It can be seen in Fig. 5.1 that for both the moderate and strong coupling
regimes the steady state of the system is very far away from the thermal state
for most of the J/κ− and TR− parameter regimes (J/κ > 1 for g = κ and
J/κ > 5 for g = 10κ). Only when J/κ approaches 0 the system is close to
thermalization. This region is larger for the strong coupling regime (g = 10κ).
These observations are expected, since we have seen in Eq. (5.8) that for
g ¿ κ a strong classical driving field pushes the cavity mode to approach a
state with a strong coherence which is significantly different from a thermal
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(a) (b)
Figure 5.1: The distance between the steady state of the atom-cavity system
and the corresponding thermal state is plotted against J/κ and TR (in units
of ~ω/kB) for (a) g = κ and (b) g = 10κ.
state, and this effect should be possibly extended to the moderate and strong
coupling regimes although we do not know the analytical solutions for these
two cases.
There is another interesting feature that one should point out regarding
the difference in behavior in Fig. 5.1 between g = κ and g = 10κ. For g = κ,
d(ρss, ρth) decreases monotonically with TR. For g = 10κ, one observes that
d(ρss, ρth) increases with TR at least for 0 ≤ TR ≤ 3 as long as 0 < J/κ < 5.
Naturally for high temperature (TR À 3), one should expect this distance
to approach zero asymptotically again. To interpret this, first, for g 6= 0
the atom and the cavity mode are correlated during time evolution and the
correlation is preserved to some extent in the steady state. Thus the steady
state differs from the thermal product state ρtha ⊗ρthc . In fact, this argument is
still reasonable if we choose ρth2 (mentioned previously) as the thermal state.
This is because it is numerically verified that the atom-cavity correlations for
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(a) (b)
Figure 5.2: The steady-state atom-cavity logarithmic negativity is plotted
against J/κ and TR (in units of ~ω/kB) for (a) g = κ and (b) g = 10κ.
ρth2 (e.g. entanglement, correlation function, etc. See later discussions) are
negligible. What is the nature of the correlation that possibly accounts for
the thermalization in Fig. 5.1? There are several possibilities: The state is
an entangled state of the atom and the cavity mode. This is not so. Fig. 5.2
shows the logarithmic negativity plotted against J/κ and TR. The logarithmic
negativity is an upper bound of distillable entanglement2. Thus, if it is close
to zero we would expect the atom-cavity entanglement to be negligible. It
is clear that the entanglement between the atom and the cavity mode of the
steady state generally vanishes.
Another possibility arises from the recent interest in quantum discord.
This concept is discussed in Chapter 1 , Section 1.1.4. We use MID to mea-
sure the atom-cavity quantum correlations. No minimization is required in
calculating MID. In fact, if we minimize the quantum discord over all sets
of orthogonal projective measurements of the atom but fix the measurement
2See also the last paragraph of Section 1.1.3 for relevant discussions.
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(a) (b)
Figure 5.3: The steady-state atom-cavity measurement-induced disturbance
(MID) is plotted against J/κ and TR (in units of ~ω/kB) for (a) g = κ and
(b) g = 10κ.
basis on the cavity to be the eigenvectors of the cavity’s state (as its dimen-
sion is too large for an effective minimization), it’s numerically found that the
eigenvectors of the atomic state minimize the quantum discord with negligible
errors. In order to compare MID with the thermalization plotted in Fig. 5.1,
we use the trace distance measure to calculate MID. Similarly, we also calcu-
late the classical atom-cavity correlation which is the trace distance between
Π(ρss) and its reduced state Π(ρss)c ⊗ Π(ρss)a, where Π(ρss)c = tra(Π(ρss))
is the reduced state for the cavity and Π(ρss)a = trc(Π(ρss)) is the reduced
state for the atom. In fact, these reduced states are also equal to those for ρss
[170, 171]. The MID and classical correlation are plotted against J/κ and TR
in Fig. 5.3 and 5.4.
It can be seen in Fig. 5.3 and 5.4 that MID is consistent with the steady-
state thermalization as in Fig. 5.1 especially for low TR, while classical cor-
relations are inconsistent and they are close to Fig. 5.2. For the convenience
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(a) (b)
Figure 5.4: The steady-state atom-cavity classical correlation is plotted
against J/κ and TR (in units of ~ω/kB) for (a) g = κ and (b) g = 10κ.
of experimental measurement, we also plot the normalized cross-correlation
function between the two observables a†a and σ†σ against J/κ and TR in Fig.
5.5. The normalized cross-correlation function is defined as [172]





where Var(x) is the variance of the observable x. It can be seen that the nor-
malized cross-correlation function is consistent with the classical correlation
as in Fig. 5.4.
By considering different correlation measures, we find that quantum dis-
cord appears to be a suitable quantity to characterize the degree of thermal-
ization of the system. The characterization is effective in the strong coupling
regime (g = 10κ) for 0 ≤ TR ≤ 6 (see Fig. 5.3(b) and 5.1(b)), yet it is less
effective in the moderate coupling regime (g = κ) for relatively high temper-
ature (TR > 2), as can be seen in Fig. 5.3(a) and 5.1(a).
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(a) (b)
Figure 5.5: The normalized cross-correlation function of the atom-cavity
steady state is plotted against J/κ and TR (in units of ~ω/kB) for (a) g = κ
and (b) g = 10κ.
5.4 The structure of the steady state
In this section, we will analyze in detail the structure of the steady state. Let
us first consider the reservoir temperature to be zero. If there is no driving
field the system is in the vacuum state |g〉|0〉, where |g〉 (|0〉) is the ground
state of the atom (cavity mode). In presence of the driving field with J ¿ κ,
we expect that the atomic and photonic excitations acquired from the driving
field will soon leak out to the reservoir and the steady state is still very close
to |g〉|0〉. This is true also for J ∼ κ but J ¿ g (i.e. in the strong coupling
regime g = 10κ), since the atom-cavity interaction dominates the dynamics
and the absorption of excitations from the driving field is suppressed. When
J increases further, there will be some excitations in the steady state. The
structure of the steady state should be approximately a superposition of the
vacuum state |g〉|0〉 and an excited state |φ〉a|ψ〉c, where 〈g|φ〉a ≈ 0 and
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1− |η|2|g〉 − η|e〉)⊗ |ψc,1〉
+ ε(η∗|g〉+
√
1− |η|2|e〉)⊗ |ψc,2〉 (5.13)
with |ε| and |η| being small numbers (< 0.5). In Eq. (5.13), |ψc,1〉 and |ψc,2〉
are cavity’s state, and |e〉 is the excited state of the two-level atom. The weight
of the states |φi〉 (i ≥ 2) is relatively small and we omit the expressions of these
states. Numerically, for example, for g = κ and J = 0.6κ (corresponding to
the maximum logarithmic negativity in Fig. 5.2(a)), φ1 = 0.9 (À φ2 = 0.07,
etc), ε = 0.081, η = 0.468 and
|ψc,1〉 =0.913|0〉 − 0.401i|1〉 − 0.064|2〉,
|ψc,2〉 =− 0.287|0〉 − 0.588i|1〉 − 0.648|3〉
+ 0.364i|4〉+ 0.137|5〉.
For g = 10κ and J = 2.2κ (corresponding to the maximum logarithmic neg-
ativity in Fig. 5.2(b)), φ1 = 0.6 (À φ2 = 0.03, etc), ε = 0.059, η = 0.24
and
|ψc,1〉 =|0〉,
|ψc,2〉 =0.41i|1〉 − 0.54|2〉 − 0.37i|3〉+ · · · .
We notice that in Eq. (5.13) the number of atomic (photonic) excitations in
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the second term of |φ1〉 is larger than that in the first term. This indicates that
the atom and the cavity mode are positively correlated (see also Fig. 5.5). The
positive correlation can be explained as follows. Physically the cavity mode
is driven by a classical field (see Eq. (5.1) and (5.2)), but mathematically the
atom is also effectively driven, as can be seen in Eq. (5.7). As a consequence,
besides a roughly zero-excitation term (∼ |g〉|0〉) there will be a term involving
simultaneous excitations for the atom and the cavity mode in the steady state
although the interaction term in the Hamiltonian (Eq. (5.2)) i.e. g(a†σ+aσ†)
tends to anti-correlate the atom and the cavity mode.
When J increases to be much larger than κ, we expect that the steady
state will be a superposition of polaritons (i.e. mixed atomic and photonic
states [46]) in a Poisson distribution similar to that of the driving field. It is














, (n 6= 0), α0 and D(α0)
are defined below Eq. (5.6), and |n±〉 = (|g〉|n〉 ± |e〉|n− 1〉)/√2 are atom-
cavity dressed states (polaritonic states [46]). The parameters λi, θ+i,n, θ
−
i,n
are to be determined by numerics. The above conjecture fits very closely
with the numerics. For example, for g = κ and J = 5κ, λ1 ≈ λ2 ≈ 0.4,
θ±1,n ≈ pi2 ± 1.5
√
n, θ+2,n ≈ 1.5
√
n and θ−2,n ≈ pi − 1.5
√
n. The expressions for





but this point is not clear in theory. |ψ1,n〉 is close to be orthogonal to |ψ2,n〉.
For g = 10κ and J = 5κ, λi’s are widely distributed (unlike the above case
where there are two major eigenvalues). The first few eigenvalues are λ1 ≈
λ2 ≈ 0.0537, λ3 ≈ λ4 ≈ 0.040, λ5 ≈ λ6 ≈ 0.033, etc. θ+1,n ≈ 3pi4 + 10
√
n,
θ−1,n ≈ pi4 − 10
√
n, θ+2,n ≈ pi4 + 10
√
n, θ−2,n ≈ 3pi4 − 10
√
n, etc. For J À κ, Eq.
(5.15) involves mainly the high-excitation anti-correlated polaritonic states
and the contribution from |g〉|0〉 is negligible. It can be proved that the atom
and the cavity mode are anti-correlated for the total density matrix (See
Appendix F). This is also verified numerically, see Fig. 5.5 (for g = 10κ and
J À κ, the atom-cavity correlation is close to 0 but actually still negative).
Actually it’s found from numerical calculations that the steady state for J À κ
can also be written as ρss = p1|+〉〈+| ⊗ ρ1+(1− p1)|−〉〈−|⊗ ρ2, where |±〉 =
(|g〉±|e〉)/√2, p1 is close to 0.5, ρ1,2 are cavity’s states and tr(ρ1ρ2) 6= 0 i.e. ρss
is a classical-quantum state [37] which has a nonzero MID. When the reservoir
temperature is nonzero, the structure of the steady state is rather complicated.
Based on the solution (5.8) for the case of zero atom-cavity coupling, one
may approximate the steady state for nonzero reservoir temperature as a
thermal mixture of a certain ground state. This approximation is verified to
be reasonable in weak and moderate coupling regimes by numerically finding
the proper ground state optimized over the parameters J/κ and g/κ. For
strong coupling regime, the above approximation is not valid.
5.5 Graphical illustration
The above analysis could be illustrated physically. We use Eq. (5.7) for the
following discussion. Note that the atom-cavity quantum discord (e.g. MID
in Ref. [37]) is unchanged when the Eq. (5.1) is transformed into Eq. (5.7).
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According to Eq. (5.7), we draw the time evolution process of the few lowest
energy levels, as shown in Fig. 5.6. It can be seen in Fig. 5.6 that in the
subspace of the four lowest energy levels, there are four kinds of sub-processes
that constitute the whole evolution process: (i) the incoherent decay and
excitation of the atom (γ, naγ); (ii) the incoherent decay and excitation of
the cavity mode (κ, ncκ); (iii) the coherent evolution of the atom (2gJ/κ);
(iv) the coherent interactions between the atom and the cavity mode (g).
We focus on the strong coupling regime g À κ. Suppose at a specific
time of evolution, the reservoir excites a photon so that the atom-cavity state
evolves from the state |g, 0′〉 to |g, 1′〉. Note that |i′〉 = D−1(α0)|i〉 with |i〉
being the photon number state (i = 0, 1, 2, · · · ). There are three ways of
evolution associated with this photon: (1) to interact with the atom (|e0′〉)
coherently; (2) to decay back to |g, 0′〉; (3) to excite further to |g, 2′〉 (for
which one more photon is produced). For g À κÀ nc, the photon has more
chance to take the first two ways. The first way is more probable than the
second way, since g À κ. When TR increases, there are more thermal photons
excited per unit time. These photons mainly interact with the atom rather
than participate in the thermalization process through the way (2) and (3)
mentioned earlier (Note that this does not happen for g . κ). Thus, at most
time of the evolution, the cavity mode and the atom are correlated. This
correlation is preserved in the form mainly of quantum discord by driving the
atom and it increases with TR (see Fig. 5.3(b) and Eq. (5.7)). Therefore, the
distance between the atom-cavity steady state and the corresponding thermal
state increases with TR.
However, when TR is larger than some critical value T c1 , the number of
thermal photon excitations per unit time is considerably large so that the
























Figure 5.6: The time evolution process of the few lowest energy levels. The
straight line with one arrow (two arrows) indicates a decay process (decay and
thermal excitation process). The curved line stands for a coherent interaction
process.
with the atom is increasing, the number of them to decay and excite through
ncκ increases more rapidly so that the proportion of photons correlated with
the atom decreases, resulting in a decrease of atom-cavity correlation (quan-
tum discord) while an increase of photon coherence (note the coherent basis
of Eq. (5.7)). When TR increases further to a sufficiently large value T c2 ,
thermal excitation dominates the whole process so that the system tends to
be thermalized i.e. a decreasing distance. The corresponding thermal energy
kBT
c
2 could be viewed as the critical thermal energy for breaking the bond be-
tween the atom and the cavity mode. For example, for g = 10κ and J = 2κ,
T c1 ∼ 0.76 (see Fig. 5.3(b)), T c2 ∼ 3.3 (see Fig. 5.1(b)), and kBT c2 ∼ 3.3~ω.
5.6 Summary
In this chapter, we analyze the thermalization process of the lossy atom-
cavity system with a driving field. We find that for the weak coupling regime
(g ¿ κ), the atom is in a thermal state and the cavity mode is in a state
whose form is similar to a thermal state but with a redefined ground state
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−βn|n〉〈n|) in higher reservoir temperature. For the moderate and
strong coupling regimes (g & κ), the situation is more involved which depends
on the magnitudes of parameters g, κ, γ and J . In the strong coupling regime
(g À κ), it is possible that the distance between the steady state of the system
and the corresponding thermal state increases significantly with the reservoir
temperature. We find that the atom-cavity quantum discord (rather than
their entanglement or classical correlation) appears to be a suitable quantity
to characterize the degree of thermalization especially the occurrence of the
above unusual phenomenon. We analyze the structure of the atom-cavity
steady state and give a graphical illustration for the thermalization process
(Fig. 5.6). We find that for a weak driving field (J . κ, J can be up to several
multiples of κ in the strong coupling regime), the atom and the cavity mode
are positively correlated, while for a sufficiently strong driving field (J À κ),
the atom and the cavity mode are negatively correlated.
The limitation of the study in this chapter is mainly the restriction to
the Morkovian quantum master equation. This issue is discussed in the last
paragraph of Section 4.7 in Chapter 4.
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Conclusion and future work
In this thesis, we have investigated the generation and control of quantum
entanglement in physical systems including the spin chain and the coupled
atom-cavity system. These two systems are closely related to each other,
as the latter system can simulate the former one (cf. Section 1.2). In the
following, some possible research directions are proposed for future work.
In Chapter 2, we have shown that for an odd spin chain there is always a
close relation between the solution of couplings for PST and that for maximal
or non-maximal entanglement generation of boundary qubits (cf. Section 2.6).
However, the close relation for a spin chain with an even number of qubits
is much more involved and remains an open question. The maximal entan-
glement generation can be used to realize phase covariant quantum cloning
(cf. Section 2.4). In the cloning process, the qubits except the two boundary
ones in a spin chain act as some form of a catalyst, i.e. their state do not
change at the end of the cloning process. The role as a catalyst needs further
investigation. We also discuss the realization of single-spin unitary operations
through tuning the electric and magnetic fields in a generalized spin chain
which is composed of quadrilaterals. The single-spin unitary operation is not
general since it only contains two parameters. In future work, schemes need to
be devised to find a general single-spin unitary operation in the quadrilateral
chain.
In Chapter 3, a scheme of multiparticle Hanbury Brown-Twiss interfer-
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ometer in a spin networork is proposed and discussed. For the experimental
realizations, the system of Nitrogen-Vacancy color centers in diamond crys-
tals is a promising candidate. For this system, a possible challenging task
is to manufacture ultra-pure 12C diamond i.e. to reduce the concentration
of the impurity 13C isotope. This is due to the fact that 13C has a nuclear
spin 1/2 which forms a spin bath surrounding the Nitrogen-Vacancy centers
and thus causes decoherence [137], while 12C is spinless for the ground state.
Recent technologies [173] showed that for 0.3% concentration of the impurity
13C isotope, the room-temperature electron-spin dephasing time T2 is close to
2 ms.
In Chapter 4, coherent control of the steady-state long-distance entangle-
ment between pairs of atom-cavity systems in a small array of lossy and driven
coupled resonators is discussed. Future studies would be to extend the current
setups to include more cavities and to investigate the multi-partite entangle-
ment and the possibilities of realizing quantum information processing e.g.
the measurement-based quantum computation [67].
In Chapter 5, the thermalization of an atom-cavity system is discussed in
detail, and we find that the atom-cavity quantum discord appears to be a suit-
able quantity to characterize the degree of thermalization. The present work
involves only a single atom coupled to a single cavity mode. For the future
work, coupled cavities with possibly many atoms inside a single cavity can be
studied to examine the roles that different correlation measures such entan-
glement and discord will play in the thermalization of the system. Certainly,
the corresponding dimension of the Hilbert space increases exponentially with
the number of the cavities and atoms which renders the numerical calculations
intractable. In this situation, approximations such as the mean-field theories
[174] have to be devised in the future work.
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where we assume that the coupling constants are general complex numbers
Jk = |Jk|eiθk . Let us do the following transformation.
|j〉 = eixj |j〉′, j = 1, 2, . . . N, (A.2)
where xj’s are unknown variables to be determined. Replacing the transfor-













Appendix A. Transformation for coupling constants
In order that all the coupling constants in the new basis are real and positive,
the phases in the above Hamiltonian must be integer multiples of 2pi.
θk + xk − xk+1 = 2mkpi, k = 1, 2, · · · , N − 1, (A.4)
where mk’s are arbitrary integers. The set of equations have infinite num-
ber of solutions, since the corresponding coefficient matrix for xk’s has zero




θj, for 1 ≤ xi ≤ N − 1,
xN = 0. (A.5)
This finishes the proof.
There is an additional note. The above transformation exists only for
open spin chains. For a closed chain (the last spin interacts with the first
spin), there is no general transformation to eliminate the phases. This is
because for a closed chain, there is an extra equation added to equations (A.4):
θN +xN −x1 = 2mNpi. This equation in general contradicts the original set of
equations. This can be seen as follows. Summing all the equations in (A.4),
we get
∑N−1
k=1 θk + x1 − xN =
∑N−1
k=1 2mkpi. Comparing this equation with the








The proof based on the special
PST solution
In this section, we provide a proof of our solution for the entanglement gen-
eration in a spin chain. As mentioned in Section 2.2, [σztol, H ] = 0. So we
can work in the subspace spanned by the basis vectors |n〉, n = 1 , 2 , ..., N .
In this subspace, for the first solution of odd N case, construct the following
unitary operator:
U0|j〉 = (−1)N−12 (−1)
f |j〉+ |N + 1− j〉√
2
, j 6= N + 1
2
, (B.1)





where f = θ[j− (N +1)/2] is a step function (f = 0 for j ≤ (N +1)/2. f = 1
otherwise). The eigenvalues of U0 are ±1. The number of -1’s is 2bN+14 c,
where bN+1
4
c denotes the maximum integer less than or equal to (N + 1)/4.























Appendix B. The proof based on the special PST solution
where, λj are the corresponding eigenvalues and j denotes the jth qubit in the
spin chain. The corresponding Hamiltonian to U0 is (Setting time t equal to
unity):



























Rk2j|λk = +1〉. (B.6)
The matrices Rj1i and Rk2j are unitary transformations in the respective de-
generate subspace. It is interesting to note that Rj1i is an element of the group
SU(2bN+1
4
c) and Rk2j is an element of the group SU(N−2bN+14 c). The matrix






where, D1 = Diag[(2k1 + 1)pi, (2k2 + 1)pi, ...], D2 = Diag[2k1pi, 2k2pi, ...].
The Hamiltonian (2.1) in the basis vectors of Eq. (B.3) has the following
134





where m = N
2
and m is odd. This matrix must be equal to the matrix (B.7)
with some R1, R1, D1 and D2. Therefore, Y in (B.8) must be 0. From this,
we get:









Using (B.9) and (B.10) to simplify (B.8), we obtain
H ′ =






0 J1 0 . . . 0
J1 0 J2 . . . 0
0 J2 0 . . . 0
...
...








1Here, we do not present the explicit form of the matrix elements of H ′. But it can be










2)Ji + Ji+1], for i = N−12 .
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Z ′m =

0 J1 0 . . . 0
J1 0 J2 . . . 0
0 J2 0 . . . 0
...
...
... . . . Jm−1
0 0 0 Jm−1 0

(B.13)
For even m, exchange X ′m+1 and Z
′
m of (B.11).
In order to get the solution for the couplings, one needs to find R1,
R1, D1 and D2 in Eq. (B.7), which are not unique. We conjecture that
D1 = diag[mpi, −mpi, (m − 2)pi, −(m − 2)pi, · · · , pi, −pi], D2 = diag[(m −
1)pi, −(m− 1)pi, (m− 3)pi, −(m− 3)pi, · · · , 0]. If m is even, replace m with
m−1 inD1, and replace m with m+1 inD2. Actually, the diagonal terms of
D1 and D1 are the eigenvalues of the Hamiltonian (2.1). These eigenvalues





pi. This property, as can be seen later, helps to solve our prob-
lem. Rewrite Hpst in the representation of the eigenvectors of e−iHpst , we get,









0 Jpst1 0 . . . 0
Jpst1 0 J
pst
2 . . . 0
0 Jpst2 0 . . . 0
...
...










0 Jpst1 0 . . . 0
Jpst1 0 J
pst
2 . . . 0
0 Jpst2 0 . . . 0
...
...
... . . . Jpstm−1
0 0 0 Jpstm−1 0

(B.16)
If m is even, exchange Km+1 and Lm in (B.14). The general solution to
U2 = e






where the parameters are similar to those in Eq. (B.7). Since we have conjec-
tured that the eigenvalues of (2.1) are same to those of Hpst (i.e. D1 = D1′
and D2 = D2′) and the structure of (B.14) is same to that of (B.11), we
conclude that R1 = R1′ and R2 = R2′. Therefore, the matrix (B.14) is equal
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to the matrix (B.11). Thus,
Ji = J
pst






This ends the proof of first solution for odd N .
The second solution for odd N can be obtained similarly. The only differ-
ence is that U0 slightly changes and Ji exchanges with Ji+1 for i = (N − 1)/2.
For the first solution of even N, the U0 in (B.1) and (B.2) does not work,
which suggests we need to add some relative phase between antipodal qubits
(i.e. qubit 1 and qubit N , qubit 2 and qubit N − 1, etc.).
U0|j〉 = |j〉+ i(−1)
N
2 |N + 1− j〉√
2
. (B.20)














pi, · · · , qmax],








pi, · · · , −qmin],
qmin = −pi
4
− bk − 1
2














0 J1 0 . . . 0
J1 0 J2 . . . 0
0 J2 0 . . . 0
...
...
... . . . Jk−1





0 J1 0 . . . 0
J1 0 J2 . . . 0
0 J2 0 . . . 0
...
...
... . . . Jk−1
0 0 0 Jk−1 (−1)k−1Jk

(B.24)
The eigenvalues of Pk and Qk in (B.21) are shifted +pi/4 and −pi/4 re-
spectively relative to the corresponding blocks of Hpst of even N , which makes
the problem different from the odd N case. Here, we only give a calculation
method.
It can be verified that the eigenvalues of Rk and Sk only differ in a minus
sign, which accords with those of Pk and Qk respectively. Thus we only need
to deal with (B.23). Since the eigenvalues of Rk are same with those of Pk,
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we have




Tr[Rk] = (−1)kJk = Tr[Pk], (B.26)
where, λi’s are the eigenvalues of Pk in (B.21) (i.e. diagonal elements). The
left hand side of (B.25) can be calculated using a recursion relation:
Det[Rk − λIk] = [−λ+ (−1)kJk]Det[Rk−1 − λIk−1]|Jk−1=0
− J2k−1Det[Rk−2 − λIk−2]|Jk−2=0
Using (B.25) and (B.26), we can calculate Ji’s for any even N . Then,
the general formula i.e. the second part of Eq. (2.5) could be obtained by
mathematical induction. For the second solution of even N , the proof is very
similar which is omitted here.
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A more general proof for an odd
spin chain
As mentioned earlier in the footnote on page 29, in an odd spin chain, there
is a close relation between the solution of couplings for PST and that for
maximal entanglement generation of boundary qubits. I.e., the modification
factor for an odd spin chain in Eq. (2.5) is universal (not only for the specific
PST solution pi
√
i(N − i)/2). Here, we give a proof1.











where Jk is assumed to be real and positive (cf. Appendix A). Denote
the eigenvalues of H as Ei with eigenfunctions |ψi〉 =
∑N
j=1Ci,j|j〉 (i =
1, 2, · · · , N). It can be proved that Ji = JN−i and Bi = BN+1−i for all i ifH re-
alizes PST between boundary qubits [83]. In this situation, H commutes with
the symmetry operator P =
∑N
i=1 |i〉〈N + 1− i| so that the eigenfunctions of
H are either symmetric or anti-symmetric. We rewrite the symmetric eigen-
1More recently, an elegant proof has been presented in Ref. [83].
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i,j|j〉, (Csi,j = Csi,N+1−j) with eigenvalues Esi and




i,j|j〉, (Cai,j = −Cai,N+1−j)
with eigenvalues Eai . The eigenvalue equations are written as follows.
J1Ci,2 = (Ei − f1)Ci,1 (C.2)
JkCi,k+1 + Jk−1Ci,k−1 = (Ei − fk)Ci,k, (k = 2, 3, · · · , N − 1) (C.3)
JN−1Ci,N−1 = (Ei − fN)Ci,N , (C.4)
where fk = −2Bk +
∑N
j=1Bj and Ci,j represents C
s
i,j or Cai,j. Let us multiply
the above equations by some factors using the following rules. If Ci,j = Csi,j ,




(an exception is that when k =
(N +1)/2, multiply JN+1
2










. It can be seen that the new
set of equations is equivalent to the original one (Note that Csi,j = Csi,N+1−j).
The multiplication factors can be incorporated into Jk and Csi,j through the
following redefinition.
























where θi,j = 1 if i ≥ j and 0 otherwise. If Ci,j = Cai,j , the multiplication rules
are same to the above except that (1) 1√
n
is replaced by − 1√
n
and (2) when




. In this way,
the set of equations is still invariant and the corresponding redefinition is that













By performing above operations, we actually obtain the eigenvalues and
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k(|k〉〈k + 1|+ |k + 1〉〈k|)+∑N
k=1(−2Bk+
∑N
j=1Bj)|k〉〈k|. The eigenvalues are same to the original Hamil-
tonian H for PST. But the eigenfunctions of H ′ are changed to |ψs′i 〉 =∑N
j=1C
s′


















i |ψa′i 〉〈ψa′i |. (C.7)
In particular,
































where we have used the property that Csi,N = Csi,1 and Cai,N = −Cai,1. By using
the fact that H realizes PST, i.e., 〈1|e−iH |1〉 = 0 and 〈N |e−iH |1〉 = exp(iφ1)












Using the unitary property of e−iH′ that
∑N
i=1 |〈i|e−iH
′|1〉|2 = 1, we conclude
that 〈i|e−iH′|1〉 = 0 for i = 2, 3, · · · , N−1. Actually, H ′ is the Hamiltonian we
want. If we replace 1√
n




i,j by − 1√n (with a
little change for the multiplication rules that for the case of Ci,j = Csi,j , when
k = (N + 1)/2, multiply JN+1
2
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JN−1
2
by 1 − 1√
n
)), we can obtain a new Hamiltonian H ′′ for which e−iH′′ is
very similar to e−iH′ . In particular, one only needs to multiply the right-hand
side of Eq. (C.11) by a minus sign. Choose n = 2, we prove the claim in the
footnote on page 29.
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The expressions for xi’s
The expressions for xi’s are as follows.
x0 =γbe
−iφ1/2[cos(ksol1) cos(ksol2)− sin(ksol1) sin(ksol2) cos(θ1 + θ2)]
+ γce
iφ2/2[cos(ksol3) cos(ksol4)− sin(ksol3) sin(ksol4) cos(θ3 + θ4)],
x1 =γbe
−iφ1/2[sin(ksol1) cos(ksol2)(sin θ1 − sin θ2)]
− γceiφ2/2[sin(ksol3) cos(ksol4)(sin θ3 − sin θ4)],
x2 =− iγbe−iφ1/2[cos(ksol1) sin(ksol2) cos θ2 + sin(ksol1) cos(ksol2) cos θ1]
− iγceiφ2/2[cos(ksol3) sin(ksol4) cos θ4 + sin(ksol3) cos(ksol4) cos θ3],
x3 =iγbe
−iφ1/2[sin(ksol1) sin(ksol2) sin(θ1 + θ2)]
− iγceiφ2/2[sin(ksol3) sin(ksol4) sin(θ3 + θ4)],






Proof of the lemma
For each term of the expansion (3.9), we define a set f = {f1, f2, · · · , fN}
with fk = {ak, ak}, where ak = 0, 1 denotes the state of the spin sk1 and ak =
1− ak is for skm. Then after the sequential swap operations the set becomes
g = {g1, g2, · · · , gN} with gk = {ak+1, ak}, (aN+1 ≡ a1). The corresponding
position set mentioned in the Lemma is v. For f, f ′, we have g, g′ and v, v′. If
f, f ′ differ in k0th element, e.g. ak0 = a′k0 , then gk 6= g′k. For v = v′, we must
have ak+1 = a′k+1, and thus gk = g′k = {a′k+1, a′k}. Continuing the process to
analyze gk0−1, g′k0−1, etc, we find that gk = g
′
k i.e. gk 6= g′k for all k if v = v′. In
fact, the two sets f, f ′ for which v = v′ must have the property that fk = f ′k
for all k. Moreover, the 2N possibilities of f can be divided into 2N−1 pairs of





for a strong driving field
It is sufficient to show that the numerator of Eq. (5.11) is negative. This
quantity can be calculated straightforwardly by using Eq. (5.14):
〈(a†a− 〈a†a〉)(σ†σ − 〈σ†σ〉)〉
= (n− n)(s2 − s2)− s2(1− s2), (F.1)
where v is the average value of the variable v over the probabilistic distri-




. Note that the fluctuation correlation between the vari-
ables n and s2 i.e. (n− n)(s2 − s2) ≈ 0 since n is an element of the index
set {n, i} and it is a slowly varying function over the index {n, i} while s2
is a rapidly oscillating function (see also some examples of the expressions
for θ±i,n in the context below Eq. (5.15)). Also 0 ≤ s2 ≤ 1. Therefore,
〈(a†a − 〈a†a〉)(σ†σ − 〈σ†σ〉)〉 ≈ −s2(1 − s2) ≤ 0. This quantity is generally
nonzero since s2 /∈ {0, 1} for a general {pn,i}.
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