Using the representation theory of groups, we are able to give simple necessary and su cient conditions regarding the structure of the galois groups of second and third order linear di erential equations. These allow us to give simple necessary and su cient conditions for a second order linear di erential equation to have liouvillian solutions and for a third order linear di erential equation to have liouvillian solutions or be solvable in terms of second order equations. In many cases these conditions also allow us to determine the group.
Introduction
Let k be a di erential eld yy with algebraically closed eld of constants C and L(y) = 0 a linear di erential equation zz with coe cients in this eld. One can form the m th symmetric power L s m (y) of L(y) which is the smallest order nonzero linear di erential equation satis ed by the m th power of any solution of L(y) = 0. In this paper we show how factorization properties of these symmetric powers can be used to determine structural properties of the galois groups of second and third order linear di erential equation. This in turn will allow us to give necessary and su cient conditions for these linear di erential equations to have liouvillian solutions. For example we show (Corollary 4.4):
Let L(y) = y 00 + ry = 0 be a second order linear di erential equation with r 2 k. L(y) = 0 has liouvillian solutions if and only if L s 6 (y) is reducible.
For third order equations we have similar conditions and are also able to characterize those equations that are solvable in terms of lower order equations (Corollary 4.8):
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yy of characteristic zero as are all the elds in this paper. zz All linear di erential equations in this paper are homogeneous 0747{7171/90/000000 + 00 $03.00/0 c 1997 Academic Press Limited Let L(y) = y 000 + ry 0 + sy = 0 be a third order linear di erential equation with r; s 2 k. L(y) = 0 is solvable in terms of lower order linear di erential equations if and only if L s 4 (y) has order less than 15 or is reducible.
Factorization properties can also be used to determine galois groups in many cases. Our results show that one can reduce many questions concerning the galois groups of linear di erential equations to factoring associated di erential equations. This underscores the importance of nding e cient factorization algorithms, (c.f., 0, 0]).
The main tool of this paper is representation theory and the results spring from the following facts. The rst fact (due to Chevalley) is that if one is given an algebraic subgroup H of GL(n; C) then there is a faithful representation : GL(n; C) ! GL(m; C) for some m such that (H) is uniquely determined by its set of invariant subspaces in C m (c.f., Theorem 11.2 of 0]). The second fact is that given a faithful representation of an algebraic group, any other representation can be constructed from this representation using the tools of linear algebra, i.e., tensor product, duals, direct sums and subspaces. Furthermore, if the group is the galois group of a linear di erential equation and the representation is the representation on the solution space of the linear di erential equation, then one can mimic this construction at the level of the equation to produce an equation whose solution space corresponds to the other representation (c.f., 0, 0, 0, 0, 0]). The nal fact that we use is that the solution space of a linear di erential equation has a subspace of dimension m invariant under the action of the galois group if and only if the equation has a factor of order m, 0]. Combining these facts one sees that one should be able to determine the galois group of a linear di erential equation by considering the factorization properties of certain associated operators. This philosophy has been successfully used in 0, 0, 0, 0, 0] . In this paper, we apply this philosophy to the study of second and third order linear di erential equations. Except for the last fact we do not use the full theoretical power of the above facts, but rather calculate directly for the groups involved. In particular we show that in this case it is enough to consider just symmetric powers of small order.
The paper is organized in the following manner. Section 2 contains a description of the groups that can appear as galois groups of second and third order linear di erential equations as well as facts about their representation theory. Section 3 reviews facts from the formal theory of linear di erential equations and galois theory. In section 4, we present the main results. Section 5 is devoted to examples.
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Group Theory
To any homogeneous linear di erential equation L(y) = 0 of order n with coe cients in a di erential eld k (with algebraically closed eld of constants C), one can associate a group of n n matrices G(L) GL(n; C) called the di erential galois group of L(y) = 0 (see 0] or 0] for an exposition of this theory; for concreteness, one may let k = Q(x) and C = Q) . Di erential and algebraic properties of the equation are mirrored by group theoretic properties of this group. This section is devoted to studying properties of subgroups of SL(n; C). The reader interested only in the form of the algorithms and willing to accept certain group theoretic facts, may proceed to the next section.
Let V denote a nite dimensional vector space of dimension n over an algebraically closed eld C. According to Maschke's theorem, every nite subgroup of GL(V ) is completely reducible. We shall see (in sections 3 and 4) that L(y) = 0 has a galois group that acts reducibly if and only if L(y) is reducible and that one can test directly if this occurs (A di erential equation L(y) with coe cients in k is called reducible if L(y) can be written as L 1 (L 2 (y)), where L 1 (y) and L 2 (y) are di erential equations with coe cients in k of order > 0. L(y) = 0 is irreducible if it is not reducible). We shall need ner group theoretic information when the equation (and therefore the galois group) is irreducible. The following de nitions are crucial to studying this situation. Definition 2.2. Let G be a subgroup of GL(n; C) acting irreducibly, i.e. G is a linear group acting irreducibly on the vector space V of dimension n over C. Then G is called imprimitive if, for k > 1, there exist subspaces V 1 ; ; V k such that V = V 1 V k and, for each g 2 G, the mapping V i ! g(V i ) is a permutation of the set S = fV 1 ; : : :; V k g. The set S is called a system of imprimitivity of G. If all the subspaces V i are one dimensional, then G is called monomial. An irreducible group G GL(n; C) which is not imprimitive is called primitive.
We note that since an imprimitive group G is assumed to act irreducibly on V , we have that G acts transitively on the V i . In particular, all the V i have the same dimension. Definition 2.3. A group G GL(n; C) whose elements have a common eigenvector is called 1-reducible.
In 0] it is proven that, if an irreducible di erential equation L(y) = 0 has a liouvillian solution, then G(L) GL(n; C) has a 1-reducible subgroup H of nite index and that there is a solution z of L(y) = 0 such that the algebraic degree of u = z 0 =z over k is G(L) : H] . In this section we will analyse imprimitive and primitive subgroups of G GL(n; C)
and also see what consequences we can draw from assuming that such a group has a 1-reducible subgroup of nite index.
Imprimitive Groups
When n is prime any system of imprimitivity for an imprimitive subgroup G GL(n; C) contains only subspaces of dimension one (and therefore G must be a monomial group). The subgroup leaving one of these subspaces xed will be a 1-reducible subgroup of index n. We therefore have the following: Proposition 2.1. ( 0]) Let n be a prime number and let G GL(n; C) be an imprimitive group. Then G is a monomial group and contains a 1-reducible subgroup of index n.
Primitive Groups
The di erential galois group G(L) of a linear di erential equation is a linear algebraic group which, after a suitable change of variables (cf. Theorem 3.3), can be assumed to be unimodular, i.e. G(L) SL(n; C). We thus restrict ourselves to linear algebraic subgroups of SL(n; C) (see 0], 0] or 0] for the appropriate de nitions). We have the following general result:
Lemma 2.2. Let G GL(n; C) be a primitive group. If H is a normal 1-reducible subgroup of G, then H is a subgroup of the group of scalar matrices.
Proof. We say a subspace W C n is a maximal eigenspace of H if each element of H acts by scalar multiplication on W and W is maximal with respect to this property.
Let W be the set of maximal eigenspaces of H. By hypothesis, this set is non-empty. If W 1 ; : : :; W m+1 are elements of W such that W m+1 \ (W 1 + : : : + W m ) 6 = f0g, then one can easily show that m = 1 and W 1 = W 2 . This implies that W is nite and that the sum V 0 of the elements of W is a direct sum. Note that H is normal in G so G permutes the elements of W and so leaves V 0 invariant. Since G is irreducible, we have V 0 = C n and so W is a system of imprimitivity of G, unless W contains just one element. Therefore, we can conclude that the elements of H are all scalar matrices. 2 Proposition 2.3. Let G SL(n; C) be a primitive linear algebraic group. Then: 1 either G is nite or G o , the connected component of the identity of G, is a semisimple subgroup of GL(n; C), 2 if G also contains a 1-reducible subgroup of nite index, G must be nite, 3 if n = 2 or 3, and G o is semisimple, then G o acts irreducibly on C n .
Proof. (c.f., 0] p. 301 for a similar result) Assume that G is primitive and not nite. Let R(G o ) be the radical of G o . Note that R(G o ) is normal in G. Since R(G o ) is connected and solvable, the Lie-Kolchin Theorem ( 0], p. 113) implies that the elements of R(G o ) have a common eigenvector, i.e. R(G o ) is 1-reducible. Therefore, we can conclude from Lemma 2.2 that the elements of R(G o ) are all scalar matrices. Since there are only a nite number of such matrices in SL(n; C), we must have that R(G o ) is trivial and so G o is semisimple. This proves 1:
If G also contains a 1-reducible subgroup of nite index, then it contains a 1-reducible normal subgroup of nite index. Lemma 2.2 implies that this latter group consists only of scalar matrices and, since G SL(n; C), must be nite. Therefore, G is nite. This proves 2:
If G o is semisimple, then any invariant subspace has a complementary invariant subspace. If n = 2 or 3, and G o has a non-trivial invariant subspace, then G o must have an invariant subspace of dimension 1. This means that G o is 1-reducible and so by 2:, G is nite, a contradiction. Therefore G o acts irreducibly. 2 Proposition 2.3 reduces the question of nding the primitive subgroups of SL(n; C) to the question of nding the nite primitive subgroups and the semisimple subgroups. We begin with the latter. A connected semisimple group is a quotient (by a nite group) of a direct product of simple groups ( 0], p. 167). The simple algebraic groups and their representations are well understood. In particular, by comparing dimensions one can see that the only semisimple subgroup of SL(2; C) is SL(2; C). Therefore any primitive proper subgroup of SL(2; C) is nite. For n = 3, it is shown in ( 0], p. 674) that the only connected proper semisimple subgroup of SL(3; C) that acts irreducibly on C 3 is conjugate to the representation of SL(2; C) given by This is just the irreducible three dimensional representation of SL(2; C) (see Proposition 2.4 and the discussion after it). 3 (SL(2; C)) = SL(2; C)=f 1g and we shall refer to this group as PSL 2 . The normalizer of PSL 2 in SL(3; C) is PSL 2 C 3 where C 3 is the three element subgroup of scalar matrices ( 0], p. 674). Therefore any non-nite proper primitive subgroup of SL(3; C) is conjugate to either PSL 2 or PSL 2 C 3 .
We now turn to the nite primitive subgroups of SL(2; C) and SL(3; C). One knows the nite primitive subgroups of PGL(3; C) (c.f., 0]). From this list, one can derive the primitive subgroups of SL(3; C) (c.f., 0]). Any nite primitive group of SL(3; C) is isomorphic to one of the following groups:
1 The Valentiner Group A SL3 6 of order 1080 generated as a transitive permutation group of 18 letters by:
(1;2;4)(3;8;13)(5;7;9)(6;10;12)(11;15;14); (1;3)(2;6)(4;5)(7;12)(8;9)(10;13); (1;4)(3;8)(5;9)(6;11)(10;14)(12;15); (1;4;8;3;5;9)(2;7;13)(6;12;10) (11;16;14;17;15;18) ; (1;5;8)(2;7;13)(3;4;9)(6;12;10)(11;15;14)(16;18;17):
We have A SL3 3 G 168 C 3 , the direct product of G 168 with the cyclic group C 3 of order 3. 4 A 5 , the alternating group of ve letters. 5 A 5 C 3 , the direct product of A 5 with a cyclic group C 3 of order 3. 6 The group H SL3 216 of order 648 de ned by:
fU;V;S;T j U 9 =V 4 =T 3 =S 3 =(U V ) 3 =id;V S=TV We note that, the tetrahedral group has two faithfull irreducible representations in GL(2; C) which do not belong to SL(2; C).
The characters of symmetric products
The main idea of this paper is that for n = 2 or 3, one can distinguish between the various primitive groups by decomposing small symmetric powers of the original representation. We do this calculation in this section.
The rst step is to calculate the characters m of the m th symmetric powers. We follow the presentation in ( 0], p. 181). Let z be a variable and de ne the functions on GL(n; C), For each nite primitive subgroup of SL(2; C) and SL(3; C), using its character table (computed using the group theory system Cayley 0]) and the orthogonality relations of characters, we can decompose the characters of the symmetric product (computed using the computer algebra system AXIOM, cf. 0]). The result is summarised in the following two tables, where the numbers 4; 3 2 in the column A 5 and the row 3 of Table 2 means that the 3-th symmetric product of the character of any faithfull irreducible representation of Table 2 For later use we note that in the decomposition of the third symmetric product of F SL3 36 , the two one dimensional characters i are of order 4, i.e. In this section we rst brie y review some facts about di erential algebra and the existing algorithms for computing liouvillian solutions of linear di erential equations. For a more complete exposition we refer to 0, 0, 0, 0].
A di erential eld (k; ) is a eld k together with a derivation on k. A di erential eld extension of (k; ) is a di erential eld (K; ) such that K is a eld extension of k and is an extension of the derivation to a derivation on K. In this paper we always assume that k is a eld of characteristic 0 and that the eld C = ker k ( ) of constants of in k is algebraically closed (e.g. (Q(x); d dx )). We also write y (n) instead of n (y) and y 0 ; y 00 ; : : : for (y); Definition 3.2. Let K 1 and K 2 be two di erential extensions of k. A di erential kisomorphism between K 1 and K 2 is a eld isomorphism that leaves k xed and commutes with . The di erential galois group G(K=k) of a di erential eld extension K of k is the set of all di erential k-automorphisms of K. The following theorem will enable us to always assume that the di erential galois group G(L) GL(n; C) of a di erential equation L(y) = 0 of degree n is unimodular. The above form is a su cient but not necessary condition for G(L) to be unimodular.
Linear Operators
We rst collect some basic facts on linear di erential operators. Linear di erential operators can be seen as skew polynomials which can be manipulated almost in the same way as ordinary polynomials.
Factorization of linear differential equations
Let k be a eld and be a derivation on k. In order to de ne the notions of irreducibility and factorization for a linear di erential equation L(y) = a n n (y) + a n?1 (n?1) (y) + + a 0 y = 0 of degree n and coe cients in k we look at the associated di erential operator: p( ) = a n n + a n?1
+ + a 0 We now replace D n by n in p( ) and consider p(D) = a n D n + a n?1 D (n?1) + + a 0 as a skew polynomial in D. From (ay) = (a)y + a (y) one gets the rule Da = aD + a . We denote k D; ] the set of all such skew polynomials. This is an example of what is called an Ore ring in the litterature.
In 0] an algebraic theory of k D; ] is given. It is shown there that the usual polynomial addition and a multiplication de ned by Da = aD + a and distributivity makes k D; ] into a (non commutative) ring which has a left and right euclidean algorithm. The degree of p(D) is de ned to be the usual polynomial degree of p(D) in D. Since k is a eld, the degree of a product is the sum of the degrees. If L(y) is reducible, then L(y) can be writen as L 1 (L 2 (y)), where L 1 (y) and L 2 (y) are di erential equations of degree > 0. We point out that a factorization of di erential equation is usually not unique:
Example: We give two irreducible decompositions of a third order di erential operator: Proof. In order to construct L 1 (y) s L 2 (y) = 0 we take two \arbitrary" solutions u and v of L 1 (y) = 0 resp. L 2 (y) = 0 and di erentiate their product:
On the right side we can always replace terms n1 (u) and n2 (v) by derivatives of lower order using L 1 (u) = 0 and L 2 (v) = 0. On the right side there are then at most n 1 n 2 di erent terms i (u) j (v) where i < n 1 and j < n 2 . This shows that for some m n Proof. 1: is obvious and 2: follows from 1: and complete reducibility. Now assume n = 2. If m is not injective, then there is a homogeneous polynomial F of degree m with coe cients in C such that F(y 1 ; y 2 ) = 0 for some linearly independent solutions y 1 and y 2 of L(y) = 0. Since C is algebraically closed, F may be written as a product of linear polynomials, so F(y 1 ; y 2 ) = 0 would imply that y 1 and y 2 are linearly dependent, a contradiction. This proves 3:
Assume n = 3 and assume i is a bijection for i < m. Let fy 1 ; y 2 ; y 3 g be a basis of V . We then have that if P 6 = 0 is a homogeneous polynomial of degree i; i < m, then P(y 1 ; y 2 ; y 3 ) 6 = 0. Let W = fF j F is a homogeneous polynomial of degree m with coecients in C such that F(y 1 ; y 2 ; y 3 ) = 0g. Each non-zero F in W must be irreducible, since otherwise we would have P(y 1 ; y 2 ; y 3 ) = 0 for some homogeneous P of degree less than m. If the kernel of m has dimension at least 2, then there would be two relatively prime irreducible homogeneous polynomials F 1 and F 2 such that F 1 (y 1 ; y 2 ; y 3 ) = F 2 (y 1 ; y 2 ; y 3 ) = 0. The resultant Res y3 (F 1 ; F 2 ), of F 1 and F 2 with respect to y 3 , is an homogeneous polynomial F(y 1 ; y 2 ) of degree m 2 in y 1 and y 2 which must be zero. As in the previous case, a factorization of F(y 1 ; y 2 ) yields a contradiction. This proves 4.
Again assume n = 3 and assume i is a bijection for i < m ? 1. Let fy 1 ; y 2 ; y 3 g be a basis of V . If m?1 is a bijection then by what we have just shown, the kernel of m has dimension at most 1. Assume m?1 is not a bijection. This means that the kernel of m?1 has dimension 1. Identifying the symmetric powers with spaces of homogeneous polynomials, we let P be a homogeneous polynomial of degree m ? 1 that spans this kernel. We see, as above, that P must be irreducible. Let W = fF j F is a homogeneous polynomial of degree m with coe cients in C such that F(y 1 ; y 2 ; y 3 ) = 0g. If F 2 W and P does not divide F, then arguing with resultants as in the previous case, we would have a contradiction. Therefore, P divides all the elements of W. This means that W is a subspace of the space of homogeneous polynomials of degree m spanned by Y 1 P; Y 2 P and Y 3 P. Therefore the dimension of W is at most 3. 2
The following will give us a criterium to test if the galois group is monomial. As we have noted at the beginning of section 2.1, if n is prime, then a subgroup of GL(n; C) is imprimitive if and only if it is monomial. If n is not prime, there are always non-monomial imprimitive subgroups of GL(n; C). Proposition 3.6. If an irreducible linear di erential equation L(y) = 0 of order n with coe cients in k has a monomial di erential galois group G(L) SL(n; C), then the n-th symmetric power L s n (y) = 0 of L(y) = 0 has a solution which is the square root of an element of k.
Proof. If G(L) SL(n; C) is a monomial group, then there is a basis fy 1 ; ; y n g of the solution space of L(y) = 0 such that all matrices 2 G(L) contain only one non zero element in any row and any column. Such a matrix has n non zero entries a 1 ; ; a n , and since it is an element of a unimodular group, its determinant a 1 a 2 a n is 1. For any 2 G(L) we get (y 1 y 2 y n ) = (a 1 a 2 a n )(y 1 y 2 y n ) = det( ) (y 1 y 2 y n ) = y 1 y 2 y n :
This shows that (y 1 y 2 y n ) 2 is invariant under G(L) and thus belongs to k. Since y 1 y 2 y n is a solution of L s n (y) = 0, we get that L s n (y) = 0 has a solution which is the square root of an element of k. 2 4. Main results
Galois groups and symmetric powers
In this section we describe the behavior of the galois group in terms of properties of various symmetric powers of the di erential equation. This will give necessary and su cient conditions for a second or third order linear di erential equation to have a liouvillian solution. We start with second order equations. In what follows k will always be a di erential eld with algebraically closed eld of constants C. 
G(L) = SL(2; C) if none of the above hold.
Proof. Theorem 3.1 handles case 1: Therefore assume that L(y) is irreducible. In this case the galois group is either primitive or imprimitive. As we noted in the discussion following Proposition 2.3, the only primitive subgroups of SL(2; C) are either nite or all of SL(2; C).
Assume L s 2 (y) is reducible. Lemma 3.5 implies that the solution space of L s 2 (y)
is G(L)-isomorphic to the second symmetric power of the solution space of L(y) = 0. Therefore this symmetric power must be reducible. Table 1 shows that G(L) cannot be a nite primitive group. Proposition 2.4 shows that G(L) cannot be SL(2; C). Therefore G(L) must be imprimitive. Proposition 3.6 implies that L s 2 (y) has a solution y 6 = 0 such that y 2 2 k. Furthermore G(L) must be a monomial group which in this case means that it is a subgroup of C o Z=2Z. Either it is the full group or it must be a proper subgroup, in which case it is nite and must be a dihedral group. Conversely, if G(L) is imprimitive, proposition 3.6 implies that L s 2 (y) is reducible.
Now assume that G(L) is primitive. We then have that G(L) is one of the nite primitive groups or all of SL(2; C). Table 1 implies that L s 6 (y) is reducible. Conversely, Proposition 2.4 implies that L s 6 (y) is irreducible if G(L) = SL(2; C).
Finally, any proper subgroup of SL(2; C) is either reducible, imprimitive or a nite primitive group so the nal statement above is true. 2
In cases 1, 3, and 4 of the above, one can give simple criteria to determine the galois group. We do this in the next three propositions. Case 2 is more problematic and we discuss this following these three results.
Proposition 4.2. Let L(y) = 0 be a second order homogeneous linear di erential equation with coe cients in k and unimodular di erential galois group. Assume L(y) is reducible (and so has a solution y 6 = 0 such that y 0 =y 2 k). Assume L(y) = 0 has two linearly independent solutions y 1 and y 2 such that y 0 i =y i 2 k; i = 1; 2. With respect to y 1 and y 2 G(L) may be identi ed with a subgroup of D. D is isomorphic to C so any proper subgroup is a nite cyclic group. Furthermore, for any 2 G(L); (y 1 y 2 ) = ay 1 a ?1 y 2 = y 1 y 2 so y 1 y 2 2 k. The remaining claim follows as above.
2
When k = C(x); x 0 = 1, one has algorithms to decide this question (see the factorization algorithms mentioned above and also 0, 0]). 0] also mentions the idea of seeing how many solutions one has of a speci ed form to determine the galois group. We note that it is not so simple to distinguish between the cases of a nite and an in nite group when G(L) is imprimitive. This question is discussed in 0] and depends on being able to decide : given an element u algebraic over k, determine if there is a non-zero integer n such that y 0 =y = nu has a solution y algebraic over k. This question is decidable when k = C(x); x 0 = 1.
We now discuss the relationship between our ideas and Kovacic's algorithm and we assume the reader is familliar with 0]. Kovacic's algorithm deals with four cases. His rst case corresponds to the case when the equation (and therefore also the group) is reducible. The second case corresponds to the galois group being an imprimitive group. In particular, L s m (z) = 0 will have a factor of order 1 in one of these cases. Kovacic again shows that the other coe cients a i are completely determined by a n?1 and so, he shows that (assuming cases 1 and 2 do not hold) a necessary and su cient condition that L(y) = 0 has an algebraic solution is that for m = 4; 6; or 12 the equation L s m (z) = 0 has a nonzero solution z such that z 0 =z is rational. Kovacic shows this using the internal structure (e.g., existence of "large" abelian subgroups) of the nite primitive subgroups of SL(2; C). This could also be shown just from the representation theory in the spirit of We do not make any claims that the above conditions yield, at present, an algorithm that is better than Kovacic's. Kovacic analyses the situation much further and gives more information than we do above (see 0] for improvements of Kovacic's algorithm and applications and 0] for generalizations to higher order equations of some of Kovacic's other ideas and necessary conditions). We do claim that our results show the importance of factorization algorithms and the need for nding more e cient ways to factor linear operators. They are also readily generalized to higher order equations and can be used over any di erential eld in which there exists an algorithm to factor di erential operators.
We now turn to third order equations. We state our results rst for groups that are not primitive and then for primitive groups. 
where L 1 (y) and L 2 (y) are of order 1 and 2 respectively with coe cients in k. If L(y) = L 1 (L 2 (y)) then taking adjoints, we have L (y) = L 2 (L 1 (y)). Therefore (1) (m+2)(m+1). Table 2 describes how these symmetric powers factor and 2. summarizes the distinguishing cases.
If the galois group is SL(3; C) then all symmetric powers are irreducible, so the theorem follows. 2
One can use Table 2 L s 2 (y) has order 6 and is irreducible, or L s 3 (y) has a factor of order 4.
Proof. L(y) = 0 has a liouvillian solution if and only if it is solvable in terms of lower order linear di erential equations and its galois group is not PSL 2 or PSL 2 C 3 . The result now follows from Theorem 4.6 and Table 2. 2 We now show how our apporach can be used to distinguish the di erent cases for the algebraic degree of the logarithmic derivative of a liouvillian solution in the algorithm given in 0] using the bounds given in 0] Theorem 5.2 and the improvement of this bounds given in 0]. The above result shows that with the necessary and su cient conditions given in this paper, one has to look for at most one possible degree of logarithmic derivative of the solution of L(y) = 0. This gives a substantial simpli cation of the algorithm given in 0] for third order di erential equations.
Examples
Using our results, we want to decide if the di erential equation The equation L(y) = 0 is reducible if and only if L(y) = 0 or its adjoint L (y) = 0 has a right factor of order 1. This is equivalent to saying that either L(y) = 0 or L (y) = 0 has a solution whose logarithmic derivative is rational (cf. 0]). Since no such solution exists (this could be computed for example using an algorithm implemented by Manuel Bronstein in the computer algebra system AXIOM, cf. 0]), we get that L(y) = 0 is irreducible.
We now test if the di erential galois group is an imprimitive subgroup of SL(3; C). (from Table 1 it now also follow that L(y) = 0 is irreducible). For third order di erential equations very few examples can be found in the literature. We shall show how one can construct such examples for the primitive groups. Assume, we are given a nite group G and a di erential equation of arbitrary order with G as its galois group. Let us also assume we know that G has an irreducible representation of degree n. We shall show how to construct a di erential equation of order n having the image of G in GL(n) as its galois group. The idea behind this construction is that such a di erential equation will occur as a factor of some other equation that we can construct. This will also allow us to construct a di erential equation for a group G from the knowledge of an irreducible polynomial P(Y ) 2 Q(x) Y ] whose Galois group is G.
The validity of our construction depends on the following result of Burnside which shows that if V is a faithful G-module, then any irreducible G-module is a G-summand of V n = V : : : V | {z } n times for some n 1: We shall also need the following result which shows that one can construct a linear di erential equation whose solution space is isomorphic to the tensor product of the solution spaces of two given linear di erential equations. i . One can show that the u i are linearly independent (since det(w (j) i ) 6 = 0) and that they form a basis of a G(K=Q(x)) module isomorphic to V 2 . Let y 1 ; : : :; y n be a basis of V 1 in K and consider the elements fy i u j g in K. We claim that these are linearly independent over the constants. To see this, let 3 L s 2 has order 5 or factors. 4 L s 3 has a factor of order 3.
We note that, since L s 2 is the fourth symmetric power of the above second order equation, L s 2 will be of order 5 in this case (cf., Lemma 3.5). In this case, the fact that L s 3 has no solution y such that y 2 2 Q(x) will follow from a factorization of L s 3 , which (if G(L) = A 5 ) will have no factor of order 1.
Assume we are given an irreducible polynomial P(Y ) 2 Q(x) such that the galois group of P(Y ) = 0 is G and an irreducible representation of G 2 GL(V ). Assume P(Y ) has degree n. Di erentiating P(Y ) = 0, and successively solving for the derivatives of Y and reducing mod P(Y ). we get for i = 0; : : :; n expressions of the form Y There are two problems in using the above method. The rst is that one needs to determine the representation (or at least its character) of G(L) on the solution space of L(y) = 0 in order to be able to predict for which value of m L m (y) = 0 has a solution space having a subspace isomorphic to W. The second problem is that L m (y) = 0 may have many factors of the same order whose solution spaces are di erent G-modules. One is faced with the problem of determining which factor gives the desired representation. Nonetheless, the above argument shows that such an operator always exists. We now give an example, where some of these problems can be avoided.
