Abstract: An approach to enhancing a model-based predictive controller by Kalman filter is proposed. The controller uses an ARX process model and the structure of the controller is assumed fixed; some of its internal variables -past values of controlled variables (output history) are accessible and can be modified to achieve better performance in disturbance attenuation and noise rejection. We present an algorithm of updating the output history using Kalman filter to achieve predictions equivalent to those of the statespace model, thus overcoming the limitations of the ARX predictor. Interesting relations of this algorithm to Kalman interval smoother are given.
INTRODUCTION
Model-based predictive control (MPC) is a concept, which has made a significant impact on advanced process control. It can be briefly described as follows: A sequence of future control actions is computed to optimise the future process behaviour over a finite time-horizon subject to various constraints. Further, only the first action of the sequence is implemented, and the optimisation is repeated on the horizon shifted one step forward. Particular implementations of MPC differ in the optimisation problem formulation as well as in the model used for predicting the future process behaviour. Prediction models in MPC can be either input-output or state-space based. The latter are more flexible in capturing the real process structure, noises and uncertainties; they are favoured in theoretical research (Bemporad and Morari, 1999) . The inputoutput models are used in most real-world applications due to a simpler representation; there is also some inertia in the industry and state-space models have not been fully accepted yet. We shall consider MPC of (Havlena and Findejs, 2005) ; it uses the ARX model that is very economical from the point of view of the on-line computational effort and data storage. However, it assumes a noise model that is not always realistic -e.g., if there is a significant sensor noise, the predictions exhibit large variations, which propagate to control actions. In that case, the output error model, or a state-space model and Kalman filter ( KF) would be appropriate. However, major changes of the MPC engine are costly; KF is thus used as an incremental improvement for enhancing the current controller, in particular, for estimating unknown inputs. We propose an algorithm, which uses KF also to modify stored output values used by ARX so that the predictions are equal to those of a state-space model. A recursive formula for updating the output history is found, similar to Kalman interval smoother, KIS (Anderson and Moore, 1979) . A new convergence result is obtained for KIS.
THE BACKGROUND

ARX and state-space models
MISO (Multi-Input-Single-Output) ARX models are used for predicting the system output as follows: 
1 00() (6) is Multi-Input-Multi-Output (MIMO), whereas ARX in (1) is a collection of MISO models. The state-space model is inherently more flexible; it can reflect the physical structure of the plant and better absorb unmeasured noises, disturbances and uncertainties. Hence, it usually produces better predictions than ARX.
Prediction formula (7) is not directly usable, as the process state is not directly measurable. For this, KF is used for obtaining state estimates. KF can also be used for estimating an unknown disturbance. That situation cannot be handled by the ARX predictor alone especially, if the process is unstable. More on unknown input estimation and connections to the ARX predictor is in Section 3.2.
Kalman filter: an overview
The concept of KF is described in detail in many monographs; see e.g. (Anderson and Moore, 1979) , (Grewall and Andrews, 2001) . Assume the plant model as in (6) 
KF gives formulas for conditional means ˆ(|)
Prediction and filtering. It is assumed that we know the initial state probability
The Bayes formula yields recursive formulas for ( 
Next, for the filtering step we shall need the Kalman gain, which is obtained as
The filtered state and its covariance matrix are
Smoothing. The starting point is the knowledge of (( . A recursive formula can be obtained from (10)-(13) of the form (2) and (3) to modify the output history. This leads to reducing sensitivity of these predictions to sensor noise in most cases, but the improvement is not guaranteed; a smooth history does not necessary mean smooth predictions. The history update algorithm, which guarantees predictions equal to those generated directly from the KF state is given in the next section.
MAIN RESULTS
Recursive formula for output history update
Here we shall derive an algorithm for updating the past output history so that the ARX model predicts the same future values as the state-space one. It is assumed that these models are equivalent in terms of the input-to-output relation, i.e., their predictions are equal in the noiseless case. Hence, the results presented here are aimed at correcting the ARXmodel predictions due to its inadequate noise model. It is assumed that the ARX model is minimal, i.e. there are no pole-zero cancellations in the MISO transfer functions.
The history update can be made on the MISO basis. 
This lemma can be proven by applying a canonical form and using (3) and (7). It can also be found that if all states are observable from m-th output and A has no eigenvalue at 0, then there is a one-to-one mapping between the state and the output history.
Formula (16) is quite simple, especially if we consider the convenient structure of matrices given by (4) and (5). However, it can be computationally more demanding than that for KIS. In this section we are going to obtain a recursive update formula similar to (14) 
Next, using (10)- (12) yields the following identity: 
A discussion on this assumption is included later in this sub-section. Now, let us denote
Then we have 
Repeating the process i-times yields Then, the history update formula can be written as A is invertible. Then, a covariance matrix satisfying the assumption takes the form 11 0 00
On the other hand, if the zero eigenvalues are observable, this also characterizes all process noise covariance matrices, for which the proposed algorithm works. It means that if we decompose the process dynamics to a cascade of systems with finite and infinite impulse responses, only the latter can be disturbed by process noise. This assumption is acceptable in many cases. Both algorithms using history updates produce essentially identical responses; for the noise model used in KF, asymptotic properties due to Lemma 2 are fully shown up. Compared to the algorithm without history update, the disturbance attenuation is slower, but negligibly.
An interesting picture we can get, if we plot all predicted and smoothened values of ˆ(|) ykik + for ,..,0,..., isN =− in a 3D plot, where one independent variable is the current time, i.e. s kT , and the other is the time offset s iT . The predictions are assumed unforced, i.e., future manipulated variables being zero. The disturbance is set to a constant (hence, the predicted unforced trajectory is ramped). The output measurement is subject to Gaussian white noise. Figure 2 plots the history and unforced predictions without history update. Measurement noise is hugely amplified at the end-of-horizon predictions; these variations are mapped to the optimal manipulated variable. Note that the ARX predictor still receives the plant outputs pre-filtered by KF, not raw measurements. Figure 3 and Figure 4 show the same variables for the two history update algorithms. It can be seen that the predictions are fairly smooth, and identical in both cases. However, the corrected histories are very different: they are smooth for KIS and of growing magnitude for decreasing time offset in the case of algorithm (27). 
CONCLUSIONS
This paper addresses the problem of modifying data of the ARX predictor to obtain future predictions equal to those of Kalman filter. A recursive algorithm for updating the data was found, under a certain assumption on the noise model. A relation to Kalman internal smoother was found.
