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I. INTRODUCTION 
This paper develops the theory of estimation and detection for multiple 
stochastic processes, with particular reference to communication theory. 
The pioneering work on multiple processes of \Viener [l] and Wiener and 
Masani p] has centered around spectral theory or filtering theory. The 
present work is devoted to estimation of parameters as well as detection, 
and further is not confined to stationary processes. 
Many problems in data processing and communications require the 
multiple-process setting. A typical problem is that of estimating the 
same signal parameters from a multiple source of observations. Again, 
detection theory as well as the related coding theory viewed in the context 
of multiple processes has a direct application to pulse-code-modulation 
communication systems. 
In Section II we have collected together the basic analytical tools. 
The point of view is that of compact non-negative operators on the Hilbert 
Space. 4n extension of Mercer’s Theorem [see [3] for the one-dimensional 
version] yields the Karhunen-Levy representation [4] for multiple 
processes. Section III is devoted to estimation theory and, in particular, 
a rigorous treatment of the problem, even for the single process situation, 
is given. Both linear and non-linear estimations are discussed, and in 
connection with the latter a version of the representation theorem of 
Cameron-Martin [5j is obtained. In Section IV we consider the problem 
of detection and, in particular, the coding problem (often also called the 
“sphere-packing” problem). 
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II. PRELIMINARIES 
Let s(t), 0 ,< f < T, be a q-dimensional vector random process. 
To facilitate notation, we shall always denote this as a column vector, 
or more specifically as a q Y. 1 matrix. Let 
R(s, f) = E [X(s)aY(f)* (I!.11 
where X(t)* denotes the conjugate transpose, and K(s, f) is the covarianw 
or moment matrix of the process. Then, of course, for each s, f, R(s, s) 
is non-negative definite, and K(s, t)* = R(t, s). However, for our present 
purposes, we need to think of R(s, f) as a (two-\-ariate] function, taking 
values in the space of q - by - q matrices. \\‘e shall clrnotc the “not-m” 
of a matrix M [square or not] by IJM / and &fin? 
Then we have that 
Moreover, R(s, f) is a continuous function in the sense that 
lim lIR(s,, tl) - K(s,, f2)I = (1 
SL--fSI t,-+t, 
(2.4j 
provided the components of the vector process are all continuous in the 
mean, as we shall assume. ,ktuallv R(s, f) is then uniformlv continuous 
on [0, T]. 
Nest let L, denote the usual Hilbert Space of square-integrable 
complex-valued functions on [0, T] and let @ be the direct sum [S! 
of q copies of L2. If we define an inner product of two elements f, w in i@ by: 
i>P g, being the components of f and g respectively, then ‘@ is a Hilbert 
Space, and tGe norm \if!i is, of course, gi\-en 1,) 
Let us define a linear operator R on this space @ by: 
Kg = h., where . 
h(s) = I R(s, t) g(f) dt 
,i 
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Then h(s) is continuous in s, in [0, T]. Moreover, for each s, 
(j/z(s) I[ 2 = Trace [/z(s) /z(s)*] 
and hence 
So that 
where 
T TT T 
IlW)l12~s ,< 
0 00 0 
M2 = = T/,R(s, t)( Vsdt 55 00 
Hence R is a linear operator on @ into @ and is also continuous. 
Moreover, R is self-adjoint or: [Rf, g] = [g, Rf]. Actually R is non- 
negative. That is: 
For, 
[Rh, h] > 0. (2.7) 
TT 
[Rh, 121 = E 
II 
h(s)* X(s)X(t)* /Z(t) asat 
I 
00 
=E[(~X~t~*~~t~,)~t~*~~t~~t~]~O 
0 0 
the bar denoting conjugate complex number. 
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Note that if for some h in @ the equality holds in (2.7) we shall have: 
c x(r)* h(t) 02=0 with probability one 
J 
11 
Let us next consider the eigenvalues of the operator R. ii-e seek 
solutions of 
RI$-ICJ3 (1.9) 
where 
ii$i = 1. 
Since we must have 
It follows from (2.7) that il must be nonnegative. Now R is actually a 
“compact” operator. (See [7j for this.) Hence, the eigenvalues must 
be at most denumerably infinite and further, arranging these 1, in 
decreasing order, 
lim Ai = 0. 
i--WCC 
Let 4; be the corresponding eigenfunctions, and let us omit the eigen- 
value zero, if any. Then for any g in @, we have: (See [7, p. 2323.) 
(1.10) 
where the +i are orthonormal and each ili is taken as many times as its 
multiplicity indicates. The c$; are now actually continuous functions. 
We can now define a (positive) square-root for R. Thus, let 
and what is more important: 
(2.11’) 
(2.1%) 
(2.13) 
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which follows from (2.10) and (2.11). 16 is also a compact, nonnegative 
operator with I!:% as eigenvalues. In particular we note that 
T 
I 
X(t)* h(t) at = 0 with probability one 
0 
is equivalent with 
l/Fh = 0. 
Mostly for the sake of brevity, we shall need to use the notion of an 
inverse. Let @ be the space spanned by the (&}. By R-l we shall mean 
an operator with domain and range in @ such that 
R-lg=h 
if 
o = Rh, 0 
for g, h in B1. This is a well-defined linear operator, although not bounded, 
(so that if a sequence {g,> converges to g, R-l g, need not converge to 
R-l g). For g in the domain of R-l, we have: 
R-‘g=h= -$aic$; 
so that 
m b. 
R-‘g= z’+ where 3” = 2 bi 4i. 
1 + 1 
If we define 
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it is clear that, defining (v%?-’ as we have defined K-i, we shall ha\,?: 
An important special case is where K(s, f) degenerates to a diagonal 
matris 
R(s, 1) = diag [cr2, cz2,. . , cg2 i. 
Then, of course, R is no longer a compact operator, but its properties art’ 
obvious. In particular, @r = @. 
So far we have taken the functions defined over the interval 0 < t 2:: 7‘. 
However, we can readily extend to a (closed) interval Jn in n-dimen- 
sional Euclidean space. Thus, letting s, t be “points” in this interval. 
we have 
R(s, t,) = E [X(s)X(t)*I 
a nonnegative definite matrix defined on I,, x I,. \\‘e now let %j be the 
direct sum of q-copies of L2(In). For g in I.@ we define 
Rg = 
I 
R(s, t) g(t) (dtl (2.14) 
I rr 
where (dti is the volume element in I,. Then all the results obtained 
go over. 
Again, the parameter space can also consist of a finite or countable 
number of discrete points in E,. In this case we need only to take .XJ 
to be the direct sum of q-copies of the I, space over these points, the volume 
element ldtl in (2.14) now becoming the corresponding measure, so that 
(2.14) becomes a finite sum. Further generalization to any L2 space is 
obviously possible, but is perhaps unnecessary. 
For some purposes (such as the representation of nonlinear func- 
tionals in Section III) it is useful to have an extension of the Karhunen- 
Levy representation [4j. Since this is a consequence of Mercer’s Theorem 
(see [3] for the one-dimensional case) we state the appropriate estension 
of the latter here: 
Merczr’s Theoyem 
lim iiR(s, f) - 2 &d;(s) +i(t) j j = o 
N-+m 
1 
uniformly in s and t. 
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A proof of this is given in Appendix I. To obtain the Karhunen-Levy 
representation from this, let 
1 
(‘i = 
5 
4i(t)* X(t) dt. 
0 
Then 
Since 
((X(t)- iti$i(t)/s 
x, 
R(t, 4 - 2 ni &(t) +dt)* 
1 1 I 
= 0 by Mercer’s Theorem. 
Again, we also obtain: 
1 
- 
I 
(jR(s, t)(12dsdt = 
0 1 
r x, 
Tr. 
III. ESTIMATION THEORY 
Let 
W) = %7(t) + X(4 O<t<T (3.1) 
where g(t) E @ and it is desired to estimate the scalar “a.” We consider 
only linear estimates which are unbiased: that is to say, 
T 
* 
d = 
I 
Y(t)* $(t) dt 
0 
(3.2) 
is an admissible estimate subject to 
E [6] = a 
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or, equivalently, 
s g(t)* 4(t)d  =1. (3.3) 
The optimal estimate is one whose variance is the smallest, and this is 
what we are seeking. The variance of any estimate A given by (3.2) and 
(3.3) is readily verified to be 
Var. C? = [R$, $1. 
M’e now use the method of Lagrange and consider 
[Rf#, 41 - a ig, 4; (3.4) 
where PA] is the Lagrange undetermined multiplier. Using the square- 
root of R, we can rewrite (3.4) in a form which facilitates minimizing. 
For this let us suppose first that there is an element of @ such that 
)‘Rh = g. 
Then 
and this is clearly a minimum when the first term, which is a perfect 
square, is zero, or, if we can find # such that 
Operating on both sides with VR we have R+=Ag 
and i itself is to be determined from 
[R&+1= A[g,+l = i. 
Hence, if we can find +!I in i@ such 
(3.6) 
(3.5) 
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which will imply that g E @i so that we can take as given b!. 
*= R-lg 
then the optimal 4 is given by 
cj = [g, R-l g]-l R-l g 
and the corresponding minimum variance is 
(3.W 
Of course, the main difficulty with the above analysis is that there will 
not, in general, be a function in @ such that (3.8) is satisfied. Actually, 
this is not a significant point (see below for further elaboration of this) 
since what is really wanted is a linear operation on the sample functions 
corresponding to X(t) and the linear operation need not necessarily be 
of the form (3.2) with 4(t) a function even in any generalized sense. 
Fortunately, the questions involved here can be resolved using the e&en- 
function approach. 
First, let @r be the (closed) subspace spanned by the ($i} and @a be 
the orthogonal complement. @,, is empty if R is positive definite. For g 
in @I, if 
then from (2.10) 
Let 
(0 bl is the projection of g into @i and go the projection into @Jo). Then 
Rgo = 0, and Ig, &J = k0:0'~01~ 
If go # 0, we have only to set, 
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Then 4 yields an unbiased estimator of zero \.ariance. Otherwise, we can 
distinguish between two cases : 
In this case let 
Then, clearly, 
and setting 
1 
1 a,& =
5 
X(L)” g,(f) at 
(I 
it is readilv verified that 
Hence, we have a sequence of unbiased estimates (in), whose variances 
go to zero, and hence we can make the variance as small as we wish. 
It should be noted that Case I implies that the equation VR h = 4 
has no solution in @. 
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In this case, setting 
we have that 1/R/z = g. Hence, in particular, g, = 0. We can again 
use the sequence {gn> and the corresponding estimates {ci,,} as before. 
Now, however, 
lim Var. [&I = 1_~ 
n 
2% 
1' 
(3.10) 
and is not zero. 
If 
go = 0 (3.11) 
then (3.10) is the (nonzero) minimum variance. For, let 
T 
d = -‘i(t)* h(t) dt 
be any unbiased estimate. Then letting 
we have 
1 = P,gl = vbg,l = 2 [J.%$il [g,&l. 
1 
Hence, 
(3.12) 
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by Schwarz inequality. But 
Hence, 
(3.13) 
Again, we get equality in this if and only if VRh is a scalar multiple of 
i/F-l 6, or, in other words, there is a function h in @ such that 
Rh = g (3.14) 
which we know already. It may be noted that R h = R implies that g,, 
is zero. 
In the literature (see 1.81 where there is also an extensive bibliography) 
on the solution of (3.8) in the one-dimensional case “d-functions and their 
derivatives” are included as generalized functions. From the rigorous 
point of view, what we need is really a (linear) functional on the Y(l) 
process. A4s a concrete example, if we take the one-dimensional case 
with 
R(s,t) = exp [-k j(s - t)/j (3.15) 
the solution of (3.8) leads to a functional which includes terms of the 
form (omitting constants) 
.mY’(O - smY’(% 
Now, these derivative terms cannot be defined, strictly speaking, for a 
process with the covariance function (3.15), so that we can only talk in 
terms of a converging sequence of estimates. On the other hand, we can 
include functions of bounded variation (corresponding to functionals on 
the space of continuous functions), and get a sequence involving them. 
For this, let X be the Banach-Space 
x = fixi 
i=l 
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each Xi being the space of functions of bounded variation on [0, T], 
with the norm in X being the sum of the norms in each Xi. On X, we can 
define a (linear bounded) operator R taking X into @I, such that for v 
in X, Rv = h, where 1a E @ and 
h(i)={,* [Ri,j(S,i)d*(i)l j=l,...q. 
i-1 n’ 
Now the q5(. ) are continuous so that if we let 
T 
[qL Yl = i 1 4i.i(t) dvi(t)~ 
i=l 0 
we also have the representation, using Mercer’s Theorem: 
Here h(t) is actually a continuous function and the limit can be taken in 
the pointwise sense as well as in the @I norm. Moreover, we can define 
a positive square-root for R, either using 
or from a more general theory [Sj. 
We assume condition [2] holds and that &a = 0. Then we can again 
prove in a similar manner that for any v such that 
[g, VI = 1 
we have 
1 
[Rv, v] > --oo-- 
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Finding a 17 for which equality holds will not always be possible, as the 
simple example already cited shows. A sufficient condition can, however, 
be stated. Let (g,} be defined as before. By 
T 
i 
l&(4 I ds 
0 
we shall mean the sum of the integrals of the absolute values of the 
component functions (the L, norm). Then there will be a function of 
bounded variation v such that 
if 
T 
sup. Ig,(s)\ as < 03. 
1) 5 
0 
This may be proved with the aid of the Helly-Bray Theorem 191. It may 
also be noted that (3.13) still holds even if we include functions of bounded 
variation in the approximation sequence. 
Suppose next 
*I 
Y(f) = 2 ai g&J + N(t) 
and it is desired to estimate the (ui}. Let 
g = Cd. k(f). . .g&) j 
where the gi( .) are linearly independent in !a. 
Let 
A = Cal. [a,,. . .n,!. 
An estimate for A will then be of the form: 
T T . 
A = Cal. 
is 
X(t)* hi(t) dt,. . . 
I 
x(t)* h,(f) dt . 1 
0 0 
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Let h denote the corresponding Col. vector of the functions lzi. The 
estimates must be unbiased so that we must have 
1 T 
[S 
. 
A = Cal. g(t)* h,(i) fit,. . . 
1 
g(t)* h*(t) di! . 
I 
0 0 
The variance of the estimate will be taken as the sum of the variances 
of the component estimates. Thus, the variance is 
= &y+ [Rhi, hi] 
Let us suppose that there are elements in @ corresponding to R-l gj. 
Then, by similar methods, it follows that the optimal {lzi} or, the cor- 
responding column vector h is given by 
h = [R-l g, g]-l R-l g (3.16) 
where 
and 
[R-l g, gj is the n x IZ by matrix with entries 
[R-l gi, gil 
R-l g = Cal. [R-l g;, . . . R-l g,J. 
It is readily shown that the matrix [R-l g, g] is nonsingular. The cor- 
responding variance is 
n 
For 
[gk, kk] = 1 = [1/R-l gk, VRhkl 
and hence 
[Rhk, hkl > 
1 
[R-l &. gkj 
If gj = q$, then considerable simplification arises: 
h = Cal. [&, . . . &J 
(3.17) 
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and the corresponding variance is now 
n 
For fixed PZ, it follows that for the optimal {g;} with jIgi / = 1, which 
makes this variance a minimum we should choose eigenfunctions for 
which Ai --f 0. If 0 is not an eigenvalue we have of course no uniqueness. 
Nonlinear Estimation 
In partial generalization of the (linear) estimation theory we may 
consider the following problem. 
Y(t) = F(t, a) + N(t) O<t<T (3.18) 
where F(t, a) is a one-parameter family of functions, such that for each “a,” 
F(. , a) E 8. It is desired to obtain a minimum variance (not necessarily 
unbiased) estimate of “a.” In this case, assuming the process is Gaussian, 
it follows from the usual statistical considerations that the best such 
estimate for “a” is to be obtained from the equation: 
3 
I [Y(f) - F(t, a)]* h(t, a) dt = 0 
0 
where it is assumed that 
Rh(*,a) =$F(.,a) 
(3.19) 
the derivative here being taken in the norm of H. [If there is no h( *, a) 
in @ satisfying (3.20), then we can always work with an approximating 
sequence.] It may be noted that setting 
zqt, a) = a&) 
we do obtain the previous results as a special case. As a further extension, 
suppose 
W 4 = f(a) g(t) 
f(a) being a scalar function. Then (3.19) reduces to: 
T T 
Y(f)* k(t) dt = f(d) 
5 
g(t)* h(t) dt 
0 
(3.21) 
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where 
Rh=g. 
In particular this shows that in general we should not expect a unique 
solution for “&.‘I 
The estimates for “a” we obtain are now nonlinear functionals on the 
Y(t) process. A general representation for such functionals can be obtained 
using Mercer’s theorem, again extending the one-dimensional theory 
[S, lo]. For this let us, for simplicity, assume that the projection of 
F( *, a) into @ is zero for all “a.” Then we have, using 
T T 
yi = 
I 
Y(t)* &(t) dt = 
I 
F(t, a)* 4;(t) dt + Ti 
0 0 
= /i(a) + 5i 
where the f;(a) are now scalar functions of “a.” We have thus reduced 
Y(t) into a (countably) infinite number of “co-ordinates,” the & being 
now one-dimensional random variables also. As in the case of one- 
dimensional processes (see [lo]) we can now represent nonlinear func- 
tionals in terms of these coordinates. For a finite number N of these 
coordinates, and for any Bovel-measurable N-variate function h( *) 
defined on the Euclidean N-Space, such that the random-variable 
hb,, . e . YN) (3.22) 
has a finite second moment, we have the representation in terms of the 
polynomials orthonormal with respect to the distribution of the ya, namely 
the products of one-dimensional Hermite polynomials 
h(y,, . . . YN) = 2 A,, . . aivH%(yl -fib)). . .ffsN(yN -/N(a)). 
Any non-linear functional of the Y(t) process which has a finite second 
moment can then be expressed as a limit (in the mean of order two) with 
N - do. The details are similar to those in the one-dimensional problem. 
IV. DETECTION THEORY 
Let us next consider the detection problem. First, let us consider the 
case of two alternatives. Thus, one of two waveforms #r, $s is transmitted 
so that the received signal is of the form 
Y(t) = A(t) + N(t) 
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or 
w = A(4 + w 
0 < t < T and Jlr(t) and #s(t) E @ and @ will be taken to be a real 
Hilbert space. We allow only linear operations on Y(t) in the detection 
process, so that the detection is to be based on the random variable 
5 = X(t)* 9(t) dt 
5 0 
where 4(t) also belongs to 0,. To simplify matters we shall assume to 
begin with that there are elements h in @ so that 
Since [ is a one-dimensional random variable, it follows from the usual 
theory, assuming that a priori probabilities are equal for both waveforms, 
that the probability of error is given by 
assuming #r has been transmitted. (We accept 1(1r, where [I/+, $1 > [I&, $1, 
if 
and accept I+& otherwise.) Now 
p, = 1 - * 1 
5 
.__ e-P/Z&l 
m/s? vn 
where 
m = bh - h $1, and CT2 = iRf$, #I 
The object now is to choose C$ so as to minimize the probability of error P,, 
and hence to minimize the ratio 
m/20. 
First, it is clear that m can be taken negative, for if it is not, we make it 
negative without altering u, thus decreasing P,. For given m negative, 
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we can decrease P, by decreasing o if possible. Thus, we have the problem 
of minimizing [R$, $1 subject to: [#s - $i, ~$1 = m. However, the 
solution to this is given by (from the previous section) 
and the corresponding error 
p =G 
i 
-vw2-~II 
1 [ 
= G _ P-l $2 - h?Flcl, _--- c 2 2 I 
(4.1) 
d2 = distance2 = lIti2 - #ii12 
where 
x 
G(x) = +n 
li 
c-"'/~ dy. 
-co 
This also shows that the optimal choice of 4 is given by 
cj = - h = R-l [& - t,b2]. (4.2) 
This is the optimal 4 for given $r, $2. 
Now a related question is: What is the optimal choice of $r, I+& 
subject to the condition that \/#rl1 = l]$s[ / = 1, in order to minimize P,? 
W’e can get the answer to this from (4.1). Thus, we need to maximize 
(4.3) 
and thus the optimal solution is to take I,I~~ = - I& = C# so that 
and can be made as large as desired. In particular if zero is an eigenvalue 
of R, then the corresponding eigenfunction ~$a = & = - #1 leads 
obviously to zero error. 
A practical situation occurs in the degenerate case when we have 
“white noise,” and we set R = cz I (Identity), c2 = scalar constant. 
In this case li = c2 is the only eigenvalue (the operator R is no longer 
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compact as we have already pointed out) and the optimal choice is then 
9% - - $1. and the corresponding minimal error is given by 
P, = G( - ii’ijc) 
It may be noted that we have maximized the distance between the vectors 
$1 and A? 
In the above analysis we have assumed that an element h can be 
iound in #@I so that R h = I+& - (cri. Let us now consider the case where 
this is not true. Clearly, if I/~ -- t/i cannot be expressed in terms of ($;}, 
then letting 
we know that 
[RICIo, $01 = 0 
so that the choice 
leads to zero error probability. If ~4~ = 0, then using a sequence as in 
Section III, 
we have a sequence which leads to the optimum in the limit. 
Next, suppose we have a finite number n of waveforms I,$, i = 1,2,. . . 11, 
which are transmitted, so that the received signal is of the form 
Y(t) = &(l) f X(1) 
for some i. Let us again assume for simplicity that 
R-l&@' for every i. 
Then taking the waveforms (cli to be equally likely a priori, it is easy to 
show that the optimal procedure is to set 
T 
cc = 
I 
Y(t)* h,(t) Lit, hi = R-1 I,$ 
0 
(4.4) 
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and decide the ith waveform has been transmitted if 
[i = max [j, j = 1,. . . 72. 
The corresponding probability of error P, is then given by 
j = 1,. . . n assuming z,!J~ is transmitted]. 
In connection with (4.5), the following general coding problem arises: 
viz., we wish to determine the optimal #i for which the probability of 
error is a minimum, assuming I/&i/ = 1 for every i. When R is compact, 
we have already seen that for N = 2 we have no unique solution in 
general. In practice the noise is pure white so that 
R = c21, I = identity matrix 
and we shall assume this. The optimisation problem although it involves 
& which are possibly infinite-dimensional can for each finite N be reduced 
to a finite-dimensional problem using (4.4). Thus let 4; be an orthonormal 
basis for @. Then any N functions & can be represented in terms of a 
finite set m < N of the basis functions di. Next let 
T 
zi = 
s 
X(t)* c#l$) dt. 
0 
Then zi are independent Gaussian random variables with 
E [pi pi] = C2 Sii. 
In this way (4.4) reduces to 
[; = j akj aij + 2 zj aij 
j=l 1 
= ($k + 2) #i, k = 1,2,. . , or N 
where 
t,hk = 2 ski +j. 
1 
(4.7) 
Thus the {&} d an z are now vectors in a Euclidean space and E, and 
determining the optimal (&} is the same as determining their inner- 
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product matrix, and, in particular, any orthogonal transformation of 
the optimal (k} will continue to be optimal. .4dditionally, there may 
be further restrictions on the {&] such as, for example specification of m. 
Now the probability of success P, is given by: 
1 ;: 
‘s=;L {Pr.5i=masC1, j=l,...~rIassuming#~) (4.8) 
i=l 
and 
Pr. {& = max cj, j = 1,. . . 7b j assuming &) (4.9) 
< min Pr. (<, > Cj, j # i / assuming (bi) 
i 
But 
Pr (cj > ci, j # i assuming #i} = 1 -- G - $J 
i 1 
where 
Hence, it follows that 
P,bG -f 
i i 
(4.10) 
where 
d = min dii 
i#j 
and is recognized as the minimum distance between the vectors (I&), 
the latter being restricted to lie on a unit sphere, and it would appear 
from (4.10) that the optimal choice of {I&} should be simply that the 
minimum distance d is maximized. 
A proof of this as well as additional results will appear elsewhere. 
Suffice it say here that when no restriction is placed on m, the optimal 
inner-product matrix is given by 
The vectors themselves (or their finite dimensional equivalents) are the 
rows of the positive square-root of this matrix. The space spanned by 
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the {k} are of dimension N ~- 1 and the complex generated is the regular 
N-Simplex. 
APPENDIX I 
We shall give proof of this modeled after the one-dimensional proof 
in Section III. 
THEOREM 
.v 
limit ((K(s, f) - 2 li &(S) q%i(t)*[! = 0 
.\-+a 1 
the limit being, moreover, uniform in s and t. 
PROOF. Let 
N 
RN(S, t) =1 R(s, t) - 2 Aj q&(s) dip)*. 
Then RN(s, t) is a nonnegative definite covariance. For, let H1 be the 
space-spanned by the q$ in @. Let 23, be the orthogonal complement 
of Hi. Then for any element Jz,, of H,, in view of (2.10), 
[RNlr,, &I = 0 
whereas for any &,, 
[RN +m, &j = A, if m+l,...n; 
=o if m=l,...N. 
The asserted nonnegativeness follows from this. 
Next consider any element along the diagonal of the matrix RN(s, t), 
say the element in row 1 and column 1 which we can write as 
G .c#r ( )+ (1) R,,(s, t) - /I 4 ,I s I1 
where Q(s) is the first element in the column vector c#~(s). Then the fact 
that Rlv is nonnegative implies that 
7 
J--i 
s f(s) R,l(s, 4 -2 & 9iW +2(t) 1f(t) dsdt 300 1 
MULTIPLE STOCHASTIC PR0CESSk.b -I.-o!) 
for any /(.) in I.,[(), T]. Hence, we have (choosing special functions) 
.v 
or 
But, by Schwarz inequality: 
Hence 
is convergent. Again 
and hence if follows that 
as m --*c-3. Let 
Z(S, t) = R(S, t) - -7 Ai 4;(S) +j(t)*. 
Note that 
TT 
Tr 
55 
Z(s, t)* $j(S) 9,(t)* dsdf = 0 
0 0 
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for arbitrary (i, i). Now let {k(s)) b e an orthonormal family spanning I&. 
Then again 
TT 
. 
Tr 
II 
Z(s, t)* $;(s) &(t)* dsdt = 0 
0 0 
for arbitrary i, j. Similarly, for every 4i 
TT 
Tr 
ss 
Z(s, t)* Q&(S) #i(t)* dsdt = 0. 
0 0 
Hence, for any h in @ 
T 
s 
Z(s, t) h(t) dt = 0. 
0 
From this it follows that 
qs, t) = 0. 
The uniformity of convergence follows from the continuity of the 
q$(t) and the compactness of the interval [0, T], just as in the one- 
dimensional case. 
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