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Abstract—Within a business context, anomalies can be viewed
as indicators for inefficiencies or fraud, which impact upon
product quality and customer satisfaction. The development of
approaches to monitor, detect and predict anomalous business
processes remains an important research topic. In this paper,
we propose a method, combining Discrete-time Markov chains
(DTMCs) and hitting probabilities (HP), for detecting anomalies
occurring in the execution of business processes. Our method
extends standard DTMCs to be able to estimate the probability
of occurring for a process instance even though it is partially
recorded (i.e., the initial executions are missing). The proposed
method, denoted as HPDTMC, does not rely on prior knowledge
about anomalies and the business process and can be trained on
datasets already consisting of anomalies. A Šidák correction is
applied to balance the probability of instances of varying length
since naturally, process instances with more executions have
lower sequence probability and more likely to be detected as
anomalies by using DTMCs. We demonstrate the effectiveness
of the method by evaluating it on two artificial datasets and
one real-life dataset against seven classic anomaly detection
methods. In the experiments, our approach reached an F1 score
of 0.904 on average. Moreover, the proposed method outperforms
competitors under noisy conditions. The main contribution of
this paper is the proposed noise-robust method which is able to
detect fully or partially recorded process instances of varying
lengths.
Index Terms—Process anomaly detection, Discrete-time
Markov chains, Hitting probability, Šidák correction
I. INTRODUCTION
Business process anomalies are a natural and inevitable oc-
currence that often indicate inefficiencies in formal processes,
employee skills and customer misunderstandings. Detecting
such anomalies can positively impact on the business environ-
ment, encouraging process refinement and increasing business
efficiency [1]. Typically, a business process represents a series
of related executions performed by people or equipment to
produce a service or product [2]. Such executions are usually
stored as event log files that enable researchers to recreate
the process model, explore the patterns of customers and
detect process anomalies. In the context of business processes,
anomaly detection aims to identify process instances that are
significantly different from mainstream behaviour, such as
wrongly ordered activities, extremely long execution times
and unauthorised devices [3].
Process mining (PM) provides methods to detect anomalies
occurring in the execution of a process and one of the most
commonly applied techniques is conformance checking [4].
Conformance checking based approaches identify anomalies
by comparing process instances to the process model discov-
ered from the event log and instances that do not fit the model
are considered as anomalies [5], [6]. In practice, noise filtering
methods are usually required to remove infrequent behaviour
for avoiding generating complex process models [2].
In this paper, we propose a method combing DTMCs and
hitting probabilities for detecting anomalies in business pro-
cess data. It can be viewed as a conformance checking method,
but process instances are fitted to a DTMC model instead of
Petri nets or Business Process Model and Notation (BPMN)
[1]. By using DTMCs, the ordering of process executions
is represented by transition probabilities (TPs) referring to
the probability a process instance moves from one activity
to another. Therefore, the probability of the occurring (i.e.,
the sequence probability) of an instance can be estimated
by multiplying the initial probability and all subsequent TPs
[7]. Process instances with low sequence probability are then
considered as anomalies [8]. One of the benefits of our method
is it does not require filtering noise or infrequent instances as
they naturally relate to low TPs and sequence probabilities.
Moreover, we applied DTMCs to a novel business process
scenario where the initial executions of a process instance
are not recorded or of our interest. For the former, consider
a scenario where customer data in the last six months are
stored in a database, and consequently, the initial executions
over this period are not recorded. The latter relates to the
scenario that we are only interested in customer executions
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of online shopping, the areas (AoI) or regions of interest
(RoI) might be customer executions after adding items to the
shopping cart where anomalies should be inspected [9]. In
such scenarios, the observed first activity of a customer is not
the initial state of the process leading to difficulties in the
estimation of sequence probabilities when using DTMCs. To
solve the problem, an extension of DTMCs (namely Hitting
Probability-based Discrete-time Markov chain, HPDTMC) is
proposed by introducing hitting probabilities to describe the
probability of moving from the initial state to the observed
(or interesting) first activity. As an example, given a process
instance with executions X1X2X3, where X1 is the first
observed or interested state. The probability of this instance
is therefore p(X1) ∗ p(X2|X1) ∗ p(X3|X2) where p(X1) is
given by the hitting probability of getting to X1.
In summary, the contributions of this paper are as follows.
1. An extension of DTMCs (by introducing hitting proba-
bilities) that is able to estimate the probability of occurring for
partially or fully recorded process instances. The method does
not rely on prior knowledge about the business process and
types of anomalies. As an unsupervised approach, the method
can be trained on datasets with noise instances.
2. Novel application scenarios to estimate the sequence
probability for partially recorded process instances and then
to detect anomalies.
3. Applying the Šidák correction to balance the sequence
probability for process instances of varying length. Specifical-
ly, to increase the probability of long instances to be detected
as normal cases because naturally, they have lower sequence
probability as containing more transition probabilities mul-
tiplied together and therefore more likely to be detected as
anomalies.
The rest of the paper is organised as follows. Section 2 and
3 present related work and the proposed HPDTMC approach,
respectively. The findings from a series of experiments along
with a discussion of their relevance is presented in Section
4. Finally, conclusions and the scope for future work are
provided in Section 5.
II. RELATED WORK
Anomaly detection aims to locate instances in a dataset
whose behaviour is unexpected or far away from the main-
stream [10]. Techniques to detect business process anomalies
can be considered from the perspective of Data Mining (DM),
Sequence Mining (SM) and Process Mining (PM) which we
now describe.
A. Data Mining
Techniques in the DM community can be classified into two
groups: Supervised and Unsupervised. Supervised algorithms
address this problem by learning a mapping function between
the input vector and the output label. Exemplars include
Support Vector Machine (SVM) [11], Decision Trees [10] and
Neural Networks [4]. On the other hand, within the anomaly
context, unsupervised algorithms examine the structure of the
dataset to uncover samples far away from the mainstream, for
example, K-means [8] where the samples far away from the
clustering centre are considered as anomalies. KNN [8] and
Local Outlier Factor (LOF) [12] are two other distance-based
approaches. Applying Principal Component Analysis (PCA)
[13], sequences can be decomposed into components where
those exceeding a threshold are considered as anomalies.
One-Class SVM [11] attempts to learn the distribution of
normal data so that data outside the learned distribution can
be classified as anomalies. As the input size of these models is
required to be fixed, extra data pre-processing techniques, such
as one-hot encoding [14] or padding [4] should be applied to
transform original sequences to the same length.
B. Sequence Mining
Markov- and Window-based methods are commonly used
in SM for anomaly detection [8]. In [15], the authors applied
a DTMC model to detect intrusions of system calls. In [16], a
high-order Markov chain model was used for detecting intru-
sions in network traffics. An online Markov framework was
proposed to detect anomalies in fast streaming data achieving
good performance evaluated by the false alarm rate [17]. For
a bank financial credit business process, a Hidden Markov
Model (HMM) was applied to detect fraud [18]. As Markov-
based methods detect anomalies with respect to the context
of a set of events, they are able to detect anomalies even for
long sequences and simultaneoously locate the position where
the anomaly happened [8]. t-STIDE [8] is widely applied as
a window-based approach to detect sequence anomalies. The
first step of t-STIDE is to separate sequences into windows
and to build the profile of normal patterns. During the test
stage, a sequence with more windows outside the profile for
the defined threshold is detected as an anomalous sequence.
Typically, window-based methods are based on the normal
profile involving patterns of normal sequences and therefore,
the training data is required to be clean (i.e., without noise or
anomalies).
C. Process Mining
PM has been proposed to build the bridge between DM and
business analysis [1]. Techniques to detect business process
anomalies can be divided into two main categories: Model-
based and Cluster-based [5]. Typically, the first step of model-
based approaches is to discover a process model and there-
after, process instances that do not fit the discovered model
are considered as anomalies [6]. On the other hand, Cluster-
based techniques classify process instances into groups and
instances far away from their clustering centre are considered
as outliers [19]. Features can be extracted from the aspects of
activities [19], traces [19], durations [20] and repeats [21].
In [4], an autoencoder-based (AE) approach was proposed
to detect abnormalities on the activity-level rather than the
sequence-level to detect which event influences the anomaly
the most. AE is a type of unsupervised neural network where
the original input is also used as the target output, and a
sequence with reconstruction error higher than the predefined
threshold is considered as an anomaly [4].
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III. METHOD
This paper investigates the challenge of identifying par-
ticular anomalies where the process instance examined do
not necessarily occur at the start of the business process.
In practice, it can represent a scenario to detect anomalies
in data sampled over a particular time period, such as one
week. Consequently, it is assumed that some processes have
already commenced within the system (and so the observed
first behaviour in the available sample is not the initial state of
the business process), whereas other processes may commence
for the first time within the available sample (and so the
observed first behaviour is the initial state). In this paper, the
first scenario is mainly investigated, although the approach
also works for the second scenario. We assume that there exist
sample customer journey data offering ground truth, initial and
terminating states. These data are used as the training set to
calculate the initial, hitting and transition probabilities. During
the anomaly detection stage, process instances with estimated
sequence probability lower than the predefined classification
threshold are considered as anomalies.
A. The training stage of HPDTMC
Define a set of process instances, denoted as X =
{X1, X2, ..., Xn}. Each instance in X consisting of a series of
activities such as A = A1A2...Ak where A ∈ X , is considered
as a DTMC. The state space and the initial probability of
the Markov process is defined as S = {s1, s2, ..., sm} and
π = {πs1 , πs2 , ..., πsm} respectively. The initial probability
of state si ∈ S, denoted as πsi , refers to the probability that





where Nsi is the number of instances with si as their
first state and n is the total number of process instances.
The transition probability (TP) describes the probability that
a DTMC moves from one state to another in a single step.





Nsisj is the number of pairs (si, sj) in the whole data set.
Nsi is the number of pairs starting with si and ending in
any one of the states belonging to state space S. The hitting
probability (HP) [7] relates to the probability the DTMC will
ever hit a specified set of states. Specifically, the HP from
a particular state to itself equals to one. Otherwise, starting
from state si, the HP to reach sj is the sum of the TP from si
to sk, sk ∈ S, multiplied the HP from sk to sj . The problem
can be solved by using Linear Programming1.
HP (si, sj) =
⎧⎨
⎩
1, si = sj∑
k∈S
psi,sk ∗HP (sk, sj), si = sj (3)
1https://uk.mathworks.com/help/econ/dtmc.hitprob.html
B. The anomaly detection stage of HPDTMC
1) The estimation of sequence probability: Markovian
techniques formulate the anomaly detection problem in terms
of the probability of the given sequences and therefore, low
probability sequences are considered as anomalies [8]. In
some scenarios, the initial state of a sequence is not recorded
and therefore the observed first element is not the true initial
state of the DTMC. Instead, the sequence could start from
any one of the possible states in the state space S. Consider a
full sequence given by A1A2A3A4A5..., but assume that the
customer is in state A4 when we begin our observation. Then
the observed business process is B1B2B3, ... where B1 = A4
is the observed first state. Because we are missing the initial
states A1A2A3, traditional DTMCs cannot be used directly to
estimate the sequence probability.
As the exact state where a customer started is not recorded,
or not of interest, this work assumes it could be any one of
the states and all of the potential paths the customer may
have experienced are therefore considered. Given a potential
initial state (si), the hitting probability is applied to describe
the possibility that the customer could reach the observed
sequence (B1) from si. Thus, the sequence probability is
based on the aggregation of all possible initial states and
pathways to the first observed state B1 as shown in equation
(4). In other words, each possible path can be calculated by
multiplying the initial probability by the hitting probability for
the observed first state (B1), and by all transition probabilities
corresponding to the observed transitions (B1B2B3, ...). Note
that the second line follows from the Markov property mean-
ing the conditional probability distribution of future states of

















2) Threshold shrinking: The Šidák correction is a method
to adjust the significance level in multiple hypothesis testing
to control the familywise error rate [22]. In this paper, it
is applied to balance the sequence probability for process
instances of different lengths. Specifically, the anomaly de-
tection threshold for long sequences is adjusted to be smaller
to decrease the probability of being classified as anomalous.
Hypothesis testing is a statistical method used in making
decisions involving three main concepts: the null hypothesis
(H0), the alternative hypothesis (Ha) and the significance level
(α) [22]. Consider a scenario where we wish to examine
the similarity of data in two groups. The null hypothesis
states that there is no difference between the two populations.
Contrary to H0, the alternative hypothesis assumes they are
different. The significance level refers to the probability that
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we wrongly reject H0. However, consider a case where we test
10 hypotheses with α as 0.05. The probability of observing at
least one wrong rejection (i.e., rejecting H0 when it is true)
will be 1−(1−0.05)10 = 0.4. This kind of hypothesis testing
is referred to as multiple hypothesis testing, and the Šidák
correction is a commonly used approach to reduce the number
of false rejections. It is applied to decrease the significance
level for each single hypothesis as shown in equation (5) and
therefore to maintain the predefined overall significance level
no matter how many hypotheses there are [22].
α′ = 1− (1− α) 1q (5)
Here, α is the overall significance level and α′ is the modified
significance level in terms of the sequence length q.
In summary, given a process instance, it is detected as an
anomaly if its sequence probability (calculated by equation 4)
is smaller than the modified anomalous threshold (calculated
by equation 5).
C. A case study
As an example, consider a Hospital Billing (HB) event
log collected from the local Hospital information systems,
involving 18 states and 100000 cases [2]. For simplicity,
eleven states were selected to present the main behaviours
of the process (as seen in Figure 1 alongside the transition
probabilities), covering 97% of the observed data [2].
Fig. 1. Control-flow of the Hospital Billing process
The state space is SHB = {‘Billed (BI)’, ‘Change Diagn
(CD)’, ‘Code NOK (CN)’, ‘Code OK (CO)’, ‘Delete (D)’,
‘Fin (F)’, ‘New (N)’, ‘Reject (RJ)’, ‘Release (RL)’, ‘Reopen
(RO)’, and ‘Storno (S)’}. As patients always start the billing
process from state ‘New’, its initial probability πNew equals to
1, and others equal to 0. The TPs and HPs are represented in
Table I and II, respectively. The HP from ‘Delete’ to ‘Billed’
equals to zero because a patient will never reach ‘Billed’ if
they terminate the billing process. The TPs and HPs used in
the examples have been highlighted in bold typeset.
Consider three recorded patient journeys represented by
sequences as Seq1 = {Release, CodeOK,Bill}, Seq2 =
{Release, CodeOK,Reopen, F in,Release, CodeOK,Bill}
and Seq3 = {Release,Bill}. The first two sequences are
viewed as normal as they follow the control-flow of the HB
process, as seen in Figure 1. Seq3, however, is referred to
an anomalous case since patients must check the code before
billing. According to equation (4), the sequence probability




πi ·HP (i, RL) · P (CO|RL) · P (BI|CO)
= πN ·HP (N,RL) · P (CO|RL) · P (BI|CO)




BI CD CN CO D F N RJ RL RO S
BI 0 0 0 0 0 0 0 0 0 0 0.74
CD 0 0 0 0 0 0.90 0 0 0 0 0
CN 0.35 0 0.10 0.13 0 0 0 0 0 0.17 0
CO 0.95 0 0 0 0 0 0 0 0 0.04 0
D 0 0 0 0 1.00 0 0 0 0 0 0
F 0 0 0 0 0 0 0 0 0.99 0 0
N 0 0.54 0 0 0 0.39 0 0 0 0 0
RJ 0.40 0 0 0 0 0 0 0 0 0.42 0
RL 0 0 0 0.94 0 0 0 0 0 0 0
RO 0 0 0 0 0.24 0.71 0 0 0 0 0
S 0.31 0 0 0 0 0 0 0.67 0 0 0
TABLE II
HITTING PROBABILITY MATRIX
BI CD CN CO D F N RJ RL RO S
BI 1.00 0 0 0.75 1.00 0.75 0 1.00 0.75 1.00 1.00
CD 0.99 1.00 0 1.00 1.00 1.00 0 0.99 1.00 1.00 0.99
CN 0.93 0 1.00 0.80 1.00 0.75 0 0.93 0.75 1.00 0.93
CO 0.99 0 0 1.00 1.00 0.75 0 0.99 0.75 1.00 0.99
D 0 0 0 0 1.00 0 0 0 0 0 0
F 0.99 0 0 1.00 1.00 1.00 0 0.99 1.00 1.00 0.99
N 0.99 0.58 0 1.00 1.00 1.00 1.00 0.99 1.00 1.00 0.99
RJ 0.87 0 0 0.75 1.00 0.75 0 1.00 0.75 1.00 0.87
RL 0.99 0 0 1.00 1.00 0.75 0 0.99 1.00 1.00 0.99
RO 0.74 0 0 0.75 1.00 0.75 0 0.74 0.75 1.00 0.74
S 0.91 0 0 0.75 1.00 0.75 0 1.00 0.75 1.00 1.00
Similarly, the sequence probability of Seq2 is 0.023. Note
that the number of activities in Seq2 is 7 involving 4 more ac-
tivities than Seq1, while the sequence probability is 38 times
smaller showing the huge impact of sequence length on the
sequence probability. Consequently, given the classification
threshold as 0.05, without the adjustment of threshold, Seq2
is wrongly classified as an anomaly. The sequence probability
of Seq3 is πN ·HP (N,RL) ·P (BI|RL) = 1.0×1.0×0 = 0,
smaller than 0.05 and can be correctly detected as an anomaly.
By applying the Šidák correction, the modified classifica-
tion threshold (α′) for Seq1 is 1 − (1 − 0.05) 13 = 0.016,
smaller than the sequence probability and therefore, it is
correctly classified as a normal case. As for Seq2, the adjusted
threshold α′ = 0.007 smaller than the sequence probability
0.023 and therefore, can be correctly detected as a normal
case. Then, consider a patient with fully recorded patien-
t journey Seq4 = {New,F in,Release, CodeOK,Bill}.
PSeq4 = πN ·HP (N,N) ·P (F |N) ·P (RL|F ) ·P (CO|RL) ·
P (BI|CO) = 0.344 and it can be classified as a normal case
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correctly. Therefore, the proposed HPDTMC approach can be
applied to detect anomalies in partially and fully recorded
process instances.
IV. EVALUATION
The proposed HPDTMC method was evaluated on two
synthetic datasets generated by using PLG [23] and Pykov2,
respectively and also a real-world hospital billing process
dataset [2]. The results were compared with seven classic
anomaly detection approaches under five types of introduced
anomaly including: event switching, skipping, reworking,
loop, and inserting, described as follows:
1. Switching [4]. Two events have been executed in the
wrong order.
2. Skipping [4]. A necessary event has not been executed.
3. Reworking [4]. An event has been executed multi-times.
4. Loop [21]. A subsequence repeatedly happened.
5. Inserting [24]. An activity is added into the executions.
A. Data set
1) PLG created instances: Process Log Generator (PLG)
[23] is software to generate random business processes with
different complexity, such as the number of events and the
transitions between these events. In this paper, the generat-
ed business process involves 19 events and 20 connections
without loop structures (presented in Figure 2). Based on
the model, process instances referring to normal cases were
generated. Thereafter, a set of normal instances were randomly
selected and transformed to the five types of anomaly. For
Switching, two events were randomly selected and switched
while for Skipping, one of the events was randomly deleted
simulating the scenario that it was not been executed. For
Reworking, an event was randomly selected and executed
twice and for Loop, three consecutive events were randomly
selected as a group and thereafter they were executed again.
Finally, for Inserting, one of the states in state space S was
randomly selected and inserted in a random position.
Fig. 2. The BPMN process generated by PLG
To simulate the scenario whereby the initial states of some
process instances are missing or not of interest, the second half
of the generated instances were used as the period of interest
and therefore, anomalies were only created during this period.
The fully recorded normal and anomalous process instances
were used as the training data of the proposed HPDTMC
method. During the testing stage, only the second half of the
instances were used. Finally, 8000 normal instances and 750
abnormal instances for each of the five anomaly types were
provided as the training and testing data, respectively.
2https://github.com/riccardoscalco/Pykov
2) Pykov created instances: Pykov2 is a Python module
employed to generate DTMCs based on the predefined number
of states and the initial and transition probabilities. In this
paper, we randomly generate a Markov model with 20 states
and 50 connections. To simulate the business scenario that a
customer can start the business journey from multi-positions,
three states are set as the initial states. Consequently, 20000
normal instances with 4067 unique paths of sequence length
from 3 to 16 were generated. The same strategy was imple-
mented to generate anomalies, resulting in the generation of
12000 normal sequences and 1500 instances for each of the
five anomaly types as the training and testing set, respectively.
3) Hospital Billing event log: The HB [2] event log com-
prises 100000 process instances recorded over three years with
sequence length between 1 and 217 (presented in Figure 1).
As no information about sequences type (normal or abnormal)
is available, the same strategy used in PLG was applied
to generate anomalies. Only those sequences with lengths
between 7 and 30 (8435 traces) were used in our simulations
and these were of minimum length to extract anomalies
while being computationally feasible to accommodate the
benchmark classifiers evaluated, where a strategy of padding
was used to transform sequences to be the same length as the
longest sequence. In total, 4000 normal sequences and 650
abnormal instances for each anomaly types were used.
B. Experimental setup
The proposed method was compared with seven classic
anomaly detection methods: AE [4], t-STIDE [8], KNN [8],
LOF [12], K-means [8], PCA [13] and One-Class SVM
[11]. To evaluate the performance of these methods, k-fold
cross-validation [25] was used to execute each algorithm
multiple times where k was set to 5. In k-fold cross-validation,
the original data set is separated into k equal-sized parts
and thereafter, a single part of the data is applied as the
validation data for evaluating the model in performance and
the remaining k-1 parts of data are used for training. The
whole cross validation process is repeated k times with each
single part of the data is used once as the validation data.
F1 score was used as the evaluation metric for comparing
performance between approaches. To transform sequences to
be the same length for PCA, AE, KNN, LOF, K-means and
OCSVM, inputs were padded by zeros to be the same size as
the longest sequence in the dataset [4]. Thereafter, they were
encoded by using one-hot encoding [14]. Consider a business
process involving 10 events, and the maximal sequence length
is 8. After padding and encoding, each sequence would have
a representative size of 10× 8 = 80.
Under the scenario of unsupervised learning, the hyper-
parameters in KNN, LOF, OCSVM, etc. are set by using the
default or recommended values as shown in Table III. k in
KNN and LOF refers to the number of neighbours with n as
the number of total instances in the dataset. In K-means, k
relates to the number of clusters. α, given as 5%, relates to the
proportion of anomalies in the data set, used for deciding the
classification boundary. For Autoencoder, one hidden layer
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was used with nodes as 1/4 of the input size. Batch size,
iteration epochs and the learning rate were set as 50, 50 and
0.001 respectively and the network was optimised by Adam
[4]. For t-STIDE, a sliding window was first used to build the
profile of normal patterns, but patterns with frequency lower
than the predefined frequency threshold were excluded from
the profile. The window size and the frequency threshold was
set as 5 and 0.001, respectively.
TABLE III
HYPER-PARAMETERS AND IMPLEMENTATIONS OF THE SELECTED
ALGORITHMS
Algorithm Platform Hyper-parameters
KNN Sklearn [25] k ∈ min(10, 0.4 ∗ n), α = 5%
OCSVM Sklearn kernel=rbf, degree=3
Kmeans Sklearn k = 2, α = 5%
LOF PyOD [26] k ∈ min(10, 0.4 ∗ n), α = 5%
PCA PyOD α = 5%
AE Tensorflow [27]
nhidden = 1/4× ninput
batch=50, itera=50, lr=0.001
t-STIDE Python win = 5, freq=0.001, α = 5%
C. HPDTMC under different significance levels (α)
The performance of the proposed approach was evaluated
under different α levels. To simulate real scenarios, the train-
ing set included 10% anomalous (noise) instances, i.e., 2%
for each abovementioned anomaly type. The F1 scores under
different significance levels and datasets are shown as Figure
3. To illustrate the results more clearly, the representative F1
scores are annotated upon the bar of Pykov dataset.
Fig. 3. HPDTMC under different significance levels
According to Figure 3, the performance of HPDTMC
varies under different significance levels and the best α is
between 0.05 and 0.1. The selection of α depends on the
probability of normal and abnormal instances. Take Pykov
as an example where the sequence probability of 80% of
anomalous instances is smaller than 0.013. Meanwhile, 80%
of normal instances with sequence probability larger than
0.068. Therefore, 80% of anomalous and normal cases could
be classified correctly as long as the significance level between
0.013 and 0.068. Thus, the significance level was set as 0.05
for subsequent simulations. In practice, under the unsuper-
vised scenarios, we do not have the prior knowledge about the
type of anomalies and therefore, α can be specified according
to the average value of sequences with lowest probability (for
example, the first 1% instances). It is worth highlighting that
the actual significance level (α′) is smaller than the predefined
significance level (α) resulting from the Šidák correction.
D. Training on normal process instances
In this part, the training data only contains normal instances
for fitting the 8 methods. Table IV describes the F1 score
of all approaches calculated by using the macro average. K-
means, OCSVM, t-STIDE and HPDTMC are abbreviated as
KM, OCS, tST and HPD respectively. Furthermore, the type
of anomaly (Ty), adopts ‘SW’, ‘RE’, ‘SK’, ‘LP’ and ‘IS’ to
represent switching, reworking, skipping, loop and inserting,
respectively. The method performing the best for each scenario
is highlighted in bold typeset.
TABLE IV
PERFORMANCE EVALUATION FOR ALL METHODS UNDER DIFFERENT
DATASETS AND ANOMALIES
Data Ty KNN LOF KM PCA OCS AE tST HPD
PLG
SW 1.00 1.00 0.481 0.754 0.787 1.00 1.00 1.00
LP 1.00 1.00 0.481 1.00 0.820 1.00 1.00 1.00
RE 1.00 1.00 0.481 0.894 0.820 1.00 1.00 0.973
SK 1.00 1.00 0.380 0.854 0.735 1.00 1.00 1.00
IS 0.93 0.93 0.471 0.753 0.754 0.93 0.93 0.928
Pykov
SW 0.962 0.954 0.408 0.496 0.480 0.717 0.994 0.921
LP 0.960 0.938 0.515 0.514 0.639 0.735 0.995 0.914
RE 0.965 0.955 0.515 0.460 0.604 0.677 0.991 0.801
SK 0.956 0.947 0.418 0.463 0.438 0.459 0.988 0.911
IS 0.895 0.875 0.582 0.529 0.522 0.745 0.923 0.851
HB
SW 0.912 0.837 0.640 0.520 0.508 0.675 0.946 0.876
LP 0.774 0.795 0.611 0.571 0.607 0.554 0.713 0.803
RE 0.875 0.791 0.530 0.555 0.624 0.541 0.879 0.890
SK 0.907 0.837 0.464 0.538 0.426 0.421 0.942 0.880
IS 0.840 0.743 0.510 0.627 0.584 0.531 0.863 0.823
The majority of the methods performed well in the PLG
dataset, excluding K-means and the best five methods were
KNN, LOF, AE, t-STIDE and HPDTMC with F1 scores above
0.9 for all anomaly types. For Pykov, t-STIDE outperformed
all other methods, followed by LOF, KNN and HPDTMC.
For HB, the best two methods are t-STIDE and HPDTMC
followed by KNN and LOF. Generally speaking, t-STIDE was
found to outperform the other methods in almost all of the
situations. One of the possible reasons is that t-STIDE extracts
normal patterns as a profile and patterns outside the profile are
considered as anomalies. During the case that no anomalies
are used in the training process, the built profile of normal
patterns is 100% correct therefore leading to the outstanding
performance. As demonstrated in the subsequent section, t-
STIDE performance is greatly affected by the introduction of
anomalies during the training stage.
The performance of HPDTMC, LOF and KNN is also
satisfactory (with F1 score above than 0.85 in average)
compared to K-means, OCSVM, PCA and AE (with F1 score
of approximately 0.6). One of the reasons for the reduced
performance of these latter approaches is their sensitivity to
the hyper-parameters which is a common problem in the
context of unsupervised learning, especially for AE involving
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many hyper-parameters [28]. In generally, methods with fewer
hyper-parameters are easier to apply because less prior knowl-
edge is needed for parameter specification. In our approach,
the only parameter requirement is the overall significance level
α, while the other approaches involve at least two hyper-
parameters excluding PCA (as presented in Table III).
The experiments were carried out on Windows10 64-
bit operating system, 16GB memory, Intel(R) Core(TM) i5-
8250U CPU and the average runtime of different methods
are demonstrated in Table V. The t-STIDE method requires
365 seconds on average for execution, which is less half
consuming time of other methods. On the other hand, the
runtime of autoencoder is the largest as it contains greatly
more parameters to be optimised. The execution time of our
method is close to others excluding t-STIDE.
TABLE V
AVERAGE RUNTIME OF DIFFERENT METHODS (SECONDS)
Method KNN LOF KM PCA OCS AE tST HPD
Time(s) 945 985 825 750 795 1020 365 840
E. Training on data containing noise instances
The performance of the proposed method was evaluated
with anomalies introduced during the training process, ranging
from 10% to 50% even though noise levels as high as 50%
are not common in real-world scenarios [4]. The performance
evaluated by F1 score is shown in Table VI. Furthermore,
Figure 4 presents the averaged F1 score for all methods
under different noise levels and datasets. Each value here
is an average of F1 score of the five anomalous types.
The proposed HPDTMC method performs satisfactorily even
under high noise conditions. While for the other methods,
the performance drops dramatically when the noise level
is increased. The noise-robust characteristic of HPDTMC
approach is due to the robustness of the transition matrix.
Specifically, estimated anomalous transitions are still low even
with 50% noise during the training process and therefore, the
probability of an anomalous sequence remains low; similarly,
the probability of a normal sequence remains high.
TABLE VI
THE IMPACT OF THE NOISE LEVEL FOR HPDTMC
Data Ty 0 0.05 0.1 0.2 0.3 0.4 0.5
PLG
SW 1.00 1.00 1.00 0.99 0.93 0.86 0.86
LP 1.00 0.92 0.77 0.40 0.38 0.31 0.31
RW 0.97 0.96 0.96 0.94 0.84 0.81 0.80
SK 1.00 1.00 1.00 1.00 0.64 0.57 0.57
IS 0.93 0.90 0.90 0.85 0.85 0.85 0.85
Pykov
SW 0.92 0.86 0.86 0.86 0.86 0.85 0.85
LP 0.91 0.97 0.97 0.92 0.83 0.83 0.82
RW 0.80 0.79 0.79 0.78 0.75 0.73 0.70
SK 0.91 0.96 0.96 0.95 0.95 0.77 0.72
IS 0.85 0.84 0.84 0.83 0.82 0.82 0.81
HB
SW 0.88 0.91 0.92 0.91 0.91 0.89 0.89
LP 0.80 0.70 0.71 0.71 0.71 0.58 0.58
RW 0.89 0.90 0.92 0.88 0.88 0.82 0.81
SK 0.88 0.91 0.91 0.91 0.89 0.88 0.87
IS 0.82 0.84 0.84 0.83 0.82 0.80 0.79
To understand this observation, consider a scenario involv-
ing 50 normal sequences and 50 abnormal sequences (overall
anomaly level is 50%). As anomalous samples from five types
are grouped together, 10% samples from each anomaly type
(i.e., 10 sequences) are selected. Suppose the dataset involves
20 different activities (i.e., A, B ,..., T for example) with 50
possible transitions. Moreover, we assume that a customer
could only reach B or C if he is located at state A at the
current time point with transition probability 0.6, and 0.4
respectively. Therefore, beginning from A, the number of
customers who reach B and C is 30 and 20, respectively.
For the anomalous cases, suppose customers could arrive at
another ten states excluding B and C and therefore, the number
of customers reaching one of the anomaly states is 5 on
average. Consequently, the transition probability from A to
B changes to 0.3, but is still much higher than the transitions
referred to as anomalies (0.05 on average).
(a) Averaged F1 score under dataset PLG
(b) Averaged F1 score under dataset Pykov
(c) Averaged F1 score under dataset HB
Fig. 4. Performance of different approaches under different noise-levels
In contrast, the competing approaches, such as KNN and
LOF, have a data distribution that is more likely to be
changed under high-level noise conditions, leading to poor
performance. For t-STIDE, it could extract normal patterns
well when the training data is clean. However, under noisy
conditions, t-STIDE method overfits to the observed data by
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treating the anomalies as normal.
Another interesting discovery is the performance of K-
means under dataset PLG. The performance of the model is
very poor with F1 score around 0.5 with clean training data.
However, after introducing a small number of anomalies, the
model performs much better. One of the possible reasons is
that the number of clusters is set to two. Therefore, when train-
ing with clean data, both clusters compete to identify normal
sequences with sequences located at the edge misrepresented
as anomalies. Introducing a small number of anomalies into
the data promotes a cluster encompassing normal cases as
distinct from abnormal sequences that are more likely to be
located far away from the clustering centre of normal cases.
V. CONCLUSION
This paper has proposed a HPDTMC approach to detect
anomalies for partially or fully recorded process instances.
The approach offers several benefits. The method does not
depend on any prior knowledge. It is noise-robust with only
one hyper-parameter needing to be specified. The method
employs the Šidák correction to modify the threshold for
sequences with different lengths reducing the probability that
longer sequences are classified as anomalous. The simulation
results demonstrated that the proposed HPDTMC approach is
a reliable and versatile method for detecting anomalies in the
processes environment, in particular, under noisy conditions.
Future work will aim to improve the method via inte-
gration of more advanced Markov techniques such as high-
order Markov chains, multivariate Markov chains and Hidden
Markov models. Furthermore, techniques to detect business
process anomalies based on time duration will also be in-
vestigated. Also, this approach will be applied to large data
representing customer behaviour from the Internet Protocol
Television (IPTV) system of British Telecom (BT).
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