This work presents a modified procedure to use the concept of dynamic observers based on Green's functions to solve inverse problems. The original method can be divided in two distinct steps: i) obtaining a transfer function model G H and; ii) obtaining heat transfer functions G Q
INTRODUCTION
The inverse problem can be found in a large area of science and engineering and can be applied in different ways. The great advantage of this technique is the ability of obtaining the solution of a physical problem that can not be solved directly.
Different techniques can be found in literature in the solution of inverse heat conduction problem (IHCP). For instance, the mollification method [1] , the conjugate gradient technique [2] , the sequential function specification [3] or the use of optimization techniques such as genetic algorithms [4] , simulated annealing [5] or golden section method [6] . Technique based on filter such as the Kalmn filter [7] or dynamic observers [8, 9] have also been employed for the solution of the IHCP.
In the dynamic observer technique, the IHCP solution algorithms are interpreted as filters passing low-frequency components of the true boundary heat flux signal while rejecting high-frequency components in order to avoid excessive amplification of measurement noise [8] . The dynamic observers technique proposed by Blum and Marquardt [8] , focused on the one-dimensional linear case, was extended to solve an inverse multidimensional heat conduction problem by Sousa et al. [9] .
In order to deal with multidimensional thermal models, Sousa proposed an alternative way of obtaining the heat transfer function, G H , by using the Green function concept instead of taking the Laplace transform of the spatially discretized system. This procedure allows flexibility and efficiency to solve multidimensional inverse problems.
Despite the flexibility and efficiency of this procedure the way proposed in ref. [9] is complex and requires some ability to obtain the heat transfer function. In order to simplify the procedure, minimize the noise effect in G H , and give more robustness and stability to the inverse algorithms some modifications are proposed here.
This work proposes two different improvements in the original technique: i) A different method of obtaining the transfer function model, G H , using analytical functions instead of numerical procedure, and ii) Definition of a new concept of G H to allow the use of more than one temperature response. 
NOMENCLATURE

FUNDAMENTALS
The inverse problem solution based on dynamic observers can be divided in two distinct steps: i) the obtaining of the transfer function model G H ; ii) the obtaining of the heat transfer functions G Q and G N and the building algorithm identification. A complete description of this technique can be found in the work of Blum and Marquardt [8] and Sousa et al. [9] .
This section presents a new procedure based on analytical Green function concept to obtain the transfer function model. Figure 4 presents a 2D-transient thermal problem that can be described by diffusion equation as
Thermal problem
In the region R (0 < x < L, 0 < y < W) and t> 0, subjected to the boundary condition ( ) The solution of Eqs. (1) can be given in terms of Green's function as in [10] .
where
represents the Green function of the thermal problem given by Eqs.(1). Equation (2) reveals that an equivalent thermal model can be associated with a dynamic model. It means, a response of the input/output system can be associated to Eq.(2) in the Laplace domain as the convolution product ( )
This dynamic system can be represented as shown in Fig. (2) . Figure 2 . Dynamic thermal model system Equation (4) can also be evaluated in the Laplace domain as a single product [11] ( )
where the Laplace transform of a F(t) function is defined by [8, 9] that will be described in the next section.
Dynamic observers technique
In order to estimate the input q the dynamic system given by Eq.(5) can also be represented by a block diagram shown in Fig. 3 . ii) The estimate value q is computed from the output data M θ .
Thus, the estimator can be represented in a closed-loop transfer function of the feedback loop (Fig. 3) as
that characterizes the behavior of the solution algorithm. Substituting Eq. (7) in Eq. (8) we obtain
The transfer function G Q is chosen to have the behavior of type I chebychev filter and its frequency response magnitude assume the form
and G N is identified by Eq. (11) provided that G H is obtained.
Copyright © 2008 by ASME Thus, from Eq. (8) the resulting algorithm can then be given by
It can be observed in Eq. (10) that if the algorithm estimates the heat flux correctly, G Q is equal to unity, G Q = 1, and the frequency w is within the pass band. In this case, the noise transfer function G N is equal to the inverse transfer function of the heat conductor (G H -1 ). According to Blum and Marquardt [8] the observer is essentially an on-line scheme. In this case, estimation of the heat flux at the current time step is based on current and past temperature measurements only. In this case, any on-line estimator involves a phase shift or lag. To remove this lag Blum and Marquardt proposed a filtering procedure that can be resumed in the use of two discrete-time difference equations
The coefficients a i and b i that appear in Eqs.(15) and (16) are obtained using Eq. (11) . In this case, the inverse procedure is concluded with the ) , , ( s y x G H identification. Previous work presented by Sousa et al. [9] proposes the identification of ) , , ( s y x G H based on the cross correlation of two functions of stationary random and in polynomial function adjust of a particular sampled interval. Although efficient, the technique requires some user's ability that adds some complexity to the optimization procedure.
The new procedure proposed here is to obtain the heat transfer
in an exact and analytical way.
Analytical heat transfer function identification, G H .
If the dynamic system is linear, invariant and physically invariable [11] 
As the homogenous condition in both direction x and y are the same, the Green functions can be given by
where Since Eq.(25) does not present any pole for s>0 then its inversion is stable. This fact guarantees more robustness to the inverse algorithm.
Multiple sensors
Estimators given by Eq.(15) and (16) were derived to be applied to single -input /output models. However, in order to minimize the noise that appears in measurement data it may be interesting to use more than one experimental measurement. In this case the use of Green's function method, with analytical or numerical approach, also allow with simplicity to generalize the use of that estimator. Following it will be formulated a dynamic system with two output points due to a single source. The extension for multiple points is very direct and immediate. Figure 6 presents a single-input/two-output system. It means, this figure shows an equivalent dynamic system to a thermal problem given by Fig. 2 considering two thermocouples for different positions (1, 2) . It is assumed here that noise terms n 1 (t) and n 2 (t) are uncorrelated with each other and with the input signal q(t). Figure 6 . Single-input/two-output system.
In this case Eq. (4) gives As Equation (29) has a similar representation of Eq.(5) the same estimators given by Eqs.(15) and (16) can be used to represent the single-input/two-output system. The only change that must be made is to consider the sum of temperature and the sum of heat transfer function in the system. As mentioned, the use of more than two thermocouples is immediate.
RESULTS AND DISCUSSION
This section presents two cases. First, the new procedure to obtain G H is compared with the previous work [9] that also is based on Green function's principle but obtaining the heat transfer response using interval sample and numerical approach. The heat transfer function G H is estimated from a two-dimensional transient problem that uses simulated data temperature measurements. Second, an experimental and controlled test is carried out.
Case 1 -Simulated case. Heat flux estimation using simulated data from only one position (one sensor).
The two-dimensional case described in Fig. (1) is analyzed in this section. Temperature distributions for the direct problem are generated using the solution of Eq. (1) considering a known heat flux evolution q(t). Random errors are then added to these temperatures. The temperatures with error are then used in the inverse algorithm to reconstruct the imposed heat flux.
The simulated temperatures are calculated from the following equation
where j ε is a random number. The tests simulate an AISI 304 sample that is exposed to two different heat flux types respectively: i) a sinusoidal heat flux and; ii) a triangular heat flux. The parameter j ε assumes values of 0, and within ± 5°C to sinusoidal and within ± 1°C to triangular heat flux. Both noises represent 5% of the maximum temperature for each heat fluxes. Figures 7 and 8 present the simulated temperature on position 1 shown in Fig. 2 and Table 1 . Figure 9 presents the modulus and phase of G H obtained using Green function approach [9] and analytical method proposed here.
It can be observed that modulus and phase values are very close for values of frequencies less than 1 rad/s. Therefore, the difference in obtaining the value of G H just depends on the cut frequency values. For this case, the cut frequency value chosen was w c = 0.5rad/s.
Simulated data from four different positions are used to simulate one and more than one thermocouple. The positions, shown in Fig. 2 and denoted 1, 2, 3 and 4 are identified in Table  1 . First, we will present estimation results by considering temperature simulated data using only one position (position 1). The use of more signals is discussed in the next section. It can be observed that the results are also very closed. The great convenience in using the analytical form is the facility of obtaining the values for the position required while in numerical approach there are additional steps as adjusting or fitting data in interval samples. Besides that, the estimation is closer than numerical approach as can be observed in Fig. 10b and 11b that presents the difference among the two techniques with the heat flux imposed. For both heat fluxes the analytical G H present better results in the heat flux estimation. In order to verify the use of two or more thermocouples in the estimation results, Figure 12 presents a comparison between the estimation of heat flux using temperature simulated data using only one sensor and using heat transfer function equivalent for four sensors, nominated global heat transfer. Table 1 . The temperature data are used considering the global heat transfer function given by Eq.(29) for four temperatures. It can be observed that by using the new heat transfer function better results can be obtained. Figure 13 presents a comparison of the heat flux estimation using the global heat transfer for the four positions with estimations using G H obtained analytically. Figure 14 presents the residual error.
The good results for G H shows the great flexibility of the technique to face a real problem where various thermocouples can be located in the sample. It can be noted that although both estimations are closer, the heat flux estimation using analytical functions present better results. This behavior is better observed in residual errors shown in Fig. 14 . 
Experimental test.
The new technique proposed here is now verified by estimating a heat flux imposed in a controlled experiment (Test 2). Figure 15 and Table 2 present the geometry and position of the thermocouple located in a AISI 304 sample. The AISI304 stainless steel sample used in the test has thickness of 6 mm and lateral dimensions of 50 x 138 mm. The sample initially in thermal equilibrium at T 0 is then submitted to a unidirectional and uniform heat flux. The heat flux is supplied by a 318 Ω electrical resistance heater, covered with silicone rubber, with lateral dimensions of 50 x 50 mm and thickness 0.3 mm. The temperatures are measured using surface thermocouples (type k). The signals of tension and current temperatures are acquired by a data acquisition system HP Series 75000 with voltmeter E1326B controlled by a personal computer.
Three thermocouples were brazed on the sample as shown in Figure 13 . Their signals are shown in Fig. 16 . Table 2 ). Figure 17 shows the estimated heat flux using the technique described here and using the sequential function specification method described by Beck et al [3] . In order to compare the results, experimentally obtained temperatures were compared with estimated temperatures using the heat flux estimated by dynamic observer. This comparison is shown in Fig. 18 . Residuals are presented in Fig. 19 . The results show a difference less than 0.3 C that represents the uncertainty of thermocouple measurements.
To assure confidence in these results the total energy imposed by the electrical resistance over all time duration of experiment, 368 J, was compared with the total heat rate estimated. The energy estimated was calculated by integrating the heat flux component estimated over the time duration of the experiment. It was found that values were 379.5 J and 390 J for sequential method and dynamic observer, respectively. In this case the uncertainty was less than 3% for the technique proposed here. This result demonstrates the great power of the technique. The great advantage of the dynamic observers technique is the easy and fast numerical implementation for any 1D, 2D or 3D model. The robustness and low computational cost and low error sensitivity gives this procedure a great potential in inverse techniques application. Obtaining 3D heat transfer functions is in progress.
CONCLUSION
The dynamic observer technique based on analytical Green function is presented here. The procedure used to obtain the analytical heat transfer gives more flexibility and robustness to the inverse procedure. The easiness of obtaining G H for any position in the domain allows one to extend this technique to use more than one measured temperature.
