Abstract-In a recent paper by Werter, an unjustified normal frequency distribution is assumed, and then, the resulting error probability is compared with that of the traditional noncoherent frequency shift keying (FSK). However, the traditional FSK demodulators were developed because such a distribution could not be justified. This work presents a more appropriate error probability expression.
I. INTRODUCTION
In a recent paper [1] , the author (Werter) states, correctly, that "traditionally, FSK demodulation is accomplished by using a set of matched filters (a filter bank), envelope detectors, and a comparator." At the end of the paper, however, he assumes a normal frequency distribution to obtain a probability of error expression that he compares with the error probability of the optimum noncoherent FSK detector. However, it is a fact that we cannot justify such an assumption that led to the development of the above traditional demodulator. Perhaps a better comparison would be with the maximum likelihood detector that could be obtained under the same assumption of Gaussian distribution. It is significant that in [1, Fig. 7] , the comparison is shown for large signal-to-noise ratio (SNR) and that there exists a not widely known asymptotic expression for the noise instantaneous frequency, which was derived by Rice [2] for large SNR. This expression, which could also provide justification for the expression developed by Werter for large SNR, is utilized, assuming additionally that it is an even function of frequency, to obtain a lower bound for the probability of error of binary FSK. The resulting lower bound should be compared with the probability of error expression of (22) in Werter's paper. This approach is developed below.
In digital data transmission, the performance is expressed in terms of error rates. The error rates depend on the statistical distribution of the noise. It is instructive to develop a direct approach to angle modulation similar to that used for amplitude modulation. This approach has not been used due to the lack of the appropriate noise density functions for angle modulation. In a course on communications and modulation, the student is, usually, first exposed to amplitude modulation, where the formulations are directly in terms of the amplitudes, and the corresponding likelihood detectors and error probabilities are derived using the noise amplitude probability density function. However, for angle modulation, this approach is not used because of the lack of the noise instantaneous frequency or phase probability density functions. Instead, the notion of "clicks," introduced by Rice, is used to obtain expressions for the probability of error [3] .
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There exists a not widely known asymptotic expression for the noise instantaneous frequency that was derived by Rice [2] for large SNR. This expression is utilized, assuming additionally that it is an even function of frequency, to develop a probability of error expression of binary FSK. The resulting expression may serve as a lower bound for binary FSK and explains experimental results that obtained lower errors than those predicted by the traditional formulas [4] .
A new formulation of angle modulation is presented. This formulation is directly in terms of frequencies. The corresponding likelihood ratio detectors and error probabilities are derived for the binary FSK detectors. Additionally, the new formulations suggest new detectors. It should be noted that the traditional limiter-discriminator FM detector suffers from the fact that limiting is detrimental in narrowband FM [5] and the fact that band limitation and the postdetection filter result in intersymbol interference [6] .
II. THE DIRECT MODELING APPROACH
For an angle modulation system with additive noise, the received signal has the form
where
constant; d (t) phase angle that is a function of the baseband signal; n(t) additive noise. If n(t) is a narrowband Gaussian noise, then we can write [11] n(t) = x(t) cos ! c t 0 y(t) sin ! c t (2) and
The power spectrum of n(t) is assumed to be symmetrical about !c. This makes R(t) and n(t), relative to !ct, slowly varying functions of time. In frequency modulation, the detected output is d=dt[ d (t)+n(t)], whereas in phase modulation, the detected output is d (t) + n (t).
The direct modeling approach expresses the received frequency modulated signal directly in terms of frequencies as
where ! r (t) received instantaneous frequency;
frequency deviation due to the baseband signal; ! n (t) = d=dt[ n (t)] frequency deviation due to the noise.
III. THE LIKELIHOOD RATIO DETECTORS FOR THE BINARY PROBLEM
Consider the problem of distinguishing between either of two possible received signals. Assume ! s1 or ! s2 has been transmitted. Under the two hypotheses, we have
where !s(t) = ! d (t) if !c was subtracted from both sides of (4) 
where p[!r(t)j!si(t)] is the conditional probability density of receiving ! r (t) when ! si (t) is known to have been transmitted. The probability densities are obtained from the actual received signals, i.e., from (1) or (3). The corresponding decision rule is: Decide H1 if 3 > 1 and H 2 if 3 < 1.
IV. APPLICATION TO NARROW-BAND FSK
In FSK, the received signal is S r (t) = A cos(! c t 6 ! d t) + n(t):
The direct frequency model takes the form Hi: !r(t) =!si(t) + !n(t); i = 1; 2;
To compute the likelihood ratio 3(! r ), we need p[! n (t)], which is the probability density of ! n (t). as the asymptotic expression for the noise instantaneous frequency probability density [2] , where 2 = b 2 =A 2 , and b 2 is proportional to the power spectrum of n(t) and is a function of the bandwidth of the particular narrow bandpass filter used as well. Note that the time dependence in (9) is suppressed for simplicity. In deriving (9), it was assumed that !n is much smaller than the bandwidth of the bandpass filter. Note that the expression holds only for the central portion of the curve of p(! n ). However, we will assume that p(! n ) is an even function of frequency and that we are operating in the central portion of the curve when we derive the probability of error.
A. Bayes' Solution
Using (9), we can derive the likelihood ratio of (6) 
Substituting (10) in (6), taking the natural logarithm of the resulting expression, and simplifying yields
Equation (11) states that if the received ! r is closer to ! s1 , then decide that !s1 was sent; otherwise, decide that !s2 was sent.
Expanding both sides of (11) 
Equation (12) simplifies further, resulting in (13) if ! s1 > ! s2 .
B. Probability of Error
Assuming the conditions stated in Section III of equal a priori probabilities for both hypotheses, the probability of error is p(error) = (15), where we assume an ideal rectangular bandpass filter centered at f c with f c 0B < f < f c +B, b2 is given by [2] 
where N o =2 is the one-sided power spectral density of n(t), and N = No(2B)=2 = BNo is the mean square value of n(t). Thus, the resulting expression for the probability of error is
The resulting expression is indeed revealing for it shows not only the probability of error as a function of SNR but also as a function of (!s1 0 !s2) and the bandwidth. In other words, for a given fixed bandwidth, choose ! s1 and ! s2 as far apart as possible. In the limit, if we choose (!s1 0 !s2) = 4B, the expression for the probability of error becomes
Compare this with the probability of error expression for the coherent FSK given by [11] - [13] p(error) = 1 2
and for the noncoherent FSK given by
Thus, for a specified SNR, the FSK system using an ideal instantaneous frequency detector and with properly chosen bandwidth and signal frequencies would yield a lower probability of error than the coherent FSK and the noncoherent FSK, as shown in Fig. 1 . This also substantiates Tjhung and Wittke's results [4] . The result derived by Salz and Stein [14] does not show the bandwidth and frequency dependencies.
For large SNR, the FSK detector is an instantaneous frequency detector with a fixed threshold. The general FSK detector needs to measure the SNR and compute the resulting threshold to compare the output of the instantaneous frequency detector. A zero crossing detector [2] , [11] , [15] , [16] would be appropriate as an instantaneous frequency detector.
V. CONCLUSION
In his paper [1] , Werter develops an FSK demodulator and compares the resulting probability of error with the probability of error of the noncoherent FSK. In the process, he assumes a normal frequency distribution to obtain a probability of error expression. However, we cannot justify such an assumption that led to the development of the above traditional demodulator. Werter carries out a comparison of his detector with that of the optimum noncoherent FSK detector. Perhaps a better comparison would be with the maximum likelihood detector that could be obtained under the same assumption of Gaussian distribution. This is particularly appropriate for large signal to noise ratio, using a not widely known asymptotic expression for the noise instantaneous frequency that is valid only for large SNR. For simplicity, the development is carried out for binary FSK. In the process, a nontraditional demodulation approach for large SNR is presented. The resulting probability of error expression yields lower probability of error than the traditional demodulators. It is this expression that should be compared with the results of Werter. The resulting expression could also serve as a lower bound for binary FSK [17] .
