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Recent Monte Carlo simulations (A. G. Moreira and R. R. Netz: Eur. Phys. J. E 8 (2002)
33) in the strong Coulomb coupling regime suggest strange counterion electrostatics unlike the
Poisson-Boltzmann picture: when counterion-counterion repulsive interactions are much larger than
counterion–macroion attraction, the coarse-grained counterion distribution around a macroion is
determined only by the latter, and the former is irrelevant. Here, we offer an explanation for the
apparently paradoxical electrostatics by mathematically manipulating the strong coupling limit.
Let us consider different types of materials, for in-
stance, silica particles, DNA fragments, and clay. These
have distinct shapes as well as chemical compositions:
sphere, rod, and plate, respectively. Are there any sim-
ilarities? To answer this positively, we need to put the
materials in water where all of them become readily dis-
persed. Observing the suspensions, we can find high
asymmetries of size and charge between dissociated coun-
terions and nano– to microscale macroions [1–5], which
are in contrast to symmetric electrolytes (e.g., salty wa-
ter). As a consequence of the asymmetries, some counte-
rions are bound around macroions electrostatically and
form an ionic cluster.
It has been known that the ionic cluster profile affects
physical properties significantly [1–5]. Many studies have
thus addressed for decades the theoretical descriptions of
counterion distribution around macroions [1–12]. From
extensive theories, we can see two steps and two ways
common to a rich variety of approaches. First, ”two
steps” imply mean-field approximations and advanced
treatments. On the other hand, ”two ways” indicate that
mean-field approximations can be made in both extremes
of weak and strong Coulomb coupling specified later.
As a matter of fact, however, most theories [5–8] have
started with the Poisson-Boltzmann (PB) approaches
valid in the weak coupling regime. It is only in recent
years that a few groups [9–12] have considered strong
coupling approximations.
Why has minimal attention been paid to the strong
coupling approach? One of the reasons is the ambiguity
of the Coulomb coupling for counterions. Since we have
had no consensus on the definition of either strong or
weak Coulomb coupling, it has not been discriminated
clearly whether the present simulations or experiments
are located in the strong coupling regime.
This situation differs from that for symmetric elec-
trolytes (or plasmas) which have an appropriate measure.
The standard is called the coupling constant defined as
Γ = z2lB/a [13]. Here, z is the valence of charges, a
is the Wigner-Seitz cell size, and lB ≡ e2/4πǫkBT is
the distance (the so-called Bjerrum length) at which two
elementary charges interact electrostatically with ther-
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mal energy kBT when they are surrounded by the polar
solvent with its dielectric permittivity and temperature
being ǫ and T . By the coupling constant Γ, the weak
and strong coupling regimes for plasmas have been repre-
sented as Γ << 1 and Γ >> 1, respectively. For counteri-
ons, however, it is inappropriate to take the Wigner-Seitz
cell size a in rescaling the Bjerrum length as lB/a, be-
cause counterions under macroion potential cannot form
a uniform Wigner crystal.
Recently, Moreira and Netz have proposed a new cou-
pling constant for counterions [10]: Γ = z2lB/λ, by intro-
ducing the Gouy-Chapman length λ = 1/(2πzlBσ) as an
alternative length, where z is now the valence of coun-
terions and σ the surface number density of macroion
charges. Using the new coupling constant Γ = z2lB/λ =
z3σl2B , they classified the results of Monte Carlo sim-
ulations for the counterion distribution around planar
macroions, and revealed novel counterion electrostatics in
the strong Coulomb coupling regime (Γ = z2lB/λ >> 1)
as follows [10]: only the bare (or unscreened) potential
of charged plate(s) determines the counterion distribu-
tion over a wide range far beyond the Gouy-Chapman
length λ, when the valence z is multivalent, and macroion
charge density σ is high to some extent, and temperature
T and/or permittivity ǫ of the solvent is lowest (namely,
Γ >> 1).
To be more specific for a single-charged plate, their
simulations show that the counterion density CSC(h) as
a function of height h from the plate is not an alge-
braically decaying profile of the PB solution, but becomes
an exponentially decaying one: the Boltzmann distribu-
tion CSC(h) ∝ exp(−h/λ) with the weight of macroion
potential (∼ h/λ) is valid even for h/λ >> 1. The result
explicitly contradicts the PB picture that the potential
which counterions feel is screened by counterions them-
selves self-consistently.
To explain the novel counterion electrostatics, it seems
natural to seek a strong coupling approach without re-
sorting to the weak coupling theories which incorporate
counterion fluctuations and correlations into the PB-type
approximations.
Indeed strong coupling approaches [10–12] have been
already presented, as mentioned above. While one jus-
tifies the use of the virial expansion via field theoretic
formulations [10, 11], the other supposes that all counte-
rions should condense on the macroion surface to form a
22D Wigner crystal in the ground state (i.e., Γ → ∞)
[12]. Both explain the above counterion distribution,
CSC(h) ∝ exp(−h/λ): one [10, 11] by the leading or-
der (no interaction term) of the virial expansion, and
the other [12] by an intuitive discussion which focuses
on one counterion escaping from the macroion surface.
Despite the preceding considerations [10–12], however,
it remains an open problem why counterion-counterion
repulsions have no effect on the primary counterion dis-
tribution around a macroion in the strong coupling limit;
at first glance, this is paradoxical.
Hence, this letter aims to solve the apparent paradox
in terms of a functional integral form applicable to any
shapes of macroions. A key procedure is to introduce
Coulomb potential fields twice: we insert a real potential
field into the conventional field theoretic formulations for
imaginary potential and density variables [14]. The tech-
nical roundabout way enables us to provide a clearer view
of the strong coupling system than previous explanations.
FIG. 1: Schematic of the present system consisting of
one fixed macroion with positive charges and oppositely
charged counterions. Both counterion-counterion repulsion
and counterion-macroion attraction act on a counterion. Also,
two energies, ucc and ucm, are written down to illustrate the
notation in the text, where ucc denotes a repulsive energy be-
tween counterions at the positions ri and rj , and −ucm, an
attractive one between a counterion at ri and a surface ele-
ment with its area dS at the position R. In the expression of
ucm, eσ dS is the total charge of the surface element.
Setting up the Problem— Figure 1 shows the geometry
and notation for the problem. We consider the system,
with its volume Ω, which consists of a fixed macroion pos-
itively charged and N–counterions with opposite charges
of z–valence. All of the discussions presented herein can
be extended straightforwardly to multimacroion systems.
The counterion number N is imposed on the global elec-
troneutrality condition, −zN + σΣ = 0 (Σ: the surface
area of a macroion). The system has electrostatic inter-
action energy Ecc+Ecm, i.e., the sum of the counterion-
counterion interaction energy Ecc and the counterion-
macroion interaction energy Ecm. In the thermal energy
unit, we have
Ecc =
z2 lB
2

 N∑
i,j=1
v(ri − rj)−N v(0)


Ecm = −z lB σ
N∑
i=1
∮
dS v(ri −R), (1)
where v(r) ≡ 1/|r|, and
∮
dS denotes that the integra-
tion of the macroion charge position R is restricted to
the surface of a macroion.
Our Scenario— According to the PB theory, the coun-
terion distribution CPB(r) around a macroion is ex-
pressed as
CPB(r) = N
exp [−ψPBc (r) − ψm(r) ]∫
dr exp [−ψPBc (r)− ψm(r) ]
, (2)
where ψPBc and ψm are the products of ze/kBT mul-
tiplied by the electrostatic potentials due to counteri-
ons and macroion, respectively. While the counterion
potential ψc(ri) = z
2lB
∑N
j=1 v(ri − rj) is replaced by
the mean-field one ψPBc obtained from solving the PB
equation, the macroion potential ψm has been set as
ψm(r) = −zlB σ
∮
dS v(r−R).
In the strong coupling limit, on the other hand, the
Monte Carlo simulations by Moreira and Netz [10] sug-
gest the counterion distribution CSC(r) as follows:
CSC(r) = N
exp [−ψm(r)]∫
dr exp [−ψm(r)]
. (3)
Comparing eq. (3) with eq. (2), it naturally occurs
to us that eq. (2) reduces to eq. (3) when the coun-
terion potential ψc is a spatially independent constant.
If so, a plausible selection of the constant would be
ψ0c = z
2lBρ
∫
dr v(r), where ρ = N/Ω is the counte-
rion density smeared uniformly over the entire system.
This constant potential ψ0c corresponds to the zero–wave–
number quantity, ψc(k → 0), of the above counterion
potential ψc which is written in the Fourier-transformed
representation as ψc(k) = z
2lBρˆ(k) (4π/k
2) with using
ρˆ(k) = Ω−1
∑N
j=1 exp(ik · rj). It does not matter here
if the constant potential ψ0c = ψc(k → 0) is infrared-
divergent because this constant term is cancelled in eq.
(3) between the denominator and numerator and is irrel-
evant in the result.
To summarize, our scenario assumes that the counte-
rion potential ψc reduces to a constant:
ψc(r)→ ψ
0
c (4)
in the strong coupling limit, Γ → ∞, quite differently
from the weak coupling approximations where ψc →
ψPBc . Can we offer a simple explanation for the scenario?
Underlying Physics— To consider the physics behind
our speculation, let us have preliminary discussions be-
fore tracing the mathematics. We first rescale the system
3as r˜ = r/λ, and convert the energy forms (1) into
Ecc =
Γ
2

 N∑
i,j=1
v(r˜i − r˜j)−Nv(0)


Ecm = −
1
2π
N∑
i=1
∮
dS˜ v(r˜i − R˜), (5)
where we have used the relation dS˜ = dS/λ2 and the
coupling constant Γ = z2lB/λ proposed by Moreira and
Netz. The rescaled expressions (5) reveal that the strong
coupling condition Γ >> 1 leads to the extreme asymme-
try Ecc >> Ecm. Consequently, in the strong coupling
limit, while the counterion-macroion interaction energy
Ecm is finite, the counterion-counterion interaction en-
ergy Ecc approaches infinity even after the infrared- and
ultraviolet–divergent terms are regularized. From this
we find that, in the strong coupling regime, the ener-
getic gain due to counterion–macroion interactions is not
essential, and minimizing counterion–counterion interac-
tions should be carried out first of all.
Nonetheless, the previous discussions [12] based on the
2D plasma theory take it for granted that the localization
of counterions on the macroion surface is the ground state
and minimizes the total energy; actually, however, since
the complete fusion of counterions and macroion surface,
giving no total charge, is never allowed, the counterion
localization has much energy requirement due to the pre-
dominant repulsion energy Ecc.
To obtain the correct ground state, it is neces-
sary to rewrite Ecc in the potential form as Ecc =
(8πΓ)−1
∫
dr|∇ψc(r)|2 + E0cc, where E
0
cc is an offset en-
ergy given by E0cc = N/2[ψ
0
c−v(0)]. We immediately find
from the expression that the lowest bound Ecc → E
0
cc is
realized for |∇ψc| = 0, i.e., a spatially invariant poten-
tial ψ0c , in agreement with the above supposition (4). In
other words, the strong coupling systems are stabilized
when varying the counterion potential ψc causes little
change in the counterion–counterion interaction energy
Ecc, which results in the present distribution (3).
The remainder of this letter will now be devoted to
validating the relation (4) from the point of functional
integral view; the mathematical manipulations given be-
low are truly our result.
Conventional Start— To obtain the average counte-
rion density, we define the canonical partition function
Z{J} = Tr exp [−Ecc − Ecm +
∑N
i=1 J(r˜i)]. Here, the
operator ”Tr” reads Tr ≡ (1/N !)
∏N
i=1
∫
dri while set-
ting the thermal wavelength to unity for simplicity, and
the external source J is a probe for averaging the instan-
taneous density ρˆ(r): C(r) ≡< ρ̂(r) >= δ(lnZ)/δJ |J=0
which is the average density in the absence of the external
source.
Inserting into Z{J}, as usual, the trivial constant 1 =∫
Dρ
∏
{r} δ[ρ̂(r)−ρ(r)] and exponentiating the operation
of Tr, the partition function reads
Z =
∫
Dρ Dφ e−F{ρ,φ,J}
F{ρ, φ, J} =
Γ
2
∫
drdr′ ρ(r˜)v(r˜− r˜′)ρ(r˜′)
+
∫
dr˜ iρ(r˜)φ(r˜) +Nµ{φ, J} −N, (6)
where subtraction of the self-energy is not written ex-
plicitly for brevity, and µ{φ, J} corresponds to chemical
potential of counterions in terms of the grand canon-
ical system: µ{φ, J} = ln
[
N/
∫
dr˜ eiφ−ψm+J
]
giving
µ{0, 0} = ln ρ in ideal systems. The canonical expres-
sion (6) indicates that the chemical potential term (or
the fugacity one) is independent of the coupling constant
Γ and therefore does not become perturbative even in the
limit Γ → ∞, although the Γ–dependence has been am-
biguous in the grand canonical form [11]. That is, there
is no proper basis for the fugacity expansion (or the virial
one) in the strong coupling regime.
Furthermore, performing Gaussian integration over the
ρ–field in eq. (6), we obtain the conventional field-
theoretic form for the potential field {φ}, which is called
the sine-Gordon theory in the case of symmetric elec-
trolytes [14]. As described above, however, we eliminate
the ρ–field in the Hamiltonian F{ρ, φ, J}, not by the
Gaussian integration but by introducing another field of
electrostatic potential; otherwise, the conventional for-
mulation in the canonical system leads to the average
density whose form is, in the strong coupling limit, math-
ematically complicated and physically unclear [15].
Adding Potential Field Once More— We would like
to introduce the real potential ψ (in the unit of
kBT/ze as before), simply via the Poisson equation
∇2ψ(r˜) = −4πΓ(ρ(r˜) − ρ) in the rescaled system,
which implies ψ(r) = Γ
∫
dr˜′ (ρ(r˜′)− ρ) v(r˜− r˜′). To
this end, we insert into eq. (6) a trivial integral,
1 = N 2
∫
Dψ ∆{ρ, ψ}, where N 2 = Det[−∇2/(4πΓ)],
and ∆{ρ, ψ} is a δ-functional given by ∆{ρ, ψ} =∏
{r˜} δ
[
−∇2ψ(r˜)/(4πΓ)− (ρ(r˜)− ρ)
]
. Equation (6)
then reads
Z = N 2
∫
DρDψ Dφ ∆{ρ, ψ} e−F{ρ,ψ,φ,J}
F{ρ, ψ, φ, J} =
1
8πΓ
∫
dr |∇ψ(r˜)|2 −
N
2
ψ0c
+
∫
dr˜ iρ(r˜)
[
φ(r˜)− iψ0c
]
+Nµ{φ, J} −N. (7)
Here, in using the relation ψ(−∇2)ψ = −∇ · (ψ∇ψ) +
∇ψ · ∇ψ, we have considered that the surface integral
term vanishes due to the definition of ψ.
The novel expression (7) of Coulombic systems is rele-
vant to the strong coupling regime as seen below. When
we carry out the functional integral over the ρ– and
ψ– fields while recovering the relation that ρ(r˜) − ρ =
−∇2ψ(r˜)/4πΓ in eq. (7), we can check that our form (7)
4is consistent with the conventional sine-Gordon theory;
the normalization factor is also reduced to the familiar
one [∼ Det1/2(−∇2/Γ)] due to the Gaussian integration
over the ψ-field.
Strong Coupling Approximation— Since the first elec-
trostatic energy term on the right–hand side of eq. (7)
is negligible in the strong coupling limit Γ → ∞ as de-
liberated below, the functional integral over the ψ–field
reduces to the trivial one, 1 = N 2
∫
Dψ ∆{ρ, ψ}. In
this case, the functional integral over the ρ–field yields
the following δ-functional:
Z ≈
∫
Dφ
∏
{r˜}
δ[φ(r˜)− iψ0c ] e
−F{φ,J}
F{φ, J} = Nµ{φ, J} −N −
N
2
ψ0c , (8)
which supports our central relation (4) in the strong cou-
pling limit, because we can regard −iφ as a physically
relevant potential (see the µ–form). It is straightforward
to confirm that the approximate partition function (8)
gives the average density CSC(r) = δ(lnZ)/δJ |J=0 as
CSC(r) = −
N
λ3
δµ{iψ0c , J}
δJ(r˜)
∣∣∣∣
J=0
, (9)
which reduces to eq. (3) because the counterion potential
with a constant ψ0c cancels between the denominator and
numerator, as speculated in ”Our Scenario”.
To clarify the physical meaning of the approximate
form (8) more explicitly, it is appropriate to express eq.
(8) in the form of the Helmholtz free energy A = − lnZ:
A = E0cc +
∫
dr CSC(r)ψm(r)
+CSC(r) lnCSC(r) − CSC(r), (10)
using the average concentration CSC(r) given by (3).
The first line is the energetic term, and the second,
the contribution of counterion entropy. Here, we would
like to repeat the difference from the PB expression:
the counterion–counterion energy Ecc, divergent in the
strong coupling limit, is suppressed to have an offset en-
ergy E0cc.
Connection with Coarse-Graining— To be pre-
cise, coarse-graining is implicit in the strong cou-
pling approximation, as found from the Fourier-
transformed representation of the first term of eq. (7):
1/(8πΓ)
∫
dr˜ |∇ψ(r˜)|2 =
∑
k k˜
2/(8πΓ)ψ2
k˜
. The above
wave–vector–dependent expression indicates that, for the
above approximation, a cutoff length a˜c = 2π/|k˜c| is re-
quired to satisfy a˜c >> Γ
−1/2. Is it possible to really set
the cutoff length fulfilling the criterion?
Let us then consider the shortest possible cutoff length,
or the average separation between counterions when they
seem most crowded. A plausible situation is that all
counterions condense on the macroion surface, where
they are at a distance [∼ (z/σ)1/2] [12]. When we ignore
counterion–counterion correlations below this scale and
set ac ∼ (z/σ)1/2, we obtain the relation (ac/λ)Γ1/2 ∼
Γ >> 1, or a˜c = ac/λ >> Γ
−1/2, implying that even the
shortest cutoff length (or the largest cutoff wave number)
can satisfy the coarse-graining criterion for our approxi-
mation.
Concluding Remarks— We have thus confirmed, in a
field-theoretic way, that the novel relation (4) explains
the counterion distribution (3) suggested by recent Monte
Carlo simulations in the strong coupling regime [10].
Through the derivations, logical skips in the previous
approaches [11, 12] have also been disclosed: our frame-
work does not justify their starting points, i.e., virial ex-
pansion [11] and 2D Wigner crystal [12]. Without the
preceding considerations, however, a simple picture rep-
resented by eqs. (4) and (10) is now available: since the
sum of counterion-counterion interactions becomes insen-
sitive to counterion arrangements in the strong coupling
limit, the counterion distribution is determined only by
the counterion-macroion interactions.
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