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Russia
E-mail: oleg.okhotnikov@gmail.com
Abstract. In this paper, automated proof search in single-conclusion sequential variant of
intuitionistic and minimal predicate calculus is considered. In this algorithm, meta-variables
and partial Skolemization are used. Theorems of soundness and completeness for the considered
algorithm are proved.
1. Introduction
Automated theorem proving is an important area of modern research (see e.g. [1]). Considerable
attention is paid to methods of searching for natural classical logical inference based on the use of
meta-variables (see e.g. [2]). The use of partial Skolemization has shown high efficiency for such
methods (see [3, 4]). In this paper, we extend the approach based on the partial Skolemization
to intuitionistic and minimal logics.
The method under consideration is described in the framework of some production system
with meta-variables. The deductive problems of this production system are formulated using
partial Skolemization. The Skolemization is used for the premises of deductive problems. This
Skolem normal form allows us not to lose touch with the desired intuitionistic logical inference.
The same approach we consider for minimal logic. We denote the production system with
Skolemization for minimal logic by F1. For such system of intuitionistic logic we use the
notation F2.
Within the framework of the production system, the process of searching for a solution to a
problem is associated with the formation of an AND/OR search tree. In essence, a production
system is a formulation of a certain algorithm up to a strategy for constructing a search tree.
Having fixed a specific strategy for constructing a search tree, we get some implementation of
the algorithm formulated in this way. For instance, algorithm [4] uses the strategy of depth first
search. Theorem of soundness and completeness for the production systems Fi is proved.
2. Meta-variable approach
First of all, we describe the meta-variable approach for a wide class of production systems that
are coupled with sequential variants of predicate calculus. We are interested in single-conclusion
sequent calculus [5], but the theory is valid for any sequent calculus. In particular, we can
mention calculus from [6, 7]. A meta-variable is a syntactic variable that takes as its values the
terms of a first-order language. The pseudo-terms of any first-order language Ω are determined
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inductively. Constant symbols of language Ω, variables and meta-variables are pseudo-terms.
If f is a n-place function symbol of language Ω and t1, . . . , tn are pseudo-terms of language
Ω, then f(t1, . . . , tn) is a pseudo-term. A similar definition of pseudo-formulas of language Ω
is as follows. Symbols ⊥ and > are pseudo-formulas of language Ω. If P is a n-place relation
symbol of language Ω and t1, . . . , tn are pseudo-terms of language Ω, then P (t1, . . . , tn) is a
pseudo-formula. If A and B are pseudo-formulas, then (A&B), (A ∨ B), and (A ⊃ B) are
pseudo-formulas. If A is a pseudo-formula and x is a variable, then (∀xA) and (∃xA) are
pseudo-formulas.
A substitution is a mapping from meta-variables to pseudo-terms. The notation
θ =
(
X1 X2 . . . Xk
t1 t2 . . . tk
)
(1)
refers to a substitution mapping each meta-variable Xi to the corresponding pseudo-term ti, for
i = 1, . . . , k. Applying that substitution to a pseudo-term or pseudo-formula E is written in
notation as Eθ; it means to (simultaneously) replace every occurrence of each Xi in E by ti.
We will make no distinction between pseudo-formulas that differ only by renaming bound
variables. A substitution σ is a unificator for two pseudo-terms or pseudo-formulas E1 and E2
if E1σ = E2σ. By MGU(E1, E2) we denote the most general unificator for E1 and E2. It is
well-known that the question about the existence of such a unificator is effective decidable [8].
To test whether we can combine substitutions, we give the following definition. Let
θ1 =
(
X11, . . . X1n1
t11, . . . t1n1
)
, . . . , θr =
(
Xr1, . . . Xrnr
tr1, . . . trnr
)
be substitutions, r ≥ 2. Based
on θ1, . . . , θr we define two expressions E1 = (X11, . . . , X1n1 , . . . , Xr1, . . . , Xrnr) and E2 =
(t11, . . . , t1n1 , . . . , tr1, . . . , trnr). Then, θ1, . . . , θr are said to be consistent iff E1 and E2 are
unifiable. The substitution MGU(E1, E2) is called a combination of θ1, . . . , θr.
Let C be arbitrary sequent calculus with sequents of the kind Γ→ ∆, where Γ and ∆ are finite
sets of formulas. Then the production system PC is defined as follows. First of all, deductive
problems of PC are sequents with meta-variables of the form Γ → ∆, where Γ and ∆ are finite
sets of pseudo-formulas. The axioms of the calculus C are considered as primitive problems
of PC . The rules for reduction of tasks into subtasks of PC are obtained as a result of applying
the bottom-up inference rules of C, i.e. from conclusion to premises.
Consider the process of obtaining reduction rules in more detail. Reductions are performed
by means of inference rules of the form
S1; S2; . . . ; Sn
S
. (2)
It means that the problem S reduces to problems S1, . . . , Sn (see e.g. [2, 3]). Rules (→ ∀) and
(∃ →) that introduce Skolem constants extend the language. Their application in the process of
constructing a search tree T0 ⊆ T1 ⊆ T2 . . . leads to a hierarchy of languages and corresponding
Herbrand universes
T0 ⊆ T1 ⊆ . . . ⊆ Tn ⊆ Tn+1 ⊆ . . .
Ω ⊆ Ω0 ⊆ Ω1 ⊆ . . . ⊆ Ωn ⊆ Ωn+1 ⊆ . . .
H0 ⊆ H1 ⊆ . . . ⊆ Hn ⊆ Hn+1 ⊆ . . .
(3)
Rules (∀ →) and (→ ∃) that introduce new meta-variables extend the set of global meta-variables
in a search tree. Each global meta-variable is assigned a range of values, which is the Herbrand
universe formed at the time the meta-variable was created.
A substitution (1) is called a correct substitution for constructing an AND/OR search tree
(3) if for every meta-variable Xi such that the range of Xi is Hn holds ti is a pseudo-term of
language Ωn. A correct substitution (1) is ground if ti ∈ Hn. A deductive problem S with
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meta-variables X1, . . . , Xk is said to be primitivizable iff there exists a correct substitution (1)
instead of the meta-variables X1, . . . , Xk such that the substituted problem Sθ is primitive.
The production system PC is a formulation of a certain algorithm up to a strategy for
constructing an AND/OR search tree. Having fixed a specific strategy for constructing a search
tree, we get some implementation of the algorithm formulated in this way. The strategy for
constructing a search tree consists in the method of selecting a leaf to form, at first, all the
substitutions that primitivizes this leaf, at second, all child bundles of nodes corresponding
reduction rules. Then, each such substitution “rises” along the branch connecting the leaf to
the root, using the combination operation (see e.g. [2, 3]). This forms the set of admissible
substitutions at the nodes of the search tree: if θ1, . . . , θn are consistent admissible substitutions
of nodes S1, . . . , Sn respectively, and a problem S is related to problems S1, . . . , Sn by a relation
(2), then the combination of θ1, . . . , θn is admissible substitution for the node S.
A problem S is called decidable or solvable if the set of admissible substitutions of the root
S of a some search tree is not empty. Theorem of soundness and completeness holds for the
production system PC (see e.g. [2, 3]), i.e. the following proposition is true: a sequent S is
derivable in a calculus C iff the problem S is decidable in the production system PC.
We define the production system Pi, where i = 1 or 2, that is coupled with single-conclusion
sequent calculus Si from [5]. Note that the article [5] contains an error. In the rules of inference
(⊃→), (&→), (∨ →), (∀ →) and (∃ →), the formula G can be not only an atom, a disjunction
or ⊥, but also a formula of the form ∃xC(x). The system Pi is the standard for justifying the
system Fi. The soundness and completeness of the system Fi will be established by comparison
with Pi. Note that there is an efficient algorithm that maps the derivation subtree from the
search tree in Pi to sequential derivation in Si. And also there is an efficient algorithm that
maps the single-conclusion sequential derivation to proof in natural deduction calculus.
A deductive problem of Pi is a pair (Γ, A), where Γ is a finite set of pseudo-formulas and A
is a pseudo-formula. A deductive problem is primitive if it is of the kind (Γ, >), or it is of the
kind (GΓ, G), where G is an atomic pseudo-formula or ⊥.
Now we formulate the rules of decomposition for our production systems Pi. Next to the line
we indicate the symbolic designation of the rule. The production system P1 includes reduction
rules (⊃→), (→⊃), (& →), (→ &), (∨ →), (→ ∨), (∃ →), (→ ∃), (∀ →), and (→ ∀). The
production system P2 is obtained from P1 by addition of the rule (⊥i). In formulation of rules
below, pseudo-formula G is an atomic, is of the kind C ∨D, is of the kind ∃xC, or ⊥.
• Reduction rules for simplification and splitting:




A (A∨B) Γ→G; B (A∨B) Γ→G









• Reduction rules that introduce Skolem constants:
A(c) (∃xA(x)) Γ → G
(∃xA(x)) Γ → G
(∃ →), Γ → A(c)
Γ → ∀xA(x)
(→ ∀),
where c is a new Skolem constant, i.e. c is a free variable that is used instead of constant.
• Reduction rules that introduce meta-variables:
A(X) (∀xA(x)) Γ → G
(∀xA(x)) Γ → G
(∀ →), Γ → A(X)
Γ → ∃xA(x)
(→ ∃),
where X is a new global meta-variable.
The definition of the production system Pi is complete. The system Pi is a special case of PC ,
where C is Si. In particular, the soundness and completeness theorem for the system Pi with
respect to calculus Si is true.
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3. Production system with Skolemization
Positive and negative occurrences of a pseudo-formula in a given pseudo-formula are determined
inductively. Occurrence of a pseudo-formula into itself is considered as positive. If the pseudo-
formula B is positively (negatively) occurs in the pseudo-formula A, then B is negatively
(positively) occurs in pseudo-formula A ⊃ A′ and positively (negatively) occurs in pseudo-
formulas A&A′, A′&A, ∀xA, A ∨A′, A′ ∨A, ∃xA, and A′ ⊃ A.
Occurrence of a pseudo-formula C into pseudo-formula D is called strictly positive if this
occurrence is positive and is not part of antecedent of some implication in D. Strictly positive
occurrence of existential quantifier ∃x in D is called blocking if this quantifier is part of succedent
of some implication in D. Occurrence of C into D is called strictly positive analytic if this
occurrence, at first, is strictly positive; at second, is not part of the scope of some blocking
existential quantifier in D; at third, is not part of the scope of some disjunction in D. A pseudo-
formula is said to have the pure variable property if no variable both occurs free and occurs
bound, and every two quantifiers bound different variables in this pseudo-formula.
Let A be a pseudo-formula. Let ∃x be a strictly positive analytic quantifier of existence in A
such that ∃x is not blocking. We assume that A has pure variable property. By definition, the
dimension of the variable x in A is the number of different universal quantifiers such that ∃x is
part of the scope of these quantifiers. Let k be the dimension of the variable x in A, and let f be
a k-place function symbol such that the symbol f does not occur into A. Consider the list ∀z1,
. . . , ∀zk of all universal quantifiers in A such that ∃x is part of the scope of these quantifiers
in A. The result of application to a pair 〈A, x〉 of Skolem method of removing of existential
quantifier we will call the pseudo-formula A−
(
x
f(z1, . . . , zk)
)
, where A− means the result of
removing from A the occurrence of ∃x. We denote this pseudo-formula by S(A, x).
By Sk(A) we denote Skolem normal form of pseudo-formula A which define by induction on
number of logical connectives:
• Sk(B&C) = Sk(B) &Sk(C), Sk(B ⊃ C) = B ⊃ Sk(C), Sk(B ∨ C) = B ∨ C, Sk(>) = >,
Sk(⊥) = ⊥.
• If A of the form ∃xB, then Sk(A) = Sk(S(A, x)).
• If A of the form ∀z B, then the calculation process of Sk(A) is divided into two stages. At
the first stage, after removing non blocking strictly positive analytic the existence quantifiers
and introducing the Skolem functions, we obtain the pseudo-formula
A′ = S(. . . (S(S(A, x1), x2), . . .), xl).
At the second stage, after removing all strictly positive analytic the quantifiers of
universality, we obtain the pseudo-formula A′′. Finally, after introducing new local meta-
variables Z1, . . . , Zm, we obtain the desired result Sk(A) = A
′′
(
z1 . . . zm
Z1 . . . Zm
)
.
For instance, the first-order formula ∀x∀y∃v ((∃z (P (x, z) & P (z, y))) ⊃ ∃uQ(x, u, v, y))
converts into the Skolem normal form (∃z (P (X, z) & P (z, Y ))) ⊃ ∃uQ(X, u, f(X, Y ), Y ),
where f is a new Skolem function, X and Y are new local meta-variables.
Let C be a pseudo-formula, and let D be a strictly positive analytic sub-pseudo-formula of C
such that D is an atom, D is a disjunction, D is ⊥, D is >, or D is a pseudo-formula of the
form ∃xA. Let the sub-pseudo-formula D depend on the list of quantifiers
∀z1 . . . ∀zn1∃v1∀zn1+1 . . . ∀zn2∃v2∀zn2+1 . . . ∀znk∃vk∀znk+1 . . . ∀znk+m. (4)
Assume that in the process of Skolemization, at first, when removing quantifiers ∃v1, . . . , ∃vk,
the new Skolem functions ϕn11 , . . . , ϕ
nk
k are introduced; at second, when removing quantifiers
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∀z1, . . . , ∀znk+m, the local meta-variables Z1, . . . , Znk+m are introduced. Then by definition
the protocol of Skolemization for C w.r.t. D is sequence of pseudo-formulas P1, . . . , Pq such that
P1 = C, Pq = D
(
z1 . . . znk+m v1 . . . vk
Z1 . . . Znk+m ϕ
n1
1 (Z1, . . . , Zn1) . . . ϕ
nk




• if Pj = ∀ziB(zi), then Pj+1 = B(Zi);
• if Pj = ∃viB(vi) and ∃vi is not blocking, then Pj+1 = B(ϕnii (Z1, . . . , Zni));
• if Pj = B1 ⊃ B2, then Pj+1 = B2;
• if Pj = B1 &B2 and D is included in Bi, then Pj+1 = Bi.
By definition, the relation of similarity is the reflexive transitive closure of the relation
between pseudo-formulas when one is obtained from the other as a result of replacing a sub-
pseudo-formula of the form A&B by B&A.
For every pseudo-formula C and for every strictly positive analytic sub-pseudo-formula D
of C there exists a pseudo-formula
Q11x11 . . . Q1r1x1r1(C1 λ1 (. . .
Qs1xs1 . . . Qsrsxsrs(Cs λs Qs+1,1xs+1,1 . . . Qs+1,rs+1xs+1,rs+1 D)) . . .)
(5)
such that the pseudo-formula C is similar to (5), the sequence of quantifiers
Q11x11 . . . Qsrsxsrs Qs+1,1xs+1,1 . . . Qs+1,rs+1xs+1,rs+1 (6)
is equal to (4), λi ∈ {&, ⊃}, and the protocol of Skolemization for (5) w.r.t. D is equal to the
protocol of Skolemization for C w.r.t. D. We say that (5) is the normal form of C w.r.t. D.
Let C be a pseudo-formula, and let D be a strictly positive analytic sub-pseudo-formula of C
such that D is an atom, D is a disjunction, D is ⊥, D is >, or D is a pseudo-formula of the
form ∃xA. The prenex form of C w.r.t. D we will call the result of moving of all quantifiers to
the beginning of the pseudo-formula C such that D is part of scope of these quantifiers in C.
It’s obvious that if (5) is the normal form of C w.r.t. D and C ′ is the prenex form of C
w.r.t. D, then the normal form of C ′ w.r.t. D is the following pseudo-formula:
Q11x11 . . . Qs+1,rs+1xs+1,rs+1 (C1 λ1 (C2 λ2 (. . . (Cs λsD)) . . .). (7)
We say that (7) is the prenex normal form of C w.r.t. D. We denote this pseudo-formula by
PNF(C, D).
Assume that F = Sk(C) and (5) is the normal form of C w.r.t. D. Then the Skolem normal
form of the pseudo-formula (5) is the following pseudo-formula:
F1 λ1 (F2 λ2 (. . . (Fs λsG)) . . .), (8)
whereG = Dζ, Fi = C̃iζ, ζ =
(
z1 . . . znk+m v1 . . . vk
Z1 . . . Znk+m ϕ
n1
1 (Z1, . . . , Zn1) . . . ϕ
nk
k (Z1, . . . , Znk)
)
,
C̃i = Ci if λi =⊃, and C̃i = Sk(Ci) if λi = &. We say that (8) is the normal form of F w.r.t. G.
Denote the pseudo-formula (8) by NF(F, G). By definition, the implicant of the normal form
of F w.r.t. G is the following conjunction: Fi1 &Fi2 & . . . &Fin , where λi1 , λi2 , . . . , λin is the
sequence of all implications among λi ∈ {&, ⊃}.
We define the production system Fi, where i = 1 or 2. A deductive problem is a pair
(Sk(Γ) ?G), where Γ is a finite set of pseudo-formulas and G is a pseudo-formula. Here all
pseudo-formulas from Γ and G not include local meta-variables, but probably include global
meta-variables. Note that local meta-variables do not have restrictions on the range of values in
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the search tree. A deductive problem is primitive if it is of the kind (Γ ?>), or it is of the kind
((&j=mj=1 Aj) Γ ?G), where G is equal to Aj for some j, and G is an atomic pseudo-formula or ⊥.
Now we formulate the rules of decomposition for our production systems Fi. Next to the line
we indicate the symbolic designation of the rule.
1. The wording of reduction rules (?&), (? ⊃), (?∨i), (?∀), (?∃), (⊥i) corresponds to the
wording of the rules (→ &), (→⊃), (→ ∨i), (→ ∀), (→ ∃), (⊥i):
Γ ?A1; Γ ?A2
Γ ?A1 &A2




Γ ? ∀xA(x) ,
Γ ?A(X)
Γ ? ∃xA(x) ,
Γ ?⊥
Γ ?G .
2. Let G be a pseudo-formula such that G is an atomic, or G is a disjunction, or G
is of the form ∃xB, or G is equal to ⊥. Let D1 ∨ D2 be a strictly positive analytic sub-
pseudo-formula of a pseudo-formula A. Let the normal form of A w.r.t. D1 ∨ D2 of the
kind A1 λ1 (A2 λ2 (. . . (An λn (D1 ∨ D2)) . . .), where λi ∈ {&, ⊃}. Let Ai1 &Ai2 & . . . &Aik
be the implicant of the normal form. Let η be a substitution such that η replaces all
the local meta-variables in the pseudo-formula A with new global meta-variables. We
denote Ai+1 λi+1 (Ai+2 λi+2 (. . . (An λn (D1 ∨ D2)) . . .) by Bi, where i = 1, . . . , n. By ∆ and
∆j we denote ∆1 = {NF(A, D1 ∨ D2), A1, B1, A2, B2, . . . , Ai1−1, Bi1−1}, ∆j = ∆j−1 ∪
{Bi(j−1) , . . . , Aij−1, Bij−1}, ∆ = ∆k ∪ {Bik , . . . , An, Bn}, Bn = D1 ∨ D2, where
j = 1, . . . , k. We assume that (∆1η AΓ ?Ai1η), . . . , (∆kη AΓ ?Aikη), (Sk(D1η) (∆η)AΓ ?G),
(Sk(D2η) (∆η)AΓ ?G) are solvable problems and θ1, . . . , θk, θk+1, θk+2 are consistent admissible
substitutions of these nodes in search tree respectively. Then (AΓ ?G) is decidable problem too
and the combination of θ1, . . . , θk, θk+1, θk+2 is admissible substitution for this node:
∆1η AΓ ?Ai1η; . . . ; ∆kη AΓ ?Aikη; Sk(D1η) (∆η)AΓ ?G; Sk(D2η) (∆η)AΓ ?G
AΓ ?G
(∨?).
3. Let G be a pseudo-formula such that G is an atomic, or G is a disjunction, or G
is of the form ∃xB, or G is equal to ⊥. Let ∃y D(y) be a strictly positive analytic sub-
pseudo-formula of a pseudo-formula A. Let the normal form of A w.r.t. ∃y D(y) of the
kind A1 λ1 (A2 λ2 (. . . (An λn (∃y D(y))) . . .), where λi ∈ {&, ⊃}. Let Ai1 &Ai2 & . . . &Aik
be the implicant of the normal form. Let η be a substitution such that η replaces all
the local meta-variables in the pseudo-formula A with new global meta-variables. We
denote Ai+1 λi+1 (Ai+2 λi+2 (. . . (An λn (∃y D(y))) . . .) by Bi, where i = 1, . . . , n. By ∆
and ∆j we denote ∆1 = {NF(A, ∃y D(y)), A1, B1, . . . , Ai1−1, Bi1−1}, ∆j = ∆j−1 ∪
{Bi(j−1) , . . . , Aij−1, Bij−1}, ∆ = ∆k ∪ {Bik , . . . , An, Bn}, Bn = ∃y D(y), where j = 1, . . . , k.
Let c be a new free variable in search tree. We assume that (∆1η AΓ ?Ai1η), . . . , (∆kη AΓ ?Aikη),
(Sk(D(c)η) (∆η)AΓ ?G) are solvable problems and θ1, . . . , θk, θk+1 are consistent admissible
substitutions of these nodes in search tree respectively. Then (AΓ ?G) is decidable problem too
and the combination of θ1, . . . , θk, θk+1 is admissible substitution for this node:
∆1η AΓ ?Ai1η; . . . ; ∆kη AΓ ?Aikη; Sk(D(c)η) (∆η)AΓ ?G
AΓ ?G
(∃?).
4. We assume that G and G′ are pseudo-formulas such that G and G′ are atomic or ⊥, G and
G′ are unifiable, and G′ is a strictly positive analytic sub-pseudo-formula of a pseudo-formula A.
Let η be a substitution such that η replaces all the local meta-variables in the pseudo-formula A
with new global meta-variables, σ = MGU(G, G′η), ξ = η◦σ and the normal form of A w.r.t. G′
of the kind A1 λ1 (A2 λ2 (. . . (An λnG
′)) . . .), where λi ∈ {&, ⊃}. Let Ai1 &Ai2 & . . . &Aik be
the implicant of the normal form. We denote Ai+1 λi+1 (Ai+2 λi+2 (. . . (An λnG
′)) . . .) by Bi,
where i = 1, . . . , n. By ∆j we denote ∆1 = {NF(A, G′), A1, B1, . . . , Ai1−1, Bi1−1}, ∆j =
∆j−1 ∪ {Bi(j−1) , . . . , Aij−1, Bij−1}, where j = 1, . . . , k. We assume that ∆1ξ AΓ ?Ai1ξ, . . . ,
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∆kξ AΓ ?Aikξ are solvable problems and θ1, . . . , θk are admissible substitutions of these nodes
in search tree respectively such that σ, θ1, . . . , θk are consistent substitutions. Then (AΓ ?G)
is decidable problem too and the combination of σ, θ1, . . . , θk is admissible substitution for this
node:
∆1ξ AΓ ?Ai1ξ; ∆2ξ AΓ ?Ai2ξ; . . . ; ∆kξ AΓ ?Aikξ
AΓ ?G
(⊃?).
The definition of the production systems Fi is complete. The production system F1 includes
reduction rules (?&), (?⊃), (?∨), (?∃), (?∀), (∨?), (∃?), and (⊃?). The production system F2 is
obtained from F1 by addition of the rule (⊥i).
Theorem of soundness and completeness. A sequent Γ → A is derivable in Si iff the
problem (Sk(Γ) ?A) is decidable in Fi.
The proof of the theorem is easily obtained from two observations 2 and 4, which are
consequences of observations 1 and 3, respectively. These observations are formulated below
and are proved in the same way as in article [3]. For the production system obtained from Pi
by addition of decomposition rule formulated in observation 1 we use the notation P ′i. We
denote the production system obtained from Pi as the result of generalization to an arbitrary
pseudo-formula in a succedent by P i. For the production system obtained from Fi by addition
of decomposition rules formulated in observation 3 we use the notation F i.
Observation 1. For every pseudo-formula C and for every strictly positive analytic sub-
pseudo-formula D of C such that (PNF(C, D)C Γ, A) is a decidable problem in Pi and θ is an
admissible substitution for this problem holds the problem (C Γ, A) is decidable in Pi and θ is
an admissible substitution too.
Observation 2. If a problem (Sk(Γ) ?A) is decidable in Fi, then the problem (Γ, A) is
decidable in P ′i.
Observation 3. In the following six rules, C is an arbitrary pseudo-formula. The first five
of them are admissible in F1. And all six are admissible in F2:
Sk(A)Sk(B)Sk(A&B) Γ ?C
Sk(A&B) Γ ?C ,
Sk(A⊃B) Γ ?A; Sk(B)Sk(A⊃B) Γ ?C
Sk(A⊃B) Γ ?C ,
Sk(A(X))Sk(∀xA(x)) Γ ?C
Sk(∀xA(x)) Γ ?C ,
Sk(A(y))Sk(∃xA(x)) Γ ?C
Sk(∃xA(x)) Γ ?C ,
Sk(A)Sk(A∨B) Γ ?C; Sk(B)Sk(A∨B) Γ ?C
Sk(A∨B) Γ ?C ,
Γ ?⊥
Γ ?C .
Observation 4. If a problem (Γ, A) is decidable in P i, then the problem (Sk(Γ) ?A) is
decidable in F i.
4. Conclusion
Earlier the production system of heuristic search for logical classical inference, which uses partial
Skolemization, has shown high efficiency (see [3, 4]). In this paper, similar production systems
are formulated for intuitionistic and minimal logic. This completes the construction of the
theoretical foundation for the effective method of automated reasoning from article [4].
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