| INTRODUCTION
Numerical methods are applied in vegetation classification studies to reduce the dimensionality of the data in seeking patterns, to increase objectivity in the analyses and thus to enhance the reproducibility of results. Still, classification protocols often rely on subjective decisions that can significantly influence the results (De Cáceres et al., 2015) . Subjective choices can hardly be avoided, yet they should be well informed and logical to make the analytical procedures reliable and repeatable. In numerical classifications, according to Lengyel and Podani (2015) , the choice of the number of clusters and the weight attributed to abundant species relative to scarce species (hence the data transformation) are among the most influential decisions that have to be considered carefully. If the aim of the classification is to delimit a pre-set number of vegetation types within the data set, then the choice of the resulting clusters should be guided by practical considerations. In certain cases there is also reasonable external information available for selecting a transformation function. For instance, if the abundance estimations are deemed inaccurate, only presence/ absence data should be used. Equally, if the purpose of the study is to analyse vegetation types characterized by dominant species, it is more logical to apply a transformation giving high emphasis to differences in species abundance. However, if the aim of the classification is to explore variation by separating and differentiating vegetation types, classifications using a suite of contrasting parameters should be produced. These should be evaluated a posteriori in order to identify the optimal parameter values yielding in the 'best' (according to the set criteria) classification.
The optimal number of clusters can be sought by calculating cluster effectiveness (or validity) index for classifications with increasing numbers of clusters. Thus, the optimal number of clusters is the one where the effectiveness index reaches maximum or minimum, depending on scaling. This procedure is widely known and regularly applied in classification studies (Botta-Dukát, Chytrý, Hájková, & Havlová, 2005; Tichý, Chytrý, Hájek, Talbot, & Botta-Dukát, 2010; Tichý, Chytrý, & Smarda, 2011) . However, we are aware of only a few examples when authors evaluated different data transformations for finding the optimal weighting of abundances that would reveal biological patterns most effectively or would lead to the most stable results. Jensen (1978) evaluated the effect of several data transformations on classifications and ordinations of a lake vegetation data, and concluded that 'extreme transformations' (i.e., those giving high weight either to high abundance values or, in opposition, to presence/absence data) can yield significantly different results. This finding was corroborated by Campbell (1978) and van der Maarel (1979) . Wilson (2012) compared the stability of ordination analyses performed on various vegetation samples using different transformations of abundance and concluded that the 'optimal' transformations depend on context, such as geographic extent, environmental heterogeneity, disturbance status of the study area and quality of abundance estimations. Although, any 'optimal' parameterization supposed to produce a robust classification is specific for the actual data set, the low interest of researchers in finding them, or at least in assessing the performance of methods they apply, is surprising, given that vastly different results can be achieved by application of different abundance scales in multivariate analyses-a fact well known for long time (Austin & Greig-Smith, 1968; Noy-Meir, Walker, & Williams, 1975; van der Maarel, 1979) .
In this paper, we introduce a procedure for choosing the combination of two factors, namely (1) the number of clusters and (2) varying scale of transformation power, assisting in identification of the most effective classification outcome. Like other approaches aimed at determination of the optimal number of clusters (Aho, Roberts, & Weaver, 2008) , a general guideline for finding the optimal transformation would be to find the function that leads to the most stable of several possible classifications produced by differently parameterized transformation functions. We show that changing one of these two factors has an impact on the optimal values of the other, which influences the biological interpretation of the classification result, and therefore we promote their joint optimization. We test this approach using real and simulated data sets.
| METHODS

| Grasslands data set
The Grasslands data set consists of phytosociological plots collected in the colline and montane belts of northern Hungary. This data set represents different types of mesic, unproductive to moderately productive, grazed, mown and recently abandoned grasslands on neutral to acidic soils. Several types can be recognized by their dominant species, e.g., Agrostis capillaris, Arrhenatherum elatius, Danthonia decumbens, Festuca rubra and Nardus stricta. However, these types are not floristically distinctly separated, and stands with different dominant species can be similar in the overall species composition.
| Wetlands data set
The Wetlands data set was extracted from the WetVegEurope database (Landucci et al., 2015) . It contains plots from Austria, Czech Republic, Germany, Hungary, Poland, Slovakia and the Netherlands.
In these plots the diagnostic species of the class PhragmitoMagnocaricetea (according to Mucina et al., 2016) should have dominance of at least 25% of the total cover. Only plots having at least five species and plot sizes between 15 and 50 m 2 were included. The data set was subject to geographic stratification and to heterogeneityconstrained random resampling (Lengyel, Chytrý, & Tichý, 2011) as modified by Wiser and De Cáceres (2013) in order to avoid pseudoreplications and maximally diversify the data set. In this data set, several types can be distinguished on the basis of dominant species, however many of these communities share a similar species pool.
Therefore, classifications are expected to vary with changing power of the data transformation.
| Kwongan data set
The Kwongan data set is composed of 375 plots of natural shrubland (heath-like) vegetation of the Geraldton Sandplains (surrounds of the Eneabba township), Western Australia. This unique, endemicrich vegetation is supported by sandy soils extremely depleted in phosphorus (and also nitrogen)-a product of prolonged tectonic quiescence of the Western Australian landscapes spanning hundreds of millions of years, resulting in lack of soil rejuvenation and progressive nutrient leaching, combined with relatively stable and predictable climatic seasonality, and predictable natural fire disturbance (Lambers, 2014) . This data set exemplifies an unusual, yet real situation: both α-and β-diversity are high, resulting in high regional species pool (γ-diversity). Species dominance (in terms of biomass and projected cover) in this vegetation is supressed. We expect that the classification outcomes would be quite resistant to changes of the magnitude of the data transformation.
Characteristics of the three data sets are summarized in Table 1 . A more in-depth analysis of the Grasslands data set is presented, while we focused on the relationship between the examined methodological decisions and classification stability in the Wetlands and the Kwongan data sets.
| Simulated data
Simulated data matrices consist of N plots (in the rows) and S species (in the columns). Plots belong to K clusters of equal size, thus the number of plots is N/K = n in each cluster, and n is a pre-defined integer. Ten species occur in each cluster and each species occurs in two clusters, thus S = 10 × K/2. Each species has constant abundance across plots within a cluster, while the abundances may differ among clusters. The abundances of species within one of the two clusters where they occur, are drawn from a Poisson-lognormal distribution (Bulmer, 1974) where the mean and SD of the lognormal distribution are (2; 1) on a log scale. For the other cluster, the order of abundances is reversed, thus if a species was the most abundant in one of the clusters where it occurs, then this species will be the least abundant in the other one (considering only species occurring in this cluster). These matrices, therefore, consist of plots of K clusters according to raw abundances of species, but K/2 clusters according to presence/absence data because pairs of clusters share the same species occurring with different abundances. We expect the optimal number of clusters to be K/2 with low exponents, while with high exponents optimal solution should comprise K clusters. Notably, abundance-based clusters are nested within clusters based on presence/absence data. Within each cluster, plots are identical, thus the clustered structure is initially
perfect. An example matrix is shown in Appendix S1. Then, noise was added to this initial matrix following the method of Gotelli (2000) According to Hill (1973) . b Mean of diversity of order 1 divided by diversity of order 0, the latter being species richness.
T A B L E individual, thus the sum and the marginal totals of the submatrix do not change. Finally, the original order of rows and columns is restored.
A single swap would affect a sparse matrix more than one with high fill. Also, large matrices are more 'resistant' to the same number of swaps than small ones. Therefore, noise is added to the matrices in discrete levels, one level consisting of as many swaps as the number of non-zero elements in the matrix. Our preliminary analyses suggested that in this way a comparable amount of stochasticity can be added to matrices of different size and fill.
Five simulation series were performed, each of them with five different set-ups. In these series, one or two parameters were changed systematically in order to generate simulated matrices that would differ in: (1) When SD is high, there is one or a few highly dominant species within a plot and many very scarce species, while with lower SD species abundances should be balanced.
| Classification method
For classifying the data sets, we used the partitioning around medoids method (PAM; Kaufman & Rousseeuw, 1990) 
| Evaluation of classifications
Several approaches for evaluating classifications exist, and each of them involves numerous indices (Milligan & Cooper, 1985; Vendramin, Campello, & Hruschka, 2010) . These approaches include correlating the original distances between objects and their representations in the classification (Rohlf, 1974) , measuring compactness, connectedness and separation of clusters (Popma, Mucina, van Tongeren, & van der Maarel, 1983) , assessing the robustness of the results to changes in methodological decisions and choice of variables (Chiang & Mirkin, 2010) , repetitiveness (McIntyre & Blashfield, 1980) , stability (Hennig, 2007) , interpretability (Tichý et al., 2010) and predictive power (Lyons, Keith, Warton, Somerville, & Kingsford, 2016) of the classification, and degree of divergence from a random classification (Hunter & McCoy, 2004) .
A family of classification effectiveness (or validity) measures called geometric indices (Aho et al., 2008 ) rely on dissimilarities between plots which involve a decision on the weighting of species abundances.
For example, if an effectiveness index uses resemblances calculated by the Jaccard index (Podani, 2000) using presence/absence data, then the classifications produced on the basis of binary occurrences of species are likely to seem to be 'better' than classifications based on cover percentages. However, not only geometric indices need decisions on data transformation. The non-geometric OptimClass indices (Tichý et al., 2010) , which use the number of characteristic species of clusters as the measure of effectiveness, can be calculated from both presence/absence and cover percentage data. As the form of cover transformation is known to strongly affect the fidelity values of species (Willner, Tichý, & Chytrý, 2009) , it is expected that classifications based on presence/absence data would have more character species, if only binary occurrences are considered for fidelity calculations, while classifications using cover data would seem less effective.
For an unbiased comparison of effectiveness among classifications based on different data transformations and cluster numbers, it is necessary to compare all classifications to a standardized reference.
The stability index, introduced by Tichý et al. (2011) , meets this criterion. It compares the classification of plots in the original data set with classifications of its subsets selected by bootstrap resampling with subsequent elimination of duplicates . The similarity between the cluster assignments of resampled plots in the original classification and in the classification of the subset is calculated using the mean standardized lambda (hereafter called MSL), the standardized version of Goodman & Kruskal's lambda index (Goodman & Kruskal, 1954; Appendix S2) . In our analysis, we used 50 without-replacement bootstrap samples for each classification produced by different cluster numbers and data transformations. MSL was plotted on a so-called heat map, in which the colour of the respective segment of the space defined by two explanatory variables (i.e., the power exponent and cluster number) refers to the magnitude of the dependent variable (i.e., MSL).
The marginal distribution of the heat map can also be examined for determining those parameter values which are likely to provide the most effective classification ourcomes, or the lowest or highest variation in classification stability. If one of the parameters, e.g., the exponent, is fixed to an actual value, the mean of the MSL values obtained with changing the other parameter, i.e., the number of clusters,
gives how stable the classifications obtained with the actual exponent are on average. By using the SD instead of the mean, the variation of stability can also be expressed. Therefore, the SD is a measure of how important the decision is about one of the two parameters if the other one is fixed to an actual value. The use of marginal distributions is showed only for the Grasslands data set.
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The most stable classification of a real data set (i.e., the classification with settings resulting in the absolute maximum of MSL and the darkest segment on the heat map) was evaluated by creating a synoptic table containing frequency, average percentage cover and fidelity of species. The fidelity of species to clusters was calculated using the phi coefficient on 0-100 scale (Chytrý, Tichý, Holt, & Botta-Dukát, 2002 
| RESULTS
| Grasslands data set
The heat map (Figure 1) showed that the MSL values varied considerably across cluster number and power exponent. With presence/ absence data (a = 0), stability was highest at the five-cluster solution.
From a = 0.05 to a = 0.25, the three-cluster level was the most stable, and 0.50 resulted in the highest stability values on average, and the SD of stability was also the lowest in this interval (Figure 2 ). Nevertheless, a second local optimum was found at a = 0.8, although the SD was much bigger here. Across the cluster levels, the three-and four-cluster solutions were the most stable on average, while stability values did not vary much, except for two clusters where SD was highest.
We used the most stable classification (i.e., four clusters and expo- Cluster A4 contains grasslands dominated by Nardus stricta, in which species of waterlogged soils are also present. This type is traditionally also called 'Hygro-Nardetum' (Borhidi, Kevey, & Lendvai, 2012 ).
In the presence/absence case (a = 0), five clusters were differentiated. Hereafter, this classification is called 'Partition B'. Cluster B1 included many plots of Cluster A1 and A3, thus representing mesic meadows with some species of the Violion caninae, and matching the species composition of Anthoxantho-Agrostietum. Cluster B2
and B3 contained mostly plots previously classified to A2, thus differentiating between two subtypes of Diantho-Arrhenatheretum:
one with more hygrophilous, and one with more forest-steppe species. Cluster B4 represents the 'Hygro-Nardetum' type, thus is similar to Cluster A4. Cluster B5 contains only two plots similar to the
Anthoxantho-Agrostietum.
With a = 0.15 and three clusters, a local peak was detected, referred to as Partition C. Cluster C1 contains many plots representing the types mediating between the Arrhenatheretalia and Violion caninae, formerly classified to Clusters A1 and A3. Cluster C2 represents the Diantho-Arrhenatheretum, and is very similar to Cluster A2. Cluster C3
represents the 'Hygro-Nardetum' and matches Cluster A4.
With a = 1 (no data transformation), three clusters provided the most stable resolution. This classification was called Partition D.
Cluster D1 represents grasslands on nutrient-poor soils, including the 'Hygro-Nardetum' and other types related to the Violion caninae 
| Wetlands data set
The optimal number of clusters ranged between three and seven when the exponent ranged between 0 and 0.20 (Figure 3 ). With higher exponents, the optimal cluster levels increased too; from a = 0.35 the most stable classifications were found at levels of more than 30 clusters. In the binary case (a = 0), the optimal cluster level was six, with Obviously, Partition W showed very low congruence with the syntaxonomic system and Parition Z (Appendix S8).
Classifications with a = 0 and a = 0.80 not only differ in the resolution. As shown in Appendix S8, clusters of the latter are not nested within the former, instead it is very common that plots classified to the same cluster at a = 0.80 are assigned to different clusters at a = 0. 
| Kwongan data set
The MSL values varied much at low levels of cluster numbers (up to six clusters) and showed much less (and also less predictable) variability at cluster levels above six (Figure 4 ). The highest MSL values occurred at the cluster levels two and four. The highest classification stability was detected at the four-cluster level (for exponents spanning 0.0 and 0.75) or the two-cluster level (for exponents spanning 0.8 and position of the clusters in a PCoA ordination also supports the notion that the main compositional patterns are similarly revealed by different abundance weighting (Appendix S12).
| Simulations
At the noise level 1, where abundances were strongly downweighted (a = 0 or a = 0.1), the stability was highest at the predefined number of four species pool-based clusters ( Figure 5 ). From a = 0.2 to a = 0.7, two peaks were found, namely at the four-and eight-cluster levels, the latter being of higher stability, and with one intermediate peak at a = 0.3 and seven clusters. Where abundance differences were not or only slightly reduced (a > 0.7), only the eight-cluster peak was obvious. From the noise level 2 and higher, the stability peaked at the eight-cluster level. As more levels of noise were added, classifications with a low exponent were becoming less and less stable.
Two optimal cluster levels were found where the number of plots in each cluster was five ( Figure 6 ). From a = 0 to a = 0.4, the fourcluster peak (corresponding to the species pool-based number of clusters) was higher, but from a = 0.5 to a = 1 the eight-cluster solution (i.e., the abundance based optimum) was the most stable. The pattern of stability was similar, although, less distinct, with clusters of 10 and 25 plots. However, with 50 plots per cluster, the locations of the optima were more irregular, with several peaks between four and eight clusters. With 100 plots per cluster, the optima were detected at four clusters for most of the exponent values, except for a = 0.3 and a = 0.4.
When the number of clusters increased from four with constant cluster sizes, the typical pattern of lower optima at low exponents and higher optima at high exponents were found in most cases, yet with some exceptions (Figure 7) . Where the species pool-based cluster number was two and the abundance-based cluster number was four, three clusters were the most stable with a low exponent and four with a high exponent. With a higher number of true clusters, the most stable classification identified the pre-defined cluster numbers correctly:
eight, 12, 16 and 24 clusters with higher exponents, and four, six, eight and 12 clusters with lower exponents. The point of inflection, when the observed optima shifted from the species pool-based level to the abundance-based level, was variable. Yet a broad interval with at least two local peaks of stability was detectable in all heat maps at intermediate exponent values. Cluster numbers between the species pool-based and the abundance-based optima also came out as optimal in some cases, especially with exponents near the inflection value.
A very similar pattern was found when the number of clusters and cluster sizes were changed with constant sample size (Appendix S13).
The species pool-based and the abundance-based cluster numbers were recovered correctly as local or global peaks. Between them, intermediate levels also gained high stability values, but they were identified as optimal only in a few cases. With SD = 0.1 the optimal cluster level was four clusters irrespective of the exponent value (Appendix S13). Using a > 0.5 classifications of seven and eight groups showed local peaks. With increasing SD, the stability of classifications with eight clusters and high exponent also increased. With SD = 4, the eight-cluster solutions appeared the most stable, except for when a = 0, i.e., in the binary case.
| DISCUSSION
| Evaluation of the real data
The choice of data transformation and cluster number influences the delimitation of vegetation types, as concluded in several other studies (Jensen, 1978; Lengyel & Podani, 2015) . Certain types (e.g., The Kwongan data provided a special insight into the interaction of data transformation and cluster number. Changing the exponent also changed the optimal number of clusters, and the resulting stable classifications were moderately congruent. However, even these, seemingly less similar classifications revealed the most important ecological pattern on the basis of faithful species-the soil gradient, although fine patterns of transitional subtypes between the extremes were not detected equally well. The Kwongan data set, due to its high β-diversity and balanced within-plot abundance distribution, was less sensitive to changes in data transformation and cluster number in terms of biological interpretation, even though the assignment of plots showed some variation. 
Diantho-Arrhenatheretum
| Lessons from the simulations
In the simulations, we generated data structure with contrasting patterns with respect to occurrence information. If abundance information were emphasized, the true number of clusters (vegetation types) was twice as high as in cases where only presence/absence data were considered, hence we differentiated a 'species pool-based' and an 'abundance-based' number of clusters. In reality, however, also the opposite can be observed, where a few species can be dominant in habitats with different species pools. In such a case the number of abundance-based clusters could be lower than those based on species pools, as seen with the Kwongan data set.
We expected that weak data transformations (the exponent being close to 1), which preserve the differences in original abundance patterns, would yield a higher cluster number, while strong transformations (the exponent approaching 0), which significantly reduce abundance differences, would find half of this number of clusters optimal. Our results confirmed this expectation.
We introduced stochasticity to artificial data using a similar method as that of Gotelli (2000) , called 'noise test'. This type of noise made classifications with stronger transformations less stable than those involving weak transformations. This result can be understood by recalling how we generated species abundances and noise. The species abundances had been drawn from a Poisson-lognormal distribution, which resulted in many scarce and few abundant species. Considering that the artificial matrices are designed in a way that their matrix fill is low, swapping individuals can moderately reduce the abundance of species in a plot, or it can slightly increase less abundant species, or make absent species present with low abundance. However, it is unlikely to make an abundant species absent in a plot, or to make an absent species very abundant. As a result, the applied noise affected binary information more than the proportions of abundances which determine classifications involving weak data transformations. We believe that this type of noise simulates a common form of stochasticity in nature that is caused by random death of individuals followed by random colonization.
The simulations have revealed several tendencies in classification stability as related to cluster number, data transformation and sample properties. With increasing size of clusters, the number of abundancebased clusters was underestimated, while the number of clusters based on species pools was detected correctly. Despite this observation with both fixed and changing total sample size, we cannot offer a clear explanation for this finding.
Based on the tests with a modified pre-defined number of clusters with fixed cluster sizes, the stability as optimality criterion seems to track the changes correctly in most cases. However, when the number of clusters based on presence/absence data was two, the most stable classifications were obtained at the three-cluster level with strong transformation. (With weak transformations, the abundancebased number of clusters was correctly found at the level of four clusters.) Moreover, in a few cases, optima were indicated between the species pool-based and the abundance-based levels. When the total sample size was fixed, but number and size of clusters changed, stability performed similarly well. Some inconsistency was found at four abundance-based clusters, where the most stable level was found at two clusters for all but one value of the exponent. Surprisingly, the exception was the binary case (a = 0) where all classifications were generally less stable and the optimum was at the pre-defined number of clusters based on abundance, i.e., four clusters. This contradicts our expectation and we have no clear explanation for this. Despite the above-mentioned spurious exceptions, the stability seemed rather robust and accurate across a wide range of cluster numbers with PAM.
In real situations, mapping a goodness of classification measure as a function of data transformation and cluster number would help avoid less effective parameter combinations.
Testing the effect of community dominance on stability by changing the logarithm of SD of species abundances revealed that at the lowest dominance (i.e., low SD), the number of clusters based on species pool was optimal regardless of data transformation. As dominance increased, abundance-based cluster number became more stable and was identified as optimal. This is in line with the common experience that in monodominant vegetation types (e.g., aquatic and marsh vegetation) classifications based on abundance data are more effective and can markedly differ from presence/absence-based classifications, while when the species abundances are more balanced, accounting for abundance differences does not give significantly different or more effective classification than that obtained by species composition.
| CONCLUDING REMARKS
Classification stability depends both on cluster number and data trans- Stability, as proposed by Tichý et al. (2011) , is a standardized measure of classification effectiveness because every single classification is compared to classifications of its without-replacement bootstrap subsamples obtained with exactly the same methods. We have chosen this index in our study because of this advantage. However, there are many other measures of effectiveness, but we have chosen not to evaluate them experimentally in this paper. For answering specific research questions, other indices may be more appropriate than stability.
In such cases the workflow of testing the effect of data transformation and cluster number on classification effectiveness, and the visualization of results should be the same as presented here, only the measure of effectiveness should be replaced by an alternative. Moreover, it is also possible to perform the optimization analysis using several different effectiveness measures, and then combine the results in order to LENGYEL Et aL.
identify the classification that is the most effective on average across the applied indices.
Apart from the cluster number and the power exponent, we see no obstacles to test the effect of other types of methodological decisions using our approach. For example, an effectiveness measure might be calculated for classifications obtained by different values for the β parameter of the flexible clustering method of Lance and Williams (1967) , and the β value providing the most stable classification might be determined. Moreover, our optimization approach can also easily be adapted to ordinations. If the cluster effectiveness index applied here is substituted by a measure of stability of ordinations (as done by Wilson, 2012) , the effect of data transformation on the stability of ordinations can be evaluated systematically. The extension of the optimization procedure presented here beyond data transformation and cluster number is a future direction of our research.
