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Abstract
We establish the large deviation principle for the slow variables in slow-fast
dynamical system driven by both Brownian noises and Le´vy noises. The fast
variables evolve at much faster time scale than the slow variables, but they
are fully inter-dependent. We study the asymptotics of the logarithmic func-
tionals of the slow variables in the three regimes based on viscosity solutions
to the Cauchy problem for a sequence of partial integro-differential equations.
We also verify the comparison principle for the related Cauchy problem to
show the existence and uniqueness of the limit for viscosity solutions.
Keywords: Large deviations, slow-fast dynamical system, Le´vy noises,
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1. Introduction
Many dynamical systems under random influences often involve the in-
terplay of slow and fast variables. For instance, climate-weather interaction
✩This work was partly supported by the NSFC grants 11701200, 11771161, 11771449
and 0118011074.
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models, geophysical flows, macromolecules and planetary motion [28, 30,
31]. The slow-fast systems described by stochastic differential equations are
thought to be appropriate mathematical models for those dynamical systems.
We consider the following slow-fast stochastic dynamical system driven
by both Brownian noises and Le´vy noises :

dXε,δt = εb1(X
ε,δ
t− , Y
ε,δ
t− )dt+
√
2εσ1(X
ε,δ
t− , Y
ε,δ
t− )dW
(1)
t
+ ε
∫
R\{0}
k1(X
ε,δ
t− , Y
ε,δ
t− , z)N˜
(1), 1
ε (dz, dt), Xε,δ0 = x0 ∈ R,
dY ε,δt =
ε
δ
b2(X
ε,δ
t− , Y
ε,δ
t− )dt+
√
2ε
δ
σ2(X
ε,δ
t− , Y
ε,δ
t− )(ρdW
(1)
t +
√
1− ρ2dW (2)t )
+
∫
R\{0}
k2(X
ε,δ
t− , Y
ε,δ
t− , z)N˜
(2), ε
δ (dz, dt), Y ε,δ0 = y0 ∈ R,
(1.1)
where N˜ (1),
1
ε (., .), N˜ (2),
ε
δ (., .) are independent compensated Poisson random
measures
N˜ (1),
1
ε (., .) = N (1),
1
ε (., .)− 1
ε
ν1(dz)dt, N˜
(2), ε
δ (., .) = N (2),
ε
δ (., .)− ε
δ
ν2(dz)dt,
with associated Poisson random measures N (1),
1
ε (., .), N (2),
ε
δ (., .) and intensity
measures 1
ε
ν1(dz)dt,
ε
δ
ν2(dz)dt, in which νi, i = 1, 2 are Le´vy measures, i.e., σ-
finite measures on R \ {0} such that ∫
R\{0}
(1∧z2)νi(dz) <∞. W (1),W (2) are
independent Brownian motions independent of N˜ (1),
1
ε (., .), N˜ (2),
ε
δ (., .), with
ρ ∈ (−1, 1) constant. ε, δ are two small positive parameters, which describe
the separation of time scale between the slow variables Xε,δt and the fast
variables Y ε,δt . Indeed, Y
ε,δ
t evolve at faster time scale s =
t
δ
than Xε,δt with
δ < ε≪ 1.
In the last years, the long time large deviations behavior of slow-fast
systems has attracted more and more attention because of the various appli-
cations in the fields of statistical physics, engineering, chemistry and financial
mathematics [4, 14, 24]. The behavior of the slow variables on time-scales
that are much longer than that over which the fast variables evolve, can be
characterized via a large deviation principle.
The existence of a large deviation principle for slow-fast systems based on
Brownian noise has been extensively investigated [10, 23, 34]. Feng, Fouque
and Kumar derived a large deviation principle for stochastic volatility models
in two regimes where the maturity is small, and deduced asymptotic prices
for out-of-the-money call and put options in [19]. Moreover, Bardi, Cesaroni
and Ghilli [8] proved a large deviation principle for three regimes of stochastic
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systems affected by a stochastic volatility evolving at a faster time scale, and
applied it to the asymptotics of option prices near maturity.
The study of the large deviation principle for slow-fast systems driven by
non-Gaussian Le´vy noises is still in its infancy, but some interesting works
are emerging. The large deviations for a specific class of slow-fast systems,
where the slow process is a diffusion and the fast process is a mean-reverting
process driven by a Le´vy process, was studied in [9]. For system of the
form (1.1) with δ = ε2, in which the slow and fast jump-diffusions are fully
inter-dependent, the slow process has small perturbative noise and the fast
process is ergodic, a large deviation principle was established in [26]. Their
methods based on viscosity sloutions to the Cauchy problem for a sequence
of partial integro-differential equations and a construction of the sub- and
super-solutions to related Cauchy problems.
The viscosity solution theory is an appropriate tool to deal with many
interesting partial integro-differential equations for which there exist no clas-
sical solutions [3, 6, 29]. In the viscosity method, the comparison principle
has been used to prove the convergence of viscosity solutions to the Cauchy
problem for partial integro-differential equations [2, 5, 22]. To obtain the
large deviation principle for system (1.1), we follow the viscosity solution
approach in [17, 19, 20, 26].
The main goal of this work is to analyze in detail the structure of the
large deviation principle for the slow variables {Xεt }ε>0 of system (1.1) with
δ = εα, α > 1 in three different regimes. By Bryc’s inverse Varadhan lemma
[14, Section 4], the key step is to prove that the functionals {Uε}ε>0 that
satisfy the Cauchy problem (2.12) converge to some quantity independent of
y described by the Cauchy problem (3.16).
We first take the relaxed upper and lower semi-limits U↑ and U↓ of
{Uε}ε>0 for the Cauchy problem (2.12), and then get the upper- and lower-
semicontinuous functions Uˆ and Uˇ , respectively. Subsequently, by using
an indexing set λ ∈ Λ, we construct a family of operators Hˆλ and Hˇλ,
such that Uˆ is a subsolution of the Cauchy problem for the operator Hˆ =
infλ∈Λ{Hˆλ}, and Uˇ is a supersolution to the Cauchy problem for operator
Hˇ = supλ∈Λ{Hˇλ}. After that we prove a comparison principle between subso-
lutions of Hˆ and supersolutions of Hˇ . Finally, we show that this comparison
principle implies convergence of solutions {Uε}ε>0 for the Cauchy problem
(2.12) with Hε on the compact subsets of [0, T ]×R×R to the unique viscosity
solution U0 for the Cauchy problem (3.16) with H0.
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This paper is organized as follows. In Section 2, we give some precise
conditions for the slow-fast system, and describe the Cauchy problem (2.12)
satisfied by {Uε}ε>0. In Section 3, we introduce the limit Hamiltonian H0
that has different forms in the three regimes depending on α: supercritical
case for α > 2, critical case for α = 2 and subcritical case for α < 2. In
Section 4, we derive the comparison principle and present the convergence
result for solutions of the Cauchy problem (2.12) withHε identified in Section
2 to the unique viscosity solution of the Cauchy problem (3.16) with H0
identified in Section 3. The large deviation principle for the slow variables
{Xεt }ε>0 is presented in Section 5.
2. Preliminaries
Throughout this paper, (Ω,F ,P) is a probability space. Let P(R) denote
the space of probability measures on R. We consider Euclidean space Rd
endowed with the Borel σ-algebra B(Rd). For a differentiable function f :
R
d → R, the partial derivative with respect to x is denoted by ∂xf . As usual,
Ckb (R
d) is the space of k-times bounded continuously differentiable functions,
Cb(R
d) is the space of bounded uniformly continuous functions, and Cc(R
d)
is the space of the continuous functions with compact support. And we use
“ := ” as a way of definition.
To keep notation as simple as possible, we restrict ourselves to one-
dimensional case. The variables Xε,δt and Y
ε,δ
t in system (1.1) lie in Eu-
clidean state space R that is locally compact. Most of the results for multi-
dimensional case can be proved in a similar fashion by considering the coor-
dinates.
We introduce the following conditions. The functions b1(x, y), b2(x, y),
σ1(x, y), σ2(x, y), k1(x, y, z), k2(x, y, z) in system (1.1) satisfy
(C1) Lipschitz condition : ∃K1 > 0 such that, for all (x1, y1), (x2, y2) ∈ R2,
|b1(x2, y2)− b1(x1, y1)|2 + |b2(x2, y2)− b2(x1, y1)|2
+ |σ1(x2, y2)− σ1(x1, y1)|2 +
∫
R\{0}
|k1(x2, y2, z)− k1(x1, y1, z)|2ν1(dz)
+ |σ2(x2, y2)− σ2(x1, y1)|2 +
∫
R\{0}
|k2(x2, y2, z)− k2(x1, y1, z)|2ν2(dz)
≤ K1[ (x2 − x1)2 + (y2 − y1)2 ].
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(C2) Growth condition : ∃K2 > 0 such that, for all (x, y) ∈ R2,
|b1(x, y)|2 + |b2(x, y)|2 + |σ1(x, y)|2 + |σ2(x, y)|2
+
∫
R\{0}
|k1(x, y, z)|2ν1(dz) +
∫
R\{0}
|k2(x, y, z)|2ν2(dz)
≤ K2(1 + x2 + y2).
Conditions (C1) and (C2) ensure that system (1.1) exists a unique strong
solution, and which is a Markov process; see [1, Chapter 6]. Moreover, if the
Le´vy measures ν1, ν2 are finite, the growth condition (C2) is a consequence
of the Lipschitz condition (C1).
For each f ∈ C2b (R2), the infinitesimal generator Lε,δ of the solution
(Xε,δ, Y ε,δ) for system (1.1) is
Lε,δf(x, y) =ε (b1(x, y)∂xf(x, y) + σ21(x, y)∂2xxf(x, y))+ 2ε√
δ
ρσ1(x, y)σ2(x, y)∂
2
xyf(x, y)
+
1
ε
∫
R\{0}
(
f(x+ εk1(x, y, z), y) − f(x, y)− εk1(x, y, z)∂xf(x, y)
)
ν1(dz)
+
ε
δ
[
b2(x, y)∂yf(x, y) + σ
2
2(x, y)∂
2
yyf(x, y) +
∫
R\{0}
(
f(x, y + k2(x, y, z))
− f(x, y)− k2(x, y, z)∂yf(x, y)
)
ν2(dz)
]
. (2.1)
In order to understand the two-scale ε, δ → 0 limit behaviors of the slow
variables Xε,δt , we introduce the virtual fast process Y
x, which satisfies
dY xt = b2(x, Y
x
t−)dt+
√
2σ2(x, Y
x
t−)(ρdW
(1)
t +
√
1− ρ2dW (2)t )
+
∫
R\{0}
k2(x, Y
x
t−, z)N˜
(2)(dz, dt), Y x0 = y0 ∈ R, (2.2)
where x is fixed. The above equation is obtained from equation for Y ε,δt in
system (1.1) by setting Xε,δt to x and rescaling time t→ δεt. The infinitesimal
generator Lx of Y x is given by
Lxf(y) = b2(x, y)∂yf(y) + σ22(x, y)∂2yyf(y) +
∫
R\{0}
(
f(y + k2(x, y, z))− f(y)
− k2(x, y, z)∂yf(y)
)
ν2(dz), (2.3)
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where f ∈ C2b (R). For fixed x, p ∈ R, define the following perturbed genera-
tor Lx,p :
Lx,pf(y) = Lxf(y) + 2ρσ1(x, y)σ2(x, y)∂yf(y)p, (2.4)
and let Y x,p be the process corresponding to generator Lx,p.
If there is no jump term in the right side of (2.2), the equation
dY˜ xt = b2(x, Y˜
x
t )dt+
√
2σ2(x, Y˜
x
t )(ρdW
(1)
t +
√
1− ρ2dW (2)t ), Y˜ x0 = y0 ∈ R,
(2.5)
defines a Markov process Y˜ x with generator L˜x as follow :
L˜xf(y) = b2(x, y)∂yf(y) + σ22(x, y)∂2yyf(y), for f ∈ C2b (R). (2.6)
The scale and speed measure of the process Y˜ x,
s(y) := exp{−
∫ y
−∞
b2(x, r)
σ22(x, r)
dr}, m(y) := 1
σ22(x, y)s(y)
.
Denoting dS(y) := s(y)dy and dM(y) := m(y)dy, we have
L˜xf(y) = d
dM
(
df(y)
dS
)
.
There exists a unique probability measure
pi(dy) :=
m(y)∫
R
m(y)dy
dy (2.7)
such that
∫
R
L˜xf(y)pi(dy) = 0; see [25, Chapter 15].
Let g ∈ Cb(R) and define the following functionals :
V ε,δ(t, x, y) := E
[
g(Xε,δt ) |Xε,δ0 = x, Y ε,δ0 = y
]
. (2.8)
In general, V ε,δ ∈ Cb([0, T ]×R×R). Moreover, if V ε,δ ∈ C1,2([0, T ]×R×R),
then V ε,δ solve the following Cauchy problem in the classical sense :{
∂tV (t, x, y) = Lε,δV (t, x, y), (t, x, y) ∈ (0, T ]× R× R;
V (0, x, y) = g(x), (x, y) ∈ R× R, (2.9)
where Lε,δ as in (2.1). When g(x) = eh(x)ε with h ∈ Cb(R), we have
V ε,δ(t, x, y) = E
[
e
h(X
ε,δ
t
)
ε |Xε,δ0 = x, Y ε,δ0 = y
]
. (2.10)
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Using the logarithmic transform method in [17, 18], define
Uε,δ(t, x, y) = ε lnV ε,δ(t, x, y), (2.11)
where V ε,δ are taken from (2.10). Inserting V ε,δ(t, x, y) = e
Uε,δ(t,x,y)
ε into
(2.9), at least informally, (2.12) below is satisfied. In general, in the absence
of knowledge on smoothness of V ε,δ, we can only conclude that Uε,δ solve the
Cauchy problem (2.12) in the sense of viscosity solution (Definition 2).
Lemma 1. For each h ∈ Cb(R) depending only on the variable x, by us-
ing similar arguments as in [17, 19, 26], Uε,δ(t, x, y) defined by (2.11) is a
viscosity solution of the Cauchy problem :{
∂tU(t, x, y) = H
ε,δU(t, x, y), (t, x, y) ∈ (0, T ]× R× R;
U(0, x, y) = h(x), (x, y) ∈ R× R. (2.12)
And thus the proof is omitted. In the above, the nonlinear nonlocal operator
Hε,δ is the exponential generator :
Hε,δU(t, x, y)
= εe−
U(t,x,y)
ε Lε,δeU(t,x,y)ε
= ε
(
b1(x, y)∂xU(t, x, y) + σ
2
1(x, y)∂
2
xxU(t, x, y)
)
+ σ21(x, y)(∂xU(t, x, y))
2
+ 2ρσ1(x, y)σ2(x, y)
(
1√
δ
∂xU(t, x, y)∂yU(t, x, y) +
ε√
δ
∂2xyU(t, x, y)
)
+
∫
R\{0}
(
e
1
ε
[U(t,x+εk1(x,y,z),y)−U(t,x,y)] − 1− k1(x, y, z)∂xU(t, x, y)
)
ν1(dz)
+
ε2
δ
e−
U(t,x,y)
ε LxeU(t,x,y)ε , (2.13)
where Lx defined as (2.3). Note that Hε,δ only operates on the spatial vari-
ables x and y.
We want to study the large deviation behaviors of the slow variables
Xε,δt in system (1.1) as both ε and δ go to 0, and we expect different limits
behaviors depending on the ratio ε
δ
. Therefore we put δ = εα, α > 1, and
denote the variables Xε,δt and Y
ε,δ
t by X
ε
t and Y
ε
t , then the system (1.1) can
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be rewritten into

dXεt = εb1(X
ε
t−, Y
ε
t−)dt+
√
2εσ1(X
ε
t−, Y
ε
t−)dW
(1)
t
+ ε
∫
R\{0} k1(X
ε
t−, Y
ε
t−, z)N˜
(1), 1
ε (dz, dt), Xε0 = x0 ∈ R,
dY εt = ε
1−αb2(X
ε
t−, Y
ε
t−)dt+
√
2ε1−ασ2(X
ε
t−, Y
ε
t−)( ρdW
(1)
t +
√
1− ρ2dW (2)t )
+
∫
R\{0} k2(X
ε
t−, Y
ε
t−, z)N˜
(2),ε1−α(dz, dt), Y ε0 = y0 ∈ R.
(2.14)
Hence, for notational simplicity, we drop the subscript δ, and write Uε and
Hε for Uε,δ and Hε,δ, respectively.
For each x and p in R, define
V x,p(y) := σ21(x, y)p
2 +
∫
R\{0}
(
ek1(x,y,z)p − 1− k1(x, y, z)p
)
ν1(dz). (2.15)
We suppose the lower bound on V x,p : there exists Cx,p > −∞ such that
V x,p(y) ≥ Cx,p, for any y ∈ R. (2.16)
In the following we will assume
(C3) Periodic condition : The functions b1(x, y), b2(x, y), σ1(x, y), σ2(x, y),
k1(x, y, z), k2(x, y, z) in system (1.1) are periodic with respect to the variable
y.
(C4) Ergodicity condition : The perturbed fast process Y
x,p is ergodic at
every x with respect to it’s unique invariant measure.
(C5) Lyapunov condition : For a positive function ξ(.) ∈ C2(R) such that
ξ(.) has a compact finite level sets, and for each θ ∈ (0, 1] and compact set
K ⊂ R,
(C5)− (i) : ∀ li ∈ R, ∀ x ∈ R, ∀ p ∈ K, there exists a compact set J ic,θ,K ⊂ R
such that
{y ∈ R : −θ(2εα2−1ρσ1(x, y)σ2(x, y)∂yξ(y)p+ ε2−αe−εα−2ξ(y)Lxeεα−2ξ(y))
− (|V x,p(y)|+ |b1(x, y)p|+ σ21(x, y)) ≤ li} ⊂ J ic,θ,K.
(C5)− (ii) : ∀ lii ∈ R, ∀ x ∈ R, ∀ p ∈ K, there exists a compact set J iic,θ,K ⊂ R
such that
{y ∈ R : −θe−ξ(y)Lx,peξ(y)− (|V x,p(y)|+ |b1(x, y)p|+ σ21(x, y)) ≤ lii} ⊂ J iic,θ,K.
(C5)−(iii) : ∀ liii ∈ R, ∀ x ∈ R, ∀ p ∈ K, there exists a compact set J ic,θ,K ⊂ R
such that
{y ∈ R : −θ(2ρσ1(x, y)σ2(x, y)∂yξ(y)p+ ε2−αe−εα2 −1ξ(y)Lxeεα2 −1ξ(y))
− (|V x,p(y)|+ |b1(x, y)p|+ σ21(x, y)) ≤ liii} ⊂ J iiic,θ,K.
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3. Limit Hamiltonian H0
Our goal is to study the limit of the functionals {Uε}ε>0 described in
(2.12) as ε → 0. Following the viscosity solution approach for the Cauchy
problem of partial integro-differential equations (see [21]), we need to identify
a suitable limit Hamiltonian H0, and characterize the limit of {Uε}ε>0 as the
unique viscosity solution of an appropriate Cauchy problem with Hamiltonian
H0.
Below, we will use formal asymptotic expansions tools to identify the limit
Hamiltonian H0, which has different forms in the three regimes depending
on α: supercritical case for α > 2, critical case for α = 2 and subcritical case
for α < 2. Those formal derivations are complementary to the rigorous ones
[8, 10, 24, 27].
The supercritical case : α > 2. Plugging the asymptotic expansion
Uε(t, x, y) = U0(t, x) + εα−1W (t, x, y) (3.1)
in the first equation in (2.12), and collecting terms of O(1) in ε, we get
∂tU
0(t, x) = σ21(x, y)(∂xU
0(t, x))2 + b2(x, y)∂yW (t, x, y) + σ
2
2(x, y)∂
2
yyW (t, x, y)
+
∫
R\{0}
(
ek1(x,y,z)∂xU
0(t,x) − 1− k1(x, y, z)∂xU0(t, x)
)
ν1(dz)
= L˜xW (t, x, y) + V x,∂xU0(t,x)(y), (3.2)
that is
L˜xW (t, x, y) = ∂tU0(t, x)− V x,∂xU0(t,x)(y), (3.3)
where both U0 andW are assumed to be independent of ε, and V x,∂xU
0(t,x)(y)
as in (2.15) with p = ∂xU
0(t, x). The equation (3.3) has a unique solution
W with respect to the operator L˜x from (2.6) in the y variable. Moreover,
∂tU
0(t, x) =
∫
R
V x,∂xU
0(t,x)(y)pi(dy) := H0(x, ∂xU
0(t, x)), (3.4)
where pi(dy) as in (2.7).
The critical case : α = 2. The first equation in (2.12) with α = 2
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becomes
∂tU(t, x, y)
= ε
(
b1(x, y)∂xU(t, x, y) + σ
2
1(x, y)∂
2
xxU(t, x, y)
)
+ σ21(x, y)(∂xU(t, x, y))
2
+ 2ρσ1(x, y)σ2(x, y)
(
ε−1∂xU(t, x, y)∂yU(t, x, y) + ∂
2
xyU(t, x, y)
)
+ ε−1b2(x, y)∂yU(t, x, y) + ε
−2σ22(x, y)(∂yU(t, x, y))
2 + ε−1σ22(x, y)∂
2
yyU(t, x, y)
+
∫
R\{0}
(
eε
−1[U(t,x+εk1(x,y,z),y)−U(t,x,y) ] − 1− k1(x, y, z)∂xU(t, x, y)
)
ν1(dz)
+
∫
R\{0}
(
eε
−1[U(t,x,y+k2(x,y,z))−U(t,x,y) ] − 1− ε−1k2(x, y, z)∂yU(t, x, y)
)
ν2(dz).
(3.5)
We plug in the equation (3.5) the asymptotic expansion
Uε(t, x, y) = U0(t, x) + εW (t, x, y), (3.6)
and collect terms that are O(1) in ε, we obtain
∂tU
0(t, x) = σ21(x, y)(∂xU
0(t, x))2 + 2ρσ1(x, y)σ2(x, y)∂xU
0(t, x)∂yW (t, x, y)
+ b2(x, y)∂yW (t, x, y) + σ
2
2(x, y)(∂yW (t, x, y))
2 + σ22(x, y)∂
2
yyW (t, x, y)
+
∫
R\{0}
(
ek1(x,y,z)∂xU
0(t,x) − 1− k1(x, y, z)∂xU0(t, x)
)
ν1(dz)
+
∫
R\{0}
(
eW (t,x,y+k2(x,y,z))−W (t,x,y) − 1− k2(x, y, z)∂yW (t, x, y)
)
ν2(dz)
= e−W (t,x,y)Lx,∂xU0(t,x)eW (t,x,y) + V x,∂xU0(t,x)(y). (3.7)
Denote ∂tU
0(t, x) by λ and ∂xU
0(t, x) by p. Fix t, x and hence λ, p. The
equation (3.7) can be rewritten as
e−W (t,x,y)Lx,peW (t,x,y) + V x,p(y) = λ, (3.8)
where Lx,p and V x,p(y) are defined by (2.4) and (2.15) respectively. Multi-
plying (3.8) by eW (t,x,y), we get the following eigenvalues problem:
(Lx,p + V x,p(y)) eW (t,x,y) = λeW (t,x,y). (3.9)
Note that the eigenvalue λ depends on x and p by (3.8). Let H0(x, p) := λ,
then by (3.7), (3.8) and p = ∂xU
0(t, x), we get
∂tU
0(t, x) = H0(x, ∂xU
0(t, x)). (3.10)
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We will show (in Section 4.4) rigorously that the limiting operator H0 is
the principal eigenvalue λ of the operator Lx,p + V x,p(y) with eigenfunction
eW (t,x,y).
In order to obtain the principal eigenvalue H0(x, p), we use a Donsker-
Varadhan variational representation as in [15]. It follows from [15] that the
principal eigenvalue H0(x, p) of Lx,p + V x,p(y) is given by
H0(x, p) = sup
µ∈P(R)
[ ∫
R
V x,p(y)dµ(y)− Jx,p(µ)]. (3.11)
Here V x,p(y) from (2.15), and the rate function Jx,p(.) : P(R)→ R ∪ {+∞}
defined by
Jx,p(µ) := − inf
f∈D++(Lx,p)
∫
R
Lx,pf(y)
f(y)
dµ(y), (3.12)
where D++(Lx,p) ⊂ Cb(R) denotes the domain of Lx,p with functions that
are strictly bounded below by a positive constant. Finally note that H0(x, p)
in (3.11) is convex.
The subcritical case : α < 2. Plugging the asymptotic expansion
Uε(t, x, y) = U0(t, x) + ε
α
2W (t, x, y) (3.13)
in the first equation in (2.12), we get
∂tU
0(t, x) = σ21(x, y)(∂xU
0(t, x))2 + 2ρσ1(x, y)σ2(x, y)∂xU
0(t, x)∂yW (t, x, y)
+
[
σ22(x, y) +
1
2
∫
R\{0}
k22(x, y, z)ν2(dz)
]
(∂yW (t, x, y))
2
+
∫
R\{0}
(
ek1(x,y,z)∂xU
0(t,x) − 1− k1(x, y, z)∂xU0(t, x)
)
ν1(dz).
(3.14)
We want to eliminate W and the dependence on y in (3.14), and remain
with the right hand side of the form H0(x, p) with p = ∂xU
0(t, x). Denote
δ(x, y) = 1
2
∫
R\{0}
k22(x, y, z)ν2(dz), then from
H0(x, p) = V x,p(y)+2ρσ1(x, y)σ2(x, y)p∂yW (t, x, y)+[σ
2
2(x, y)+δ(x, y)](∂yW (t, x, y))
2,
we get
∂yW (t, x, y) =
√
H0(x, p)− V x,p(y) + ρ2σ21(x,y)σ22(x,y)p2
σ22(x,y)+δ(x,y)
− ρσ1(x,y)σ2(x,y)p√
σ22(x,y)+δ(x,y)√
σ22(x, y) + δ(x, y)
.
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It follows from (C3) that U
ε(t, x, y) is periodic with respect to the variable y,
and then W (t, x, y) is also periodic in the y variable. If H0(x, p) ≥ V x,p(y),
we have√
H0(x, p)− V x,p(y) + ρ
2σ21(x, y)σ
2
2(x, y)p
2
σ22(x, y) + δ(x, y)
=
ρσ1(x, y)σ2(x, y)p√
σ22(x, y) + δ(x, y)
,
then we obtain
H0(x, p) = max
y∈R
V x,p(y), i.e., H0(x, ∂xU
0(t, x)) = max
y∈R
V x,∂xU
0(t,x)(y).
(3.15)
We have identified the limit HamiltonianH0 in the three different regimes:
the supercritical case (when α > 2), the critical case (when α = 2), and the
subcritical case (when α < 2). According to (3.2), (3.7) and (3.14), it is clear
that U0(t, x) satisfies ∂tU
0(t, x) = H0(x, ∂xU
0(t, x)). By the three different
expansions (3.1), (3.6) and (3.13), we have U0(0, x) = h(x).
To summarize, U0(., x) satisfies{
∂tU(t, x) = H
0(x, ∂xU(t, x)), (t, x) ∈ (0, T ]× R;
U(0, x) = h(x), x ∈ R, (3.16)
where H0 is given by (3.4), (3.11) and (3.15).
4. Main results
In this section, we derive the main result of the paper by the comparison
principle, namely, the convergence result for solutions of the Cauchy problem
(2.12) with Hε identified in Section 2 on the compact subsets of [0, T ]×R×
R to the unique viscosity solution of the Cauchy problem (3.16) with H0
identified in Section 3.
4.1. Convergence of partial integro-differential equation
Consider a class of compact sets K = {K × Γ : compactK, Γ ⊂⊂ R} in
R×R. Let {Hε}ε>0 denote a sequence of partial integro-differential operators
defined on the domain of functions D+
⋃
D−, where
D± := {±f : f ∈ C2(R2), lim
r→∞
inf
|z|>r
f(z) = +∞}.
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We will separately consider these two domains depending on the situation
of sub- or super-solution. Define domains D± similarly by replacing R2 with
R. Let {Uε}ε>0 be the viscosity solutions of the partial integro-differential
equation ∂tU = H
εU with initial value h ∈ Cb(R).
For above {Uε}ε>0, the relaxed upper semi-limit is
U↑ := sup
y
{lim sup
ε→0+
U ε(tε, xε, y) : ∃(tε, xε, y) ∈ [0, T ]×K×Γ, (tε, xε)→ (t, x),K×Γ ∈ K}.
The relaxed lower semi-limit U↓ can be defined analogously by replacing
lim sup with lim inf and sup with inf.
Definition 1. Let Uˆ be the upper semicontinuous regularization of U↑, and
Uˇ be the lower semicontinuous regularization of U↓. That is,
Uˆ(t, x) = lim
ε→0
sup
(t∗,x∗)∈Bε(t,x)
U↑(t∗, x∗), Uˇ(t, x) = lim
ε→0
inf
(t∗,x∗)∈Bε(t,x)
U↓(t∗, x∗),
where Bε(t, x) is the open ball of radius ε centered at (t, x).
Remark 1. Since h is bounded, then the viscosity solutions {Uε}ε>0 are equi-
bounded. Therefore Uˆ is bounded upper semicontinuous, and Uˇ is bounded
lower semicontinuous.
Let Λ be some indexing set, and
Hˆλ(x, p) : R× R→ R, Hˇλ(x, p) : R× R→ R, for λ ∈ Λ.
Define the limiting operators Hˆ, Hˇ on domains D+ and D− respectively, as
following :
Hˆf(x) := Hˆ(x, ∂xf(x)), for f ∈ D+, and Hˇf(x) := Hˇ(x, ∂xf(x)), for f ∈ D−,
where
Hˆ(x, p) := inf
λ∈Λ
Hˆλ(x, p) and Hˇ(x, p) := sup
λ∈Λ
Hˇλ(x, p).
Definition 2. (Viscosity Sub- and Super-solution). A bounded upper semi-
continuous function Uˆ is a viscosity subsolution of
∂tU(t, x) ≤ Hˆ(x, ∂xU(t, x)), (4.1)
if for each
ϕˆ(t, x) = ϕ(t) + fˆ(x), ϕ ∈ C1(R+), fˆ ∈ D+,
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the function Uˆ − ϕˆ has the global maximum point xˆ, then
∂tϕˆ(t, x)− Hˆ(x, ∂xϕˆ(t, x)) ≤ 0.
Similarly, a bounded lower semicontinuous function Uˇ is a viscosity superso-
lution of
∂tU(t, x) ≥ Hˇ(x, ∂xU(t, x)), (4.2)
if for each
ϕˇ(t, x) = ϕ(t) + fˇ(x), ϕ ∈ C1(R+), fˇ ∈ D−,
the function Uˇ − ϕˇ has the global minimum point xˇ, then
∂tϕˇ(t, x)− Hˇ(x, ∂xϕˇ(t, x)) ≥ 0.
A viscosity solution is both a viscosity sub- and super-solution.
The following condition will be used.
Condition 1. (Limsup and Liminf Convergence of Operators). For each
λ ∈ Λ, fˆ ∈ D+ and fˇ ∈ D− , there exist fˆε ∈ D+ and fˇε ∈ D− (which may
depend on λ) such that
(1) for each c > 0, there exists K × Γ ∈ K satisfying
{(x, y) : Hεfˆε(x, y) ≥ −c} ∩ {(x, y) : fˆε(x, y) ≤ c} ⊂ K × Γ ; (4.3)
{(x, y) : Hεfˇε(x, y) ≤ c} ∩ {(x, y) : fˇε(x, y) ≥ −c} ⊂ K × Γ. (4.4)
(2) for each K × Γ ∈ K,
lim
ε→0
sup
(x,y)∈K×Γ
|fˆε(x, y)− fˆ(x)| = 0 ; (4.5)
lim
ε→0
sup
(x,y)∈K×Γ
|fˇ(x)− fˇε(x, y)| = 0. (4.6)
(3) whenever (xε, yε) ∈ K × Γ ∈ K satisfies xε → x,
lim sup
ε→0
Hεfˆε(xε, yε) ≤ Hˆλ(x, ∂xfˆ(x)) ; (4.7)
lim inf
ε→0
Hεfˇε(xε, yε) ≥ Hˇλ(x, ∂xfˇ(x)). (4.8)
In this case the following convergence results for {Uε}ε>0 as ε→ 0 hold.
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Lemma 2. Suppose that sup
ε>0
||Uε||∞ <∞, i.e., the viscosity solutions {Uε}ε>0
of the partial integro-differential equation
∂tU(t, x, y) = H
εU(t, x, y), U(0, x, y) = h(x) ∈ Cb(R)
are uniformly bounded. Then, under Condition 1, Uˆ is a subsolution of (4.1)
and Uˇ is a supersolution of (4.2) with the same initial values, where Uˆ and
Uˇ are given by Definition 1.
Proof. Let ϕˆ(t, x) = ϕ(t)+ fˆ(x) with ϕ ∈ C1(R+) and fˆ ∈ D+ fixed, and
λ ∈ Λ be given. Denote the global maximum of Uˆ − ϕˆ by (tˆ, xˆ) with tˆ > 0.
Take ϕˆε(t, x, y) = ϕ(t) + fˆε(x, y), where fˆε is the approximate of fˆ in (4.5),
then ϕˆε has compact level sets. In addition, combining with the boundness
of Uε, there exists (tε, xε, yε) ∈ [0, T ]× R× R such that
(Uε − ϕˆε)(tε, xε, yε) ≥ (Uε − ϕˆε)(t, x, y) for (t, x, y) ∈ [0, T ]×R×R (4.9)
and
∂tϕ(tε)−Hεfˆε(xε, yε) ≤ 0, (4.10)
which implies
inf
ε>0
Hεfˆε(xε, yε) > −∞. (4.11)
Take (t1, x1, y1) ∈ [0, T ]× R× R such that ϕˆ(t1, x1) <∞, then
ϕˆε(t1, x1, y1) = ϕ(t1) + fˆε(x1, y1)→ ϕ(t1) + fˆ(x1) = ϕˆ(t1, x1) <∞. (4.12)
Using (4.9) and (4.12), we get
ϕˆε(tε, xε, yε) ≤ 2 sup
ε>0
||Uε||∞ + sup
ε>0
ϕˆε(t1, x1, y1) <∞,
therefore
sup
ε>0
fˆε(xε, yε) <∞. (4.13)
By (4.11) and (4.13), for c > 0, we have Hεfˆε(xε, yε) ≥ −c and fˆε(xε, yε) ≤ c.
Based on (4.3) in Condition 1, there exists K × Γ ∈ K such that (xε, yε) ∈
K × Γ.
Since K×Γ is compact, there exists a subsequence of {(tε, xε, yε)}ε>0 (for
simplify, we still use {(tε, xε, yε)}ε>0 to index it) and a (t∗, x∗) ∈ [0, T ] × R
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such that tε → t∗ and xε → x∗. From the definition of Uˆ , (4.5) and (4.9), we
have
(Uˆ − ϕˆ)(t∗, x∗) ≥ (Uˆ − ϕˆ)(t, x),
which implies that (t∗, x∗) has to be the unique global maximizer (tˆ, xˆ) for
Uˆ − ϕˆ that appeared earlier. In other words, there exists a subsequence of
{(tε, xε, yε)}ε>0 such that tε → tˆ and xε → xˆ. From (4.7) and (4.10), we
obtain
∂tϕˆ(tˆ) ≤ Hˆλ(xˆ, ∂xfˆ(xˆ)).
Take infλ∈Λ on both sides, we get
∂tϕˆ(tˆ, xˆ)− inf
λ∈Λ
Hˆλ(xˆ, ∂xϕˆ(tˆ, xˆ)) ≤ 0,
which shows that Uˆ is a subsolution of (4.1). Similarly, we can proof that Uˇ
is a supersolution of (4.2) under Condition 1.
Lemma 3. Let Uˆ and Uˇ be defined as in Definition 1. If a comparison
principle between subsolution of (4.1) and supersolution of (4.2) holds, that
is, if every subsolution of (4.1) is less than or equal to every supersolution of
(4.2), then Uˆ = Uˇ and Uε(t, x, y)→ U0(t, x) uniformly over compact subsets
of [0, T ]× R× R as ε→ 0, where U0 := Uˆ = Uˇ .
Proof. The comparison principle gives Uˆ ≤ Uˇ , while by construction we
have Uˇ ≤ Uˆ . Then we obtain uniform convergence of Uε → U0 := Uˆ = Uˇ
over compact subsets of [0, T ]× R× R.
4.2. Convergence of Hε
To check that Condition 1 holds for Hε defined by (2.13), we need to
identify the right indexing set Λ, the family of operators Hˆλ and Hˇλ, and
the appropriate test functions fˆε and fˇε for each given fˆ and fˇ , respectively.
As in [26], we let
Λ := {λ = (ζ, θ) : ζ ∈ C2c (R), 0 < θ < 1},
and define two domains
D± := {f ∈ C2(R) : f(x) = ϕ(x)± β ln(1 + x2), ϕ ∈ C2c (R), β > 0}.
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The supercritical case (α > 2): For each fˆ ∈ D+ and λ = (ζ, θ) ∈ Λ,
we let g(y) := ζ(y) + θξ(y), where ξ is the Lyapunov function satisfying
(C5)− (i), and define a sequence of test functions
fˆε(x, y) := fˆ(x) + ε
α−1g(y) = fˆ(x) + εα−1ζ(y) + εα−1θξ(y). (4.14)
Then we get
Hεfˆε(x, y) = ε
(
b1(x, y)∂xfˆ(x) + σ
2
1(x, y)∂
2
xxfˆ(x)
)
+ σ21(x, y)(∂xfˆ(x))
2
+
∫
R\{0}
(
e
1
ε
[fˆ(x+εk1(x,y,z))−fˆ(x)] − 1− k1(x, y, z)∂xfˆ(x)
)
ν1(dz)
+ 2ε
α
2
−1ρσ1(x, y)σ2(x, y)∂xfˆ(x)∂yg(y) + ε
2−αe−ε
α−2g(y)Lxeεα−2g(y)
= ε
(
b1(x, y)∂xfˆ(x) + σ
2
1(x, y)∂
2
xxfˆ(x)
)
+ σ21(x, y)(∂xfˆ(x))
2
+ 2ε
α
2
−1ρσ1(x, y)σ2(x, y)∂xfˆ(x)∂yg(y) + b2(x, y)∂yg(y)
+ εα−2σ22(x, y)(∂yg(y))
2 + σ22(x, y)∂
2
yyg(y) (4.15)
+
∫
R\{0}
(
e
1
ε
[fˆ(x+εk1(x,y,z))−fˆ(x)] − 1− k1(x, y, z)∂xfˆ(x)
)
ν1(dz)
+ ε2−α
∫
R\{0}
(
eε
α−2[g(y+k2(x,y,z))−g(y)] − 1− εα−2k2(x, y, z)∂yg(y)
)
ν2(dz),
where Lx defined by (2.3). Note that ||∂xfˆ ||∞+||∂2xxfˆ ||∞ <∞ and ||∂yg||∞+
||∂2yyg||∞ < ∞, by (C5)− (i) and (4.15), there exist constant C, C˜ > 0 such
that
Hεfˆε(x, y) ≤ V x,∂xfˆ(x)(y) + b2(x, y)∂yζ(y) + σ22(x, y)∂2yyζ(y)− Cθξ(y) + C˜ε.
We also have fˆε(x, y) ≥ fˆ(x) − εα−1||ζ ||∞, then for each c > 0, we can find
K × Γ ∈ K, such that
{(x, y) : Hεfˆε(x, y) ≥ −c} ∩ {(x, y) : fˆε(x, y) ≤ c} ⊂ K × Γ,
which proves (4.3) in Condition 1. By (4.14) and α > 1,
fˆε(x, y) = fˆ(x) + ε
α−1g(y)→ fˆ(x) as ε→ 0,
we immediately obtain that (4.5) holds. Furthermore, for λ = (ζ, θ) ∈ Λ, by
taking
Hˆλ(x, p) = sup
y∈R
{ V x,p(y)+b2(x, y)∂yζ(y)+σ22(x, y)∂2yyζ(y)−Cθξ(y) }, (4.16)
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then for any sequence (xε, yε) ∈ K × Γ ∈ K satisfies xε → x, we have
lim sup
ε→0
Hεfˆε(xε, yε) ≤ Hˆλ(x, ∂xfˆ(x)),
which implies that (4.7) holds.
The rest of Condition 1 can be verified similarly. Define a sequence of
functions
fˇε(x, y) = fˇ(x) + ε
α−1g(y) with g(y) := ζ(y)− θξ(y),
for each fˇ ∈ D− and λ = (ζ, θ) ∈ Λ. (4.4) and (4.6) hold by the same
arguments as above. Take
Hˇλ(x, p) = inf
y∈R
{ V x,p(y)+b2(x, y)∂yζ(y)+σ22(x, y)∂2yyζ(y)+Cθξ(y) }, (4.17)
then for any sequence (xε, yε) ∈ K × Γ ∈ K such that xε → x, we get
lim inf
ε→0
Hεfˇε(xε, yε) ≥ Hˇλ(x, ∂xfˇ(x)),
thus (4.8) holds.
The critical case (α = 2): For each fˆ ∈ D+ and λ = (ζ, θ) ∈ Λ, define
a sequence of functions
fˆε(x, y) = fˆ(x) + εg(y), (4.18)
where g(y) := (1 − θ)ζ(y) + θξ(y) and ξ is defined as before in (C5) − (ii).
Then
Hεfˆε(x, y) = ε
(
b1(x, y)∂xfˆ(x) + σ
2
1(x, y)∂
2
xxfˆ(x)
)
+ σ21(x, y)(∂xfˆ(x))
2
+
∫
R\{0}
(
e
1
ε
[fˆ(x+εk1(x,y,z))−fˆ(x)] − 1− k1(x, y, z)∂xfˆ(x)
)
ν1(dz)
+ e−g(y)Lx,∂xfˆ(x)eg(y)
≤ ε
(
b1(x, y)∂xfˆ(x) + σ
2
1(x, y)∂
2
xxfˆ(x)
)
+ σ21(x, y)(∂xfˆ(x))
2
+
∫
R\{0}
(
e
1
ε
[fˆ(x+εk1(x,y,z))−fˆ(x)] − 1− k1(x, y, z)∂xfˆ(x)
)
ν1(dz)
+ (1− θ)e−ζ(y)Lx,∂xfˆ(x)eζ(y) + θe−ξ(y)Lx,∂xfˆ(x)eξ(y), (4.19)
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where Lx,∂xfˆ(x) as in (2.4) with p = ∂xfˆ(x). By the choice of domain D+,
then fˆ ∈ D+ has compact level sets in R and ||∂xfˆ ||∞ + ||∂2xxfˆ ||∞ < ∞.
Based on (C5)− (ii) and ζ ∈ C2c (R), there exists C > 0 such that
Hεfˆε(x, y) ≤ V x,∂xfˆ(x)(y)+(1−θ)e−ζ(y)Lx,∂xfˆ(x)eζ(y)+θe−ξ(y)Lx,∂xfˆ(x)eξ(y)+Cε.
and fˆε(x, y) ≥ f(x)− ε||ζ ||∞. For each c > 0, we can find K × Γ ∈ K, such
that
{(x, y) : Hεfˆε(x, y) ≥ −c} ∩ {(x, y) : fˆε(x, y) ≤ c} ⊂ K × Γ,
which proves (4.3) in Condition 1. From the definition of fˆε(x, y) in (4.18),
we immediately obtain that (4.5) holds. Moreover, we define the family of
operators Hˆλ(x, p) by
Hˆλ(x, p) = sup
y∈R
{ V x,p(y) + (1− θ)e−ζ(y)Lx,peζ(y) + θe−ξ(y)Lx,peξ(y) }, (4.20)
where Lx,p and V x,p(y) are defined by (2.4) and (2.15) respectively. By (4.19),
for any sequence (xε, yε) ∈ K × Γ ∈ K satisfy xε → x, we have
lim sup
ε→0
Hεfˆε(xε, yε) ≤ Hˆλ(x, ∂xfˆ(x)),
which implies that (4.7) holds.
The proof of the rest of Condition 1 follows by straightforward modifica-
tions. Define a sequence of functions
fˇε(x, y) = fˇ(x) + εg(y) with g(y) := (1 + θ)ζ(y)− θξ(y),
for each fˇ ∈ D− and λ = (ζ, θ) ∈ Λ. (4.4) and (4.6) hold by the same
arguments as above. Take
Hˇλ(x, p) = inf
y∈R
{ V x,p(y) + (1 + θ)e−ζ(y)Lx,peζ(y) − θe−ξ(y)Lx,peξ(y) }, (4.21)
then for any sequence (xε, yε) ∈ K × Γ ∈ K such that xε → x, we obtain
lim inf
ε→0
Hεfˇε(xε, yε) ≥ Hˇλ(x, ∂xfˇ(x)),
Hence (4.8) holds.
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The subcritical case (α < 2): For each fˆ ∈ D+ and λ = (ζ, θ) ∈ Λ,
define a sequence of functions
fˆε(x, y) = fˆ(x) + ε
α
2 g(y) (4.22)
where g(y) := (1−θ)ζ(y)+θξ(y) and ξ is the Lyapunov function on R satisfy
(C5)− (iii). Then
Hεfˆε(x, y) = ε
(
b1(x, y)∂xfˆ(x) + σ
2
1(x, y)∂
2
xxfˆ(x)
)
+ σ21(x, y)(∂xfˆ(x))
2
+
∫
R\{0}
(
e
1
ε
[fˆ(x+εk1(x,y,z))−fˆ(x)] − 1− k1(x, y, z)∂xfˆ(x)
)
ν1(dz)
+ 2ρσ1(x, y)σ2(x, y)∂xfˆ(x)∂yg(y) + ε
2−αe−ε
α
2 −1g(y)Lxeε
α
2 −1g(y)
= ε
(
b1(x, y)∂xfˆ(x) + σ
2
1(x, y)∂
2
xxfˆ(x)
)
+ σ21(x, y)(∂xfˆ(x))
2
+ 2ρσ1(x, y)σ2(x, y)∂xfˆ(x)∂yg(y) + ε
1−α
2 b2(x, y)∂yg(y)
+ σ22(x, y)(∂yg(y))
2 + ε1−
α
2 σ22(x, y)∂
2
yyg(y)
+
∫
R\{0}
(
e
1
ε
[fˆ(x+εk1(x,y,z))−fˆ(x)] − 1− k1(x, y, z)∂xfˆ(x)
)
ν1(dz)
+ ε2−α
∫
R\{0}
(
eε
α
2 −1[g(y+k2(x,y,z))−g(y)] − 1− εα2−1k2(x, y, z)∂yg(y)
)
ν2(dz),
(4.23)
where Lx as in (2.3). Note that ||∂xfˆ ||∞ + ||∂2xxfˆ ||∞ < ∞ and ||∂yg||∞ +
||∂2yyg||∞ < ∞, by (C5) − (iii) and (4.23), there exists constant C > 0 such
that
Hεfˆε(x, y) ≤ V x,∂xfˆ(x)(y) + (1− θ)[ p(x, y)∂xfˆ(x)∂yζ(y) + q(x, y)(∂yζ(y))2 ]
+ θ[ p(x, y)∂xfˆ(x)∂yξ(y) + q(x, y)(∂yξ(y))
2 ] + Cε,
where
p(x, y) = 2ρσ1(x, y)σ2(x, y) and q(x, y) = σ
2
2(x, y)+
1
2
∫
R\{0}
k22(x, y, z)ν2(dz).
We also have fˆε(x, y) ≥ fˆ(x) − εα2 ||ζ ||∞, then for each c > 0, we can find
K × Γ ∈ K, such that
{(x, y) : Hεfˆε(x, y) ≥ −c} ∩ {(x, y) : fˆε(x, y) ≤ c} ⊂ K × Γ,
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which proves (4.3) in Condition 1. By the definition of fˆε(x, y) in (4.22), we
immediately obtain that (4.5) holds. Furthermore, for λ = (ζ, θ) ∈ Λ, by
taking
Hˆλ(x, p) = sup
y∈R
{ V x,p(y) + (1− θ)[ p(x, y)∂yζ(y)p+ q(x, y)(∂yζ(y))2 ]
+ θ[ p(x, y)∂yξ(y)p+ q(x, y)(∂yξ(y))
2 ] }, (4.24)
then for any sequence (xε, yε) ∈ K × Γ ∈ K satisfy xε → x, we have
lim sup
ε→0
Hεfˆε(xε, yε) ≤ Hˆλ(x, ∂xfˆ(x)),
which implies that (4.7) holds.
The rest of Condition 1 can be treated in a similar manner. Define a
sequence of functions
fˇε(x, y) = fˇ(x) + ε
α
2 g(y) with g(y) := (1 + θ)ζ(y)− θξ(y),
for each fˇ ∈ D− and λ = (ζ, θ) ∈ Λ. (4.4) and (4.6) hold by the same
arguments as above. Take
Hˇλ(x, p) = inf
y∈R
{ V x,p(y) + (1 + θ)[ p(x, y)∂yζ(y)p+ q(x, y)(∂yζ(y))2 ]
− θ[ p(x, y)∂yξ(y)p+ q(x, y)(∂yξ(y))2 ] }, (4.25)
then for any sequence (xε, yε) ∈ K × Γ ∈ K such that xε → x, we get
lim inf
ε→0
Hεfˇε(xε, yε) ≥ Hˇλ(x, ∂xfˇ(x)),
thus (4.8) holds.
4.3. Comparison theorem for H0
The comparison theorem among viscosity subsolution and supersolution
of ∂tU(t, x) = H
0(x, ∂xU(t, x)) in (3.16) will be the crucial tool for proving
that the convergence of {Uε}ε>0 described by (2.12) is not only in the weak
sense of semilimits but in fact uniform, and the limit is unique.
We need to derive that the comparison principle holds forH0, which is one
of the key conditions for Lemma 4. And employ it afterwards, equation (3.16)
has a unique viscosity solution for given initial values U(0, .) and T > 0.
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Theorem 1. Let Uˆ and Uˇ be, respectively, a bounded upper semicontinuous
viscosity subsolution and a bounded lower semicontinuous viscosity supersolu-
tion to ∂tU(t, x) = H
0(x, ∂xU(t, x)) such that Uˆ(0, x) ≤ Uˇ(0, x) for all x ∈ R,
and H0 is uniformly continuous on compact sets. Then Uˆ(t, x) ≤ Uˇ(t, x) for
all (t, x) ∈ [0, T ]× R.
Proof. By contradiction, we assume that there exists x ∈ R such that
sup
t∈[0,T ]
{Uˆ(t, x)− Uˇ(t, x)} > C > 0. (4.26)
For γ > 0 , define
Q(t, s, x, y) = Uˆ(t, x)−Uˇ (s, y)−|t− s|
2 + |x− y|2
2ε
+γ
(
ln(1 + |x|2) + ln(1 + |y|2))−Cs.
(4.27)
For ε > 0 small enough, Q has a maximum point, that we denote with
(t′ε, s
′
ε, x
′
ε, y
′
ε). Since Uˆ , Uˇ are bounded, there exists Rγ > 0 such that
|x′ε|, |y′ε| ≤ Rγ .
If either t
′
ε = 0 or s
′
ε = 0, we get a contradiction with (4.26) by means
of the inequality Uˆ(0, x) ≤ Uˇ(0, x) for all x ∈ R. So we consider the case
(t′ε, s
′
ε, x
′
ε, y
′
ε) ∈ (0, T ]× (0, T ]× R × R. Taking (t, s, x, y) = (t′ε, t′ε, x′ε, x′ε) in
(4.27), we get
Q(t′ε, t
′
ε, x
′
ε, x
′
ε) = Uˆ(t
′
ε, x
′
ε)− Uˇ(t′ε, x′ε) + 2γ ln(1 + |x′ε|2)− Ct′ε.
Similarly, we have
Q(s′ε, s
′
ε, y
′
ε, y
′
ε) = Uˆ(s
′
ε, y
′
ε)− Uˇ(s′ε, y′ε) + 2γ ln(1 + |y′ε|2)− Cs′ε.
By
Q(t′ε, t
′
ε, x
′
ε, x
′
ε) +Q(s
′
ε, s
′
ε, y
′
ε, y
′
ε) ≤ 2Q(t′ε, s′ε, x′ε, y′ε),
we get
Uˆ(t′ε, x
′
ε) + Uˆ(s
′
ε, y
′
ε)− Uˇ(t′ε, x′ε)− Uˇ(s′ε, y′ε) + 2γ
(
ln(1 + |x′ε|2) + ln(1 + |y′ε|2)
)− C(t′ε + s′ε)
≤ 2Uˆ(t′ε, x′ε)− 2Uˇ(s′ε, y′ε)−
|t′ε − s′ε|2 + |x′ε − y′ε|2
ε
+ 2γ
(
ln(1 + |x′ε|2) + ln(1 + |y′ε|2)
) − 2Cs′ε.
Then
|t′ε − s′ε|2 + |x′ε − y′ε|2
ε
≤ Uˆ(t′ε, x′ε)− Uˆ(s′ε, y′ε) + Uˇ(t′ε, x′ε)− Uˇ(s′ε, y′ε) + C(t′ε − s′ε)
≤ 2||Uˆ ||∞ + 2||Uˇ ||∞ + 2CT := C1 <∞,
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which implies
|t′ε − s′ε|2 + |x′ε − y′ε|2 ≤ C1ε.
Hence |t′ε − s′ε|, |x′ε − y′ε| → 0 as ε→ 0.
Let
Q1(t, x) := Uˇ(s
′
ε, y
′
ε)+
|t− s′ε|2 + |x− y′ε|2
2ε
−γ (ln(1 + |x|2) + ln(1 + |y′ε|2))+Cs′ε
and
Q2(s, y) := Uˆ(t
′
ε, x
′
ε)−
|t′ε − s|2 + |x′ε − y|2
2ε
+γ
(
ln(1 + |x′ε|2) + ln(1 + |y|2)
)−Cs.
From (t′ε, s
′
ε, x
′
ε, y
′
ε) is the maximum point of Q, we get that Q(t, s
′
ε, x, y
′
ε) :=
Uˆ(t, x)−Q1(t, x) has a maximum point (t′ε, x′ε), and−Q(t′ε, s, x′ε, y) := Uˇ(s, y)−
Q2(s, y) has a minimum point (s
′
ε, y
′
ε). Using the fact that Uˆ is a subsolution,
we get
t′ε − s′ε
ε
≤ H0
(
x′ε,
x′ε − y′ε
ε
− 2γx
′
ε
1 + |x′ε|2
)
. (4.28)
Since Uˇ is a supersolution, we obtain
t′ε − s′ε
ε
− C ≥ H0
(
y′ε,
x′ε − y′ε
ε
+
2γy′ε
1 + |y′ε|2
)
. (4.29)
Subtracting (4.29) from (4.28), we have
C ≤ H0
(
x′ε,
x′ε − y′ε
ε
− 2γx
′
ε
1 + |x′ε|2
)
−H0
(
y′ε,
x′ε − y′ε
ε
+
2γy′ε
1 + |y′ε|2
)
. (4.30)
Since H0 is uniformly continuous over compact sets, and |t′ε−s′ε|, |x′ε−y′ε| → 0
as ε→ 0, the right-hand side of (4.30) goes to 0 as ε, γ go to 0. ( note that the
terms x
′
ε−y
′
ε
ε
, 2γx
′
ε
1+|x′ε|
2 and
2γy′ε
1+|y′ε|
2 are bounded and that |x′ε|, |y′ε| ≤ Rγ for each
γ). Taking ε→ 0 and then γ → 0, we get C ≤ 0, reaching a contradiction.
Remark 2. When H0 can be explicitly calculated, the continuity can be di-
rectly verified. Otherwise we may need to prove that the expression as on the
right-hand side of (4.30) is non-positive by using the specifics for the case at
hand.
Remark 3. Here H0 is uniformly continuous on compact sets, which is a
sufficient condition for the comparison principle for (3.16) to hold; see [26,
Corollary 4]. The comparison principle also holds if the coefficients b2(x, y),
σ2(x, y), k2(x, y, z) are independent on x, the coefficient σ1(x, y) is bounded
with respect to y for each x, and the non-correlation condition ρ = 0 holds.
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4.4. The convergence result
Next we will show that our problem satisfies the comparison principle in
the condition of Lemma 3, this is, every subsolution of
∂tU(t, x) ≤ Hˆ(x, p) := inf
λ∈Λ
Hˆλ(x, p) = inf
ζ∈C2c (R),0<θ<1
Hˆζ,θ(x, p),
where Hˆλ is as defined in (4.16), (4.20) and (4.24), is less than or equal to
every supersolution of
∂tU(t, x) ≥ Hˇ(x, p) := sup
λ∈Λ
Hˇλ(x, p) = sup
ζ∈C2c (R),0<θ<1
Hˇζ,θ(x, p),
where Hˇλ is as defined in (4.17), (4.21) and (4.25).
An important step is to check that the following operator inequality
inf
λ∈Λ
Hˆλ(x, p) ≤ H0(x, p) ≤ sup
λ∈Λ
Hˇλ(x, p), (4.31)
holds, where H0(x, p) is as defined in (3.4), (3.11) and (3.15). With this in-
equality, we can use the arguments from the proof of the comparison principle
presented in [17].
For the critical case (α = 2), we denote
T (t)f(y) := E[ f(Y xt ) | Y x0 = y ], f ∈ Cb(R),
where Y x is the R-valued Markov process as in (2.2). For each f ∈ D++(Lx,p) ⊂
Cb(R), using (C5)− (ii), there exists compact K ⊂⊂ R with
sup
y∈R
{ V x,p(y) + (1− θ)L
x,pf(y)
f(y)
+ θe−ξ(y)Lx,peξ(y) }
= sup
y∈K
{ V x,p(y) + (1− θ)L
x,pf(y)
f(y)
+ θe−ξ(y)Lx,peξ(y) }. (4.32)
For each ε > 0, by truncating and mollifying f , we can find a ζ ∈ C2c (R)
such that
Hˆλ(x, p) ≤ ε+ sup
y∈K
{ V x,p(y) + (1− θ)L
x,pf(y)
f(y)
+ θe−ξ(y)Lx,peξ(y) }, (4.33)
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where Hˆλ(x, p) given by (4.20). Then by (4.32) and (4.33), we have
inf
λ∈Λ
Hˆλ(x, p) ≤ inf
0<θ<1
inf
f∈D++(Lx,p)
sup
y∈R
{ V x,p(y)+(1−θ)L
x,pf(y)
f(y)
+θe−ξ(y)Lx,peξ(y) }.
(4.34)
Similarly, we obtain
sup
λ∈Λ
Hˇλ(x, p) ≥ sup
0<θ<1
sup
f∈D++(Lx,p)
inf
y∈R
{ V x,p(y)+(1+θ)L
x,pf(y)
f(y)
−θe−ξ(y)Lx,peξ(y) },
(4.35)
where Hˇλ(x, p) as in (4.21).
We can find a sequence {fn} ⊂ D++(Lx,p) by taking fn := eξn , where
ξn ∈ C2c (R) are some smooth truncations of ξ, such that∫
R
e−ξ(y)Lx,peξ(y)dµ(y) ≥ lim sup
n→∞
∫
R
Lx,pfn(y)
fn(y)
dµ(y), µ ∈ P(R).
Then we get
inf
f∈D++(Lx,p)
∫
R
Lx,pf(y)
f(y)
dµ(y) ∧
∫
R
e−ξ(y)Lx,peξ(y)dµ(y) = inf
f∈D++(Lx,p)
∫
R
Lx,pf(y)
f(y)
dµ(y)
= −Jx,p(µ),
where Jx,p(µ) defined in (3.12).
Let f1, ..., fm ∈ D++(Lx,p),
∑m
i=1 αi = 1, αi ≥ 0, and set
fh =
1
h
∫ h
0
T (s)
m∏
i=1
fαii ds, for h > 0.
Observing that
T (t)
m∏
i=1
fαii ≤
m∏
i=1
(T (t)fi)
αi .
As h→ 0, we have
Lx,pfh = T (h)fh − fh
h
≤ 1
h
(
m∏
i=1
(T (h)fi)
αi −
m∏
i=1
fαii
)
→
m∏
i=1
fαii
m∑
i=1
αi
Lx,pfi
fi
,
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where the convergence is uniform. It follows that
inf
0<θ<1
inf
f∈D++(Lx,p)
sup
y∈R
{V x,p(y) + (1− θ)L
x,pf(y)
f(y)
+ θe−ξ(y)Lx,peξ(y) }
≤ inf
0<θ<1
inf∑
m
i=1 αi=1
inf
fi∈D++(Lx,p)
sup
y∈R
{V x,p(y) + (1− θ)
m∑
i=1
αi
Lx,pfi(y)
fi(y)
+ θe−ξ(y)Lx,peξ(y) }
= lim
m→∞
inf
0<θ<1
inf∑
m
i=1
αi=1
sup
y∈R
{V x,p(y) + (1− θ)
m∑
i=1
αi
Lx,pfi(y)
fi(y)
+ θe−ξ(y)Lx,peξ(y) }
= lim
m→∞
inf
0<θ<1
sup
µ∈P(R)
inf∑
m
i=1 αi=1
∫
R
(
V x,p(y) + (1− θ)
m∑
i=1
αi
Lx,pfi(y)
fi(y)
+ θe−ξ(y)Lx,peξ(y)
)
µ(dy)
= lim
m→∞
inf
0<θ<1
sup
µ∈P(R)
[ ∫
R
V x,p(y)µ(dy) + (1 − θ) min
1≤i≤m
∫
R
Lx,pfi(y)
fi(y)
µ(dy) ∧
∫
R
e−ξ(y)Lx,peξ(y)µ(dy)
+ θ
∫
R
e−ξ(y)Lx,peξ(y)µ(dy)
]
= lim
m→∞
sup
µ∈P(R)
[ ∫
R
V x,p(y)µ(dy) + min
1≤i≤m
∫
R
Lx,pfi(y)
fi(y)
µ(dy) ∧
∫
R
e−ξ(y)Lx,peξ(y)µ(dy)
]
= sup
µ∈P(R)
[ ∫
R
V x,p(y)dµ(y) − Jx,p(µ)] = H0(x, p).
Combined with (4.34), we get
inf
λ∈Λ
Hˆλ(x, p) ≤ H0(x, p).
Based on (4.35) and Lemma B.10 in [17], we have
sup
λ∈Λ
Hˇλ(x, p) ≥ inf
ν∈P(R)
lim inf
t→∞
1
t
lnEν [e
∫ t
0
V x,p(Y x,ps )ds]. (4.36)
Thus in order to prove that
H0(x, p) ≤ sup
λ∈Λ
Hˇλ(x, p),
it suffices to check that if
inf
ν∈P(R)
lim inf
t→∞
1
t
lnEν
[
e
∫ t
0 V
x,p(Y x,ps )ds
]
≥ H0(x, p).
Define the occupation measures of the process Y x,p:
µx,pt (.) =
1
t
∫ t
0
1Y x,ps (.)ds for t > 0.
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Since the Euclidean metric space (R, d) is separable, the Prokhorov metric
space (P(R), d˜) is also separable, and then convergence of measures in the
Prokhorov metric is equivalent to weak convergence of measures. For B ∈
B(P(R)),
P y0t (B) := P (µ
x,p
t (.) ∈ B|Y x,p0 = y0)
is a probability measure on P(R) induced by the occupation measures µx,pt
of the process Y x,p with initial value Y x,p0 = y0.
Define ϕ : P(R)→ R by ϕ(µ) = ∫
R
V x,p(y)µ(dy). Let V x,pε := V
x,p.1{V x,p≤ε}+
ε.1{V x,p≥ε} for ε ≥ infy∈R V x,p(y), then V x,pε is bounded. By definition of weak
convergence of measures, if µn → µ weakly, we have
lim
n→∞
∫
R
V x,pε (y)µn(dy) =
∫
R
V x,pε (y)µ(dy).
Furthermore, using the monotone convergence theorem, we get
ϕ(µ) = lim
ε→∞
∫
R
V x,pε (y)µ(dy) = lim
ε→∞
lim
n→∞
∫
R
V x,pε (y)µn(dy)
= sup
ε
lim inf
n→∞
∫
R
V x,pε (y)µn(dy) ≤ lim inf
n→∞
sup
ε
∫
R
V x,pε (y)µn(dy)
= lim inf
n→∞
∫
R
V x,p(y)µn(dy) = lim inf
n→∞
ϕ(µn),
which shows that ϕ(µ) is a lower semi-continuous function on P(R).
Fix ν ∈ P(R), then there exists a compact set K in R such that ν(K) > 0.
For µ ∈ P(R), Br(µ) is the open ball in P(R) of radius r centered at µ. Then
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we have
lim inf
t→∞
1
t
lnEν
[
e
∫ t
0 V
x,p(Y x,ps )ds
]
= lim inf
t→∞
1
t
lnEν
[
etϕ(µ
x,p
t )
]
≥ lim inf
t→∞
1
t
lnEν
[
etϕ(µ
x,p
t )1{Y x,p0 ∈K}
]
≥ lim inf
t→∞
1
t
ln
[
inf
y0∈K
Ey0(etϕ(µ
x,p
t ))
]
+ lim inf
t→∞
1
t
ln ν(K)
= lim inf
t→∞
1
t
ln
[
inf
y0∈K
∫
µ˜∈P(R)
etϕ(µ˜)dP
y0
t (µ˜)
]
≥ lim inf
t→∞
1
t
ln
[
inf
y0∈K
∫
µ˜∈Br(µ)
etϕ(µ˜)dP
y0
t (µ˜)
]
≥ inf
µ˜∈Br(µ)
ϕ(µ˜) + lim inf
t→∞
1
t
ln
[
inf
y0∈K
P
y0
t (Br(µ))
]
≥ inf
µ˜∈Br(µ)
ϕ(µ˜)− Jx,p(µ). (4.37)
The last inequality follows from the uniform LDP lower bound for the oc-
cupation measures µx,pt :
lim inf
t→∞
1
t
ln[ inf
y0∈K
P y0t (Br(µ))] ≥ −Jx,p(µ),
which can be obtained from Theorem 5.5 in [16] under (C4) by the contraction
principle.
Because ϕ is a lower semi-continuous function, by taking limit (4.37) as
r → 0, we get
lim inf
t→∞
1
t
lnEν
[
e
∫ t
0
V x,p(Y x,ps )ds
]
≥ ϕ(µ)− Jx,p(µ).
Since µ is arbitrary, moreover, we have
inf
ν∈P(R)
lim inf
t→∞
1
t
lnEν
[
e
∫ t
0
V x,p(Y x,ps )ds
]
≥ sup
µ∈P(R)
{ϕ(µ)− Jx,p(µ)} = H0(x, p).
Then we finished the proof of the operator inequality (4.31) in critical case.
For the supercritical case (α > 2) and subcritical case (α < 2), the operator
inequality (4.31) can be proven with similar ideas.
Now we state the main result of the paper, namely, the convergence result
for the Cauchy problem for partial integro-differential equations.
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Lemma 4. Assumptions C1 − C5 hold. Suppose the comparison principle
holds for the Cauchy problem (3.16). Then the sequence of functions {Uε}ε>0
defined in the Cauchy problem (2.12) converge uniformly over compact sub-
sets of [0, T ] × R × R as ε → 0 to the unique continuous viscosity solution
U0 of (3.16).
Proof. For {Uε}ε>0 defined in the Cauchy problem (2.12), we can get
the corresponding Uˆ and Uˇ by using Definition 1. It has been checked that
Condition 1 holds for Hε defined by (2.13). Applying Lemma 2, Uˆ is a
subsolution and Uˇ is a supersolution of the Cauchy problem (3.16). Based
on Theorem 1, the comparison principle holds for the Cauchy problem (3.16).
Then from Lemma 3, we have Uˆ = Uˇ and Uε → U0 := Uˆ = Uˇ uniformly
over compact subsets of [0, T ]× R× R.
5. Large deviation principle
The Bryc’s theorem (see [14, p142]) permits to derive the large deviation
principle as a consequence of exponential tightness of {Xεt }ε>0 in system
(2.14) and the existence of U0 based on (3.16) for every h ∈ Cb(R). We
begin with the following lemma.
Lemma 5. The sequence of processes {Xεt }ε>0 in system (2.14) is exponen-
tially tight.
Proof. Define
fε(x, y) :=
{
f(x) + εα−1ξ(y) for α ≥ 2;
f(x) + ε
α
2 ξ(y) for 1 < α < 2.
Where f(x) := ln(1+x2) and ξ(y) is the positive Lyapunov function satisfying
condition (C5) (with θ = 1). Since f(x) is an increasing function of |x| and
ξ(y) > 0, we have that for any c > 0 there exits a compact set Kc ⊂ R such
that
fε(x, y) > 0 for x /∈ Kc, y ∈ R. (5.1)
When α > 2, we have
Hεfε(x, y) =σ
2
1(x, y)(∂xf(x))
2 + ε( b1(x, y)∂xf(x) + σ
2
1(x, y)∂
2
xxf(x) )
+
∫
R\{0}
(
e
1
ε
[f(x+εk1(x,y,z))−f(x)] − 1− k1(x, y, z)∂xf(x)
)
ν1(dz)
+ 2ε
α
2
−1ρσ1(x, y)σ2(x, y)∂xf(x)∂yξ(y) + ε
2−αe−ε
α−2ξ(y)Lxeεα−2ξ(y).
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For α = 2, we get
Hεfε(x, y) =σ
2
1(x, y)(∂xf(x))
2 + ε
(
b1(x, y)∂xf(x) + σ
2
1(x, y)∂
2
xxf(x)
)
+
∫
R\{0}
(
e
1
ε
[f(x+εk1(x,y,z))−f(x)] − 1− k1(x, y, z)∂xf(x)
)
ν1(dz)
+ 2ρσ1(x, y)σ2(x, y)∂xf(x)∂yξ(y) + e
−ξ(y)Lxeξ(y).
In the case 1 < α < 2, we obtain
Hεfε(x, y) :=σ
2
1(x, y)(∂xf(x))
2 + ε( b1(x, y)∂xf(x) + σ
2
1(x, y)∂
2
xxf(x) )
+
∫
R\{0}
(
e
1
ε
[f(x+εk1(x,y,z))−f(x)] − 1− k1(x, y, z)∂xf(x)
)
ν1(dz)
+ 2ρσ1(x, y)σ2(x, y)∂xf(x)∂yξ(y) + ε
2−αe−ε
α
2 −1ξ(y)Lxeε
α
2 −1ξ(y).
We observe that |∂xf(x)| + |∂2xxf(x)| < ∞ and growth condition on the
coefficients. By our choice of ξ with bounded first and second derivatives,
there exists C > 0 such that
sup
x∈R,y∈R
Hεfε(x, y) ≤ C <∞, ∀ ε > 0. (5.2)
The P and E in the following proof denote probability and expectation con-
ditioned on (Xεt , Y
ε
t ) starting at (x, y). Define the process
Mεt = exp
{
fε(X
ε
t , Y
ε
t )
ε
− fε(x, y)
ε
− 1
ε
∫ t
0
Hεfε(X
ε
s , Y
ε
s )ds
}
Then Mεt is a supermatingale and hence we can apply the optional sampling
theorem, that is E[Mεt ] ≤ 1. So
1 ≥ E[Mεt |Xεt /∈ Kc] ≥ E[e
(c−fε(x,y)−tC)
ε |Xεt /∈ Kc] = P (Xεt /∈ Kc)e
(c−fε(x,y)−tC)
ε ,
where we have used (5.1) and (5.2) to estimate the first and third term in
Mεt . Then we get
ε lnP (Xεt /∈ Kc) ≤ tC + fε(x, y)− c
and this finally gives us the exponential tightness of {Xεt }ε>0.
We now proceed to argue that a large deviation principle holds for {Xεt }ε>0
as ε→ 0 with speed 1/ε and good rate function I .
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Theorem 2. Let Xε0 = x0, and suppose conditions (C1)− (C5) hold. Then
{Xεt }ε>0 in system (2.14) satisfies a large deviation principle in R with respect
to B(R) with good rate function
I(x, x0, t) = sup
h∈Cb(R)
{h(x)− U0(t, x0)}. (5.3)
Remark 4. If the coefficients b1(x, y), σ1(x, y), k1(x, y, z), b2(x, y), σ2(x, y),
k2(x, y, z) are independent of x, then H
0(x, p) becomes H0(p). Using [19,
Lemma D.1], we obtain
I(x, x0, t) = tQ
0
(x0 − x
t
)
, (5.4)
where Q0(.) is the Legendre transform of the convex function H0(.).
Example 1. We consider a family of models of the form

dXε,δt = εb1(X
ε,δ
t− , Y
ε,δ
t− )dt+
√
2εσ1(X
ε,δ
t− , Y
ε,δ
t− )dW
(1)
t
+ εk1(X
ε,δ
t− , Y
ε,δ
t− , z)dL
α1,
1
ε
t , X
ε,δ
0 = x0 ∈ R,
dY ε,δt =
ε
δ
b2(X
ε,δ
t− , Y
ε,δ
t− )dt+
√
2ε
δ
σ2(X
ε,δ
t− , Y
ε,δ
t− )(ρdW
(1)
t +
√
1− ρ2dW (2)t )
+ k2(X
ε,δ
t− , Y
ε,δ
t− , z)dL
α2,
ε
δ
t , Y
ε,δ
0 = y0 ∈ R,
(5.5)
where parameters ε, δ > 0 and ρ ∈ (−1, 1), and coefficients b1(x, y), b2(x, y),
σ1(x, y), σ2(x, y), k1(x, y, z), k2(x, y, z) with (x, y) ∈ R2 and |z| > 0, as
noted previously. W (1),W (2) are independent Brownian motions independent
of two independent α-stable Le´vy processes L
α1,
1
ε
t , L
α2,
ε
δ
t (1 < α1, α2 < 2).
Here L
α1,
1
ε
t ∼ ν1(dz) = 1ε 1|z|1+α1 dz, L
α2,
ε
δ
t ∼ ν2(dz) = εδ 1|z|1+α2 dz.
The Le´vy-Itoˆ decompositions for L
α1,
1
ε
t , L
α2,
ε
δ
t (see [12, 32]) are
L
α1,
1
ε
t =
∫
0<|z|<1
zN˜ (1),
1
ε (dz, t) +
∫
|z|≥1
zN (1),
1
ε (dz, t) =
∫
R\{0}
zN˜ (1),
1
ε (dz, t)− 1
ε
∫
|z|≥1
zν1(dz),
L
α2,
ε
δ
t =
∫
0<|z|<1
zN˜ (2),
ε
δ (dz, t) +
∫
|z|≥1
zN (2),
ε
δ (dz, t) =
∫
R\{0}
zN˜ (2),
ε
δ (dz, t)− ε
δ
∫
|z|≥1
zν2(dz).
Since Kν1 :=
1
ε
∫
|z|≥1
zν1(dz) < ∞, Kν2 :=
∫
|z|≥1
zν2(dz) < ∞, the system
(5.5) can be rewritten into

dX
ε,δ
t = ε(b1(X
ε,δ
t− , Y
ε,δ
t− ) +Kν1)dt+
√
2εσ1(X
ε,δ
t− , Y
ε,δ
t− )dW
(1)
t
+ ε
∫
R\{0} k1(X
ε,δ
t− , Y
ε,δ
t− , z)N˜
(1), 1
ε (dz, dt), Xε,δ0 = x0 ∈ R,
dY
ε,δ
t =
ε
δ
(b2(X
ε,δ
t− , Y
ε,δ
t− ) +Kν2)dt+
√
2ε
δ
σ2(X
ε,δ
t− , Y
ε,δ
t− )(ρdW
(1)
t +
√
1− ρ2dW (2)t )
+
∫
R\{0} k2(X
ε,δ
t− , Y
ε,δ
t− , z)N˜
(2), ε
δ (dz, dt), Y ε,δ0 = y0 ∈ R.
(5.6)
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In order to prove the large deviation principle for the slow variables {Xε,δt }ε,δ>0
of system (5.5), we can alternatively check that if the system (5.6) satisfies
a large deviation principle. The proof is similar to that of system (1.1).
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