INTRODUCTION
The neuroscience, study of the human brain, is thousands The rest of the paper is as follows: section 2 presents the design progression using HDL and FPGA logistics, section 3 explains the Combinational Neural Networks (CNN) and HDL-CNN, section 4 explains the Sign/Gesture recognition model, section 5 presents the result, and, section 6 concludes the paper.
Design progression using HDL
The first question that comes to mind is: Why use a high level design methodology (such as HDL) for CNN implementation as opposed to other object-oriented simulations. The answer would be that high speed processing can be achieved through dedicated hardware working in parallel which can be implemented on FPGAs using HDL. ANNs are powerful systems capable of modeling the complex inputoutput relationships. Information is processed via the mathematical models using the interconnections of neurons.
Some interesting features displayed by the network engine 
VHDL (Hardware descriptive)
VHDL contains components that are concurrent i.e. run in parallel/ simultaneously.
Procedural languages (C, C++ , MATLAB)
Traditional software languages like C, C++, and MATLAB are sequential.
linear function of multiply and accumulate as follows:
The synaptic weight of the connection is given by w ; ki where 'p' is the number of incoming inputs to the neuron.
The output of the model is given by y given by the pre- 
HDL-CNN architecture Model
The CNN is built on the basic network of a back 
Generic Neuron Model in HDL
In order to model an artificial neuron from a biological The Figure 1 shows the neural network engine with the three layer structure (Fausett, 1994) . Each neuron receives several inputs i.e. x and generates pre-output v (k i k representing the neuron generating output) through the change to influence the weight change and α is the learning rate adopted for the training. The mathematical equations are given in Table 2 for the design of each level of CNN adopted (Fausett, 1994) .
Generally the error threshold adjustment and learning rate (generally between 0.5 and 0) variations adds little to the process; so the idea of momentum is used to boost the performance. On each pass through the layers, the weight change of a matrix of synapses is influenced by the previous pass's weight change. The degree to which it is influenced is determined by the momentum term coefficients of the quadratic function (Tommiska, 2003) .
This requires two adders and three multiplier operators redesigned as two MAC operations and a shift register for calculating the square.
Each level vector based back propagation module is evaluated as described below. Assuming H is the vector of hidden-layer neurons, I is the vector of input-layer neurons and W1 is the weight matrix between the input and hidden layer, W2 is the matrix of synapses connection hidden and output layers, th1 and th2 are the effect biases on the computed activations (set to value 1 for this design), T is the target activation of the output layer, μ is the momentum factor used to allow the previous weight 
where Figure 
Computational Analysis
The number of computations involved and the gain Table 3 where the values of n, h, and l (the input, hidden and output layer neurons) vary from level1, level2 and level3. The average gain in training time is plotted and discussed in the results section supports the above analysis. This will provide certain inertia to the training, which will minimize the disruption of the convergence caused by 
Results
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