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1. Introduction
We consider the Hermitian positive definite (HPD) solution X of the nonlinear matrix equation
X −
m∑
i=1
A∗i X
rAi = Q , −1 ≤ r < 0 or 0 < r < 1, (1.1)
where A1, A2, . . . , Am are n× n complex matrices, Q is an n× n HPDmatrix andm is a positive integer. Here, A∗i denotes the
conjugate transpose of a matrix Ai.When r = −1, m = 1, Eq. (1.1) arises in the analysis of stationary Gaussian reciprocal
processes over a finite interval [4]. Eq. (1.1) also appears in [17, Chapter 7], in connectionwith certain interpolation problems.
In the last few years there has been a constantly increasing interest in developing the theory and numerical approaches
for HPD solutions to the nonlinear matrix equations of the form (1.1) [1–5,7–13,15,16,18]. Eq. (1.1) has been investigated in
some special cases. When r = −1, Ran [15] obtained that (1.1) has a unique HPD solution by using a reduction method. By
means of the properties of matrix sequence in Banach space, Hasanov [9] obtained that Eq. (1.1) with m = 1 has a unique
HPD solution under rigorous conditions. In this paper, we first conjecture that (1.1) always has a unique HPD solution and
then use a newmethod to prove our conjecture in Sections 2 and 3.We also obtain some bounds of the uniqueHPD solution
of (1.1).
Throughout this paper, we write B > 0 (respectively, B ≥ 0) if the matrix B is positive definite (respectively,
semidefinite). If B − C is positive definite (respectively, semidefinite), then we write B > C (respectively, B ≥ C). We use
λ1(B) (respectively, σ1(B)) and λn(B) (respectively, σn(B)) to denote the maximal and minimal eigenvalues (respectively,
singular values) of an n× n HPDmatrix B. We use ‖B‖ to denote the spectral norm of a matrix B. The symbol I denotes the
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n× n identity matrix. Let P(n) denote a set of n× n HPDmatrices and
[B, C] = {X | B ≤ X ≤ C}, (B, C) = {X | B < X < C}.
Associated to (1.1) is the map F defined by
F(X) = Q +
m∑
i=1
A∗i X
rAi, (1.2)
whichwill play an important role in our analysis. Observe that a solution of Eq. (1.1) is a fixed point of F . By F 2(X0)we denote
F [F(X0)], and by F k(X0) the kth iteration of F on X0.
2. Eq. (1.1)with−1 ≤ r < 0
In this section, we will discuss in detail the matrix equation
X −
m∑
i=1
A∗i X
rAi = Q , − 1 ≤ r < 0. (2.1)
We first prove our conjecture that the matrix equation (2.1) always has a unique HPD solution. Then we give some bounds
of the HPD solution of (2.1). We begin with some lemmas.
Lemma 2.1 ([14]). If A ≥ B > 0 (or A > B > 0), then Aα ≥ Bα > 0 (or Aα > Bα > 0) for all 0 < α ≤ 1, and 0 < Aα ≤ Bα (or
0 < Aα < Bα) for all−1 ≤ α < 0.
Lemma 2.2. For the map (1.2) with−1 ≤ r < 0, we have the following properties:
(a) If Y1 ≥ Y2 ≥ 0, then
F(Y2) ≥ F(Y1) ≥ 0 and F 2(Y1) ≥ F 2(Y2) ≥ 0;
(b) For any matrix X ∈ P(n), we have
Q ≤ F 2(X) ≤ F(Q ) ≤ λ1(F(Q ))I,
and the set {X = X∗| Q ≤ X ≤ F(Q )} is mapped into itself by F .
(c) There always exists either a periodic orbit of period 2 of the map F or a fixed point of F . The sequence {F 2k(Q )}∞k=0 is an
increasing sequence of HPD matrices converging to a HPD matrix X−∞, which is a fixed point of F 2, i.e. X−∞ = F 2(X−∞),
and the sequence {F 2k+1(Q )}∞k=0 is an decreasing sequence of HPD matrices converging to a HPDmatrix X+∞, which is a fixed
point of F 2, i.e. X+∞ = F 2(X+∞).
(d) F maps the set {X = X∗| X−∞ ≤ X ≤ X+∞} into itself, and any periodic orbit of F is contained in this set. In particular, any
solution of Eq. (2.1) is in between X−∞ and X+∞, and if X−∞ = X+∞, then (2.1) has a unique HPD solution.
Proof. The proof is similar to that of Theorem 2.2 of El-Sayed [2] and is omitted here. 
From Lemma 2.2 it follows that there exist HPDmatrices X−∞ and X+∞ such that X+∞ ≥ X−∞ and
lim
k→∞ F
2k(Q ) = X−∞, lim
k→∞ F
2k+1(Q ) = X+∞.
We also know that if X−∞ = X+∞, then (2.1) has a unique HPD solution X = X−∞ = X+∞ from (d) of Lemma 2.2. Now we
begin to prove that X−∞ = X+∞.
Lemma 2.3. Consider the map F with r ∈ [−1, 0). For any X ∈ P(n) and t ∈ (0, 1), we have
F 2(tX) ≥ t[1+ η(t)]F 2(X),
where
η(t) = (1− t)λn(Q )
t[λ1(F(Q ))] > 0.
Proof. By (b) of Lemma 2.2, for any X ∈ P(n), we have
F 2(X) ≤ F(Q ) = Q +
m∑
i=1
A∗i Q
rAi ≤ [λ1(F(Q ))]I. (2.2)
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Hence
F 2(tX)− t[1+ η(t)]F 2(X) = Q +
m∑
i=1
A∗i
(
Q + t r
m∑
i=1
A∗i X
rAi
)r
Ai − t[1+ η(t)]Q
− t[1+ η(t)]
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i X
rAi
)r
Ai
= (1− t)Q +
m∑
i=1
A∗i
(
Q + t r
m∑
i=1
A∗i X
rAi
)r
Ai
− t
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i X
rAi
)r
Ai − tη(t)F 2(X)
= (1− t)Q + t
m∑
i=1
A∗i
(
t−
1
r Q + t r− 1r
m∑
i=1
A∗i X
rAi
)r
Ai
− t
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i X
rAi
)r
Ai − tη(t)F 2(X). (2.3)
Since 0 < t− 1r < 1 and 0 < t r− 1r < 1, then
t−
1
r Q < Q and t r−
1
r
m∑
i=1
A∗i X
rAi ≤
m∑
i=1
A∗i X
rAi.
From Lemma 2.1 it follows that(
t−
1
r Q + t r− 1r
m∑
i=1
A∗i X
rAi
)r
≥
(
Q +
m∑
i=1
A∗i X
rAi
)r
,
which implies that
m∑
i=1
A∗i
(
t−
1
r Q + t r− 1r
m∑
i=1
A∗i X
rAi
)r
Ai ≥
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i X
rAi
)r
Ai. (2.4)
Hence, combining (2.3), (2.4) and (2.2), we have
F 2(tX)− t[1+ η(t)]F 2(X) = (1− t)Q + t
m∑
i=1
A∗i
(
t−
1
r Q + t r− 1r
m∑
i=1
A∗i X
rAi
)r
Ai
− t
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i X
rAi
)r
Ai − tη(t)F 2(X)
≥ (1− t)Q − tη(t)F 2(X)
≥ (1− t)λn(Q )I − tη(t)
[
λ1(Q )+
m∑
i=1
λ1(A∗i Q
rAi)
]
I
= (1− t)λn(Q )I − t (1− t)λn(Q )
t
[
λ1(Q )+
m∑
i=1
λ1(A∗i Q rAi)
] [λ1(Q )+ m∑
i=1
λ1(A∗i Q
rAi)
]
I
= 0,
i.e.
F 2(tX) ≥ t[1+ η(t)]F 2(X). 
Theorem 2.1. The matrix equation (2.1) always has a unique HPD solution X and the sequence {F k(X0)}∞k=0 converges to X for
any X0 ∈ P(n), where the map F is defined by (1.2) with−1 ≤ r < 0.
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Proof. From Lemma 2.2, we know that there exist HPDmatrices X−∞ and X+∞ such that X+∞ ≥ X−∞ and
lim
k→∞ F
2k(Q ) = X−∞ and lim
k→∞ F
2k+1(Q ) = X+∞. (2.5)
We also know that the matrices X−∞ and X+∞ are fixed points of F 2, i.e.
X−∞ = F 2(X−∞) and X+∞ = F 2(X+∞).
Now we begin to prove that X−∞ ≥ X+∞. From
X−∞ = F 2(X−∞)
= Q +
m∑
i=1
A∗i (Q + A∗i X r−∞Ai)rAi
≥ λn(Q )I
= λn(Q )
λ1(F(Q ))
λ1(F(Q ))I
≥ λn(Q )
λ1(F(Q ))
F 2(X+∞)
= λn(Q )
λ1(F(Q ))
X+∞,
we can define
t0 = max{t| X−∞ ≥ tX+∞}.
Obviously, 0 < t0 < +∞, we now prove that t0 ≥ 1. In fact, assuming that 0 < t0 < 1, we have
X−∞ ≥ t0X+∞.
From Lemmas 2.3 and 2.2 it follows that
X−∞ = F 2(X−∞) ≥ F 2(t0X+∞) ≥ t0[1+ η(t0)]F 2(X+∞) = t0[1+ η(t0)]X+∞. (2.6)
Since t0[1+ η(t0)] > t0, then (2.6) is contradictory to the definition of t0, and therefore
t0 ≥ 1 and X−∞ = X+∞.
Therefore, from (d) of Lemma 2.2 it follows that Eq. (2.1) has a unique HPD solution
X = X−∞ = X+∞,
and from (2.5) it follows that {F k(Q )}∞k=0 converges to the unique HPD solution X .
It remains for us to prove that the sequence {F k(X0)}∞k=0 converges to X for any X0 ∈ P(n). From Lemma 2.2, we have
Q ≤ F 2(X0) ≤ F(Q ). (2.7)
Taking F in (2.7) yields
F 2(Q ) ≤ F 3(X0) ≤ F(Q ).
Also taking F in (2.7) repeatedly yields
F 2k−2(Q ) ≤ F 2k(X0) ≤ F 2k−1(Q ), k = 1, 2, 3 . . . ,
F 2k(Q ) ≤ F 2k+1(X0) ≤ F 2k−1(Q ), k = 1, 2, 3 . . . .
So it follows from the convergence of {F k(Q )}∞k=0 to the unique HPD solution X that also the sequence {F k(X0)}∞k=0 converges
to X for any X0 ∈ P(n). The theorem is proved. 
Theorem 2.2. Let X be the unique HPD solution of Eq. (2.1), then
X ∈ [F 2(Q ), F(Q )].
Proof. Since X is the unique HPD solution of Eq. (2.1), i.e.
X = Q +
m∑
i=1
A∗i X
r
Ai,
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then we have
X ≥ Q ,
which implies that
X
r ≤ Q r .
Then
X = Q +
m∑
i=1
A∗i X
r
Ai ≤ Q +
m∑
i=1
A∗i Q
rAi.
Hence
Q ≤ X ≤ Q +
m∑
i=1
A∗i Q
rAi. (2.8)
From Lemma 2.1 it follows that(
Q +
m∑
i=1
A∗i Q
rAi
)r
≤ X r ≤ Q r .
which implies that
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i Q
rAi
)r
Ai ≤
m∑
i=1
A∗i X
r
Ai ≤
m∑
i=1
A∗i Q
rAi.
Then
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i Q
rAi
)r
Ai ≤ X − Q ≤
m∑
i=1
A∗i Q
rAi,
which implies
Q +
m∑
i=1
A∗i
(
Q +
m∑
i=1
A∗i Q
rAi
)r
Ai ≤ X ≤ Q +
m∑
i=1
A∗i Q
rAi,
i.e.
X ∈ [F 2(Q ), F(Q )].
The theorem is proved. 
Theorem 2.3. Let X be the unique HPD solution of Eq. (2.1), then
X ∈ [αI, βI],
where the pair (α, β) is a solution of the system
α = λn(Q )+
m∑
i=1
(σ 2n (Ai))β
r , (2.9)
β = λ1(Q )+
m∑
i=1
(σ 21 (Ai))α
r . (2.10)
Proof. We define the sequences {αs} and {βs} as follows:
α0 = λn(Q ),
β0 = λ1(Q )+
m∑
i=1
(σ 21 (Ai))λ
r
n(Q ),
αs = λn(Q )+
m∑
i=1
(σ 2n (Ai))β
r
s−1,
βs = λ1(Q )+
m∑
i=1
(σ 21 (Ai))α
r
s , s = 1, 2, . . . .
(2.11)
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Wewill prove that the sequences {αs} and {βs} are monotonically increasing andmonotonically decreasing respectively.
Moreover, for the unique HPD solution X, X ∈ [αsI, βsI], s = 0, 1, 2, . . . .
By definition 0 < α0 < β0, hence
α1 = α0 +
m∑
i=1
(σ 2n (Ai))β
r
0 ≥ α0
and
β1 = λ1(Q )+
m∑
i=1
(σ 21 (Ai))α
r
1
≤ λ1(Q )+
m∑
i=1
(σ 21 (Ai))α
r
0
= β0.
We assume that αk ≥ αk−1 and βk ≤ βk−1, then
αk+1 = λn(Q )+
m∑
i=1
(σ 2n (Ai))β
r
k
≥ λn(Q )+
m∑
i=1
(σ 2n (Ai))β
r
k−1
= αk
and
βk+1 = λ1(Q )+
m∑
i=1
(σ 21 (Ai))α
r
k+1
≤ λ1(Q )+
m∑
i=1
(σ 21 (Ai))α
r
k
= βk.
Hence, for each swe have αs+1 ≥ αs and βs+1 ≤ βs.
We will show that X ∈ [αsI, βsI] for all s = 0, 1, 2, . . . .
According to (2.8) we have
Q ≤ X ≤ Q +
m∑
i=1
A∗i Q
rAi.
Since Q ≥ λn(Q )I = α0I , then X ≥ α0I. On the other hand
Q +
m∑
i=1
A∗i Q
rAi ≤ Q +
m∑
i=1
λrn(Q )A
∗
i Ai
≤
(
λ1(Q )+
m∑
i=1
λrn(Q )σ
2
1 (Ai)
)
I
= β0I.
and thus X ≤ β0I . Therefore, X ∈ [α0I, β0I].
We suppose that X ∈ [αkI, βkI], then
X = Q +
m∑
i=1
A∗i X
r
Ai
≥ Q +
m∑
i=1
βrkA
∗
i Ai
≥
(
λn(Q )+
m∑
i=1
βrkσ
2
n (Ai)
)
I
= αk+1I,
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and
X = Q +
m∑
i=1
A∗i X
r
Ai
≤ Q +
m∑
i=1
αrk+1A
∗
i Ai
≤
(
λ1(Q )+
m∑
i=1
αrk+1σ
2
1 (Ai)
)
I
= βk+1I.
Consequently, the sequences αs and βs are convergent. Let
α = lim
s→∞αs and β = lims→∞βs.
Then X ∈ [αI, βI]. Taking limits in (2.11) yields (2.9) and (2.10). The theorem is proved. 
3. Eq. (1.1)with 0 < r < 1
In this section, we consider the matrix equation
X −
m∑
i=1
A∗i X
rAi = Q , 0 < r < 1. (3.1)
We first consider the following equation
x−r(x− λ1(Q )) =
m∑
i=1
(σ 21 (Ai)), (3.2)
x−r(x− λn(Q )) =
m∑
i=1
(σ 2n (Ai)). (3.3)
It is easy to see that Eq. (3.2) has a unique solution α1 and Eq. (3.3) has a unique solution β1 such that λn(Q ) ≤ β1 ≤ α1.
Theorem 3.1. The matrix equation (3.1) has an HPD solution X and all HPD solutions are in [β1I, α1I].
Proof. We consider the map (1.2) with 0 < r < 1 and let
X ∈ W = {X | β1I ≤ X ≤ α1I}.
Obviously, W is a convex, closed and bounded set and the map F is continuous on W . Noting that the map (1.2) with
0 < r < 1 is monotonically increasing, then we have
F(X) ≤ F(α1I) = Q + αr1
m∑
i=1
A∗i Ai
≤
(
λ1(Q )+ αr1
m∑
i=1
σ 21 (Ai)
)
I
= α1I,
F(X) ≥ F(β1I) = Q + βr1
m∑
i=1
A∗i Ai
≥
(
λn(Q )+ βr1
m∑
i=1
σ 21 (Ai)
)
I
= β1I.
Hence
β1I ≤ F(X) ≤ α1I,
i.e.
F(W ) ⊆ W .
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By Shauder’s fixed point theorem, F(X) has a fixed point on [β1I, α1I]. This fixed point is the HPD solution of Eq. (3.1).
Let X be the HPD solution of Eq. (3.1), then we have
X = Q +
m∑
i=1
A∗i X
rAi
≥ Q + λrn(X)
m∑
i=1
A∗i Ai
≥ λn(Q )I + λrn(X)
m∑
i=1
σ 2n (Ai).
Then
λn(X) ≥ λn(Q )I + λrn(X)
m∑
i=1
σ 2n (Ai).
Since β1 is the solution of Eq. (3.3), then we have
λn(X) ≥ β1.
A similar method can be used to get
λ1(X) ≤ λ1(Q )I + λr1(X)
m∑
i=1
σ 21 (Ai).
Since α1 is the solution of Eq. (3.2), then we have
λ1(X) ≤ α1.
Hence
β1I ≤ λn(X)I ≤ X ≤ λ1(X) ≤ α1I,
that is, all HPD solutions are in [β1I, α1I]. The theorem is proved. 
Lemma 3.1. Consider the map F with r ∈ (0, 1). For any X ∈ [β1I, α1I] and t ∈ (0, 1), we have
F(tX) ≥ t[1+ η(t)]F(X),
where
η(t) = (1− t)λn(Q )
tα1
≥ 0.
Proof. From Theorem 3.1 it follows that F(X) ∈ [β1I, α1I] for arbitrary X ∈ [β1I, α1I].
Hence, for any t ∈ (0, 1), we have
F(tX)− t[1+ η(t)]F(X) = Q + t r
m∑
i=1
A∗i X
rAi − t[1+ η(t)]Q − t[1+ η(t)]
m∑
i=1
A∗i X
rAi
= (1− t)Q + t r
m∑
i=1
A∗i X
rAi − t
m∑
i=1
A∗i X
rAi − tη(t)F(X)
= (1− t)Q + t(t r−1 − 1)
m∑
i=1
A∗i X
rAi − tη(t)F(X)
≥ (1− t)Q − tη(t)F(X)
≥ (1− t)λn(Q )I − tη(t)α1I
= (1− t)λn(Q )I − t (1− t)λn(Q )tα1 α1I
= 0,
i.e.
F(tX) ≥ t[1+ η(t)]F(X). 
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Lemma 3.2 ([6]). Assume that P is a regular cone, and Γ : [u0, v0] → E is a continuous and increasing operator. If
u0 ≤ Γ u0, Γ v0 ≤ v0,
then Γ has a largest fixed pointed x∗ and a smallest fixed point x∗ in P, and
x∗ = lim
n→∞ vn, x∗ = limn→∞ un,
where
vn = Γ vn−1, un = Γ un−1.
Moreover, if x∗ = x∗, then Γ has a unique fixed point x∗ (or x∗).
Theorem 3.2. The matrix equation (3.1) always has a unique HPD solution X and X ∈ [β1I, α1I]. For any X0 ∈ [β1I, α1I], the
sequence {F k(X0)}∞k=0 converges to X, where the map F is defined by (1.2) with 0 < r < 1.
Proof. It is easy to see that the map F with 0 < r < 1 is continuous and monotonically increasing in [β1I, α1I].
From Theorem 3.1 it follows that
β1I ≤ F(β1I) ≤ F(X) ≤ F(α1I) ≤ α1I, ∀X ∈ [β1I, α1I]. (3.4)
Taking F in (3.4) repeatedly, we obtain that the sequence {F k(β1I)}∞k=0 is a monotonically increasing sequence and
bounded above by α1I and the sequence {F k(α1I)}∞k=0 is a monotonically decreasing sequence and bounded below by β1I .
According to Lemma 3.2, we know that the map (1.2) with 0 < r < 1 has a largest fixed point X+ and a smallest fixed point
X−, and
X+ = lim
k→∞ F
k(α1I), X− = lim
k→∞ F
k(β1I)
and
X+ ≥ X−. (3.5)
Now we prove that (3.1) has a unique HPD solution. According to Lemma 3.2, we need to prove that X− = X+.
From
X− = F(X−) ≥ β1I = β1
α1
α1I ≥ β1
α1
F(X+) = β1
α1
X+,
we can define
t0 = max{t| X− ≥ tX+}.
Obviously 0 < t0 < +∞, we now prove that t0 ≥ 1. In fact, assume that 0 < t0 < 1, then we have
X− ≥ t0X+.
From Lemma 3.1 it follows that
X− = F(X−) ≥ F(t0X+) ≥ [1+ η(t0)]t0F(X+) = [1+ η(t0)]t0X+. (3.6)
Since [1+ η(t0)]t0 > t0, and then (3.6) is contradictory to the definition of t0, therefore
t0 ≥ 1 and X− ≥ X+. (3.7)
Combining (3.5) and (3.7), we have
X− = X+.
Hence, from Lemma 3.2 it follows that Eq. (3.1) has a unique HPD solution X = X+ = X−.
For any X0 ∈ [β1I, α1I], taking F in (3.4) repeatedly, we have
F k(β1I) ≤ F k(X0) ≤ F k(α1I).
Since limk→∞ F k(β1I) = X− = X = X+ = limk→∞ F k(α1I), then
lim
k→∞ F
k(X0) = X̂,
that is, the sequence {F k(X0)}∞k=0 converges to the unique HPD solution X of Eq. (3.1) for any X0 ∈ [β1I, α1I]. The theorem is
proved. 
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4. Conclusion
In this paper, we use a new method to prove that the matrix equation (1.1) always has a unique Hermitian positive
definite solution. At the same time, some bounds of the unique Hermitian positive definite solution are given.
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