Introduction
The rational drug design is a process that requires much time and financial investments.
It takes several years to develop a new drug.
The one of the key problems in rational drug design is a selection of perspective candidates in drugs. This process can take considerable period of time (1-3 years) and requires significant financial investments for chemicals and complex equipments (Kuntz, 1992) Program for calculation of force field grids for molecular docking is presented in this paper.
Graphics processing units are used in order to get speedup for the traditional grids approach.
Electrostatic and van der Waals forces are taken into account.
Methods
The energy of the molecules interaction can be estimated as a linear combination of several components (Cornell et al., 1995; Jones et al., 1997; MacKerell et al., 1998) .
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E vdw is the van der Waals energy (this energy arises between atoms 2 and 5 on Fig. 1 ); E elec is the electrostatic energy (atoms 1 and 6 on The van der Waals energy is calculated by using the Lennard-Jones potential also known as the 6-12 potential (Goodford, 1985; Jones et al.,1997; Ewinga et al., 2001; Gilson et al., 2007): aals energy (this energy arises between atoms 2 and 5 on (Goodford, 1985; Jones et al.,1997; Ewinga et al., 2001; Gilson et al., 2007) :
, e constants, r ij is the distance between interacting atoms. static energy is calculated by using the Coulomb's law:
ittivity, r ij is the distance between interacting atoms, q i ,q j are charges of atoms.
technique to accelerate molecular docking is called the grids approach. Biotarget limited area (e.g. cuboid) and is considered as fixed. Some components of the 
Calculations of both energy components in each
with such level of data parallelism are very suiTable fo ligands for such calculation (it is rotation around covalent bonds and alteration of va torsion angles).
Implementation
There is a set of targets TARGETS at the input of the procedure where each elem is matched to a set of ligands LIGANDS i where each element ligand ij is matched to a s types ATOM_TYPES ij such that each atom_type ijk is presented in the ligand at least result of the calculation is a set of grids GRIDS where each element grid ijk is a re calculation of the grid for atom type k that belongs to ligand j and interacts with biotarget that grids for the same atom type from different ligands that interact with the same bi equal, i.e.: Two different approaches for calculation of the permittivity for the Coulomb's la in this work. The constant permittivity is used in the first approach. A user sets up the permittivity and this value is used during all calculation. The second approach is th dependent approach for evaluation of the permittivity according to the distance between p grid and atoms of the biotarget. The parameters offered by Mehler and Eichele are used in (Mehler et al., 1984; Mehler et al., 1991) This approach demonstrates significantly be comparable with the results of the calculations using molecular dynamic. But it takes calculation time (benchmarks are presented in the Results chapter).
Information from AMBER99 force field is used as a topology for biotarget
AMBER force field (GAFF) is used as a resource of parameters for the van der Waals c
Typing the ligand molecule is performed with the Antechamber program from the A package (Wang et al., 2004; Wang et al., 2006) .
Calculations of both energy components in each cell of the grid are fully independ with such level of data parallelism are very suiTable for GPU that has a lot of simple (Mehler et al., 1984; Mehler et al., 1991) . This approach demonstrates significantly better results comparable with the results of the calculations using molecular dynamic. But it way that the X coordinate is increased most rapidly (Fig. 3) . Such decomposition and memory representation guarantee that all requests to global memory will be coalesced and at least N*32 grid's point will be evaluated simultaneously where N is the number of multiprocessor in GPU.
The actual number will be greater because of the different number of dispatchers on different GPU architecture.
At the same time calculation of different grids is an independent process too. It allows us to add an additional level of decomposition in case of several GPUs on one computer. The basic computational unit is a single grid which is fully calculated on the same GPU (Fig. 4) GPU is a separate computational unit and it is necessary to provide significant load for each GPU in order to hide latency during memory exchanging. Two critical procedures in the workflow which significantly inhibit computing on GPU are reading biotargets and ligands from the disk and writing completed grids back to the disk. In order to overcome this problem and support an adequate level of load for GPU, the workflow for a single GPU is divided into three central processing unit (CPU) threads: i_thread (for input), o_thread (for output), d_thread (for calculation on GPU). All three threads share a (Fig. 5 ).
There are three types of tasks (Appendix A, B): vdw (the van der Waals task), elec (electrostatic task) and elecDd (electrostatic task that uses the distance dependent approach for calculation of the permittivity). Queue for a single GPU is input of i_thread that goes through all biotargets and grids. i_thread parses biotarget, repacks it to format that is suitable for GPU, forms the runtime representations of the biotarget and puts it to a set of the runtime biotargets in the runtime manager. Atomic coordinates, charges and vdw types are necessary for the grid calculation from the biotarget. This information is repacked to one dimensional array (Fig. 6 ). Such organization of memory for biotarget guarantees that all GPUs threads along warps will read the exact same cell of memory hence memory requests will be coalesced.
i_thread forms the runtime representation for each new grid (independent from biotarget) and puts it to a set of runtime grids. For each ligand that is assigned to some grid i_thread runs antechamber program in order to assign After that the task is removed, all used memory is freed and references counters are decremented.
If a computer has multiple GPUs, a separate runtime manager is created for each GPU. Such separation allows to use computational resources more effectively especially on the multicore system.
Results and Discussion
All tests were performed on different modern CUDA GPUs with different computer capabilities (2.0, 2.1, 3.5) and different target markets (low-cost and HPC solutions) in order to study the behavior of algorithms on different platforms. GPUs which were used in the test are presented in Table 1. As mentioned above two different approaches for the calculation of the permittivity were used in this work. A user can select the necessary approach depending on the required priorities (performance or accuracy). Performance tests are presented in Table 2 . In general, the usual approach is faster than the distance dependent approach by 1.75-2.37 times.
The results of speedup of algorithm for GPU are presented in Table 3 . The base value Additional tests in order to estimate quality of load balancing were performed. Two arrays of GPU were used: 2 GPU Tesla M2090 and 4 GPU Tesla K20. It is a common configuration of arrays of GPU. The average time of execution of task on each GPU and unloading completed grid to the disk for a pair of Tesla M2090 are presented in Table 5 .
Similar tests were performed for a quartet of Tesla K20. The results are presented in Table 6 .
Load is distributed well across multiple GPUs independent from size of array without idle of GPU.
The set of test results shows that the proposed 
