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Abstract
We investigate the nonlinear instability of a smooth Rayleigh-Taylor steady-state solution (in-
cluding the case of heavier density with increasing height) to the three-dimensional incompressible
nonhomogeneous magnetohydrodynamic (MHD) equations of zero resistivity in the presence of
a uniform gravitational field. We first analyze the linearized equations around the steady-state
solution. Then we construct solutions of the linearized problem that grow in time in the Sobolev
space Hk, thus leading to the linear instability. With the help of the constructed unstable so-
lutions of the linearized problem and a local well-posedness result of smooth solutions to the
original nonlinear problem, we establish the instability of the density, the horizontal and vertical
velocities in the nonlinear problem. Moreover, when the steady magnetic field is vertical and
small, we prove the instability of the magnetic field. This verifies the physical phenomenon:
instability of the velocity leads to the instability of the magnetic field through the induction
equation.
Keywords: Incompressible MHD flows, steady solutions, Rayleigh-Taylor instability,
Navier-Stokes equations.
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1. Introduction
This paper is concerned with nonlinear instability of a smooth Rayleigh-Taylor (RT) steady-
state solution to the following three-dimensional (3D) nonhomogeneous incompressible magne-
tohydrodynamic (MHD) equations with zero resistivity (i.e. without magnetic diffusivity) in the
presence of a uniform gravitational field (see, for example, [2, 25, 26, 28] on the derivation of the
equations): 
ρt + v · ∇ρ = 0,
ρvt + ρv · ∇v +∇p = (∇×M)×M+ µ∆v− ρge3,
Mt −∇× (v×M) = 0,
divv = 0, divM = 0.
(1.1)
Here the unknowns ρ := ρ(t,x), v := v(t,x), M := M(t,x) and p := p(t,x) denote the density,
velocity, magnetic field and pressure of the incompressible fluid, respectively; µ > 0 stands for
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the coefficient of shear viscosity, g > 0 for the gravitational constant, e3 = (0, 0, 1) for the vertical
unit vector, and −ρge3 for the gravitational force.
In the system (1.1) the equation (1.1)1 is the continuity equation, while (1.1)2 describes
the balance law of momentum. It is well-known that the electromagnetic field is governed by
the Maxwell equations. In MHD, the displacement current can be neglected [25, 26]. As a
consequence, (1.1)3 is called the induction equation. As for the constraint divM = 0, it can
be seen just as a restriction on the initial value of M since (divM)t = 0. We remark that, the
resistivity in (1.1)3 is zero, which arises in the physics regime with negligible electrical resistance,
see [4]. In addition, if M ≡ 0, the system (1.1) reduces to the incompressible Navier-Stokes
equations in the presence of a uniform gravitational field.
In this paper we consider the problem of the RT instability in a horizontally periodic domain
Ω := (2πLT)2×R, where 2πLT stands for the 1D-torus of length 2πL. We assume that a smooth
RT (steady-state) density profile ρ¯ := ρ¯(x3) ∈ L∞(R) exists and satisfies
ρ¯′ ∈ C∞0 (R), inf
x3∈R
ρ¯ > 0, (1.2)
ρ¯′(x03) > 0 for some point x
0
3 ∈ R, (1.3)
where ′ = d/dx3. We refer to [20, Remark 1.1] for the construction of such ρ¯. Let M¯ ∈ R3 be
a constant magnetic field, then the RT density profile ρ¯ with (v,M)(t,x) ≡ (0, M¯) defines a
steady state solution to (1.1), provided the steady pressure p¯ is determined by
∇p¯ = −ρ¯ge3, i.e., dp¯
dx3
= −ρ¯g.
We point out that by virtue of the condition (1.3), there is at least a region in which the RT
density profile has larger density with increasing x3 (height), thus leading to the classical RT
instability as shown in Theorem 1.1 below.
Now, we denote the perturbation to the RT steady state by
̺ = ρ− ρ¯, u = v − 0, N =M− M¯, q = p− p¯,
then, (̺,u, q) satisfies the perturbed equations
̺t + u · ∇(̺+ ρ¯) = 0,
(̺+ ρ¯)ut + (̺+ ρ¯)u · ∇u+∇q + g̺e3 = µ∆u+ (∇×N)× (N+ M¯),
Nt = ∇× (u× (N+ M¯)),
divu = 0, divN = 0.
(1.4)
For (1.4) we impose the initial and boundary conditions:
(̺,u,N)|t=0 = (̺0,u0,N0) in Ω (1.5)
and
lim
|x3|→+∞
(̺,u,N)(t,x′, x3) = 0 for any t > 0, (1.6)
where we have written x′ = x1e1 + x2e2, e1 := (1, 0, 0) and e2 := (0, 1, 0). Moreover, the initial
data should satisfy the compatibility conditions
divu0 = 0 and divN0 = 0.
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If we linearize the equations (1.4) around the steady state (ρ¯, 0, M¯), then the resulting lin-
earized equations read as
̺t + ρ¯
′u3 = 0,
ρ¯ut +∇q + g̺e3 = µ∆u+ (∇×N)× M¯,
Nt = ∇× (u× M¯),
divu = 0, divN = 0.
(1.7)
The RT instability is well-known as gravity-driven instability in fluid dynamics when heavy
fluid is on top of light one. The linear instability for an incompressible fluid was first introduced
by Rayleigh in 1883 [31]. The analogue of the RT instability arises when fluids are electrically
conducting and a magnetic field is present, and the growth of the instability will be influenced
by the magnetic field due to the generated electromagnetic induction and the Lorentz force.
Some authors have extended the partial results concerning the RT instability to the case of
MHD fluids by overcoming difficulties induced by presence of the magnetic field. For example,
Kruskal and Schwarzchild in 1954 first showed that a horizontal magnetic field has no effect on
the development of the linear RT instability [24]. Then the influence of a vertical magnetic field
was investigated by Hide in [15] where the effect of finite viscosity and resistivity was included
and his analysis was encumbered with many parameters. By a variational approach, Hwang in
2008 studied the nonlinear RT instability of (1.4)–(1.6) for the inviscid case (i.e. µ = 0) in a 2D
periodic domain [16].
To our best knowledge, however, it is still open mathematically whether there exists an
unstable solution to the nonlinear RT problem (1.4)–(1.6) of 3D viscous MHD fluids. The aim
of this article is to rigorously verify the instability for the nonlinear RT problem (1.4)–(1.6).
Moreover, the impact of the magnetic filed on the instability will be analyzed, for example,
we shall show that if the steady magnetic field is vertical and small, then the magnetic field
is unstable, thus verifying the physical phenomenon: instability of the velocity leads to the
instability of the magnetic field through the induction equation. The main result of this paper
reads as follows.
Theorem 1.1. Let
Mc :=
√√√√ sup
ψ∈H1(R)
ψ≡/ 0
∫
R
gρ¯′|ψ|2dx∫
R
|ψ′|2dx > 0. (critical number) (1.8)
Assume that the RT density profile ρ¯ ∈ L∞(Ω) satisfies (1.2) and (1.3), and
M¯ =
{
Me1, M 6= 0, constant,
Me3, |M | ∈ (0,Mc), constant. (1.9)
Then, the steady state (ρ¯, 0, M¯) of (1.4)–(1.6) is unstable, that is, there exist positive constants
Λ∗, ε, m0 and ι, and a triple (¯̺0, u¯0, N¯0) ∈ H∞(Ω) := ∩∞k=0Hk(Ω), such that for any δ ∈ (0, ι)
and the initial data (̺0,u0,N0) := (δ ¯̺0, δu¯0, δN¯0), there is a unique classical solution (̺,u,N)
of (1.4)–(1.6) on [0, Tmax), but
‖̺(T δ)‖L2(Ω), ‖(u1, u2)(T δ)‖L2(Ω), ‖u3(T δ)‖L2(Ω) ≥ ε (1.10)
for some escape time T δ := 1
Λ∗
ln 2ε
m0δ
∈ (0, Tmax), where divu¯0 = 0, divN¯0 = 0, and Tmax denotes
the maximal time of existence of the solution (̺,u,N). Moreover,
‖N3(T δ)‖L2(Ω) ≥ ε for the case M¯ =Me3.
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Remark 1.1. We should point out that since the above Sobolev spaces Hk(Ω) are defined on the
horizontally periodic domain Ω = (2πLT)2 × R, the solution (̺,u,N) constructed in Theorem
1.1 is horizontally periodic. One should keep this in mind in what follows.
Throughout the rest of this article we shall repeatedly use the abbreviations:
IT := (0, T ), I¯T := [0, T ], W
m,p :=Wm,p(Ω), Hm := Hm(Ω), H∞ := ∩∞m=1Hm(Ω),
Lp := Lp(Ω), ‖ · ‖Wm,p := ‖ · ‖Wm,p(Ω), ‖ · ‖Hm := ‖ · ‖Hm(Ω), ‖ · ‖Lp := ‖ · ‖Lp(Ω), etc.
Remark 1.2. The conclusion (1.10) in Theorem 1.1 also holds for the general horizontal mag-
netic field M¯ = (M1,M2, 0). In fact, rotating the o-xy coordinates properly so that M¯ = (M, 0, 0)
with M =
√
M21 +M
2
1 , we have the same case as in Theorem 1.1 under the rotated coordinates,
since the L2-norms of the density, horizontal velocity, and vertical velocity are invariant under
the horizontal rotation. We should point out here that for the both cases of the horizontal
and vertical magnetic fields, the ordinary differential equation (ODE) (2.6) associated with the
normal mode solutions enjoys good variational structure. For a general constant magnetic field
M¯ = (M1,M2,M3), similarly to that in the derivation of (2.6), we can also deduce a ODE corre-
sponding to M¯ = (M1,M2,M3). The resulting ODE, however, possesses the terms iψ
′ and iψ′′′
which destroy the good variational structure, and consequently, one could not directly construct
the growing mode solutions to the linearized problem. In addition, Theorem 1.1 also holds when
M¯ = N = 0, hence the weak RT instability for incompressible viscous fluids given in [20] can
be further shown to be strongly RT unstable as in (1.10) in the case of the horizontally periodic
domain.
Remark 1.3. In [17] Hwang and Guo proved the nonlinear RT instability for 2D nonhomoge-
neous incompressible inviscid flows (i.e. µ = 0 and M¯ = N = 0 in (1.4), (1.5)) with boundary
condition u ·n|∂Ω′ = 0 where Ω′ = {(x1, x2) ∈ R2 | −l < x2 < m} and n denotes the outer normal
vector to ∂Ω′. Later, Hwang [16] further investigated the nonhomogeneous incompressible invis-
cid MHD fluid on a periodic domain, and get the instability of the norm ‖(̺,u,N)‖L2(Ω′). Our
result is more precise than those in [16, 17] in the sense that Theorem 1.1 reveals that the vertical
velocity induces the instability of the density and horizontal velocity; and moreover, we can show
the instability of the magnetic field for the case M¯ = Me3. This mathematically verifies the
physical phenomenon: instability of the velocity further leads to the instability of the magnetic
field through the induction equation.
Remark 1.4. The number Mc in (1.8) is infinite for
∫
R
ρ¯′dx > 0 (i.e., ρ¯(+∞) > ρ¯(−∞)) and
is finite for
∫
R
ρ¯′dx < 0 (i.e., ρ¯(+∞) < ρ¯(−∞)), see Proposition 2.1 for the detailed proof.
This means that any vertical steady magnetic field cannot restrain growth of the nonlinear RT
instability for the case
∫
R
ρ¯′dx > 0. Now it is still not clear to us that whether a sufficiently large
vertical steady magnetic field has impact on growth of the nonlinear RT instability for the case∫
R
ρ¯′dx < 0 due to some technical difficulties. However, if we consider Ω = (2πLT)2 × (−l, m),
then, similarly to the derivation of (3.71) in [32], we can show the stability of the velocity for any
classical solution of the linearized problem satisfying boundary conditions u|x3=−l = u|x3=m = 0,
provided the vertical steady magnetic field is sufficiently large. This result does not contradict
that in [16] where for any vertical steady magnetic field, the nonlinear RT instability for a
nonhomogeneous incompressible inviscid MHD flow in a periodic domain (the vertical direction
is also periodic) is shown. These mathematical results reveal that the domain and boundary
conditions of the velocity do have impact on the instability of MHD flows.
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The proof of Theorem 1.1 is divided into four steps given in Sections 2–4: (i) First, we make
an ansatz to seek the “normal mode” solutions of the linearized equations (1.7), which grow
exponentially in time by the factor eλ(ξ)t with ξ ∈ R2 being the horizontal spatial frequency and
λ(ξ) > 0. This reduces the equations to a system of ODEs defined on R with λ(ξ) > 0 for
some ξ (see (2.4), (2.5)). All such points ξ constitute a solvable domain. Because of presence of
the magnetic field, the solvable domain is not a ball for the horizontal case as in [12], resulting
in some difficulties in constructing a solvable domain. In order to circumvent such difficulties,
similarly to [21, 32], we introduce the notions of the critical frequency function S(ξ) and critical
frequency constant |ξ|Mvc to define the solvable domain Ag (cf. (2.14), (2.15)). Thus, by careful
constructing the solutions and adapting the modified variational method in [12], we can also
solve the ODEs for any given ξ ∈ Ag and obtain a normal mode with λ(ξ) > 0, thus leading to a
mechanism for the global linear RT instability. Using the normal modes, we can further construct
real-valued solutions of the linearized problem (1.5)–(1.7) that grow in time, when measured in
Hk(Ω) for any k ≥ 0. In particular, the density, horizontal velocity and vertical velocity in the
solutions of the linearized problem are not zero, this fact will play a key role in the nonlinear
instability in (1.10). (ii) In Section 3, we state a local well-posedness result of the perturbed
problem (1.4)–(1.6), which will be proved in Section 5. Then we derive the integrand form
of Gronwall’s inequality of high-order energy estimate E(̺,u,N) for the perturbed problem,
and this makes the escape time occurring before break-down of the classical solutions. Since
the equilibrium state of the magnetic field M¯ is a no-zero vector, we shall introduce a simple
technique to deal with the terms including M¯ in the energy estimates, see Subsection 3.4. (iii)
Finally, in Section 4, with the help of the results established in Sections 2–3, we adapt a careful
bootstrap argument as in [11] to establish the instability of the nonlinear problem. We mention
that although the approach in [11] has been also used to treat the instability of other problems
(see [10, 11, 19, 33] for examples), but Duhamel’s principle in the standard bootstrap argument
can not be directly applied to our problem, since the nonlinear terms in (1.4) do not satisfy the
compatibility condition of divergence-free. To circumvent this obstacle, we shall use some specific
energy estimates to replace Duhamel’s principle. Moreover, we can also find in the proof that
Λ is indeed a sharp exponential growth rate for general solutions to the linearized problem (see
Remark 4.1).
We end this section by briefly reviewing some of the previous results on the nonlinear RT
instability for two layer incompressible fluids separated by a free interface (stratified fluids),
where the RT steady-state solution is a denser fluid lying above a lighter one separated by a free
interface. When the densities of two layer fluids are two constants, Wang and Tice [33] proved the
(local) existence of nonlinear unstable solutions in a horizontally periodic domain T2 × (−b, 1),
where the instability term is described by the sum of L2-norm of the velocity and the moving
internal interface. Pru¨ss and Simonett used the C0-semigroup theory and the Henry instability
theorem to show the existence of nonlinear unstable solutions in the Sobolev-Slobodeckii spaces
in R3 [30], where the instability term is described by the sum of ‖u‖
W
2−2/p
p (R3)
and ‖h‖
W
3−2/p
p (R3)
(see [30, Theorem 1.2] for details). When densities of two layer fluids are variable, to our best
knowledge, the (local) existence of solutions to the nonlinear problem (1.4)–(1.6) still remains
open, consequently, the strong nonlinear instability is still open. For compressible fluids, there
are very few results on the nonlinear RT instability. Guo and Tice proved the instability of
immiscible compressible inviscid fluids in the frame of Lagrangian coordinates under the existence
assumption of solutions [13]. This is in some sense a compressible analogue to the local ill-
posedness of the RT problem for incompressible fluids given in [6].
Finally we mention related results on the instability for stratified MHD fluids. Wang [32]
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introduced the critical number of stratified MHD fluids (denoted by M sc ) to investigate the linear
RT instability of stratified MHD fluids in a infinite slab domain R2 × (−l, l). Later, Jiang et al.
[21] further showed the weak nonlinear RT instability of stratified MHD fluids and found that
M sc =
√
gl(̺+ − ̺−)/2, where ̺+ > ̺−, and ̺+ resp. ̺− denotes the density of the upper- resp.
lower-layer fluid. Obviously, M sc → ∞ as the height 2l → ∞. Hence, the critical number of
stratified MHD fluids in R3 is infinite. This means that the vertical magnetic field may have no
impact on growth of the RT instability in R3.
2. Construction of solutions to the linearized problem
We wish to construct a solution to the linearized equations (1.7) that has growing Hk-norm
for any k. We will construct such solutions via some synthesis as in [12] by first constructing a
growing mode for any but fixed spatial frequency. Moreover, we shall introduce the techniques
of the critical frequency function and critical frequency constant to carefully analyze the terms
involving with the magnetic field.
2.1. Linear growing modes
To start with, we make a growing mode ansatz of solutions, i.e., for some λ > 0,
̺(t,x) = ρ˜(x)eλt, u(t,x) = v˜(x)eλt, q(t,x) = p˜(x)eλt, N(t,x) = M˜(x)eλt.
Substituting this ansatz into (1.7), and then eliminating ρ˜ and M˜ by using the first and third
equations, we arrive at the time-independent system for v˜ = (v˜1, v˜2, v˜3) and p˜:{
λ2ρ¯v˜ + λ∇p˜ = (∇× (∇× (v˜ × M¯)))× M¯+ λµ∆v˜ + gρ¯′v˜3e3,
div v˜ = 0
(2.1)
with
lim
|x3|→+∞
(v˜, M˜)(x′, x3) = 0, (2.2)
where M¯ is given by (1.9). After a straightforward calculation, we find that
∇× (∇× (v˜ × M¯))× M¯ = ∇× (M¯ · ∇v˜)× M¯
=M2
{
(0, ∂21 v˜2 − ∂221v˜1, ∂211v˜3 − ∂231v˜1), for M¯ = Me1;
(∂23 v˜1 − ∂213v˜3, ∂233v˜2 − ∂223v˜3, 0), for M¯ =Me3.
(2.3)
We fix a spatial frequency ξ = (ξ1, ξ2) ∈ R2, and define the new unknowns
v˜1(x) = −iϕ(x3)eix′·ξ, v˜2(x) = −iθ(x3)eix′·ξ, v˜3(x) = ψ(x3)eix′·ξ, p˜(x) = π(x3)eix′·ξ.
Then, in view of (2.1)–(2.3), we see that ϕ, θ, ψ and λ satisfy the following system of ODEs:
λ2ρ¯ϕ− λξ1π + λµ(|ξ|2ϕ− ϕ′′) =M2B1,
λ2ρ¯θ − λξ2π + λµ(|ξ|2θ − θ′′) = M2B2,
λ2ρ¯ψ + λπ′ + λµ(|ξ|2ψ − ψ′′)− gρ¯′ψ = M2B3,
ξ1ϕ+ ξ2θ + ψ
′ = 0
(2.4)
with
ϕ(−∞) = θ(−∞) = ψ(−∞) = ϕ(+∞) = θ(+∞) = ψ(+∞) = 0, (2.5)
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where
 B1B2
B3
 =

 0(ξ1ξ2ϕ− ξ21θ)
−(|ξ1|2ψ + ξ1ϕ′)
 for M¯ =Me1,
 (ϕ
′′ + ξ1ψ
′)
(θ′′ + ξ2ψ
′)
0
 for M¯ =Me3.
Eliminating π from the third equation in (2.4), we obtain the following ODE for ψ
− λ2[ρ¯|ξ|2ψ − (ρ¯ψ′)′]
=λµ(|ξ|4ψ − 2|ξ|2ψ′′ + ψ′′′′)− g|ξ|2ρ¯′ψ +M2
{
ξ21(|ξ|2ψ − ψ′′), for M¯ = Me1,
(ψ′′′′ − |ξ|2ψ′′), for M¯ = Me3,
(2.6)
with
ψ(−∞) = ψ′(−∞) = ψ(+∞) = ψ′(+∞) = 0. (2.7)
Next we use the modified variational method to construct a solution of (2.6), (2.7). This idea
can be found in Guo and Tice’s paper on compressible viscous stratified flows [12], and has been
adapted by other authors to study the instability for other fluid models [5, 19, 22, 32]. To this
end, we now fix a non-zero vector ξ ∈ R2 and s > 0. From (2.6) and (2.7) we get a family of the
modified problems
− λ2[ρ¯|ξ|2ψ − (ρ¯ψ′)′]
= sµ(|ξ|4ψ − 2|ξ|2ψ′′ + ψ′′′′)− g|ξ|2ρ¯′ψ +M2
{
ξ21(|ξ|2ψ − ψ′′), for M¯ = Me1,
(ψ′′′′ − |ξ|2ψ′′), for M¯ = Me3,
(2.8)
coupled with the condition (2.7). We define the energy functional of (2.8) by
E(ψ) = |ξ|2E0(ψ) + sE1(ψ) (2.9)
with an associated admissible set
A =
{
ψ ∈ H2(R)
∣∣∣∣ J(ψ) := ∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)dx3 = 1
}
, (2.10)
where
E0(ψ) =

∫
R
M2ξ21
(
|ψ|2 + |ψ′|2
|ξ|2
)
− gρ¯′ψ2dx3, for M¯ =Me1,∫
R
M2
(
|ψ′|2 + |ψ′′|2
|ξ|2
)
− gρ¯′ψ2dx3, for M¯ =Me3,
(2.11)
E1(ψ) = µ
∫
R
(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)dx3. (2.12)
Thus we can find a −λ2 (depending on ξ) by minimizing
− λ2(ξ) = α(ξ) := inf
ψ∈A
E(ψ). (2.13)
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In order to emphasize the dependence on s ∈ (0,∞) we will sometimes write
E(ψ, s) := E(ψ) and α(s) := inf
ψ∈A
E(ψ, s) < +∞.
Before constructing the growth solutions, we shall introduce some preliminary results, which
will be used in Subsections 2.2–2.4. Let the critical frequency function S(ξ) for the horizontal case
and the critical frequency constant |ξ|Mvc for the vertical case be given by the following variational
forms
S(ξ) :=
√
sup
ψ∈H1(R), ψ 6≡0
g|ξ|2 ∫
R
ρ¯′ψ2dx3/(Mξ1)2 −
∫
R
|ψ′|2dx3∫
R
|ψ|2dx3 > 0 (2.14)
for 0 < |Mξ1|/|ξ| < Mc, and
|ξ|Mvc :=
√
inf
ψ∈Mvc
M2
∫
R
|ψ′′|2dx3∫
R
(gρ¯′ψ2 −M2|ψ′|2)dy for |M | ∈ (0,Mc), (2.15)
respectively, where Mc is given by (1.8), and
Mvc :=
{
ψ ∈ H2(R)
∣∣∣∣∣
∫
R
(gρ¯′ψ2 −M2|ψ′|2)dx3 > 0
}
.
We remark that it depends on the choice of ρ¯ whether Mc becomes infinite or finite. More
precisely, we have the following conclusions:
Proposition 2.1. Assume that ρ¯′ ∈ C00(R),
(1) if
∫
R
ρ¯′dx > 0, then Mc is infinite,
(2) if
∫
R
ρ¯′dx < 0, then Mc is finite.
Proof. (1) We first show the first assertion. Let supρ¯′ ⊂ (−l, l) with l > 0, and
ψn(x) :=

1, x ∈ [−l, l],
1 + (x+ l)/n, x ∈ (−l − n,−l),
1− (x− l)/n, x ∈ (l, l + n),
0 x ∈/ (−l − n, l + n).
Then ψn(x) ∈ H1(R) and ∫
R
gρ¯′|ψn|2dy∫
R
|ψ′n|2dy
≥ gn
∫
R
ρ¯′dx→∞ as n→∞,
which implies Mc =∞. We mention that, in such a case, we can infer that the critical frequency
constant |ξ|Mvc defined by (2.15) is equal to zero.
(2) We turn to show the second assertion by contradiction. Assume that Mc is infinite, i.e.,
there exists a sequence of functions {ψn}∞n=1 such that
ψn ∈ H1(R), and 0 <
∫
R
gρ¯′|ψn|2dx∫
R
|ψ′n|2dx
→∞ as n→∞.
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Denote
ϕn =
ψn√∫
R
gρ¯′|ψn|2dx
∈ H1(R),
then
0 <
1∫
R
|ϕ′n|2dx
→∞ as n→∞,
which yields that ∫
R
|ϕ′n|2dx→ 0 as n→∞.
Now, using Newton-Leibniz’s formula, we immediately get that, for any given ε ∈ (0, 1), there
exists a Nε > 0 (may depend on ε), such that, for any n > Nε and for any x ∈ (−l, l),
|ϕn(x)− ϕn(0)| =
∣∣∣∣∫ x
0
ϕ′n(y)dy
∣∣∣∣ ≤ (∫ x
0
|ϕ′n(y)|2dy
)1
2
x
1
2 ≤
√
lε. (2.16)
Thus, recalling the conditions
∫
R
ρ¯′dx < 0 and ρ¯ ∈ C00(R), and using the following relation
1 =
∫
R
gρ¯′|ϕn|2dx =
∫
R
gρ¯′(ϕn − ϕn(0) + ϕn(0))2dx
=ϕ2n(0)
∫
R
gρ¯′dx+ 2ϕn(0)
∫
R
gρ¯′(ϕn(x)− ϕn(0))dx
+
∫
R
gρ¯′(ϕn − ϕn(0))2dx := R(n),
(2.17)
we infer that there exists a constant c, independent of n and ε, such that
|ϕn(0)| ≤ c for any n > N. (2.18)
In fact, if this is not true, then there exists a subsequence, denoted by {ϕnm(0)}∞m=1, satisfying
|ϕnm(0)| ≥ m, which implies that 1 = R(nm)→∞. This is a contradiction.
Finally, making use of (2.16)–(2.18) and
∫
R
ρ¯′dx < 0, we have that for any n > Nε,
R(n) ≤ (2l 32 c+ l2)g‖ρ¯′‖L∞ε.
Consequently, letting ε→ 0, we immediately see that R(n) can be sufficiently small for some n,
and this contradicts with R(n) ≡ 1. Hence the second assertion holds. 
Now we define a solvable domain for a growing solution
A
g =
{ {
ξ ∈ R2 | |ξ1M |/|ξ| ∈ (0,Mc), |ξ| < S(ξ)
} ∪ {ξ1 = 0} \ {0} for M¯ =Me1,{
ξ ∈ R2 | |ξ|Mvc < |ξ|
}
for M¯ =Me3 with |M | ∈ (0,Mc).
(2.19)
By virtue of the definition of Mc, it is easy to verify that the above two definitions (2.14), (2.15)
make sense. In addition, it is easy to see that |ξ| < S(ξ) in (2.19) for any |ξ| > 0 with sufficiently
small ξ1 (the smallness of ξ1 depends on |ξ|). Hence, the set
{
ξ ∈ R2 | |ξ1M |/|ξ| ∈ (0,Mc), |ξ| <
S(ξ)
}
is not empty. Moreover, |ξ|Mvc and S(ξ) are finite. Next we introduce some properties
concerning with the critical frequency and the solvable domain Ag.
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Proposition 2.2. The supremum in (2.14) is achieved for each ξ and M with ξ1M 6= 0. More-
over, S(ξ) is continuous on D := {ξ ∈ R2 | 0 < |Mξ1|/|ξ| < Mc} for any given M 6= 0, and
S(ξ)→ +∞ as ξ1|ξ| → 0 and ξ ∈ D. (2.20)
Proof. We rewrite (2.14) as
S2(ξ) = sup
ψ∈AL2
Q(ψ),
where
Q(ψ) :=
g|ξ|2
(Mξ1)2
∫
R
ρ¯′ψ2dx3 −
∫
R
|ψ′|2dx3, AL2 :=
{
H1(R)
∣∣∣∣ ‖ψ‖2L2(R) = 1} . (2.21)
Then, it is easy to see that S2(ξ) > 0, since 0 < |Mξ1|/|ξ| < Mc. Let ψn ∈ AL2 be a minimizing
sequence of S2(ξ), i.e., lim supn→∞Q(ψn) = supψ∈AL2 Q(ψ), we have from (2.21) that ψn is
uniformly bounded in H1(R) on n. Hence there exists a ψ0 ∈ H1(R), such that ψn → ψ0 weakly
in H1(R) and strongly in L2loc(R). Hence,
0 < sup
ψ∈AL2
Q(ψ) = lim sup
n→∞
Q(ψn) ≤ Q(ψ0) and 0 < ‖ψ0‖L2(R) ≤ lim inf
n→∞
‖ψn‖L2(R) = 1.
We proceed to verify that ‖ψ0‖L2(R) = 1. Suppose by contradiction that ‖ψ0‖L2(R) < 1, then we
may scale up ψ0 by α > 1 so that αψ0 ∈ AL2. From this we deduce that
sup
ψ∈AL2
Q(ψ) ≥ Q(αψ0) = α2Q(ψ0) ≥ α2 sup
ψ∈AL2
Q(ψ) > sup
ψ∈AL2
Q(ψ),
which is a contradiction. Hence ‖ψ‖L2(R) = 1, which shows that Q(ψ) achieves its infinimum on
AL2.
Next, we prove the continuity of S2(ξ0) for each given ξ0 in D. Letting ξ ∈ D→ ξ0, we have
|ξ|2/ξ21 → |ξ0|2/ξ201, where ξ01 represents the first component of ξ0. Without loss of generality,
we assume that |ξ|2/ξ21 and |ξ0|2/ξ201 belong to a finite interval (a, b) with a > 0. Denote δ :=
|ξ|2/ξ21 − |ξ0|2/ξ201, then δ → 0 as ξ → ξ0.
On the other hand, Q(ψ) achieves its infinimum on AL2, i.e. for any ξ ∈ D, there is ψξ ∈ AL2,
such that
S2(ξ) :=
g|ξ|2
(Mξ1)2
∫
R
ρ¯′ψ2ξdx3 −
∫
R
|ψ′ξ|2dx3. (2.22)
Substituting |ξ0|2/ξ201 = |ξ|2/ξ21 − δ into (2.22), one has
S2(ξ) =
g|ξ0|2
(Mξ01)2
∫
R
ρ¯′ψ2ξdx3 −
∫
R
|ψ′ξ|2dx3 +
gδ
M2
∫
R
ρ¯′ψ2ξdx3
≤S(ξ0) + gδ
M2
∫
R
ρ¯′ψ2ξdx3.
(2.23)
Similarly to (2.23), we obtain
S2(ξ0) =
g|ξ|2
(Mξ1)2
∫
R
ρ¯′ψ2ξ0dx3 −
∫
R
|ψ′ξ0 |2dx3 −
gδ
M2
∫
R
ρ¯′ψ2ξ0dx3
≤S(ξ)− gδ
M2
∫
R
ρ¯′ψ2ξ0dx3,
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which, together with (2.23), yields that
gδ
M2
∫
R
ρ¯′ψ2ξ0dx3 ≤ S2(ξ)− S2(ξ0) ≤
gδ
M2
∫
R
ρ¯′ψ2ξdx3.
Hence,
|S2(ξ)− S2(ξ0)| ≤ gδ
M2
‖ρ¯′‖L∞(R) → 0 as δ → 0,
and S2(ξ) is continuous at each given point ξ0 ∈ D. Finally, (2.20) obviously holds by the
definition (2.14). The completes the proof. 
Proposition 2.3. Let Ag be defined by (2.19), then
(1) the set Ag is symmetric on x-axis and y-axis in R2, respectively;
(2) there exist countably infinite lattice points of (L−1Z)2 belongs to Ag;
(3) the set Ag is a nonempty open set in R2.
Proof. The first two assertions obviously hold by virtue of the definition of Ag. It suffices
to show the last assertion. Here we only give the proof of the horizontal case for the reader’s
convenience.
Let 0 6= ξ0 ∈ Ag, then ξ0 ∈ {ξ1 = 0} or ξ0 ∈
{
ξ ∈ R2 | |ξ1M |/|ξ| ∈ (0,Mc), |ξ| < S(ξ)
}
.
For the first case, noting that |ξ1M |/|ξ| ∈ (0,Mc) and |ξ| < S(ξ) hold for any |ξ| > 0 with
sufficiently small ξ1 there exists a sufficiently small disk B
δ
ξ0
:= {ξ ∈ R2 | |ξ − ξ0| < δ} ⊂ Ag.
For the latter case, noting that 0 < |ξ01M |/|ξ0 < Mc and |ξ0| < S(ξ0), we use the continuity of
|ξ1M |/|ξ|, |ξ| and S(ξ) as ξ → ξ0 6= 0 to deduce that there also exists a sufficiently small disk
Bαξ0 := {ξ ∈ R2 | |ξ − ξ0| < α} ⊂
{
ξ ∈ R2 | |ξ1M |/|ξ| ∈ (0,Mc), |ξ| < S(ξ)
}
. Summing up the
previous discussions, we immediately conclude that the set Ag is a nonempty open set in R2 by
the definition of open sets. 
Proposition 2.4. Let ξ 6= 0. Then,
• if ξ ∈ Ag, there exists a
ψ0 ∈
{
H1(R) for the horizontal case,
Mvc for the vertical case,
such that E0(ψ0) < 0;
• else, |ξ|2E0(ψ) ≥ 0 for any
ψ ∈
{
H1(R) for the horizontal case;
H2(R) for the vertical case.
Proof. The above assertions in fact follow from the definitions (1.8), (2.11), (2.14), (2.15) and
(2.19), here we only give the proof of the horizontal case for the reader’s convenience.
Let ξ ∈ Ag. If ξ1 = 0, then obviously, there exists a ψ0, such that
E0 =
∫
R
[
(Mξ1)
2
(
|ψ0|2 + |ψ
′
0|2
|ξ|2
)
− gρ¯′ψ20
]
dx3 =
∫
R
−gρ¯′ψ20dx3 < 0.
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If ξ satisfies |Mξ1|/|ξ| ∈ (0,Mc) and |ξ| < S(ξ), then by virtue of the definition of (2.14), there
also exists a ψ0, such that
E0 =
∫
R
[
(Mξ1)
2
(
|ψ0|2 + |ψ
′
0|2
|ξ|2
)
− gρ¯′ψ20
]
dx3 < 0.
Summing up the above discussions, we see that there exists a ψ0, such that E0(ψ0) < 0 for ξ ∈ Ag.
Let ξ 6∈ Ag∪{0}, then ξ can be divided by two cases: (i) |Mξ1|/|ξ| ∈ (0,Mc) with |ξ| ≥ S(ξ),
and (ii) |Mξ1|/|ξ| ≥ Mc if Mc < ∞ (noting that this case will not appear if Mc = ∞). For the
first case, in view of the definition of (2.14), we find that
|ξ|2E0(ψ) = |ξ|2
∫
R
[
(Mξ1)
2
(
|ψ|2 + |ψ
′|2
|ξ|2
)
− gρ¯′ψ2
]
dx3 ≥ 0 for any ψ ∈ H1(R).
Finally, for the second case, by the definition of (1.8), we have∫
R
((Mξ1)2
|ξ|2 |ψ
′|2 − gρ¯′ψ2
)
dx3 ≥ 0 for any ψ ∈ H1(R),
which yields
|ξ|2E0 = |ξ|2
∫
R
[
(Mξ1)
2
(
|ψ|2 + |ψ
′|2
|ξ|2
)
− gρ¯′ψ2
]
dx3 ≥ 0 for any ψ ∈ H1(R).
Summarizing the above discussions, we see that |ξ|2E0(ψ) ≥ 0 for any ψ ∈ H1(R) if ξ ∈/ Ag∪{0}.
This completes the proof for the horizontal case. 
2.2. Solutions to the variational problem
In this seusection we show that a minimizer of (2.13) exists for the case of infψ∈AE(ψ, s) < 0
which will be shown to be true for sufficiently small s in Proposition 2.6 below, and that the
corresponding Euler-Lagrange equations are equivalent to (2.7), (2.8).
Proposition 2.5. For any fixed s > 0 and ξ with |ξ| 6= 0, we have
(1) infψ∈AE(ψ, s) > −∞.
(2) if there exists a ψ¯ ∈ A, such that E(ψ¯) < 0, then E(ψ) achieves its infinimum on A.
(3) let ψ˜ be a minimizer and −λ2 := E(ψ˜), then the pair (ψ˜, λ2) satisfies (2.7), (2.8). Moreover,
ψ˜ ∈ H∞(R) := ∩∞k=0Hk(R).
Proof. We only show the proposition for the horizontal case, the vertical case can be dealt with
in the same manner.
(1) Noticing that for any ψ ∈ A,
E(ψ) ≥ −g|ξ|2
∫
R
ρ¯′ψ2dx3 ≥ −g
∥∥∥∥ ρ¯′ρ¯
∥∥∥∥
L∞(R)
∫
R
ρ¯|ξ|2ψ2dx3 ≥ −g
∥∥∥∥ ρ¯′ρ¯
∥∥∥∥
L∞(R)
, (2.24)
we see that E is bounded from below on A by virtue of (1.2). This proves (1).
(2) We proceed to show (2). Let ψn ∈ A be a minimizing sequence, then E(ψn) is bounded.
This together with (2.9) and (2.24) implies that ψn is bounded in H
2(R). So, there exists a
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ψ0 ∈ H2(R), such that ψn → ψ0 weakly in H2(R) and strongly in H1loc(R). Moreover, by the
lower semi-continuity, (1.2) and the assumption that E(ψ¯) < 0 for some ψ¯ ∈ A, we deduce that
E(ψ0) ≤ lim inf
n→∞
E(ψn) = inf
ψ∈A
E(ψ) < 0, and 0 < J(ψ0) ≤ 1.
Suppose by contradiction that J(ψ0) < 1. By the homogeneity of J we may find an α > 1 so
that J(αψ0) = 1, i.e., we may scale up ψ0 so that αψ0 ∈ A. From this we deduce that
E(αψ0) = α
2E(ψ0) ≤ α2 inf
A
E < inf
A
E < 0,
which is a contradiction since αψ0 ∈ A. Hence J(ψ0) = 1 and ψ0 ∈ A. This shows that E(ψ)
achieves its infinimum on A.
(3) Finally we prove (3). Notice that since E(ψ) and J(ψ) are homogeneous of degree 2,
(2.13) is equivalent to
α(s) = inf
ψ∈H2(R),ψ≡/ 0
E(ψ)
J(ψ)
. (2.25)
For any τ ∈ R and ψ ∈ H2(R) we take ψ(τ) := ψ˜ + τψ, then (2.25) implies
E(ψ(τ)) + λ2J(ψ(τ)) ≥ 0.
If we set I(τ) = E(ψ(τ)) + λ2J(ψ(τ)), then I(τ) ≥ 0 for all τ ∈ R and I(0) = 0. This implies
I ′(0) = 0. By virtue of (2.9) and (2.10), a direct computation leads to
sµ
∫
R
(
4|ξ|2ψ˜′ψ′ + (|ξ|2ψ˜ + ψ˜′′)(|ξ|2ψ + ψ′′) + (Mξ1)2(|ξ|2ψ˜ψ + ψ˜′ψ′)
)
dx3
= g|ξ|2
∫
R
ρ¯′ψ˜ψdx3 − λ2
∫
R
ρ¯(|ξ|2ψ˜ψ + ψ˜′ψ′)dx3,
(2.26)
where we have used the upper boundedness of ρ¯.
By further assuming that ψ is compactly supported in R, we find that ψ˜ satisfies the equation
(2.8) in the weak sense on R for the horizontal case. In order to improve the regularity of ψ˜, we
rewrite (2.26) as∫
R
ψ˜′′ψ′′dx3 =
1
sµ
∫
R
(
g|ξ|2ρ¯′ψ˜ − λ2(|ξ|2ρ¯ψ˜ − (ρ¯ψ˜′)′)
+sµ(2|ξ|2ψ˜′′ − |ξ|4ψ˜) + (Mξ1)2(ψ˜′′ − |ξ|2ψ˜)
)
ψdx3
:=
∫
R
fψdx3.
(2.27)
For any n ≥ 1, let ψ1,n, ψ2 ∈ C∞0 (R) satisfy ψ1,n(x3) ≡ 1 for |x3| ≤ n. If one takes
ψ = ψ1,n
∫ x3
−∞
ψ2dy in (2.27), then one has∫
R
(ψ1,nψ˜
′′)ψ′2dx3 =
∫
R
(
fψ1,n
∫ x3
−∞
ψ2dy − ψ′′1,nψ′′
∫ x3
−∞
ψ2dy − 2ψ′1,nψ˜′′ψ2
)
dx3
=
∫
R
(∫ +∞
x3
(fψ1,n − ψ′′1,nψ˜′′)dy − 2ψ′1,nψ˜′′
)
ψ2dx3,
13
which, recalling ψ˜ ∈ H2(R), implies ψ˜′′ ∈ H1loc(R) and
ψ˜′′′ = (ψ1,nψ
′′)′ =
∫ +∞
x3
(fψ1,n − ψ′′1,nψ˜′′)dy for any x3 with |x3| ≤ n.
Integrating by parts, we can rewrite (2.27) as
−
∫
R
ψ˜′′′ψ′dx3 =
1
sµ
∫
R
(
g|ξ|2ρ¯′ψ˜ − λ2(|ξ|2ρ¯ψ˜ − (ρ¯ψ˜′)′)
+sµ(2|ξ|2ψ˜′′ − |ξ|4ψ˜) + (Mξ1)2(ψ˜′′ − |ξ|2ψ˜)
)
ψdx3,
which, keeping in mind that ψ˜ ∈ H2(R), yields ψ˜′′′′ ∈ L2(R). Hence ψ˜ ∈ H4loc(R)∩C3,1/2loc (R), and
ψ˜
′
(∞) = ψ˜′′(∞) = ψ˜′′′(∞) = 0. Using these facts, Ho¨lder’s inequality, and integration by parts,
we conclude that
‖ψ˜′′′‖2L2(R) =
∫
R
|ψ˜′′′|2dx3 = −
∫
R
ψ˜′′ψ˜′′′′dx3 ≤ ‖ψ˜′′‖L2(R)‖ψ˜′′′′‖L2(R),
i.e., ψ˜′′′ ∈ L2(R). Consequently, ψ˜ ∈ H4(R) solves (2.7), (2.8). This immediately gives ψ˜ ∈
H∞(R). 
Next, we want to show that there is a fixed point such that λ = s. To this end, we first give
some properties of α(s) as a function of s > 0.
Proposition 2.6. The function α(s) defined on (0,∞) enjoys the following properties:
(1) α(s) ∈ C0,1loc (0,∞) is nondecreasing.
(2) for any ξ ∈ Ag, there exist constants c1, c2 > 0 depending on g, M , ρ¯, µ, and ξ, such that
α(s) ≤ −c1 + sc2. (2.28)
Proof. We still give the proof for the horizontal case only, and the vertical case can be dealt
with in the same way.
(1) Let {ψns2} ⊂ A be a minimizing sequence of infψ∈AE(ψ, s2). From (2.9) and (2.12) it
follows that
α(s1) ≤ lim sup
n→∞
E(ψns2 , s1) ≤ lim sup
n→∞
E(ψns2 , s2) = α(s2) for any 0 < s1 < s2 <∞.
Hence α(s) is nondecreasing on (0,∞). Next we shall use this fact to show the continuity of α(s).
Let I := [a, b] ⊂ R+ be a bounded interval. In view of (2.24) and the monotonicity of α(s),
we know that
|α(s)| ≤ max
{
|α(b)|, g ‖ρ¯′/ρ¯‖L∞(R)
}
<∞ for any s ∈ I. (2.29)
On the other hand, for any s ∈ I, there exists a minimizing sequence {ψns } ⊂ A of infψ∈AE(ψ, s),
such that
|α(s)− E(ψns , s)| < 1.
Making use of (2.9)–(2.12) and (2.29), we infer that
0 ≤ E1(ψns , s) =
E(ψns , s)
s
+
g|ξ|2
s
∫
R
ρ¯′ψ2dx3 − (Mξ1)
2
s
∫
R
(|ξ|2|ψ|2 + |ψ′|2) dx3
≤1 + max{|a(b)|, g ‖ρ¯
′/ρ¯‖L∞(R)}
a
+
g
a
∥∥∥∥ ρ¯′ρ¯
∥∥∥∥
L∞(R)
:= K.
14
For si ∈ I (i = 1, 2), we further find that
α(s1) ≤ lim sup
n→∞
E(ϕns2, s1) ≤ lim sup
n→∞
E(ψns2 , s2) + |s1 − s2| lim sup
n→∞
E1(ψ
n
s2
)
≤α(s2) +K|s1 − s2|.
(2.30)
Reversing the role of the indices 1 and 2 in the derivation of the inequality (2.30), we obtain the
same boundedness with the indices switched. Therefore, we have
|α(s1)− α(s2)| ≤ K|s1 − s2|,
which yields α(s) ∈ C0,1loc (0,∞).
(2) Since ξ ∈ Ag, by virtue of Proposition 2.4, there exists a ψ¯ ∈ H1(R), such that
E0(ψ) =
∫
R
(Mξ1)
2
(
|ψ¯|2 + |ψ¯
′|2
|ξ|2
)
− gρ¯′ψ¯2dx3 < 0. (2.31)
On the other hand, H2(R) is dense in H1(R), thus there is a function sequence ψ¯n ∈ H2(R), so
that
ψ¯n → ψ¯ stronly in H1(R). (2.32)
Putting (2.31) and (2.32) together, we see that there is a subsequence ψ¯n0 ∈ H2(R), such
that ψ¯n0 6≡ 0 and
E0(ψ¯n0) =
∫
R
[
(Mξ1)
2
(
|ψ¯n0 |2 +
|ψ¯′n0|2
|ξ|2
)
− gρ¯′ψ¯2n0
]
dx3 < 0.
Thus, we have
α(s) = inf
ψ∈A
E(ψ) = inf
ψ∈H2(R)
E(ψ)
J(ψ)
≤ E(ψ¯n0)
J(ψ¯n0)
= |ξ|2E0(ψ¯n0)
J(ψ¯n0)
+ s
E1(ψ¯n0)
J(ψ¯n0)
:= −c1 + sc2
for two positive constants c1 := c1(g,M, ρ¯, |ξ|) and c2 := c2(g,M, µ, ρ¯, |ξ|). This completes the
proof for the vertical case. 
Given ξ ∈ Ag, by virtue of (2.28), there exists a s0 > 0 depending on the quantities g, M , µ,
ρ¯ and ξ, such that for any s ∈ (0, s0], α(s) < 0. Let
Sξ := sup{s | α(τ) < 0 for any τ ∈ (0, s)}, (2.33)
then Sξ > 0. This allows us to define λ(s) =
√−α(s) > 0 for any s ∈ Sξ := (0,Sξ). Therefore,
as a result of Proposition 2.5, we have the following existence for the modified problem (2.7),
(2.8).
Proposition 2.7. For each ξ ∈ Ag and s ∈ Sξ there is a solution ψ = ψ(ξ, x3) 6≡ 0 with
λ = λ(ξ, s) > 0 to the problem (2.7), (2.8). Moreover, ψ ∈ H∞(R) ∩A.
Now, we can use Proposition 2.6, (2.24) and (2.33) to find that λ(s) ∈ C0,1loc (Sξ) is nonincreas-
ing, λ(s) ≤ √g‖√ρ¯′/ρ¯‖L∞(R), lims→0 λ(s) > 0 and lims→Sξ λ(s) = 0 if S|ξ| < +∞. Hence, we
can employ a fixed-point argument to find s ∈ Sξ so that s = λ(ξ, s), and thus obtain a solution
to the original problem (2.6), (2.7).
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Proposition 2.8. Let ξ ∈ Ag, then there exists a unique s ∈ Sξ, such that λ(ξ, s) =
√−α(s) > 0
and s = λ(ξ, s).
Proof. We refer to [12, Theorem 3.8] (or [32, Lemma 3.7]) for a proof. 
Moreover, in view of Propositions 2.7 and 2.8, we conclude the following existence for the problem
(2.6)–(2.7).
Theorem 2.1. For each ξ ∈ Ag, there exist ψ = ψ(ξ, x3) ≡/ 0 and λ(ξ) > 0 satisfying (2.6) and
(2.7). Moreover, ψ ∈ H∞(R) ∩ A.
We end this subsection by giving additional properties of the solutions established in Theorem
2.1 in terms of λ(ξ), which show that λ is a bounded, continuous function of ξ.
Proposition 2.9. The positive function λ : Ag → R+ is continuous and satisfies
sup
ξ∈Ag
λ(ξ) ≤
√
g ‖ρ¯′/ρ¯‖L∞(R). (2.34)
Proof. The boundedness of λ in (2.34) follows from (2.24). As for the proof of the continuity
of λ, we still give the proof for the horizontal case only.
First, let ξ0 ∈ A be arbitrary but fixed, and ξ → ξ0. Without loss of generality, assume
ξ ∈ Ag, since Ag is an open set by Proposition 2.3. Then there exists an interval [a, b] ⊂ R+ so
that |ξ| and |ξ0| ∈ (a, b). Let δ = |ξ|2 − |ξ0|2, then δ → 0 as |ξ| → |ξ0|.
(i) We begin with the proof of the following conclusion:
lim
ξ→ξ0
α(ξ, s) = α(ξ0, s) for any s ∈ Sξ. (2.35)
By virtue of Proposition 2.7, for any ξ ∈ Ag, there exists a function ψξ ∈ A, such that
α(ξ) =
∫
R
[
sµ(4|ξ|2|ψ′ξ|2+ ||ξ|2ψξ+ψ′′ξ |2)+(Mξ1)2
(|ξ|2|ψξ|2 + |ψ′ξ|2)−g|ξ|2ρ¯′ψ2ξ]dx3 < 0, (2.36)
which, together with (2.10), yields
‖ψξ‖H2(R) ≤ c3, (2.37)
where c3 depends on g, M , µ, ρ¯, a, b and s.
To deal with the term involved with |ξ1|, we denote δ1 := |ξ1|2 − |ξ01|2. Substitution of
|ξ|2 = |ξ0|2 + δ and |ξ1|2 = |ξ01|2 + δ1 into (2.36) results in
α(ξ) =
∫
R
[
sµ(4|ξ0|2|ψ′ξ|2 + ||ξ0|2ψξ + ψ′′ξ |2) + (Mξ01)2
(|ξ0|2|ψξ|2 + |ψ′ξ|2)− g|ξ0|2ρ¯′ψ2ξ]dx3
+ δf(δ, ψξ) + δ1h(ψξ) ≥ α(ξ0) + δf(δ, ψξ) + δ1h(ψξ),
(2.38)
where
f(δ, ψξ) =
∫
R
[
sµ(4|ψ′ξ|2 + 2δψξ(|ξ0|2ψξ + ψ′′ξ ) + δψ2ξ + (Mξ01)2|ψξ|2 − gρ¯′ψ2ξ
]
dx3
and
h(δ, ψξ) =
∫
R
M2
(
(|ξ0|2 + δ)|ψξ|2 + |ψ′ξ|2
)
dx3.
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By Ho¨lder’s inequality and (2.37), we can bound
|f(δ, ψξ)|+ |h(δ, ψξ)| ≤ c4 for some constant c4. (2.39)
Similarly to (2.38) and (2.39), we also have
α(ξ0) ≥ α(ξ)− δf(−δ, ψξ0)− δ1h(ψξ0) (2.40)
and
|f(−δ, ψξ0)|+ |h(−δ, ψξ0)| ≤ c5. (2.41)
Combining (2.38) with (2.40), we get
δf(−δ, ψξ0) + δ1h(ψξ0) ≥ α(ξ)− α(ξ0) ≥ δf(δ, ψξ) + δ1h(ψξ),
which, together with (2.39) and (2.41), implies (2.35). Hence,
lim
ξ→ξ0
λ(ξ, s) = λ(ξ0, s) for any s ∈ Sξ, (2.42)
because of λ(ξ, s) =
√−α(ξ, s).
(ii) In view of (2.42) and Proposition 2.8, we see that for any ε > 0, there exists a δ > 0
such that |λ(ξ, sξ0) − λ(ξ0, sξ0)| < ε and sξ0 = λ(ξ0, sξ0) =
√−α(ξ0, sξ0) for any ξ ∈ Bδξ0 :={y ∈ R2 | |y − ξ0| < δ} ⊂ Ag. On the other hand, for each |ξ| > 0, λ(s) is nonincreasing and
continuous on Sξ, and there exists a unique sξ ∈ Sξ satisfying λ(ξ, sξ) = sξ > 0 by Proposition 2.8.
Consequently, we immediately infer that |λ(ξ, sξ)− λ(ξ0, sξ0)| < ε with sξ = λ(ξ, sξ). Therefore,
λ(ξ) is continuous. This completes the proof of the proposition. 
2.3. Construction of a solution to the system (2.4), (2.5)
A solution to (2.6), (2.7) gives rise to a solution of the ODEs (2.4), (2.5) for the growing
mode velocity u as well.
Theorem 2.2. For each ξ ∈ Ag, there exists a solution (ϕ, θ, ψ, π) := (ϕ, θ, ψ, π)(ξ, x3) with
λ = λ(ξ) > 0 to (2.4), (2.5), and the solution belongs to H∞(R). Moreover ψ ∈ A.
Proof. We still give the proof for the horizonal case only. First, in view of Theorem 2.1, we have
a solution (ψ, λ) := (ψ(ξ, x3), λ(ξ)) satisfying (2.6), (2.7). Moreover, λ > 0 and ψ ∈ A∩H∞(R2).
Then, multiplying (2.4)1 and (2.4)2 by ξ1 and ξ2 respectively, adding the resulting equations, and
utilizing (2.4)4, we find that π can be expressed by ψ, i.e.,
π = π(ξ, x3)
= [−λµ(ξ1ϕ+ ξ2θ)′′ + (λ2ρ¯+ λµ|ξ|2 +M2ξ21)(ξ1ϕ+ ξ2θ)−M2ξ1|ξ|2ϕ]/(λ|ξ|2)
= [λµψ′′′ − (λ2ρ¯+ λµ|ξ|2 +M2ξ21)ψ′ −M2ξ1|ξ|2ϕ]/(λ|ξ|2). (2.43)
Thus (2.4)1 can be rewritten as
− ϕ′′ + σϕ = ω (2.44)
with boundary conditions
ϕ(−∞) = ϕ(+∞) = 0, (2.45)
where σ = (λ2ρ¯+λµ|ξ|2+M2ξ21)/(λµ) > 0 and ω = ξ1[λµψ′′′ − (λ2ρ¯+ λµ|ξ|2 +M2ξ21)ψ′]/(λµ|ξ|2)
∈ H∞(R). By the ODE theory on a bounded interval and the domain expansion technique, we
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can obtain a unique solution ϕ := ϕ(ξ, x3) ∈ H∞(R) to (2.44), (2.45). In view of (2.43), thus π
can be uniquely determined by the known functions ψ and ϕ. Employing arguments similar to
those in the construction of ϕ, we can obtain a unique solution θ := θ(ξ, x3) ∈ H∞(R) to (2.4)3
with θ(−∞) = θ(+∞) = 0, where the solution θ depends on the known functions π and ϕ.
Finally, by a simple computation, we can check that (ϕ, θ, ψ, π) with λ constructed as above
indeed is a solution to (2.4), (2.5). 
Remark 2.1. For each x3, it is easy to see that the solution (ϕ(ξ, ·), θ(ξ, ·), ψ(ξ, ·), π(ξ, ·), λ(ξ))
constructed in Theorem 2.2 possesses the following properties:
(1) λ(ξ), ψ(ξ, ·) and π(ξ, ·) are even on ξ1 or ξ2, when another variable is fixed;
(2) ϕ(ξ, ·) is odd on ξ1, but even on ξ2, when another variable is fixed;
(3) θ(ξ, ·) is even on ξ1, but odd on ξ2, when another variable is fixed.
Remark 2.2. We mention that the system (2.4), (2.5) for the vertical case enjoys rotational
structure. Hence, we can also use the rotation method as in [20] to construct a solution of (2.4),
(2.5), which is simper than the above construction process.
The next lemma provides an estimate for the Hk(R)-norm of the solution (ϕ, θ, ψ, π) with
ξ varying, which will be useful in the next subsection. To emphasize the dependence on ξ, we
write these solutions as (ϕ, θ, ψ, π)(ξ) := (ϕ, θ, ψ, π)(ξ, x3).
Lemma 2.1. Let k ≥ 0, and D ⊂ Ag be a nonempty bounded set satisfying the closure D¯ ⊂ Ag.
Then for any ξ ∈ D there are positive constants Ak, Bk, Ck and Dk, which may depend on g, M ,
µ, ρ¯ and D, such that
‖ψ(ξ)‖Hk(R) ≤ Ak, (2.46)
‖ϕ(ξ)‖Hk(R) ≤ Bk, (2.47)
‖θ(ξ)‖Hk(R) ≤ Ck, (2.48)
‖π(ξ)‖Hk(R) ≤ Dk, (2.49)
where (ϕ, θ, ψ, π)(ξ) and λ(ξ) be constructed as in Theorem 2.2. Moreover,
‖ψ(ξ)‖2L2(R) > 0. (2.50)
Proof. We still give the proof for the horizonal case only. Throughout this proof, we denote
by c˜ a generic positive constant which may vary from line to line, and may depend on g, M , µ,
ρ¯ and D.
We begin with the estimate (2.46). We first rewrite (2.6) as
ψ′′′′(ξ) =
[
(λ2ρ¯+ 2λµ|ξ|2 + (Mξ1)2)ψ′′(ξ) + λ2ρ¯′ψ′(ξ)
− |ξ|2(λ2ρ¯+ λµ|ξ|2 + (Mξ1)2 − gρ¯′)ψ(ξ)
]
/λµ,
(2.51)
which yields
‖ψ′′(ξ)‖L2(R) =(λµ)−1
∫
R
[
λ(λρ¯+ 2µ|ξ|2 + (Mξ1)2)ψ′′(ξ) + λ2ρ¯′ψ′(ξ)
− |ξ|2(λ2ρ¯+ λµ|ξ|2 + (Mξ1)2 − gρ¯′)ψ(ξ)
]
ψ(ξ)dx3
(2.52)
18
and
‖ψ′′′(ξ)‖L2(R) =− (λµ)−1
∫
R
[
λ(λρ¯+ 2µ|ξ|2 + (Mξ1)2)ψ′′(ξ) + λ2ρ¯′ψ′(ξ)
− |ξ|2(λ2ρ¯+ λµ|ξ|2 + (Mξ1)2 − gρ¯′)ψ(ξ)
]
ψ′′(ξ)dx3.
(2.53)
Noting that since ψ ∈ A, the inequality (2.50) holds, and there is a constant c˜, such that
‖ψ(ξ)‖H1(R) ≤ c˜. (2.54)
On the other hand, in view of Proposition 2.9, we have
λ(ξ) ≥ c˜ > 0 for any ξ ∈ D. (2.55)
Thus, using Cauchy-Schwarz’s inequality, (2.54) and (2.55), we deduce from (2.52) and (2.53)
that
‖ψ′′(ξ)‖H1(R) ≤ c˜,
whence, by (2.51),
‖ψ(ξ)‖H4(R) ≤ c˜. (2.56)
Consequently, differentiating (2.51) with respect to x3 and using (2.56), we find, by induction on
k, that (2.46) holds for any k ≥ 0.
Now we turn to the estimate of (2.47). From (2.44), we have
‖ϕ′‖2L2(R) + σ‖ϕ‖2L2(R) =
∫
R
ωϕdx3,
which, together with Cauchy-Schwarz’s inequality and (2.46), yields
‖ϕ‖2H1(R) ≤ c˜.
We further deduce from (2.44) that
‖ϕ‖2H2(R) ≤ c˜. (2.57)
Thus, we can employ (2.57) and (2.44) to deduce that (2.47) holds for any k ≥ 0. Using this fact,
the estimates (2.46) and (2.47), the expression of π in (2.43) implies (2.49). Finally, similarly to
the deduction of (2.47), we can show that (2.48) holds. This completes the proof. 
2.4. Exponential growth rate
In this subsection we will construct a linear real-valued solution to the linearized problem
(1.7) along with (1.6) which grows in-time in the Sobolev space of order k.
Theorem 2.3. Under the assumptions of Theorem 1.1, let
Λ = sup
ξ∈Ag∩(L−1Z)2
λ(ξ), (2.58)
then there exist a positive constant Λ∗ ∈ (2Λ/3,Λ], and a real-valued solution (̺,u,N, q) to the
linearized problem (1.6)–(1.7) defined on the horizontally periodic domain Ω, such that
(1) For every k ∈ N,
‖(̺,u,N, q)(0)‖Hk <∞ (2.59)
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(2) For every t > 0, (̺,u,N, q)(t) ∈ Hk, and
eΛ
∗t‖(̺,N, q)(0)‖Hk = ‖(̺,N, q)(t)‖Hk = etΛ∗‖(̺,N, q)(0)‖Hk , (2.60)
eΛ
∗t‖ui(0)‖Hk = ‖ui(t)‖Hk = etΛ∗‖ui(0)‖Hk , i = 1, 2, 3. (2.61)
(3) Moreover,
divu(0) = divN(0) = 0, (2.62)
and
‖(u1, u2)(0)‖L2‖u3(0)‖L2 > 0. (2.63)
(4) In addition, if M¯ =Me3, then
‖N3(0)‖L2 > 0. (2.64)
Remark 2.3. In view of the third conclusion in Proposition 2.3 and (2.34), we see that
0 < Λ ≤ sup
ξ∈Ag
λ(ξ) ≤
√
g ‖ρ¯′/ρ¯‖L∞(R).
Proof. Let
v(ξ, x3) = −iϕ(ξ, x3)e1 − iθ(ξ, x3)e2 + ψ(ξ, x3)e3,
where (ϕ, θ, ψ) with an associated growth rate λ(ξ) is constructed in Theorem 2.2 for any given
ξ ∈ Ag. Recalling the definition of supremum, and using Proposition 2.3, we find that there exist
ξ1 and ξ2 := −ξ1 such that
Λ∗ := λ(ξ1) = λ(ξ2) ∈ (2Λ/3,Λ] and ξi ∈ Ag ∩ (L−1Z)2 for i = 1 and 2.
In view of Remark 2.1,
̺(t,x) = −eΛ∗tρ¯′∑2m=1 v3(ξm, x3)eix′ξm ,
u(t,x) = Λ∗eΛ
∗t
∑2
m=1 v(ξ
m, x3)e
ix′ξm,
q(t,x) = Λ∗eΛ
∗t
∑2
m=1 π(ξ
m, x3)e
ix′ξm ,
N(t,x) = eΛ
∗t
∑2
m=1 M¯ · ∇x(v(ξm, x3)eix
′ξm)
(2.65)
gives a horizontally periodic, real-value solution to (1.5)–(1.7) satisfying (2.60)–(2.62). Lemma
2.1 immediately implies that (̺,u,N, q) constructed in (2.65) also satisfies (2.59). Finally, thanks
to (2.50), we get
‖u3(0)‖2L2 =4(Λ∗)2
∫
R
ψ2(ξ1, x3)dx3
∫
(2πLT)2
cos2(x′ · ξ1)dx′ > 0,
which, together with (2.62), implies (2.63).
When M¯ =Me3, recalling the expression of M, one gets from a simple computation that
‖N3(0)‖2L2 = 4M2
∫
R
(∂x3ψ(ξ
1, x3))
2dx3
∫
(2πLT)2
cos2(x′ · ξ1)dx′.
On the other hand, thanks to (2.50) and ψ ∈ H∞(R), we have ∂x3ψ(ξ1, x3) 6≡ 0. Consequently,
(2.64) follows. This completes the proof of Theorem 2.3. 
20
3. Nonlinear energy estimates for the perturbed problem
In this section, we derive some nonlinear energy estimates for the perturbed problem (1.4)–
(1.6), and the integrand form of Gronwall’s inequality of the high-order energy estimates.
First we shall give a local well-posedness result of the perturbed problem. We mention that
the local existence of classical solutions and global existence of classical small solutions to the
non-resistive MHD equations have been established by many authors, see [7, 18, 23, 27, 28] for
example. To our best knowledge, there is no existence result for the MHD equations (1.1) in the
horizontally periodic domain Ω. However, with the help of the usual approaches in the proof
of local existence for fluid dynamical equations and some mathematical techniques to deal with
the horizontally periodic domain, we can establish the following local well-posedness result, the
proof of which will be offered in Section 5 for the completeness.
Proposition 3.1. For any given initial data (̺0,u0,N0) ∈ H3×H4×H3 satisfying infx∈Ω{(̺0+
ρ¯)(x)} > 0 and divu0 = divN0 = 0, there exist a T > 0 and a classical unique solution (̺,u,N) ∈
C0(I¯T , H
3 ×H4 ×H3) to the perturbed problem (1.4)–(1.6) with an associated pressure q.
With Proposition 3.1 in hand, we further derive the integrand form of Gronwall’s inequality
of the high-order energy estimates. It should be pointed out that the solution (̺,u,N, q) con-
structed in Proposition 3.1 possesses more regularity, see the proof in Section 5. This additional
regularity makes it sense to derive some identities and high-order energy estimates later. In
particular, we omit the standard regularization argument in the derivation of some identities,
(3.16) for example, we refer to (5.23) or (5.7) in Section 5 for the proof.
In what follows, the notation a . b means that a ≤ Cb for a universal constant C > 0, which
may depend on some physical parameters in (1.4). C(δ0) means that the positive constant C
further depends on δ0. We denote
E := E(t) := E(̺,u,N) := (‖(̺,N)‖2H3 + ‖u‖2H4)1/2
and E0 = E(̺0,u0,N0). α = (α1, α2, α3) denotes a multi-index of order |α| = α1 + α2 + α3.
3.1. Estimate of the perturbation density
We first note that by the classical Sobolev embedding results (see [1, Chapter 5]), we have
‖u‖L4 . ‖u‖
1
4
L2‖u‖
3
4
H1 . ‖u‖H1, (3.1)
‖u‖L∞ . ‖u‖
1
4
L2‖u‖
3
4
H2 . ‖u‖H2, (3.2)
‖u‖Hj . ‖u‖
1
j+1
L2 ‖u‖
j
j+1
Hj+1. (3.3)
With the help of the above estimates, we can bound the perturbation density ̺. In fact, applying
∂α to (1.4)1, multiplying the resulting identity by ∂
α̺ in L2(Ω), we get
1
2
d
dt
∑
0≤|α|≤3
∫
Ω
(∂α̺)2dx =−
∑
0≤|α|≤3
∫
Ω
∂α(ρ¯′u3)∂
α̺dx +
∑
0≤|α|≤3
∫
Ω
∂α(u · ∇̺)∂α̺dx
:=I1 + I2,
(3.4)
where we have defined
∂α(u · ∇̺) =
∑
α=β+γ
|γ|≤2
∂βu · ∂γ∇̺ for |α| = 3,
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so that (3.4) makes sense (cf. Lemma 5.1).
Using (3.3), Ho¨lder’s and Young’s inequalities, I1 can be bounded as follows:
I1 .
∑
0≤|α|≤3
‖∂α(ρ¯′u3)‖L2‖∂α̺‖L2
.‖̺‖L2‖u3‖L2 + ‖∇̺‖L2(‖u3‖L2 + ‖∇u3‖L2)
+ ‖∇2̺‖L2(‖u3‖L2 + ‖∇u3‖L2 + ‖∇2u3‖L2)
+ ‖∇3̺‖L2(‖u3‖L2 + ‖∇u3‖L2 + ‖∇2u3‖L2 + ‖∇3u3‖L2)
.‖̺‖H3‖u3‖L2 + ‖∇̺‖H2‖u3‖
1
2
L2‖u3‖
1
2
H2 + ‖∇2̺‖H1‖u3‖
1
3
L2‖u3‖
2
3
H3
+ ‖∇3̺‖L2‖u3‖
1
4
L2‖u3‖
3
4
H3 . C(δ0)‖u3‖2L2 + δ0E2.
(3.5)
On the other hand, we use (3.1), (3.2) and Ho¨lder’s inequality to control I2 as follows.
I2 .‖∇u‖L4‖∇̺‖L4‖∇̺‖L2 + ‖∇2u‖L4‖∇̺‖L4‖∇2̺‖L2 + ‖∇u‖L∞‖∇2̺‖2L2
+ ‖∇3u‖L4‖∇̺‖L4‖∇3̺‖L2 + ‖∇2u‖L∞‖∇2̺‖L2‖∇3̺‖L2 + ‖∇u‖L∞‖∇3̺‖2L2
.‖∇u‖H1‖∇̺‖H1‖∇̺‖L2 + ‖∇u‖H2‖∇̺‖H1‖∇2̺‖L2 + ‖∇u‖H2‖∇2̺‖2L2
+ ‖∇u‖H3‖∇̺‖2H2 . E3.
(3.6)
Hence, one gets from (3.4)–(3.6) that
1
2
d
dt
‖̺(t)‖2H3 . C(δ0)‖u3(t)‖2L2 + δ0E2(t) + E3(t). (3.7)
In addition, we can deduce from (1.4)1 that
‖̺t‖L2 . ‖u3‖L2 + E2, (3.8)
‖∇̺t‖L2 . ‖u3‖L2 + ‖∇u3‖L2 + E2 . C(δ0)‖u3‖L2 + δ0E + E2, (3.9)
‖̺tt‖L2 . ‖ut‖L2(1 + E) + E2 + E3. (3.10)
3.2. Estimate of the perturbation magnetic field
We continue to bound the perturbation magnetic field N. Applying ∂α to (1.4)3, multiplying
the resulting identity by ∂αN in L2, we obtain
1
2
d
dt
∑
0≤|α|≤3
∫
Ω
|∂αN|2dx
=
∑
0≤|α|≤2
∫
Ω
∂α(M¯ · ∇u) · ∂αNdx+
∑
0≤|α|≤3
∫
Ω
[∂α(N · ∇u)− ∂α(u · ∇N)] · ∂αNdx
+
∑
|α|=3
∫
Ω
∂α(M¯ · ∇u) · ∂αNdx := J1 + J2 + J3,
where we have used the facts ∇× (u× M¯) = M¯ · ∇u and ∇× (u×N) = N · ∇u−u · ∇N, and
defined
∂α(u · ∇N) =
∑
α=β+γ
|γ|≤2
∂βu · ∂γ∇N for |α| = 3.
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Similarly to the derivation of (3.5) and (3.6), we can control J1 and J2 as follows.
J1 .
∑
0≤|α|≤2
‖∂α∇u‖L2‖∂αN‖L2
.‖∇u‖L2‖N‖L2 + ‖∇2u‖L2‖∇N‖L2 + ‖∇3u‖L2‖∇2N‖L2
.‖u‖
1
2
L2‖u‖
1
2
H2‖N‖L2 + ‖u‖
1
3
L2‖u‖
2
3
H3‖∇N‖L2 + ‖u‖
1
4
L2‖u‖
3
4
H4‖∇2N‖L2
.C(δ0)‖u‖2L2 + δ0E2,
and
J2 .‖∇u‖L4‖N‖L4‖N‖L2 + (‖∇u‖L4‖∇N‖L4 + ‖∇2u‖L4‖N‖L4)‖∇N‖L2
+ (‖∇u‖L∞‖∇2N‖L2 + ‖∇2u‖L4‖∇N‖L4 + ‖∇3u‖L2‖N‖L∞)‖∇2N‖L2
+ (‖∇u‖L∞‖∇3N‖L2 + ‖∇2u‖L4‖∇2N‖L4
+ ‖∇3u‖L2‖∇N‖L∞ + ‖∇4u‖L2‖N‖L∞)‖∇3N‖L2
.‖∇u‖H1‖N‖H1‖N‖L2 + ‖∇u‖H2‖N‖H2‖∇N‖L2 + ‖∇u‖H2‖N‖H2‖∇2N‖L2
+ ‖∇u‖H3‖N‖H3‖∇3N‖L2 . E3.
Hence, one gets
1
2
d
dt
‖N(t)‖2H3 . C(δ0)‖u(t)‖2L2 + δ0E2(t) + E3(t) + J3. (3.11)
In addition, we infer from (1.4)4 that
‖Nt‖L2 .‖∇u‖L2 + E2 . C(δ0)‖u‖L2 + δ0E + E2, (3.12)
‖∇Nt‖L2 . ‖∇2u‖L2 + E2 . C(δ0)‖u‖L2 + δ0E + E2, (3.13)
‖Ntt‖L2 . ‖ut‖H1(1 + E) + E2 + E3. (3.14)
3.3. Estimate of the perturbation velocity
First we restrict the density ρ = ̺ + ρ¯ so that it has a positive lower bound. By virtue of
(3.2), there is a constant δ′0 ∈ (0, 1), such that
‖̺0‖L∞ ≤ infx3∈R{ρ¯(x3)}
2
for any ‖̺0‖H2 ≤ δ′0. (3.15)
Consequently, in view of (1.4)1 and divu = 0, we find that for any (t,x) ∈ [0, T ) × Ω by the
method of characteristics,
infx3∈R{ρ¯(x3)}
2
≤ inf
x∈Ω
{ρ0(t,x)} ≤ ρ(t,x) ≤ sup
x∈Ω
{ρ0(t,x)} ≤ 3 supx3∈R{ρ¯(x3)}
2
,
where ρ0 = ̺0 + ρ¯. From now on, we always assume that E ≤ δ0 ≤ δ′0 < 1. We remark that the
upper and lower boundedness of ρ will be repeatedly used below.
We now estimate the time-derivative of the perturbation velocity. Multiplying (1.4)2 by u in
L2, utilizing (1.4)1 and integrating by parts, we obtain
1
2
d
dt
∫
Ω
(̺+ ρ¯)|u|2dx+ µ
∫
Ω
|∇u|2dx =
∫
Ω
[(∇×N)× (N+ M¯)− g̺e3] · udx
:=
∫
Ω
Y0 · udx,
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where Y0 := (∇×N)× (N+M¯)−g̺e3. Applying ∂t to (1.4)2, multiplying the resulting identity
by ut in L
2, we make use of (1.4)1, and integrate by parts to deduce
1
2
d
dt
∫
Ω
(̺+ ρ¯)|ut|2dx+ µ
∫
Ω
|∇ut|2dx
=
∫
Ω
[
(∇×Nt)× (N+ M¯) + (∇×N)×Nt − ̺tu · ∇u
− (̺+ ρ¯)ut · ∇u− g̺te3 − ̺tut
]
· utdx :=
∫
Ω
Y1 · utdx.
Applying ∂2t to (1.4)2 again, multiplying the resulting identity by ut, employing (1.4)1 and
(∇×N)× (N+ M¯) = (N+ M¯) · ∇N− 1
2
∇|(N+ M¯)|2,
we have
1
2
d
dt
∫
Ω
(̺+ ρ¯)|utt|2dx+ µ
∫
Ω
|∇utt|2dx
=
∫
Ω
{
−Ntt · ∇utt ·N−Nt · ∇utt ·Nt − (N+ M¯) · ∇utt ·Ntt −
[
g̺tte3 − ̺ttut
− ̺tutt − ̺ttu · ∇u− ̺tut · ∇u− ̺tu · ∇ut − (̺+ ρ¯)ut · ∇ut − (̺+ ρ¯)utt · ∇u
]
· utt
}
dx
:= −
2∑
i=0
∫
Ω
∂it(N+ M¯) · ∇utt · ∂2−it Ndx+
∫
Ω
Y2 · uttdx. (3.16)
Adding the above three equalities, we get
1
2
d
dt
2∑
i=0
∫
Ω
(̺+ ρ¯)|∂itu|2dx + µ
2∑
i=0
∫
Ω
|∇∂itu|2dx
=
2∑
i=0
∫
Ω
Yi · ∂itudx−
2∑
i=0
∫
Ω
∂it(N+ M¯) · ∇utt · ∂2−it Ndx.
(3.17)
Obviously,
‖Y0‖L2 .‖̺‖L2 + ‖N‖
1
2
L2‖N‖
1
2
H2‖N‖L∞ . C(δ0)‖(̺,N)‖L2 + δ0E2. (3.18)
Recalling that E ≤ δ < 1, we use (3.1), (3.2), (3.8), (3.9), (3.12) and (3.13) to arrive at
‖Y1‖L2 .‖̺t‖L2 + ‖̺t‖L2‖u‖L∞‖∇u‖L∞ + ‖̺+ ρ¯‖L∞‖ut‖L2‖∇u‖L∞
+ (1 + ‖N‖L∞)‖∇Nt‖L2 + ‖∇N‖L4‖Nt‖L4 + ‖̺t‖L4‖ut‖L4
.‖̺t‖L2 + ‖u‖2H3‖̺t‖L2 + ‖̺t‖H1‖ut‖H1 + ‖∇u‖H2‖ut‖L2
+ ‖∇Nt‖L2 + ‖N‖H2‖Nt‖H1
.C(δ0)‖u‖L2 + δ0E + E‖ut‖H1 .
(3.19)
To bound Y2, we argue in a way similar to that used for (3.19), with additional estimates (3.10)
and (3.3), to infer that
‖Y2‖L2 .‖̺tt‖L2(1 + E2 + ‖ut‖H2) + ‖̺t‖H1(‖utt‖
1
4
L2‖utt‖
3
4
H1 + E‖ut‖H2)
+ ‖ut‖H1‖∇ut‖H1 + E‖utt‖L2
.[‖ut‖H1(1 + E) + E2](1 + E2 + ‖ut‖H2) + E(‖utt‖
1
4
L2‖utt‖
3
4
H1 + E‖ut‖H2).
(3.20)
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Finally, using (3.12)–(3.14), we obtain∣∣∣∣∣
2∑
i=0
∫
Ω
∂it(N+ M¯) · ∇utt · ∂2−it Ndx
∣∣∣∣∣
. [(1 + E)‖Ntt‖L2 + ‖Nt‖2H1 ]‖∇utt‖L2 . [(1 + E)‖ut‖H1 + E2]‖utt‖H1.
(3.21)
Putting (3.17)–(3.21) together and using Cauchy-Schwarz’s inequality, we conclude
1
2
d
dt
2∑
i=0
(̺+ ρ¯)‖∂itu(t)‖2L2 +
2∑
i=0
‖∇∂itu(t)‖2L2 . C(δ0)‖(̺,u,N)(t)‖2L2 + δ0E2(t)
+ (C(δ0)‖u(t)‖L2 + δ0E(t) + E2(t) + E(t)‖ut(t)‖H1)‖ut(t)‖L2
+ [‖ut(t)‖H1(1 + E(t)) + E2(t)](1 + E2(t) + ‖ut(t)‖H2)‖utt(t)‖L2
+ E(t)(‖utt(t)‖
1
4
L2‖utt(t)‖
3
4
H1 + E(t)‖ut(t)‖H2)‖utt(t)‖L2
+ [(1 + E(t))‖ut(t)‖H1 + E2(t)]2.
(3.22)
We proceed to estimate higher derivatives of the perturbation velocity. Rewriting (1.4)2 as
− µ∆u+ (̺+ ρ¯)ut +∇q = (∇×N)× (N+ M¯)− g̺e3 − (̺+ ρ¯)u · ∇u, (3.23)
and multiplying (3.23) by ut in L
2, we have
µ
2
d
dt
∫
Ω
|∇u(t)|2dx +
∫
Ω
(̺+ ρ¯)|ut|2dx =
∫
Ω
[Y0 − (̺+ ρ¯)u · ∇u] · utdx.
Differentiating (3.23) with respect to t and multiplying the resulting equations by utt in L
2, we
obtain
µ
2
d
dt
∫
Ω
|∇ut(t)|2dx+
∫
Ω
(̺+ ρ¯)|utt|2dx =
∫
Ω
[Y1 − (̺+ ρ¯)u · ∇ut] · uttdx.
Adding the above two equalities, we get
µ
2
d
dt
1∑
i=0
∫
Ω
|∇∂itu(t)|2dx +
1∑
i=0
∫
Ω
(̺+ ρ¯)|∂i+1t u|2dx
=
∫
Ω
[Y0 − (̺+ ρ¯)u · ∇u] · utdx +
∫
Ω
[Y1 − (̺+ ρ¯)u · ∇ut] · uttdx.
(3.24)
Clearly,
‖(̺+ ρ¯)u · ∇u‖L2 + ‖(̺+ ρ¯)u · ∇ut‖L2 . E2 + E‖∇ut‖L2 . (3.25)
Consequently, in view of (3.19), (3.20) and (3.25), using Cauchy-Schwarz’s inequality, we get
from (3.24) that
d
dt
1∑
i=0
‖∇∂itu(t)‖2L2 +
1∑
i=0
‖∂i+1t u(t)‖2L2
. C(δ0)‖(̺,u,N)(t)‖2L2 + δ0E2(t) + E2(t)‖ut(t)‖2H1 .
(3.26)
Next, we continue to derive more estimates of higher-order derivatives of the perturbation
velocity. Multiplying (1.4)2 by ut, integrating and using (3.3), one gets
‖ut‖2L2 .‖
√
̺+ ρ¯ut‖2L2 . ‖̺‖2L2 + ‖∆u‖2L2 + ‖∇N‖2L2 + E4
.C(δ0)‖(̺,u,N)‖2L2 + δ0E2,
(3.27)
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while applying ∂i to (1.4)2, multiplying the resulting equations by ∂iut in L
2, and using (3.3),
we have
‖∂iut‖2L2 .‖
√
̺+ ρ¯∂iut‖2L2 . C(δ0)‖(̺,u,N)‖2L2 + δ0E2 + (1 + E2)‖ut‖2L2
.C(δ0)‖(̺,u,N)‖2L2 + δ0E2.
(3.28)
If we take ∂i∂j to (1.4)2 and multiply the resulting equations with ∂iut in L
2, we see that
‖∂i∂jut‖2L2 . ‖
√
̺+ ρ¯∂i∂jut‖2L2 . E2 + (1 + E2)‖ut‖2H1 . E2.
In particular, summing up the above three estimates, we conclude
‖ut‖2H2 . E2. (3.29)
Finally, adding (3.22) to (3.26), and utilizing (3.27)–(3.29), we arrive at
d
dt
(
1∑
i=0
‖∇∂itu(t)‖2L2 +
2∑
i=0
‖√̺+ ρ¯∂itu(t)‖2L2
)
+
1∑
i=0
‖∂it(∇u,ut,∇ut)(t)‖2L2 . C(δ0)‖(̺,u,N)(t)‖2L2 + δ0E2(t),
(3.30)
provided δ0 is sufficiently small.
3.4. Energy estimates
Now, we sum up the previous estimates (3.7), (3.11) and (3.30), and use Cauchy-Schwarz’s
inequality to find that
d
dt
[
‖(̺,N)(t)‖2H3 +
1∑
i=0
‖∇∂itu(t)‖2L2 +
2∑
i=0
‖√̺+ ρ¯ ∂itu(t)‖2L2
]
+
1∑
i=0
‖∂it(∇u,ut,∇ut)(t)‖2L2 . C(δ0)‖(̺,u,N)(t)‖2L2 + J3 + δ0E2(t),
(3.31)
provided δ0 is sufficiently small.
To deal with the term J3, we shall make use of the momentum equations (1.4)2. Let α :=
(α1, α2, α3) be given and satisfy |α| = 3. Without loss of generality, assume α1 6= 0. By employing
a partial integration, one sees∫
Ω
∂α(M¯ · ∇u) · ∂αNdx =
∫
Ω
M¯ · ∇∂γN · ∂βudx, (3.32)
where γ := (α1 − 1, α2, α3) and β := (α1 + 1, α2, α3) satisfying |γ| = 2 and |β| = 4. Letting
∂γ := ∂i∂j , and applying ∂
γ to (1.4)2, keeping in mind that
(∇×N)× M¯ = M¯ · ∇N−∇(N · M¯),
we find that
(̺+ ρ¯)∂γut +∇∂γq + g∂γ̺e3 − µ∆∂γu
= −ut∂γ(̺+ ρ¯)− ∂i(̺+ ρ¯)∂jut − ∂j(̺+ ρ¯)∂iut − ∂γ [(̺+ ρ¯)u · ∇u]
+ ∂γ [(∇×N)×N]−∇(∂γN · M¯) + M¯ · ∇∂γN.
(3.33)
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Multiplying (3.33) by ∂βu with |β| = 4 in L2, we get
1
2
d
dt
∫
Ω
(̺+ ρ¯)|∂αu|2dx+ µ
∫
Ω
|∇∂αu|2dx
=−
∫
Ω
∂1(̺+ ρ¯)∂
γut · ∂αudx +
∫
Ω
ut∂
γ(̺+ ρ¯) · ∂βudx
+
∫
Ω
∂i(̺+ ρ¯)∂jut · ∂βudx +
∫
Ω
∂j(̺+ ρ¯)∂iut · ∂βudx
+
∫
Ω
∂γ [(̺+ ρ¯)u · ∇u] · ∂βudx−
∫
Ω
∂γ [(∇×N)×N] · ∂βudx
− g
∫
Ω
∂α̺∂αu3dx+
∫
Ω
(̺+ ρ¯)u · ∇∂αu · ∂αudx−
∫
Ω
M¯ · ∇∂γN · ∂βudx =
9∑
n=1
In
Recalling that E(t) < δ0 ≪ 1, it is easy to verify that∣∣∣∣∣
8∑
n=1
In
∣∣∣∣∣ .‖∂α̺‖L2‖∂αu3‖L2 + (‖∂αu‖L2 + E2)‖ut‖H2 + E3
.C(δ0)‖u‖2L2 + δ0E
6
7‖ut‖
8
7
H2 + E2‖ut‖H2 + δ0E2.
Therefore,
1
2
d
dt
∫
Ω
(̺+ ρ¯)|∂αu(t)|2dx+ µ
∫
Ω
|∇∂αu(t)|2dx
. C(δ0)‖u(t)‖2L2 + δ0E
6
7 (t)‖ut(t)‖
8
7
H2 + E2(t)‖ut(t)‖H2 + δ0E2(t) + I9
. C(δ0)‖u(t)‖2L2 + δ0E2(t) + I9,
(3.34)
where we have used (3.29) in the last inequality.
Adding (3.34) to (3.31) and using (3.32), we have
d
dt
[
‖(̺,N)(t)‖2H3 +
∑
|α|=3
‖√̺+ ρ¯∂αu(t)‖2L2 +
1∑
i=0
‖∇∂itu(t)‖2L2 +
2∑
i=0
‖√̺+ ρ¯∂itu(t)‖2L2
]
+
1∑
i=0
‖∂it(∇u,ut,∇ut)(t)‖2L2 + ‖∇4u(t)‖2L2 . C(δ0)‖(̺,u,N)(t)‖2L2 + δ0E2(t).
In particular, integrating the above inequality over (0, t), we get immediately
‖(̺,N)(t)‖2H3 + ‖u(t)‖2H1 + ‖∇3u(t)‖2L2 + ‖ut(t)‖2H1 + ‖utt(t)‖2L2
+
∫ t
0
[ 1∑
i=0
‖∂is(∇u,us,∇us)(s)‖2L2 + ‖∇4u(s)‖2L2
]
ds
. ‖(̺0,N0)‖2H3 + ‖u0‖2H3 + ‖∂tu0‖2H2 + ‖∂2t u0‖2L2
+
∫ t
0
[
C(δ0)‖(̺,u,N)(s)‖2L2 + δ0E2(s)
]
ds.
(3.35)
Applying the classical regularity theory on the Stokes equations to (1.4)2 (referring to the
estimate (5.19)), one finds that
‖∇2ut‖L2 + ‖∇qt‖L2 .‖∂t
[
(∇×N)× (N+ M¯)− g̺e3 − (̺+ ρ¯)u · ∇u− (̺+ ρ¯)ut
]‖L2
.(1 + E2)‖̺t‖L2 + (E + ‖̺t‖L2)‖ut‖H1 + (1 + E)‖Nt‖H1 + ‖utt‖L2
.E + ‖ut‖H1 + ‖utt‖L2 ,
(3.36)
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and
‖∇2u‖H2 + ‖∇q‖H2 .‖(∇×N)× (N+ M¯)− g̺e3 − (̺+ ρ¯)u · ∇u− (̺+ ρ¯)ut‖H2
.E + ‖ut‖H2.
On the other hand, letting t→ 0 in (3.29), we infer that
‖∂tu0‖2H2 . E20 . (3.37)
Similarly, it is easy to infer that
‖∂2t u0‖2L2 . E20 . (3.38)
Consequently, combining (3.35) with (3.36)–(3.38), we conclude
E2(t) + ‖ut(t)‖2H2 + ‖∇qt‖2L2 + ‖∇q‖2H2 + ‖utt‖2L2
+
∫ t
0
[
1∑
i=0
‖∂is(∇u,us,∇us)(s)‖2L2 + ‖∇4u(s)‖2L2
]
ds
. E20 +
∫ t
0
[
C(δ0)‖(̺,u,N)(s)‖2L2 + δ0E2(s)
]
ds, provided δ0 is sufficiently small.
In addition, from (3.8), (3.9), (3.12), (3.13) and (3.29) we get the following estimate, which will
be used in Section 4.
‖F‖2L2 + ‖Gt‖2L2 + ‖H‖2H1 . E2 + ‖utt‖2L2 ,
where F = −u · ∇̺, G := (∇×N)×N− (̺+ ρ¯)u · ∇u− ̺ut, and H := ∇× (u×N).
Finally, summing up the above estimates and the existence statement, we arrive at the fol-
lowing conclusion:
Proposition 3.2. Let (̺,u,N) ∈ C0(I¯T , H3 ×H4 ×H3) be constructed in Proposition 3.1, and
δ′0 be chose as in (3.15). If ̺0 further satisfies ‖̺0‖H2 ≤ δ′0, then there is a constant δ0 ∈ (0, δ′0],
such that if E(t) ≤ δ0 on I¯T , then the classical solution satisfies
E2(t) + ‖ut(t)‖2H2 + ‖(∇q,ut)t‖2L2 + ‖∇q‖2H2
+
∫ t
0
[ 1∑
i=0
‖∂is(∇u,us,∇us)(s)‖2L2 + ‖∇4u(s)‖2L2
]
ds
≤ C(δ0)E20 +
∫ t
0
[
C(δ0)‖(̺,u,N)(s)‖2L2 + Λ∗E2(s)
]
ds,
(3.39)
and
‖F‖2L2 + ‖Gt‖2L2 + ‖H‖2H1 ≤ C(δ0)(E2 + ‖utt‖2L2), (3.40)
where Λ∗ is provided by Theorem 2.3.
4. Proof of Theorem 1.1
Now we are in a position to prove Theorem 1.1. First, in view of Theorem 2.3, we can
construct a linear solution(
̺l,ul,Nl
)
= eΛ
∗t
(
¯̺0, u¯0, N¯0
)
for some Λ∗ ∈ (2Λ/3,Λ], (4.1)
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to (1.7) with the initial data (¯̺0, u¯0, N¯0) ∈ H∞ and divu¯0 = divN¯0 = 0; moreover, the linear
solution satisfies
0 < m0 :=
{
min{‖̺0‖L2 , ‖(u¯01, u¯02)‖L2 , ‖u¯03‖L2},
min{‖̺0‖L2 , ‖(u¯01, u¯02)‖L2 , ‖u¯03‖L2, ‖N¯03‖L2}, if M¯ = Me3, (4.2)
where the sharp linear growth rate Λ > 0 is defined by (2.58), and u¯0i and N¯03 stand for the i-th
component of u¯0 and the third component of N¯0, respectively.
Denote C0 := ‖(¯̺0, u¯0, N¯0)‖E = E( ¯̺0, u¯0, N¯0), (̺δ0,uδ0,Nδ0) := δ(¯̺0, u¯0, N¯0), and C1 :=
‖( ¯̺0, u¯0, N¯0)‖L2 . By virtue of Proposition 3.2, there exists a unique local classical solution
(̺δ,uδ,Nδ) ∈ C0(I¯T , H3 × H4 × H3) to (1.4), emanating from the initial data (̺δ0,uδ0,Nδ0)
with ‖(̺δ0,uδ0,Nδ0)‖E = C0δ. Let us now choose δ0 ∈ (0, 1) as small as in Proposition 3.2 and
let C(δ0) > 0 be the constant appearing in Proposition 3.2 for the fixed choice of δ0. Let
ι = min{δ0, ε0}, and δ ∈ (0, ι) satisfy
T δ =
1
Λ∗
ln
2ε0
δ
> 0, i.e. δeΛ
∗T δ = 2ε0, (4.3)
where the value of ε0 will be fixed later to be sufficiently small and independent of δ.
We then define
T ∗ = sup
{
t ∈ (0, Tmax) ∣∣ ∥∥(̺δ,uδ,Nδ) (t)∥∥
E
≤ δ0
}
and
T ∗∗ = sup
{
t ∈ (0, Tmax) ∣∣ ∥∥(̺δ,uδ,Nδ) (t)∥∥
L2
≤ 2δC1eΛ∗t
}
,
where Tmax denotes the maximal time of existence. Obviously, T ∗T ∗∗ > 0, and furthermore,∥∥(̺δ,uδ,Nδ) (T ∗)∥∥
E
= δ0 if T
∗ <∞,∥∥(̺δ,uδ,Nδ) (T ∗∗)∥∥
L2
= 2δC1e
Λ∗T ∗∗ if T ∗∗ < Tmax.
(4.4)
Then for all t ≤ min{T δ, T ∗, T ∗∗}, we deduce from the estimate (3.39), and the definitions of T ∗
and T ∗∗ that ∥∥(̺δ,uδ,Nδ) (t)∥∥2
E
+ ‖uδtt‖2L2
≤C(δ0)δ2
∥∥( ¯̺0, u¯0, N¯0)∥∥2E + Λ∗ ∫ t
0
∥∥(̺δ,uδ,Nδ) (s)∥∥2
E
ds
+ C(δ0)
∫ t
0
∥∥(̺δ,uδ,Nδ) (s)∥∥2
L2
ds
≤Λ∗
∫ t
0
∥∥(̺δ,uδ,Nδ) (s)∥∥2
E
ds + C20C(δ0)δ
2 + 2C(δ0)C
2
1δ
2e2Λ
∗t/Λ∗
≤Λ∗
∫ t
0
∥∥(̺δ,uδ,Nδ) (s)∥∥2
E
ds + C2δ
2e2Λ
∗t
(4.5)
for some constant C2 := C2(δ0) > 0 independent of δ. Then applying Gronwall’s inequality to
the above estimate, one obtains
∥∥(̺δ,uδ,Nδ) (t)∥∥2
E
+ ‖uδtt‖2L2 ≤C2δ2e2Λ
∗t + C2δ
2eΛ
∗t
∫ t
0
Λ∗eΛ
∗sds
≤C2δ2e2Λ∗t + C2δ2e2Λ∗t = 2C2δ2e2Λ∗t
(4.6)
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for any t ≤ min{T δ, T ∗, T ∗∗}.
Let (̺d,ud,Nd) = (̺δ,uδ,Nδ)− δ(̺l,ul,Nl). Then (̺aδ ,uaδ,Naδ) := δ(̺l,ul,Nl) is also a linear
solution to (1.7) with the initial data (̺δ0,u
δ
0,N
δ
0) ∈ H∞. Moreover, (̺d,ud,Nd) satisfies the
following non-homogenous equations:
̺dt + ρ¯
′ud3 = F
δ,
ρ¯udt +∇qd + g̺de3 − µ∆ud − (∇×Nd)× M¯ = Gδ,
Ndt −∇× (ud × M¯) = Hδ,
divud = 0, divNd = 0,
(4.7)
where  F δGδ
Hδ
 :=
 −uδ · ∇̺δ(∇×Nδ)×Nδ − (̺δ + ρ¯)uδ · ∇uδ − ̺δuδt
∇× (uδ ×Nδ)

with initial conditions
(̺d(0),ud(0),Nd(0)) = 0, divud0 = 0 and divN
d
0 = 0.
From the estimates (3.40) and (4.6), it follows that
‖F δ‖2L2 + ‖Gδt‖2L2 + ‖Hδ‖2H1 ≤ 2C2C(δ0)δ2e2Λ
∗t for any t ≤ min{T δ, T ∗, T ∗∗}. (4.8)
Moreover, we have the following error estimate for
(
̺d,ud,Nd
)
:
Lemma 4.1. There exists a constant C3 such that√∥∥(̺d,ud) (t)‖2H1 + ‖Nd(t)∥∥2L2 ≤ C3(δeΛ∗t) 32 . (4.9)
Proof. The proof is divided into two steps, in which we omit the superscript “d” in
(
̺d,ud,Nd
)
for simplicity.
Step 1 : We use the definition of Λ to deduce the following estimate∫
Ω
(
gρ¯′|u3|2 −M2|∂iu|2
)
dx ≤ Λ2
∫
Ω
ρ¯|u|2dx + Λµ
∫
Ω
|∇u|2x for i = 1, 3. (4.10)
Let fˆ be the horizontal Fourier transform of f , i.e.,
fˆ(ξ, x3) =
∫
(2πLT)2
f(x′, x3)e
−ix′·ξdx′,
and
uˆ1(ξ, x3) = −iϕ(ξ, x3), uˆ2(ξ, x3) = −iθ(ξ, x3), uˆ3(ξ, x3) = ψ(ξ, x3).
Then ξ1ϕ+ ξ2θ + ψ
′ = 0 because of divu = 0. Moreover,
∇̂u = (∂̂iuj) =
 ξ1ϕ ξ1θ iξ1ψξ2ϕ ξ2θ iξ2ψ
−iϕ′ −iθ′ ψ′
 .
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By the Fubini and Parseval theorems (see [9, Proposition 3.1.16]), we have (see [12, Section
3.3]) ∫
Ω
gρ¯′|u3|2dx = 1
4π2L2
∑
ξ∈(L−1Z)2
∫
R
g(ρ¯′1{ρ¯′≥0} + ρ¯
′1{ρ¯′<0})|uˆ3|2dx3
=
1
4π2L2
∑
ξ∈(L−1Z)2
∫
R
g(ρ¯′1{ρ¯′≥0} + ρ¯
′1{ρ¯′<0})|ψ|2dx3
=
1
4π2L2
∑
ξ∈(L−1Z)2
∫
R
gρ¯′|ψ|2dx3,
(4.11)
where 1{ρ¯′≥0} and 1{ρ¯′<0} denote the characteristic functions. Obviously,
lim
|ξ|→0
∫
R
gρ¯′|ψ|2dx3 =
∫
R
gρ¯′|ψ(0, x3)|2dx3. (4.12)
In addition, we can control the following terms involved with ψ as follows.
1
4π2L2
lim inf
|ξ|→0
∫
R
ξ21
|ξ|2 (|ξ|
2|ψ|2 + |ψ′|2)dx3 +
∑
ξ∈(L−1Z)2\{0}
∫
R
ξ21
|ξ|2 (|ξ|
2|ψ|2 + |ψ′|2)dx3

=
1
4π2L2
∑
ξ∈(L−1Z)2\{0}
∫
R
ξ21
|ξ|2 (|ξ|
2|ψ|2 + |ξ1ϕ+ ξ2θ|2)dx3
≤ 2
4π2L2
∑
ξ∈(L−1Z)2
∫
R
|ξ1|2(|ϕ|2 + |θ|2 + |ψ|2)dx3
=
2
4π2L2
∑
ξ∈(L−1Z)2
3∑
j=1
∫
R
|∂̂1uj|2dx3 = 2
∫
Ω
|∂1u|2dx,
(4.13)
1
4π2L2
lim inf
|ξ|→0
∫
R
(|ξ|2|ψ′|2 + |ψ′′|2)
|ξ|2 dx3 +
∑
ξ∈(L−1Z)2\{0}
∫
R
(|ξ|2|ψ′|2 + |ψ′′|2)
|ξ|2 dx3

≤ 2
4π2L2
∑
ξ∈(L−1Z)2
∫
R
(|ϕ′|2 + |θ′|2 + |ψ′|2)dx3 = 2
∫
Ω
|∂3u|2dx,
(4.14)
1
4π2L2
lim sup
|ξ|→0
∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)
|ξ|2 dx3 +
∑
ξ∈(L−1Z)2\{0}
∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)
|ξ|2 dx3

≤ 2
4π2L2
∑
ξ∈(L−1Z)2
∫
R
ρ¯(|ψ|2 + |ϕ|2 + |θ|2)dx3 = 2
∫
Ω
ρ¯|u|2dx,
(4.15)
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and
1
4π2L2
[
lim sup
|ξ|→0
∫
R
(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)
|ξ|2 dx3
+
∑
ξ∈(L−1Z)2\{0}
∫
R
(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)
|ξ|2 dx3

=
1
4π2L2
[
lim sup
|ξ|→0
∫
R
2|ξ|2|ψ′|2 + |ξ|4|ψ|2 + |ψ′′|2
|ξ|2 dx3
+
∑
ξ∈(L−1Z)2\{0}
∫
R
2|ξ|2|ψ′|2 + |ξ|4|ψ|2 + |ψ′′|2
|ξ|2 dx3

≤ 2
4π2L2
∑
ξ∈(L−1Z)2
∫
R
[|ξ|2(|ϕ|2 + |θ|2 + |ψ|2) + |ϕ′|2 + |θ′|2 + |ψ′|2] dx3
=
2
4π2L2
∑
ξ∈(L−1Z)2
∑
1≤i,j≤3
∫
R
|∂̂iuj|2dx3 = 2
∫
Ω
|∇u|2dx.
(4.16)
Now, let
Z(ψ, ξ) =
∫
R
gρ¯′|ψ|2dx3 −M2

∫
R
ξ21
(
|ψ|2 + |ψ′|2
|ξ|2
)
dx3, for M¯ = Me1;∫
R
(
|ψ′|2 + |ψ′′|2
|ξ|2
)
dx3, for M¯ = Me3.
(4.17)
By splitting Z(ψ, ξ) = Z(R(ψ), ξ) + Z(I(ψ), ξ), we may reduce the boundedness of Z(ψ, ξ) to
the boundedness of Z(R(ψ), ξ), since the imaginary part can be dealt with in the same manner.
Hence, without loss of generality, assume that ψ is real-valued.
For ξ ∈ Ag ∩ (L−1Z)2 6= ∅, we make use of (2.9) and (2.13) with s = λ(ξ) to deduce that
Z(ψ, ξ) ≤λ
2(ξ)
|ξ|2
∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)dx3 + µλ(ξ)|ξ|2
∫
R
(
4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2) dx3
≤ Λ|ξ|2
[
Λ
∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)dx3 + µ
∫
R
(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)dx3
]
.
(4.18)
On the other hand, by Proposition 2.4, we infer that for any ξ 6∈ Ag \ {0},
Z(ψ, ξ) ≤ 0 ≤ Λ|ξ|2
[
Λ
∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)dx3 + µ
∫
R
(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)dx3
]
. (4.19)
Consequently, putting (4.11)–(4.19) together, we can conclude that (4.10) holds. In fact, taking
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i = 1 for example, we have
2
∫
Ω
(
gρ¯′|u3|2 −M2|∂1u|2
)
dx ≤ 1
4π2L2
∑
ξ∈(L−1Z)2
∫
R
gρ¯′|ψ|2dx3
− M
2
4π2L2
lim inf
|ξ|→0
∫
R
ξ21
|ξ|2 (|ξ|
2|ψ|2 + |ψ′|2)dx3 +
∑
ξ∈(L−1Z)2\{0}
∫
R
ξ21
|ξ|2 (|ξ|
2|ψ|2 + |ψ′|2)dx3

=
1
4π2L2
lim sup|ξ|→0
∫
R
[
gρ¯′|ψ|2 − ξ
2
1
|ξ|2 (|ξ|
2|ψ|2 + |ψ′|2)
]
dx3 +
∑
ξ∈(L−1Z)2\{0}
Z(ψ, ξ)

≤ 1
4π2L2
{
lim sup
|ξ|→0
Λ
|ξ|2
[
Λ
∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)dx3 + µ
∫
R
(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)dx3
]
+
∑
ξ∈(L−1Z)2\{0}
Λ
|ξ|2
[
Λ
∫
R
ρ¯(|ξ|2|ψ|2 + |ψ′|2)dx3 + µ
∫
R
(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)dx3
]
≤ 2Λ2
∫
R2
ρ|u|2dx+ 2Λµ
∫
Ω
|∇u|2dx,
which gives (4.10) for i = 1.
Step 2: Proof of the error estimate (4.9)
In what follows, we still denote by C a generic positive constant which may depend on physical
parameters and the known functions ¯̺0, u¯0, and N¯0.
We differentiate (4.7)2 with M¯ = Mei (i = 1, 3) in time, multiply the resulting equation by
ut and integrate by part over Ω. Then, using the first and third equations in (4.7), we obtain
d
dt
∫
Ω
(
ρ¯|ut|2 +M2|∂iu|2 − gρ¯′u23
)
dx+ 2µ
∫
Ω
|∇∂tu|2dx
=
∫
Ω
{Gδt + [(∇×Hδ)× M¯]− gF δe3} · udt dx.
(4.20)
Here, utilizing (4.1), (4.6) and (4.8), we see that∣∣∣∣∫
Ω
{Gδt + [(∇×Hδ)× M¯]− gF δe3} · udt dx
∣∣∣∣ ≤ C(δeΛ∗t)3.
Noting that ‖ut(0)‖ ≤ Cδ3, we integrate (4.20) from 0 to t and use (4.10) to infer that
‖√ρ¯ut(t)‖2L2 + 2µ
∫ t
0
‖∇∂su(s)‖2L2ds ≤ Λ2‖
√
ρ¯u(t)‖2L2 + Λµ‖∇u(t)‖2L2 + C(δeΛ
∗t)3. (4.21)
The following inequality follows easily from integration in time and Cauchy-Schwarz’s in-
equality.
Λ‖∇u(t)‖2L2 =2Λ
∫ t
0
∫
Ω
∇∂su(s) : ∇u(s)dxds
≤
∫ t
0
‖∇∂su(s)‖2L2ds+ Λ2
∫ t
0
‖∇u(s)‖2L2ds.
(4.22)
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On the other hand,
Λ∂t‖
√
ρ¯u(t)‖2L2 = 2Λ
∫
Ω
ρ¯u · ∂tu(t)dx ≤ ‖
√
ρ¯∂tu(t)‖2L2 + Λ2‖
√
ρ¯u(t)‖2L2 . (4.23)
Hence, putting (4.21)–(4.23) together, we obtain the differential inequality:
∂t‖
√
ρ¯u(t)‖2L2 + µ‖∇u(t)‖2L2 ≤ 2Λ
(
‖√ρ¯u(t)‖2L2 + µ
∫ t
0
‖∇u(s)‖2L2ds
)
+ C(δeΛ
∗t)3.
An application of Gronwall’s inequality then implies that
‖√ρ¯u(t)‖2L2 + µ
∫ t
0
‖∇u(s)‖2L2ds ≤ C
∫ t
0
(δeΛ
∗s)3e2Λ(t−s)ds ≤ C(δeΛ∗t)3 (4.24)
for any t ≥ 0, where we have used the fact that 3Λ∗−2Λ > 0. Thus, making use of (4.21), (4.22)
and (4.24), we deduce that
1
Λ
‖√ρ¯ut(t)‖2L2 + µ‖∇u(t)‖2L2 ≤ Λ‖
√
ρ¯u(t)‖2L2 + 2Λµ
∫ t
0
‖∇u(s)‖2L2ds ≤ C(δeΛ
∗t)3. (4.25)
Now we use (4.24), (4.25) and (4.7)1 to arrive at
‖̺(t)‖X ≤
∫ t
0
‖̺s(s)‖Xds ≤ ‖ρ¯′‖L∞
∫ t
0
‖u3(s)‖Xds ≤ C(δeΛ∗t) 32 , (4.26)
where X = L2 or H1. Similarly to the derivation of (4.26), one obtains
‖N(t)‖L2 ≤
∫ t
0
‖Ns(s)‖L2ds ≤ ‖M¯‖L∞
∫ t
0
‖∇u(s)‖L2ds ≤ C(δeΛ∗t) 32 .
Thus, putting the above four estimates together, we immediately get (4.9). This completes the
proof of the lemma. 
Remark 4.1. Slightly modifying the above proof, we can easily show that any linear solution
(̺,u,N, q), enjoying proper regularity, of (1.7) with M¯ = Mei (i = 1, 3) satisfies the following
estimates for any t ≥ 0:
‖̺(t)‖2X ≤ Ce2Λt(‖̺0‖2X + ‖u0‖2H2 + ‖∇N0‖L2), X = L2 or H1,
‖u(t)‖2H1 + ‖ut(t)‖2L2 +
∫ t
0
‖∇u(s)‖2L2ds ≤ Ce2Λt(‖̺0‖2L2 + ‖u0‖2H2 + ‖∇N0‖2L2),
‖N(t)‖L2 ≤ CeΛt(‖̺0‖L2 + ‖u0‖H2 + ‖N0‖H1),
where the constant C depends on ρ¯, µ, Λ and M¯.
Now, we claim that
T δ = min
{
T δ, T ∗, T ∗∗
}
, (4.27)
provided that small ε0 is taken to be
ε0 = min
{
δ0
4
√
2C2
,
C21
3C23
,
m20
8C23
}
. (4.28)
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Indeed, if T ∗ = min{T δ, T ∗, T ∗∗}, then T ∗ <∞; moreover, by (4.6) and (4.3) we have∥∥(̺δ,uδ,Nδ) (T ∗)∥∥
E
≤
√
2C2δe
Λ∗T ∗ ≤
√
2C2δe
Λ∗T δ = 2
√
2C2ε0 < δ0,
which contradicts with (4.4)1. On the other hand, if T
∗∗ = min{T δ, T ∗, T ∗∗}, then T ∗∗ < Tmax.
Moreover, in view of (4.1), (4.3) and (4.9), we have∥∥(̺δ,uδ,Nδ) (T ∗∗)∥∥
L2
≤‖(̺aδ ,uaδ,Naδ) (T ∗∗)‖L2 +
∥∥(̺d,ud,Nd) (T ∗∗)∥∥
L2
≤δ ∥∥(̺l,ul,Nl) (T ∗∗)∥∥
L2
+ C3(δe
Λ∗T ∗∗)
3
2
≤δC1eΛ∗T ∗∗ + C3(δeΛ∗T ∗∗) 32 ≤ δeΛ∗T ∗∗(C1 + C3
√
2ε0)
<2δC1e
Λ∗T ∗∗,
which also contradicts with (4.4)2. Therefore, (4.27) holds.
Finally, we again use (4.28), (4.9) and (4.2) to deduce that
‖uδ3(T δ)‖L2 ≥‖uaδ3(T δ)‖L2 − ‖ud3(T δ)‖L2 = δ‖ul3(T δ)‖L2 − ‖ud3(T δ)‖L2
≥m0δeΛ∗T δ − C3(δeΛ∗T δ) 32 ≥ 2m0ε0 − C3(2ε0) 32 ≥ m0ε0,
(4.29)
where uaδ3 and u
d
3(T
δ) denote the third component of uaδ and u
d(T δ), respectively. Similarly, we
have
‖̺(T δ)‖L2(Ω), ‖(u1, u2)(T δ)‖L2(Ω) ≥ m0ε0.
Moreover,
‖N3(T δ)‖L2(Ω) ≥ m0ε0 if M¯ = Me3.
Finally, we take ε = m0ε0 and thus obtain Theorem 1.1 immediately.
5. Proof of the local well-posedness
In this section, we adapt the standard method to briefly show the local well-posedness for the
problem (1.4)–(1.6) by three steps, in which we shall exploit some mathematical techniques to
deal with the horizontally periodic domain. Firstly we solve the following linearized problem for
given v: 
̺t + v · ∇̺ = −v · ∇ρ¯,
(̺+ ρ¯)ut +∇q˜ − µ∆u = (N+ M¯) · ∇N− g̺e3 − (̺+ ρ¯)v · ∇v,
Nt + v · ∇N−∇vN = M¯ · ∇v,
divu = 0, divN = 0
(5.1)
with initial and boundary conditions:
(̺,u,N)|t=0 = (̺0,u0,N0) ∈ H3 ×H4 ×H3,
lim
|x3|→+∞
(̺,u,N)(t,x′, x3) = 0 for any t > 0,
(5.2)
where (u0,N0) satisfies the compatibility conditions divu0 = 0 and divN0 = 0. Secondly, we
use the technique of iteration to construe a sequence of solutions {(̺k,uk,Nk)}∞k=1, in which
(̺k,uk,Nk) solves the above linearized problem with (̺k,uk,Nk) in place of (̺,u,N) and uk−1
in place of v, and show the uniform boundedness of the solution sequence in some function space.
Finally, we further prove that the sequence of solutions is a Cauchy sequence, and thus the limit
function is the unique solution of the original problem.
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Throughout the rest of this article we shall repeatedly use the abbreviations:
H1σ := {u ∈ H1 | divu = 0}, QT := IT × Ω,
VT := {v ∈ C0(I¯T , H4) | vt ∈ C0(I¯T , H2), vtt ∈ C0(IT , L2),
vt ∈ L2(IT , H3), vtt ∈ L2(IT , H1), divv = 0},
HT := {(̺,N) ∈ C0(I¯T , H3) | (̺t,Nt) ∈ C0(I¯T , H2), (̺tt,Ntt) ∈ C0(I¯T , H1)},
FT := {f ∈ C0(I¯T , H2) | ft ∈ C0(I¯T , L2) ∩ L2(IT , H1), ftt ∈ L2(IT , L2)}.
5.1. Unique solvability of linearized problems
To show the solvability of the linearized problem (5.1)–(5.2), it suffices to solve the following
two problems 
̺t + v · ∇̺ = −v · ∇ρ¯,
Nt + v · ∇N−∇vN = M¯ · ∇v,
divN = 0
(5.3)
with initial and boundary conditions
(̺,N)|t=0 = (̺0,N0) ∈ H3 ×H3,
lim
|x3|→+∞
(̺,N)(t,x′, x3) = 0 for any t > 0,
(5.4)
and {
(̺+ ρ¯)ut +∇q˜ − µ∆u = f ,
divu = 0
(5.5)
with initial and boundary conditions
u|t=0 = u0 ∈ H4, lim
|x3|→+∞
u(t,x′, x3) = 0 for any t > 0, (5.6)
where f := (N+ M¯) · ∇N− g̺e3 − (̺+ ρ¯)v · ∇v.
By the standard hyperbolic theory, we have the following result on the existence of a unique
solution to the first problem (5.3)–(5.4):
Lemma 5.1. Let v ∈ VT , (̺0,N0) ∈ H3 ×H3 and divN0 = 0, then, for any T > 0, the problem
(5.3)–(5.4) possesses a unique classical solution (̺,N) ∈ HT emanating from the initial data
(̺0,N0). Moreover, (̺,N) satisfies the following identities:
1
2
d
dt
‖∂α̺‖2L2 = −
∫
Ω
[∂α(v · ∇ρ¯) + ∂α(v · ∇̺)]∂α̺dx, (5.7)
1
2
d
dt
‖∂αN‖2L2 =
∫
Ω
[∂α(M¯ · ∇v +∇vN)− ∂α(v · ∇N)]∂αNdx, (5.8)
where we have defined that
v · ∂α∇̺ = 0 and v · ∂α∇N = 0 for any |α| = 3.
Proof. Following the proof of [29, Theorem 2.16], we can easily check that [29, Theorem 2.16]
still holds with the horizontally periodic domain Ω in place of R3. Thus, we immediately get the
unique solvability of the problem (5.3)–(5.4).
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The strong continuity (5.7) and (5.8) can be shown by adapting the idea in the proof of [29,
Lemm 6.9]. Here we give the proof (5.7) for the reader’s convenience. Without a generality, we
assume that α = (3, 0, 0). Similarly in [29, Lemm 6.9], we can deduce from (5.3) that
∂tS
2
ε (∂
3
x1̺) + div(S
2
ε (∂
3
x1̺)v)− 2rεSε(∂3x1̺)
= −2Sε(∂3x1(v · ∇ρ¯) + ∂2x1(∂x1v · ∇̺) + ∂2x1v · ∂x1∇̺+ 2∂x1v · ∂2x1∇̺)Sε(∂3x1̺)
(5.9)
a.e. in QT , where Sε is a standard mollifier, and rε = div(Sε(∂
3
x1
̺)v) − div(Sε(∂3x1̺v)) → 0
in L2(IT , K) for any bounded domain K ⊂ Ω. Note that Sε(f) ∈ H1 ∩ C∞ if f ∈ H1. Let
ψ ∈ C∞0 (IT ) and
φn(x3) = 1 for |x3| < n, φn(x3) = 0 for |x3| > 2n,
0 ≤ φn(x3) ≤ 1, |φ′n(x3)| ≤ c/n for any x3 ∈ (−2n,−n) ∪ (n, 2n),
(5.10)
where the constant c is independent of n. Multiplying (5.3)1 by φnψ ∈ C∞0 (IT ), and integrating
the resulting equality, we get∫ T
0
ψt
∫
Ω
S2ε (∂
3
x1
̺)φndxdt +
∫ T
0
ψ
∫
Ω
S2ε (∂
3
x1
̺)v3φ
′
ndxdt + 2
∫ T
0
ψ
∫
Ω
rεSε(∂
3
x1
̺)φndxdt
= 2
∫ T
0
ψ
∫
Ω
Sε(∂
3
x1(v · ∇ρ¯) + ∂2x1(∂x1v · ∇̺) + ∂2x1v · ∂x1∇̺+ 2∂x1v · ∂2x1∇̺)Sε(∂3x1̺)φndxdt.
Thus, taking ε→ 0, and then n→ +∞, we immediately get (5.7). 
We turn to the existence proof of a unique solution to the second problem (5.5)–(5.6) by
employing the Galerkin method, the domain expansion technique and a technique of improving
regularity.
Lemma 5.2. Let T > 0, u0 ∈ H4, v ∈ VT , f ∈ FT , infx∈Ω{(̺0+ ρ¯)(x)} > 0 and ̺ be constructed
in Lemma 5.1, then there exists a unique classical solution u ∈ VT to the problem (5.5)–(5.6)
with an associated pressure q˜ satisfying
q˜ ∈ L∞(IT , L6), ∇q˜ ∈ C0(I¯T , H2), (∇q˜)t ∈ C0(I¯T , L2). (5.11)
Proof. We divide the proof of Lemma 5.2 into three steps.
(1) First we solve (5.5)–(5.6) without pressure by the Galerkin method, and the existence of
solutions to the Galerkin approximate problem is established by adapting the basic idea from the
proof of [14, Theorem 4.3]. Since H2σ := {v ∈ H2 | divv = 0} is separable, it possesses a countable
basis {wj}∞j=1. For each m ≥ 1 we define a finite dimensional space Um := span{w1, . . . ,wm} ⊂
H2σ and an approximate solution
um(t) = amj (t)wj with a
m
j : IT → R for j = 1, . . . , m,
where as usual we have used the Einstein convention of summation of the repeated index j.
Clearly, for each v ∈ H2σ, we have Pmv → v as m → ∞ and ‖Pmu‖H2 ≤ ‖u‖H2, where
Pm : H2σ → Um is the H2σ the orthogonal projection onto Um. In addition, by the method of
characteristics, we can deduce from the mass equation (5.3)1 that
ρ˜ := sup
x∈Ω
{(̺0 + ρ¯)(x)} ≥ (̺+ ρ¯)(t,x) ≥ ρ := inf
x∈Ω
{(̺0 + ρ¯)(x)} > 0 for any (t,x) ∈ QT .
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By the theory of ODEs, we can find the coefficients amj ∈ C2(I¯T ), such that∫
Ω
(̺+ ρ¯)umt ·wdx+ µ
∫
Ω
∇um : ∇wdx =
∫
Ω
f ·wdx (5.12)
with initial data
um(0) = Pmu0 ∈ Um
for each w ∈ Um. Next, we derive uniform estimates for um. In what follows, we denote by
C(· · · ) a generic positive constant depending only on its variables. The notation a . b means
that a ≤ C˜b for a universal constant C˜ > 0, which may depend on T , M¯, µ, g, ρ, ρ˜, ρ¯, and the
norms ‖(̺0,N0)‖H3 , ‖u0‖H4 , ‖̺t(0)‖L∞ , ‖f(0)‖H2 , and ‖ft(0)‖L2. Moreover, C˜ is increasing with
T , and the norms ‖̺t(0)‖L∞, ‖f(0)‖H2 and ‖ft(0)‖L2 , if C˜ depends on them.
Taking w = um in (5.12), we see that
1
2
d
dt
∫
Ω
(̺+ ρ¯)|um|2dx + µ
∫
Ω
|∇um|2dx =
∫
Ω
f · umdx+ 1
2
∫
Ω
̺t|um|2dx, (5.13)
which yields
d
dt
‖√̺+ ρ¯um‖L2 ≤ 2
∥∥∥∥ f√̺+ ρ¯
∥∥∥∥
L2
+
∥∥∥∥ ̺t̺+ ρ¯
∥∥∥∥
L∞
‖√̺+ ρ¯um‖L2 .
Applying Gronwall’s inequality, we get
‖um‖2L2 . e
2T
ρ
‖̺t‖L∞(QT )
(
1 + T‖f‖2L2(QT )
)
,
which, together with (5.13), implies that
‖um(t)‖2L2 +
∫ t
0
‖∇um(s)‖2L2ds . e
3T
ρ
‖̺t‖L∞(QT )
(
1 + T‖f‖2L2(QT )
)
. (5.14)
We differentiate (5.12) in time and take w = umt to deduce
1
2
d
dt
∫
Ω
(̺+ ρ¯)|umt |2dx+ µ
∫
Ω
|∇umt |2dx =
∫
Ω
ft · umt dx+
1
2
∫
Ω
̺t|umt |2dx,
which yields
‖umt (t)‖2L2 +
∫ t
0
‖∇umt (s)‖2L2ds . e
3T
ρ
‖̺t‖L∞(QT )
(
1 + T‖ft‖2L2(QT )
)
.
Finally, taking w = umt in (5.12), we find that
‖∇um(t)‖2L2 +
∫ t
0
‖umt (s)‖2L2ds . 1 + ‖f‖2L2(QT ). (5.15)
Summing up the previous estimates and making use of the estimate
‖f(t)‖L2 =
∥∥∥∥f(0) + ∫ t
0
fs(s)dt
∥∥∥∥
L2
. 1 +
√
T‖ft‖L2(QT ),
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we arrive at
‖um(t)‖2H1 + ‖umt (t)‖2L2 +
∫ t
0
(‖∇um(s)‖2L2 + ‖umt (s)‖2H1)ds
. e
3T
ρ
‖̺t‖L∞(QT )
(
1 + T‖ft‖2L2(QT )
)
.
(5.16)
(2) Now we can obtain a strong solution from the above uniform estimates for the approximate
solutions. In view of (5.16), up to the extraction of a subsequence, one has
um → u weakly-* in L∞(IT , H1σ), umt → ut weakly-* in L∞(IT , L2),
∇um → ∇u weakly in L2(IT , L2), umt → ut weakly in L2(IT , H1),
um → u strongly in C0(I¯T , L2(K)) for any bounded domain K ⊂ Ω, u(0) = u0,
and divut = 0. Thus, if we take limit in (5.12), we get∫
Ω
(̺+ ρ¯)ut ·wdx+ µ
∫
Ω
∇u : ∇wdx =
∫
Ω
f ·wdx for any w ∈ H2σ, (5.17)
which can be regarded as a weak solution of the following Stokes equations
−µ∆u+∇q˜ = F := f − (̺+ ρ¯)ut in Ω,
where F ∈ L∞(IT , L2) ∩ L2(IT , H1).
Next we proceed to derive more estimates for u in the Stokes equations by the domain
expansion technique (i.e., the classical regularity theory on the Stokes equations). Let Ln =
(−n, n) and Ωn = (2πLT)2 × Ln. Similarly to [14, Propositions 2.9 and 3.7], we can show that
the Stokes problem 
−µ∆un +∇q˜n = F in Ωn,
divun = 0,
u|x3=−2πnL = u|x3=2πnL = 0
(5.18)
admits a unique strong solution un with a unique associated pressure q˜n, such that
‖∇kun‖2H2(Ωn) + ‖∇k+1q˜n‖2L2(Ωn) ≤ C(Ωn, µ)‖∇kF‖2L2(Ωn) for k = 0, 1,
‖q˜n‖2L2(Ωn) ≤ C(Ωn)‖F‖2L2(Ωn) and
∫
Ωn
q˜ndx = 0.
By scaling the spatial variables on a cuboid domain (0, 2πnL)2 × Ln and using the horizontally
periodic property (i.e., un(x1, x2, x3) = un(x1+2πL, x2+2πL, x3)), we can deduce the following
uniform estimates
‖∇2+kun‖2L2(Ωn) + ‖∇1+kq˜n‖2L2(Ωn0 ) ≤ C(µ)‖∇
kF‖2L2 for k = 0, 1,
‖q˜n‖2L2(Ωn) ≤ C(µ)n2‖F‖2L2 and ‖q˜n‖2L6(Ωn) ≤ C(µ)‖F‖2L2.
Moreover, using Ho¨lder’s inequality, we get
‖q˜n‖2L2(Ωn0 ) ≤ C(µ)n
2/3
0 ‖F‖2L2 for any n ≥ n0.
We make use of (5.17) and (5.18) to deduce
µ
∫
Ωn
|∇un|2dx =
∫
Ωn
F · undx = µ
∫
Ωn
∇u : ∇undx,
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whence,
‖∇un‖L2(Ωn) ≤ ‖∇u‖L2.
Noting that
‖un‖L6(Ωn) ≤ C(Ωn)‖∇un‖L2(Ωn),
we may scale the spatial variables on a cuboid domain (0, 2πnL)2×Ln and utilize the horizontally
periodic property to get
‖un‖L6(Ωn) ≤ c‖∇u‖L2 for some constant c.
Now, recalling F ∈ L∞(IT , L2) ∩ L2(IT , H1) and using the established uniform estimates for
(un, q˜n), up to the extraction of a subsequence, one has
∇kun →∇ku¯ weakly-* in L∞(IT , L2) for k = 1, 2, ∇3un → ∇3u¯ weakly in L2(IT , L2),
∇q˜n → ∇q˜ weakly-* in L∞(IT , L2), ∇2q˜n → ∇2q˜ weakly in L2(IT , L2),
un → u¯ weakly-* in L∞(IT , L6), q˜n → q˜ weakly-* in L∞(IT , L6),
where we have extended ∇kun and ∇mq˜n by zero extension outside Ωn. Thus, we have the
following classical regularity estimates on the Stokes problem:
‖∇2u‖2L∞(IT ,L2) + ‖∇q˜‖2L∞(IT ,L2) + ‖q˜‖2L∞(IT ,L6) ≤ C(µ)‖F‖2L∞(IT ,L2), (5.19)
‖∇3u‖2L2(IT ,L2) + ‖∇2q˜‖2L2(IT ,L2) ≤ C(µ)‖∇F‖2L2(QT ),
‖q˜‖L∞(IT ,L2(Ωn0 )) ≤ C(µ)n
1
3
0 ‖F‖L∞(IT ,L2) for any n0 > 0. (5.20)
Moreover,
− µ∆u¯+∇q˜ = F, divu¯ = 0, (5.21)
µ
∫
Ω
∇u¯ : ∇wdx =
∫
Ω
F ·wdx (5.22)
for any
w ∈ C∞0,σ := {w ∈ C∞ | divw = 0 and ∃ R > 0, such that
w(x′, x3) = 0 for any |x3| > R}.
It should be noted that C∞0,σ is dense in H
1
σ, which will be proved in Lemma 5.3. By a density
argument, (5.22) holds for any w ∈ H1σ, which, together with (5.17), implies that u = u¯.
Summing up the above estimates, we obtain the following inequality:
‖u(t)‖2H2 + ‖ut(t)‖2L2 + ‖∇q˜(t)‖2L2 +
∫ t
0
(‖u(s)‖2H3 + ‖ut(s)‖2H1 + ‖∇2q˜‖2L2) ds
. e
3T
ρ
‖̺t‖L∞(QT )
(
1 + ‖̺‖2H2
) (
1 + T‖ft‖2L2(QT ) + ‖∇f‖2L2(QT )
)
.
(3) Before improving the regularity of u, we show the continuity of (u,∇q˜). First, similarly
to [3, Remark 6], we can prove that for a.e. t ∈ IT ,
1
2
d
dt
∫
Ω
(̺+ ρ¯)|ut|2dx =
∫
Ω
ft · utdx + 1
2
∫
Ω
̺t|ut|2dx− µ
∫
Ω
|∇ut|2dx. (5.23)
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It follows from (5.17) that for any ϕ ∈ H1σ,
d
dt
∫
Ω
(̺+ ρ¯)ut · ϕdx =
∫
Ω
ft · ϕdx− µ
∫
Ω
∇ut : ∇ϕdx holds for a.e. t ∈ IT . (5.24)
From the regularity of (̺,u) we get
((̺+ ρ¯)ut)t ∈ L2((0, T ), H−1σ ) and
d
dt
∫
Ω
(̺+ ρ¯)ut · ϕdx =< ((̺+ ρ¯)ut)t, ϕ >, (5.25)
where H−1σ denotes the dual space of H
1
σ and < ·, · > the corresponding dual product. Therefore,
the identity (5.23) follows immediately from (5.24), (5.25) and the following identity
d
dt
∫
Ω
(̺+ ρ¯)|ut|2dx = 2 < ((̺+ ρ¯)ut)t,ut > −
∫
Ω
̺t|ut|2dx,
which can be easily established by means of a classical regularization method.
With (5.23) in hand, we can infer that
ut ∈ C0(I¯T , L2). (5.26)
In fact, it follows from (5.24) and (5.23) that (̺+ρ¯)ut ∈ C0(I¯T , H−1σ ) and ‖
√
̺+ ρ¯ut‖2L2 ∈ C0(I¯T ).
Since (̺ + ρ¯)ut ∈ L∞(IT , L2) and L2 →֒ H−1σ , it follows from the embedding theorem that
(̺+ ρ¯)ut ∈ C(I¯T , L2weak). Thus, recalling ̺ + ρ¯ ∈ C0(I¯T , H2), we have
√
(̺+ ρ¯)ut ∈ C0(I¯T , L2)
and (5.26). Noting that u ∈ C0(I¯T , H2) by virtue of the embedding theorem, we see that
∇q˜ ∈ C0(I¯T , L2). In view of (5.21), we find that
∆q˜ =
∇(̺+ ρ¯) · ∇q˜
̺+ ρ¯
− µ∇(̺+ ρ¯) ·∆u
̺+ ρ¯
+ (̺+ ρ¯)div
(
f
̺+ ρ¯
)
∈ C0(I¯T , L2). (5.27)
Hence, by virtue of (5.20), the elliptic estimates, the periodic property and a cut-off technique,
there exists a constant c, such that
‖∇2q˜(t)‖L2 ≤ c (‖∆q˜(t)‖L2 + ‖∇q˜(t)‖L2 + ‖F(t)‖L2) for a.e. t ∈ IT ,
which implies that
∇2q˜ ∈ L∞(I, L2), (5.28)
whence, ∇q˜|t=0 ∈ H1.
Now, we improve the regularity of u. Consider the following problem:
(̺+ ρ¯)vt +∇p˜− µ∆v = g in Ω,
divv = 0,
v|t=0 = v0 := [(f −∇q˜ + µ∆u)/(̺+ ρ¯)]|t=0,
(5.29)
where g := ft − ̺tut. Keeping in mind that g ∈ C0(I¯T , L2) and v0 ∈ H1σ, referring to the
construction of the solution u and the derivation of regularity for u, we can easily obtain a
strong solution v to the problem (5.29) with an associated pressure p˜, where v ∈ C0(I¯T , H1) ∩
L2(IT , H
2), vt ∈ L2(IT , L2), ∇p˜ ∈ L2(IT , L2) and
‖v(t)‖2H1 +
∫ t
0
(‖∇v(s)‖2H1 + ‖vt(s)‖2L2)ds
. e
6T
ρ
‖̺t‖L∞(QT )
(
1 + T‖̺t‖2L∞(QT )
) (
1 + ‖ft‖2L2(QT )
)
.
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Moreover, for any ϕ ∈ H1σ,
d
dt
∫
Ω
(̺+ ρ¯)v · ϕdx+ µ
∫
Ω
∇v : ∇ϕdx =
∫
Ω
(g + ̺tv) · ϕdx. (5.30)
Denoting v˜ := v − ut, and recalling v˜|t=0 = 0 and
√
(̺+ ρ¯)v˜ ∈ C(I¯T , L2), we subtract (5.30)
from (5.24) to infer that
d
dt
∫
Ω
(̺+ ρ¯)v˜ · ϕdx+ µ
∫
Ω
∇v˜ : ∇ϕdxdt =
∫
Ω
̺tv˜ · ϕdx.
Similarly to the derivation of (5.23), we can establish
d
dt
∫
Ω
(̺+ ρ¯)|v˜|2dxdt + µ
∫
Ω
|∇v˜|2dx =
∫
Ω
̺t|v˜|2dx,
which implies v = ut. Therefore, ut ∈ C0(I¯T , H1), utt ∈ L2(IT , L2) and ∇p˜ = (∇q˜)t.
Using the regularity estimate for the Stokes equations, we further have u ∈ L∞(I¯T , H3).
Hence, ∆q˜ ∈ L∞(I¯T , H1). In view of the elliptic interior regularity, we see that∇q˜ ∈ L∞(I,H2loc(R3)).
Thus, similarly to the derivation of (5.28), we have ∇3q˜ ∈ L∞(I, L2), which yields ∇q˜|t=0 ∈ H2.
Consequently, v0 ∈ H2. Recalling that gt ∈ L2(IT , L2), we easily see that ut ∈ C0(I¯T , H2) solves
the problem (5.29) and enjoys the following estimate
‖ut(t)‖2H2 + ‖utt(t)‖2L2 +
∫ t
0
(‖ut(s)‖2H3 + ‖utt(s)‖2H1) ds
. e
9T
ρ
‖̺t‖L∞(QT )(1 + ‖̺‖2H2)
(
1 + T‖̺t‖2L∞(IT ,H2) + T‖̺tt‖2L∞(IT ,H1)
)
× (1 + T‖̺t‖2L∞(QT )) (1 + T‖ftt‖2L2(QT ) + ‖∇ft‖2L2(QT )) ;
and moreover, ∇p˜ ∈ C0(I¯T , L2) ∩ L2(IT , H1). Employing the regularity estimate on the Stokes
equations again, we arrive at
‖u(t)‖2H4 + ‖ut(t)‖2H2 + ‖utt(t)‖2L2 +
∫ t
0
(‖ut(s)‖2H3 + ‖utt(s)‖2H1) ds
≤ C˜e 9Tρ ‖̺t‖L∞(QT )(1 + ‖̺‖2H2)2
(
1 + T‖̺t‖2L∞(IT ,H2) + T‖̺tt‖2L∞(IT ,H1)
)
× (1 + T‖̺t‖2L∞(QT )) (1 + T‖ftt‖2L2(QT ) + ‖∇ft‖2L2(QT ) + ‖f‖2L∞(IT ,H2)) ;
(5.31)
and moreover, u ∈ C0(I¯T , H4) and ∇q˜ ∈ C0(I¯T , H2). Summing up the above estimates, we
obtain the desired conclusions immediately. 
Finally, we briefly prove that C∞0,σ is dense in H
1
σ.
Lemma 5.3. C∞0,σ is dense in H
1
σ.
Proof. Let u ∈ H1σ and n > 0. We define Ωn := (2πLT2) × (−n, n), Ωn,2n := Ω2n/Ωn,
Ω˜n := (0, 2πL)
2 × (−2n, 2n) and φn(x3) ∈ C∞0 (R) be constructed as in (5.10). In view of [8,
Theorem III.3.4], for each given n, there exists a function wn ∈ H1(Ω2n) ∩H10 (Ω˜n), satisfying
divwn = −u3φ′n,
‖∇wn‖L2(Ω2n) ≤ c‖u3φ′n‖L2(Ω2n),
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where and throughout this proof, c denotes a constant independent of the domain. Thus,
‖wn‖L2(Ω2n) ≤ cn
1
3‖wn‖L6 ≤ cn 13‖∇wn‖L2(Ω2n) ≤ c‖u3‖L2(Ωn,2n).
We define wn = 0 on R
3 \ Ω2n. Let vn = φnu + wn and Sε be a standard mollifier, then
Sε(vn) ∈ C∞0,σ. Moreover,
‖u− Sε(vn)‖L2 ≤‖u− vn‖L2 + ‖vn − Sε(vn)‖L2
≤‖(1− φn)u‖L2 + ‖wn‖L2 + ‖vn − Sε(vn)‖L2 ,
which implies that
Sε(vn)→ u as ε→ 0 and n→ +∞.
This shows that C∞0,σ is dense in H
1
σ. 
5.2. Uniform estimates
Let (̺0,u0,N0) satisfy the assumption in Proposition 3.1, then, in view of Lemmas 5.1 and
5.2, for any given T > 0 and any given v ∈ VT satisfying v(0) = u0, the linearized problem (5.1)–
(5.2) possesses a unique classical solution ((̺,N),u) ∈ HT × VT . To emphasize such relation
between u and v, we can define u := S(v). In addition, we can deduce from (5.1)2 that
‖ut(0)‖H1 ≤ C0, (5.32)
where the positive constant C0 depends on the initial data (̺0,u0,N0) and other physical pa-
rameters in the perturbed equations, and is independent of v.
Now, let us denote DTκ = {v ∈ VT | ‖v‖VT ≤ κ, ‖vt(0)‖H1 ≤ C0, v(0) = u0} and
‖v‖VT :=
√
‖v‖2L∞(IT ,H4) + ‖vt‖2L∞(IT ,H2) + ‖vtt‖2L∞(IT ,L2) + ‖vt‖2L2(IT ,H3) + ‖vtt‖2L2(IT ,H1).
We show next that there exists two positive constants T ∈ (0, 1) and κ ≥ 1 depending on
(̺0,u0,N0) and other physical parameters in the perturbed equations, such that
κ8T = 1 and ‖S(v)‖VT ≤ κ for any v ∈ DTκ . (5.33)
Throughout this and next subsections, the notation a . b means that a ≤ Cb for some con-
stant C > 0 which may depend on (̺0,u0,N0) and other physical parameters in the perturbed
equations.
First we temporarily suppose that κ8T = 1, κ ≥ 1 and T ∈ (0, 1). Similarly to the derivation
of (3.7), we can deduce from (5.1)1 and (5.1)2 that
d
dt
‖(̺,N)‖2H3 . ‖v‖H4(1 + ‖(̺,N)‖H3)‖(̺,N)‖H3,
which yields
‖(̺,N)‖L∞(IT ,H3) . eκT (1 + κT ) ≤ C. (5.34)
Furthermore, we can get from (5.1)1 and (5.1)2 that
‖̺t(0)‖L∞ ≤ C, (5.35)
‖(̺,N)t‖L∞(QT ) . ‖(̺,N)t‖L∞(IT ,H2) . κ, (5.36)
‖(̺,N)tt‖L∞(IT ,H1) . κ+ κ2. (5.37)
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Letting f := (N+ M¯) · ∇N− g̺e3 − (̺+ ρ¯)v · ∇v, we see that
‖f(0)‖2H2 + ‖ft(0)‖2L2 ≤ C, (5.38)
‖ftt‖L2(QT ) . κ+ κ2 + κ3 + κ4, (5.39)
‖∇ft‖L∞(IT ,L2) . κ+ κ2 + κ3, (5.40)
‖f‖L∞(IT ,H2) . 1 + κ2T. (5.41)
Recalling that u satisfies (5.31) and C˜ is increasing in ‖̺t(0)‖L∞ , ‖f(0)‖H2 and ‖ft(0)‖L2, we
substitute (5.34)–(5.41) into (5.31) to arrive at
‖S(v)‖VT ≤ C. (5.42)
Finally, if we take κ = max{C, 1} and T := κ−6 where the positive constant C is from (5.42),
then we obtain (5.33).
5.3. Taking the limit
Let (̺0,u0,N0) satisfy the assumption in Proposition 3.1 and u
0 ≡ u0. In view of Lemmas
5.1 and 5.2, we can construct a function sequence {(̺k,uk,Nk, q˜k)}∞k=1 satisfying ((̺k,Nk),uk) ∈
HT × VT and
̺kt + u
k−1 · ∇̺k = −uk−1 · ∇ρ¯,
(̺k + ρ¯)ukt +∇q˜k − µ∆uk = (Nk + M¯) · ∇Nk − g̺ke3 − (̺k + ρ¯)uk−1 · ∇uk−1,
Nkt + u
k−1 · ∇Nk −∇uk−1Nk = M¯ · ∇uk−1,
divuk = 0, divNk = 0
(5.43)
with initial data:
(̺k,uk,Nk)|t=0 = (̺0,u0,N0).
Moreover, by virtue of the uniform estimates (5.32)–(5.34) and (5.36), there exits T ∈ (0, 1) such
that the solution sequence {(̺k,uk,Nk)}∞k=1 satisfies the following uniform estimate
‖(̺k,Nk)‖L∞(IT ,H3) + ‖(̺k,Nk)t‖L∞(IT ,H2) + ‖uk‖VT ≤ C for any k ≥ 1, (5.44)
which, together with the regularity estimates on the Stokes equations, implies that
‖∇q˜k‖L∞(IT ,H2) + ‖q˜k‖L∞(IT ,L6) ≤ C for any k ≥ 1. (5.45)
In addition, by the mass equation (5.43)1,
inf
x∈Ω
{(̺0 + ρ¯)(x)} ≤ ̺k(t,x) + ρ¯(x) ≤ sup
x∈Ω
{(̺0 + ρ¯)(x)} for any k ≥ 1.
In order to take the limit in (5.43), we shall further show {uk}∞k=1 is a Cauchy sequence. To
this end, we define
(¯̺k+1, u¯k+1, N¯k+1,∇q¯k+1) = (̺k+1 − ̺k,uk+1 − uk,Nk+1 −Nk,∇(q˜k+1 − q˜k)),
which satisfies
¯̺k+1t + u
k · ∇ ¯̺k+1 = −u¯k · ∇ρ¯− u¯k · ∇̺k,
(̺k+1 + ρ¯)u¯k+1t +∇q¯k+1 − µ∆u¯k+1 = (Nk+1 + M¯) · ∇N¯k+1 − g ¯̺k+1e3 − ¯̺k+1ukt
−(̺k+1 + ρ¯)uk · ∇u¯k − N¯k+1 · ∇Nk − (̺k + ρ¯)u¯k · ∇uk−1 − ¯̺k+1uk−1 · ∇uk−1 := fk,
N¯k+1t + u
k · ∇N¯k+1 −∇ukN¯k+1 = M¯ · ∇u¯k − u¯k · ∇Nk +∇u¯kNk,
divuk+1 = 0, divNk+1 = 0
(5.46)
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with initial data
(¯̺k+1, u¯k+1, N¯k+1) = (0, 0, 0) in Ω.
Recalling that κ8T = 1 and T ≤ 1, we easily find by (5.46)1 and (5.46)2 that
sup
t∈IT
‖(¯̺k+1, N¯k+1)‖H1 . T sup
t∈IT
‖u¯k‖H2 , (5.47)
sup
t∈IT
‖(¯̺k+1, N¯k+1)t‖L2 . sup
t∈IT
‖u¯k‖H2 .
Similarly to the derivation of (5.14) and (5.15), we get from (5.46)2 that
‖u¯k+1(t)‖2L2 +
∫ t
0
‖∇u¯k+1(s)‖2L2ds . ‖fk‖2L2(QT ) (5.48)
and
‖∇u¯k+1(t)‖2L2 +
∫ t
0
‖u¯k+1s (s)‖2L2ds . ‖fk‖2L2(QT ) for any t ∈ It. (5.49)
Next we continue to derive a bound for ∇2u¯k+1. To this end, we differentiate (5.46)2 in t,
multiply the resulting equations by u¯k+1t in L
2 to obtain
1
2
d
dt
∫
Ω
(̺k+1 + ρ¯)|u¯k+1t |2dx+ µ
∫
Ω
|∇u¯k+1t |2dx
=
1
2
∫
Ω
̺k+1t |u¯k+1t |2dx +
∫
Ω
[Nk+1t · ∇N¯k+1 − ̺k+1t uk · ∇u¯k − (̺k+1 + ρ¯)ukt · ∇u¯k] · u¯k+1t dx
−
∫
Ω
{
(Nk+1 + M¯) · ∇u¯k+1t · N¯k+1t − [(̺k+1 + ρ¯)uk · ∇u¯k+1t + uk · ∇(̺k+1 + ρ¯)u¯k+1t ] · u¯kt
}
dx
−
∫
Ω
[g ¯̺k+1e3 + ¯̺
k+1ukt + N¯
k+1 · ∇Nk + (̺k + ρ¯)u¯k · ∇uk−1 + ¯̺k+1uk−1 · ∇uk−1t ]t · u¯k+1t dx,
where the terms on the right hand side can be bounded from above by
C[‖
√
(̺k+1 + ρ¯)u¯k+1t ‖2L2 + sup
t∈IT
(‖u¯k‖2H2 + ‖u¯kt ‖2L2)] +
µ
2
‖∇u¯k+1t ‖2L2 .
Therefore, we have
d
dt
‖
√
(̺k+1 + ρ¯)u¯k+1t ‖2L2 + ‖∇u¯k+1t ‖2L2 . ‖
√
(̺k+1 + ρ¯)u¯k+1t ‖2L2 + sup
t∈IT
(‖u¯k‖2H2 + ‖u¯kt ‖2L2).
Applying Gronwall’s lemma to the above inequality and recalling u¯k+1t (0) = 0, we conclude
‖u¯k+1t (t)‖2L2 +
∫ t
0
‖∇u¯k+1s (s)‖2L2ds . T sup
t∈IT
(‖u¯k‖2H2 + ‖u¯kt ‖2L2) for any t ∈ IT ,
With the help of the classical regularity estimate on the Stokes problem, we obtain
‖∇2u¯k+1‖2L2 + ‖∇q¯k+1‖2L2 . ‖u¯k+1t ‖2L2 + ‖fk‖2L2, (5.50)
where ‖fk‖L2 can be bounded as follows.
‖fk‖2L2 . T sup
t∈IT
(‖u¯k‖2H2 + ‖u¯kt ‖2L2) + T‖∇u¯kt ‖2L2(QT ). (5.51)
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Summing up the estimates (5.47)–(5.51), we arrive at
sup
t∈IT
(‖(¯̺k+1, N¯k+1)‖2H1 + ‖∇q¯k+1‖2L2 + ‖u¯k+1‖2H2 + ‖u¯k+1t ‖2L2) + ‖∇u¯k+1t ‖2L2(QT )
≤ C¯T
[
sup
t∈IT
(‖u¯k‖2H2 + ‖u¯kt ‖2L2) + ‖∇u¯kt ‖2L2(QT )
]
≤ 1
2
[
sup
t∈IT
(‖u¯k‖2H2 + ‖u¯kt ‖2L2) + ‖∇u¯kt ‖2L2(QT )
]
for any k ≥ 1,
provided T is chosen so small that T ≤ (2C¯)−1, where the constant C¯ may depend on (̺0,u0,N0)
and other physical parameters in the perturbed equations. The above inequality implies that
∞∑
k=1
(
‖(¯̺k+1, N¯k+1)‖2L∞(IT ,H1) + ‖u¯k+1‖2L∞(IT ,H2) + ‖u¯k+1t ‖2L∞(IT ,L2)
)
<∞.
Hence, (̺k,uk,Nk,ukt ) is a Cauchy sequence in C(I¯T , H
1)× C(I¯T , H2)× C(I¯T , H1)× C(I¯T , L2),
and
(ρk,uk,Nk,ukt )→ (ρ,u,N,ut) (5.52)
strongly in C(I¯T , H
1)× C(I¯T , H2)× C(I¯T , H1)× C(I¯T , L2).
Consequently, by (5.44), (5.45) and (5.52), we easily verify that ((̺,N),u) ∈ HT × VT is a
unique solution to the following problem with an associated pressure q˜ enjoying the regularity
(5.11): 
̺t + u · ∇̺ = −u · ∇ρ¯,
(̺+ ρ¯)ut + (̺+ ρ¯)u · ∇u+∇q˜ − µ∆u = (N+ M¯) · ∇N− g̺e3,
Nt + u · ∇N = (N+ M¯) · ∇u,
divu = 0, divN = 0
with initial data
(̺,u,N)|t=0 = (̺0,u0,N0).
Finally, if we define
q := q˜ − |N+ M¯|2/2,
and use the facts that
(∇× (N+ M¯))× (N+ M¯) = (N+ M¯) · ∇N−∇|N+ M¯|
2
2
,
and
∇× (u× (N+ M¯)) = (N+ M¯) · ∇u− u · ∇N,
we obtain Proposition 3.1.
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