We discuss why 1 plays a crucial role in obtaining L p -bounds from pointwise integral error formul for multivariate generalisations of Lagrange interpolation.
Thus, we will refer to 1.1 as the multivariate form of Hardy's inequality.
Our interest in 1.1 comes from a desire to obtain L p -bounds from the many i n tegral error formul for multivariate generalisations of Lagrange interpolation that involve the linear functional f 7 ! Z x;:::;x | z m ; f:
1:3
The paper is set out in the following way. In the remainder of this section, the notation, and facts about Sobolev spaces that we will need are discussed. In Section 2, some properties of the linear functional f 7 ! R f, and its connection with simplex splines are given. In Section 3, the multivariate form of Hardy's inequality is proved. In Section 4, the multivariate form of Hardy's inequality is applied to obtain L p -bounds for the error in the scale of mean value interpolations, which includes Kergin and Hakopian interpolation. In Section 5, in a similar vein, L p -bounds for the error in Lagrange maps are obtained. In Section 6, we discuss why the multivariate form of Hardy's inequality is applicable to the many error formul for multivariate Lagrange interpolation schemes, and is likely to be so for others obtained in the future.
Some notation
Our discussion takes place in IR n , with the following de nitions holding throughout. The space of n-variate polynomials of degree k will be denoted by k IR n , and the homogeneous polynomials of degree k by 0 k IR n . The di erential operator induced by q 2 k IR n will be written qD. Let kkbe the Euclidean norm on IR n , and let IR n , with is closure. The letters i; j; k; l; m; n will be reserved for integers, and 1 p 1 . We use standard multivariate notation, so, e.g., fj j = kg is the set of multi-indices of length k.
We nd it convenient to make no distinction between the matrix 1 ; : : : ; k , and the k-sequence 1 ; : : : ; k of its columns. Since 1 ; : : : ; k f is a standard notation for the divided di erence of f a t = 1 ; : : : ; k , we use for the latter the nonstandard notation f = 1 ;:::; k f: 1
The notation means that is a subsequence of , n denotes the complementary subsequence. The subsequence consisting of the rst j terms of is denoted j , and
x , : = x , 1 ; : : : ; x, k :
Thus, with := 1 ; : : : ; 7 , we h a ve, for example, that
The diameter and convex hull of a sequence will be that of the corresponding set and will be denoted by diam and conv respectively.
Many of the constants in this paper involve the Gamma function ,. Each can be calculated from the relation: ,a + 1 = a,a, 8a 0, and the fact that ,1 = 1. Some of our calculations require the Beta integrals 
Geometry of the domain
We s a y that IR n is starshaped with respect to S a set resp. sequence in IR n when contains the convex hull of S f xg for any x 2 . This condition is weaker than being convex.
In our results, it will be required that be starshaped with respect to 2 IR nk ,
where is an open set in IR n . This condition is required of , rather than of , so as to include cases where some points in lie on the boundary of . One such example of interest, is the Lagrange nite element given by linear interpolation at , the vertices of a n-simplex, see, e.g. Ciarlet Ci78:p46 . In this case, = conv and none of the points of lie in the open simplex . We n o w show that being starshaped with respect to a nite sequence is equivalent t o being starshaped with respect to its convex hull. 
The main results: the multivariate form of Hardy's inequality and L p -inequalities
In this section we prove the multivariate form of Hardy's inequality. This inequality is useful for obtaining L p -bounds from integral error formul for various multivariate interpolation schemes.
First we need a technical lemma. Proof. This can be proved by successively evaluating the univariate integrals.
Instead we give the following proof , a neat application of the properties of f 7 ! R f. B y Observation 2.2, we see that Proof. Suppose that m , n=p 0. Then m 0, and we let k + 1 : = m + . Let L p be the semi-normed linear space consisting of those measurable functions f de ned on with kfk L p 1, together with the semi-norm k k L p . Let Z be the set of those f 2 L p for which kfk L p = 0. By Proposition 1.5, the condition that be starshaped with respect to ensures that it is starshaped with respect to conv .I n particular, for any x 2 , the region of integration in 3.3 is contained within upto a n ullset:=set of measure zero. However, a priori, w e do not know whether 3. In this paper we will not be concerned with the sharpness of 3.4. However, for those so interested we mention the following point of departure. For the map 3.9, kL m; k = p p , 1 when = 0; 1, see, e.g., Ru87:ex.14,p72 , Jo93:p275,p289 ; and also when = 0; b , b 0, see Shum Sh71 .
Other L p -bounds
Next we use Theorem 3.2 to give a bound particularly suited for obtaining L p -bounds from integral error formul , such as those given in Sections 4 and 5. which is 3.13.
In the special case when s = 0, Theorem 3.10 reduces to Theorem 3.2. Theorem 3.10, together with Property 2.3 d, can be used to obtain bounds for maps more general than 3.11. One such example is the lift of an elementary liftable map, see Wa94 . An example Finally, the example promised in Remark 3.8. Let n 1 and consist of the single point . Suppose that is starshaped with respect to , and that B is a countable dense subset of . It is possible to change f 2 L p on the intersection of with the cone C with vertex and base B, which i s a n ullset, so that L m; f, as computed from 3.3, takes on arbitrary preassigned values on B. 
Application: L p -error bounds for Kergin and Hakopian interpolation
In this section we use Theorem 3.10 to obtain L p -error bounds for the scale of mean value interpolations, which includes the Kergin and Hakopian maps.
To describe the mean value interpolations, and the Lagrange maps of Section 5, we will need the following facts about linear interpolation.
Linear interpolation
Let F be a nite-dimensional space and a nite-dimensional space of linear functionals de ned at least on F. W e s a y that the corresponding linear interpolation problem, LIPF; for short, is correct if for every g upon which is de ned there is a unique f 2 F which agrees with g on , i.e., f = g; 8 2 :
The linear map L : g 7 ! f is called the associated linear projector with interpolants F and interpolation conditions . Each linear projector with nite-dimensional range F is the solution of a LIPF; for some unique choice of the interpolation conditions .
Notice that the correctness of LIPF; depends only on the action of on F.
The scale of mean value interpolations The second, which is proved in Wa94 , follows from the pointwise estimate 3.13.
A related result of Lai and Wang
The only related result in the literature is an L p -bound for the error in Hakopian interpolation given by Lai and Wang LW84 . In that paper they show the following.
14 Theorem 4.6 LW84:Th.1 . Let The behaviour of C n;p;j;k;m as a function of its parameters In Wa94 it is shown that, in an appropriate sense, the constant C n;p;j;k;m of 4.5 is best possible when p = 1. The question then arises whether or not the over-estimation committed in using the multivariate form of Hardy's inequality to obtain C n;p;j;k;m is signi cant for p 1. Micchelli and Seidel DMS92 , should give tighter bounds than those of 4.14. However, we make no attempt here to give such an argument.
Remark 4.17. There are other integral error formul for the scale of mean value interpolations, to which Theorem 3.10 can be applied to give L p -bounds. These include Lai and Wang LW86 Kergin interpolation, Gao Ga88 , and Hakopian BHS93:p200 Hakopian interpolation. See Wa94 for a discussion of the relative merits of each of these formul .
Application: L p -error bounds for multivariate Lagrange interpolation
In this section we use Theorem 3.10 to obtain L p -error bounds for multivariate Lagrange interpolation schemes.
Lagrange maps A linear interpolation problem for which the space of interpolation conditions is spanned by point evaluations at , a nite sequence in IR n , is called a Lagrange interpolation problem. If P is the space of interpolants for such a problem and the problem is correct, then the associated linear projector, called the Lagrange map, will be denoted by L P; . The Lagrange form of a Lagrange map is given by L P; f = X 2 f`: 5:1
Here 5.1 uniquely de nes` :=` ;P; 2 P; the Lagrange function for 2 . In other words, 2 is dual bi-orthonormal to ` 2 . Lagrange maps into a space containing polynomials of degree k are frequently used to interpolate to scattered data, see, e.g., Alfeld Al89 . Particular examples receiving much attention lately are maps where the interpolants include radial basis functions or multivariate splines, and de Boor and Ron's least solution for the polynomial interpolation problem BR92 . In addition there are of course the maps of Kergin and Hakopian.
For such maps, there is the multipoint Taylor formula for the error. This formula was initiated by the work of Ciarlet and Wagschal CW71 ; most of the relevant papers are in French, and it is little known outside the area of nite elements. It is for these reasons, and because our Theorem 3.10 implies L p -estimates from the multipoint T aylor formula, that we discuss the formula here. and the integration by parts formula.
For example, in Gregory Gr75 the integration by parts formula is used to give a Taylor type expansion for f. From this is obtained an integral error formula for linear interpolation on a triangle, i.e., when consists of 3 a nely independent points in IR 2 , and the interpolants are the linear polynomials P := 1 IR 2 . Such an argument is frequently referred to as a Sard kernel theory argument, as developed by Sard Sa63 . The resulting formula is complicated , it has 4 line integrals and 5 area integrals. Another example is given by Hakopian H82 , who uses 6.1 to obtain an integral error formula for tensor product Lagrange interpolation.
In view of their derivations, all of these integral error formul involve terms which consist of a function obtained appropriately from the Lagrange functions multiplied by the integral of some derivative against a simplex spline. Thus, it is possible to apply the multivariate form of Hardy's inequality to all such formul and those likely to be obtained in the future to obtain L p -bounds , with the caution that, as pointed out for the examples in Sections 4 and 5, for small p this may not accurately re ect the behaviour of the error.
Exactly how to use 6.1 and the integration by parts formula to obtain the best possible error formula for a given purpose is far from clear. In a future paper the author considers the simplest case, that of linear interpolation on a triangle. There, the formul of Ciarlet and Wagschal CW71 , Gregory Gr75 , Sauer and Xu SX94 , amongst others, are discussed.
