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QUANTUM DILOGARITHM IDENTITIES FOR THE SQUARE PRODUCT OF
A-TYPE DYNKIN QUIVERS
JUSTIN ALLMAN AND RICHA´RD RIMA´NYI
Abstract. The famous pentagon identity for quantum dilogarithms has a generalization for ev-
ery Dynkin quiver, due to Reineke. A more advanced generalization is associated with a pair of
alternating Dynkin quivers, due to Keller. The description and proof of Keller’s identities involves
cluster algebras and cluster categories, and the statement of the identity is implicit. In this pa-
per we describe Keller’s identities explicitly, and prove them by a dimension counting argument.
Namely, we consider quiver representations Repγ together with a superpotential function Wγ , and
calculate the Betti numbers of the equivariant Wγ rapid decay cohomology algebra of Repγ in two
different ways corresponding to two natural stratifications of Repγ . This approach is suggested
by Kontsevich and Soibelman in relation with the Cohomological Hall Algebra of quivers, and the
associated Donaldson–Thomas invariants.
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1. Introduction
Define Pn = 1/
∏n
i=1(1−q
i). Write (m10,m01,m11) ⊢ (γ1, γ2) if m10+m11 = γ1 and m01+m11 =
γ2 (all non-negative integers). The remarkable identity
(1) Pγ1Pγ2 =
∑
(m10,m01,m11)⊢(γ1,γ2)
qm10m01Pm10Pm01Pm11 ,
named pentagon identity, has several interpretations in mathematics.
In combinatorics it is equivalent to the Durfee’s square identity which is an effective way of
counting partitions going back to at least Cauchy, see [RWY18] and references therein. In analysis
(and number theory) it is a quantum version of the five-term identity for the dilogarithm function,
see [FK94, Zag88, Zag07] and references therein. In geometry the common value of the two sides is
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called the Donaldson–Thomas (DT) invariant associated with the A2 quiver, or it is interpreted as
the simplest wall-crossing formula for DT-invariants, see [KS14]. In topology, Equation (1) is inter-
preted as two ways of counting the Betti numbers of theGLγ1(C)×GLγ2(C)-equivariant cohomology
of Hom(Cγ1 ,Cγ2)—on the left hand side one uses the fact that Hom(Cγ1 ,Cγ2) is contractible, and
on the right hand side one cuts the space Hom(Cγ1 ,Cγ2) into orbits, see [KS11, KS14, Rim13].
It is remarkable that the identity (1) for all γ1, γ2 together can be encoded as a single identity
(2) E(y1)E(y2) = E(y2)E(y12)E(y1),
where E is an explicit power series called quantum dilogarithm series, and the y’s are certain
non-commuting variables, see Section 3.
There are natural generalizations of the identities (1), (2) to all Dynkin quivers, due to Reineke
[Rei10], and their various interpretations mentioned above are well studied. The topic of this
paper is a higher level of quantum dilogarithm identities which Keller found in relation to cluster
categories [Kel11, Kel13b]. These identities are parameterized by pairs of Dynkin diagrams of type
A, D, E. Next we explain the simplest case of Keller’s identities, the so-called A2A2 case.
From (1) by formal manipulation (squaring) one obtains
(3)
∑
(m10,m01,m11)⊢(γ1,γ2)
(n10,n01,n11)⊢(γ3,γ4)
qm10m01+n10n01Pm10Pm01Pm11Pn10Pn01Pn11 =
∑
(m10,m01,m11)⊢(γ1,γ3)
(n10,n01,n11)⊢(γ2,γ4)
qm10m01+n10n01Pm10Pm01Pm11Pn10Pn01Pn11 .
In fact both sides are equal to Pγ1Pγ2Pγ3Pγ4 . The novelty of Keller’s identity for A2A2 is that in
(3) one can insert an extra factor in each term, namely
(4)
∑
(m10,m01,m11)⊢(γ1,γ2)
(n10,n01,n11)⊢(γ3,γ4)
qm10m01+n10n01+m11n11Pm10Pm01Pm11Pn10Pn01Pn11 =
∑
(m10,m01,m11)⊢(γ1,γ3)
(n10,n01,n11)⊢(γ2,γ4)
qm10m01+n10n01+m11n11Pm10Pm01Pm11Pn10Pn01Pn11 .
Now the two sides are “just equal to each other”; they are not equal to a common simple expression,
like Pγ1Pγ2Pγ3Pγ4 as in Equation (3). Although this new version does not seem to easily follow
from any version of Reineke’s identities, it translates naturally to an identity among quantum
dilogarithm series
E(y2)E(y3)E(y12)E(y34)E(y1)E(y4) = E(y1)E(y4)E(y13)E(y24)E(y2)E(y3),
see Section 6 for notation.
The goal of this paper is to present a topological proof of Keller’s dilogarithm identities associated
with a pair of Dynkin quivers of type A, as follows.
Theorem (c.f. Theorem 6.1). The following identity of quantum dilogarithm series holds in the
completed quantum algebra of AnAn′
→∏
(i,φ)∈∆(An′ )×Φ(An)
E(yi,φ) =
→∏
(j,ψ)∈∆(An)×Φ(An′ )
E(yj,ψ)
where the products are respectively indexed by the simple and positive roots for the root systems
corresponding to type An and An′ Dynkin diagrams. The arrows atop the products indicate that the
products must be performed in a specific order.
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The common value of the left-hand and right-hand sides above is called the Donaldson–Thomas
invariant of the quiver with potential, denoted by EQ,W [Kel11].
The main object in our proof is the representation space (a vector space) Repγ of the quiver
AnAn′ acted upon by a group Gγ . We will consider two stratifications of the space Repγ and
calculate the Poincare´ series of H∗Gγ (Repγ) in two different ways corresponding to the two stratifi-
cations. The two Poincare´ series expressions are hence equal, and also equal to the Poincare´ series
of H∗(BGγ). In fact, if we do what we just described we obtain identities of the type (3) that
are obvious consequences of Reineke’s quantum dilogarithm identities. To achieve Keller’s identi-
ties one further twist is needed, namely replacing ordinary equivariant cohomology with so-called
rapid decay cohomology, introduced by Kontsevich–Soibelman, associated with a function (called
superpotential trace) Wγ : Repγ → C. With this twist, one obtains two explicit expressions cor-
responding to the two stratifications for the Poincare´ series of the rapid decay cohomology algebra
H∗Gγ (Repγ ;Wγ). The equality in Theorem 6.1 translates to the fact that the two expressions are
equal for any γ.
Calculating rapid decay equivariant cohomology algebras is rather difficult in general—it involves
arguments over R even if our representation is complex algebraic. For example, we know no
direct expression for the Poincare´ series of H∗Gγ (Repγ ;Wγ), only the ones obtained through the
two stratifications mentioned above. Hence, let us comment on a few key points making our
calculations work. One concerns the G-equivariant cohomology of a G-equivariant space η. It is
well known that if η is an orbit and Gν is the stabilizer of an element ν ∈ η, then H
∗
G(η) = H
∗
Gν
(ν).
One of our key steps is that this “reduction to the normal form” argument generalizes to certain
situations (see Lemma 8.6) where η is a family of orbits and ν an appropriate subset of η. The
strata in our two stratifications of Repγ will have subsets ν for which the reduction argument
works (see our Proposition 8.7). Another main point of the proof is calculating the “superpotential
contributions”—c.f. the extra qm11n11 factors distinguishing (4) from (3). On the one hand, detailed
analysis of a quantum algebra will provide these contributions (see Section 10); on the other hand
these contributions turn out to be related with the signature of a Hermitian form associated with
our superpotential (Section 8.2).
For completeness let us mention that there is a formal difference between our main theorem
(Theorem 6.1) and Keller’s theorem [Kel11, Theorem 5.16 and Proposition 5.17]. Namely, in
Keller’s version one carries out a mutation algorithm on a graph for which the input consists of
the quiver and the combinatorial data of a so-called maximal green sequence; the two sides of the
identities are described by the end positions of this algorithm. In other words, the resulting identity
is not explicit in the sense that both sides are obtained by carrying out algorithms, requiring prior
knowledge of two distinct maximal green sequences. In our version both sides of the identities are
explicitly described. Nevertheless, we have no doubt that the two versions are the same.
Organization of the paper. In Section 2 we set out notations and give the needed background
on quiver representations (especially for Dynkin quivers of type A), quivers with potential, and the
quantum algebra associated to a quiver. In Section 3 we define the quantum dilogarithm series
which appear in our computation of the Donaldson–Thomas invariant. Section 4 introduces rapid
decay cohomology. In Section 5 we describe the construction of the square product and set out the
notation used throughout the rest of the paper; in particular in the statement of our main theorem
in Section 6.
In Sections 7, 8, and 9 we investigate the equivariant topology and geometry of the representation
space which is necessary for our method. Most notably, in Section 8 we describe an explicit
equivariant homotopy performed on the strata defined in Section 7 which allows for the calculation
of rapid decay cohomology. Furthermore, in Section 9.1, we discuss the aspects of our method
which would be necessary for a general framework to treat rapid decay cohomology algebras of
general group representations, i.e. not necessarily coming from representation spaces for (square
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Figure 1. The quiver S = A2A2 with vertex set S0 = {1, 2, 3, 4} and arrow set
S1 = {a, b, c, d} will serve as a running example throughout the paper.
products of) Dynkin quivers. Section 10 describes the connection between certain combinatorial
invariants from the geometry of our stratifications and arithmetic in the quantum algebra of the
quiver. Finally, in Section 11 we prove the main Theorem 6.1.
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2. Quiver preliminaries
2.1. Quiver representations. A quiver Q = (Q0, Q1) is a directed graph with set of vertices Q0
and set of directed edges Q1 called arrows. The maps h : Q1 → Q0 and t : Q1 → Q0 respectively
assign to each arrow its head and tail.
We will use the example on Figure 1 as a running example throughout the paper, and call this
quiver S = A2A2. For S we have h(a) = 4, t(a) = 3, h(d) = 2, et cetera.
A vertex is called a source (respectively sink) if it is the tail (respectively head) of every arrow
incident to it. A function γ : Q0 → N, or a choice of non-negative integer at each vertex, is called a
dimension vector. We will write γ = (γ(v))v∈Q0 in terms of its component functions. Throughout
the rest of the paper, we let ǫv denote the unit dimension vector with a 1 corresponding to vertex
v ∈ Q0 and zeroes elsewhere. For each choice of dimension vector γ we define the representation
space of the quiver
(5) Repγ =
⊕
a∈Q1
Hom
(
Cγ(t(a)),Cγ(h(a))
)
Elements of Repγ are called quiver representations. The group Gγ =
∏
v∈Q0
GL(γ(v),C) acts
on Repγ by base-change at each vertex; that is via
(6) (gv)v∈Q0 · (φa)a∈Q1 = (gh(a)φag
−1
t(a))a∈φ.
Each quiver comes equipped with a bilinear Euler form χ : NQ0 × NQ0 → Z which assigns to a
pair of dimension vectors γ1 = (γ1(v))v∈Q0 and γ2 = (γ2(v))v∈Q0 the integer
(7) χ(γ1, γ2) =
∑
v∈Q0
γ1(v)γ2(v) −
∑
a∈Q1
γ1(t(a))γ2(h(a)).
Let λ denote the opposite antisymmetrization of the Euler form
(8) λ(γ1, γ2) = χ(γ2, γ1)− χ(γ1, γ2).
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In terms of the directed graph, λ(ǫu, ǫv) reports the number of arrows u→ v minus the number of
arrows v → u. Hence, in the case that the quiver has no loops or double edges one has
(9) λ(ǫu, ǫv) =

+1, if there is an arrow u→ v
−1, if there is an arrow v → u
0, otherwise
The quadratic form TQ(γ) = χ(γ, γ) is called the Tits form of the quiver Q which depends only
on the underlying non-oriented graph of Q. A dimension vector γ for which TQ(γ) = 1 is called a
root.
2.2. The path algebra of a quiver. For any quiver Q, the path algebra CQ is the C-algebra
spanned by all paths in the quiver, including the empty path at each vertex {ψi}i∈Q0 . Multiplication
is by concatenation of paths (read as function composition) whenever this makes sense, otherwise
the product is zero. Observe that CQ is a unital ring with identity 1CQ =
∑
i∈Q0
ψi. For example,
in CS we have ψ1 · b = a · c = a · d = 0, but d · a = da and b · ψ1 = b = ψ3 · b.
Now consider the category of left CQ-modules, which we denote by CQ−mod. An object M in
this category determines a dimension vector by
dim(M) = (dim(ψi ·M))i∈Q0 .
Therefore the Euler form can be defined on pairs of right CQ-modules by
χ(M,N) = χ(dim(M),dim(N)).
The vector dim(M) is called the dimension of M .
For any two modulesM and N , it is known that ExtiCQ(M,N) = 0 for i ≥ 2 and so Ext
1
CQ(M,N)
will be denoted simply by Ext(M,N). We will also write Hom(M,N) for Ext0(M,N), the set of
CQ-module maps from M to N . Furthermore, using the so-called Ringel (or standard projective)
resolution (see for example [Sch14, Theorem 2.15 and Proposition 8.4]) one obtains that
(10) χ(M,N) = hom(M,N)− ext(M,N)
where hom(M,N) = dimHom(M,N) and ext(M,N) = dimExt(M,N). The full subcategory
of CQ−mod corresponding to modules M of fixed dimension γ is known to be equivalent to the
category whose set of objects is Repγ and whose morphisms f : (φ1,a)a∈Q1 → (φ2,a)a∈Q1 are given
by vectors of linear mappings f = (fi)i∈Q0 with the property that fh(a) ◦ φ1,a = φ2,a ◦ ft(a) for each
a ∈ Q1, see for example [Sch14]. We will implicitly use the categorical equivalence of CQ-modules
and quiver representations throughout the sequel.
2.3. The quantum algebra of a quiver. Let q1/2 be a variable and denote its square by q.
The quantum algebra AQ of the quiver Q is the Q(q
1/2)-algebra generated by symbols yγ for each
dimension vector γ and satisfying the relations
(11) yγ1+γ2 = −q
− 1
2
λ(γ1,γ2)yγ1yγ2 .
The symbols yγ for each γ ∈ N
Q0 form a basis of AQ as a vector space. The elements {yǫv}v∈Q0
generate AQ as an algebra. Notice that the relation (11) implies that
(12) yγ1yγ2 = q
λ(γ1,γ2)yγ2yγ1 .
We let AˆQ denote the completed quantum algebra in which formal power series in the symbols
yγ are allowed. That is, AˆQ is the quotient of Q(q
1/2)〈〈{yγ}γ∈NQ0 〉〉 modulo relations given by
Equation (11).
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Example 2.1. In AS denote yǫi by yi and yǫi+ǫj by yij. Using the observation of Equation (9) a
little computation gives that
y2y1 = q y1y2 y3y1 = q
−1y1y3 y4y1 = y1y4
y3y2 = y2y3 y4y2 = q y2y4 y4y3 = q
−1y3y4.
One also obtains that
y12 = −q
1/2y1y2 y13 = −q
−1/2y1y3 y14 = −y1y4
y23 = −y2y3 y24 = −q
1/2y2y4 y34 = −q
−1/2y3y4.
2.4. Quivers with potential. A quiver with potential is a pair (Q,W ) where Q is a quiver
and W is an element of the space CQ/[CQ,CQ]. That is, a monomial of W is a cyclic path, i.e.
starts and ends at the same vertex, but is unique only up to cyclic permutation. The element W
is called a superpotential. The systematic study of the representation theory of quivers with
potential was initiated by Derksen–Weymann–Zelevinsky [DWZ08, DWZ10], and is now a large
and active field in its own right. One important aspect is that the superpotential naturally defines
a regular function on the representation space; we will describe this in more detail in Sections 4.2
and 8.2.
Example 2.2. For the quiver S, a superpotential (up to cyclic permutation and scaling) is a linear
combination of the paths (abcd)ℓ for some natural number ℓ. For the purpose of this paper we
choose W = −abcd as the superpotential on S.
2.5. Dynkin quivers. A Dynkin quiver is a quiver whose underlying non-directed graph is a
simply-laced Dynkin diagram; that is, of type A, D, or E. Let Q be a Dynkin quiver with arbitrarily
oriented arrows with corresponding set of positive roots Φ. The indecomposable objects of CQ−mod
are in one-to-one correspondence with the elements of Φ [Gab72] and we denote the indecomposable
module corresponding to β ∈ Φ byMβ. Simple roots are in bijection with vertices and in the sequel
we will not distinguish between a simple root and its dimension vector ǫv.
A Kostant partition [Kos59] of γ is a vector of non-negative integers m = (mβ)β∈Φ such that
γ =
∑
β∈Φ
mβ dim(Mβ).
We indicatem is a Kostant partition for the dimension vector γ by writingm ⊢ γ. Observe that for
a fixed γ there are only finitely many Kostant partitions. Moreover, two CQ-modulesM andN with
dim(M) = γ = dim(N) are isomorphic if and only if their corresponding quiver representations
are in the same Gγ-orbit of Repγ , and hence there are only finitely many Gγ-orbits [Gab72].
In particular, the Gγ-orbits are in one-to-one correspondence with the set of Kostant partitions.
Given m ⊢ γ for a Dynkin quiver Q, we denote the associated Gγ-orbit by Ωm(Q). If there is no
ambiguity regarding the quiver we simply write Ωm.
2.6. Type A quiver orbits. Let N be a positive integer and let Q be an orientation of a type
AN Dynkin diagram. Write Q0 = {1, 2, . . . , N}, labeled so that Q is an orientation of
(13) 1 2 · · · N .
Remark 2.3. The positive roots for type AN correspond to intervals [k, l] ⊆ [1, N ]. In particular,
for each positive root β ∈ Φ, there exist unique k and l such that β =
∑l
i=k ǫi. We let β = βkl
denote this root throughout the paper.
Given a dimension vector γ = (γ(1), . . . , γ(N)) and a Kostant partition m = (mβ) ⊢ γ defining
the orbit Ωm ⊂ Repγ , one can draw a lace diagram as follows.
Consider a grid with N columns. Draw γ(i) dots in column i, justified at the top. Draw mβ
distinct line segment paths which begin at an unused dot in column k, ending at an unused dot in
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column l, and passing through one unused dot in each column between k and l. Observe that for
β = ǫi a simple root, there is no drawing to do, so mǫi dots in the i-th column are left untouched
by line segments (but are still considered “used”). Since m ⊢ γ all dots will be used in the end.
A lace diagram for an orbit encodes all the information regarding the rank of the maps along each
arrow and also incidence information regarding how the images, kernels, and cokernels of each map
interact at vertices. By appropriately permuting the dots in each column, which is equivalent to
acting by elements of Gγ consisting of permutation matrices, one can always obtain a lace diagram
with no crossings. The choice of non-crossing lace diagram can be made unique if we specify a total
ordering on the positive roots. For this purpose we choose to list the simple roots βii last, and for
the non-simple roots {βij : i < j} we choose the lexicographic order on the subscripts; that is,
(14) βik < βjl ⇐⇒ (i < j) or (i = j and k < l)
Finally, the resulting canonical lace diagram is obtained by drawing the line segments for roots
β in order, beginning from the top row, and always using the highest unused dot in each column.
The importance is that the canonical lace diagram can be interpreted as a distinguished element
in the Gγ-orbit Ωm as follows.
For each arrow a, form a h(a)× t(a) matrix by putting a 1 in the (i, j) spot whenever there is a
segment in the lace diagram connecting the j-th dot from the top of the target column to the i-th
dot from the top of the source column. Set all other matrix entries to 0. We will call this element
the normal form for Ωm and denote it by νm = (νa)a∈Q1 . Of course, the normal form does depend
on the orientation of the arrows.
Example 2.4. Consider the quiver 1 → 2 → 3 ← 4 with dimension vector γ = (5, 5, 5, 4). Take
the Kostant partition with mβ14 = 2 and mβ = 1 for β ∈ {β12, β13, β24, β11, β33, β44} and mβ = 0
otherwise. The resulting canonical lace diagram is
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
which corresponds to the normal form
ν(mβ) =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
 ,

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 ,

0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


in the representation space
Rep(5,5,5,4) = Hom(C
5,C5)⊕Hom(C5,C5)⊕Hom(C4,C5).
We introduce an operation on positive roots which we will use in Section 8.3.
Definition 2.5. Given two positive roots α′ = βij and α
′′ = βuv, we let α
′∩α′′ denote the positive
root βst where s and t are obtained by the intersection [i, j] ∩ [u, v] = [s, t]. Let δ(α
′, α′′) := t− s
denote the length of this interval. If the intersection of intervals above is empty, then we write
α′ ∩ α′′ = ∅ and δ(α′, α′′) = 0. When [i, j] ∩ [u, v] = [s, t] is a non-empty intersection, we define
k(α′, α′′) = s and ℓ(α′, α′′) = t. By abuse of notation, we will also write that k(α′′) = k(α′′, α′′) = u
and ℓ(α′′) = ℓ(α′′, α′′) = v.
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3. Quantum dilogarithm series
Given a variable z we define the quantum dilogarithm series to be the element in Q(q1/2)[[z]]
defined by the series
(15) E(z) = 1 +
∞∑
j=1
(−z)jqj
2/2∏j
k=1(1− q
k)
.
Definition 3.1. Given an R-algebra A, graded by the natural numbers, for which the j-graded
piece Aj is a finite-dimensional R-vector space for every j ∈ N, the Poincare´ series of A in the
variable q1/2 is
P[A] =
∑
j∈N
qj/2 dimR(Aj).
Throughout the sequel, we set Pj = P[H
∗(BGL(j,C))]; this is the Poincare´ series for equivariant
cohomology of the group GL(j,C). We recall that, since the cohomology H∗(BGL(j,C)) is a
polynomial ring in the Chern classes of GL(j,C), all of the odd cohomology groups vanish, and we
have Pj =
∑
r≥0 q
r dim(H2r(BGL(j,C))), and obtain that P0 = 1 and Pj =
∏j
r=1(1 − q
r)−1 for
j > 0. Thus we notice that the quantum dilogarithm series can be written as
(16) E(z) =
∑
j≥0
(−z)jqj
2/2 Pj .
We remark that often in the literature, see for example [Kel11], the quantum dilogarithm series is
instead defined to be
(17) 1 +
∑
j≥1
zjqj
2/2
(qj − 1)(qj − q) · · · (qj − qj−1)
.
Note that in the series (17), the denominators count elements of the group GL(j,Fq). The two
formulations (15) and (17) are images of each other under the involution q1/2 7→ −q−1/2. However,
it is more convenient for our purposes to count generators in H∗(BGL(j,C)) ∼= H∗(BU(j)) and
therefore we choose to work with the formulation given by Equation (15). This is consistent with
the conventions in [Rim13].
4. Rapid decay cohomology
4.1. Definition. Let X be a complex algebraic variety and f : X → C a regular function on
X. Let ℜ[z] denote the real part of the complex number z, and for every t ∈ R define the set
St = {z ∈ C : ℜ[z] ≤ t} and let Xf (t) = f
−1(St) ⊂ X. The rapid decay cohomology H
∗(X; f)
is the limit as t→ −∞ of the relative cohomology of the pair H∗(X,Xf (t)). It is known that this
cohomology stabilizes for finite t0 ∈ R with t0 ≪ 0. For more on this definition and the choice of
terminology, see [KS11, Section 4.1].
If the algebraic group G acts onX such thatXf (t) is invariant for all t≪ 0 then the equivariant
rapid decay cohomology is also defined; explicitly H∗G(X; f) = limt→−∞H
∗
G(X,Xf (t)). In the
sequel we will use the equivariant version but simply say “rapid decay cohomology” and omit the
extra adjective.
4.2. Rapid decay cohomology from superpotentials. For any quiver with potential (Q,W ),
fix a dimension vector γ. We obtain a regular function Wγ : Repγ → C as follows.
Given a path p = a1a2 . . . aℓ in the quiver and an element φ = (φa)a∈Q1 ∈ Repγ , let φp denote
the composition φa1φa2 · · ·φaℓ . If p forms an oriented cycle then it makes sense to consider Tr(φp).
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(1, 1)
(2, 1)
(3, 1)
(1, 2)
(2, 2)
(3, 2)
(1, 3)
(2, 3)
(3, 3)
(1, 4)
(2, 4)
(3, 4)
Figure 2. The quiver A3A4 where, for example, Q(•, 2) is the “outbound A3”
sub-quiver (1, 2)← (2, 2)→ (3, 2).
For W =
∑
p cpp a finite linear combination of oriented cycles p, we set
(18) Wγ(φ) =
∑
p
cpTr(φp),
which is well-defined because Tr(φa1φa2 · · ·φaℓ) is invariant under cyclic permutations of the φai
factors.
Example 4.1. For S with superpotential W = −abcd we obtain Wγ : Repγ → C
(19) φ = (φa, φb, φc, φd) 7−→ −Tr(φa ◦ φb ◦ φc ◦ φd).
Note that for any g = (g1, g2, g3, g4) ∈ Gγ we have
Wγ(g · φ) = −Tr
(
(g4φag
−1
3 )(g3φbg
−1
1 )(g1φcg
−1
2 )(g2φdg
−1
4 )
)
= −Tr(g4φaφbφcφdg
−1
4 ) =Wγ(φ)
where the last equality follows because trace is an invariant of conjugacy classes. Therefore the
rapid decay cohomology H∗Gγ (Repγ ;Wγ) is well-defined. We remark that a similar proof shows
that for any quiver with potential (Q,W ) and Wγ determined by Equation (18), the equivariant
rapid decay cohomology H∗Gγ (Repγ ;Wγ) is well-defined.
5. Notation and ordering of roots in square products
5.1. The quiver Q = AnAn′. The following construction of the square product of An and An′
follows that of Keller [Kel11, Kel13b]. Label the vertices of An and An′ with elements of [n] and [n
′]
as in (13). In this way, Q0 is identified with {(i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ n
′}. We will use standard
matrix notation for these vertices, realizing Q0 on a square grid. Assign alternating orientations
to An and An′ such that the vertex labeled 1 is a source in An and a sink in An′ . Denote these
oriented quivers by ~An and ~An′ respectively. Form Q by reversing the arrows in the full subquiver
{i} × ~An′ and ~An × {j} whenever i is a sink in ~An and j is a source in ~An′ . This produces a grid
of oriented squares. Figure 2 depicts the quiver A3A4 with this labeling system applied.
Observe that to each vertex i of An there is an associated alternating An′ quiver (across a row)
which we denote by Q(i, •) and similarly for each vertex j of An′ there is an associated alternating
An quiver (down a column) which we denote by Q(•, j). We call Q(i, •) a horizontal sub-quiver
and Q(•, j) a vertical sub-quiver. These conventions imply that if (i, j) is a sink (respectively
source) in Q(i, •) then it is a source (resp. sink) in Q(•, j).
A vertex (i, j) is called a horizontal head (respectively a horizontal tail) if it is a sink
(resp. a source) in the horizontal sub-quiver Q(i, •); that is, if it is a source (resp. sink) when one
considers only the horizontal arrows as depicted in the example of Figure 2. We define vertical
head and vertical tail similarly. We denote the respective sets of horizontal heads and tails by
HorH and HorT, and vertical heads and tails by VerH and VerT. Observe that HorH = VerT and
similarly VerH = HorT. The two sets HorH = VerT and HorT = VerH are respectively called even
and odd vertices in Keller’s description of square product quivers [Kel13b].
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Let ǫi,j = ǫ(i,j) denote the simple root associated to the vertex (i, j) which, we recall, is
identified with the dimension vector having a 1 in the spot corresponding to the vertex (i, j) and
zeroes elsewhere. Observe TQ(ǫi,j) = 1 so that it is indeed a root of Q and moreover, corresponds
to a simple root in the sense of root systems for simple Lie algebras for each of the sub-quivers
Q(i, •) and Q(•, j). Let
Φ(i, •) = {β
(i)
k,l : 1 ≤ k ≤ l ≤ n
′}
denote the positive roots for Q(i, •) where
β
(i)
k,l =
∑l
j=k ǫi,j.
It is not difficult to check that each βik,l is also a root of Q; i.e. TQ(β
i
k,l) = 1, but we will not
explicitly need this fact in the sequel. Similarly we define
Φ(•, j) = {β
(j)
k,l =
∑l
i=k ǫi,j}
as the positive roots for the vertical sub-quiver Q(•, j).
Let β′ ∈ Φ(i′, •) and β′′ ∈ Φ(i′′, •). We say that β′ and β′′ are from the same row in Q if
i′ = i′′. We define the same column in Q analogously. Set
HΦ =
⋃
i∈[n]
Φ(i, •) and VΦ =
⋃
j∈[n′]
Φ(•, j)
which we call horizontal positive roots and vertical positive roots respectively.
We endow Q with the structure of a quiver with potential as follows. Let pij denote the oriented
cycle involving the vertices (i, j), (i, j + 1), (i+ 1, j + 1), and (i+ 1, j). This is a path in Q which
starts and ends at the same vertex. So, we may define a superpotential for Q by
(20) W = −
n−1∑
i=1
n′−1∑
j=1
pij
which we fix throughout the rest of the paper.
Finally, given a dimension vector γ = (γ(v))v∈Q0 , we denote the dimension of the vector space
at vertex (i, j) not by γ((i, j)), but more simply by γ(i, j).
5.2. Ordering positive roots. We define an ordering (HΦ,≺) on the set of horizontal positive
roots by the following rules. Choose distinct β′, β′′ ∈ HΦ. If β′ and β′′ are from the same row of Q
then
β′ ≺ β′′ =⇒ λ(β′, β′′) ≥ 0.(21a)
On the other hand, if β′ and β′′ are from different rows of Q, then
β′ ≺ β′′ =⇒ λ(β′, β′′) ≤ 0.(21b)
Because λ(β′, β′′) = 0 for many choices of β′ and β′′, this ordering is not unique. However, we
remark that Equation (12) implies that if λ(β′, β′′) = 0 then the elements yβ′ and yβ′′ commute in
the quantum algebra AQ and its completion AˆQ. This is on purpose—our order is chosen to exploit
commutation relations in the quantum algebra—a connection we explain in Sections 10 and 11.
Similarly, if β′, β′′ ∈ VΦ are from the same column then
β′ ≺ β′′ =⇒ λ(β′, β′′) ≥ 0,
and if β′, β′′ ∈ VΦ are from different columns then
β′ ≺ β′′ =⇒ λ(β′, β′′) ≤ 0.
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The second author defined an order on the positive roots for any Dynkin quiver in [Rim13, Section 4]
as follows. For positive roots β′, β′′ from the same row, i.e. β′ and β′′ are both positive roots for
the same Dynkin quiver Q(i, •), we have
(22) β′ ≺ β′′ =⇒ Hom(Mβ′ ,Mβ′′) = 0 and Ext(Mβ′′ ,Mβ′) = 0
where Mα denotes the indecomposable CQ(i, •)-module corresponding to the positive root α.
Lemma 5.1. The ordering of positive roots within the same row prescribed by (21a) is equivalent
to the ordering prescribed by (22) in the following sense:
(a) if α ≺ β is allowed by (21a) and β ≺ α is allowed by (22), then λ(α, β) = 0;
(b) if α ≺ β is allowed by (22) and β ≺ α is allowed by (21a), then λ(α, β) = 0.
The analogous statements hold for vertical sub-quivers and vertical positive roots.
Proof. (a) Suppose that α ≺ β is allowed by (21a). Then λ(α, β) = χ(β, α) − χ(α, β) ≥ 0 which,
by Equation (10), implies that
hom(Mβ,Mα) + ext(Mα,Mβ) ≥ hom(Mα,Mβ) + ext(Mβ,Mα).
Now if β ≺ α is allowed by (22), then the left hand side above vanishes. Since the right-hand side
is non-negative, it must also vanish, and hence λ(α, β) = 0.
(b) Suppose now that α ≺ β is allowed by (22). Then using Equation (10) again, we obtain that
λ(α, β) =χ(Mβ,Mα)− χ(Mα,Mβ)
= [hom(Mβ ,Mα)− ext(Mβ ,Mα)]
− [hom(Mα,Mβ)− ext(Mα,Mβ)]
= hom(Mβ,Mα) + ext(Mα,Mβ)
which is non-negative, i.e. λ(α, β) ≥ 0. On the other hand, if β ≺ α is allowed by (21a) then
λ(β, α) ≥ 0 which establishes the claim. 
5.3. On the existence of our ordering. Observe that when k is odd, the subquiver Q(k, •) has
the form
(k, 1)← (k, 2)→ (k, 3)← (k, 4) · · · (k, n′).
We organize the roots Φ(k, •) into an (n′+1)×n′ matrixM(k) as follows. In the (i, j)-entry M
(k)
ij
with i+ j odd, we put β
(k)
u,v where
(23) u =
{
j − i+ 1 if j ≥ i
i− j if j < i
and v =
{
i+ j − 1 if i+ j ≤ n′ + 1
2n′ + 2− i− j if i+ j > n′ + 1
and leave the other entries blank. Alternatively when k is even, Q(k, •) has the form
(k, 1)→ (k, 2)← (k, 3)→ (k, 4) · · · (k, n′).
and we put β
(k)
u,v in the (i, j)-entry M
(k)
ij with i+ j even, again with u and v defined as in (23).
Definition 5.2. Let ρ(β
(k)
u,v) denote the row index of the entry β
(k)
u,v in the matrix M(k).
Example 5.3. Let n′ = 5 and k = 2. We have
M(2) =

β
(2)
1,1 β
(2)
3,3 β
(2)
5,5
β
(2)
1,3 β
(2)
3,5
β
(2)
2,3 β
(2)
1,5 β
(2)
3,4
β
(2)
2,5 β
(2)
1,4
β
(2)
4,5 β
(2)
2,4 β
(2)
1,2
β
(2)
4,4 β
(2)
2,2

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and notice that ρ(β
(2)
1,5) = 3 and ρ(β
(2)
1,3) = 2.
Remark 5.4. Observe that the arrangement of the roots β
(k)
u,v into theM(k) tables is the natural po-
sition of them (or more precisely their corresponding indecomposable CQ(k, •)-modules) when one
builds the Auslander–Reiten graph of an alternating A-type quiver using the “knitting algorithm”,
see e.g. [Sch14, Chapter 3].
Theorem 5.5. With the definitions above, we have
• Claim 1. if ρ(β
(k)
u,v) = ρ(β
(l)
s,t), then λ(β
(k)
u,v , β
(l)
s,t) = 0;
• Claim 2. if ρ(β
(k)
u,v) < ρ(β
(l)
s,t) and k 6= l, then λ(β
(k)
u,v , β
(l)
s,t) ≤ 0;
• Claim 3. if ρ(β
(k)
u,v) < ρ(β
(l)
s,t) and k = l, then λ(β
(k)
u,v , β
(l)
s,t) ≥ 0.
Proof. By the nature of defining ρ, each of these claims breaks down to a finite number of possible
cases. For each of the possibilities, the proof is a straightforward combinatorial verification. For
illustration, we show one case.
Let k = 1 and l = 2 (see Remark 5.6). Choose even integers ρ1 < ρ2 and choose roots β
(1)
u,v and
β
(2)
s,t such that ρ1 = ρ(β
(1)
u,v) and ρ2 = ρ(β
(2)
s,t ); that is, we will verify a case of Claim 2. Let j1 and j2
denote the column indices respectively of β
(1)
u,v in M1 and β
(2)
s,t in M
2. Observe that since ρ1 + j1
and ρ2 + j2 are respectively odd and even, we must have that j1 is odd and j2 is even.
Further suppose that we are in the case that j1 ≥ ρ1, j1+ρ1 ≤ n
′+1, j2 ≥ ρ2, and j2+ρ2 > n
′+1.
This implies that
u = j1 − ρ1 + 1 v = ρ1 + j1 − 1
s = j2 − ρ2 + 1 t = 2n
′ + 2− ρ2 − j2
so we see that s is odd, while u, v, and t are even. To compute the value of λ(β
(1)
u,v , β
(2)
s,t ) we need to
determine the overlap of the intervals [u, v] and [s, t] and the number of up and down arrows from
Q appearing in this overlap.
If the overlap is empty, then λ = 0 and the claim is trivial. Otherwise, we know that the right-
hand endpoint of the overlap must be even (since v and t are even), say 2f for some integer f . If
u > s, then the left-hand endpoint is even and the portion of Q in the overlap looks like:
(1, u) (1, u+ 1) (1, u+ 2) (1, 2f − 1) (1, 2f)
(2, u) (2, u+ 1) (2, u+ 1) (2, 2f − 1) (2, 2f)
· · ·
Hence the value of λ(β
(1)
u,v, β
(2)
s,t ) = −1 since there is 1 more upward arrow than downward arrow
above. Conversely, if s > u, then the left-hand endpoint of the overlap will be odd, and there will
be exactly as many upward and downward arrows in the corresponding picture. In this case we
obtain λ(β
(1)
u,v, β
(2)
s,t ) = 0. 
Remark 5.6. Observe that if |k − l| > 1 then the claims are trivial.
Remark 5.7. In the cases when k = l, the claims actually follow from Lemma 5.1, Remark 5.4, and
the fact the dimensions of Hom and Ext between indecomposable CQ(k, •)-modules can be read
off from the shape of the Auslander–Reiten quiver, see e.g. [Sch14, Chapter 3].
Definition 5.8. Let HΦr denote the set {β ∈ HΦ : ρ(β) = r}.
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Corollary 5.9. The order obtained by listing horizontal positive roots in HΦr in arbitrary order
(for each r), and putting
HΦ1 ≺ HΦ2 ≺ · · · ≺ HΦn′+1
satisfies the requirements of Section 5.2.
Proof. Claim 1 implies that each HΦr can be ordered arbitrarily. Claims 2 and 3 respectively
guarantee that roots coming from different and same rows of Q (in the sense of Section 5.1) are
appropriately ordered. 
6. The main theorem
Set a = |HΦ| = nn′(n′+1)/2 and b = |VΦ| = n′n(n+1)/2 and choose labelings for the horizontal
and vertical positive roots from the respective sets [a] and [b] which respect the orderings defined
in Section 5.2. That is, write HΦ = {φr : r ∈ [a]} and VΦ = {ψs : s ∈ [b]} such that
φ1 ≺ φ2 ≺ · · · ≺ φa(24a)
ψ1 ≺ ψ2 ≺ · · · ≺ ψb.(24b)
Theorem 6.1. With the orderings (24a) and (24b), the following identity of quantum dilogarithm
series holds in the completed quantum algebra AˆQ
(25) E(yφ1)E(yφ2) · · ·E(yφa) = E(yψ1)E(yψ2) · · ·E(yψb).
Definition 6.2. The common value of both sides of Equation (25) is called the Donaldson–Thomas
invariant (DT invariant) of the quiver with potential (Q,W ) [Kel11, Kel13a].
We will prove this theorem in Section 11.
Example 6.3. Combining the notation ǫi,j from Section 5.1 for simple roots and the convention for
numbering the vertices of S from Figure 1, we write
ζ1 = ǫ11 ζ4 = ǫ22 ζ2 = ǫ12 ζ3 = ǫ21
ζ12 = ζ1 + ζ2 ζ34 = ζ3 + ζ4 ζ13 = ζ1 + ζ3 ζ24 = ζ2 + ζ4.
One can check that
ζ2 ≺ ζ3 ≺ ζ12 ≺ ζ34 ≺ ζ1 ≺ ζ4
is an allowed ordering of the horizontal roots and that
ζ1 ≺ ζ4 ≺ ζ13 ≺ ζ24 ≺ ζ1 ≺ ζ4
is an allowed ordering of the vertical roots. Let y• denote yζ• . Then the main theorem asserts that
(26) E(y2)E(y3)E(y12)E(y34)E(y1)E(y4) = E(y1)E(y4)E(y13)E(y24)E(y2)E(y3).
We remark that the list of quantum dilogarithms above is grouped into commuting pairs. Namely,
one can check that {y2, y3}, {y12, y34}, {y13, y24} and {y1, y4} are all commuting sets in AˆQ.
7. Stratification of the representation space
Let γ be a dimension vector for Q and let γ(i, •), γ(•, j) denote the respective resulting dimension
vectors on Q(i, •) and Q(•, j). We define a horizontal Kostant series of γ to be a list m• =
(m1, . . . ,mn) where each mi = (miβ)β∈Φ(i,•) is a Kostant partition of γ(i, •). Similarly we can
define vertical Kostant series (m1, . . . ,mn
′
) with each mj = (mjβ)β∈Φ(•,j) a Kostant partition
for γ(•, j). In an abuse of notation, we will write m• ⊢ γ. Equivalently, we will sometimes use
the notation m• = (mβ)β∈HΦ for a horizontal Kostant series, and analogously m
• = (mβ)β∈VΦ
for vertical Kostant series. The intended notation will be clear from context. Observe that since
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there are only finitely many Kostant partitions for each γ(i, •) (respectively γ(•, j)), there are only
finitely many horizontal (resp. vertical) Kostant series for γ.
Definition 7.1. For every horizontal Kostant seriesm• we define η(m•) ⊂ Repγ as the locus where
the maps along horizontal arrows in each Q(i, •) belong to the type An′ quiver orbit Ωmi(Q(i, •)).
We allow complete freedom on the vertical arrows. We call η(m•) a horizontal stratum. Similarly
we define a vertical stratum θ(m•) ⊂ Repγ associated to the vertical Kostant series m
•. Let
Hor(Repγ) and Ver(Repγ) denote respectively the sets of all horizontal and vertical strata in
Repγ . Often, when the Kostant series is understood, we will more succinctly write η = η(m
•) and
θ = θ(m•).
Observe that the horizontal and vertical strata are Gγ-invariant and⋃
η∈Hor(Repγ)
η = Repγ =
⋃
θ∈Ver(Repγ)
θ.
The following proposition follows immediately from the definitions.
Proposition 7.2. The (complex) codimension of η(m•) ⊂ Repγ satisfies
codimC(η(m
•);Repγ) =
∑
i∈[n]
codimC(Ωmi(Q(i, •));Repγ(i,•))
where Repγ(i,•) denotes the representation space associated to the quiver Q(i, •) with dimension
vector γ(i, •). The analogous result holds for vertical strata. 
Definition 7.3. For each stratum η = η(m•) we define Pη to be the associated Poincare´ series
Pη := P[H
∗
Gγ
(η)]. Similarly, for vertical strata we write Pθ := P[H
∗
Gγ
(θ)].
Proposition 7.4. For the Poincare´ series Pη we have
Pη =
∏
β∈HΦ
Pmβ .
The analogous result is true for vertical strata.
We delay the proof of the above proposition until Section 8.1, but illustrate the results of this
section with our running example.
Example 7.5. Consider the quiver S with dimension vector γ = ( 2 21 1 ). There are 6 horizontal strata
and 4 vertical strata. The horizontal strata, their associated Poincare´ series, and codimensions in
Repγ are represented in Table 1. A hexagonal array in the first row of the form
k11
k10 k01
ℓ10 ℓ01
ℓ11
represents the stratum corresponding to the Kostant partition (k10, k01, k11) in the top row and
(ℓ10, ℓ01, ℓ11) in the bottom row. With analogous notation, the vertical strata are tabulated in
Table 2.
8. Computation of the superpotential trace function on strata
This section is dedicated to understanding the equivariant geometry of the stratum η ⊂ Repγ ,
with the goal of computing Poincare´ series in rapid decay cohomology. We begin by recalling a
result on Dynkin quivers which we will generalize to our setting.
Q-DILOG IDENTITIES FOR SQUARE PRODUCTS OF A-TYPE 15
η(m•)
2
0 0
0 0
1
1
1 1
0 0
1
2
0 0
1 1
0
1
1 1
1 1
0
0
2 2
0 0
1
0
2 2
1 1
0
complex comdimension 0 1 1 2 4 5
Poincare´ series P2P1 P
4
1 P2P
2
1 P
5
1 P
2
2P1 P
2
2P
2
1
Table 1. Geometric data corresponding to the six horizontal strata from Example 7.5.
θ(m•)
1 1
1 1
0 0
1 2
1 0
0 1
2 1
0 1
1 0
2 2
0 0
1 1
complex codimension 0 2 2 4
Poincare´ series P41 P2P
3
1 P2P
3
1 P
2
2P
2
1
Table 2. Geometric data corresponding to the four vertical strata from Example 7.5.
Lemma 8.1. [FR02, Prop. 3.6] Let γ be a dimension vector for a Dynkin quiver and Φ the
positive roots of the underlying root system. For each Gγ-orbit Ω = Ωm ⊂ Repγ determined by
the Kostant partition m = (mβ)β∈Φ ⊢ γ (see Section 2.5), let GΩ denote the stabilizer subgroup
{g ∈ Gγ : g · x = x}, where x ∈ Ω is a generic point. Then, there is a homotopy equivalence of
groups GΩ ≃
∏
β∈ΦU(mβ). 
Remark 8.2. Observe that GΩ is well-defined up to isomorphism type. In particular, if one chooses
to stabilize the point x′ ∈ Ω, there must be some g ∈ Gγ such that g · x = x
′. This means that the
stabilizers of x and x′ are conjugate in Gγ , and hence isomorphic.
We wish to extend Lemma 8.1 and several of its consequences to the setting of strata for the
square product. The first step is the proper replacement for the stabilizer subgroup GΩ, and the
proper replacement of what should be stabilized.
8.1. Normal loci and isotropy subgroups. Let m• be a horizontal Kostant series for the di-
mension vector γ and let η = η(m•) denote the associated horizontal stratum in Repγ . Recall
from Section 7 that along each row, the sequence mi defines a Kostant partition for γ(i, •).
Definition 8.3. The normal locus of η = η(m•) is the subvariety
νη = {(xa)a∈Q1 ∈ Repγ : for each i ∈ [n] we have (xa)a∈Q(i,•)1 = νmi }.
In words, νη is the set of quiver representations which have the normal forms νmi from Section 2.6
along rows in Q. It is immediate that νη ⊂ η. We make the analogous definition for vertical strata.
Definition 8.4. For each horizontal (or vertical) stratum η, define the isotropy subgroup
Gη = {g ∈ Gγ : g · νη ⊂ νη}.
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Proposition 8.5. Suppose that η corresponds to the horizontal Kostant series m• = (mi). As in
Lemma 8.1, let Gi = GΩ
m
i(Q(i,•)) ⊂ Gγ(i,•). Then up to homotopy equivalence we have
Gη =
∏
i∈[n]
Gi ≃
∏
i∈[n]
∏
β∈Φ(i,•)
U(miβ) =
∏
β∈HΦ
U(mβ).
For a vertical stratum θ with vertical Kostant series m• we have Gθ ≃
∏
β∈VΦU(mβ).
Proof. We will prove the horizontal case; the vertical case is analogous. We can apply Lemma 8.1 to
each horizontal sub-quiverQ(i, •) with Kostant partitionmi, where in each row we use the stabilizer
for the normal form νmi to compute the isomorphism type of Gi. Since there is no restriction on
the maps along vertical arrows in η, we obtain a direct product of the resulting groups. 
To proceed, we need the following general lemma about equivariant cohomology.
Lemma 8.6. Let the group G act on the space X. Suppose that A ⊂ X is a subspace with isotropy
subgroup GA = {g ∈ G : g ·A = A}. Assume that
• every G-orbit in X intersects A;
• if g ∈ G is such that there exists a ∈ A with g · a ∈ A, then g ∈ GA.
Then H∗G(X)
∼= H∗GA(A).
Moreover, given a G-invariant subspace Z ⊂ X, the result also holds for the cohomology of the
pair (X,Z); that is, H∗G(X,Z)
∼= H∗GA(A,Z ∩A).
Proof. Let EG be a contractible space with a free G action. The two conditions of the lemma
implies that the map EG ×GA A → EG ×G X, defined by [(e, a)] 7→ [(e, a)] is bijective. Then
H∗GA(A) = H
∗(EG ×GA A) = H
∗(EG ×G X) = H
∗
G(X). The relative result follows similarly. 
Proposition 8.7. H∗Gγ (η) is isomorphic to H
∗(BGη).
Proof. We have
H∗Gγ (η) = H
∗
Gη
(νη) = H
∗
Gη
(pt) = H∗(BGη).
The first equality follows from the observation that for G = Gγ ,X = η,A = νη we have GA = Gη,
and that the two conditions of Lemma 8.6 are satisfied. The second equality follows because νη is
a vector space, hence it is (equivariantly) contractible. 
Now, we can establish the claim made in Proposition 7.4.
Proof of Proposition 7.4. We have the following sequence of isomorphisms (with tensor products
taken over R)
H∗Gγ (η)→ H
∗(BGη)→
⊗
β∈HΦ
H∗(BU(mβ)).
The first is the result of Proposition 8.7. The second follows from using that B(G×H) ≈ BG×BH
for any groups G and H, and then applying Proposition 8.5 along with the Ku¨nneth isomorphism.
The Poincare´ series of the last term is
∏
β∈HΦ Pmβ as desired. 
8.2. Homotopy of normal loci. Recall the cycles pij defined in Section 5.1. Let φij denote the
composition φpij .
Definition 8.8. For W defined in Section 5.1, Equation (20), we obtain the regular function
(27) Wγ : Repγ → C given by (φa)a∈Q1 7−→ −
n−1∑
i=1
n′−1∑
j=1
Tr(φij).
We call Wγ the superpotential trace function of Q.
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This is consistent with the choice made in Examples 2.2 and 4.1. The next step is to compute
the superpotential trace function restricted to a stratum. We will focus on horizontal strata, but
all the results of this section apply analogously for vertical strata.
Set N ′ = n′(n′ + 1)/2 and order the positive roots of An′ lexicographically
(28) β1, β2, . . . , βN ′
as in (14). Define r(a, b) := ⌊δ(βa, βb)/2⌋.
Theorem 8.9. Let η be a horizontal stratum with horizontal Kostant series m•, and let P =
νη ∩W
−1
γ (St) for t < 0 (recall the notation of Section 4.1 regarding rapid decay cohomology). Let
(29) cη =
∑
i∈[n−1]
 ∑
a,b∈[N ′]
r(a, b)miβa m
i+1
βb

There is a Gη-equivariant homotopy of pairs
(30) (νη , P ) −→ (R
2cη ,R2cη −B2cη)
where Bd denotes the d-dimensional ball in Rd.
The goal of the remainder of this subsection is to prove the above theorem. We begin with a
lemma regarding linear algebra.
Lemma 8.10. Consider the Hermitian form on Cp
(31) h(x1, . . . , xp) =
p−1∑
i=1
(x∗i xi+1 + x
∗
i+1xi)
where z∗ denotes the complex conjugate of z. Set r = ⌊p/2⌋. There is a linear change of coordinates
(x1, . . . , xp)→ (ξ1, . . . , ξp) on C
p such that h takes the form
r∑
k=1
|ξk|
2 −
2r∑
l=r+1
|ξl|
2.
Proof. The form h is represented by the p×p matrix with 1/2 on the first sub- and super-diagonals,
and zeroes everywhere else. Using the “sum to product” trigonometric identities, one can verify
that the set of eigenvalues for this matrix is {cos(aπ/(p + 1)) : a ∈ [p]}. In particular, there are
r distinct positive eigenvalues, r distinct negative eigenvalues (in fact the negatives of the positive
eigenvalues), and zero occurs as an eigenvalue (with multiplicity one) if and only if p is odd. 
For brevity below we will use the short hand notations δ(a, b) := δ(βa, βb), k(a, b) := k(βa, βb),
and ℓ(a, b) := ℓ(βa, βb) (refer to Definition 2.5).
Proof of Theorem 8.9. Because the function Wγ effects only adjacent quiver rows, it suffices to
prove the result for n = 2, i.e. for the quiver A2An′ .
Let γ denote the dimension vector such that m• ⊢ γ. At each quiver vertex (i, j) let Vi,j denote
the associated complex γ(i, j)-dimensional vector space. The formation of the normal locus νη
amounts to choosing certain bases at each vertex, and hence we may write
νη =
∏
j∈[n′]
Matγ(2,j)×γ(1,j)(C)
where
X = (X1, . . . ,Xn′) ∈
∏
j∈[n′]
Matγ(2,j)×γ(1,j)(C)
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Ck Ck Ck Ck Ck
Cℓ Cℓ Cℓ Cℓ Cℓ
· · ·X1 X
†
2
X3 X
†
n′−1
Xn′
id id id
id id id
Figure 3. Coordinates on the normal locus as described in the proof of Theorem
8.9 for A2An′ and the horizontal stratum corresponding to a multiplicity of k for
the longest root in the first row, ℓ in the second row, and all other horizontal roots
having multiplicity zero.
is realized as an element of νη by thinking of Xj as the linear map V1,j → V2,j for a downward
pointing arrow (1, j) → (2, j) and X†j as the linear map V2,j → V1,j for an upward pointing arrow
(2, j) → (1, j). Recall that by definition of νη, the maps along horizontal arrows are determined
by the normal forms of Section 2.6. Without loss of generality, we henceforth assume that vertical
arrows connecting (1, j) and (2, j) point downward when j is odd (and thus upward when j is even).
A special case of these coordinates is illustrated in Figure 3.
For each a ∈ [N ′] and βa as in Equation (28), let k(a) and ℓ(a) be defined by βa = βk(a),ℓ(a) per
the notation of Section 2.6. The choosing of bases inherent in forming νη means that the spaces
Vi,j decompose as
(32) Vi,j =
⊕
a∈[N ′]
Vi,j(a)
with Vi,j(a) consisting of the vectors corresponding to the root βa. That is
dimC Vi,j(a) =
{
miβa if j ∈ [k(a), ℓ(a)]
0 otherwise
.
Set d(i, j, a) = dimC Vi,j(a). We can think of each matrix coordinate Xj decomposed into blocks
Xj = (Xj(a, b))
N ′
a,b=1, where if j is odd we have
Xj(a, b) : V1,j(a)→ V2,j(b),
and if j is even we have
Xj(a, b)
† : V2,j(b)→ V1,j(a).
Note that Xj(a, b) is a “zero by zero” matrix whenever βa ∩ βb has length zero or is empty. By
Proposition 8.5, the isotropy subgroup Gη is homotopy equivalent to
∏2
i=1
∏
a∈[N ′]U(m
i
βa
) and we
write an element of this group as (Ui,a) where i runs over the rows of the quiver and a corresponds
to the root βa; i.e. Ui,a ∈ U(m
i
βa
). With these conventions, the action on νη = {Xj(a, b) : j ∈
[n′], a ∈ [N ′], b ∈ [N ′]} is
(33) (Ui,a)i∈[2],a∈[N ′] ·Xj(a, b) = U2,bXj(a, b)U
†
1,a.
Observe that this is compatible with Equation (6). We have that
Wγ(X) = −Tr
(
X†2X1 +X
†
2X3 +X
†
4X3 + · · ·
)
.
The above sum is finite, but whether the last term is X†n′Xn′−1 or X
†
n′−1Xn′ depends on if n
′ is
even or odd. Let W˜ = −ℜ[Wγ ] and recall that P is defined to the be set where W˜ > −t. Observe
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that
(34)
W˜ (X) =
1
2
n′−1∑
j=1
Tr
(
X†jXj+1 +X
†
j+1Xj
)
=
1
2
∑
a,b∈[N ′]
n′−1∑
j=1
Tr
(
Xj(a, b)
†Xj+1(a, b) +Xj+1(a, b)
†Xj(a, b)
) .
For each choice of j, a, b such that d(1, j, a) and d(2, j, b) are both nonzero (or equivalently k(a, b) <
ℓ(a, b) and Xj(a, b) is not an “empty” matrix), observe that we have ℓ(a, b) − k(a, b) + 1 = δ(a, b).
Since in this case j ∈ [k(a), ℓ(a)]∩[k(b), ℓ(b)] we actually obtain d(1, j, a) = m1βa and d(2, j, b) = m
2
βb
are independent of j, and so for the rest of the proof let da and db denote these numbers respectively.
Thus we can write coordinates for the matrices Xj(a, b) as below
Xj(a, b) = (xe,f(j, a, b))e∈[db],f∈[da]
where each xe,f (j, a, b) is an affine coordinate for C. Now, fix a, b ∈ [N
′] and consider
(35)
n′−1∑
j=1
Tr
(
Xj(a, b)
†Xj+1(a, b) +Xj+1(a, b)
†Xj(a, b)
)
=
ℓ(a,b)−1∑
v=k(a,b)
Tr
(
Xv(a, b)
†Xv+1(a, b) +Xv+1(a, b)
†Xv(a, b)
)
=
∑
v
[
Tr
(
Xv(a, b)
†Xv+1(a, b)
)
+Tr
(
Xv+1(a, b)
†Xv(a, b)
)]
=
∑
v
 db∑
e=1
da∑
f=1
(xe,f(v, a, b)
∗xe,f(v + 1, a, b) + xe,f(v + 1, a, b)
∗xe,f (v, a, b))

=
∑
e,f
h (xe,f(k(a, b), a, b), xe,f (k(a, b) + 1, a, b), . . . , xe,f (ℓ(a, b), a, b))
where h is the Hermitian form of Lemma 8.10. Thus we obtain a linear change of coordinates,
which we will denote by R(a, b), of the form
(xe,f (v, a, b))
ℓ(a,b)
v=k(a,b)
R(a,b)
−→ (ξe,f (u, a, b))
δ(a,b)
u=1
such that the last line of Equation (35) becomes
(36)
∑
e,f
r(a,b)∑
u=1
|ξe,f (u, a, b)|
2 −
2r(a,b)∑
u=r(a,b)+1
|ξe,f (u, a, b)|
2
 .
In fact we can define a change coordinates on νη by
X = (X1,X2, . . . ,Xn′) 7−→ Ξ = (Ξ1,Ξ2, . . . ,Ξn′)
where the γ(2, j) × γ(1, j) complex matrix Ξj is a block matrix
Ξj = (Ξj(a, b))
N ′
a,b=1
and the matrices Ξj(a, b) are given in coordinates by
Ξj(a, b) = (ξe,f (j, a, b))e∈[db],f∈[da] .
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Explicitly, the change of matrix coordinates is also given in terms of matrices by
R(a, b)
(
Xk(a,b)(a, b), . . . ,Xℓ(a,b)(a, b)
)
=
(
Ξ1(a, b), . . . ,Ξδ(a,b)(a, b)
)
for each choice of a and b. Since this change is linear, the Gη action on the new coordinates is
analogous to Equation (33), i.e.
(37) (Ui,a)i∈[2],a∈[N ′] · Ξj(a, b) = U2,bΞj(a, b)U
†
1,a.
Finally, we can define a homotopy H : νη × [0, 1]→ νη in the new coordinates by
(38) (ξe,f (u, a, b), s) 7−→
{
ξe,f (u, a, b), if u ≤ r(a, b)
(1− s)ξe,f (u, a, b), if u > r(a, b)
.
This further implies the analogous formula on the level of matrices
(Ξu(a, b), s) 7−→
{
Ξu(a, b), if u ≤ r(a, b)
(1− s)Ξu(a, b), if u > r(a, b)
.
This together with Equation (37) implies that H(g ·Ξ, s) = g ·H(Ξ, s) for any g ∈Gη, Ξ ∈ νη, and
s ∈ [0, 1]. That is, the map H is an equivariant homotopy. Observe that H(−, 0) is the identity
map and that the image of H(−, 1) is isomorphic to a complex vector space with coordinates
{ξe,f (u, a, b) ∈ C : a, b ∈ [N
′], u ≤ r(a, b), e ∈ [db], f ∈ [da]}.
Therefore this image has complex dimension
∑
a,b r(a, b)dbda = cη. Taking real and imaginary parts
of each ξe,f (u, a, b) above identifies the image of H(−, 1) with R
2cη .
To see that H is a homotopy of pairs, we verify that H(P, s) ⊂ P for all s. Equations (36) and
(38) imply that
(39) W˜ =
∑
a,b
r(a,b)∑
u=1
Tr
(
Ξu(a, b)
†Ξu(a, b)
)
− (1− s)2
2r(a,b)∑
u=r(a,b)+1
Tr
(
Ξu(a, b)
†Ξu(a, b)
) .
For any Ξ ∈ P , we have that
−t ≤ W˜ =
∑
a,b
r(a,b)∑
u=1
Tr
(
Ξu(a, b)
†Ξu(a, b)
)
−
2r(a,b)∑
u=r(a,b)+1
Tr
(
Ξu(a, b)
†Ξu(a, b)
) ,
and so (39) implies also that W˜ |H(P,s) ≥ −t for all s. Hence H(Ξ, s) is also in P . Moreover, when
s = 1 the expression (39) becomes
∑
a,b
 ∑
u≤r(a,b)
Tr
(
Ξu(a, b)
†Ξu(a, b)
)
=
∑
a,b
∑
u≤r(a,b)
∑
e∈[db]
∑
f∈[da]
|ξe,f (u, a, b)|
2 =
cη∑
i=1
|zi|
2
where each ξe,f (u, a, b) is identified with a complex coordinate zi above. Passing to real and imag-
inary parts of the coordinates zi, we see that the image of P in H(−, 1) is homeomorphic to
R2cη −B2cη as desired. 
Q-DILOG IDENTITIES FOR SQUARE PRODUCTS OF A-TYPE 21
•
•
•
•
•
•
•
•
•
•
•
•
α
β
γ
Figure 4. Three roots supported along rows in A3A4.
8.3. Superpotential contributions and shifts. Let m = (m1, . . . ,mn) be a horizontal Kostant
series and let η be the corresponding horizontal stratum. For β′ ∈ Φ(Q(i′, •)) and β′′ ∈ Φ(Q(i′′, •))
write
β′ = βi
′
s,t =
t∑
j=s
ǫi′j and β
′′ = βi
′′
u,v =
v∑
j=u
ǫi′′j
for some s, t, u, v.
Definition 8.11. When i′ < i′′, define the numbers〈
β′
↑
β′′
〉
and
〈
β′
↓
β′′
〉
respectively to be the number of upward pointing and downward pointing arrows of the form (i′, j)→
(i′′, j) where j lies in the overlap β′∩β′′ = [s, t]∩[u, v], assuming the interval is nonempty. Whenever
the overlap is empty, we assign the value zero to both forms.
Observe that both of these forms vanish whenever i′′ − i′ 6= 1. Furthermore, when β′ and β′′ are
thought of as dimension vectors we have
λ(β′, β′′) =
〈
β′
↓
β′′
〉
−
〈
β′
↑
β′′
〉
.
Example 8.12. In Figure 4 we see
〈 α
↓
β
〉
= 2,
〈 α
↑
β
〉
=
〈
β
↓
γ
〉
=
〈
β
↑
γ
〉
= 1, and
〈 α
↑
γ
〉
=
〈 α
↓
γ
〉
= 0.
Definition 8.13. Let i′ < i′′, β′ ∈ Φ(i′, •), and β′′ ∈ Φ(i′′, •). The superpotential contribution
sc(β′, β′′) is defined to be the non-negative integer
(40) sc(β′, β′′) =

〈
β′
↓
β′′
〉
, λ(β′, β′′) ≤ 0 (i.e. β′ ≺ β′′)〈
β′
↑
β′′
〉
, otherwise
.
Notice this can be rephrased as
(41) sc(β′, β′′) =

〈
β′
↑
β′′
〉
+ λ(β′, β′′) , λ(β′, β′′) ≤ 0 (i.e. β′ ≺ β′′)〈
β′
↑
β′′
〉
, otherwise
.
Using this, we define the following combinatorial invariant of the stratum η, and dedicate the
remainder of the subsection to interpreting its geometric significance.
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Definition 8.14. The non-negative integer w(η) is called the superpotential shift of the hori-
zontal stratum η. It is defined by the formula
w(η) =
∑
1≤i<j≤n
 ∑
α∈Φ(i,•)
∑
β∈Φ(j,•)
sc(α, β)miαm
j
β

=
n−1∑
i=1
 ∑
α∈Φ(i,•)
∑
β∈Φ(i+1,•)
sc(α, β)miαm
i+1
β
 .
(42)
Notice that the second equality follows from the first because the superpotential contribution
sc(α, β) is nonzero only if β ∈ Φ(i+ 1, •) whenever α ∈ Φ(i, •).
We can similarly define w(θ) for vertical strata θ = θ(m•) by counting rightward pointing and
leftward pointing arrows. Explicitly, for j′ < j′′ and vertical positive roots β′ ∈ Φ(•, j′) and
β′′ ∈ Φ(•, j′′) we analogously define 〈β′ → β′′〉 and 〈β′ ← β′′〉. Furthermore, λ(β′, β′′) = 〈β′ →
β′′〉 − 〈β′ ← β′′〉, these are nonzero only when j′′ − j′ = 1. The corresponding superpotential
contribution is therefore defined by
(43) sc(β′, β′′) =
{
〈β′ → β′′〉 , λ(β′, β′′) ≤ 0 (i.e. β′ ≺ β′′)
〈β′ ← β′′〉 , otherwise
and the superpotential shift is
w(θ) =
m−1∑
j=1
 ∑
α∈Φ(•,j)
∑
β∈Φ(•,j+1)
sc(α, β)mjαm
j+1
β
 .
Theorem 8.15. For each horizontal stratum η, there is an identity of Poincare´ series
(44) P[H∗Gγ (η;Wγ)] = q
w(η) Pη .
The analogous statement holds for vertical strata.
Proof. As for Theorem 8.9, it suffices to consider the case n = 2, i.e. when Q = A2An′ . Moreover,
we recycle the notation from the statement and proof of Theorem 8.9.
First, (with t ≪ 0) the relative version of Lemma 8.6 provides an isomorphism H∗Gγ (η;Wγ)
∼=
H∗Gη(νη;Wγ). Next, observe that for each pair (a, b) we have r(a, b) = sc(βa, βb). Therefore,
w(η) = cη. This means that, by taking t≪ 0, the homotopy equivalence of Theorem 8.9 implies a
further isomorphism
H∗Gη(νη;Wγ)
∼=
−→ H∗Gη(R
2w(η),R2w(η) −B2w(η))
and the target above is isomorphic to H∗Gη(R
2w(η),R2w(η) − 0) via another (equivariant) homotopy
equivalence of pairs. Using the Borel construction this latter cohomology is, by definition, H∗(E,E0)
where E is a vector bundle over BGη with fibers R
2w(η) and where E0 denotes the complement of the
zero section in the total space of E. Now, the Thom Isomorphism Theorem [MS74, Theorem 10.4]
implies that Hj(E,E0) ∼= H
j−2w(η)(BGη) and hence P[H
∗
Gγ
(η;Wγ)] is equal to
P[H∗Gη (νη;Wγ)] =
∑
j≥0
qj/2 dimR
(
HjGη(νη;Wγ)
)
=
∑
k≥0
qk dimR
(
H2kGη(νη ;Wγ)
)
=
∑
k≥0
qk+w(η) dimR
(
H2k(BGη)
)
= qw(η)P[H∗(BGη)]
as desired. 
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9. Kazarian spectral sequence in rapid decay cohomology
In this section we describe the rapid decay cohomology version of Kazarian’s spectral sequence
(coming from [Kaz97], see also [Rim13], c.f. earlier works e.g. [AB83]) for our representation and
stratifications. The ordinary cohomology version for Dynkin quiver representations was discussed
in [Rim13].
Theorem 9.1. For each dimension vector γ there exists a spectral sequence Eij• such that
(a) Eij• converges to H
i+j
Gγ
(Repγ ;Wγ);
(b) taking the direct sum over strata η ∈ Hor(Repγ) we have
(45) Eij1 =
⊕
codimR(η;Repγ)=i
HjGγ (η;Wγ) =
⊕
codimR(η;Repγ)=i
Hj−2w(η)(BGη);
(c) the spectral sequence degenerates at the E1 page.
There is also another spectral sequence, with the same properties except (b) is replaced with
(b’) taking the direct sum over strata θ ∈ Ver(Repγ) we have
(46) Eij1 =
⊕
codimR(θ;Repγ)=i
HjGγ (θ;Wγ) =
⊕
codimR(θ;Repγ)=i
Hj−2w(θ)(BGθ).
Proof. Consider the group G := Gγ acting on the vector space X := Repγ with its stratification
to horizontal strata η ∈ Hor(Repγ) introduced in Section 7. Denoting
Xi =
⋃
codimR(η;Repγ)≤i
η
we obtain a topological filtration ∅ ⊂ X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ XdimRX = X. Applying the Borel
construction (BGV = EG×G V where EG is a contractible space with a free G-action) we obtain
the filtration
∅ ⊂ BGX0 ⊂ BGX1 ⊂ BGX2 ⊂ · · · ⊂ BGXdimRX = BGX.
In fact, since G is a product of GLn(C)’s we may assume that BGX is a total space of a vector
bundle over a product of infinite Grassmannians. That is, BGX is an infinite dimensional manifold,
and the BGXi’s are finite codimensional open submanifolds.
Let Zt =W
−1
γ (St) ⊂ X and recall from Section 4.2 that
H∗G(Xi;Wγ) = lim
t→−∞
H∗G(Xi,Xi ∩ Zt)
and the limit is achieved at a small enough t. Let us choose t small enough so that H∗G(Xi,Wγ) =
H∗G(Xi,Xi ∩ Zt) for all of the finitely many i.
To simplify notation let us denote X ′i = BGXi, Z
′
i = BG(Xi ∩Zt), X
′ = BGX, Z
′ = BGZt. The
long exact sequence of the triple of quotient spaces X ′/Z ′ ⊃ X ′i/Z
′
i ⊃ X
′
i−1/Z
′
i−1 induces the exact
couple
(47)
⊕
i,j H
i+j(X ′/Z ′,X ′i/Z
′
i)
//
⊕
i,j H
i+j(X ′/Z ′,X ′i/Z
′
i)
ss❤❤❤❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
⊕
i,j H
i+j(X ′i/Z
′
i,X
′
i−1/Z
′
i−1).
OO
We are going to prove that the spectral sequence associated with this exact couple satisfies the
conditions of the theorem.
The spectral sequence of the exact couple converges to the direct limit of the top line of (47),
which is
H∗(X ′/Z ′, ∅) = H∗(BGX/BGZt) = H
∗(BGX,BGZt) = H
∗
G(X;Wγ),
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proving property (a).
The E1 page of the spectral sequence of the exact couple is E
ij
1 = H
i+j(X ′i/Z
′
i,X
′
i−1/Z
′
i−1),
which equals Hi+j(X ′i,X
′
i−1 ∪Z
′
i) by an obvious improvement of the standard argument comparing
absolute homology of a quotient space with their relative homology (e.g. [Hat02, Proposition 2.22]).
Let U be a tubular neighborhood of X ′i −X
′
i−1 in X
′
i, and let U0 = U − (X
′
i −X
′
i−1). We get
Hi+j(X ′i,X
′
i−1 ∪ Z
′
i) = H
i+j(U,U0 ∪ (Z
′
i ∩ U)) = H
j(X ′i −X
′
i−1, Z
′
i ∩ (X
′
i −X
′
i−1))
=
⊕
codimR(η;X)=i
HjG(η, η ∩W
−1
γ (St)) =
⊕
codimR(η;X)=i
HjG(η;Wγ).
The first equality holds by excision, the second one by the relative Thom isomorphism [AGP02,
Theorem 11.7.34], and the rest by definition. This completes the proof of the first equality in
property (b). The second equality in property (b) is the content of the proof of Theorem 8.15.
Property (c) follows from the fact that, according to property (b), the non-zero terms of the
E1-page are all of the form E
even,even
1 .
The proof of the other spectral sequence, satisfying properties (a), (b’), and (c) follows the same
way starting from the vertical stratification of Repγ . 
9.1. Rapid decay cohomology algebras of general representations; a digression. The key
corollary of Theorem 9.1 is that we have an expression for the Poincare´ series of the rapid decay
cohomology algebra H∗Gγ (Repγ ;W ) in terms of contributions from the strata. Namely, we have
P[H∗Gγ (Repγ ;W )] =
∑
η∈Hor(Repγ)
qw(η)+codimC(η;Repγ)Pη.
In fact we have two such expressions coming from the two spectral sequences of Theorem 9.1, and
the comparison of the two is essential in the proof of our main theorem in Section 11.
In this subsection, for future reference, we collect the facts that were needed to have such an
expression for a rapid decay cohomology algebra coming from a stratification—without refering to
the actual representation at hand. The summary of results in Sections 7, 8, 9 without specifying
to the representation Repγ is the following.
Theorem 9.2. Let R be an algebraic representation of the linear algebraic group G, and let W :
R → C be an invariant regular function (superpotential). Let R be stratified into finitely many G-
invariant smooth open subvarieties (strata). Let each stratum η have a distinguished subset ν ⊂ η
which is a vector space, and denote Gη = {g ∈ G : gν ⊂ ν}.
• Assume that for all strata η
– every G orbit in η intersects ν;
– if g ∈ G is such that there exists a ∈ ν with g · a ∈ ν, then g ∈ Gη.
• Assume that for all η the space BGη has only even cohomology.
• Assume that for t≪ 0 there is a Gη-equivariant homotopy equivalence of pairs
(ν, ν ∩W−1(St)) ≃ (R
2w(η),R2w(η) −B2w(η)).
Then
P[H∗G(R;W )] =
∑
η
qw(η)+codimC(η;R)P[H∗(BGη)]. 
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10. Counting combinatorial invariants in the quantum algebra
We begin this section with notation which will appear throughout the sequel. Define the following
quadratic forms on the dimension vector γ:
−up(γ) =
∑
c∈Q1 upward pointing
γ(t(c))γ(h(c))(48)
−left(γ) =
∑
c∈Q1 leftward pointing
γ(t(c))γ(h(c))(49)
−down(γ) =
∑
c∈Q1 downward pointing
γ(t(c))γ(h(c)).(50)
−right(γ) =
∑
c∈Q1 rightward pointing
γ(t(c))γ(h(c)).(51)
Moreover, we define the horizontal inner product and vertical inner product respectively
to be
hip(γ) = −up(γ)− down(γ)(52)
vip(γ) = −left(γ)− right(γ).(53)
Furthermore, for any subset of vertices V ⊂ Q0 for which {yǫij : (i, j) ∈ V } is a commuting
subset in AQ and any dimension vector γ, let
y
γ
V =
∏
(i,j)∈V
yγ(i,j)ǫij .
Since V forms a commuting set, the product above is well-defined in any order.
10.1. Counting codimensions in the quantum algebra. Fix a row i of Q. Order the set of
horizontal positive roots HΦ as in (24a). SetN ′ = n′(n′+1)/2 and let φ1 ≺ · · · ≺ φφN′ be the induced
ordering on Φ(i, •). Let γ(i, •) =
∑n′
j=1 γ(i, j)ǫi,j be a dimension vector supported along the row
Q(i, •) and let mi = (mβ)β∈Φ(i,•) be a Kostant partition of γ(i, •) so that γ(i, •) =
∑
β∈Φ(i,•)mββ.
For each β ∈ Φ(i, •) there are unique non-negative integers djβ such that
(54) β =
n′∑
j=1
djβǫi,j,
for which we observe that γ(i, j) =
∑
β∈Φ(i,•)mβ d
j
β. Let Repγ(i, •) and Ωmi(Q(i, •)) be as in
Proposition 7.2. Further, let HorH(i) and HorT(i) denote the vertices from row i which happen to
be horizontal heads and tails respectively. Note these are, respectively, the sets of sinks and sources
in the alternating quiver Q(i, •).
Proposition 10.1. In addition to the notations outlined above, let yj denote yφj and let mj denote
mφj . The following identity holds in AˆQ:
(55) ym11 · · · y
mN′
N ′ = (−1)
si qpi yγ
HorH(i) y
γ
HorT(i)
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where
si =
∑
β
mβ
∑
j
djβ − 1
 , and(56a)
pi = codimC
(
Ωmi(Q(i, •));Repγ(i, •)
)
+
1
2
∑
j
γ(i, j)2 −
1
2
∑
β
m2β(56b)
in which the summations are over j ∈ [n′] and β ∈ Φ(i, •).
Proof. Since our ordering within rows agrees with (22) in the sense of Lemma 5.1, this is equivalent
to [Rim13, Lemma 5.1] applied to the subquiver Q(i, •) with dimension vector γ(i, •). 
Observe that {yǫi,j : (i, j) ∈ HorH(i)} ⊂ AˆQ forms a commuting subset because the sub-quiver
Q(i, •) is alternating. Similarly, the {yǫi,j : (i, j) ∈ HorT(i)} forms a commuting subset.
Proposition 10.2. For any dimension vector γ we have
(57) qup(γ)yγHorH y
γ
HorT = y
γ
HorH(1) y
γ
HorT(1) y
γ
HorH(2) y
γ
HorT(2) · · · y
γ
HorH(n) y
γ
HorT(n).
Proof. Fix i ∈ [n − 1] and let v ∈ HorH(i + 1). Observe that yv commutes with yu for every
u ∈ HorH(j) with j ≤ i and every u ∈ HorT(j) for j < i. Thus, we need to consider the result of
commuting yv past yu for u ∈ HorT(i). In fact, yuyv = yvyu unless u and v are oriented in the
quiver as below:
• •
• •
u
v
c
In this case, we obtain
yu yv = q
λ(ǫu,ǫv) yv yu = q
−1 yv yu
and hence
yγ(u)u y
γ(v)
v = q
−γ(u)γ(v) yγ(v)v y
γ(u)
u .
Observe that v = t(c) and u = h(c) for the upward pointing arrow c. Doing this for every
v ∈ HorH(i+ 1) and for all i ∈ [n− 1] produces the result. 
The analogous statements to Propositions 10.1 and 10.2 are true (with analogous proofs) when
we consider the columns and vertical strata of the quiver. For example, in that case the analogous
statement to Proposition 10.2 is that
(58) qleft(γ)yγVerH y
γ
VerT = y
γ
VerH(1) y
γ
VerT(1) y
γ
VerH(2) y
γ
VerT(2) · · · y
γ
VerH(m) y
γ
VerT(m).
10.2. Counting superpotential shifts in the quantum algebra. As in Section 6 let a =
nn′(n′ + 1)/2. Let
(59) β1 ≺ β2 ≺ · · · ≺ βa
be an allowed ordering on HΦ according to the rules of Section 5.
Proposition 10.3. Let η be a horizontal stratum for AnAn′ with m
• the corresponding horizontal
Kostant series. Let mβl = ml denote the component of m
• corresponding to the ordered root βl
from Equation (59). Let γ =
∑a
l=1mlβl be the resulting dimension vector. The following identity
holds in the quantum algebra
(60) ym1β1 · · · y
ma
βa
= qdown(γ)+w(η)
 →∏
σ∈Φ(1,•)
ymσσ
 · · ·
 →∏
τ∈Φ(n,•)
ymττ

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where the arrows atop each product symbol indicate that the terms are multiplied in the orders
induced on Φ(1, •), . . . ,Φ(n, •) from the ordering of Equation (59).
Remark 10.4. Observe that down(γ) can be rewritten as the sum
−down(γ) =
∑
(i,j)∈VerT
γ(i, j)γ(i + 1, j)(61a)
=
∑
(i+1,j)∈VerH
γ(i, j)γ(i + 1, j)(61b)
where we interpret γ(l, k) = 0 if l > n or k > n′. Furthermore, the analogous result holds for a
vertical stratum and the βl vertical positive roots. There are b = n
′n(n + 1)/2 such roots. In this
case
(62) ym1β1 · · · y
mb
βb
= qright(γ)+w(η)
 →∏
σ∈Φ(•,1)
ymσσ
 · · ·
 →∏
τ∈Φ(•,m)
ymττ

where the expression for right(γ) can be rewritten as
−right(γ) =
∑
(i,j)∈HorT
γ(i, j)γ(i, j + 1)(63a)
=
∑
(i,j+1)∈HorH
γ(i, j)γ(i, j + 1).(63b)
The proof of Equation (62) is completely analogous to Proposition 10.3, which we now give.
Proof of Proposition 10.3. Define p by the equation
(64) ym1β1 · · · y
ma
βa
= qp
 →∏
σ∈Φ(1,•)
ymσσ
 · · ·
 →∏
τ∈Φ(n,•)
ymττ
 .
Notice that if β′ ∈ Φ(i′, •) and β′′ ∈ Φ(i′′, •) with |i′ − i′′| ≥ 2, then yβ′ and yβ′′ commute in AˆQ.
Hence the only contributions to p come from commuting yβ′ past yβ′′ on the left-hand side when
i′′ − i′ = 1. Thus we may reduce to the case n = 2, i.e. to the quiver A2An′ .
Throughout the rest of the proof, we let σ ∈ Φ(1, •) and τ ∈ Φ(2, •). Observe that the situation
· · · ymττ · · · y
mσ
σ · · ·
occurs on the left-hand side of (64) only if λ(τ, σ) ≤ 0 due to our choice of ordering in (24a) and
consequently in (59). Motivated by this, set
Neg = {(σ, τ) : σ ∈ Φ(1, •), τ ∈ Φ(2, •), λ(τ, σ) ≤ 0},
Pos = {(σ, τ) : σ ∈ Φ(1, •), τ ∈ Φ(2, •), λ(τ, σ) > 0}
so that we see Φ(1, •) × Φ(2, •) is the disjoint union Neg ∪ Pos. Moreover, we can now write
p =
∑
(σ,τ)∈Neg
λ(τ, σ)mσmτ .
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On the other hand, we have by Equation (40)
w(η) =
∑
σ∈Φ(1,•)
∑
τ∈Φ(2,•)
sc(σ, τ)mσmτ
=
∑
(σ,τ)∈Neg
sc(σ, τ)mσmτ +
∑
(σ,τ)∈Pos
sc(σ, τ)mσmτ
=
∑
(σ,τ)∈Neg
〈
σ
↑
τ
〉
mσmτ +
∑
(σ,τ)∈Pos
〈
σ
↓
τ
〉
mσmτ .
Furthermore, we have
−down(γ) =
∑
(1,j)∈VerT
γ(1, j)γ(2, j) =
∑
(1,j)∈VerT
∑
j∈σ
mσ
∑
j∈τ
mτ

where by j ∈ β for a root β, we mean that j is in the interval [k(β), ℓ(β)]; see Definition 2.5. This
is further equal to
=
∑
(1,j)∈VerT
∑
j∈σ,τ
mσmτ
 = ∑
(σ,τ)∈Φ(1,•)×Φ(2,•)
〈
σ
↓
τ
〉
mσmτ
where in the last equality we have changed the order of summation. Putting together our expressions
for w(η) and down(γ), we obtain that down(γ) + w(η) is equal to
−
 ∑
σ∈Φ(1,•)
∑
σ∈Φ(2,•)
〈
σ
↓
τ
〉
mσmτ
+
 ∑
(σ,τ)∈Neg
〈
σ
↑
τ
〉
mσmτ
+
 ∑
(σ,τ)∈Pos
〈
σ
↓
τ
〉
mσmτ

=
 ∑
(σ,τ)∈Neg
〈
σ
↑
τ
〉
mσmτ
−
 ∑
(σ,τ)∈Neg
〈
σ
↓
τ
〉
mσmτ
 = ∑
(σ,τ)∈Neg
(〈
σ
↑
τ
〉
−
〈
σ
↓
τ
〉)
mσmτ
which is further equal to
∑
(σ,τ)∈Neg λ(τ, σ)mσmτ = p, as desired. 
11. Proof of the main theorem
Fix a dimension vector γ. Theorem 9.1 implies that the Poincare´ series P[H∗Gγ (Repγ ;Wγ)] is
equal to the sum over horizontal strata∑
η∈Hor(Repγ)
qw(η)+codimC(η;Repγ)Pη(65a)
and the sum over vertical strata ∑
θ∈Ver(Repγ)
qw(θ)+codimC(θ;Repγ)Pθ.(65b)
That is, we have the following corollary to Theorem 9.1.
Corollary 11.1. For every dimension vector γ, we have the q-series identity∑
η∈Hor(Repγ)
qw(η)+codimC(η;Repγ)Pη =
∑
θ∈Ver(Repγ)
qw(θ)+codimC(θ;Repγ)Pθ. 
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5
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3
8
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4
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4
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1
4
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0
0
0
0
0
0
0
1
4
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codimensions over C
5 4 3 2 1 1 0 0 1 2 2 3 4
0
1
6
18
43
87
160
Figure 5. Betti tables illustrating the Kazarian spectral sequence argument ap-
plied to the horizontal and vertical strata for A2A2 as in Example 11.2. The num-
ber in the r-th row (counting from the bottom) and in the column corresponding to
the stratum η is the coefficient of qr in the series expansion of qw(η) Pη. Summing
either the numbers coming from horizontal or vertical strata inside the blue “snake”
results in the answer 43.
Let yij denote the element yǫij in the quantum algebra and set y =
∏
i,j y
γ(i,j)
ij where the product
is taken over a fixed ordering of the variables yij.
The remainder of this section will be dedicated to proving that (65a) is the coefficient of y on the
left-hand side of Equation (25) up to a power of q which depends only on γ and the fixed ordering
chosen in the product y. Similarly (65b) is the coefficient of y on the right-hand side of (25) up to
the same power of q. Because of Corollary 11.1, this will prove our main Theorem 6.1. First, we
verify Corollary 11.1 in the case of our running example.
Example 11.2. Again consider S with the dimension vector γ = ( 2 21 1 ) as in Example 7.5. We obtain
the following q-series identity
q2 P2P1 + q
2P41 + q
1P2P
2
1 + q
2P51 + q
4P22P1 + q
5P22P
2
1
= q1P41 + q
2P2P
3
1 + q
2P2P
3
1 + q
4P22P
2
1
(66)
where each term qp P l2P
k
1 corresponds to data on a single stratum. The exponent p is the degree
shift required by the sum of the codimension and superpotential shift of that stratum. For each
horizontal (respectively vertical) stratum η (resp. θ), the product P l2P
k
1 is the Poincare´ series Pη
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(resp. Pθ). The terms on the left correspond to the 6 horizontal strata and the terms on the right
correspond to the 4 vertical strata. This is illustrated in the Betti table of Figure 5. Observe
that without the superpotential contributions w, summing diagonally in the Betti table still gives
a true identity (this would be the Betti table for ordinary cohomology, not rapid decay), which
corresponds to Equation (3), i.e. it is not independent of the pentagon identity. The superpotential
contributions are the added ingredient for the Keller identity, c.f. Equation (4). Alternatively,
the series identity (66) is also obtained by computing the coefficient of y21y
2
2y
1
3y
1
4 on both sides of
Equation (26).
Lemma 11.3. We have the following identity in AQ.
(67) yγVerH y
γ
VerT = q
vip(γ)−hip(γ) y
γ
HorH y
γ
HorT.
Proof. We have that VerH = HorT and HorH = VerT, so we need to commute the two y products.
Throughout the proof, let yi,j = yǫi,j . Consider a vertex (i, j) which is a horizontal head. It appears
in the quiver as below:
(i, j)(i, j − 1)
(i− 1, j)
(i+ 1, j)
(i, j + 1)
Each vertex above which is not (i, j) lies in the set VerH = HorT, and these are the only vertices
(k, l) such that yi,j and yk,l do not commute. We need to compute the number pij obtained by the
following commutation operation
y
γ(i,j−1)
i,j−1 y
γ(i,j+1)
i,j+1 y
γ(i−1,j)
i−1,j y
γ(i+1,j)
i+1,j y
γ(i,j)
i,j = q
pij y
γ(i,j)
i,j y
γ(i,j−1)
i,j−1 y
γ(i,j+1)
i,j+1 y
γ(i−1,j)
i−1,j y
γ(i+1,j)
i+1,j
which is given by
pij =λ(ǫi,j−1, ǫi,j)γ(i, j − 1)γ(i, j) + λ(ǫi,j+1, ǫi,j)γ(i, j + 1)γ(i, j)
+ λ(ǫi−1,j, ǫi,j)γ(i− 1, j)γ(i, j) + λ(ǫi+1,j , ǫi,j)γ(i+ 1, j)γ(i, j)
=γ(i, j − 1)γ(i, j) + γ(i, j + 1)γ(i, j) − γ(i− 1, j)γ(i, j) − γ(i+ 1, j)γ(i, j).
Observe that the result above is the sum of γ(t(c))γ(h(c)) for each horizontal arrow c incident with
(i, j) minus the sum of γ(t(c))γ(h(c)) for each vertical arrow c incident with (i, j). Performing this
computation for each (i, j) ∈ HorH gives the result since vip(γ) and hip(γ) are respectively the
sums of γ(t(c))γ(h(c)) over all horizontal and vertical arrows. 
We are now ready to prove the main theorem, that is, to verify the equality (25).
Proof of Theorem 6.1. We will work with the left-hand side of Equation (25) which corresponds
to the horizontal strata; the computations on the right-hand side are analogous, but done with
vertical strata.
Fix a dimension vector γ and consider the coefficient of yγ on the left-hand side of (25). Observe
that by Equation (16) this is given by
(68)
∑
m•⊢γ
(−1)∑φ∈HΦmφ q 12 ∑φ∈HΦm2φ
 ∏
φ∈HΦ
Pmφ
(ymφ1φ1 ymφ2φ2 · · · ymφaφa )

where the sum is over all horizontal Kostant series m• of γ, and φ1 ≺ φ2 ≺ · · · ≺ φa is the ordering
from (24a). Now fix a particular Kostant series m•, write η = η(m•) for the corresponding
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horizontal stratum, and analyze the term
(−1)
∑
φ∈HΦmφ q
1
2
∑
φ∈HΦm
2
φ
 ∏
φ∈HΦ
Pmφ
(ymφ1φ1 ymφ2φ2 · · · ymφaφa )
which, by Definition 7.3, is further equal to
(−1)
∑
φ∈HΦmφ q
1
2
∑
φ∈HΦm
2
φ Pη
(
y
mφ1
φ1
y
mφ2
φ2
· · · y
mφa
φa
)
and using the result of Proposition 10.3 becomes
(−1)
∑
φ∈HΦmφ q
1
2
∑
φ∈HΦm
2
φ
+down(γ)+w(η) Pη
 ∏
σ∈Φ(1,•)
ymσσ
 · · ·
 ∏
σ∈Φ(n,•)
ymσσ
 .
Next, we apply Proposition 10.1 to
∏
σ∈Φ(i,•) y
mσ
σ for each i to obtain a product of the form
(69) (−1)s qp Pη
(
y
γ
HorH(1) y
γ
HorT(1)
)
· · ·
(
y
γ
HorH(n) y
γ
HorT(n)
)
.
We recall Equation (56a) to see that s is given by
s =
∑
φ∈HΦ
mφ +
∑
i∈[n]
si
=
∑
φ∈HΦ
mφ +
∑
i∈[n]
 ∑
φ∈Φ(i,•)
mφ
∑
j∈[n′]
djφ − 1

=
∑
i∈[n]
∑
φ∈Φ(i,•)
mφ d
j
φ =
∑
i∈[n],j∈[n′]
γ(i, j),
where the numbers djφ are defined as at the beginning of Section 10.1 and the last equality comes
from Equation (54). Hence s depends only on γ, and not on the Kostant seriesm•. The importance
of this fact is that we can factor the sign (−1)s out of the summation over m• ⊢ γ in Equation
(68). To determine the value of p in Equation (69) we refer to Equation (56b) to obtain
p =
1
2
∑
φ∈HΦ
m2φ + down(γ) + w(η) +
∑
i∈[n]
pi
= down(γ) + w(η) +
1
2
∑
i∈[n]
∑
j∈[n′]
γ(i, j)2 +
∑
i∈[n]
codimC(Ωmi(Q(i, •));Repγ(i, •))
which by Proposition 7.2 is equal to
= down(γ) + w(η) +
1
2
∑
i∈[n]
∑
j∈[n′]
γ(i, j)2 + codimC(η;Repγ).
Since Kostant series correspond to horizontal strata, the expression in (68) is really a sum over
η ∈ Hor(Repγ) and can now be rewritten as
(−1)s qdown(γ)+
1
2
∑
i∈[n]
∑
j∈[n′] γ(i,j)
2
×(
y
γ
HorH(1) y
γ
HorT(1)
)
· · ·
(
y
γ
HorH(n) y
γ
HorT(n)
) ∑
η∈Hor(Repγ)
qw(η)+codimC(η;Repγ) Pη.
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After applying Proposition 10.2, we obtain that this is further equal to
(−1)s qdown(γ)+up(γ)+
1
2
∑
i∈[n]
∑
j∈[n′] γ(i,j)
2
y
γ
HorH y
γ
HorT
∑
η∈Hor(Repγ)
qw(η)+codimC(η;Repγ)Pη
=(−1)s q−hip(γ)+
1
2
∑
i∈[n]
∑
j∈[n′] γ(i,j)
2
y
γ
HorH y
γ
HorT
∑
η∈Hor(Repγ)
qw(η)+codimC(η;Repγ)Pη.(70)
The analogous computations on the right-hand side of Equation (25) produce
(−1)s q−vip(γ)+
1
2
∑
i∈[n]
∑
j∈[n′] γ(i,j)
2
y
γ
VerH y
γ
VerT
∑
θ∈Ver(Repγ)
qw(θ)+codimC(θ;Repγ) Pθ.
which by Lemma 11.3 becomes
(71) (−1)s q−hip(γ)+
1
2
∑
i∈[n]
∑
j∈[n′] γ(i,j)
2
y
γ
HorH y
γ
HorT
∑
θ∈Ver(Repγ)
qw(θ)+codimC(θ;Repγ) Pθ.
Finally, Corollary 11.1 guarantees that (70) and (71) are equal. Since this must hold for every
dimension vector γ, we have established the equality in (25). 
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