Abstract. Stochastic logic programs (SLPs) provide an efficient representation for complex tasks such as modelling metabolic pathways. In recent years, methods have been developed to perform parameter and structure learning in SLPs. These techniques have been applied for estimating rates of enzyme-catalyzed reactions with success. However there does not exist any method that can provide statistical inferences and compute confidence in the learned SLP models. We propose a novel approach for drawing such inferences and calculating confidence in the parameters on SLPs. Our methodology is based on the use of a popular technique, the bootstrap. We examine the applicability of the bootstrap for computing the confidence intervals for the estimated SLP parameters. In order to evaluate our methodology we concentrated on computation of confidence in the estimation of enzymatic reaction rates in amino acid pathway of Saccharomyces cerevisiae. Our results show that our bootstrap based methodology is useful in assessing the characteristics of the model and enables one to draw important statistical and biological inferences.
Introduction
Modelling metabolic pathways is an important and challenging problem in system biology. Stochastic logic programs (SLPs) [1] can provide an efficient representation for enzyme catalyzed reactions in the pathways. The estimation of reaction rates and quantification of the precision and confidence in the estimated rates are key problems. Behaviour of enzymes in metabolic pathways can be studied using the Michaelis-Menten (MM) enzyme kinetic function, however the well-known method, namely LineweaverBurk or double reciprocal method [2] is not free of problems. Dowd and Riggs [3] have reported discouraging and poor results. Ritchie and Pravan [4] have questioned the statistical validity of the results using the method. Moreover it is computationally exhaustive to solve the MM equation using numerical methods [5, 6] . In recent years a number of probabilistic logic learning techniques [7, 8] have been proposed. Such methods have been applied for the estimation of the reaction rates of enzymes successfully [8] . In some applications the interest lies only in the estimation but challenging tasks such as modelling metabolic pathways require the quantification of the accuracy of the estimated unknown variables. The complexity of the metabolic networks establishes a need to evaluate, analyze and present methodologies for the computation of confidence in the learned models. This paper focuses exclusively on computation of confidence in the learned SLPs models as there does not exist any method that computes confidence in the parameters on SLPs. We present a methodology based on Efron's bootstrap [9] to quantify the confidence in the learned parameters on an SLP.
Experimental and theoretical results have demonstrated ensemble methods' (such as bagging [10] and boosting [11] ) ability to generate highly effective predictors in propositional learning [12, 13] and also in relational learning [14, 8] . Therefore we apply a bagging [10] type ensemble ranbag [8] for estimating the reaction rates in metabolic pathways. Ranbag uses a base learner such as failure adjusted maximization (FAM) [7] and works by iteratively setting the priors of FAM randomly and obtaining the base models using the original learning set. The intuition for selecting ranbag is its way of construction of an ensemble. SLPs' parameters learnt by ranbag can be more reliable as it estimates the parameters when we perturb the priors. Once the parameters have been estimated, the key problem is the computation of confidence in estimated parameters.
Confidence intervals(CIs) provide a useful way to compute confidence in the estimated parameters on the SLPs. They specify a range of values that comprise the true parameters at given probability. CIs have many properties that make them a suitable choice for confidence computation for complex tasks such as modelling metabolic pathways. They can be easily understood and interpreted. Generally there is uncertainty in the learned parameters due to random noise in the data. Confidence intervals quantify the uncertainty in the learned parameters. They provide a reliable answer to a particular problem. For example in metabolic pathways there are a huge number of enzymes with unknown reaction rates. Our interest lies in calculating the confidence intervals for the estimated reaction rates of such enzymes. A learning algorithm can estimate the enzymatic reaction rates but does not tell the accuracy of the estimation. Confidence intervals provide a solution by giving a range of values and we can be confident that the true enzymatic reaction rates will fall within this range at a given probability.
Resampling and Bayesian inferences are two commonly used methods to draw the confidence intervals in learning methods such as neural networks (NN) and Bayesian networks (BN) [15, 16] . In resampling, a set of instances are randomly drawn with replacement from an original dataset. These replicates are then used for confidence estimation. Bayesian techniques to compute confidence intervals are different than the frequentist methods. Initially a prior is set (on the weights of the network in NN or features in BN) and then the Bayesian methods estimate posterior distribution. The variance of each output and standard deviations are computed for confidence estimation. The posterior distribution can be obtained by running a very large number of Markov Chain Monte Carlo simulation that pose computational limitations for Bayesian methods. Hence we will focus on resampling methods for confidence estimation.
We consider and present a methodology to quantify our confidence in the learned parameters on an SLP. Our approach is based on the use of Efron's bootstrap [9] in probabilistic logic based methods. We evaluate the applicability of resampling methods in SLPs to construct confidence intervals. We describe two methods, the parametric bootstrap and the non-parametric bootstrap for the computation of confidence in the learned stochastic logic models. Our results show that the bootstrap based methodology is useful in the analysis of the complex data as it provides an insight into different questions. It quantifies our confidence in the estimation of reaction rates. It measures E 00 00 00 00 11 11
z :: R(y, y). 1 − z :: R(y, n). the power of an induction method. Length of the interval can guide us in the selection of the size of the dataset. Moreover it provides us a way to estimate the accurate reaction rates with confidence at a given probability. The paper is organized as follows. SLPs and learning algorithms (FAM and ranbag) have been summarized in section 2. The bootstrap based methodology for deriving confidence intervals has been presented in section 3. Section 4 explains experimental methodology and results.
Stochastic Logic Programs (SLPs)
In this section we will briefly review SLPs that extend standard logic programs by combining logic and probability. An SLP is a definite labelled logic program. In an SLP all or some of the clauses are associated with parameters (labels). An SLP can be categorized into pure SLP and impure SLP depending upon the nature of the parameterization of the clauses. In a pure SLP all of the clauses are labelled whereas an impure SLP is a set of both labelled and unlabelled clauses. An SLP is a normalized SLP if labels of the clauses with same predicate symbol in the head sum to one that is any set S of clauses of the form p : K where p ∈ [0, 1] is a probability label or parameter and K is a range-restricted definite clause. In an unnormalized SLP summands, labels of clauses whose head have the same predicate symbols, do not add to one. Examples: SLPs provide an efficient representation for metabolic pathways as they can capture the whole dynamics and can account for enzyme kinetics. For example, in SLPs representation of a pathway, the set of clauses can describe enzymes and probability labels can account for reaction kinetics. Figure 1 shows a simple single-enzyme-substrate reaction and also tells how an SLP models the kinetics of the reaction. Clauses assert that in a reaction R the reactant O is transformed into the product P and the formation is under the control of enzyme E. The product of reaction R is generated with rate z. However the formation of the product can be hindered due to factors such as reduction in enzyme and reactant concentration or/and defective enzyme. The clause, 1 − z :: R(y, n), illustrates such scenarios. Figure 2 shows a simple hypothetical metabolic pathway and SLPs for the pathway. O1, P 1, P 2 and P 3 are external metabolites, where pathway starts with O1 and P 1, P 2 and P 3 are end products. R1, R2, R3 are reactions with attached rates directed by enzymes E1, E2 and E3 respectively. 
Fig. 2. Hypothetical metabolic pathway (left).SLPs for the pathway (right).

Learning Stochastic Logic Programs
Learning of SLPs can be carried in parametric estimation tasks or in structure (underlying logic program) induction scenarios. In this work, we focus on computing confidence in the parameters on SLPs assuming that the structure of SLPs is fixed and given.
Failure Adjusted Maximization (FAM):
In order to learn parameters on SLPs FAM [7] uses a method based on expectation maximization (EM). FAM uses EM [17] algorithm to perform maximum likelihood parameter estimation for the SLPs. Given a logic program and a set of initial (prior) parameters FAM computes the maximum likelihood estimates in a two step (expectation (E) step and maximization (M) step) iterative learning process. In the E-step, FAM computes the expected frequency for the clause given the current estimates of the parameters and the observed data. In the next step (M-step) the contribution of the clause is maximized. The value associated with each clause is normalized and it becomes an input for the next iteration of FAM. This process is repeated till convergence. Random Prior Aggregating (ranbag): Ranbag [8] is a bagging [10] type method that performs statistical parameter learning of SLPs. It is based on the use of ensemble learning in probabilistic logic based methods. Ranbag uses a base learner such as FAM. Ranbag exploits the characteristic of randomness in maximum likelihood estimators such as FAM. It performs parameter learning by perturbing the priors and obtaining the base model using the original learning set in an iterative fashion. The construction of the ensemble using ranbag can be viewed as a two stage learning process. In the first stage the prior parameters of the base predictor are set according to a random distribution. In the second stage ranbag calls the base learner. The base learner is provided with the original learning set L, an underlying logic program LP and a set of prior parameters P t . The obtained base models, h t = BL(L, LP, P t ), can be substantially diverse because base learners such as FAM depend on the selection of priors. These two stages are repeated T times. Ranbag perform the parameter estimation task by averaging the diverse predictions produced by the base models. Ranbag's estimation for ith parameter is h ranbag (i) = 1/T
The Bootstrap for Confidence Estimation
Statistical intervals such as confidence intervals provide a way to specify and quantify the precision and confidence in the estimation produced by an SLPs learning algorithm. We now present our approach for computing confidence in the parameters on the SLPs. Our methodology is based on the use of the parametric bootstrap and the nonparametric bootstrap [9] . Consider a learning set L of instances of the form, L = {x 1 , . . . , x n }, where the instances are coded in a relational way. Let the sample L is generated independently from an SLP S. Let P = {p 1 , . . . , p N } be the set of (true) parameters on the SLP andP = {p 1 , . . . ,p N } be the set of parameters estimated by a learning algorithm. In our setting an SLP represent enzymatic reactions in metabolic pathways and the parameters on the SLP represent rates of the reactions. We now make another assumption that the SLP learner estimates the parameters with very low bias. Our observation about FAM's and ranbag's bias is as follows. FAM is not a biased predictor. It computes parameters with low bias and high variance and an ensemble of FAM such as ranbag decreases the variance. The bias component either remains unchanged or there is further reduction in it. For ranbag, our conjecture is that the bias component of the statistical interval is too small to have any significance and variance is the main component of the confidence interval. Hence we can assume that bias is negligible or zero. For biased estimators there exists techniques that performs bias correction. These techniques suffer from some problem. They may not provide reliable confidence calculation for small datasets. Furthermore the number of required bootstrap replicates can be high [9] .
In order to evaluate the application of the bootstrap in SLPs we present two algorithms that are based on the non-parametric bootstrap and the parametric bootstrap. The non-parametric bootstrap approach works by iteratively drawing bootstrap samples from the data. The bootstrap sample is constructed by randomly drawing, with replacement, n instances from the learning set of size n. It replaces the distribution D (according to which data is generated) by empirical distributionD that is a discrete distribution and assigns probability of 1 n to each instance. The bootstrap replicate may not contain all of the instances from the original learning set and some instances may occur many times. The probability that an instance is not included in the bootstrap sample is (1 − 1/n) n . For large sample sizes the probability is approximately 1/e = 0.368. On average bootstrap replicate contains 63.2% of the distinct instances in the learning set. Since the bootstrap sampling described above is carried out without using any parametric model, therefore it is called nonparametric bootstrap. The non-parametric bootstrap approach for uncertainty estimation is as follows. We now measure the uncertainty in each of the estimated parameter. The variance for each parameter i is defined by,
Given that the variance in each of the estimated parameter has been computed, the confidence interval (CI) is given by
where CV is critical value that is derived from the desired confidence level (1 − α). CV can be obtained from a t-distribution table with degrees of freedom equal to the number of bootstrap samples. The nonparametric bootstrap lower limit for a parameter on the SLP is LL =p i m − CV σ and the upper limit is given by U L =p i m + CV σ. Uncertainty in an SLP learner's estimation can also be measured by another similar procedure that is based on the parametric bootstrap. In this procedure the samples are generated in a parametric fashion. The instances comprising the bootstrap replicates are sampled from the learned parametric model instead of resampling from the original learning set. The parametric bootstrap procedure is as follows.
1. Learn a stochastic logic model using a learning algorithm such as ranbag. 2. for r = 1 to b do -Generate a sample of size n from the learned SLPs to obtain a parametric bootstrap replicate L [18] . Both the parametric bootstrap and the non-parametric bootstrap perturbs the data but the method of perturbation is different. In the non-parametric bootstrap data is resampled from the original learning set whereas in the parametric bootstrap data is generated from the learned SLP. Furthermore, there is inherent discreteness in the non-parametric bootstrap and it can converge to uniform distribution asymptotically. There can be an asymptotic convergence to the underlying model for the parametric bootstrap.
Experimental Results and Analysis
In this section we describe a series of extensive and systematic experiments. We carried out the quantification of our confidence in the estimation of enzymatic reaction rates of amino acid pathway of Saccharomyces cerevisiae (baker's yeast, brewer's yeast. Figure 3 shows the aromatic amino acid pathway of yeast. We used the pathway and its stochastic logical encoding given in [19] . In our setting the underlying logic program incorporates information about enzymes, metabolites (reactants and products) and enzyme catalyzed reactions. The stochastic labels represent the reaction rates. The probability labels are assigned in a way so as the reaction rates are consistent with the biological literature. Twenty one enzymatic reactions in the metabolic pathway are represented by the stochastic clauses. We used the implementation of FAM available at 1 . As our experimental methodology we generated the data from SLPs representing the pathway. We conducted experiment with a range of sample sizes n. Sample sizes considered are n = 100, 250 and 500. For each sample size we generated 5 datasets. For each dataset we used 25 bootstrap samples for both the parametric and the non-parametric method. We report the average results. The coordinates such as convergence criterion for FAM and stopping criterion for ranbag can control the performance of FAM and ranbag. We set FAM's convergence criterion to the log likelihood of 0.1. For ranbag we specified the number of models T to 100. In order to evaluate the applicability of the bootstrap in SLPs and to compare the performance of the parametric bootstrap and non-parametric bootstrap we used the fol- lowing criteria. We compared the performance of both the methods for constructing 90% two-sided confidence intervals.
-We computed the average coverage probability. Coverage probability is given by the relative frequency of the true parameter p i (rates of reactions) when the confidence interval contains the parameter p i . We averaged the coverage probability over the total number of parameters N . −CV σ) . -We computed the average number of true parameters that do not fall within the confidence intervals. We measured the number of true parameters with values above the confidence intervals and the average number of true parameters with values below the confidence intervals. We repeated the process for generated datasets for each sample size and then averaged the results. The criteria shows the induction power of the algorithm for estimation of reaction rates in metabolic pathways. The smaller the average number of true parameters that do not fall within the intervals the better the induction method is.
An ideal method will show the average coverage probability of 0.9. The average number of true parameters with values above the confidence intervals should be equal to the average number of true parameters that fall below the confidence intervals. Furthermore the average number of true parameters that do not fall within the confidence intervals should be small. Table 1 shows the results for 90% two-sided confidence intervals for the enzymatic reaction rates in the pathway using the parametric and the non-parametric method. The table also shows the performance of the techniques as a function of sample size. The results show that the coverage probability of the parametric and the non-parametric method is comparable. However the coverage probability of the non-parametric bootstrap is nearer to the desired probability for small datasets (for n = 100,250). It seems that the non-parametric bootstrap performs worse than the parametric bootstrap due to its inherent discreteness that add noise for very small sample sizes. However the effect of discreteness becomes insignificant for reasonable sized dataset. The non-parametric method shows better coverage for reasonable sized dataset. We infer that the parametric bootstrap is the preferable method to compute the enzymatic reaction rates for very small sample sizes.
The length of the interval for both the methods is approximately same. The length is small for large n and big for small n. It shows that reasonable sized samples provide better confidence estimation as compared to small sample sizes. We also observed the shape of the intervals. It appears that the intervals are symmetric. Figure 4 illustrate the average number of true parameters that do not fall within the confidence interval. In figure 4 (left and right) the x-axis show the sample size n. In figure 4 (left) the y-axis shows the average number of true parameters whose values are above the confidence interval whereas figure 4 (right) shows the average number of true parameters having values below the confidence intervals. The figure illustrates the accuracy of our methodology. Large number of true parameter values fall within the confidence intervals and a very small fraction of true parameters values are above/below the confidence intervals. It is worth to be noting that the figures show the number of true parameters with values falling above and below the confidence intervals are almost equal. The results show that our bootstrap's based methodology has several advantages. The average coverage probability is much nearer to desired coverage probability and a large number of true parameter values fall within the confidence intervals. It can be successfully used to compute confidence in the estimated enzymatic reaction rates.
Conclusion
We have presented a methodology to compute the confidence in the predictions of an SLP learner. We evaluated the applicability of bootstrapping in probabilistic logic based methods for calculating accurate confidence intervals. We addressed an important problem of estimating confidence in learned enzymatic reaction rates. SLPs provides efficient representation for metabolic pathways where the probability labels on an SLP account for enzyme kinetics. In order to compute confidence in learned rates we applied the parametric bootstrap and the non-parametric bootstrap. Generally, the results of both the methods are comparable but the performance of the parametric bootstrap is better for small datasets and can be a preferable method for limited amount of data. Future work will consider a theoretical analysis of the bootstrap in SLP learning. Also more experimental work is required to evaluate the methodology for a range of related problems.
