Yu. A. Ryabov and R. D. Driver proved that delay equations with small delays have Lipschitz inertial manifolds. We prove that these manifolds are smooth. In addition, we show that expansion in the small delay can be used to obtain the dynamical system on the inertial manifold. This justifies "post-Newtonian" approximation for delay equations.
Introduction
Yu. A. Ryabov [23, 24, 25, 26, 27] and R. D. Driver [7, 8] studied retarded functional differential equations (RFDEs) with small retardations. For a globally Lipschitz RFDE with a sufficiently small retardation, they proved the existence of a finite-dimensional manifold of "special solutions" that attracts, exponentially fast, all solutions in the infinite-dimensional phase space of the RFDE. We will show that the manifold of special solutions is smooth. Thus, Ryabov's special solutions form an inertial manifold in the phase space of the RFDE. In particular, the long-term dynamics of the RFDE is determined by a (smooth) ordinary differential equation (ODE) on the inertial manifold. We will also show that the dynamical systems on the slow manifolds of the singular perturbation problems obtained by expansion of the RFDE to some finite order in powers of the retardation agree with the dynamical system on the inertial manifold. Thus, the long-term dynamics of the original RFDE (the dynamics on its inertial manifold) can be obtained by reducing a "post-Newtonian" expansion to an appropriate slow manifold.
Let C( [a, b] , R n ) denote the Banach space of continuous functions from the interval [a, b] to R n with the supremum norm; and, in the special case where a = −τ < 0 and b = 0, let C := C([−τ, 0], R n ). Also, for each function g defined on the interval [t − τ, t], let g t ∈ C denote the function given by g t (θ) = g(t + θ). A continuous function F : R × C → R n determines the nonautonomous retarded functional differential equation RFDĖ
x(t) = F (t, x t ).
(
Similarly, a continuous function F : C → R n determines the autonomous RFDEẋ (t) = F (x t ).
A solution of equation (1) is a continuous function y : [σ − τ, σ + c) → R n defined for some σ ∈ R and c > 0 such thatẏ(t) = F (t, y t ) for t ∈ [σ, σ + c), whereẏ(t) denotes the right-hand derivative of y at t. In this case, for φ ∈ C we will sometimes write y(φ)(t) (or y(σ, φ)(t)) and say that y(φ) (or y(σ, φ) ) is the solution with initial condition φ at σ if y(φ) σ = φ. The basic theorem of the subject is the following result on existence, uniqueness, and continuous dependence (see, for example, [6, 15] ).
Suppose that η : R × R n → R n is a continuous function such that for each ξ ∈ R n the function t → η(t, ξ) is a special solution of the RFDE (1) . The function η is called a special flow for the RFDE (1) if η(t, η(s, ξ)) = η(t + s, ξ), η(0, ξ) = ξ whenever t, s ∈ R and ξ ∈ R n .
We will often write η(ξ) t for the function in C given by
η(ξ) t (θ) = η(t + θ, ξ).
In case τ > 0, the initial conditions for a RFDE range over the infinitedimensional space C. Thus, C is the natural state-space for the associated dynamical system given by T t (φ) = y(φ) t for t ≥ 0 and φ ∈ C. The initial conditions for a special flow range over the finite-dimensional space R n . Thus, a special flow would seem to determine the dynamics of the RFDE only on a negligible subset of its phase space. On the other hand, a special flow would capture the long-term dynamics-the important dynamics in many physical models-if all solutions of the RFDE were attracted (in forward time) to the manifold M ⊂ C given by the image of the map ξ → η(ξ) 0 from R n to C. Even better, if M were smooth, then the special flow-the dynamical system that agrees with T t on M-would be generated by a smooth vector field, the infinitesimal generator of the special flow. In other words, the evolution of the RFDE on M would be uniquely determined by specifying an initial value in R n for an ODE. In fact, under the assumption that there is a special flow, the vector field X with flow η is given (in local coordinates on M) by
Note that X is smooth whenever the function from R n to C given by ξ → η(ξ) 0 is smooth. In particular, the smoothness of X depends only on η restricted to [−τ, 0] × R n . Our investigation of special flows is motivated by the observation that the fundamental forces of nature-in either Maxwell's or Einstein's field theories-propagate at the speed of light, not at infinite speed as in Newtonian physics. In particular, there is no "action at a distance." As a result, the fundamental equations of motion are retarded functional differential equations with space-dependent delays-a more general type of functional differential equation than the RFDEs considered here. Because these equations of motion are generally very complicated, it is common practice in physics to approximate them with ordinary (or partial) differential equations. We will consider one important approximation procedure, called post-Newtonian expansion, where differential equations are obtained by truncating at some finite order the Taylor expansion of the functional equations of motion in powers of some characteristic velocity divided by the speed of light. How can such an approximation be justified? In case the true functional differential equations of motion have an inertial manifold, the only viable finitedimensional approximation is the dynamical system on the inertial manifold; it captures the long-term dynamics of the infinite-dimensional dynamical system. Therefore, the post-Newtonian approximation (or any other finitedimensional approximation) would be justified if it agrees with the dynamical system on the inertial manifold.
As a first step in the direction of such a justification for post-Newtonian approximations of real physical systems, we will consider here exactly the same procedure for a special type of RFDE. To mimic the equations of motion, we will consider families of delay equations, where the delay is viewed as a parameter. More precisely, for a C 1 -function f : R n × R n → R n , the RFDE corresponding to the family of functionals F τ : C → R n given by F τ (φ) = f (φ(0), φ(−τ )), where τ ∈ [0, b] for some b ≥ 0, is the delay equationẋ (t) = F τ (x t ) = f (x(t), x(t − τ )).
Under the assumption that there is a special flow η(t, ξ, τ ) for this delay equation which also depends smoothly on ξ and τ , the corresponding smooth vector field X with flow η is given by
in local coordinates on the manifold of special solutions M τ . Note that the smoothness of the vector field X depends only on the smoothness of η
As suggested previously, the vector field X (equivalently the ODE that it defines) on M τ will determine the long-term behavior of the original delay equation as long as M τ is an inertial manifold ; that is, M τ is an invariant, finite-dimensional, and smooth manifold that attracts all other solutions exponentially fast.
In this paper, "post-Newtonian expansion" means expansion of the vector field (5) to some finite-order in powers of τ . This procedure produces a high-order ODE in the time-derivatives of the state x, where the highestorder time-derivative of x is multiplied by a power of τ . In other words, the resulting high-order ODE can be viewed as a singular perturbation problem with small parameter τ .
In the physics literature (see for example [18] ), a famous example of postNewtonian expansion is the Abraham-Lorentz-Dirac equation. For an electron confined to move on a line-the simplest example-and with radiation reaction taken into account, this model yields the third-order ODË
for the position of the electron, where q is the charge, m is the mass,
, c is the speed of light, and F is the external force. As is well-known, this type of equation does not give a satisfactory physical model. The fundamental difficulty is apparent, for example, with F given by Hooke's law (say F (x) = −kx for k > 0). In this case, the resulting (linear) ODE has solutions-called runaway solutions in the physics literature-that are unbounded in forward-time. Since the system is supposed to model the motion of an electron, which is supposed to radiate energy as its acceleration changes, the radiation reaction should cause damping, an effect that is incompatible with runaway solutions. Hence, this post-Newtonian system cannot be the correct (approximate) dynamical model.
A general resolution of the problem of runaway solutions and a rigorous foundation for post-Newtonian mechanics is proposed in [4, 5] . There, the fundamental delay-type equations of motion in classical gravitation and electrodynamics are conjectured to have inertial manifolds in the low-velocity regime. As mentioned previously, in this case the long-term dynamics of the true equations of motion is given by the corresponding finite-dimensional differential equation on the inertial manifold. To be viable, a post-Newtonian model must produce a dynamical system that agrees with the dynamical system on the inertial manifold. By a second conjecture, an approximation to the dynamical system on the inertial manifold (up to the order of the truncation of the post-Newtonian expansion) can always be obtained by viewing the (truncation of a) post-Newtonian expansion as a singular perturbation problem and reducing the corresponding dynamical system to an appropriately chosen slow manifold. In this scenario, it is easy to see that the runaway solutions for the post-Newtonian system have no physical significance; they are merely artifacts of the expansion procedure that correspond to motions in the unstable manifold of the slow manifold. The correct post-Newtonian approximation-the ODE on the inertial manifold (a Newtonian equation with post-Newtonian corrections)-is thus approximated by reduction of the post-Newtonian high-order ODE to a slow manifold (cf. [2] ).
We will justify the "post-Newtonian" approximation procedure for the delay equation (4) . Three main results will be presented. Under the assumption that F is Lipschitz and τ is sufficiently small (an explicit bound will be given), we will show that the RFDE (2) has a smooth inertial manifold. For the delay equation (4), we will also show that the inertial manifold depends smoothly on the parameter τ . Finally, for the delay equation, we will show that the singularly perturbed high-order ODE obtained by "post-Newtonian" expansion in the small parameter τ results in a vector field (the slow vector field) on an appropriate slow manifold that agrees with the vector field (the inertial vector field) given by the restriction of the infinite-dimensional dynamical system to its inertial manifold. More precisely, we will show that the slow manifold has the same dimension as the inertial manifold and the two vector fields agree to second-order in τ -a result that is sufficient for most applications. We will also show these vector fields agree to all orders for the special case of the linear delay equationẋ(t) = Ax(t − τ ), where A is an invertible n × n-matrix.
The author thanks the anonymous referee for suggesting many improvements of the first draft of this paper.
The existence and smoothness of special flows
The following theorem states some of the fundamental results of Driver and Ryabov (see [7] and [8] ). 
and Kτ e < 1, then, for each s ∈ R and ξ ∈ R n , the nonautonomous RFDĖ 
The second part of Theorem 2.1 states that every solution is attracted exponentially fast to the manifold of special solutions (cf. [19] ).
In this section we will prove two results about the smoothness of the special flow mentioned in Theorem 2.1. For simplicity, we will consider autonomous RFDEs. 
The proofs of these theorems are similar. We will obtain the special solutions for the RFDE (2) as fixed points of a contraction. We will then use the fiber contraction principle (see [17] and [3] ) to prove the smoothness of the family of special solutions with respect to their values in R n at t = 0; and, for the case of delay equations, we will also prove their smoothness with respect to the delay τ .
Note that the smoothness of the infinitesimal generator of the special flow η, namely the vector field X given by
, and therefore the smoothness of the forward extension follows from the usual results for ODEs.
The proofs given here are similar, but not the same as, the results in [14, 16] where smoothness with respect to initial functions and delays is proved for the delay equation (4) . Here, we will consider the smoothness of the special flows with respect to the finite-dimensional space of initial conditions R n , where we must consider backward-time solutions. Also, it turns out that, in our special situation, there is no loss of smoothness with respect to the delay, whereas in [14] the function f in the delay equation (4) is required to be C 2 in order for the solution to be C 1 with respect to the delay. For another approach to the results presented here, note that the family of delay equations (4) is transformed, by the change of variables t = sτ , to the family of delay equations
where y(s) := x(τs). This new family is equivalent to the original family (4) if τ = 0. It is easy to see that the unperturbed delay equation, at τ = 0, for the family (6), namely y (s) = 0, has a normally hyperbolic, finite-dimensional, invariant manifold in
We could hope to obtain a smooth inertial manifold for the family (6) (and therefore for the original family (4)) for τ = 0 and sufficiently small, if we could apply an infinite-dimensional version of the usual finite-dimensional normal hyperbolicity theory (see, for example, the recent results of P. W. Bates, K. Lu, and C. Zeng [1] ). While this general approach might produce a useful result, the direct method seems to be a better choice in our special case: at least it produces an explicit estimate for the parameter interval containing τ = 0 corresponding to the existence of inertial manifolds.
Proof of Theorem 2.2
We will split the proof of Theorem 2.2 into several propositions. The first part of the proof sets up an appropriate fiber contraction. The second part of the proof uses the fiber contraction principle to prove the smoothness of the special flow.
By the hypothesis, 2Kτ √ e < 1 where K is the Lipschitz constant for the functional F . Let λ := (2τ ) −1 and note that
Let V be a compact subset of R n and B the Banach space of continuous functions η : R × V → R n with
Also, for an arbitrary Banach space E, a function α : R × V → E, and (t, ξ) ∈ R × V , let α(ξ) t denote the function (defined on the interval [−τ, 0] with values in E) given by α(ξ) t (θ) = α(t + θ, ξ).
Proof. The first statement is obvious. The second statement follows from the local uniform continuity of α.
Using this proposition, note that if η :
A fixed point of this operator in B is a special solution of the RFDE (2).
Proof. Using Proposition 2.4, it is easy to see that Λ(η) : R × V → R n is continuous; in fact, it is the composition of continuous functions. We will show first that Λ(η) B < ∞.
For (s, ξ) ∈ R × V , we have the key estimate
Using this estimate and the Lipschitz constant K for F , we have that
and therefore
as required.
To show that Λ is a contraction, suppose that η, γ ∈ B, and use the estimate (9) to obtain the inequalities
Thus, we have the norm estimate
and, by the first inequality in display (7), Λ is a contraction.
For a Banach space E, let L(R n , E) denote the linear transformations from R n to E with the usual operator norm | |, and let L denote the Banach space of continuous functions Φ :
Also, let F denote the set of all continuous functions Φ :
The Banach space L consists of the candidates for the derivatives with respect to ξ of the elements of B.
Proposition 2.6. The set F is a complete metric space relative to the metric
Proof. We will show that F is a closed subset of L. If Φ ∈ F, then
Hence, in view of the equality 2λτ = 1 in display (7)
is a sequence in F that converges to Φ in L. Using estimate (9) and the definition of F , we have that
By passing to the limit as k → ∞, we obtain the desired estimate
) is a continuous fiber contraction (that is, Γ is continuous, there is a number μ with 0 ≤ μ < 1, and, for each fixed η ∈ B, the function Φ → Ψ(η, Φ) is a contraction with contraction constant μ).
Note that DF ≤ K. For v in the unit sphere of R n and Φ ∈ F , we have the following estimates:
By using the first inequality in display (7), we have that
and therefore Ψ(η, Φ) ∈ F. We will show that Ψ is a uniform contraction. For η ∈ B and Φ, Υ ∈ F, the analogue of the key inequality (9) 
It is used to obtain the estimate
and, by the second inequality in display (7), Ψ is a uniform contraction.
To complete the proof, we will show that Ψ is continuous. Because Ψ is a uniform contraction, it suffices to prove that the function η → Ψ(η, Φ) is a continuous map from B to F for each Φ ∈ F.
Remark: Although continuity with respect to the base point is an essential ingredient of the fiber contraction method, this nontrivial requirement is often ignored. There does not seem to be a general result that can be used to establish the required continuity; instead, the continuity must be checked in each case (see [9] for an approach to this difficulty in the setting of local contractions of Banach spaces).
For η, γ ∈ B and Φ ∈ F, we have the estimates
Remark: Define the space N of continuous functions
To begin the proof of the claim, recall that DF ≤ K and choose a number σ > 0 such that 2K exp(−λσ) < . For all η, γ ∈ B, ξ ∈ V , and |s| > σ,
On the other hand, using the uniform continuity of the function DF on the compact subset S :
Hence, for such an η and for all (s,
This result, combined with inequality (12), proves the claim. Fix > 0. By Claim 2.8, there is a δ > 0 such that
whenever η − γ B < δ. Using this result and estimate (11), we have that
whenever η − γ B < δ. Finally, by using the equation 1/τ − 2λ = 0 and the last equality in display (7), it follows that
n with compact closure V such that ζ ∈ U, and let the Banach spaces B and L be defined relative to the compact set V .
Because Λ is a contraction, it has a unique fixed point η ∈ B. Because F is a complete metric space and (by Proposition 2.7) the map Φ → Ψ(η, Φ) is a contraction, it has a unique fixed point Φ ∈ F. By the fiber contraction theorem [17] , the point (η, Φ) ∈ B × F is a globally attracting fixed point for the fiber contraction Γ. Let η 1 (t, ξ) ≡ 0 and Φ 1 (t, ξ) ≡ 0, and note that (
where the differentiation under the integral sign is justified because the interval of integration is finite and the integrand is continuously differentiable with respect to ξ. Thus, we have that {η k } ∞ k=1 converges to η in B and {D ξ η k } ∞ k=1 converges to Φ in F . Finally, because continuity and differentiability are local properties, to prove that D ξ η exists and is continuous at (σ, ζ), it suffices to restrict to the domain [σ − 1, σ + 1] × U where
Hence, on this domain, the sequences
are uniformly convergent, and therefore D ξ η = Φ is a continuous function.
Proof of Theorem 2.3
While the proof of Theorem 2.3 is similar in structure to the proof of Theorem 2.2, it is more difficult. To see why, recall the delay equation (4), and note that its variational equation with respect to τ along the solution t → x(t) is given bẏ
where D 1 f (respectively, D 2 f ) denotes the partial derivative with respect to the first (respectively, the second) argument of f . A problem arises because the factorẋ(t − τ ) appears in the integrand of the basic integral equation that will be used to define the principal part of a required fiber map. In order for this fiber map to be defined, the functionẋ(t − τ ) must, at least, be integrable. This requirement must be taken into account in the definition of the function space where we will seek a special solution of the original delay equation as the fixed point of a contraction. The natural candidate for this space is a certain weighted Sobolev-type space that we will define (cf. [14, 16] ) after the statement and proof of a technical lemma.
achieves its maximum value pmax at a unique point σ ∈ [0, ∞). 
Proof. The first statement of the proposition is an exercise in calculus. It is also easy to show that pmax < (4(2 + σ)) −1 ln(7 + 4σ).
By the hypothesis,
Hence, e bλ < 1 + σ, and therefore
By continuity, there is some number ν 0 > λ such that
Also, note that
Using the inequality (13), we have that 2bλ < ln(7 + 4σ).
A rearrangement of this estimate gives
and therefore 1 4(2 + σ)
(1 + e 2bλ) ) < 1.
By continuity, there is some ν > λ such that
By the hypothesis of Theorem 2.3, we have 0 ≤ 8Kb < 1. Hence, there are numbers λ, ν, and μ satisfying the relations stated in Lemma 2.9. Let us fix these numbers for the remainder of this section. Also, let V ⊂ R n be a compact set.
If
By the usual theory of Schwartz distributions (see for example [21] 
By the definition of convergence in L 1 loc , the functionη is continuous, if for each compact set J ⊂ R, the functionη :
is continuous, and
The following proposition is proved in Appendix A.
Proposition 2.10. The set S endowed with the S-norm is a Banach space.
Note that a fixed point of Λ in S is a solution of the delay equation (4) . Let ρ > 0 be a number such that
and let B denote the closed ball with radius ρ at the origin in S.
Proof. Because η and f are continuous, the function Λ(η) is continuous with its range in R n . Similarly, since
that is,
Note that this inequality has the form Λ(η) S ≤ A + Bρ. By the choice of ρ as in display (15), we have that ρ ≥ A/ (1 − B) . Hence, A + Bρ ≤ ρ; that is, Λ : B → B. By similar estimates, for η, γ ∈ S we have that
Hence,
and, by the choice of λ as in Lemma 2.9, the function Λ is a contraction.
For λ, μ, ν, and b as in Lemma 2.9, let L denote the Banach space of all continuous functions Φ :
n ) that are bounded with respect the norm given by
We will use the natural identification of L(R, R n ) with R n to identify Φ(t, ξ, τ ) with an element of R n . The Banach space L consists of the candidates for the derivatives with respect to τ of the elements of S. For (η, Φ) ∈ S × L, let Ψ denote the operator given by
Choose r > 0 such that
where ρ is as in display (15), and let F denote the set of all continuous functions Φ : g ds is continuous. In fact, this map is absolutely continuous (see [22, p. 50] ). Thus, because the image ofη is in L 1 loc (R, R n ) and f is continuously differentiable, it follows that Ψ(η, Φ) is continuous. Also, because f is globally Lipschitz, we have that
where the norm on the cross product R n × R n is the sum of the R n -norms. Using the estimates 
that is, Ψ(η, Φ) ∈ F. We will show that Ψ : B × F → F is a uniform contraction. In fact, for η ∈ S and Φ, Υ ∈ L, we have the inequalities
as required. We will show that Γ is a continuous fiber contraction. As in the proof of Proposition 2.7, it suffices to show that, for each Φ ∈ F, the function from B to F given by η → Ψ(η, Φ) is continuous. 
The proof of Claim 2.13 is similar to the proof of Claim 2.8. Fix γ ∈ B, Φ ∈ F, and > 0. Let
and apply Claim 2.13 to obtain a δ > 0 such that δ < /M and, for i ∈ {1, 2},
whenever
where
Using the inequality (17) and the definition of F , we have that
To bound I 3 , add and subtract the quantity
apply the triangle inequality, and make a change of variables to obtain the estimates
The integrals are bounded above (using norm estimates in S and B) by considering separately the cases t − τ ≤ 0 and t − τ > 0, and in the latter case by splitting the integral into integrals over [−τ, 0] and [0, t − τ ]. Using the resulting estimates, the choice of δ, and the definition of B, we find that
By combining this inequality with inequality (18), using the hypotheses ν > λ and μ = λ + ν, the definition of δ (recall that δ < /M), and the definition of M, we have that
Proof of Theorem 2.3. The proof is the similar to the proof of Theorem 2.2 except for a modification of the induction argument that is used to show the equality D τ η k = Φ k for the elements of the sequences
in F which are defined recursively by the iterates of the point (0, 0) ∈ B × F with respect to the fiber map Γ. In the present case, it is convenient to use an induction hypothesis with two parts:
the partial derivative D t η k+1 is automatically continuous. Two main ingredients are used to prove that D τ η k+1 = Φ k+1 . The first induction hypothesis is used to justify the interchange of the partial derivative operator D τ and the integral in the expression for the operator Λ. The second ingredient is an easy result from the theory of distributions. It states that the function t → D t η k (t, ξ, τ ) corresponding to the classical partial derivative D t η k , which is assumed to exist and be continuous by the induction hypothesis, is in the equivalence class of the corresponding distributional derivativeη(ξ, τ ) for
Expansion in the small parameter
By Theorems 2.1, 2.2, and 2.3, we know that under appropriate restrictions on the size of the delay, the delay equation (4), given byẋ(t) = f (x(t), x(t − τ )), has an n-dimensional C 1 inertial manifold consisting of special solutions. Theorem 2.1 implies that the inertial manifold is exponentially attracting; Theorems 2.2 and 2.3 imply that the inertial manifold is smooth. In this case, the inertial vector field (5), given by X(ξ, τ ) = f (ξ, η(−τ, ξ, τ )), is the generator of the corresponding special flow. Moreover, X is a C 1 function. In this section, we will assume that the function f , the solutions of the delay equation, and the inertial vector field are sufficiently smooth so that their Taylor expansions are defined. As mentioned in the introduction, we will show that the inertial vector field agrees with the slow vector field on an appropriately chosen slow manifold for the singular perturbation problem obtained by expanding the delay equation to second order in powers of the delay τ . We will also show agreement to all orders for the linear delay equationẋ(t) = Ax(t − τ ), where A is an invertible n × n-matrix.
Inertial manifold reduction
The expansion of the family of inertial vector fields X(ξ, τ ) = f (ξ, η(−τ, ξ, τ )) with respect to τ at τ = 0 is
This result is obtained by using the invariance of the special flow η; in fact, we have thaṫ
Clearly, X(ξ, 0) = f (ξ, ξ) and
Since η(0, ξ, τ) = ξ, all derivatives of the function τ → η(0, ξ, τ) vanish.
Hence, it follows that
and
Finally, note thatη
In view of the representation of X in display (19) , it is clear that sufficiently small delays do not matter if the vector field given by ξ → f (ξ, ξ) is structurally stable (cf. [20] ). On the other hand, using the theorems in Section 2, the range of delays for which the inertial manifold exists can be estimated. Once this is done, the parameter τ is rescued from the "realm of the sufficiently small," and the effect of the perturbation caused by the delay remains to be determined. In case the vector field ξ → f (ξ, ξ) is not structurally stable (for instance, if the vector field is Hamiltonian), then even sufficiently small delays do matter. As a simple illustration, consider the delay (Duffing) equation
An equivalent first-order system of delay equations has the form of equation (4), but it is not Lipschitz on R 2 . This difficulty is easily remedied by using a cut-off function, defined on R 2 , to create a new system that agrees with the original system on some open ball at the origin and is constant in the complement of a larger open ball. The modified system has an inertial manifold for small τ and the first-order approximation (computed using equation (19) ) of the reduced system on the corresponding inertial manifold is given byẍ + τ (3bx
on the open ball at the origin where the modified system agrees with the original system. While the delay equation (20) with τ = 0 is conservative, the second-order differential equation (21) is a form of van der Pol's oscillator; it has a stable limit cycle for appropriate choices of its parameters. Thus, small delays certainly do matter in this case.
Post-Newtonian expansion
As discussed in Section 1 (see also [4, 5] ), we will mimic post-Newtonian expansion in classical field theory using the delay equation (4),
Here, post-Newtonian expansion means Taylor expansion of the function τ → f (x(t), x(t − τ )) to some finite order in powers of τ . We will show how to obtain the inertial vector field-the vector field which gives the correct long-term dynamics of the delay equation-from the post-Newtonian expansion. It turns out that the slow vector field on a slow manifold of an appropriately chosen singularly perturbed system, naturally derived from the post-Newtonian expansion, agrees with the inertial vector field. The post-Newtonian expansion of the function τ → f (x(t), x(t − τ )) at τ = 0 is given by
(t))(ẋ(t),ẋ(t)))
Note that the truncation of this expansion at order N in τ , when set equal toẋ(t), produces an Nth-order ordinary differential equation of the form
Because equation (23) is singular in the limit as τ → 0, many examples of such systems will contain "runaway" solutions (that is, solutions that are unbounded in forward-time). For this reason, the post-Newtonian approximation is not satisfactory as a physical model as mentioned in Section 1. Since, for small delays, the long-term dynamics of the delay equation (4) is obtained by reduction to its inertial manifold, it is clear that the utility of post-Newtonian expansion can be justified only if there is a natural way to extract the dynamical system on the inertial manifold from the postNewtonian expansion. Fortunately, there is a well-established method for approaching this problem: reduction to a slow manifold.
We will illustrate the method for the singularly perturbed Nth-order ordinary differential equation (23) . Suppose that N > 1 and let μ := τ 1/(N −1) . The differential equation (23) is equivalent to the singularly perturbed firstorder systemẋ
. . .
whereF is obtained from F by rearranging terms and dividing out factors of the form μ (i−1)N that appear in denominators when y i /μ (i−1)N is substituted for x i . Under the assumption that D 2 f (x, x) has no eigenvalue with zero real part and τ is sufficiently small, this system has an n-dimensional slow manifold, an invariant manifold with the same dimension as the inertial manifold for the underlying delay equation (4) (see Proposition 3.1). Moreover, the reduction of the dynamical system (24) to this slow manifold agrees with the dynamical system (19) on the inertial manifold.
While the inertial manifold attracts nearby solutions, the slow manifold generally has both stable and unstable manifolds, that is, some solutions are attracted to the slow manifold and some solutions are repelled. The unstable directions correspond to the runaway modes. Also, it should be clear that only the solutions on the slow manifold of system (24) have physical significance; all other solutions are merely artifacts of the truncation of the post-Newtonian expansion.
As a convenient terminology, let us call the dynamical system on the slow manifold of system (24) the post-Newtonian approximation. We will show that this approximation is useful by proving that it agrees with the dynamical system on the corresponding inertial manifold.
The geometric theory for singular perturbation problems-initiated by the pioneering work of N. Fenichel [11, 12] -is by now well-developed. We will explain the basic idea and then apply the result to the truncation of system (24) .
The basic singular perturbation problem is given by a system of the forṁ
where is a small parameter and f and g are smooth functions. Note that the reduced system obtained by setting = 0 is not a differential equation.
To overcome this difficulty, let us introduce the "fast time" s := t/ , and thereby recast the system into the regular perturbation form
where " " denotes differentiation with respect to s. This fast-time system is equivalent to the original system for = 0, the important values of this parameter.
The unperturbed fast-time system
has the invariant set Γ 0 := {(x, y) : g(x, y) = 0} consisting entirely of rest points. Under the generic assumption that the partial derivative g y (x, y) is an invertible linear map whenever (x, y) ∈ Γ 0 , an application of the implicit function theorem can be used to show that Γ 0 is a smooth manifold given by the graph of a function y = α(x); that is,
Under the stronger assumption that g y (x, y) has no eigenvalue with real part zero, the solutions of the unperturbed system starting near Γ 0 are all either attracted to, or repelled from Γ 0 . This fact is easily seen by linearization of the system at a rest point on Γ 0 . At each such point (x, y), the system matrix of the linearization is given by 0 0 g x (x, y) g y (x, y) .
The block of zero eigenvalues corresponds to the motion along the invariant set. Eigenvalues of g y (x, y) with positive real parts correspond to exponentially fast expansion from Γ 0 (runaway modes); eigenvalues with negative real parts correspond to exponentially fast contraction to Γ 0 . In other words, the rate of contraction in the normal direction dominates the fastest rate of contraction-in this case zero-on the invariant manifold and, likewise, the normal rate of expansion dominates the fastest expansion on the invariant manifold. An invariant manifold consisting entirely of rest points with these properties is called normally hyperbolic (see [11] for the general definition). By a fundamental result of Fenichel, a normally hyperbolic invariant manifold persists (for sufficiently small values of the small parameter) as a normally hyperbolic invariant manifold-again given as a graph-in the full nonlinear fast-time system. Because the flow on the normally hyperbolic invariant manifold for the unperturbed system is stationary, it is (infinitely) slow relative to the ambient flow. Under a small perturbation, the flow on the new invariant manifold likewise is slow relative to the perturbed ambient flow. For this reason, these invariant manifolds are called slow manifolds, and the corresponding flows on these manifolds are also called slow. It is important to realize that the slow manifolds for = 0 remain invariant sets for the original singularly perturbed system. In fact, the qualitative features of the dynamical behavior of the fast and slow-time systems for = 0 are identical; only the speed at which points move along trajectories is different.
The existence of a family of invariant manifolds for the family of fast-time systems, given as a family of graphs
whenever y = α(x, ). It follows that α is defined implicitly by the relation
and therefore α can be approximated in the usual manner by equating coefficients after power series expansion in the small parameter. The reduction of the dynamical system to the slow manifold is given by the ODE
the corresponding slow-time ODE iṡ
For many problems, this last equation determines the essential dynamical behavior of the original nonlinear singular perturbation problem. Let us now return to a truncation of the post-Newtonian expansion of the delay equation (4) . The next proposition states a sufficient condition for the singular system (24) to have a normally hyperbolic invariant manifold. More importantly, even if this condition is not satisfied, the formal slow vector field (that is, the hypothetical restriction of the vector field corresponding to system (24) to a hypothetical slow manifold) agrees with the inertial vector field of the delay equation (4) . Indeed, if we wish to determine the long-term dynamics of the delay equation, our objective is to obtain the dynamical system on its inertial manifold. From this point of view, the existence of the slow-manifold is not important; it is simply a construct that gives an alternative way to obtain the inertial vector field. On the other hand, it might be possible to prove the existence of the desired inertial manifold under the assumption that an infinite sequence of post-Newtonian truncations have slow-manifolds. Also, there are cases where post-Newtonian approximations are obtained without reference to a specific delay-type equation. Thus, the conditions for the existence of slow manifolds for the post-Newtonian truncations has some independent interest. 
vector field on the (n-dimensional) inertial manifold of the delay equation (4).
Remark: The simple condition for normal hyperbolicity given in Proposition 3.1 for truncations at even orders is due (in part) to the formulation used here of a corresponding first-order singular perturbation problem (see system (26) ) where the small parameter is taken to be μ := τ 1/ (N −1) . This relation is invertible in a neighborhood of the origin only if N is even.
Proof. We will consider two cases: N = 2 and N > 2. Note that because zero is not an eigenvalue of D 2 f (x, x), this linear transformation is invertible.
For N = 2, we have μ = τ and the system (24) has the forṁ
In case N > 2 system (24) can be recast aṡ
where F is a sum of terms obtained from the terms of order three through N in the Taylor expansion (22) . The essential observation is that in these terms-and in every other term-the jth time-derivative of x appearing in the expansion (22) is replaced by (1/μ jN )y j . By changing to the fast-time s := t/μ N , we obtain the system
which is equivalent to system (26) for μ > 0. Note that
is an invariant manifold, consisting entirely of rest points, for system (27) with μ = 0. Because Γ is defined by n(N − 1) equations in R nN , Γ is an n-dimensional manifold. Equivalently, Γ is the graph of the function
given by , x) , 0, 0, . . . , 0).
We will show that Γ is normally hyperbolic whenever N is even.
The linearized system at a point (x, y 1 , y 2 , . . . , y N −1 ) on Γ is given by the system matrix ⎛
The vector v := (ξ, η 1 , η 2 , . . . , η N −1 ) is in the kernel of the system matrix if and only if η 2 x) )ξ = 0, exactly the set of conditions required for v to be tangent to the manifold Γ. Hence, we have proved that the system has exactly n zero eigenvalues and these correspond to the "eigendirections" tangent to Γ. To prove that Γ is normally hyperbolic, it suffices to show that the system matrix has no nonzero pure imaginary eigenvalue.
If iβ, with β = 0, is an eigenvalue with (complex) eigenvector
. . , N − 1}, and
It follows that ξ = 0 and
Because N −1 is an odd integer, (iβ) N −1 is pure imaginary. Hence, D 2 f (x, x) would have an eigenvalue with zero real part, contrary to the hypothesis.
By an application of Fenichel's theory, the normally hyperbolic manifold Γ persists for sufficiently small μ = 0. Moreover, because N − 1 is odd, the relation μ = τ 1/(N −1) is invertible and system (24) also has a normally hyperbolic slow manifold for sufficiently small τ = 0.
It remains to show that the slow vector field (that is, the restriction of the vector field corresponding to system (24) to the slow manifold) agrees to order two in τ with the inertial vector field (19) for system (24) . The differential equation on the slow manifold is given by
which, in the original time-scale, iṡ
Thus, the slow vector field is given by x → y 1 (x, μ).
Note that the last equation in system (27) has the form
where the functions a j , j ∈ {1, 2, . . . , N − 1}, are polynomials in their last j variables and a 0 (x) = f (x, x). 
The formal series expansion of y 1 has the form
Using the invariance of the slow manifold, each y j is obtained from this expression, in turn, by differentiating with respect to x and multiplication by μ N y 1 (x, μ). To see this, consider a solution of system (27) where the first component is t → x(t, μ). For example, we have that
By this procedure, it is clear that the leading term of the series expansion for y j has order μ (j−1)N . To determine the form of the series expansion (30), substitute it into system (27) and note that the left-hand side of the last equation of the resulting system has leading-order μ (N −1)N . Hence, all terms of lower order in the series expansion for y 1 are determined by the equation
Recall that the leading term of the expansion of y j has order μ (j−1)N and substitute these series into the right-hand side of equation (31). After these substitutions, the leading term of the series expansion of the resulting righthand side of equation (31) has order zero, and its next term has order N − 1. Thus, the leading term of the series expansion of y 1 , the left-hand side of equation (31), has order zero, and its next term has order N − 1. Using this fact, recompute the series for the y j as indicated above and note that
To recompute the series expansion for the right-hand side of equation (31), we now substitute
Note that the first three terms of the series expansion of the right-hand side of equation (31) must now have orders 0, N − 1, and 2(N − 1). Hence, the first three terms on the left-hand side of equation (31) have the same orders, and it follows that
Proceeding by induction, let us suppose that
In this case,
The essential feature of these series is that the order of every term, whose order is less than or equal to (i + 1)(N + 1), has the form k(N − 1) for some integer k ∈ {0, 1, 2, . . . , i + 1}. After substitution of these series, the series expansion of the resulting right-hand side of equation (31) has the same property. Hence, so does the left-hand side of equation (31), as required. Consider system (25) . Using the Claim 3.2 and retaining only terms with order less than three in τ , the slow vector field is given by
By substitution of this expression into the last equation in system (25) and by retaining only the appropriate low-order terms, the functions y 1,1 and y 1,2 are determined by equating terms of the same order from the left and right-hand sides of the equation
In fact, y 1,1 and y 1,2 agree with the first and second-order terms in the expansion (19) of the inertial vector field. In case N > 2, we again use Claim 3.2 and the ansatz
Also, we note that after substitution into equations two through N − 2 in system (26) it follows that the leading term in the expansion of y i has order μ (i−1)N . Thus, after substitution in the last equation of this system, the leading term on its left-hand side has order μ (N −1)N ; therefore, unlike in the case N = 2, these terms do not enter into the determination of the coefficients of the slow vector field to order μ 2(N −1) . In fact, the coefficients of equation (32) are determined by equating to zero the terms of order μ i(N −1) , for i = 0, 1, 2, in the expression
after substitution using equation (32). Since the expansion of y 2 has leadingorder μ N , it "cancels" the factor 1/μ N . The coefficients y 1,N −1 and y 1,2(N −1) determined in this manner agree with the first and second-order terms in the expansion (19) of the inertial vector field.
Conjecture 3.3.
The formal expansion of the slow vector field corresponding to system (26) agrees to order N in τ with the expansion (19) of the inertial vector field.
We will prove a special case of Conjecture 3.3.
Theorem 3.4. Suppose that A is an n × n matrix. If |τ | A e < 1, then the delay equationẋ(t) = Ax(t − τ ) has an inertial manifold, and its inertial vector field is given by
Moreover, if N ≥ 1 and A is invertible, then the expansion in powers of τ of the slow vector field corresponding to system (26) agrees to order N with the inertial vector field X.
Proof. By the ratio test, if |τ | A e < 1, then the series in the statement of the theorem converges. By Theorem 2.1, the linear delay equation has a special flow y = y(t, x, τ ). We will show that its generator is given by X = X(x, τ ).
Define φ(t, x, τ ) := y(τt, x, τ) so thaṫ
Also, in this case, the inertial vector field is given by
We will show that
has the series expansion in the statement of the theorem.
The Taylor series at τ = 0 is determined from the partial derivatives of φ with respect to τ . We will compute these partial derivatives from appropriate variational equations. We have thatφ
and, by induction for j ≥ 1,
After evaluation at τ = 0,
and, by integration,
It is now clear that the Taylor coefficients of X are determined by the following algorithm:
By induction, it is easy to see that
as required. Let us now consider the slow vector field. By replacing the right-hand side of the delay equationẋ(t) = Ax(t − τ ) with its Taylor polynomial of degree N at τ = 0 and rearranging the terms in the resulting equation, we obtain the Nth-order ordinary differential equation
where x (j) denotes the jth derivative with respect to the slow-time t. For convenience of notation, let us consider the series expansion of the slow vector field, given by y 1 (as in Claim 3.2), in the form
where μ = 1/τ N −1 . The corresponding expansions of the elements of the sequence {y j } N −1 j=2 are determined in turn using the invariance of the slow manifold for system (27) and the recursive definition y j = y j−1 where the differentiation is with respect to the fast-time s. More precisely,
where D denotes the derivative with respect to the space variable x. It follows that
and, by induction for j = 2, 3, . . . , N − 1,
Let us determine the coefficients {ρ 1,k } N k=0 by substitution into the fasttime system (27) . Since the leading-order term of the expansion for y N −1 has order μ (N −1)N , the coefficients {ρ 1,k } N −1 k=0 are determined by equating to zero the right-hand side of the last equation in system (27) . An easy computation shows that
. Hence, we can instead determine these coefficients by equating to zero the right-hand side equation (34). After substituting into this equation for the time-derivatives x (j) according to the definitions of the y i in system (26) , it follows immediately that the determining equation for the coefficients {ρ 1,k 
k=0 is given by
Using the expansions of the y i from equation (36), we have that
By summing along "negative slope" diagonals in the (j, k)-index space, the last double sum can be rearranged so that
Using equation (37) and comparing coefficients in the expansions (35) and (38), it follows that the ρ 1,j (x), for j = 0, 1, . . . , N − 1, are given by the following algorithm:
For i ∈ {1, 2, . . . , N − 1} and j ∈ {0, 1, . . . , N − 1}, we will show that
To complete this part of the proof, we will show that ρ 1,k , as defined in the algorithm, is given by formula (39); or, in other words,
Clearly, it suffices to show that
But, since
the required identity is a corollary of the binomial theorem. To prove that X N = ρ 1,N , let us equate the terms of order μ N (N −1) in the last equation of system (27) . In the present case, this equation is obtained from equation (34). After substitution of the series expansions for the y i , the left-hand side of the equation has one term of the required order, namely μ N (N −1) A n x. After multiplication of both sides of the equation by the inverse of the factor (−1) N N!A −1 and some algebraic manipulation, it follows that therefore, the desired result follows from identity (41).
A Appendix
Proof of Proposition 2.10. We will prove that S is complete. Since each g is continuous, so is g.
We will show that 
