Abstract-Visual information is necessary for a robot to be able to manipulate flexible objects such as a rope because flexible objects change their shape during motion. Actually direct visual feedback and verification in three-dimensional space are the keys to performing successful manipulation of such flexible objects. In this paper, important problems in hand-eye coordination are discussed and a rope handling experiment is described. The hand-eye system consists of a robot vision system, a general purpose manipulator and a Lisp system. The main visual functions adopted in the experiment are local image processing along a linear region and stereo vision. The experiment involves the performance of tasks such as inserting a rope into a ring and tying a rope. By coordinating the general purpose arm with stereo vision, our robot succeeds in manipulating a flexible rope.
INTRODUCTION
Although the task of rope handling seems simple, it inherently requires the intensive use of vision. Because a flexible object such as a rope does not keep its initial shape and changes its shape during motion, direct visual feedback becomes essential to carry out the manipulation of such flexible objects.
The rope handling experiment described in this paper includes two typical tasks:
inserting a rope into a ring and tying a rope. First, the robot locates the rope by vision and grasps it. The vision system verifies that the rope has been grasped and measures the length from the end of the rope to the grasp point. Then it measures the threedimensional position of the centre of the ring and guides the rope into the ring by visual feedback. After the vision system has verified completion of the rope-into-the-ring operation and has measured the three-dimensional position of the end of the rope, the robot releases the rope and regrasps it from the opposite side of the ring. Finally, the robot pulls the rope from the feeder and ties the rope with the ring, The role of vision in this experiment is classified into detection of the object, verification of an action and visual guidance of the object. The vision system recognizes the object by edge detection along a scan line and measures the three-dimensional position by binocular stereo vision. The planned motion is modified by the measured results. Calibration of the hand-eye system is done automatically by hand-eye coordination.
In this paper, Section 2 describes the coordination between the hand and eye, Section 3 describes the configuration of our hand-and-eye system and Section 4 describes the rope handling experiment. ' 40
HAND-EYE COORDINATION
In locating objects by vision, attention is focused on the local region where the key features are expected. Robot vision must include functions to extract features efficiently from important local regions. In local image processing, the vision system must determine where to focus attention on the input image and what features to extract from it. It is useful for the hand-eye system [1] which operates in three-dimensional space to be able to measure the three-dimensional position directly by vision. Threedimensional vision is essential for rope handling by a robot.
In hand-eye coordination, two types of coordinate transformation are required. One is from vision to the arm in visual feedback control so that vision can guide the motion of the hand. The other is from the arm to vision in controlling visual attention by motion so that vision can verify the motion. The matrix for both transformations must be calibrated before the hand-eye experiments. Automatic calibration of the matrix is essential for a robot to be able to act autonomously.
The hand-eye system modifies and verifies motion by visual feedback through the calibrated transformation matrix. The problems in hand-eye coordination are how to guide the motion by vision and how to control visual attention for verification of the motion. In other words, they are how to make the reference from visual information and how to use the status of the motion for visual recognition.
This paper describes the following five methods for the above-mentioned problems in hand-eye coordination:
(1) local feature extraction along a scan-line image; (2) binocular stereo vision for three-dimensional measurement; (3) automatic calibration by means of stereo vision; (4) control of attention by the position of the hand; and (5) object guidance by visual feedback.
Feature extraction along a scan-line image
The image data of objects along a line may be referred to as a scan line. Figure 1 shows the profile of the change in brightness and its second-order differential profile along a scan line. The vision system uses the edge points as key features of the objects. The edge points are determined as the zero-crossing points where the sign of the second-order differential image changes. In order to detect objects, the vision system measures the positions of both edge points, the widths and the average brightness between the paired edge points. Feature extraction along a scan line is very simple but flexible. To detect the boundary of objects, the vision system controls the central position and the orientation of a scan line based on previous detection of the edge points. The vision system can also detect the regions of objects based on the average brightness and widths of parallel scan lines [2] .
Binocular stereo vision
The method of binocular stereo vision is often used for direct measurement of the threedimensional position [3] . The principal problem of binocular stereo vision is to find the correspondence between the left image and the right image. In this experiment the vision system uses the representative features which are searched for independently by scan-line based processing on both images. The three-dimensional position is calculated by the following sequence. The unit vector is calculated from the position on both images and the internal parameters of the camera.
Hand-eye calibration
The geometrical parameters in a hand-eye system are:
(1) the structural parameters of the manipulator; (2) the internal parameters of the camera; and (3) the relative location between the camera and manipulator.
Although the parameters of (1) and (2) are usually fixed, that of (3), which is used for coordinate transformation between vision and the manipulator, is often changed according to each experiment. The parameters of (3) must be determined by an adequate calibration technique. In this experiment we attempted to calibrate the parameters of (3) by means of the hand-eye system itself [4] . The method used is based on the way the hand positions in camera coordinates which are measured by the vision system are related to the hand positions in arm coordinates which are calculated from the joint angles of the manipulator. The vision system is used not only to obtain the reference of manipulator motion but also to calibrate the parameters for coordinate transformations. When the view point of the vision system is changed, the parameters of (3) must be calibrated again. If the calibrations are done automatically by hand-eye coordination, the robot can adapt itself even if the relationship between the eye and arm is changed in operation [5] .
The following describes the steps to obtain the transformation matrix. Figure 3 shows the coordinate systems in the hand-eye system. W, A, H and C stand for world coordinates, arm coordinates, hand coordinates and camera coordinates, respectively.
The hand position H is described in two ways; hc in camera coordinates (C) and hA in arm coordinates (A). Let the transformation matrix be Tc 1. A , where To perform the calibration, the hand moves a small ball to some suitable position and then the three-dimensional position of the ball is measured by binocular stereo vision. The hand coordinates are calculated from the readings of six joint angles. Each sampling vector is given by Generally, three independent observations can determine a transformation matrix. However, to improve the accuracy, the move-and-observe cycle is repeated at different positions, and statistical analysis of the least-mean-square method for the data updates the precise value of the matrix. That is, If the robot stores the sampled data in the memory, it can use these data for the calibration of the next movement if the arrangement of the hand and eye is expected to remain unchanged. The robot moves the hand to each hA; and recognizes whether the hand is in the range of view. If vision can detect the hand near hc;, the robot moves the hand to the next hA(i+ 1) and samples the data. The programs for such a move-andobserve procedure can calibrate the transformation matrix automatically.
Verification of motion by vision
If a task proceeds without motion verification, the robot may encounter a serious situation that leads to fatal failure of the task. For instance, the motion after failure to grasp the object becomes meaningless, and if the relative position between the hand and the grasped object is not measured, the robot cannot determine the correct position for the next movement. Therefore verification of the grasp operation by vision is one of the important roles of vision in a hand-eye experiment. To verify the grasp operation, the 44 vision system projects the position of the hand onto the image plane and recognizes the hand and the grasped object around the projected point [6] . The transformation matrix described in Section 2.3 is used for this projection. The vision system can find both the hand and the object efficiently by using their three-dimensional models and the functions of local image processing. If the robot can move the camera or the grasped object, vision can detect and recognize them more effectively.
Visual feedback
In controlling motion with visual feedback [7] , the robot must measure the position of the objects and correct the planned motion based on the measured results. The trajectory correction is calculated from the measured position of the object and the planned trajectory. When the hand moves along the differential vector between the reference and the measurement, the robot may destroy the working environment if the hand happens to move too much or to a different orientation. The robot should move the object by visual feedback so that it is along the planned trajectory. To move the object efficiently under visual feedback control, the goal trajectory is defined as the space which has an allowable volume. As the allowable space, we employed goal cylinders. Along the planned trajectory we distributed goal cylinders, Whose size converges to the final point. The vision system checks whether the object is kept in the goal space. The vision system guides the object by verifying whether the point being watched is in the goal space. If the point being watched is not in the space, the vision system calculates the goal position of the arm by transforming the error vector in vision coordinates into that in arm coordinates. If it is in the space, a new goal space is set up. The error vector which is sent to the arm is calculated from the transformation matrix mentioned in Section 2.3.
The accuracy of such visual feedback operation in three-dimensional space depends on the directional elements of the transformation matrix and it has an influence on the astringency of the feedback. Figure 4 shows the relation between the transformation matrix and the error space in the feedback motion. xci is the error vector in the ith feedback motion in camera coordinates and xA; is the error vector in arm coordinates. Then Figure 5 shows the configuration of the experimental hand-eye system. The system is arranged for this hand-eye experiment as a subset of COSMOS [8, 9] . The arm has seven degrees of freedom, including one for grasping. The joints are driven by DC servo motors, and all the servoing is executed by programs on a single 16-bit microcomputer.
THE CONFIGURATION OF THE HAND-EYE SYSTEM
Image frame memory (IFM) for storing the input image is connected to a minicomputer by an internal I/O bus. The auxiliary device for vision is a laser spot scannei· which controls the direction of the laser beam. The host computer is a 16-bit minicomputer of Data General Eclipse S/140.
The software in the minicomputer consists of Top Level Lisp and the program modules for calibration, the vision subsystem and the arm subsystem. Top Level Lisp provides an interactive robot programing environment which includes all the robotic functions prepared in other subsystems. CALIB is the subsystem for hand-eye calibration and it includes procedures for evaluating the sampled data and the calibrated results. In this experiment, the vision subsystem is divided into four modules: EYE, WATCH, STEREO and LASER [10] . The arm subsystem calculates the joint angles from homogeneous coordinates of the hand.
EYE is the module for rough analysis of the scene through a window consisting of 64-by-64 pixels. It includes programs for smoothing, thinning lines, binary image operation, edge extraction and statistic analysis. WATCH is the module for fine analysis of local image processing. It has a flexible scanline whose position, orientation and length are freely controllable and a small square window. STEREO and LASER provide methods for three-dimensional measurement. The corresponding points in both image planes are decided by a local correlation method or a method using the projected laser spot as the key feature.
Each module is managed as a process under the multi-process operating system (AOS) on the minicomputer. They communicate to each other by the facility of interprocess communication (IPC). 
PROGRAMMING FOR ROPE HANDLING
The Lisp system is reinforced by adding commands for driving the basic functions of the hand-eye system. The program for rope handling is described in Lisp by using these commands. Table 1 shows the commands for arm control, visual feature extraction, calibration, graphics and special functions for the rope handling experiment. The description of homogeneous coordinates is used in geometrical programming. There are many arm control commands for relative movement of the hand. Vision commands extract the image feature along a scan line, and the extracted data are manipulated in the Lisp program. Figure 6 shows a flow chart of the rope-into-a-ring and the rope-tying operation. The numbers in boxes denote the step of arm operation and the numbers in circles denote the step of visual operation.
First, the robot finds the rope by vision, measures the position of the end points of the rope and feeder, and grasps it. The grasp point is calculated from the positions of the two end points. To verify grasping by vision, the robot moves the hand slightly and vision ascertains the absence of the rope. If the grasping is successful, vision measures the distance from the grasped point to the end-point of the rope. Then the robot 47 Table 1 . Basic commands for the experiment measures the central position of the ring, moves the rope over the ring, and guides the rope into the ring by visual feedback. After verifying that the rope passed through the ring, the robot releases the rope for the next grasp operation.
Next the robot decides the grasp point for regrasping the rope from the opposite side of the ring. If the rope position allows grasping, the robot grasps the rope and moves the hand to verify the success of regrasping. After the robot has pulled the rope out, it hangs the rope over the feeder and releases it.
The vision system measures the hanging position of the rope over the feeder and calculates the approach point for grasping the rope. After the robot closes its fingers, the hand approaches the rope and the fingers open in order to make enough space to approach the rope. After verifying the position of the rope, the robot grasps the rope and pulls it. In this way, the robot carries out the task of passing a rope into a ring and tying a rope.
The following sections describe the algorithm of visual processing and motion control.
Hand-eye calibration
The robot moves a small white ball, which provides a high contrast for ease of visual recognition. The three-dimensional position of the white ball is measured by binocular stereo vision. To obtain the fine transformation matrix, move-and-measure procedures are applied intensively around the expected point for grasping. The counts of this 48 Figure 6 . Flow chart of the rope-into-a-ring and the rope-tying operations.
move-and-measure procedure are decided by displaying the projected hand position for checking. When the error between the real image and the displayed image becomes small enough, the calibration is complete. Figure 7 shows the scan lines in the rope-tracking process. First, the edge points are detected by a horizontal scan line. The width and the average brightness between the 49 Figure 7 . Tracking a rope and detecting its end. paired edge points are calculated and compared with the rope parameters. When a candidate for the rope is found, the vision system verifies it by means of twodimensional image analysis. A small window is placed at the centre of the candidate, and lines are extracted inside the window. If a couple of parallel lines of adequate width are found, it can be recognized as a rope. The precise position, direction of the central line of the rope and width of the rope are calculated for later use.
Finding the rope and tracking it
By controlling the scan line, efficient tracking of the rope can be accomplished. The parameters for scan-line control are determined by the following equations:
where d is the constant for extrapolation, P; (x;, y;) and A; are the position and direction of the ith centre of the rope, respectively, and X and Yare unit vectors in the plane. The ith scan line is set in such a way that the centre is Qi and the angle is A;. The tracking proceeds in this way until it fails. If the tracking fails at scan line 6 in Fig. 7 , the end of the rope is detected between Ps and Qs by the method of dichotomous search.
Finding the centre of the ring
In general, a ring is viewed as an ellipse. If the initial position of the ring is not known, the same search method as that for rope end detection is used. To find its centre, horizontal and vertical scan lines are employed alternately as shown in Fig. 8 . Analysis along the ith scan line determines the central position P between the two rope segments, where the (i + 1)-th scan line is placed. This analysis is repeated until ?P?P;+ 11 < 1.5. The 
Three-dimensional measuring
In order to input a stereo image, a stereo adaptor, which consists of four mirrors, is attached to the lens of the camera. This mirror assembly consists of a stereo image like that shown in Fig. 11 . The left half image corresponds to the image viewed from the left eye and the right half to that from the right eye. The end points of the rope and the central point of the ring are detected in both images, and the three-dimensional position in the base coordinates of the camera is calculated. To test whether the points searched independently in both images correspond, vision checks whether the points are on the epipolar line and whether the three-dimensional distance between the object and the eye is valid. 4.5. Verifying the grasp operation and planning the trajectory Figure 9 shows the operation to verify grasping by vision. To determine whether or not the rope is grasped, the robot tries to move the hand (SWEEP). The vision system finds the rope and checks whether the orientation of the rope is the same as one of the fingers. Then the robot rotates the hand in order to aid measurement of the rope length 4.6. Visual guidance for the rope-into-a-ring operation Figure 10 shows the imaginary guide tube that is the allowable goal space of the visual feedback control in the rope-into-a-ring operation. Every time the rope is moved, vision recognizes the three-dimensional position of the end of the rope and visual feedback is applied as the rope is kept within the guide tube. The ith guide tube is described by the central position vector Ci (Cxi, C,i, Czi) in the ring coordinates RC, length 1, and radius r;. Vision checks whether the end of the rope is in the guide tube; the next tube is set along the planned trajectory if the end of the rope is in it. Figure 11 shows photographs of the experiment. The left-hand pictures show the input images from the camera for vision. Each image includes a left eye image and a right eye image. They are tracking of the rope, detection of the ring, visual guidance of the rope, verification of the rope-into-a-ring operation, verification of grasping and measurement of the hanging point of the rope over the feeder, in this order. The righthand pictures show, from top to bottom, the camera and manipulator set for this experiment, grasping the rope which is through the ring, approaching the rope hung over the feeder and pulling the rope for tying the rope.
To insert the rope into the ring and to tie the rope takes about 8 min in this experiment; this includes the time to dispatch the process on the host computer which runs eight processes for this work, to display the visual process on the IFM and to perform the garbage collection in Lisp.
CONCLUDING REMARKS
Implementation of hand-eye coordination which can modify motion using vision and control visual attention by motion status has been presented, and a rope handling experiment has been described. In this experiment we developed efficient methods for hand-eye coordination. They are visual feature extraction along a scan line, three-dimensional measurement by binocular stereo vision, system calibration with use of vision, visual verification of motion and visual feedback for motion guidance.
The experiment showed that a robot can perform the tasks of passing a rope into a ring and tying a rope by means of three-dimensional vision and direct visual feedback control. Future tasks include generalization of the control of the guide tube and visual attention, and a program description in the visual feedback process.
