ABSTRACT Tensor-based dimensionality reduction (DR) of hyperspectral images is a promising research topic. However, patch-based tensorization usually adopts a squared neighborhood with fixed window size, which may be inaccurate in modeling the local spatial information in a hyperspectral image scene. In this work, we propose a novel shape-adaptive tensor factorization (SATF) model for dimensionality reduction and classification of hyperspectral images. Firstly, shape-adaptive patch features are extracted to build fourth-order tensors. Secondly, multilinear singular value decomposition (MLSVD) is adopted for tensor factorization and latent features are extracted via mode-i tensor-matrix product. Finally, classification is conducted by using a sparse multinomial logistic regression (SMLR) model. Experimental results, conducted with two popular hyperspectral data sets collected over the Indian Pines and the University of Pavia, respectively, indicate that the proposed method outperforms the other traditional and tensor-based DR methods.
I. INTRODUCTION
Hyperspectral remote sensing sensors are capable of providing land cover images with unified spectral-spatial information, which has been motivating rapid developments for hyperspectral image (HSI) processing techniques [1] , [2] . Among many processing tasks, HSI classification has attracted plenty of attention in the last decades [3] - [9] . The curse of dimensionality has posed great challenges for HSI classification since there is a high correlation between adjacent bands and the dimension of spectral features may be too high for classification purpose [10] . Dimensionality reduction (DR) methods have been commonly used to address this issue, and various DR approaches have been proposed in the literature [11] - [13] .
DR aims at finding the intrinsic (or representative) lowdimensional features (or bands) spanning in the spectral domain. Traditional popular DR methods are matrix-based, including principal component analysis (PCA) [14] , local linear embedding (LLE) [15] , isometric feature mapping
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(ISOMAP) [16] , locality preserving projections (LPP) [17] , linear graph embedding (LGE) [18] , linear discriminant analysis (LDA) and its variants [19] , nearest feature line embedding (NFLE) [20] , sparse graph embedding (SGE) and its variants [21] , [22] , ensemble discriminative local metric learning (EDLML) [23] , spatial-spectral hypergraph discriminant analysis (SSHGDA) [24] , simultaneous spectral-spatial feature selection and extraction algorithm [25] , ensemble manifold regularized sparse low-rank approximation (EMR-SLRA) algorithm [26] , etc. However, vector-or matrix-based representation destroys the inherent spatial and spectral structure of HSI which can offer a physical interpretation of how spatial information and spectral bands contribute to the classification outcome [27] .
Recently, tensor-based representation models are promising alternatives for dimensionality reduction of HSI [28] - [43] . Those methods can be roughly divided according to their mathematical formulations as follows. 1) Lower rank tensor approximation, a high-order extension of PCA, utilizes the global spectral and spatial correlation, respectively, to project HSI into a low-rank space. For example, Renard et al. [28] , [29] proposed a lower rank tensor approximation (LRTA) model which treats HSI as a third-order tensor with one spectral mode and two spatial modes, and performs a DR of the spectral mode and a projection onto a lower-dimensional subspace of the two spatial modes. Focusing on improving DR performance via spatial denosing, Bourennane et al. [30] proposed an adaptive multidimensional Wiener filtering for jointly performing spatial filtering for denoising and conducting LRTA for spectral DR. Considering the nonlocal spatial correlation of HSI, An et al. [35] proposed a group-based tensor model which segments the original 3-D HSI into blocks, then groups the blocks into clusters, and finally projects the clusters into low-rank space using LRTA to obtain a low-dimensionality feature space. Later, Velasco-Forero and Angulo [32] adopts additive morphological decomposition to build a fourth-order tensor and applied tensor PCA (TPCA) for DR. Similarly, Ren et al. [37] extended the traditional PCA to TPCA for HSI spectral-spatial feature extraction. 2) Patch alignment, represents the spatial information between local tensor samples and achieves global optimum. For example, Zhang et al. [31] proposed a tensor discriminative locality alignment (TDLA) for HSI spectral-spatial feature extraction and DR. Gao et al. [34] built a class-aware tensor neighborhood graph and adopted patch alignment for DR. Liu et al. [38] used the Gabor filter banks to extract spectral-spatial features and further introducing 1 and 2 norms into TDLA for DR. 3) Local tensor discriminant analysis, a tensor extension of local discriminant analysis. For example, Zhong et al. [33] applied spectral-spatial feature extraction methods to build third-order tensors and adopted a local tensor discriminant analysis for DR. 4) Tensor sparse and low-rank graph-based discriminant analysis, where the information from three perspectives (tensor representation, sparse and low-rank representation, and graph theory) is exploited to present the data structure for HSI. By regarding the hyperspectral data cube as a third-order tensor, Pan et al. [36] proposed tensor sparse and low-rank graph-based discriminant analysis framework which extracts small local patches centered at the training samples to maintain the structural information, resulting in a more discriminative graph. Further, considering the limited labeled samples in real application, An et al. [40] proposed a patch tensor-based sparse and low-rank graph method where the sparsity and low-rankness properties are jointly considered to capture the local and global intrinsic structures. For the objective of jointly exploiting intrinsic structure information and enhancing the discriminant ability, An et al. [41] also proposed a novel tensor-based low-rank graph with multimanifold regularization method, where a low-rank constraint is employed to preserve the global data structure while multimanifold information is utilized to enhance the discriminant ability, and tensor representation is used to preserve the spatial neighborhood information. To exploit the spatial correlations between pixels in different patches, Deng et al. [42] established a tensor low-rank discriminant embedding model which employs the tensor representation to preserve the intrinsic geometrical structure, uses low-rank reconstruction to uncover the potential relationship among the data points, and combines label information to enhance the discriminability of features. To better handle the gross errors (i.e., outliers), Sun et al. [43] proposed a lateralslice sparse tensor robust PCA method which assumes that a third-order hyperspectral tensor has a low-rank structure, and gross errors or outliers are sparsely scattered in a 2-D space (i.e., lateral-slice) of the tensor, and DR is performed by formulating a low-rank and sparse tensor decomposition problem. Zhang et al. [44] proposed a unified low-rank matrix factorization to jointly perform the dimensionality reduction and data clustering for unsupervised HSI classification. 5) Tensor locality preserving projection, a tensor extension of LPP. For example, Deng et al. [39] used region covariance descriptor to build third-order tensors and adopted a tensor locality preserving projection (TLPP) for DR. In summary, LRTA model paved the way for tensor-based DR in this community. Integrating advanced spectral-spatial feature extraction with LRTA model is the future research trend. Patch alignment, local tensor discriminant analysis, and tensor locality preserving projection obtain little attention recently. However, tensor sparse and low-rank graph-based DR attracted a lot of attention with the recent great progress in sparse representation, low-rank representation, and graph embedding. Although elegant dimensionality reduction and classification performances have been observed, most of those methods adopted squared-neighborhood with fixed size to generate the patch features when building high-order tensors for HSI. Traditional squared-neighborhood with fixed size can not accurately model the local spatial relationships among various objects characterized with different size and shape in real HSI scene.
In this work, for the first time, we propose a novel shapeadaptive tensor factorization (SATF) model for dimensionality reduction and classification of hyperspectral images. In the method, shape-adaptive patch features are extracted to build a fourth-order tensor which may be more suitable for modeling the complex spectral-spatial data structure of HSI compared to third-order or matrix. Tensor decomposition is performed via a multilinear singular value decomposition (MLSVD) model. The low-dimensional latent features are extracted inspired from the LRTA model by mode-i tensor-matrix product. A sparse multinomial logistic regression (SMLR) model is used for the subsequent classification. Experimental results demonstrate the good performance of the proposed method compared to other traditional and tensor-based dimensionality reduction methods. Note that our previous study has validated the good performance of using shape-adaptive-based neighborhood modeling method for sparse graph embedding based DR of HSI [22] . To the best of our knowledge, none of previous studies exploited shapeadaptive window for modeling neighborhood information in tensor-based DR methods for HSI.
II. PROPOSED METHOD
Let X = [x 1 , . . . , x N ] ∈ R W ×H ×B be a hyperspectral image data cube with a B-dimensional signal for each pixel
be the latent features extracted from X with reduced dimension. The proposed method consists of three major steps: 1) shape-adaptive patch feature extraction and fourth-order tensorization; 2) multilinear singular value decomposition for tensor factorization and latent feature extraction via mode-i tensor-matrix product; 3) classification by using SMLR. A graphical illustration of the proposed method is shown in Fig. 1 .
A. SHAPE-ADAPTIVE TENSORIZATION
In shape-adaptive method, an anisotropic local polynomial approximation (LPA)-intersection of confidence intervals (ICI), termed Anisotropic LPA-ICI, is used to provide multidirectional sectorial-neighborhood with adaptive size for each sector surrounding the central pixel [45] . A graphical illustration of the Anisotropic LPA-ICI method used to build the shape-adaptive neighborhoods ( ) can be found in the top of Fig. 1 .
A fast implementation of the Anisotropic LPA-ICI method was adopted with a set of candidate scales H (e.g., {1, 2, 3, 4, 5, 6, 7}) for eight directions θ k (45 • interval and k = 1, 2, . . . , 8). First, a set of directional varying-scale estimates are obtained by applying directional-LPA convolution kernels ({g h,θ k } h∈H ) to a single-band image (i.e., the PC 1 of HSI), which is shown as follows
Then, these estimates are compared according to the ICI rule. As a result, an adaptive scale h + (X p , θ k ) ∈ H is defined for each image patch X p (an initial squared window with length 2H max − 1), and the adaptive neighborhood U + X p is finally obtained as
The shape-adaptive patch features can then be extracted based on the neighborhood U + X p built for each pixel. We model the extracted shape-adaptive patch features as fourth-order tensors, i.e., T ∈ R w×h×B×N , where w × h is the initial window size of SA. Usually, the initial window size is (2H max − 1) × (2H max − 1), and those missing pixels for each tensor after SA are padded with zeros to uniform the shapes between different tensors.
B. TENSOR FACTORIZATION AND LATENT FEATURE EXTRACTION
In the factorization step, only the training samples (a total of N (o) ) were used to build shape-adaptive tensor T (o) ∈ R w×h×B×N (o) , and it can be factorized by using multilinear singular value decomposition (MLSVD) [46] which factorizes the tensor as the multilinear tensor-matrix product of a core tensor S with four factors U (i)
where
, N }, and i ∈ {1, 2, 3, 4}. The symbol ''× i '' denotes the i-mode product of tensor T with a matrix U along the mode-i. Equation (3) is transformed into a nonlinear non-convex 2 -optimization problem which is iteratively solved by truncated higher-order singular value decomposition.
In the feature projection step, the latent features can be obtained by mode-i tensor-matrix product of test tensor T (t) ∈ R w×h×B×N (t) with the four factors U (i) calculated from (3)
The extracted latent features Y are rearranged back into matrix representations with dimension of K × N (t) , where
For the objective of dimensionality reduction, the rank-one term [R 1 R 2 R 3 ] is set to [1 1 K ] . In this setting, the first two ranks representing the spatial neighborhood domain are shrunk to one dimension for aggregating the neighborhood information, whereas the third rank representing the spectral domain is set to K for maintaining the spectral information. Here, K determines the reduced dimension.
C. CLASSIFICATION
In the last stage, the latent features are then embedded into a sparse multinomial logistic regression (SMLR) [47] model for training and prediction. We adopt the multinomial logistic regression via a variable splitting and augmented Lagrangian (LORSAL) [48] algorithm to optimize the model since it has yielded efficient and powerful performances for HSI classification in recent years [22] , [49] - [53] . Algorithm 1 summarizes the proposed shape-adaptive tensor factorization (SATF) model for dimensionality reduction and classification of hyperspectral images. 
Algorithm 1
Shape-adaptive tensor factorization model for hyperspectral image classification.
III. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we evaluate the proposed method by using two popular hyperspectral data sets 1 collected by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) and the Reflective Optics Spectrographic Imaging System (ROSIS) instruments. shown in Fig. 3 . A total of 42776 samples containing 9 classes are available.
B. EXPERIMENTAL SETTINGS
The corresponding parameter settings and notations adopted in our experiments are:
• For SATF, the candidate scales H range from {1, 2}, {1, . . . , 3}, . . . , {1, . . . , 7}, leading to different window size of 3 × 3, 5 × 5, . . . , 13 × 13, and the rank-one term is set to [1 1 K ] where K denotes the reduced number of dimension.
• For other DR methods, we include principal component analysis (PCA) [14] , locality preserving projections (LPP) [17] , linear graph embedding (LGE) [18] , multilinear principal component analysis (MPCA) [54] , tensor locality preserving projections (TLPP) [55] , and tensor linear graph embedding (TLGE) [56] . Different DR methods have produced the best performance by carefully optimizing the associate parameters.
• For LORSAL, the regularization parameter is set to 0.001 and the number of iterations is set to 100. The classification results are quantitatively evaluated by measuring the overall accuracy (OA), the average accuracy (AA), the individual class accuracy, and the Kappa statistic (κ). In addition, we also included k-nearest neighbor (k-NN) [57] and support vector machine (SVM) [58] for comparison.
• Finally, it should be noted that all the implementations were carried out using Matlab R2017b in a desktop PC equipped with an Intel Xeon E3 CPU (at 3.4GHz) and 32 GB of RAM.
C. INFLUENCE OF WINDOW SIZE PARAMETER
In the first experiment, we evaluate the impacts of initial window size on classification accuracy obtained by the proposed method. Note that the initial window size is set the same to fixed window size to ensure a fair comparison. As shown in Fig. 4 , the classification accuracy increases as the window size also increases in different cases. This is due to the fact that a larger window size can model more detailed information to represent the central pixel. The OAs become stable when the window size is larger than 11 × 11. Considering the balance between classification accuracy and computational complexity, we experimentally set the window size to 13 × 13. Another observation is that the OAs increase as the dimensions also increase, and the peak values occur when K ≥ 35 for Indian Pines and K ≥ 45 for University of Pavia data sets.
D. THE COMPARISON OF SHAPE-ADAPTIVE WITH FIXED WINDOW
In the second experiment, we evaluate the performance improvement of SATF by using shape-adaptive method to generate the patch features. To this end, we compare shapeadaptive window with fixed window. As exhibited in Fig. 5 , shape-adaptive-based method significantly improves the classification accuracy obtained by using fixed window, with the increases of OAs are ∼2% for Indian Pines and ∼1% for University of Pavia data sets. This observation can be explained that shape-adaptive method can accurately model the spatial information by adaptively adjust the window shape and size, yielding much purer patch features.
E. THE COMPARISON OF DIFFERENT CLASSIFIERS
In this experiment, we evaluate the classification performance of different classifiers based on the extracted latent features. As shown in Fig. 6 , SVM produces the best classification accuracies in different cases for the two data sets, and SMLR is better than k-NN. However, the computational times of SVM and k-NN are significantly high than SMLR. It's worth noting that the computational complexities of SVM and k-NN are exponentially increased with the increase of dimensions, whereas the complexity of SMLR is very low and insensitive to dimension. This observation demonstrates the powerful performance of SMLR. 
F. THE COMPARISON OF SATF WITH OTHER DR METHODS
In this experiment, we compare the proposed method with other traditional and tensor-based DR methods. Fig. 7 plots the evolution of classification accuracies obtained by different DR methods as a function of the number of dimensions under the same window size of 13×13. The proposed method significantly outperforms the other counterparts in different cases, and the obtained OAs are higher than 95% when K ≥ 30 for the two data sets, which demonstrates that the proposed method can produce more latent and compact features for classification. In addition, MPCA provides competitive performance followed by TLPP and TLGE. Another observation is that tensor-based DR methods are better than the traditional methods, i.e., PCA, LPP, LGE. Generally, the above results validate the superiority of SATF compared to other related DR methods.
G. CLASSIFICATION RESULTS

1) AVIRIS INDIAN PINES DATA SETS
The OAs, AAs, individual class accuracies, κ statistic, standard deviations, and computational time obtained by different methods are reported in Table 1 for the Indian Pines data sets. The proposed method significantly outperforms the other tensor-based methods. SATF obtains an OA of 96.06%, which is 2.12%-5.84% higher than others. As for AA and κ, SATF respectively yields 91.92% and 0.955, which are 1.15%-10.10% and 0.024-0.067 higher compared to others. As for the individual class accuracy, SATF also obtains the highest accuracies for most of the classes (14 of 16 classes).
As for computational time, our method only cost 8.7s, which is shorter than the other three tensor-based methods.
In addition, tensor-based methods including MPCA, TLPP, TLGE, and SATF obtained higher accuracies than matrix- based methods, which validates the effectiveness of tensor factorization for hyperspectral image feature extraction and classification. The classification maps can be visually inspected from Fig. 8 , where the tensor-based methods produce more smooth and accurate results. Whereas, the traditional matrix-based methods obtain noisy results. This is due to the fact that we use patch features to represent tensors. This tensorization technique considers each pixel as a thirdorder tensor where the spectral and spatial information are jointly exploited by using tensor factorization for feature extraction. Therefore, the within-class regions are smooth while the between-class regions have clear boundaries.
2) ROSIS UNIVERSITY OF PAVIA DATA SETS Table 2 reports the details of classification accuracies obtained by different methods for the University of Pavia data sets. Again, the proposed method significantly outperforms the other tensor-based methods in this scene with the highest OA of 97.39%, which is 0.93%-7.24% higher than other tensor-based methods. In addition, SATF obtains 95.56% and 0.965 respectively for AA and κ, which are 1.30%-8.40% and 0.012-0.096 higher than others. As for the individual class accuracy, SATF also obtains the highest accuracies for six classes among the total of nine classes. As for computational time, our method only costs 36s, which VOLUME 7, 2019 is very fast considering the quite long time of the other three tensor-based methods, e.g., TLGE costs more than 400s in this scene. In this scene, the tensor-based methods are also superior to matrix-based methods. Fig. 9 visually exhibits the classification maps. According to the results, the tensorbased methods produce more smooth and accurate results, whereas the traditional matrix-based methods obtain noisy results. The above observations validated the effectiveness of the proposed method for hyperspectral feature extraction and classification.
H. ANALYSIS OF FEATURE SEPARABILITY
Finally, we analyzed the separability of the latent features extracted by different DR methods. To this end, we compare the scattering plots considering the first two bands or features in Fig. 10 and Fig. 11 , respectively for the Indian Pines and University of Pavia data sets. We use all the labeled samples from the ground-truth data to plot the figures, and different colors represent different classes. As shown in these two figures, different pixels are highly mixed and hardly to be separated in the spectral domain. On the other hand, in the low-dimensional domain, the separability is greatly enhanced. However, it is hard to rank the separability level for different methods by visual inspection. We then conduct a quantitative evaluation of the feature separability by calculating the correlation coefficient (R 2 ) for different methods.
As we can see from the results, the correlations are greatly reduced by DR methods, and the proposed method obtains the lowest correlation, i.e., R 2 = 0.3340 for Indian Pines and R 2 = 0.3335 for University of Pavia data sets, illustrating a good separability of the derived features.
IV. CONCLUSIONS
In this paper, we focus on the limitations of current tensorbased DR methods by presenting a novel shape-adaptive tensor factorization model for HSI classification. In particular, the method builds fourth-order tensor based on spectralspatial features modeled by shape-adaptive neighborhood, yields more latent features via MLSVD, and conducts classification by using SMLR. On the above analysis of the experimental results based on the two real data sets, we can conclude that shape-adaptive neighborhood modeling significantly improves the performance of using traditional fixed window in tensor-based DR, and the proposed method outperforms traditional matrix-based and some tensor-based DR methods in terms of feature separability and classification accuracy.
Although our experimental results are encouraging, further work on additional scenes and comparison methods should be conducted in future. In our work, for the first time, we have introduced shape-adaptive tensor factorization model in the literature. Our next work will focus on adapting our method with multi-scale neighborhood information modeling strategy since detailed data structures and more complementary information may be captured and beneficial to the classification performance.
