The aim of this paper is to assess whether the use of ICT has an impact on student performances as measured in the OECD
2
In recent years the role of Information and Communication Technologies (ICTs) as a tool to raise educational achievements has attracted growing attention from both policy makers and academic researchers. While the former tend to be enthusiastic about the use of ICT in teaching and learning, the latter have found little evidence to support such enthusiasm.
The question is far from academic. Although the value of ICT public investments in school is not known with certainty, there are clear indications that they have been substantial. In OECD countries, the average numbers of computer per student in school doubled in only three years, from 1 to 10 in 2000 to 1 to 5 in 2003. Similarly, while less than a third of OECD secondary schools had Internet access in 1995, access was virtually universal by 2001. This is currently the case for broadband connectivity in a growing number of OECD countries (OECD, 2010) .
In more recent time the diffusion of ICTs in education has lost its status as a policy priority, but investments have not ceased. As the OECD observes (2010) "education systems keep investing in technology in the belief that, sooner or later, schools and teachers will adopt it and benefit from it". Therefore, the question is: are ICT public investments in schools paying back?
Assessing the impact of computer use on student performances raises the same methodological issues as any programme evaluation. A comparison between those who use the computer (treated) and those who do not (control group) would be legitimate only if the students in these two groups had similar characteristics. Unfortunately, there are two major reasons to expect that this is not the case.
First, the factors that affect computer use, e.g. family background, also have an impact on student performances. Therefore, a positive correlation between computer use and student performance may simply capture the effects of a better family background (spurious correlation).
Second, while some of the above factors can be measured, others can only be measured with an error, e.g. skills and interests, or are not observable at all, e.g. attitudes.
Observed differences in computer use, therefore, may reflect unobservable differences in students' characteristics. In these circumstances, the treatment (computer use) becomes endogenous because different students self-select into different frequencies of computer use.
One further complication in the present context is that our treatment (computer use) is not of the type "treated-untreated" (use/no use) but it may have different intensities, from high computer use to no use.
The paper deals with spurious correlations and endogeneity within a non-dichotomous "endogenous treatment model" (Vella, 1998) , where the treatment consists of a discrete number of frequencies of computer use. Such a model permits to predict the frequency of computer use based on observable students' characteristics (selection) and to estimate the effects on student performances associated with each frequency of use (outcome).
The paper is organised as follows. Section 1 reviews previous studies about the relationship between ICT use and student performance. Section 2 introduces the econometric model used in this study to address these issues and its application to the PISA 2006 data. Section 3 looks at the factors that affect the frequency of computer use by students, while Section 4 identifies the factors that influence student performances. Section 5 focuses on the returns from computer use at home and at school. Finally, Section 6 discusses the main policy implications of the paper.
Findings from previous studies
The role of ICTs in classrooms and their impact on students' performances have been the focus of an extensive literature over the last two decades. Earlier contributions have explored the effects of computer use, while more recent studies have focused on the impact of online activities: Internet, educative online platforms, digital devices, blogs and wikis, etc.
This body of literature shows mixed results. Some studies found no significant effect of ICTs on education outcomes while others point out to a sizeable impact of ICTs on students' achievement. Both theoretical and empirical arguments may explain these mixed results.
On theoretical grounds, ICTs can be regarded as a more "productive" input in the student learning process. They can help students to acquire information for schooling purposes and to access a wider range of educational resources at home at any time of the day.
However, ICT use in the classroom may also displace more effective teaching techniques. Some ICT applications, such as chat rooms or online games, can distract from learning at home. In addition, ICT-based applications could restrict the creativity of the learner as ICTs only allow for a pre-defined set of interactions.
The educational benefits from ICTs also depend on the capability of schools to change their organisation and teaching methods in a way that is complementary to ICT use.
Indeed, the economic literature on the "productivity paradox" (Brynjolfsson and Hitt, 2000) suggests that organisational change may be the key to unleashing the educational potential of ICTs.
Thus, the theory suggests that the impact of ICTs on student learning strongly depends on their specific uses and on the environment in which they are used.
On the empirical side, the positive effects of ICT use are generally inferred from a positive correlation between ICT and student performance (see Kirkpatrick and Cuban,1998, for example) . However, to the extent that the use of computer and teaching software are correlated with other inputs to education e.g. social background, parents' education, etc., better student performance may well be a result of the latter rather than the effect of ICT use (spurious correlation). Fuchs and Woessman (2004) , for example, find a positive and significant correlation between the availability of computers at school and school performance in PISA; however, the correlation becomes small and insignificant when other school characteristics are taken into account.
A second issue arises from the fact that different choices about the frequencies of ICT use may reflect unobservable differences in student characteristics, such as skills, attitudes or interests. As a consequence, one cannot compare student performance between ICT users (treated) and non-users (control group) because the two groups are different. In these circumstances, the treatment becomes endogenous as different students self-select into different frequencies of computer use.
Some studies have tried to control for the endogeneity of ICT use, either using experimental data (Coates et al., 2004; Rouse et al., 2004; Anstine and Skidmore, 2005; Banerjee et al., 2004) or exploiting changes in policy (Angrist and Lavy, 2002; Goolsbee and Guryan, 2002; Leuven et al., 2004; Machin et al., 2006) . Coates et al. (2004) compared student scores in face-to-face and online economics courses taught at three different institutions. After taking into account selection bias and differences in student characteristics, they report that the average scores are almost 15%
higher for the face-to-face format than for the online format. Rouse et al. (2004) present results from a randomised study of a popular instructional computer programme designed to improve language and reading skills in the United States. Their estimates suggest that while the use of computer programmes may improve some aspects of students' language skills, these gains do not translate into a broader measure of language acquisition or into actual reading skills. Anstine and Skidmore (2005) surveyed two matched pairs of on-campus and online courses, one in statistics, and the other in managerial economics. They report that after taking into account student characteristics and selection bias, students in the online format of the statistics class exam scored 14.1% less than in the traditional format, whereas, for the managerial economics class, the test scores within both formats were not significantly different. Angrist and Lavy (2002) analyse the effects of a large-scale computerisation policy in elementary and middle schools in Israel, based on a controlled comparison between schools that received funding and schools that did not. They find no evidence that increased educational use of computers raised pupil test scores. In fact, they even find a negative and significant relationship between the programme-induced use of computers and the 4th grade maths scores. Goolsbee and Guryan (2002) found that a US programme to subsidise schools' investment in Internet and communications led to an increase in Internet connections but had no impact on any measure of pupil achievement. Leuven et al. (2004) find that the extra funds for computers and software in the Netherlands do not have a positive impact on pupils' achievement, and even seem to have a negative effect on language and maths scores.
In general, those studies controlling for the endogeneity of ICT use tend to find no effect or even a negative effect of ICTs on student performances. There are, nonetheless, two noticeable exceptions. Banerjee et al. (2004) present the results of a randomised policy evaluation carried out in two Indian States to improve the quality of education in urban slums. The authors found out that a computer-assisted programme, designed to reinforce mathematical skills, had a large and positive impact on math scores; however, the programme did not produce positive spillovers to other subjects. The aim of the present paper is to contribute to this line of research by providing new evidence based on the OECD Programme for International Student Assessment (PISA). The approach and the data source are similar to those by Fuchs and Woessman (2004) . Unlike their study, however, the present paper controls for the endogeneity of computer use and provides results by country.
The econometric model
The OECD Programme for International Student Assessment (PISA) assesses the extent to which students near the end of compulsory education have acquired the knowledge and skills essential in everyday life. Students are tested in the domains of reading, mathematical and scientific literacy and complete a background questionnaire. In this study, we will focus on the student performance in science. Nonetheless, the scores of the three tests are highly correlated, so that the results presented for science can be generalised to maths and reading as well.
Our aim is to assess whether computer use (IT*) has an impact on PISA 2006 science scores (Science) after having controlled for other observable student characteristics (X): [1] where the subscript i = 1, … . N indicate the students, X denotes observable individual characteristics; e is an individual idiosyncratic error term which influences the student's science scores;  denotes unknown parameters; and  is an unknown function which generates increased science scores through additional computer use.
In the PISA 2006 survey we do not observe actual computer use IT* but only the variable IT (computer use frequency) with discrete values: 1 (never), 2 (once a month or less), 3 (a few times a month), 4 (once or twice a week) and 5 (almost every day). This means:
We can write the observable computer use frequency as the following j dummy variables based on these discrete values:
Therefore, equation [1] can be estimated through the following empirical model which comprises the reduced form representations of the student's science score and computer use: 1, …. N; j = 1, …. 5 [4] where X i and Z i continue to denote vectors of exogenous characteristics, possibly overlapping; e i and v i are jointly normally distributed error terms with zero means, variances and and covariance;  e ; ,  and  are vectors of parameters and the effects of computer use are captured by the  's. (Gourieroux et al., 1987) . By construction, the are uncorrelated with Z i over the whole sample. Therefore, the consequence of a high degree of collinearity between the generalised residual and the Z i , which is a concern in the first procedure, does not arise. Therefore, this model is identified without exclusion restrictions due to the nonlinearity of the residual.
Equation
[2] can be rewritten as:
and be estimated by least squares ( =  e / 2  and  i is a zero mean error uncorrelated with the regressors).
One shortcoming of equation [2'] above is that the coefficients on X i are constrained to be equal across all frequencies of computer use. Therefore, any differences in the coefficients will be captured by the dummies on the intercepts, i.e. by the computer dummies. As a consequence, the estimated effects of computer use will be biased due to a misspecification of the functional form. To avoid this undesirable outcome, we will estimate the following equation:
which allows for the coefficients of X i to vary across frequencies of computer use.
Computer use by location
The PISA 2006 survey includes questions about the location of student computer use.
The survey asks students to rate their frequency of computer use at three locations: home, school, and other places. We can test whether computer use has different effects at home and at school by rewriting equation [2''] as follows:
where s and h denote at school and at home, respectively, the D's are dummies for the frequency of computer use and the effects of computer use on science scores are captured by the  's.
PISA plausible values
For each test and each student, PISA reports five plausible values. None of these values is the actual score of a student but they represent five random values drawn from the
posterior distributions of the students' scores (OECD, 2005) . This implies that, in order to obtain unbiased estimates, we had to run the same regression model five times, once for each plausible value of the science scores, and compute the unbiased estimates and their standard based on these five sets of estimates. However, the estimates generated by the five regressions and their standard errors turned out to be almost identical. For the sake of simplicity, we have reported only the estimates for the first plausible value.
PISA replicate weights
As many international educational surveys, PISA 2006 uses a two-stage sample design. As a result, sampling variances have to be estimated through replication methods. These methods function by generating several subsamples, or replicate samples, from the whole sample. The statistic of interest is then estimated for each of these replicate samples and then compared with the whole sample estimate to provide an estimate of the sampling variance. 
What explains ICT use?
The first step of our analysis is to estimate the frequency of computer use as a function of the observable characteristics of students (selection). The PISA 2006 surveys contain several variables that can be used as a proxy for the characteristics of the students, their families and their schools. We used these indicators to explain the determinants of computer use at home and at school. We did not consider computer use in other places both because it represents a fairly small percentage, particularly in OECD countries, and because this type of use is likely to be more diverse than at home and at school and less related to education.
We estimated the same econometric model (Ordered Probit, equation [3] in Section 2) in each of the 33 countries -26 OECD and 7 partner countries -who filled out the ICT survey.
We began with including all variables available in the PISA survey and that could be related to determinants of computer use based on previous studies: gender, immigration, computer possession, family wealth, educational attainment of the parents, etc. Then, we dropped variables that were not statistically significant one at a time, starting with the least significant. The final results are reported in Table 1 .
Three variables turn out to have a significant impact in a large majority of countries.
The first variable is gender: male students use computers more frequently than female students in 24 countries. In the remaining countries, we found no difference in the frequency of computer use between males and females. The second variable is the level of family wealth. This variable is measured by an index (WEALTH) based on the possession of cellular phones, televisions, cars, and other country-specific items (Table 1) . Previous studies have shown that household possessions are a more reliable indicator of family wealth than income.
In all countries, the wealth index has a positive sign: the higher the wealth of the student's family, the more he would tend to use a computer. In most countries, however, Note: Standard errors below (white rows). All estimates significant at 1% except: significant at 5%; significant at 10%; <blank>: not significant. The third factor explaining the frequency of computer use is the level of education and cultural resources available at home. These variables are also measured by two indexes. The index of educational resources (HEDRES) is composed of various schoolrelated items such as the availability of a room for studying, a calculator, books, a computer for school work and educational software ( Table 2 ). The index of home possessions (HOMEPOS) includes all items of the wealth index and the educational resources index (except for the item "school-dedicated computer at home") plus further cultural resources, e.g. books of poetry and classic literature, works of art. The sign of these two indexes is always positive: more educational and/or cultural resources tend to result in higher computer use.
Other factors turn out to have a positive effect on the frequency of computer use in a significant number of countries (the sign of the effect in brackets):
Parents' characteristics:
• their highest level of education (+);
• whether one of the parents has a science related degree (+);
• whether one of the parents is a white collar worker (+); 
Student's characteristics:
• whether s/he is a first or second generation immigrant (+);
School characteristics:
• the number of teachers per student (+);
• the quality of educational resources (+);
• the size of the school (+);
ICT access in school:
• the number of computers per student at school (+).
What explains student performance?
The second step of the analysis is to estimate the returns from computer use (outcomes), controlling for observable and unobservable student's characteristics.
Observable characteristics are proxied by a set of PISA variables measuring household wealth, parents' education, school characteristics and student's skills and attitudes.
Unobserved students' characteristics are controlled for through the generalised residuals estimated from the selection equation (see Section 2 above for more details).
As discussed, we will focus on the student performance in science. Nonetheless, the scores of all PISA tests are highly correlated, so that the results presented for science provide information also about maths and reading.
We estimated the same statistical model (OLS, equation [2''] in Section 2) to explain science scores in each of the 33 countries -26 OECD and 7 partner countries -that filled out both the general PISA survey and the ICT module. We began with including all variables available in PISA and that, based on previous studies, could be related to determinants of science performance. In addition, we included the frequency of computer use and the measure of unobserved students' characteristics (generalised residuals) estimated in the previous section. We also allowed for the estimated coefficients to vary across computer use frequencies (see Section 2 for more details).
In addition to students' characteristics, the educational literature stresses the importance of peer and contextual effects. These are commonly proxied by school-average of students' performances. In the econometric analysis, however, these variables raise an issue of endogeneity: to the extent students or their parents can choose their school, one would expect better students/wealthier parents to choose a school with higher average performances. Unfortunately, a selection model that tried to address the endogeneity of both school and ICT use would become unmanageable. In order to minimise the endogeneity issue due to potential school selection, our analysis includes a set of school-level variables which are not computed based on students' performances and are less likely to be endogenous: school size, principal evaluation, and the number of teachers per student.
The final results are reported in Table 3 , while the estimated coefficients on the computer use dummies are reported in Table 4 . In most countries, the variables that affect PISA science scores are the following:
Students' characteristics:
• gender;
• immigration status;
• interest in science;
• motivation to continue learning about science.
Parents' characteristics:
• science-related career;
• educational attainment;
• occupation.
Household characteristics:
• home possession;
• educational and cultural resources;
• number of books at home.
School characteristics:
• size of the school;
• quality of educational resources.
Frequency of computer use:
• frequency of computer use in any location;
• frequency of computer use at school and at home.
The first set of factors is related to students' characteristics. The variable gender measures the difference in science scores between males and females. The variable has a positive sign, showing that males tend to have higher scores than females, when controlling for all other differences. The difference in science scores between males and females ranges between 18 points in Chile and 6 points in Norway. Iceland is the only country where science scores are higher for female students (9 points).
The variable immigration measures the difference in science scores between "immigrants" and natives. Its sign is negative in most countries and indicates that first and second generation immigrants tend to have lower science scores than natives. Immigration appears as one of the main determinants of the observed differences in science scores. It explains over 90 points in Finland, 70 points in Austria and Iceland, 60 points in Belgium and
Thailand, and about 50 points in Denmark, Germany, the Netherlands, Sweden and Switzerland. In most of the remaining countries, the effect of this variable is between 20 and 30 points. The differences due to immigration are the lowest in Australia (about 10 points)
while Macao (China) and Serbia are the only countries where immigrants have higher science scores than natives (13 and 12 points, respectively). Note: Standard errors below (white rows). All estimates significant at 1% except: significant at 5%; significant at 10%; <blank>: not significant. The 2006 PISA dataset has nine science indexes related to students' attitudes and perceptions of science. Two of these indexes were significant and positive: the first measures students' interest in science (INTSCIE); the second students' motivation to continue learning about science or pursuing a science-related career in the future (SCIEFUT). 1 In most countries, a 1-point increase in both indexes accounts for between 20
and 30 points of the observed differences in science scores. Therefore, students with a stronger interest in science will tend to have better scores in science.
The second set of variables is related to the characteristics of parents. Parental education is often used in the analysis of educational outcomes. It is measured by the highest number of years in education of either parent (PARED). 2 Our findings show that the longer the time parents spent in education, the higher the expected science scores of their children. The effect is the largest in Japan, where one additional year of either parent's education increases the science scores by over 8 points; Poland (7 points) and Hungary (6 points). It is the smallest in Canada and Macao, China (about 1 point).
Parents' occupations are classified according to the level and specialisation of the skills they required. The index (HISEI) is based on the International Standard Classification of Occupations (ISCO-88) and ranges between 16 and 90. We found out that the higher the skills content of the occupation of either parent, the higher the science scores of his/her children.
The effect on science scores can be as large as 145 points in the Czech Republic, 108 points in the Netherlands and New Zealand, and over 100 points in Portugal and Sweden.
Finally, the index PARSCI measures whether either parent has a science-related career. Its positive sign indicates that students have better science scores if one of their parents has a science-related career. Its effect ranges between 6 points in Norway and
Belgium and 27 points in Thailand.
The third set of variables measures household characteristics. Educational literature points out the important role of family wealth on students' performances. The effects of wealth, however, are ambiguous. On the one hand, higher wealth may provide for more educational and cultural resources, which have a positive impact on students' scores. On based on the possession of cellular phones, televisions, cars, and other country-specific items (Table 2) . Previous studies have shown that household possessions are a more reliable indicator of family wealth than income.
The second variable is the index of cultural and educational possession (CULTEDU), which includes a set of educational resources, e.g. the availability of a room for studying, a calculator, books, educational software; and a set of cultural resources, e.g. books of poetry and classic literature, works of art ( Table 2 ). The index, which is not available in PISA, has been estimated as the variation in the home possession index (HOMEPOS) that is not correlated to the wealth index (WEALTH). 3
Our regression results show that the effect of cultural and educational possession is always significant and positive while the effect of family wealth, when significant, is negative. The negative sign of the wealth index captures the negative effect of wealth on the students' incentives to learn while the positive impact of the home possession index captures the positive effect of educational and cultural resources on students' performance.
The effects of cultural and educational resources at home on sciences scores tend to be large. In Bulgaria, a 1-point increase in home possession would result in a 50-point increase in science scores. The increase is over 45 points in Hungary and Lithuania, no less than 35 points in Greece, Poland, Serbia and the Slovak Republic and just below 30 points in the Czech Republic, Denmark, Italy, Japan, Macao (China) and Slovenia. 4 PISA 2006 also reports interesting information about the number of books in a household. We found that students from households with a large number of books (over 100) tend to achieve better scores in science. The role of this factor appears even stronger when one considers that the number of books also enters the home possession index.
The last set of variables looks at the characteristics of the school. The size of school (SCHSIZE) turned out to have a significant and positive impact on science scores in most countries. A positive effect may be an indication that large schools are proportionally better endowed with physical and human resources -e.g. schools in urban versus rural areas -or it may be due to some "economy of scale" in the use of educational resources as not all students use libraries, laboratories, tutors, etc., at the same time, students in larger schools would benefit more from the same stock of educational resources per capita.
This effect is fairly large: an increase in the school size by 100 students would result in an increase in science scores by 8 points in Slovenia, 7 in Bulgaria, and over 4 in Austria, Germany and Portugal. A negative impact of the size of school was found only in Iceland.
The quality of educational resources (SCMATEDU) is based on the self-evaluation of the school principal and provides a further measure of educational resources at school. 5 It has a positive and significant effect: a 1-point increase in the index of educational resources would increase science scores by 10 points in Chile and Macao (China) and by over 7 points in Greece, Ireland, Switzerland and Lithuania.
Does ICT use improve student performance?
The final set of variables consists of dummies for the frequency of computer use. We first ask whether higher frequencies of computer use are associated with higher science scores, independently of whether the computer is used at school, at home or in both locations. We then consider whether the effects of computer use differ across locations. Table 4 shows that higher frequency of computer use is associated with higher science scores in all countries. In a large majority of them, this effect becomes significant when the computer is used "once or twice a week" or "almost every day". Spain and Croatia are the only countries where using a computer "a few times a month" seems to have a significant effect on science scores.
The educational returns from using a computer "once or twice times a week" appears the largest in the Czech Republic and Norway: the science scores of students using a computer "once or twice a week" are 40 points higher than those of students with a lower frequency of computer use. In Hungary and Croatia this effect is 30 points while in most of the remaining countries it is about 20 points. Thailand and the Slovak Republic show the lowest increase from using a computer "once or twice a week" (7 and 9 points, respectively).
The educational returns from using a computer "almost every day" turn out to be the largest in the Czech Republic and Chile: the science scores of students using a computer "almost every day" are, respectively, 70 and 51 points higher than those of students using a computer "once or twice a week". The difference is about 40 points in Hungary, Norway, Portugal, Croatia and Macao (China) and no less than 35 points in Australia, Belgium, Italy, the Netherlands, Spain, and Lithuania. The lowest effect is found in New Zealand (7 points), Ireland (9 points) and Poland (10 points).
In brief, our results suggest that computer use does have a positive and significant effect on science scores.
One related question is whether the effects of ICT on student performance are different when ICT is used at home or at school. On the one hand, we may expect ICT use at school to be accompanied by some ICT training, to be more closely related to educational activities and to benefit from the expertise of a teacher (Wenglinsky, 2002) . On the contrary, ICT use at home may be more related to leisure activities and does not benefit from any formal training (Fuchs and Woessmann, 2004) .
On the other hand, students using computer at home are likely to be more interested in ICTs, have more scope for experiment and self-learning and can search and discover the resources -both in terms of software and web content -that are best suited to their needs (Ravitz, Mergendoller and Rush, 2002; Valentine et al., 2005; OECD, 2006) .
We can further develop our analysis to explore this question. We have found that higher frequency in computer use is associated with higher science scores. We can now distinguish whether computer use occurs at school or at home and test whether the effects on science scores vary with location.
As a same student may use computer both at home and at school, the location of computer use is defined according to the location of the highest frequency of use. For example, if a student uses the computer once a week at home and almost every day at school, he would be considered as using the computer at school.
There are cases, however, when a student uses a computer at home and at school with the same frequency. In such circumstances it is not possible to make a distinction between home and school: the effects would depend on whether the use is closer to the "school use"
or the "home use". Table 5 shows the estimated increase in average science scores associated with computer use at home and at school. Two results are worth highlighting. First, in a large majority of countries, computer use at school has no significant effect on science scores. Therefore, the above findings that computer use is associated with higher science scores seems to be entirely driven by computer use at home only. This is notably the case in Belgium, Finland, Germany, Greece, New Zealand, Poland, Switzerland, Bulgaria, Croatia and Latvia. Second, when computer use at school does have an effect on science scores, this is smaller than the effect of computer use at home. In a number of countries this differential is very large. In Chile, Italy and Thailand, the increase in science scores is about 25 points higher when a computer is used "almost every day" at home rather than at school. This differential is 19 points in Spain, 16 points in Lithuania and 15 points in the Netherlands.
No significant differences between computer use at home and at school were found in the Czech Republic, Slovenia, Sweden and Macao, China. Austria is the only country where computer use at school has a larger effect on science scores than at home (3 points).
As for the effect of computer use "at home and at school", in most countries this seems smaller than the effect of computer use at home only. This suggests that the use of computer "at home and at school" is closer to the use at school than the use at home. There are, however, a few interesting exceptions where the effects on science scores are larger when a computer is used both at home and at school. This is the case of Australia and, even Note: Standard errors below (white rows). All estimates significant at 1% except: significant at 5%; significant at 10%; <blank>: not significant. more, Austria, where the effect of computer use "at home and at school" is significantly larger than the effect of computer use "at home" or "at school" separately.
To sum up, computer use seems to have a positive effect on science scores. However, this effect is mainly driven by the use of computer at home rather than at school.
Implications for educational policy
Our analysis has shown that computer use does increase student performance (science scores) in PISA. This result has been obtained after having controlled for observable (spurious correlation) and unobservable (selection) differences among students, their families and their schools. The estimated increase in science scores, however, seems to be due mainly to the use of computer at home whereas the effects of computer use at school seem smaller or inexistent.
This finding questions the effectiveness of educational policies aimed at promoting computer use at school as a tool for learning. Traditionally, these policies have focused on promoting ICT access and use at school but they have tended to neglect ICT access and use at home. If ICTs turn out to be more effective for educational purposes when they are used at home, educational policies should shift the mix of ICT access and use from school to home. Two measures appear suitable to achieve this objective.
The first is to promote ICT access at home, e.g. by providing students and their families with financial support for the purchase of a computer or for the subscription to the Internet. The second measure is to ensure closer complementarities between the use of computer at home and at school. In particular, to make sure that the self-learning and exploration which is characteristic of ICT use at home becomes integrated in the use of ICT at school. In this way, the potential opened up by ICT use at home may be fully exploited in the formal learning environment offered in school.
Whether these measures may deliver the expected results, is a question that the forthcoming PISA surveys may want to take on board.
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