Background 18F-FDG-PET/CT has become a standard for assessing treatment response in patients with lymphoma. A subjective interpretation of the scan based on the Deauville 5-point scale has been widely adopted. However, inter-observer variability due to the subjectivity of the interpretation is a limitation. Our main goal is to develop an objective and automated method for evaluating response. The first step is to develop and validate an artificial intelligence (AI)-based method, for the automated quantification of reference levels in the liver and mediastinal blood pool in patients with lymphoma. Methods The AI-based method was trained to segment the liver and the mediastinal blood pool in CT images from 80 lymphoma patients, who had undergone 18F-FDG-PET/CT, and apply this to a validation group of six lymphoma patients. CT segmentations were transferred to the PET images to obtain automatic standardized uptake values (SUV). The AI-based analysis was compared to corresponding manual segmentations performed by two radiologists. Results The mean difference for the comparison between the AI-based liver SUV quantifications and those of the two radiologists in the validation group was 0Á02 and 0Á02, respectively, and 0Á02 and 0Á02 for mediastinal blood pool respectively. Conclusions An AI-based method for the automated quantification of reference levels in the liver and mediastinal blood pool shows good agreement with results obtained by experienced radiologists who had manually segmented the CT images. This is a first, promising step towards objective treatment response evaluation in patients with lymphoma based on 18F-FDG-PET/CT.
Introduction
Positron emission tomography with 2-deoxy-2-[fluorine-18] fluoro-D-glucose integrated with computed tomography (18F-FDG-PET/CT) is increasingly being used at staging and in the follow-up assessment of treatment response in patients with lymphoma. To standardize the interpretations, the Deauville 5-point scale (DS) has been proposed and is internationally accepted for the assessment of treatment response in Hodgkin lymphoma and certain types of non-Hodgkin lymphomas. Each of the FDG-avid or previously FDG-avid lesions is compared to the mediastinal blood pool and the liver (Barrington et al., 2014) . The DS ranges from 1 to 5, where 1 is defined as no lesion uptake, score 2 lesion uptake ≤ mediastinal blood pool, score 3 lesion uptake > mediastinal blood pool but ≤ liver, score 4 'moderately' increased uptake compared to the liver and score 5 'markedly' increased uptake compared to the liver and/or appearance of new lesions (Barrington & Kluge, 2017) . This classification must be interpreted in the clinical context regarding lymphoma type and the intensity of therapy (Barrington & Kluge, 2017) . Authors have shown that using this scale for classification of interim (mid-treatment) PET/CT presents valuable prognostic information regarding progressionfree survival (PFS) (Itti et al., 2013; Barrington & Kluge, 2017) .
However, the DS is a subjective task prone to inter-observer variation. Han et al. showed only moderate agreement (k = 0Á54) between observers when monitoring response to treatment in patients with diffuse large B-cell lymphoma (Han et al., 2016) . Perfect agreement was reached only in 69 of the totally 112 investigations (62%). These interpretation mismatches reduce the power of PET/CT in the evaluation of treatment response leading either to over-or under-classifications.
In earlier studies we have demonstrated the possibility of predicting outcomes in patients with prostate cancer with advanced metastatic disease by automatically quantifying the change in metastatic burden in bone using baseline bone scans and follow-up scans. This value correlated strongly with overall survival (Kaboteh et al., 2013; Armstrong et al., 2014) . Similarly, there is a need for objective and reproducible methods for classifying response in patients with lymphoma and this is our ultimate goal. We hypothesize that the first step to reduce the interpretation mismatch in lymphoma patients is to standardize the reference levels, i.e. automatically segment the liver and mediastinal blood pool and calculate standardized uptake values (SUV).
Our aim is therefore to develop and validate a method based on artificial intelligence (AI), so called convolutional neural network (CNN), for automated quantification of reference levels in liver and mediastinal blood pool for the DS using 18F-FDG-PET/CT in patients with lymphoma.
Methods

Patients
Training and study group
The automated AI-based segmentation of the liver parenchyma and the mediastinal blood pool in CT images was developed and validated using a retrospectively selected group of patients with lymphoma. They had undergone 18F-FDG-PET/CT examinations, between April 2008 and December 2010, at Sahlgrenska University Hospital, Gothenburg, Sweden. Many patients are needed to develop an automated AI-based segmentation, and that is why all 88 lymphoma patients who had signed an informed consent form were eligible for the study. The patients were referred for a clinically indicated study; for staging, treatment evaluation or suspected recurrence of lymphoma. Two patients were excluded due to incomplete image sets. Six lymphoma patients were randomly selected for validation: two patients had scans carried out for staging, one was currently receiving treatment, two were post-treatment, and one had had a recurrence. Four of the six patients had Hodgkin lymphoma and two had B-cell lymphoma. All had active disease or suspected active disease. Two of the six had disease adjacent to the reference areas, but none of them had any active disease in the reference areas. The remaining 80 were used to train the automated segmentation method (Table 1 ). All procedures performed in the study were in accordance with the ethical standards of the institutional and national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards. The study was approved by the ethics committee at Gothenburg University (#295-08).
Image acquisition
PET/CT data were obtained using an integrated PET/CT system (Siemens Biograph 64 Truepoint). The patients were injected with 4 MBq kg À1 of 18F-FDG and fasted for at least 6 h prior to injection of FDG. The standard accumulation time was 60 min. Images were acquired with 3 min per bed position from the base of the skull to the mid-thigh. PET images were reconstructed with a slice thickness of 5 mm and slice spacing of 3 mm with an iterative ordered subset expectation maximization 3D algorithm (four iterations, eight subsets), matrix size 168 9 168. CT-based attenuation and scatter corrections were applied. A low-dose CT scan (64-slice helical, 120 kV, 30 mAs, 512 9 512 matrix) was obtained covering the same part of the patient as the PET scan. The CT was reconstructed using a filtered back projection algorithm with slice thickness and spacing matching the PET scan.
Manual segmentation
The automated segmentation methods were trained based on the manual segmentations of the whole liver and mediastinal blood pool (defined as the aorta just above the aortic root and down to the diaphragm) in the 80 annotated CT scans from the training set. Before starting, training sessions and discussions were held. A custom software, eScan research tool (eScan Academy AB, Lund, Sweden), was used and the image readers made sure to include the reference organs in all three CT planes; coronal, sagittal and transaxial.
Automated segmentation
The core of the AI-based automated segmentation method is a CNN. For each voxel in the CT image the CNN estimates the probabilities that this voxel belongs to the liver, the mediastinal blood pool or the background respectively.
Network architecture Figure 1 shows the structure of the CNN (Goodfellow et al., 2016) . It is fully convolutional, i.e. the input size is arbitrary and can be chosen to maximize efficiency (Shelhamer et al., 2017). Depending on the size of the input, the outputs are probabilities for anything from the whole image to a single voxel. The input to the network is split into three separate pipes. Each pipe processes the image at a different scale; from coarse scale that is down-sampled by a factor of 4 using a max pooling operation, to fine scale with no down-sampling. Working on several scales allows for a large receptive field without excessive memory consumption, enabling efficient training of the model on a regular graphics card. Apart from the down-sampling, the three pipes are identically designed with one convolutional layer followed by two dilated convolutional layers (Chen et al., 2018) . Before merging the pipes, the two coarse-scale pipes are up-sampled to the full spatial resolution. All convolutional layers use rectified linear units (Goodfellow et al., 2016) as activation functions except the last one, which uses softmax to produce output probabilities that sum to 1.
Learning the network weights
This CNN contains approximately 1 million parameters that must be learnt from the training data. The goal of this process is to make the model output on the training set as similar as possible to the manual segmentations, or more precisely to minimize the negative log-likelihood loss over the training set (Goodfellow et al., 2016) . As even evaluating this loss function is extremely time consuming, the minimization is performed using stochastic gradient descent: A random sample is selected and the gradient of the loss for this specific example is computed. Then a small step in the negative direction of this gradient is taken.
Especially for segmentation problems, the way the examples are sampled is a very important success factor: To focus the learning on voxels close to the organ, such voxels were sampled more often than distant background voxels. Another method used to improve the learning is to apply the current model on all training images and the examples are sampled more often where the current model fails.
Post-processing
The raw segmentation from the CNN is not always perfect. Sporadically, background voxels are classified as liver or mediastinal blood pool. Most of these can be removed by only keeping the largest connected component from the CNN segmentations of the reference organs. Similarly, isolated background voxels inside the reference organs are removed using morphological hole filling.
The CT and PET images are captured at two different resolutions. Both the annotators and the CNN work directly on the CT image. The volumes and dice scores are all calculated at the CT resolution. In order to measure SUV median , the segmentation masks are resampled to fit the PET image using nearest-neighbourhood interpolation and the median uptake is measured using the resampled mask.
Segmentation of the study group
After the training, the automated segmentation method was applied to the six patients from the study group. Manual segmentations of the liver and mediastinal blood pool were performed independently by two radiologists with 7 years of experience each. These segmentations were used as the reference when testing the performance of the AI-based method. As the manual segmentation procedure is time consuming (approximately 1Á5 h for each patient), the cases were restricted to six patients. A custom software, eScan research tool (eScan Academy AB), was used and the image readers made sure to include the whole liver and mediastinal blood pool in all three CT planes; coronal, sagittal and transaxial. None of these radiologists participated in the training process.
Statistical analyses
The Dice index was used to quantify the performance of the CNN compared to the two radiologists and to quantify the performance between the radiologists. This measurement reflects how similar the segmentations are at the voxel level. This test not only considers the number of voxels that are true positives but also the number of voxels that are false positives. A Dice index of 1Á00 indicates perfect matching.
Results
The mean Dice indices for comparison between automated AIbased liver segmentations and those of the two radiologists for the six patients in the study group were 0Á95 and 0Á95. A corresponding comparison between the two radiologists also resulted in a Dice index of 0Á95 ( Table 2) .
The mean liver volumes varied between 1753 and 1768 ml for the AI-based method and two radiologists ( Table 3 ). The mean SUV median for the liver varied between 1Á83 and 1Á85 (SD 0Á15-0Á16) ( Table 4 ). Four of the six patients had identical results for both the AI-based method and the two radiologists. For the other two patients, the differences were negligible.
The mean Dice indices for the mediastinal blood pool were 0Á80, 0Á83 (AI versus radiologists) and 0Á86 (comparing the two radiologists) ( Table 5 ). The mean mediastinal blood pool volumes varied between 125 and 147 ml for the AI-based method and two radiologists (Table 6 ). The mean SUV median for the mediastinal blood pool varied between 1Á42 and 144 (SD 0Á08-0Á09) ( Table 7 ). For five of the patients the difference in SUV was negligible. For patient number 4 the values were slightly different.
An example of liver and mediastinal blood pool segmentations from the study group can be seen in Fig. 2 .
Discussion
The automated quantification method presented here for the reference levels in the liver and mediastinal blood pool for patients with lymphoma shows good agreement both in CT segmentations and SUV calculations from PET images compared with results obtained by the experienced radiologists. Our ultimate goal is to shift from visual subjective treatment response classifications, which are prone to inter-observer variations, to a more objective quantification. The first step in this direction is to ease interpretation by accurate and reproducible presentation of the reference levels.
Despite the complexity of the liver architecture, parts of it bordering other organs, and huge variations in shape and localizations between individuals, the automated method could accurately segment the organ with only a difference of millilitres compared to manual segmentations by the radiologists. The high Dice index reflects 95% matching between the Table 2 Liver Dice values for the AI-based method and the radiologists and between the radiologists for each patient in the study group. Table 4 Liver SUV median for the AI-based method and the radiologists for each patient in the study group. Table 7 Mediastinal blood pool SUV median for the AI-based method and the radiologists for each patient in the study group. voxels found by the automated and manual segmentations respectively. The same promising results can be seen for the mediastinal blood pool where 80% of the voxels were found by the automated method compared to the manual. The slightly lower results for the mediastinal blood pool can be explained by the smaller size of the aorta compared to the liver. This is reflected by the Dice values between the radiologists (0Á86 (aorta) versus 0Á95 (liver)). A second factor could be the absence of contrast, which aggravates visualization of the vessel in some patients. However, the main aim is not a perfect segmentation, but rather an accurate quantification of SUV in these reference regions. The difference between the automated and manual calculations in SUV median was ≤0Á1 in both the liver and mediastinal blood pool for all patients but one. One patient demonstrated a SUV difference of 0Á15 in the mediastinal blood pool between the AI-based method and one of the radiologists. The automated method quantifies the reference regions in approximately 1 min and can avoid manual human drawing.
The standardized Deauville scale interpretation criterion was first presented in 2009, but there were no description or details of how and where to measure SUV in the reference regions until 2017. Barrington & Kluge (2017) recommend that the liver edges should be avoided when drawing the region of interest and similarly for the mediastinal blood pool that the vessel wall and any areas of calcifications should be left out. For the sake of high reproducibility, we chose to segment the whole liver and the aortic artery above the diaphragm (avoiding the aortic root) and, to exclude extreme values from, for example, the edges or calcifications, the most common SUV (SUV median ) values were used. Where and how to measure the SUV in the reference regions seem to differ between centres. Some use SUV mean , others SUV max . Some use region of interest, others volume of interest. Some use the ascending and descending aorta as blood pool, others use the left atrium. Some positions one representative region of interest, others positions six and take the most common value as the reference. Hermes Medical Solutions (Stockholm, Sweden) developed a semi-automated method that only uses the liver as reference with a predefined volume of interest size of 30 ml without considering the blood pool (Hasenclever et al., 2014) . We present here an automated method that has the potential to be modified in the future dependent on the demands.
Furthermore, the Deauville scale was introduced to standardize the response interpretation, resulting in good reliability in some hands (Baratto et al., 2018) . However, others show that there is only moderate inter-observer agreement in response classifications despite this approach (Han et al., 2016; Kluge et al., 2016) . The problem with poor response agreement between observers is that the full potential of the PET/CT technique is not used. We speculate that the largest variability in the interpretation might be in the human detection of the lesions. However, to our knowledge, no studies have been carried out to clarify whether some of the inter-observer variations may be explained by the visual comparison of the reference areas. Our final goal is to present an automated quantitative method for response classifications, and the first step is to develop a method that can determine an SUV for the reference regions. Such an automated program may be useful in other areas like in PET Response Criteria In Solid Tumors: PERCIST 1.0 who also uses the liver as a reference (Fledelius et al., 2016) .
In a perfect world, image readers make no mistakes and are never tired. However, that is not always the case. By automating a procedure and putting up commonly accepted rules, for example, cut-off values that discriminate between DS 4 and 5, one could speculate that an automated method could help standardize the reporting in an institution and between institutions.
In the past many different methods have been proposed to automatically segment objects with varying degree of success. Previously, CNN organ-based segmentation methods required a strong shape model to produce reasonable results. The problem with this approach is that they are unable to handle organ shapes that were not presented in the training data. Since 2012, CNN have been a key component in many successful algorithms working with images (Krizhevsky et al., 2012) . The winning algorithm of the high-impact competition ImageNet now uses CNNs (Deng et al., 2009) , which is why we chose this method for our current work. be decided by the human observer while the computer can help speed up and standardize the process.
Conclusions
An AI-based method for automated quantification of reference levels in the liver and mediastinal blood pool shows good agreement with results obtained by experienced radiologists. This is a first and promising step towards a completely objective treatment response evaluation in patients with lymphoma based on FDG-PET/CT.
