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PAUL DUPUIS, GUO-JHEN WU, MICHAEL SNARSKI
Abstract. We propose a new method for estimating rare event prob-
abilities when independent samples are available. It is assumed that
the underlying probability measures satisfy a large deviations principle
with a scaling parameter ε that we call temperature. We show how
by combining samples at different temperatures, one can construct an
estimator with greatly reduced variance. Although as presented here
the method is not as broadly applicable as other rare event simulation
methods, such as splitting or importance sampling, it does not require
any problem-dependent constructions.
1. Introduction
The purpose of this note is to introduce a new method for estimating
probabilities of rare events and expected values that are largely determined
by rare events. In the form developed here, the method makes significant
assumptions on the probability measures involved, and for this reason is less
broadly applicable than other methods such as importance sampling and
splitting. However, when applicable it is remarkably easy to use, and gives
large variance reduction while requiring very little in the way of preliminary
constructions, such as importance functions.
The method assumes one can sample directly from the target distribution
and certain related distributions. In particular, the generation of samples
is not based on the simulation of a Markov chain. However, it is directly
motivated by a scheme known as infinite swapping (INS) that is applied to
systems sampled using MCMC and for which one does not sample directly
from the target distribution. Although the focus of this paper will be to
introduce and optimize the scheme in a large deviation limit when direct
sampling is possible, the lessons learned here can be applied to the more
generally applicable INS scheme, and this will be a topic for future work.
An outline of the paper is as follows. In the next section we state assump-
tions, specify the estimation problem of interest, and introduce the estimator.
Section 3 analyzes the performance of the scheme in the large deviation limit
by characterizing the decay rate of the second moment of the estimator as a
function of certain design parameters, and then shows how these parameters
can be selected to optimize the decay rate. Section 4 presents generalizations
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of the framework, and computational examples are given in Section 5. The
method has certain features in common with schemes often used for these
problems (importance sampling and multi-level splitting), and a discussion
on these points is given in Section 6. We end with a section of concluding
remarks and an appendix that gives proofs of various supporting results.
2. Problem Formulation and Definition of the Estimator
2.1. Problems of interest. Consider a collection of probability measures
{µε}ε∈(0,∞) on a Polish space X (i.e., a complete seperable metric space).
A rate function is a mapping I : X → [0,∞] such that {x : I(x) ≤ M}
is compact for each M ∈ [0,∞). We assume {µε} satisfies the following
properties:
(1) {µε} satisfies a large deviation principle (LDP) [3] with rate function
I that is continuous on its domain of finiteness and scaling ε,
(2) the measures µε/α1 and µε/α2 are mutually absolutely continuous for
α1, α2 ∈ (0, 1], and we can explicitly compute quantities such as
µε/α1(dx1)µ
ε/α2(dx2)
µε/α1(dx1)µε/α2(dx2) + µε/α2(dx1)µε/α1(dx2)
,
i.e., likelihood ratios for the corresponding product measure under
permutations.
Example 2.1. Consider the case X = Rd, and
µε (dx) =
1
Zε
e−
1
ε
I(x)dx, Zε
.
=
∫
Rd
e−
1
ε
I(x)dx,
where I : Rd → [0,∞) is a continuous rate function and
lim inf
M→∞
inf
x:‖x‖=M
I (x)
M
> 0
(the latter condition in particular guarantees that Zε is finite). Then {µε}
automatically satisfies the LDP with rate function I (see Theorem 7.2 in the
Appendix). A basic example is I(x) = 12
〈
x− b, B−1(x− b)〉 with B ≥ 0
symmetric, where 〈·, ·〉 is the standard inner product on Rd , in which case
the associated µε is Gaussian with mean b and covariance matrix εB.
Additional examples are given in Section 5. We are interested in estimat-
ing rare event probabilities such as
(2.1) µε(A)
for a set A ⊂ X that does not contain any of the minimizers of I, and
risk-sensitive functionals [10] of the form
(2.2)
∫
X
e−
1
ε
F ε(x)µε(dx)
for various classes of functions F ε.
2
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2.2. The INS estimator. To introduce the estimator we focus first on the
case of risk-sensitive functionals as in (2.2). We also simplify by assuming
that {µε} satisfies conditions similar to Example 2.1, and that F ε = F for
all ε. Later in Section 4, we outline extensions where the measures do not
take this exact form and F ε depends on ε.
Condition 2.1. {µε} takes the form µε(dx) = 1Zε e−
1
ε
I(x)γ(dx) for a refer-
ence measure γ on X and satisfies the LDP with rate I.
The definition of the INS estimator requires certain parameters, which we
now introduce. Given a fixed K ∈ N, consider numbers 1 = α1 ≥ α2 ≥ · · · ≥
αK ≥ 0. In a physical system ε would be a parameter that plays the role of
temperature, and the parameters ε/αi, i > 1 define alternative temperatures
(larger than the starting temperature since αi ≤ 1). The terminology infinite
swapping is inherited from an analogous estimator constructed in a dynami-
cal setting, in which swapping of states allows parallel replicas of the system
at different temperatures to be linked. In the present setting, this linkage will
be accomplished through appropriate weights. Letting α .= (α1, α2, . . . , αK)
and x .= (x1, x2, . . . , xK) with each xj ∈ X , we define the weights
(2.3) ρε (x;α) .=
e−
1
ε
∑K
j=1 αjI(xj)∑
τ∈ΣK e
− 1
ε
∑K
j=1 αjI(xτ(j))
.
Let {Xεj }j∈{1,...,K} be independent with Xεj ∼ µε/αj , where ∼ means that
Xεj has the distribution µ
ε/αj . Let ΣK denote the set of permutations on
{1, . . . ,K}, and for σ ∈ ΣK let Xεσ denote (Xεσ(1), . . . , Xεσ(K)). Then a
single sample of the K-temperature INS estimator based on α for estimating∫
X e
− 1
ε
F (x)µε(dx) is
ηˆεINS (X
ε;α) =
∑
σ∈ΣK
ρε (Xεσ;α) e
− 1
ε
F
(
Xε
σ(1)
)
.
Although ηˆεINS depends on the number K of temperatures, to simplify no-
tation this is not made explicit. The analogous estimator when applied to
the problem of approximating probabilities [i.e., F (x) = ∞1Ac(x)] will be
denoted by θˆεINS. Since we discuss various unbiased estimators, a subscript
(e.g., INS) is sometimes used to distinguish different estimators. If the sub-
script is missing, then it is always the INS estimator that is meant.
Remark 2.2. We will always assume α satisfies the ordering 1 = α1 ≥ α2 ≥
· · · ≥ αK ≥ 0.
Before proceeding we establish basic properties of the estimator.
Lemma 2.3. Assume Condition 2.1. Then ηˆε (Xε;α) is an unbiased esti-
mator of
∫
X e
− 1
ε
F (x)µε(dx).
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Proof. It follows from the definitions that
E (ηˆε (Xε;α)) =
1
Zε;α
∫
XK
∑
σ∈ΣK
ρε (xσ;α) e
− 1
ε
F(xσ(1))e−
1
ε
∑K
j=1 αjI(xj)γK (dx)
=
∑
σ∈ΣK
1
Zε;α
∫
XK
e
− 1
ε
∑K
j=1 αjI
(
x
σ(j)
)
e−
1
ε
F(xσ(1))∑
τ∈ΣK e
− 1
ε
∑K
j=1 αjI(xτ(j))
e−
1
ε
∑K
j=1 αjI(xj)γK (dx) ,
where
γK (dx)
.
= γ (dx1) · · · γ (dxK) and Zε;α .= ZεZε/α1 · · ·Zε/αK .
For each σ the change of variables from (xσ(1), . . . , xσ(K)) to (y1, . . . , yK)
gives
∫
XK
e
− 1
ε
∑K
j=1 αjI
(
x
σ(j)
)
e−
1
ε
F(xσ(1))∑
τ∈ΣK e
− 1
ε
∑K
j=1 αjI(xτ(j))
e−
1
ε
∑K
j=1 αjI(xj)γK (dx)
=
∫
XK
e−
1
ε
∑K
j=1 αjI(yj)e−
1
ε
F (y1)∑
τ∈ΣK e
− 1
ε
∑K
j=1 αjI
(
yτ−1(j)
) e− 1ε∑Kj=1 αjI
(
yσ−1(j)
)
γK (dy) .
Thus
E (ηˆε (Xε;α)) =
∑
σ∈ΣK
∫
XK
e−
1
ε
∑K
j=1 αjI(yj)e−
1
ε
F (y1)∑
τ∈ΣK e
− 1
ε
∑K
j=1 αjI
(
yτ−1(j)
) e−
1
ε
∑K
j=1 αjI
(
yσ−1(j)
)
Zε;α
γK (dy)
=
1
Zε;α
∫
XK
e−
1
ε
∑K
j=1 αjI(yj)e−
1
ε
F (y1)γK (dy)
=
∫
X
e−
1
ε
F ε(x) 1
Zε
e−
1
ε
I(x)γ (dx) .

A useful observation is that ifYε is sampled from the symmetrized version
of the distribution of Xε, i.e., if
Yε ∼
∑
σ∈ΣK e
− 1
ε
∑K
j=1 αjI(yσ(j))
K!Zε;α
γK (dy) ,
then with d= meaning that two random variables have the same distribution,
ηˆε (Xε;α)
d
= ηˆε (Yε;α) .
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Indeed, for any t ∈ R
E
(
eitηˆ
ε(Yε;α)
)
=
∫
XK
eitηˆ
ε(y1,...,yK ;α)
∑
σ∈ΣK e
− 1
ε
∑K
j=1 αjI(yσ(j))
K!Zε;α
γK (dy)
=
1
K!Zε;α
∑
σ∈ΣK
∫
XK
eitηˆ
ε(y1,...,yK ;α)e−
1
ε
∑K
j=1 αjI(yj)γK (dy)
=
1
Zε;α
∫
XK
eitηˆ
ε(y1,...,yK ;α)e−
1
ε
∑K
j=1 αjI(yj)γK (dy)
= E
(
eitηˆ
ε(Xε;α)
)
,
where the fact that ηˆε (x;α) is invariant under permutations of x is used for
the second equality.
Remark 2.4. For implementation purposes one prefers Xε over Yε, since
it is easier to generate samples of Xε than Yε. However, we introduce
Yε because it is directly analogous to the quantity actually sampled in the
dynamical setting which inspired the present static form of INS, and also due
to the fact that it will simplify proofs later on. Specifically, we will use that
{Yε}ε∈(0,1) satisfies the LDP with rate function minτ∈ΣK{
∑K
j=1 αjI
(
xτ(j)
)}
(see Lemma 3.8). This rate function gives a simpler expression for the decay
rate of E(ηˆε (Yε;α))2, which in turn allows a simpler proof of our main
result concerning the decay rate of E(ηˆε (Xε;α))2.
3. Analysis of Performance
In this section we consider the performance of the INS estimator. Since
we assume that one can generate independent samples {Xε (i)}i∈N from the
target measure µε, a possible estimator for (2.1) is the straightforward Monte
Carlo scheme
θˆεMC(N) =
1
N
∑N
i=1
1{Xε(i)∈A}.
The estimator θˆεMC(N) is unbiased and by the law of large numbers converges
to µε(A) almost surely as N → ∞. However, as is well known its relative
error can make it impractical, since√
Var(θˆεMC(N))
E[θˆεMC(N)]
=
√
µε(A)(1− µε(A))√
Nµε(A)
≈ 1√
Nµε(A)
.
For small ε, under mild conditions on ∂A we have the Laplace type approx-
imation µε(A) ≈ e− 1ε infx∈A I(x). Thus to maintain a bounded relative error
one needs exponentially many samples N .
As an alternative one can consider any estimator of the form
(3.1)
1
N
∑N
i=1
Rεi ,
5
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with the {Rεi} independent and identically distributed (iid) and ERε1 =
µε(A) so the estimator is unbiased. Since the variance of (3.1) is propor-
tional to that of Rεi , it is enough to consider the single sample estimator
Rε when comparing performance. Also, since all estimators under consider-
ation are unbiased, comparing variances reduces to comparing second mo-
ments. Similar considerations apply when considering risk-sensitive expected
values, for which probabilities can be considered a special case by taking
F (x) =∞ · 1Ac(x), where 1Ac is the indicator of the complement of A.
Suppose that ηˆε is a single sample estimator of
∫
X e
− 1
ε
F (x)µε(dx), with
F bounded below and continuous. By standard Laplace asymptotics [3,
Theorem 1.3.4]
I(F )
.
= inf
x∈X
[F (x) + I(x)] = lim
ε→0
−ε log
∫
X
e−
1
ε
F (x)µε(dx),
and the expected value is largely determined by tail properties of µε if
I(x∗) > 0 for all x∗ that minimize in I(F ). When this holds, one way of as-
sessing the performance of ηˆε is to obtain bounds on the limit of−ε logE[(ηˆε)2]
(i.e., the decay rate), or at least lower bounds on
lim inf
ε→0
−ε logE[(ηˆε)2],
with larger lower bounds indicating better performance. As is well known
there is a limit to how well an estimator can perform. By Jensen’s inequality
lim inf
ε→0
−ε logE[(ηˆε)2] 6 lim inf
ε→0
−2ε log
∫
X
e−
1
ε
F (x)µε(dx) = 2I(F ).
An unbiased estimator ηˆε is said to be asymptotically optimal if the upper
bound is achieved, i.e.,
lim
ε→0
−ε logE[(ηˆε)2] = 2I(F ).
As a heuristic motivation for the INS estimator, consider the problem of
approximating
P (Xε ∈ A) ≈ e− 1ε I(a),
where 0 is the unique minimizer of I and 0 /∈ A = [a,∞), a is the minimizer
of I over [a,∞), and where ≈ indicates that the left and right hand sides
have the same rate of decay as ε→ 0. Consider the case of 2 temperatures.
With α1 = 1 and α2 = α
θˆεINS = ρ
ε (Xε1 , X
ε
2) 1A (X
ε
1) + ρ
ε (Xε2 , X
ε
1) 1A (X
ε
2) ,
where
Xε1 ∼
1
Zε
e−
1
ε
I(x)dx and Xε2 ∼
1
Zε/α
e−
α
ε
I(x)dx
and
ρε (x, y) =
e−
1
ε
(I(x)+αI(y))
e−
1
ε
(I(x)+αI(y)) + e−
1
ε
(I(y)+αI(x))
.
Thus for small ε > 0, there are three types of outcomes:
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• θˆεINS = 1 when (Xε1 , Xε2) ∈ A × A, which occurs with approximate
probability P ((Xε1 , Xε2) ∈ A×A) ≈ e−
1
ε
I(a)·e− 1εαI(a) = e− 1ε (1+α)I(a).
• θˆεINS = 0 when (Xε1 , Xε2) ∈ Ac × Ac, with approximate probability
P ((Xε1 , X
ε
2) ∈ Ac ×Ac) ≈ 1.
• θˆεINS ≈ ρε (a, 0) when (Xε1 , Xε2) ∈ A×Ac or Ac×A, with approximate
probability
(3.2)
P ((Xε1 , X
ε
2) ∈ A×Ac)+P ((Xε1 , Xε2) ∈ Ac ×A) ≈ e−
1
ε
I(a)+e−
1
ε
αI(a) ≈ e− 1εαI(a).
Using the definition of ρε gives
ρε (a, 0) =
e−
1
ε
I(a)
e−
1
ε
I(a) + e−
1
ε
αI(a)
≈ e− 1ε (1−α)I(a),
and therefore
E(θˆεINS)
2 ≈ 12 · e− 1ε (1+α)I(a) + (ρε (a, 0))2 · e− 1εαI(a)
≈ e− 1ε (1+α)I(a) + e− 1ε (2−α)I(a)
≈ e− 1ε [(1+α)∧(2−α)]I(a).
Thus
lim
ε→0
−ε logE(θˆεINS)2 = ([(1 + α) ∧ (2− α)]) I (a) ,
with the maximal rate of decay of 3I(a)/2 at α = 1/2, which can be compared
with the rate of decay I(a) that would be found for standard Monte Carlo.
3.1. Approximating a risk sensitive functional. In this section we eval-
uate the decay rate for the INS estimator and the optimal α for a fixed
number of temperatures. The first step is to define the function VF (α) that
characterizes the decay rate for a fixed parameter α and solve for the opti-
mum over α. The proof of the following lemma will be given after stating
and proving the asymptotic bounds.
Lemma 3.1. Let F : X → R be continuous and bounded below. Let I : X →
[0,∞] be continuous on its domain of finiteness. For fixed K ∈ N and α with
1 = α1 ≥ α2 ≥ · · · ≥ αK ≥ 0, let D .= {(I (x) , F (x)) : x ∈ X} and define
VF (α)
.
= inf
(I1,F )∈D
{I:Ij∈[0,I1] for j≥2}
[
2
∑K
j=1
αjIj + 2F − min
σ∈ΣK
{∑K
j=1
αjIσ(j)
}]
.
Then
inf
x∈XK
[
2
∑K
j=1
αjI
(
xj
)
+ 2F (x1)− min
σ∈ΣK
{∑K
j=1
αjI
(
xσ(j)
)}]
= VF (α).
Moreover
sup
α
VF (α) = inf
x∈X
{(
2− (1/2)K−1
)
I (x) + 2F (x)
}
,
and α∗ = (1, 1/2, 1/4, . . . , (1/2)K−1) achieves the supremum.
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When combined with the following result, Lemma 3.1 shows that ηˆε (Xε;α)
reaches optimal decay rate when α = α∗.
Theorem 3.2. Assume Condition 2.1, and let F : X → R be continuous and
bounded below. Let I : X → [0,∞] be continuous on its domain of finiteness.
Then for any K ∈ N and α with 1 = α1 ≥ α2 ≥ · · · ≥ αK ≥ 0,
lim
ε→0
−ε logE (ηˆε (Xε;α))2 = VF (α) .
Remark 3.3. By formally applying this result with F (x) = −∞1Ac(x) we
obtain the optimal decay rates for estimating the probability of the set A
as in (2.1), a result that will be stated precisely later on. In this case the
decay rate with the optimal α is (2− (1/2)K−1) infx∈A I (x), while the best
possible is 2 infx∈A I (x). With a continuous, non-negative F one does even
better in some sense, since
inf
x∈X
{(
2− (1/2)K−1
)
I (x) + 2F (x)
}
≥
(
2− (1/2)K−1
)
I(F ).
Remark 3.4. To evaluate a K temperature INS estimator ηˆε (Xε;α) we
need to sum over K! terms, which in general will be computationally ex-
pensive. However, for nonnegative F, if K = 5 and α = α∗ then the decay
rate of E(ηˆε (Xε;α))2 is guaranteed to be at least 1.9375 ·I(F ), while K = 6
pushes the rate up to nearly 1.97·I(F ). These are both close to the optimum
of 2 · I(F ), and require summing over 120 and 720 terms, respectively. In
general, one should balance ε against K to decide on an appropriate value
of K.
The proof of Theorem 3.2 is based on establishing that VF (α) is an upper
bound for
lim sup
ε→0
−ε logE (ηˆε (Xε;α))2
and a lower bound for
lim inf
ε→0
−ε logE (ηˆε (Xε;α))2
respectively. The proof will use the next three results. The first extends the
standard Laplace principle lower bound and upper bound [3, Section 1.2 and
Theorem 1.3.6.], and its proof is in the Appendix.
Lemma 3.5. Given a metric space X , suppose {Xε} ⊂ X satisfies the LDP
with rate function I : X → [0,∞]. Then the following conclusions hold.
(1) For any lower semi-continuous function f : X → R that is bounded
below and any closed set B ⊂ X ,
lim inf
ε→0
−ε logE
(
e−
1
ε
f(Xε)1B (X
ε)
)
≥ inf
x∈B
[f (x) + I (x)] .
(2) Suppose that {f`}`=1,...,N are continuous and {g`}`=1,2 are lower semi-
continuous. Suppose also that gr(x)−min`∈{1,...,N} {f`(x)} is bounded
8
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below for r = 1, 2 and that B1, B2 ⊂ X are closed. Then
lim inf
ε→0
−ε logE
 e− 1ε (g1(Xε)+g2(Xε))(∑N
`=1 e
− 1
ε
f`(Xε)
)2 1B1 (Xε) 1B2 (Xε)

≥ min
r∈{1,2}
{
inf
x∈Br
[
2gr(x) + I(x)− 2 min
`∈{1,...,N}
{f`(x)}
]}
.
(3) Suppose that I : X → [0,∞] is continuous on its domain of finiteness.
Then for any continuous function f : X → R that is bounded below
and any closed set B ⊂ X with B the closure of its interior,
lim sup
ε→0
−ε logE
(
e−
1
ε
f(Xε)1B (X
ε)
)
≤ inf
x∈B
[f (x) + I (x)] .
It will be convenient to exclude the points in the state space where the
rate function equals ∞. The following lemma gives a condition under which
this is possible. The proof is in the Appendix.
Lemma 3.6. Given a metric space X , suppose that {Xε} ⊂ X satisfies the
LDP with rate function I : X → [0,∞], and assume that
lim sup
ε→0
ε logP (Xε ∈ {I =∞}) = −∞.
Let X˜ε .= Xε1{I(Xε)<∞} + x∗1{I(Xε)=∞}, where x∗ ∈ X is any point such
that I(x∗) < ∞. Then {X˜ε} ⊂ X˜ satisfies the LDP with rate function
I˜ : X˜ → [0,∞), where X˜ = X ∩ {I <∞} and I˜ = I on X˜ .
Remark 3.7. In the case when Xε ∼ µε with
µε (dx) =
1
Zε
e−
1
ε
I(x)γ (dx)
we find
P (Xε ∈ {I =∞}) =
∫
{I=∞}
1
Zε
e−
1
ε
I(x)γ (dx) =
∫
{I=∞}
0γ (dx) = 0,
which gives
lim sup
ε→0
ε logP (Xε ∈ {I =∞}) = −∞.
It follows that under Condition 2.1 we can assume without loss that I(x) <
∞ for each x ∈ X and I is continuous on X .
Lemma 3.8. Suppose {Xε}ε ⊂ XK satisfies the LDP with rate function I,
and let Yε be a symmetrized version of Xε, that is
P (Yε ∈ A) = 1
K!
∑
σ∈ΣK
P (Xεσ ∈ A) for all A ⊂ B(XK),
where
Xεσ
.
=
(
Xεσ(1), . . . , X
ε
σ(K)
)
.
9
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Then {Yε}ε ⊂ XK satisfies the LDP with rate function
J (x) = minσ∈ΣK I
(
xσ(1), . . . , xσ(K)
)
.
Proof. Since {Xε}ε satisfies the LDP with rate function I the Laplace prin-
ciple holds [3, Section 1.2], and therefore for any bounded and continuous
function g : XK → R
lim
ε→0
ε logEe−
1
ε
g(Xε) = − infx∈XK [g (x) + I (x)] .
For such g and any σ ∈ ΣK , define gσ : XK → R by
gσ (x1, . . . , xK) = g
(
xσ(1), . . . , xσ(K)
)
,
so that gσ is also bounded and continuous. Then g (Xεσ) = gσ (Xε), and
therefore
lim
ε→0
ε logEe−
1
ε
g(Xεσ) = lim
ε→0
ε logEe−
1
ε
gσ(Xε) = − inf
x∈XK
[gσ (x) + I (x)] .
Since Yε is a symmetrized version of Xε
ε logEe−
1
ε
g(Yε) = ε log
[
1
K!
∑
σ∈ΣK
Ee−
1
ε
g(Xεσ)
]
,
and thus with Iσ−1 (x) = I(xσ−1)
limε→0 ε logEe−
1
ε
g(Yε) = −minσ∈ΣK {infx∈XK [gσ (x) + I (x)]}
= −minσ∈ΣK {infx∈XK [g (x) + Iσ−1 (x)]}
= − infx∈XK [g (x) + minσ∈ΣK Iσ−1 (x)]
= − infx∈XK [g (x) + J (x)] .

Proof of Theorem 3.2. Recall that ηˆε (Xε;α) d= ηˆε (Yε;α), and in partic-
ular
E (ηˆε (Xε;α))2 = E (ηˆε (Yε;α))2 ,
so the decay rate of E(ηˆε (Xε;α))2 is the same as that of E(ηˆε (Yε;α))2.
By definition,
E (ηˆε (Yε;α))2 = E
(∑
σ∈ΣK
ρε (Yεσ;α) e
− 1
ε
F
(
Y ε
σ(1)
))2
=
∑
σ∈ΣK
∑
σ¯∈ΣK
E
(
ρε (Yεσ;α) ρ
ε (Yεσ¯;α) e
− 1
ε
F
(
Y ε
σ(1)
)
e
− 1
ε
F
(
Y ε
σ¯(1)
))
.
According to Remark 3.7, we may assume that I is finite and continuous.
For τ ∈ ΣK define fτ (x) .=
∑K
j=1 αjI
(
xτ(j)
)
, and for σ, σ¯ ∈ ΣK let
g1 (x)
.
= fσ (x) + F
(
xσ(1)
)
and g2 (x)
.
= fσ¯ (x) + F
(
xσ¯(1)
)
.
Since I and F are finite, continuous and bounded below, gr and fτ are
also finite, continuous and gr(x)−min`∈{1,...,N} {f`(x)} is bounded below for
r = 1, 2.
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Applying Lemma 3.5 with B1, B2 = XK , Lemma 3.8, and using the
definition of ρε in (2.3) gives
lim inf
ε→0
−ε logE
(
ρε (Yεσ;α) ρ
ε (Yεσ¯;α) e
− 1
ε
F
(
Y ε
σ(1)
)
e
− 1
ε
F
(
Y ε
σ¯(1)
))
≥ inf
x∈XK
[
2fσ (x) + 2F
(
xσ(1)
)− min
τ∈ΣK
{fτ (x)}
]∧
inf
x∈XK
[
2fσ¯ (x) + 2F
(
xσ¯(1)
)− min
τ∈ΣK
{fτ (x)}
]
.
Let ι ∈ ΣK denote the identity permutation. Since for any nonnegative
sequences {aε} and {bε}
lim inf
ε→0
−ε log (aε + bε) = min
{
lim inf
ε→0
−ε log aε, lim inf
ε→0
−ε log bε
}
,
we find that
lim inf
ε→0
−ε logE (ηˆε (Yε;α))2 ≥ min
σ∈ΣK
{
inf
x∈XK
[
2fσ (x) + 2F
(
xσ(1)
)− min
τ∈ΣK
{fτ (x)}
]}
= inf
x∈XK
[
2fι (x) + 2F (x1)− min
τ∈ΣK
{fτ (x)}
]
,
where the equality holds because every infimum takes the same value.
For the other direction, observe that
ρε (x;α) =
e−
1
ε
fι(x)∑
τ∈ΣK e
− 1
ε
fτ (x)
≥ e
− 1
ε
fι(x)
K! maxτ∈ΣK
(
e−
1
ε
fτ (x)
) = 1
K!
e−
1
ε [fι(x)−minτ∈ΣK (fτ (x))].
For any σ, σ¯ ∈ ΣK , the function
fσ (x) + fσ¯ (x) + F
(
xσ(1)
)
+ F
(
xσ¯(1)
)− 2 min
τ∈ΣK
(fτ (x)) ,
is finite, continuous and bounded below. Thus applying part 3 of Lemma
3.5 with B = XK gives
lim sup
ε→0
−ε logE
[
ρε (Yεσ;α) ρ
ε (Yεσ¯;α) e
− 1
ε
F
(
Y ε
σ(1)
)
e
− 1
ε
F
(
Y ε
σ¯(1)
)]
≤ lim sup
ε→0
−ε logE
[
exp−1
ε
[
fσ (Y
ε) + fσ¯ (Y
ε) + F
(
Y εσ(1)
)
+ F
(
Y εσ¯(1)
)
− 2 min
τ
(fτ (Y
ε))
]]
≤ inf
x∈XK
[
fσ (x) + fσ¯ (x) + F
(
xσ(1)
)
+ F
(
xσ¯(1)
)− min
τ∈ΣK
(fτ (x))
]
.
Since for any nonnegative sequences {aε} and {bε}
lim sup
ε→0
−ε log (aε + bε) ≤ min
{
lim sup
ε→0
−ε log aε, lim sup
ε→0
−ε log bε
}
,
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we find
lim sup
ε→0
−ε logE (ηˆε (Yε;α))2
≤ min
σ,σ¯∈ΣK
{
lim sup
ε→0
−ε logE
[
ρε (Yεσ;α) ρ
ε (Yεσ¯;α) e
− 1
ε
F
(
Y ε
σ(1)
)
e
− 1
ε
F
(
Y ε
σ¯(1)
)]}
≤ min
σ,σ¯∈ΣK
{
inf
x∈XK
[
fσ (x) + fσ¯ (x) + F
(
xσ(1)
)
+ F
(
xσ¯(1)
)− min
τ∈ΣK
(fτ (x))
]}
= min
σ∈ΣK
{
inf
x∈XK
[
2fσ (x) + 2F
(
xσ(1)
)− min
τ∈ΣK
(fτ (x))
]}
= inf
x∈XK
[
2fι (x) + 2F (x1)− min
τ∈ΣK
{fτ (x)}
]
.
Thus the upper and lower bounds coincide. We now use Lemma 3.1 to
identify the limit as VF (α), which completes the proof. 
Proof of Lemma 3.1. The first step is to express the space XK as ∪τ∈ΣKOτ ,
where
Oτ
.
=
{
x ∈ XK : I (xτ(1)) ≤ I (xτ(2)) ≤ · · · ≤ I (xτ(K))} .
For any τ ∈ ΣK there exists L ∈ {1, . . . ,K} which depends on τ such
that 1 = τ (L) . We will use the rearrangement inequality [8, Section 10.2,
Theorem 368], which says that if x ∈ Oτ , then since αj is nonincreasing in j
the minimum in
min
σ∈ΣK
{∑K
j=1
αjI
(
xσ(j)
)}
is at σ = τ . Thus
inf
x∈XK
[
2
∑K
j=1
αjI
(
xj
)
+ 2F (x1)− min
σ∈ΣK
{∑K
j=1
αjI
(
xσ(j)
)}]
= min
τ∈ΣK
{
inf
x∈Oτ
[
2
∑K
j=1
αjI
(
xj
)
+ 2F (x1)− min
σ∈ΣK
{∑K
j=1
αjI
(
xσ(j)
)}]}
= min
τ∈ΣK
{
inf
x∈Oτ
[∑K
j=1
(
2ατ(j) − αj
)
I
(
xτ(j)
)
+ 2F (x1)
]}
.
Let βj
.
= 2ατ(j) − αj , and for each L ∈ {1, . . . ,K} define the sets
OLτ
.
=
{(
xτ(1), . . . , xτ(L)
)
: x ∈ Oτ
}
and
O¯Lτ (y)
.
=
{(
xτ(L), . . . , xτ(K)
)
: x ∈ Oτ and
(
xτ(1), . . . , xτ(L)
)
= y
}
.
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Note that for each τ (and using that L is the index such that τ (L) = 1)
inf
x∈Oτ
[∑K
j=1
βjI
(
xτ(j)
)
+ 2F (x1)
]
= inf
x∈Oτ
[∑L−1
j=1
βjI
(
xτ(j)
)
+ βLI
(
xτ(L)
)
+
∑K
j=L+1
βjI
(
xτ(j)
)
+ 2F
(
xτ(L)
)]
= inf
(y1,...,yL)∈OLτ
[ ∑L−1
j=1 βjI (yj) + βLI (yL) + 2F (yL)
+ inf(zL,...,zK)∈O¯Lτ (y1,...,yL)
[∑K
j=L+1 βjI (zj)
] ] .
Next we show that given (y1, . . . , yL) (and noting that by definition zL =
yL),
(3.3) inf
(zL,...,zK)∈O¯Lτ (y1,...,yL)
[∑K
j=L+1
βjI (zj)
]
=
(∑K
j=L+1
βj
)
I (yL) .
Recall that α1 ≥ α2 ≥ · · · ≥ αK ≥ 0. Therefore βK = 2ατ(K) − αK ≥
2αK − αK = αK ≥ 0. More generally, since τ(j), . . . , τ(K) are distinct
values drawn from {1, . . . ,K}, for each j
βj + · · ·+ βK = 2
∑K
`=j
ατ(`) −
∑K
`=j
α` ≥ 2
∑K
`=j
α` −
∑K
`=j
α` ≥ 0.
Using βK ≥ 0 and the fact that (zL, . . . , zK) ∈ O¯Lτ (y1, . . . , yL) implies the
restriction
I (zL) ≤ I (zL+1) ≤ · · · ≤ I (zK) ,
we can rewrite the infimum as
inf
(zL,...,zK)∈O¯Lτ (y1,...,yL)
[∑K
j=L+1
βjI (zj)
]
= inf
(zL,...,zK)∈O¯Lτ (y1,...,yL)
[∑K−2
j=L+1
βjI (zj) + (βK−1 + βK) I (zK−1)
]
.
Iterating, we have (3.3). Hence recalling D .= {(I(x), F (x)) : x ∈ X},
inf
x∈XK
[
2
∑K
j=1
αjI
(
xj
)
+ 2F (x1)− min
σ∈ΣK
{∑K
j=1
αjI
(
xσ(j)
)}]
= min
τ∈ΣK
{
inf
x∈Oτ
[∑K
j=1
(
2ατ(j) − αj
)
I
(
xτ(j)
)
+ 2F (x1)
]}
= min
τ∈ΣK
{
inf
(xτ(1),...,xτ(L))∈OLτ
[∑L−1
j=1
βjI
(
xτ(j)
)
+
(∑K
j=L
βj
)
I
(
xτ(L)
)
+ 2F
(
xτ(L)
)]}
= min
τ∈ΣK
 inf{(Iτ(L),F):(Iτ(L),F)∈D}{(Iτ(1),...,Iτ(L−1)):Iτ(1)≤Iτ(2)≤···≤Iτ(L)}
[∑L−1
j=1
βjIτ(j) +
(∑K
j=L
βj
)
Iτ(L) + 2F
] .
The last equality holds because I is continuous on the domain of finiteness.
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It remains to show that the last display coincides with VF (α). Recalling
the definition of VF (α), we have
VF (α)
.
= inf
(I1,F )∈D
{(I1,...,IK):Ij∈[0,I1] for j≥2}
[
2
∑K
j=1
αjIj + 2F − min
σ∈ΣK
{∑K
j=1
αjIσ(j)
}]
= min
τ∈ΣK
 inf{(Iτ(L),F):(Iτ(L),F)∈D}{(Iτ(1),··· ,Iτ(K)):Iτ(1)≤Iτ(2)≤···≤Iτ(K)≤Iτ(L)}
[∑K
j=1
(
2ατ(j) − αj
)
Iτ(j) + 2F
] .
Since I ∈ Oτ implies Iτ(j) ≥ Iτ(L) and hence Iτ(j) = Iτ(L) for L < j ≤ K,
inf
{(Iτ(L),F):(Iτ(L),F)∈D}
{(Iτ(1),...,Iτ(K)):Iτ(1)≤Iτ(2)≤···≤Iτ(K)≤Iτ(L)}
[∑K
j=1
βjIτ(j) + 2F
]
= inf
{(Iτ(L),F):(Iτ(L),F)∈D}
{(Iτ(1),...,Iτ(L−1)):Iτ(1)≤Iτ(2)≤···≤Iτ(L)}
[∑L−1
j=1
βjIτ(j) +
(∑K
j=L
βj
)
Iτ(L) + 2F
]
.
This completes the proof of the first part.
To prove the second part, i.e., supα VF (α) = infx{(2− (1/2)K−1)I (x) +
2F (x)}, first rewrite VF (α) by noticing that since I1 is the largest value in
the set I,
min
τ∈ΣK
{∑K
j=1
αjIτ(j)
}
obtains the minimum at some τ ∈ ΣK with τ (K) = 1. Therefore
VF (α) = inf
(I1,F )∈D
{I:Ij≤I1 for j≥2}
(2α1 − αK) I1 + 2 K∑
j=2
αjIj + 2F − min
τ∈ΣK ,τ(K)=1

K−1∑
j=1
αjIτ(j)

 .
Suppose we are given any K − 1 numbers and assign them to {Ij}j=2,...,K in
a certain order. Then the value of
min
τ∈ΣK ,τ(K)=1
{∑K−1
j=1
αjIτ(j)
}
is independent of the order. But since α1 ≥ · · · ≥ αK ≥ 0, by the rearrange-
ment inequality the smallest value of∑K
j=2
αjIj
is obtained by taking the Ij , j ≥ 2 in increasing order. By choosing this
ordering of {Ij}j=2,...,K ,
min
τ∈ΣK ,τ(K)=1
{∑K−1
j=1
αjIτ(j)
}
=
∑K
j=2
αj−1Ij .
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Thus
VF (α) = inf
(I1,F )∈D
{I:0≤I2≤···≤IK≤I1}
[
(2α1 − αK) I1 + 2
∑K
j=2
αjIj + 2F −
∑K
j=2
αj−1Ij
](3.4)
= inf
(I1,F )∈D
{I:0≤I2≤···≤IK≤I1}
[
(2α1 − αK) I1 +
∑K
j=2
(2αj − αj−1) Ij + 2F
]
.
Using summation by parts and α1 = 1, we have
VF (α) = inf
(I1,F )∈D
{I:0≤I2≤···≤IK≤I1}
[
(2α1 − αK) I1 +
∑K−1
j=2
αj (2Ij − Ij+1) + 2αKIK − I2 + 2F
]
.
(3.5)
Since I is a rate function and F is continuous and bounded below, there is
(I0, F0) ∈ D such that(
2− (1/2)K−1
)
I0 + 2F0 = inf
x
[(
2− (1/2)K−1
)
I (x) + 2F (x)
]
.
Let α∗ .=
(
1, 1/2, . . . , 1/2K−1
)
and I∗ = (I∗1 , . . . , I∗K) , with I
∗
1
.
= I0, I
∗
j
.
=
(1/2)K−j+1 I0 for j = 2, . . . ,K. We have the following inequalities, which
are explained after the display:(
2− (1/2)K−1
)
I0 + 2F0 = inf
(I1,F )∈D
{I:0≤I2≤···≤IK≤I1}
[
(2α∗1 − α∗K) I1 +
∑K
j=2
(
2α∗j − α∗j−1
)
Ij + 2F
]
= VF (α
∗)
≤ sup
α
VF (α)
≤ sup
α
[
(2α1 − αK) I∗1 +
∑K−1
j=2
αj
(
2I∗j − I∗j+1
)
+ 2αKI
∗
K − I∗2 + 2F0
]
=
(
2− (1/2)K−1
)
I0 + 2F0.
The first equality follows from 2α∗j − α∗j−1 = 0 for j = 2, . . . ,K; the second
equality from (3.4); the second inequality is from (3.5); the third equality
uses α1 = 1, 2I∗j − I∗j+1 = 0 for j = 2, . . . ,K, − αKI∗1 + 2αKI∗K = 0 and
I∗2 = (1/2)
K−1 I0. We therefore obtain
sup
α
VF (α) = inf
x
{(
2− (1/2)K−1
)
I (x) + 2F (x)
}
.

Remark 3.9. Note that the proof identifies (α∗, I∗) as a saddle point of a
min/max problem.
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3.2. Estimating the probability of rare events. We next state the cor-
responding results for the INS estimator for approximating probabilities as
in (2.1). The statements are what one would obtain by letting F approx-
imate −M1Ac and sending M → ∞. The proofs are similar to but easier
than those of the risk-sensitive functional, and thus omitted.
Definition 3.10. Given any K ∈ N and α, let {Xεj } be independent with
Xεj ∼ µαj/ε for j ∈ {1, . . . ,K}. With the weights ρε (x;α) defined according
to (2.3), the K temperature INS estimator for estimating µε (A) is
θˆε (Xε;α) =
∑
σ∈ΣK
ρε (Xεσ;α) 1A(X
ε
σ(1)).
Following the same argument as for ηˆε (Xε;α) but replacing the function
e−
1
ε
F (x) with 1A (x) gives
• θˆε (Xε;α) is an unbiased estimator for µε (A),
• θˆε (Xε;α) d= θˆε (Yε;α).
Theorem 3.11. Let A be the closure of its interior. Suppose that I : X →
[0,∞] is continuous on its domain of finiteness. Then for any K ∈ N and
parameter α
lim
ε→0
−ε logE
(
θˆε (Xε;α)
)2
= V (α) · I (A) ,
where
V (α) = inf
{I:I1=1,Ij∈[0,1] for j=2,...,K}
[
2
∑K
j=1
αjIj − min
σ∈ΣK
{∑K
j=1
αjIσ(j)
}]
.
Moreover V (α) achieves its maximal value of 2−(1/2)K at α∗ = (1, 1/2, . . . , 1/2K−1).
4. Extensions
The theory of Section 3 assumes that µε(dx) = 1Zε e
− 1
ε
I(x)γ(dx) and that
F does not depend on ε. Suppose we know only that {µε} satisfies the LDP
with rate function I, and µε has a density function gε (x) for any ε > 0.
Define a single sample of the K temperature INS estimator based on α for
estimating
∫
X e
− 1
ε
F ε(x)µε(dx) to be
η˜ε (Xε;α)
.
=
∑
σ∈ΣK
ρ˜ε (Xεσ;α) e
− 1
ε
F ε
(
Xε
σ(1)
)
,
where
ρ˜ε (x;α)
.
=
∏K
j=1 g
ε/αj (xj)∑
τ∈ΣK
[∏K
j=1 g
ε/αj
(
xτ(j)
)] .
As before, one can prove that the estimator is unbiased and if Yε is a sym-
metrized version of Xε, then
η˜ε (Xε;α)
d
= η˜ε (Yε;α) .
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Moreover, recall that
ρε (x;α)
.
=
∏K
j=1 e
−αj
ε
I(xj)∑
τ∈ΣK
[∏K
j=1 e
−αj
ε
I(xτ(j))
] .
Theorem 4.1. Let F : X → R be continuous and bounded below, and let
I : X → [0,∞] be continuous on its domain of finiteness. Suppose that
ε log(ρ˜ε/ρε)→ 0 and F ε → F uniformly on each compact set in XK and X
respectively, and that infε∈(0,1) infx∈X F ε(x) > −∞. Then
lim
ε→0
−ε logE (η˜ε (Xε;α))2 = VF (α),
where VF (α) is as defined in Lemma 3.1.
Proof. Using the uniform bounds on F ε and the F and the fact that I is a
rate function, there is a compact set C ⊂ X such that
lim
ε→0
ε logE (η˜ε (Xε;α))2 = lim
ε→0
ε logE
(
η˜ε (Xε;α) 1(C)K (X
ε)
)2
and
lim
ε→0
ε logE (ηˆε (Xε;α))2 = lim
ε→0
ε logE
(
ηˆε (Xε;α) 1(C)K (X
ε)
)2
,
in the sense that each limit must be equal to the other if one of them exists.
We know that
lim
ε→0
−ε logE (ηˆε (Xε;α))2 = VF (α),
and thus it suffices to prove
lim
ε→0
ε logE
(
η˜ε (Xε;α) 1(C)K (X
ε)
)2
= lim
ε→0
ε logE
(
ηˆε (Xε;α) 1(C)K (X
ε)
)2
.
Using the uniform convergence of ε log(ρ˜ε/ρε) and F ε, for any δ > 0 there
is a ζ such that if 0 < ε < ζ then
sup
x∈CK
|ε log (ρ˜ε/ρε)| < δ and sup
x∈C
|F ε (x)− F (x)| < δ.
Thus for any x ∈ CK and x ∈ C
ρε (x;α) e−
1
ε
δ < ρ˜ε (x;α) < ρε (x;α) e
1
ε
δ and F (x)−δ < F ε (x) < F (x)+δ.
Furthermore
η˜ε (Xε;α) =
∑
σ∈ΣK
ρ˜ε (Xεσ;α) e
− 1
ε
F ε
(
Xε
σ(1)
)
≤
(∑
σ∈ΣK
ρε (Xεσ;α) e
− 1
ε
F
(
Xε
σ(1)
))
e
2
ε
δ
= ηˆε (Xε;α) e
2δ
ε
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and similarly η˜ε (Xε;α) ≥ ηˆε (Xε;α) e− 2δε . Putting the estimates together
gives
lim sup
ε→0
−ε logE
(
η˜ε (Xε;α) 1(C)K (X
ε)
)2 ≤ lim sup
ε→0
−ε logE
(
ηˆε (Xε;α) 1(C)K (X
ε)
)2
+2δ
and
lim inf
ε→0
−ε logE
(
η˜ε (Xε;α) 1(C)K (X
ε)
)2 ≥ lim inf
ε→0
−ε logE
(
ηˆε (Xε;α) 1(C)K (X
ε)
)2−2δ.
Since δ is arbitrary, sending δ → 0 shows the existence of
lim
ε→0
ε logE
(
η˜ε (Xε;α) 1(C)K (X
ε)
)2
and
lim
ε→0
ε logE
(
η˜ε (Xε;α) 1(C)K (X
ε)
)2
= lim
ε→0
ε logE
(
ηˆε (Xε;α) 1(C)K (X
ε)
)2
.

Remark 4.2. Theorem 4.1 is indeed an extension of Theorem 3.2, since in
the setting of Theorem 3.2
(4.1) gε(x) =
1
Zε
e−
1
ε
I(x),
and thus for any x
ρ˜ε (x;α) = ρε (x;α) .
A situation where gε not of the form (4.1) arises is with densities that are mix-
tures. These densities take the form gε(x) = (
∑m
j=1 ωje
− 1
ε
Ij(x))/Zε, where
each Ij is a rate function and ωj > 0 for all j. Since(
min
j∈{1,...,k}
ωj
)
e−
1
ε
mink[Ik(x)] ≤
∑m
j=1
ωje
− 1
ε
Ij(x) ≤
(∑m
j=1
ωj
)
e−
1
ε
mink[Ik(x)],
this implies
lim
ε→0
ε log (ρ˜ε (x;α) /ρε (x;α)) = 0
uniformly in x.
Remark 4.3. By using the allowed ε dependence of F ε, it is possible to
apply the INS estimator to certain classes of discrete random variables. For
example, let X have the geometric distribution with parameter p, let Xε =
εX, and suppose one wants to estimate
Ee−
1
ε
G(Xε)
with G continuous and bounded below. We can represent Xε in the form
Xε = f ε (Y ε) , where Y ε is exponentially distributed with parameter λ/ε,
λ
.
= − log(1− p) and
f ε (y) = ε (by/εc+ 1) ,
and therefore consider the problem
Ee−
1
ε
F ε(Y ε),
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where F ε = G◦f ε, and both F ε and Y ε satisfy the assumptions in Theorem
4.1.
Remark 4.4. Suppose {µε}ε are product measures {µε1 × µε2}ε. Moreover,
assume that {µε1}ε and {µε2}ε satisfy Condition 2.1 on Polish spaces X1 and
X2, with rate functions I1 and I2, respectively. In this case, we can use
INS only on subset of variables. Precisely, given any K ∈ N and α, let
{Xεj } be independent with Xεj .= (Xε1,j , Xε2,j) ∼ µαj/ε = µαj/ε1 × µαj/ε2 for
j ∈ {1, . . . ,K}. Define
θˆε (Xε;α) =
∑
σ∈ΣK
ρε1
(
Xε1,σ;α
)
1A(X
ε
1,σ(1), X
ε
2,σ(1))
with the new weights
ρε1 (x;α)
.
=
e−
1
ε
∑K
j=1 αjI1(xj)∑
τ∈ΣK e
− 1
ε
∑K
j=1 αjI1(xτ(j))
,
where x .= (x1, x2, . . . , xK) and with each xj ∈ X1. Note that the weights
here depend only on I1 instead of I. One can show that this estimator is also
an unbiased estimator of µε(A), and its decay rate is between that of Monte
Carlo and INS on full set of variables. We will return to this possibility in
the last example of the next section.
5. Examples
In this section we explore numerical simulations of the INS estimator for
the estimation of rare sets A, as specified in Section 3.2. Under the conditions
of Theorem 3.11, the K-temperature estimator θˆINS has an asymptotic decay
rate of (2 − (1/2)K−1)I(A) when used to estimate µε(A) for a suitable set
A. One can also consider the preasymptotic (or level ε) decay rate given by
−ε logE(θˆεi )2. This quantity can be is estimated using independent samples.
If θˆε1, . . . , θˆεN are independent samples of an unbiased estimator of µ
ε(A), then
the empirical preasymptotic decay rate is defined as
(5.1) − ε log
(
1
N
N∑
i=1
(θˆεi )
2
)
.
Although the preasymptotic decay rate converges to the true decay rate,
it is only in practice that we get a sense of how small ε > 0 must be before we
see agreement with the limiting decay rate. One expects the large deviation
approximation to be useful for larger values of ε for some choices of A and to
need smaller ε for others. We briefly revisit the heuristic asymptotic analysis
of Section 3 to elucidate this issue.
First, observe that the choice of θˆε1, . . . , θˆεN which maximizes the quantity
(5.1) subject to the constraint (θˆε1 + · · · + θˆεN ) = Nµε(A) is given by θˆi =
µε(A). In other words, for a highly accurate estimator to have a near-optimal
decay rate it should generate values which are centered around the target
value µε(A).
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Now consider the case of a two-temperature estimator with independent
samples Xε1 and Xε2 , the second denoting the higher temperature; the case of
a general number of temperatures is combinatorially more complicated, but
the final principle carries over. It was observed in (3.2) that when θˆεINS > 0,
we most often have θˆεINS = ρ
ε(Xε2 , X
ε
1). This weight can be rewritten as
(5.2) ρε(x2, x1) =
[
1 + exp
(
1− α
ε
(I(x2)− I(x1))
)]−1
.
For the estimator to have a good decay rate, whenever Xε1 /∈ A,Xε2 ∈ A,
the weight ρε(Xε2 , Xε1) needs to be exponentially small as ε → 0. It can
be seen from (5.2) that ρε(x2, x1) < 1/2 is equivalent to I(x2) > I(x1),
which is plausible since we expect the sample in A to have a higher value
of I. It is nevertheless possible for small ε > 0 that Xε1 /∈ A,Xε2 ∈ A while
I(Xε2) < I(X
ε
1). If they occur with high enough probability, such samples
will significantly reduce the preasymptotic decay rate.
Observe that when the target set is of the formA = {x : I(x) ≥ c} for some
c > 0, such a mismatch of the weights can never occur since x1 /∈ A, x2 ∈ A
implies I(x2) > I(x1). More generally, sets for which {x : I(x) ≥ I(A)} \ A
has small probability relative to {x : I(x) ≥ I(A)} are in some sense “well-
described” by the rate function, and their preasymptotic decay rate trends
to the asymptotic value faster. On the other hand, the probabilities of sets
which are not of this specific form will in general have larger probability, and
so having a large preasymptotic decay rate might not be as important. We
will explore these issues in the examples.
Next we introduce some terminology. The word sample will refer to a
single generation of a random variable (which could itself be multidimen-
sional). A trial will be a single realization of the K-temperature estimator
θˆεINS, which requires the generation of K samples, one for each temperature.
Using N ×K samples total we can run N trials, and the collection of these
trials is called a simulation. We define the INS estimate pˆεA of P(Xε ∈ A) by
pˆεA
.
=
1
N
∑N
i=1
θˆε(Xεi ;α).
The standard error σˆN using N samples is the estimated standard deviation
divided by the square root of the number of samples:
σˆN
.
=
1√
N
√
1
N
∑N
i=1
(θˆε(Xεi ;α)− pˆεA)2,
and the relative error rˆN is the ratio of the estimated standard deviation and
the estimate:
rˆN
.
=
σˆN
pˆεA
√
N.
The relative error is used to provide formal confidence intervals
[pˆεA − 1.96 rˆN , pˆεA + 1.96 rˆN ].
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Finally, we will report the normalized empirical decay rate
DˆεN .=
−ε log
(
1
N
∑N
i=1(θˆ
ε(Xεi ;α)
2
)
−ε log
(
1
N
∑N
i=1 θˆ
ε(Xεi ;α)
) .
All the examples presented below use the asymptotically optimal choice of
α identified in Lemma 3.1.
Example 5.1. The first example is chosen to demonstrate the theoretical
properties of the INS estimator. We consider the case of independent and
identically distributed one-dimensional standard Gaussians, ξi ∼ N(0, 1).
Set
Xε
.
= ε
b1/εc∑
i=1
ξi.
The quantity of interest will be pεA
.
= P (Xε ∈ A), where A is the non-convex
set A = (−∞,−0.25]∪[0.2,∞). Although simple, owing to the non-convexity
of A this problem requires some care in the design of importance sampling
schemes for estimating pεA [7]. We expect the INS estimator to have a high
pre-asymptotic decay rate, because {I(x) ≥ I(A)} = (−∞, 0.2] ∪ [0.2,∞)
and thus x /∈ A, y ∈ A implies I(y) > I(x) with high probability.
In this case there are standard deterministic methods to calculate the
target probabilities up to machine error. The first row in Table 1 gives the
target temperature and the second row shows the (rounded) probability ofXε
landing in the target set A. The third row shows the nearest integer amount
of expected successful samples for ordinary Monte Carlo E
∑N
j=1 1A(X
ε
j ) =
NP(Xε ∈ A) when N = 5× 105.
ε 10−2 5× 10−3 2× 10−3 1× 10−3
pεA 2.90× 10−2 2.54× 10−3 3.88× 10−6 1.27× 10−10
[NpεA] 14, 500 1, 250 2 0
Table 1. Probabilities and expected number of successes
Based on the third row of Table 1, for N = 5×105 we expect that ordinary
Monte Carlo (which corresponds to using a single temperature) will provide
some estimate for ε = 10−2 and ε = 5 × 10−3, but not for the other two
values of ε. In Table 2 we compare the estimates obtained from simulations
with K = 1, . . . , 5 temperatures. Confidence intervals, computation time
and other statistics are not reported for this example.
For each pair (ε,K), Table 3 shows the normalized empirical decay rate
DˆεN . We see that by combining the estimates from different temperatures
the INS estimator can approximate rare events using far fewer samples than
ordinary Monte Carlo. This is due to the relatively large number of successes
from the higher temperatures, which are properly weighted by ρε(x;α) to
produce an unbiased estimate of E[1A(Xε)] for the target temperature ε.
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K\ε 10−2 5× 10−3 2× 10−3 1× 10−3
1 2.89× 10−2 2.61× 10−3 0 0
2 2.86× 10−2 2.53× 10−3 4.01× 10−6 5.31× 10−10
3 2.87× 10−2 2.61× 10−3 4.04× 10−6 1.47× 10−10
4 2.90× 10−2 2.55× 10−3 3.95× 10−6 1.35× 10−10
5 2.93× 10−2 2.64× 10−3 3.78× 10−6 1.27× 10−10
Table 2. Estimates of probabilities
K\ε 10−2 5× 10−3 2× 10−3 1× 10−3
2 1.31 1.31 1.37 1.44
3 1.46 1.47 1.56 1.59
4 1.54 1.55 1.64 1.72
5 1.59 1.62 1.70 1.77
Table 3. Normalized empirical decay rate for the probabil-
ities estimated in Table 2. No rate is reported for K = 1
temperature since it is always equal to 1.
Figure 1. The conditional distribution of θˆεINS given that
the kth temperature landed in A for k = 3, 4, 5. Here, ε =
5 × 10−3 and 105 samples were used for each of the K = 5
temperatures.
In Figure 1 we show the empirical distribution of θˆεINS with K = 5 temper-
atures conditioned on one of the three highest temperatures landing in the
target set; the two lower temperatures have few successes and are therefore
ignored. We take the negative of the base-10 logarithm for easier readabil-
ity of the distribution. From the right-most histogram in Figure 1 one can
estimate that the highest temperature landed in A roughly 4 × 104 so at
least 40% of the INS samples produced were non-zero. One can also see that
the distribution of weights is roughly appropriate, in that the mode of the
histogram times the probability of the kth temperature landing in the target
set is on the same order of magnitude as the probability µε(A).
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Figure 2. Comparison of conditional distributions of INS
estimator conditioned on the lowest and highest temperatures
landing in the rare event set. In blue with dashed edges is
the histogram for the one-dimensional samples, and overlaid
in dark gray is the case when 5-dimensional samples are used.
We can further explore this example by taking the Gaussians to be d-
dimensional while keeping the target set dependent on only the first coor-
dinate. The rate function becomes the sum of squares xi ∈ Rd, I(xi) =∑d
j=1 x
2
i,j/2. Using N = 5 × 105 total samples spread across K = 5 tem-
peratures for ε = 5 × 10−3, we obtain an estimate of 2.49 × 10−3, in very
close agreement with the theoretical value. Following up on the discussion
at the beginning of this section, for this problem the superlevel sets of the
rate function provide a relatively poor approximation to the target set. As
we see in Figure 2, the weights for the low temperatures tend to be too large,
and the weights for the high temperatures to be too small. This causes a de-
crease in the preasymptotic decay rate: the normalized empirical decay rate
for the original d = 1 was 1.62, while for d = 5 it was 1.26. In either case,
however, standard Monte Carlo was outperformed with no problem-specific
modification of the algorithm.
Finally, since it is relatively cheap to generate independent Gaussian ran-
dom variables, we can run many simulations for very small ε > 0 to probe
the asymptotic behavior of the estimator. In Figure 3, we demonstrate that
the normalized preasymptotic decay rates approach 2− (1/2)K−1. To avoid
the clumping of data points for small ε > 0, we plot the normalized empirical
decay rate against the inverse temperature ε−1.
Example 5.2. Define the rate function
I(x) = (x21 + x
2
2 + x2 + 1 + x
4
3 + 2x
2
4 + x4 + 1)
2 − 2.64,
and consider the associated family of probability distributions
µε(dx) =
1
Zε
e−
1
ε
I(x)dx.
As noted in Example 2.1, the sequence {µε} satisfies an LDP with rate
function I(x). Observe that µε is unimodal, and that the minimum of I(x)
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Figure 3. The empirical decay rate as a function of the in-
verse temperature. Estimates for K = 2 stop at 1/ε = 1100
because it becomes computationally infeasible to generate
enough samples of the second temperature landing in the tar-
get set.
occurs at xm = (0,−0.5, 0,−0.25). This xm is used to determine the shift of
2.64 to ensure that I(xm) = 0 and I(x) > 0 for x 6= xm.
We sample from µε using MCMC and apply the INS estimator to the ob-
tained samples without any modification to the INS algorithm. In such a case
where a Markov chain is introduced in order to sample from the underlying
distribution, it would be more natural to use the original infinite swapping
estimator [4] directly on the Markov chain. In the present setting the INS
estimator is only asymptotically unbiased, but for a unimodal distribution
that appears to be sufficient for good performance.
To sample from µε for some ε > 0 using MCMC, we use a Metropolis-
Hastings algorithm with proposal distribution
qε(x, ·) ∼ x+ εUv,
where U ∼ Unif([−1, 1]) and v is drawn uniformly from {e1, ..., e4}, where
ei is the ith basis vector. We sub-sample the simulated trajectory every
8/ε steps, and verify that the histograms for the one-dimensional marginal
densities look appropriate. The numerical results are shown in Tables 4 and
5 and are based on 5 × 104 trials using K = 4 temperatures for each trial.
The computation time does not include the time of generating samples via
MCMC.
We compare two target sets. Define
A1 = {x1 ≤ −0.1, x2 ≥ −0.35, x3 ≥ 0, x4 ≥ −0.2}
A2 = {I(x) ≥ 0.5}.
The sets are chosen so that the probabilities µε(Ai) are on the same order of
magnitude for ε = 1/20, even though I(A1) < I(A2). We expect the decay
rate for estimating the probability of landing in A1 to be lower than that of
24
November 6, 2018
ε 1/20 1/40 1/80
LDP Prediction 8.49× 10−2 7.20× 10−3 5.20× 10−5
Estimate 4.83× 10−4 1.77× 10−5 3.87× 10−8
Confidence interval [4.06, 5.61]× 10−4 [1.03, 2.51]× 10−5 [1.47, 6.28]× 10−8
Relative error 8.19× 10−2 2.12× 10−1 3.17× 10−1
Empirical decay rate 1.24 1.29 1.50
Computation time (s) 4 4 4
Table 4. Results for estimating the probability µε(A1) for
different values of ε with N = 5×104 trials. We have I(A1) ≈
0.123.
ε 1/20 1/40 1/80
LDP Prediction 4.54× 10−5 2.06× 10−9 4.25× 10−18
Estimate 2.47× 10−4 1.94× 10−8 6.03× 10−17
Confidence interval [2.35, 2.58]× 10−4 [1.72, 2.15]× 10−8 [4.78, 7.28]× 10−17
Relative error 2.34× 10−2 5.73× 10−2 1.05× 10−1
Empirical decay rate 1.59 1.71 1.83
Computation time (s) 7 5 5
Table 5. Results for estimating the probability µε(A2) for
different values of ε with N = 5×104 trials. We have I(A2) ≈
0.5.
A2 since the set A1 is an intersection of sets and constitutes only a fraction
of the region {x : I(x) ≥ I(A1)}. In contrast, the set A2 is explicitly chosen
as a super-level set of the rate function, so its weights are more likely to be
well-distributed in the sense described in the introduction of this section. In
both cases, however, the empirical decay rate is strictly bigger than 1.
Observe that the performances reported in Table 4 are significantly lower
than the ones in Table 5. When ε = 1/20, the probabilities µε(A1) and
µε(A2) are on the same order of magnitude, though the performance for es-
timating the latter is markedly higher. This is due to the form of the target
set A2 and is accompanied by a disparity of the probabilities: µε(A2) de-
creases much faster than µε(A1). Since fewer samples are needed to estimate
µ1/80(A1) than µ1/80(A2), a higher decay rate is of less use for the former,
which is reflected in the fact that the relative errors are roughly comparable
for the two sets (though slightly smaller for A1).
Example 5.3. For our final example, we consider the level crossing of a
Brownian motion over the finite time interval [0, 1]. Let W (t), t ∈ [0, 1] be
a standard Brownian motion with W (0) = 0, EW (t) = 0 and EW (t)2 = t.
Define the scaled process
W ε(t) =
√
εW (t),
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and let µε denote the induced measure on the space of trajectories C([0, 1])
equipped with the topology of uniform convergence. The sequence of pro-
cesses {W ε, ε > 0} satisfies a large deviations principle on C([0, 1]) with rate
function
I(φ) =
1
2
∫ 1
0
|φ˙(s)|2ds
if φ ∈ C([0, 1]) is absolutely continuous and φ(0) = 0, and I(φ) = +∞
otherwise. For some fixed b > 0, define the rare event set
Ab
.
= {φ ∈ C([0, 1]) : φ(t) ≥ b for some t ∈ [0, 1]}.
One can envision many ways of estimating µε(Ab) via simulation. For
instance, for M ≥ 1 let GM : RM → C([0, 1]) denote the map
(GM (z1, . . . , zN ))(t) = 1√
M
bMtc∑
i=1
zi + (Mt− bNtc)zbMtc+1
 .
The map GM defines a linearly interpolated random walk with increments
zi over the interval [i/M − 1/M, i/M ] for i = 1, . . . ,M . If Z1, . . . , ZM are
i.i.d. normal random variables with zero mean and unit variance, Donsker’s
invariance principle ensures that W εM =
√
ε GM (Z1, . . . , ZM ) converges in
distribution to W ε as M →∞.
The corresponding “discretised” rate function on C([0, 1]) for {W εM , ε > 0}
can be given in terms of the rate function IM (z1, . . . , zM ) =
∑M
j=1 z
2
j /2 for
ε(Z1, . . . , ZM ), and this discretized rate function can in principle be used to
compute the weights ρε used in the INS estimator. The problem is that the
set Ab is not succinctly described by the increments (z1, . . . , zM ). Observe
that
(
√
ε G)−1M (Ab) =
{
(z1, . . . , zM ) ∈ RM :
k∑
i=1
zi ≥ b√
ε
for some 1 ≤ k ≤M
}
.
A standard argument via Jensen’s inequality shows that the trajectory φ ∈
Ab which minimizes I(φ) is a straight line between (0, 0) and (1, b), which
means that with high probability if the trajectory exceeds b then all the ran-
dom variables Zi should be close to b/
√
Mε. While IM (b/
√
Mε, . . . , b/
√
Mε) =
b2/2ε is independent of M , EIM (Z1, . . . , ZM ) ≈ M/2. This is consistent
with the definition of I(φ) = ∞ for φ which are not absolutely continuous,
as is the case for paths of the Wiener process (almost surely). This means
that as M increases for fixed ε > 0, there are increasingly many ways for
the Zi’s to produce a large “cost” (a large IM value) without landing in
(
√
εGM (Ab))−1. This approximation is not well-suited for the INS estimator
since all the rate function has a “weak” dependence on the individual random
variables Zi, with no single one or few largely responsible for determining
occurrence of the rare event.
An alternative approximation is Lévy’s construction of Brownian motion
using the Schauder functions [9]. Let φ0(t) = t and for n ≥ 1, let I(n) denote
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the set of odd integers between 1 and 2n: I(1) = {1}, I(2) = {1, 3}, etc. For
n ≥ 1 and k ∈ I(n), define
φn,k(t) =

2
n−1
2
(
t− k−12n
)
t ∈ [k−12n , k2n )
2
n−1
2
(
k+1
2n − t
)
t ∈ [ k2n , k+12n )
0 else
.
Let T be a space of infinite triangular arrays,
T = {z = (z0, z1,1, z2,1, . . . ) : z0, zn,k ∈ R, n ≥ 1, k ∈ I(n)}.
For M ≥ 1, define the map
(HM (z))(t) = z0φ0(t) +
M∑
n=1
∑
k∈I(n)
zn,kφn,k(t).
The preimage of Ab under HM can be expressed recursively as follows. Let
ZM = (HM )−1(Ab). Clearly, Z0 = {z : z0 ≥ b}, while for M ≥ 1,
ZM+1 = ZM ∪
 ⋃
k∈I(M+1)
{
z : (HM+1(z))
(
k
2M+1
)
≥ b
} .
This decomposition can be deduced from the piecewise linearity of HM (z)
and shows that if HM (z) ∈ Ab, then HM ′(z) for all M ′ ≥ M . Note that
bφ0(t) is the most likely escape trajectory, so z0 is by far the most important
contributor to the rare event set. Furthermore, if escape does occur strictly
prior to time 1, it is likely to happen close to time 1. For this reason zn,2n−1
is more important than, say, zn,1.
As illustrated with the random walk approximation GM , we want to avoid
including unimportant variables in the rate function. Thus, rather than sim-
ulating completely independent trajectories for each temperature, we couple
the trajectories and use independent copies of only the first four random
variables Z0, Z1,1, Z2,1, Z2,3. As pointed out in Remark 4.4, the estimator
remains unbiased but could suffer a decrease in the asymptotic decay rate.
On the other hand, coupling the relatively unimportant random variables
removes a source of variance at the preasymptotic level, and at the same
time allows control of discretization error by making M large.
The discretized rate function has
I1(z) =
z20
2
+
z21,1
2
+
z22,1
2
+
z22,3
2
,
which is all that is needed to construct the INS estimator per Remark 4.4.
We present the numerical results in Table 6. We first comment on the ac-
curacy of the approximation HM . For fixed M ≥ 1, the trajectory HM (z)
is determined by its values at points i/2M , i = 0, . . . , 2M . Our numerical
experiments show that for fixed ε > 0, the estimate can noticeably vary
with M , which is an issue inherent to the approximation of a continuous
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ε 3× 10−2 2× 10−2 5× 10−3
LDP Prediction 1.55× 10−2 1.90× 10−3 1.39× 10−11
Estimate 3.95× 10−3 6.59× 10−4 2.77× 10−11
Confidence interval [3.77, 4.12]× 10−3 [6.03, 7.14]× 10−4 [0, 6.62]× 10−11
Relative error 2.30× 10−2 4.30× 10−2 7.09× 10−1
Empirical decay rate 1.28 1.29 1.55
Computation time (s) 572 567 578
Table 6. Results for estimating the probability of crossing
the threshold b = 0.5 for different values of ε, with M = 10,
N = 5 × 105 and using K = 3 temperatures. The LDP
estimate is exp(−b2/2ε). The computation time reported in-
cludes the time taken to generate the samples.
time process and cannot be resolved by using more temperatures. Never-
theless, the estimator shows reasonable agreement with the LDP prediction.
Furthermore, 107 standard Monte Carlo runs of the random walk approxi-
mation GM with M = 14 gave estimates of 3.91× 10−3 and 4.34× 10−4 for
ε = 3 × 10−2 and 2 × 10−2, respectively, with no estimate being produced
for ε = 5× 10−3.
The example demonstrates that the INS estimator can effectively transfer
information carried by the higher temperatures to the lower ones even in
an infinite-dimensional setting, so long as the target set is represented in an
appropriate set of coordinates. An interesting question to explore is whether
an appropriate basis can be constructed for general diffusion processes.
6. Relation of INS to other accelerated MC schemes
It is useful to compare the qualitative properties of the INS estimator
based on iid samples with other accelerated Monte Carlo schemes. Schemes
that one might consider include standard Monte Carlo, importance sampling
and splitting. Of course in comparison to the INS approach (at least as
developed in this paper) these methods apply to a much broader collection
of problems. Nonetheless, the comparison is useful in highlighting a few
properties of the INS estimator. Our discussion will be brief, and assumes
familiarity with importance sampling and standard forms (e.g., fixed rate)
of splitting.
Suppose one were to consider, for example, the problem of estimating the
probability that a Gaussian random variable Xε of the form b+
√
εσZ falls
into a set A, where b is a d dimensional vector, σ is a d×d matrix, and Z is a
N(0, I) random vector. In order that there be some theoretical bounds on the
variance, we assume that the implementation of both importance sampling
and splitting are applied to a random walk with each of n summands in
the random walk iid N(b, σσT ) and denoted by {Yi, i = 1, . . . , n}, with (for
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convenience of notation) ε = 1/n and
(6.1) Xni =
1
n
(Y1 + · · ·+ Yi) for i = 1, . . . , n.
The problem of interest is thus estimating P{Xnn ∈ A}. We assume the
boundary of A is regular enough that infx∈A◦ I(x) = infx∈A¯ I(x). In this
case there are both importance sampling schemes as well as importance func-
tions for the splitting implementation that are known to be asymptotically
optimal, so long as the boundary of A is regular enough [1, 2, 6]. Note that
in contrast with the INS estimator, interpreting Xnn in terms of the random
walk model (6.1) is needed when using these methods to obtain asymptotic
optimality. Indeed, the splitting scheme requires that the splitting event be
triggered by the entrance of Xni into a threshold, whose spacing should be
proportional to 1/n. Likewise, it has been known since [7] that for the case
on non-convex A one is not able to construct (in general) an asymptotically
optimal scheme that considers only a change of measure applied to Xε (i.e.,
Xnn ), but rather should consider a dynamic change of measure that depends
on how the simulated trajectory evolves [5].
Suppose that we denote estimators obtained using standard Monte Carlo,
importance sampling, splitting and the INS schemes by θˆnMC, θˆ
n
IS, θˆ
n
Spl and
θˆnINS, respectively. In all cases we are attempting to approximate a proba-
bility θn by summing independent realizations, and each estimator satisfies
Eθˆn* = θ
n and hence is unbiased.
In the case of θˆnMC, we attempt to approximate θ
n as a convex combination
of 0’s and 1’s. The variance is approximately the second moment, which
decays like the probability itself, i.e., exp−nI(A). In this case the relative
error is of course bad as n → ∞. When EθˆnMC = P{Xnn ∈ A} is small it
is not the 0’s which contribute to the (relatively) large variance, but the
occasional 1’s. In comparison with standard Monte Carlo, all accelerated
schemes attempt to cluster the values taken by θˆn* (when it is not zero) in a
small neighborhood of P{Xnn ∈ A}.
In the case of importance sampling the estimate takes the form ofR(Y1, . . . , Yn)1{Xnn∈A},
where R(Y1, . . . , Yn) is the likelihood ratio of the original distribution with
respect to the new distribution used for simulation. For a well designed
scheme these likelihood ratios will cluster around the target value [approx-
imately exp(−nI(A))], and for this reason one has good variance reduction
and can achieve small relative errors. However, for a poorly designed scheme
[7] some samples will produce extraordinarily large likelihood ratios (in fact
exponentially large in n), and so it is essential that the design of the simulat-
ing distribution be done properly, which in many cases can be challenging.
The INS estimator is similar to IS in that it uses weights defined by likeli-
hood ratios in the construction. It differs in that simulations are required
for different values of the large deviation parameter, and in that the weights
can never be larger than 1.
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In the case of splitting, one uses a collection of closed sets C0 ⊂ C1 ⊂
· · · ⊂ CJ = Rd and splitting rates Rj ∈ N, j = 0, . . . , J − 1. A single
particle is started at some point in CJ \ CJ−1 and evolves according to the
law of {Xni } . When a particle enters a set Cj for the first time, it generates
Rj − 1 successors which evolve independently according to the same law
after splitting has occurred. Then a single sample estimator θˆnSpl is defined
to be N/
∏J−1
i=0 Ri, where N in this case is the number of particles simulated
which hit A at time n. For a scheme to work well, it should be designed
so that 1/
∏J−1
i=0 Ri is close to the target value, and at the same time one
would like at least one particle reach A at time n. To design an effective
scheme, one needs to choose the thresholds and splitting rates carefully. In
particular, if the thresholds are too far apart, then the entire population will
die out in the first few generations with very high probability. On the other
hand, if the thresholds are too tight, then the number of particles will grow
exponentially which enhance the computational effort exponentially. The
fact that both θˆnSpl and θˆ
n
INS are confined to [0, 1] means they are in some
sense “safer” than IS with regard to variance, though in the case of θˆnSpl the
possibility of exponential growth in the number of particles is in fact as bad
as the possibility of exponentially large likelihood ratios.
Thus INS has features in common with both IS and splitting. However,
when applicable, it does not have the same potential for exponentially bad
behavior that these schemes can exhibit when poorly designed.
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7. Appendix
While the following result is well known, we were not able to locate a
proof of the multidimensional case, and so include it for completeness.
Lemma 7.1. Suppose we are given h : Rd → R that is continuous and
bounded below, and assume it satisfies
lim inf
M→∞
inf
x:‖x‖=M
h (x)
M
.
= c > 0.
Then
lim
ε→0
ε log
∫
Rd
e−
1
ε
h(x)dx = − inf
x∈Rd
h (x) .
Proof. Let λ .= infx∈Rd h (x) > −∞. Since ε log
∫
Rd e
− 1
ε
[h(x)+λ]dx = ε log
∫
Rd e
− 1
ε
h(x)dx−
λ, we can assume without loss in proving the lemma that λ = 0. Choose
M <∞ such that h(x) ≥ c ‖x‖ /2 for ‖x‖ ≥M . Then
lim sup
ε→0
ε log
∫
Rd
e−
1
ε
h(x)dx ≤ lim sup
ε→0
ε log
(∫
Rd
1{x:‖x‖≥M}e−
1
2ε
c‖x‖dx+
∫
Rd
1{x:‖x‖≤M}dx
)
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Changing the coordinates to polar coordinates in the first integral gives∫
Rd
1{x:‖x‖≥M}e−
1
2ε
c‖x‖dx = C1εe−
1
2ε
cM + C2ε
2e−
1
2ε
cM ≤ C˜
for some positive constant C˜ and for all ε ≤ 1, and thus
lim sup
ε→0
ε log
∫
Rd
e−
1
ε
h(x)dx ≤ lim sup
ε→0
ε log
(
C˜ + Vol(M)
)
= 0,
where Vol(M) is the volume of the ball of radius M in Rd.
To prove the reverse inequality, let x∗ be such that |h (x∗)−λ| < δ/2, then
by continuity of h, given δ > 0 choose m > 0 such that |h(x)−h (x∗) | ≤ δ/2
for if ‖x− x∗‖ ≤ m. Then
lim inf
ε→0
ε log
∫
Rd
e−
1
ε
h(x)dx ≥ lim inf
ε→0
ε log
[
e−
1
ε
δVol(m)
]
= −δ.
Since δ > 0 is arbitrary, the reverse bound also holds. 
Theorem 7.2. Suppose Xε has distribution µε, where µε is a probability
measure on Rd of Gibbs form, i.e.,
µε (A) =
∫
A e
− 1
ε
I(x)dx
Zε
for A ∈ B(Rd),
with normalizing constant Zε =
∫
Rd e
− 1
ε
I(x)dx. Moreover, assume that I :
Rd → [0,∞) is a continuous rate function with
lim inf
M→∞
inf
x:‖x‖=M
I (x)
M
> 0.
Then {Xε} satisfies a large deviation principle with rate I.
Proof. It suffices to prove {Xε} satisfies the Laplace principle with rate I [3,
Section 1.2]. Thus we consider f : Rd → R that is bounded and continuous.
We can write
ε logEe−
1
ε
f(Xε) = ε log
∫
Rd
e−
1
ε
f(x)µε (dx) = ε log
∫
Rd
e−
1
ε
(f(x)+I(x))dx−ε log
∫
Rd
e−
1
ε
I(x)dx.
By applying Lemma 7.1 to f + I and I, we get
lim
ε→0
ε logEe−
1
ε
f(Xε) = lim
ε→0
ε log
∫
Rd
e−
1
ε
(f(x)+I(x))dx− lim
ε→0
ε log
∫
Rd
e−
1
ε
I(x)dx
= − inf
x∈Rd
[f (x) + I (x)] + inf
x∈Rd
I (x)
= − inf
x∈Rd
[f (x) + I (x)] ,
and the conclusion follows. 
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Proof of Lemma 3.6. To show that {X˜ε} satisfies the LDP on X˜ with rate
function I˜, we prove the lower bound first and then the upper bound. Given
any x ∈ X˜ and δ ∈ (0,∞), we know that
B˜ (x, δ) =˙
{
y ∈ X˜ : d (x, y) < δ
}
⊂ B (x, δ) ⊂ B˜ (x, δ) ∪ {I =∞} .
Since {Xε} ⊂ X satisfies the LDP with rate function I,
lim inf
ε→0
ε logP (Xε ∈ B (x, δ)) ≥ − inf
z∈B(x,δ)
I (z) = − inf
z∈B˜(x,δ)
I (z) ,
where the equality holds since infz∈B(x,δ) I (z) is finite. We also have
P (Xε ∈ B (x, δ)) ≤ P (Xε ∈ B˜ (x, δ))+P (Xε ∈ {I =∞}) = P (X˜ε ∈ B˜ (x, δ))+P (Xε ∈ {I =∞}) ,
which implies
lim inf
ε→0
ε logP (Xε ∈ B (x, δ)) ≤ lim inf
ε→0
ε log
[
2 max
{
P (X˜ε ∈ B˜ (x, δ)), P (Xε ∈ {I =∞})
}]
= max
{
lim inf
ε→0
ε logP (X˜ε ∈ B˜ (x, δ)), lim inf
ε→0
ε logP (Xε ∈ {I =∞})
}
= lim inf
ε→0
ε logP (X˜ε ∈ B˜ (x, δ)).
Therefore
lim inf
ε→0
ε logP (X˜ε ∈ B˜ (x, δ)) ≥ − inf
z∈B˜(x,δ)
I (z) ,
which is easily seen to imply the large deviation lower bound for arbitrary
open sets.
Next we prove the large deviation upper bound. Given any closed set F ⊂
X˜ , let F¯ be the closure of F in X , and observe that F ⊂ F¯ ⊂ F ∪ {I =∞}.
Thus
lim sup
ε→0
ε logP
(
Xε ∈ F¯ ) ≤ max{lim sup
ε→0
ε logP (X˜ε ∈ F ), lim sup
ε→0
ε logP (Xε ∈ {I =∞})
}
= lim sup
ε→0
ε logP (X˜ε ∈ F )
= lim sup
ε→0
ε logP (Xε ∈ F )
≤ lim sup
ε→0
ε logP
(
Xε ∈ F¯ ) .
Therefore by the large deviation upper bound for {Xε}
lim sup
ε→0
ε logP (X˜ε ∈ F ) = lim sup
ε→0
ε logP
(
Xε ∈ F¯ ) ≤ − inf
z∈F¯
I (z) = − inf
z∈F
I (z) ,
which completes the proof of the large deviation upper bound. 
Proof of Lemma 3.5. We first consider part 1. For a closed set B ⊂ X and
M ∈ N, define
gM (x)
.
= 1B (x) +M · d (x,BcM ) 1BM\B (x) ,
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where
BM
.
=
{
x ∈ X : d (x,B) ≤ 1
M
}
.
Note that BM is closed, BM ↓ B, and gM is a bounded continuous function
with 0 ≤ gM ≤ 1. Since for any x, ε, and M
1B (x) = e
−∞1Bc (x) ≤ e− 1εM(1−gM (x)),
we have
−ε logE
(
e−
1
ε
f(Xε)1B (X
ε)
)
≥ −ε logE
(
e−
1
ε
[f(Xε)+M(1−gM (Xε))]
)
.
Moreover, since f is bounded below and lower semi-continuous, so is f (x) +
M (1− gM (x)), and thus by the Laplace principle upper bound [3, Corollary
1.2.5]
lim inf
ε→0
−ε logE
(
e−
1
ε
[f(Xε)+M(1−gM (Xε))]
)
≥ inf
x∈X
[f (x) +M (1− gM (x)) + I (x)] .
Let
CM
.
= inf
x∈X
[f (x) +M (1− gM (x)) + I (x)] and C∞ .= inf
x∈B
[f (x) + I (x)] .
Since I is a rate function I(x) = 0 for some x, and thus C∞ <∞. If we can
find a subsequence {Mj}j∈N such that
lim
j→∞
CMj ≥ C∞,
then we are done. We can assume supM CM < ∞, since otherwise there
is nothing to prove. Let b be a finite lower bound for f . Then for any
M > C∞ − b we can write CM = min{C1M , C2M}, where
C1M
.
= inf
x∈BM
[f (x) +M (1− gM (x)) + I (x)]
C2M
.
= inf
x∈BcM
[f (x) +M (1− gM (x)) + I (x)] .
Since
C2M = inf
x∈BcM
[f (x) + I (x)]+M > inf
x∈BcM
[f (x) + I (x)]+C∞−b ≥ C∞ = inf
x∈B
[f (x) + I (x)]
and
C1M ≤ inf
x∈B
[f (x) +M (1− gM (x)) + I (x)] = C∞,
we have
CM = inf
x∈BM
[f (x) +M (1− gM (x)) + I (x)] .
Let {xM} ⊂ BM come within 1/M in the definition of CM , so that
f (xM ) +M (1− gM (xM )) + I (xM ) ≤ CM + 1
M
.
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Since f is bounded below and 1−gM ≥ 0, we have supM I (xM ) ≤ supM CM+
1− b <∞. Then because I has compact level sets, {xM} has a subsequence{
xMj
}
converging to x∗ ∈ B=˙ ∩M BM . Hence,
lim inf
j→∞
CMj ≥ lim inf
j→∞
[
f
(
xMj
)
+M
(
1− gMj
(
xMj
))
+ I
(
xMj
)]
≥ lim inf
j→∞
[
f
(
xMj
)
+ I
(
xMj
)]
≥ f (x∗) + I (x∗)
≥ C∞,
where the second inequality comes from the definition of gM , and the third
inequality is due to the lower semicontinuity of f and I. This completes the
proof of part 1.
Turning to part 2, observe that
N∑
`=1
e−
1
ε
f`(X
ε) ≥ max
`∈{1,...,N}
{
e−
1
ε
f`(X
ε)
}
= e−
1
ε
min`∈{1,...,N}{f`(Xε)}.
Thus
lim inf
ε→0
−ε logE
 e− 1ε (g1(Xε)+g1(Xε))(∑N
`=1 e
− 1
ε
f`(Xε)
)2 1B1 (Xε) 1B2 (Xε)

≥ lim inf
ε→0
−ε logE
(
e−
1
ε
(g1(Xε)+g2(Xε))
e−2
1
ε
min`∈{1,...,N}{f`(Xε)}
1B1 (X
ε) 1B2 (X
ε)
)
.
Then by the Cauchy-Schwarz inequality,
lim inf
ε→0
−ε logE
(
e−
1
ε
(g1(Xε)+g2(Xε))
e−2
1
ε
min`∈{1,...,N}{f`(Xε)}
1B1 (X
ε) 1B2 (X
ε)
)
≥ 1
2
lim inf
ε→0
−ε logE
(
e−
1
ε(2g1(X
ε)−2 min`∈{1,...,N}{f`(Xε)})1B1 (X
ε)
)
+
1
2
lim inf
ε→0
−ε logE
(
e−
1
ε(2g2(X
ε)−2 min`∈{1,...,N}{f`(Xε)})1B2 (X
ε)
)
.
We can now we apply part 1 of the lemma with B .= Br and f (x) = 2gr (x)−
2 min`∈{1,...,N} {f`(x)} , r = 1, 2. Obviously B is closed and f is lower semi-
continuous and bounded below, so the conditions of part 1 apply. Therefore
lim inf
ε→0
−ε logE
 e− 1ε (g1(Xε)+g2(Xε))(∑N
`=1 e
− 1
ε
f`(Xε)
)2 1B1 (Xε) 1B2 (Xε)

≥ 1
2
inf
x∈B1
[
2g1(x) + I(x)− 2 min
`
{f`(x)}
]
+
1
2
inf
x∈B2
[
2g2(x) + I(x)− 2 min
`
{f`(x)}
]
≥ min
r∈{1,2}
{
inf
x∈Br
[
2gr(x) + I(x)− 2 min
`
{f`(x)}
]}
.
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For part 3, if B ⊂ {I =∞} , then there is nothing to prove. If B ∩
{I <∞} 6= ∅, then infx∈B [f (x) + I (x)] < ∞. Since f and I are both
bounded below, f is continuous, I is continuous on the domain of finiteness
and B is the closure of its interior, for any ν > 0 there exists xν in the
interior of B and δ > 0 such that
f (xν) + I (xν) ≤ inf
x∈B
[f (x) + I (x)] + ν,
and also |f (xν)− f (y)| < ν whenever y lies in the open ball B (xν , δ) .=
{y ∈ X : d (y, xν) < δ} .We can choose δ > 0 small enough such thatB (xν , δ) ⊂
B. This implies
E
[
e−
1
ε
f(Xε)1B (X
ε)
]
≥ E
[
e−
1
ε
f(Xε)1B∩B(xν ,δ) (X
ε)
]
≥ e− 1ε (f(xν)+ν)P (Xε ∈ B (xν , δ)) .
Then by the large deviation principle for {Xε} with open set B (xν , δ),
lim sup
ε→0
−ε logP (Xε ∈ B (xν , δ)) ≤ I (B (xν , δ)) .
Therefore
lim sup
ε→0
−ε logE
[
e−
1
ε
f(Xε)1B(xν ,δ) (X
ε)
]
≤ f (xν) + ν + lim sup
ε→0
−ε logP (Xε ∈ B (xν , δ))
≤ f (xν) + ν + I (B (xν , δ))
≤ f (xν) + ν + I (xν)
≤ inf
x∈B
[f (x) + I (x)] + ν.
Sending ν → 0 completes the proof. 
References
[1] Jose Blanchet, Peter Glynn, and Kevin Leder. On Lyapunov inequalities and sub-
solutions for efficient importance sampling. ACM Trans. Model. Comput. Simul.,
22(3):13:1–13:27, August 2012.
[2] T. Dean and P. Dupuis. Splitting for rare event simulation: A large deviations ap-
proach to design and analysis. Stoch. Proc. Appl., 119:562–587, 2009.
[3] P. Dupuis and R. S. Ellis. A Weak Convergence Approach to the Theory of Large
Deviations. John Wiley & Sons, New York, 1997.
[4] P. Dupuis, Y. Liu, N. Plattner, and J.D. Doll. On the infinite swapping limit for
parallel tempering. SIAM J. Multiscale Model. Simul., 10:986–1022, 2012.
[5] P. Dupuis and H. Wang. Importance sampling, large deviations, and differential
games. Stoch. and Stoch. Reports., 76:481–508, 2004.
[6] P. Dupuis and H. Wang. Subsolutions of an Isaacs equation and efficient schemes for
importance sampling. Math. Oper. Res., 32:1–35, 2007.
[7] P. Glasserman and Y. Wang. Counter examples in importance sampling for large
deviations probabilities. Ann. Appl. Prob., 7:731–746, 1997.
[8] G.H. Hardy, J.E. Littlewood, and G. Pólya. Inequalities. Cambridge Mathematical
Library. Cambridge University Press, 1952.
[9] I. Karatzas and S. E. Shreve. Brownian Motion and Stochastic Calculus. Springer-
Verlag, New York, 1988.
[10] P. Whittle. Risk–sensitive linear/quadratic/guassian control. Adv. Appl. Prob.,
13:777–784, 1981.
35
