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ABSTRACT 
SMALL SAMPLE IRT ITEM PARAMETER ESTIMATES 
MAY 1997 
Ir. HARI SETIADI, INSTITUT PERTANIAN BOGOR 
M.A., UNIVERSITY OF PITTSBURGH 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Ronald K. Hambleton 
Item response theory (IRT) has great potential for solving many measurement 
problems. The success of specific IRT applications can be obtained only when the fit 
between the model and the test data is satisfactory. But model fit is not the only 
concern. Many tests are administered to relatively small numbers of examinees. If 
sample sizes are small, item parameter estimates will be of limited usefulness. There 
appear to be a number of ways that estimation might be improved. The purpose of this 
study was to investigate IRT parameter estimation using several promising small sample 
procedures. 
Computer simulation was used to generate the data. Two item banks were 
created with items described by a three parameter logistic model. Tests of length 30 
and 60 items were simulated; examinee samples of 100, 200, and 500 were used in item 
calibration. Four promising models and associated estimation procedures were selected: 
(1) the one-parameter logistic model, (2) a modified one-parameter model in which a 
constant value for the “guessing parameter” was assumed, (3) a non-parametric three 
VI 
parameter model (called “Testgraf’), and (4) a one-parameter Bayesian model (with a 
variety of priors on the item difficulty parameter). Several criteria were used in 
evaluating the estimates. 
The main results were that (1) the modified one-parameter model seemed to 
consistently lead to the best estimates of item difficulty and examinee ability compared to 
the Rasch model and the non-parametric three-parameter model and related estimation 
procedures (the finding was observed across both test lengths and all three sample sizes 
and seemed to be true with both normal and rectangular distributions of ability), (2) the 
Bayesian estimation procedures with reasonable priors led to comparable results to the 
modified one-parameter model, and (3) the results with Testgraf, for the smallest sample 
of 100, typically led to the poorest results. Future studies seem justified to (1) replicate 
the findings with more relevant evaluation criteria, (2) determine the source of the 
problem with Testgraf and small samples/short tests, and (3) further investigate the utility 
of Bayesian estimation procedures. 
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Item response theory (IRT) models have been shown to provide an excellent 
framework for item selection in test development (Lord, 1977; de Gruijter & Hambleton, 
1983; Hambleton & de Gruijter, 1983). Item response theory (IRT) offers the test 
developer a more powerful method of item selection than classical test theory because 
both items and examinees are reported on the same scale (Hambleton & de Gruijter, 1983; 
Green, Yen, & Burket, 1989). Also, at the same time, content specifications can be 
integrated into the item selection process. 
Optimal test design within an IRT framework is based on the assumption of the 
additive property of item information functions from which the standard error of a test can 
be controlled or specified at different regions of the ability continum. The choice and the 
level of difficulty of the items selected by the particular item selection heuristic depend on 
the anticipated ability distribution of the group of examinees to be tested and the test 
specifications. Tests designed for criterion-referenced assessment with a cut-off score, 
for example, will consist of items that provide more information near the cut-off score on 
the ability scale. 
Thus, optimum selection of test items can contribute substantially to the precision 
with which ability scores are estimated from an examinee population of interest. 
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However, no matter how good the item selection procedure, the results of item selection 
or optimal test design depend directly on the quality of the item bank. Item banks have 
an important role in the item selection process. For example, if an item bank has poor 
quality items, it might mean that tests must be lengthened considerably to achieve desired 
levels of precision. Small item banks may mean that content validity cannot be achieved 
or that items must be used many times in the construction of multiple forms. Also, and 
most importantly, the usefulness of optimal item selection will depend on the precision of 
the item parameter estimates. If item statistics are estimated with large errors, as might 
be the case if only small samples are used, then the advantage of optimal test design is 
considerably reduced (see, for example, Hambleton & Jones, 1994). 
1.2 Statement of the Problem 
Item response theory (IRT) has great potential for solving many problems in 
testing and measurement. The success of specific IRT applications, i.e., optimal test 
design, can be obtained only when the fit between the model and the test data of interest is 
satisfactory (Hambleton, Swaminathan, & Rogers, 1991). But model fit is not the only 
concern for the successful application of IRT models. Many tests are administered to 
relatively small numbers of examinees perhaps because only small numbers of examinees 
are available (e.g., small credentialing exam programs). If sample sizes are small, in 
general, item parameter estimates will be of limited usefulness because they will have large 
standard errors. Sample sizes in field-testing may also be kept small intentionally to lower 
costs or lower the exposure rates of items. 
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One solution to deal with the small sample size is to use the one-parameter IRT 
model (Rasch model). However, if the one-parameter model is used for optimally 
selecting items, and guessing plays an important role in item responses, overly difficult 
items tend to be selected with an attendant overestimation of the efficiency of the items 
(de Gruijter, 1986). 
Another example of the problem caused by using a small sample size in calibrating 
IRT item statistics was provided by Hambleton and Jones (1994). They investigated the 
impact of “capitalizing on chance” in item selection when items are calibrated on sample 
sizes smaller than desirable for the three-parameter logistic model. They found that 
examinee sample size was an influential indirect variable in the overestimation of test 
information functions. One of their main findings was that with a ratio of item bank size 
to test length of 8 : 1 and a small item calibration sample size (N=500), the test 
information function could be overestimated by as much as 40%. 
Thus, there is some evidence that using small sample sizes in estimating IRT item 
statistics can cause practical problems in test development. Some interesting questions 
might be asked: (1) Are some IRT estimation procedures better than others with small 
samples?; and (2) How consequential are item parameter estimation errors in test design? 
1.3 Purpose of the Study 
The study, basically, was concerned with a single issue: estimating IRT item 
parameters with several IRT models and determining the effectiveness of estimation 
procedures, in relatively small sample sizes (say, 100 to 200). In fact, the successful 
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application of item response theory depends on the availability of satisfactory statistical 
procedures for estimating the parameters of the model. Unfortunately, in general, using 
standard statistical procedures to obtain accurate item parameter estimates with typical 
datasets often requires relatively large numbers of examinees. 
On the other hand, there appear to be some promising ways that estimation might 
be improved when small examinee samples are available and these ways will be the topic 
of this research. The purpose of this study was to investigate IRT parameter estimation 
using several promising models and estimation procedures. The models considered were 
the Rasch Model, and the Modified One-Parameter IRT Model. The estimation 
procedure was a Bayesian Procedure. These parametric procedures were compared with 
a non-parametric procedure, TESTGRAF. These statistical procedures were studied, 
using simulation methods, for several test lengths and sample sizes. 
1.4 Importance of the Study 
Several studies have looked at small sample sizes in estimating IRT item 
parameters (Divgi, 1984; Gustafsson, 1980; Lord, 1983). On the other hand, little 
practical work has been done with Testgraf (Patsula & Gessaroli, 1995), and Bayesian 
procedures developed by Swaminathan & Gifford (1982, 1985,1986). No studies to 
date have compared these procedures. 
In the present study, four models and associated item parameter estimation 
procedures (Rasch Model, Modified One-Parameter IRT Model, a non-parametric model 
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with the associated estimation procedure, Bayesian and Kernel smoothing) using small 
sample sizes were compared. 
Given an item bank where the IRT parameter estimates are based on small sample 
sizes, test constructors have several issues to consider when developing a test. Besides 
considering error estimates of item parameters, most of the time they must consider the 
choice of the items in relation to the content specifications, test length, and the ratio of 
item bank size to test length. The present study addressed these issues. 
1.5 Outline of the Study 
This research is organized in five chapters. In this first chapter, the background, 
the purposes, and the important of the study have been considered. Chapter 2 addresses 
the literature review of IRT item parameter estimates using small sample sizes, and 
addresses the importance of IRT parameter models in optimal test design. The research 
design for the study is presented in Chapter 3. Chapter 4 contains the findings from the 
simulation study. Finally, Chapter 5 contains the main findings, the importance of the 





In the first part of this chapter, the problem of using small sample sizes in 
estimating IRT parameters will be discussed, and several procedures which appear to 
address the small sample size problem in estimating IRT parameters will be described. In 
the second part of this chapter, the advantages of using IRT rather than classical test 
theory in test development will be discussed and then several important IRT concepts in 
test development will be described. 
2.2 Problem of Small Sample Size in IRT 
The benefits of item response theory (IRT) have been espoused widely by many 
test specialists (e.g., Hambleton, 1989; Lord, 1980). However, the success of 
applications in IRT depends upon the fit of the model and the accuracy with which 
individual item parameters can be estimated. In addition to consideration of model fit, 
there is one clear limitation to the estimation of item parameters: relatively large numbers 
of examinees must be used to obtain accurate item statistics (Hulin, Lissak, & Drasgow, 
1982; Ree & Jensen, 1980; Thissen & Wainer, 1982; Wright & Stone, 1979). This 
limitation is unfortunate because many tests are often administered to relatively small 
number of examinees perhaps because only small numbers of examinees are available (e.g., 
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small credentialing exams) or because there is a goal during field-tests to keep item 
disclosure rates low. 
The recommendations for the data needed to apply item response theory vary 
according to the IRT model used. Predictions about sufficient amounts of data for the 
three-parameter logistic IRT model range from 1000 examinees and 50 test items (Lord, 
1968) to over 10,000 examinees for accurate item parameter estimation (Thissen & 
Wainer, 1982). Ree and Jansen (1980) suggested for the two-parameter model, at least 
1000 examinees must be used in order to obtain reasonably small standard errors for the 
item discrimination parameters. And, for one-parameter model, Wright and Stone (1979) 
recommended minimum test length and sample size of 20 and 200, respectively. 
Hambleton (1979) provided guidelines as a general rules-of-thumb for minimum 
test lengths and sample sizes. The following minimum test lengths and sample sizes were 
reported as needed to obtain satisfactory ability and item parameter estimates using the 
maximum likelihood estimation procedure: 20 items and 200 examinees for the one- 
parameter logistic; 30 items and 500 examinees for the two-parameter logistic model; and 
60 items and 1000 examinees for the three-parameter logistic model. 
Hambleton and Cook (1983) conducted a study concerning the size of 
improvement (i.e., reduction) in standard errors of ability estimation (SEE) curves relative 
to three factors: (1) examinee sample size; (2) test length; and (3) item bank 
characteristics. Their results are substantially better when tests are lengthened, even if the 
examinee sample size is very small (N=50). The precision of SEE curves will be 
acceptable in most instances if the curves are based on 200 or more examinees with a test 
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length of at least 20 items. But this research was focused on errors in ability estimates 
and not directly on errors in the item parameter estimates. 
Hulin, Lisak, and Drasgow (1982) conducted a study to assess the accuracy of 
simultaneous estimation of item and ability parameters by using different sample sizes 
and test lengths. They argued that an item characteristic curve (ICC) computed from 
estimated item parameters could be very close to the ICC computed from actual item 
parameters despite large errors of estimation for discrimination and difficulty item 
parameters. 
They found that the average of the root mean squared error (RMSE) for all 
combinations of 60- and 30-item tests with sample sizes of 500,1000, and 2000 are less 
than 0.05 for the two-parameter logistic model. These errors indicate very accurate 
recovery of ICCs (Hulin et al., 1982). On the other hand, for the three-parameter 
logistic model, the average RMSE are less than 0.05 for only the sample sizes of 2000, 
and 1000 and test lengths of 60 and 30 items. Their results also suggest that there are 
tradeoffs between test length and sample size. Doubling test length and halving sample 
size, at least for tests of 30 and 60 items and sample sizes of 500,1000, and 2000, 
resulted in comparable ICC estimates. 
In general, models involving fewer parameters require less data for accurate 
parameter estimation. Fitting two- or three-parameter logistic models leads to larger 
random errors in the item parameter estimates than fitting a single parameter as in the 
Rasch model. This finding suggests that the Rasch model may be preferable to the 
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two- and three-parameter logistic models if the available sample is small, and the model 
approximately fits the data. 
Lord (1983) used asymptotic theory to compare Rasch and two-parameter logistic 
models. The sufficient statistic for ability in the Rasch model (if the model fits the data) 
is the number of correct answers, denoted x. In the two-parameter model it is a weighted 
sum w with each item score weighted by its discrimination parameter a. These weights 
make w more reliable than x. In practice, the weights are estimates rather than true values. 
If w’ is the resulting score, Lord (1983) showed that, if the examinee sample is small 
enough, calibration errors make w ’ less reliable than x. Hence, Lord concluded that 
“small N justifies the Rasch model.” 
However, such is not always the case, because one has the option of using a 
modified one-parameter logistic model. Divgi (1984) compared a modified one- 
parameter logistic model with the Rasch model using the Anchor Test Study data (Rentz 
& Bashaw, 1977). In addition to a difficulty parameter for each item, he used a single 
guessing parameter with the same value c for all items. He found that, with a calibration 
sample size of 100, the modified model worked better for 10 of 14 tests. Thus, a small 
sample does not, by itself, justify use of the Rasch model. 
De Gruijter (1986) also suggested that with small sample sizes, it might be 
advantageous to employ the one-parameter model (Rasch model). However, he felt the 
model should not be used for optimal item selection when guessing is a serious 
possibilty. When the Rasch model is used for optimally selecting items, and guessing 
plays an important role in item responses, overly difficult items tend to be selected with 
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an attendant overestimation of the efficiency of the items. This selection bias is 
especially troublesome when these more difficult items are marginal with respect to 
difficulty, content, and other qualities. 
One way to avoid that problem is to verify whether the Rasch model fits. 
Unfortunately, the use of a statistical test does not guarantee rejection of the Rasch model 
for small and medium-sizes samples, even when model misfit due to guessing is 
substantial. Results from a simulation study by Gustafsson (1980) for equal slopes and 
lower asymptotes showed that the power of the statistical test is low and that large 
samples are needed in order to obtain an acceptable rejection rate for the Rasch model. 
The rest of this section will consider several procedures to estimate IRT item parameters 
with small sample sizes. 
2.3 Modified IRT Models 
Barnes and Wise (1991) investigated the usefulness of the modified one-parameter 
model with small sample sizes. They modified the one-parameter model by specifying a 
fixed nonzero value for the lower asymptote. Such a model would still be considered a 
one-parameter model, because constant values would be used for both the lower 
asymptote and item discrimination. Specification of a reasonable nonzero lower 
asymptote would more realistically represent data from multiple-choice tests. 
Barnes and Wise (1991) used two values of a nonzero lower asymptote in 
generating the modified one-parameter models. In the first model, the lower asymptote 
was set to the reciprocal of the number of answer choices. In the second model, a slightly 
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smaller value of the lower asymptote was used (1/A - 0.05, where A is the number of 
answer choices). These two modified models were compared to the original one- and 
three-parameter logistic models. The models were tested with simulated data across 
several sample sizes (50,100, and 200 examinees) and two test lengths (25 and 50 items). 
Their findings suggest that accuracy of estimates is influenced by the accuracy of 
determining a value for the lower asymptote. A modified one-parameter model may 
represent an improvement over both the one- and three-parameter models when small 
samples of examinees are used to estimate model parameters for multiple-choice test data. 
A similar study was conducted by Sired (1992). One of his investigations was to 
determine whether the modifications of the one- and two-parameter IRT models would be 
appropriate in small sample testing applications. He also investigated the utility of 
“mixed” IRT models for small data sets. Mixed IRT models use more than one IRT 
model in a single analysis. Using a mixed IRT model, some test items can be represented 
using a one-parameter model, while other items could be represented using a two- 
parameter model, etc. His study attempted to demonstrate how incorporation of prior 
information (i.e., incorporation of item parameters based on an aggregated data set) can 
increase the precision of IRT estimates based on small sample sizes. 
Sireci’s data were obtained in four separate administrations of a national 
certification examination in financial planning. The sample sizes for four consecutive 
years were 173,149, 106, and 159, respectively. The examination was comprised of 100 
multiple choice items, and separate test forms were administered each year. There were 
13 items in common among the four test forms. The data for these 13 items were 
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aggregated over the four-year period so that comparisons could be made between the 
small-sample data (i.e., the data from a single test administration) and the aggregate data 
(i.e., the data combined for the 13 items over the four-year period). 
He concluded that the small sample sizes were problematic for all of the IRT 
models studied (including the modified one- and two-parameter IRT models). He also 
suggested that the contribution of item data from other administrations was likely to 
improve item parameter estimation. 
2.4 TESTGRAF (Non-parametric Approach) 
One direction to proceed with small sample sizes in estimating IRT parameters is 
to use a non-parametric approach. The main advantages to be gained by non-parametric 
models are flexibility and computational convenience, especially when small sample sizes 
are used. 
Most non-parametric modeling employ an equation of the function to be modeled 
as a linear combination of a set of basis functions. The model is assumed to have the 
form: 
/(6) = b1x1 (0) + ... +bjXj(Q) [1] 
where /(0) is the model, and xj (0 ),j = 1,..., J, are the set of J known functions. The 
coefficients bj of the linear combination are the parameters to be estimated. Using the 
kernel smoothing, the equation is of the form: 
N 
/(6)= I»z(6 -Qj/h) [2] 
J 
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where 0 is an evaluation point at which the value of the function/is to be estimated and 
N is the size of the examinee sample. A comparison of this term with Equation 1 
indicates that the coefficient bj has been replaced by the observed value yh and the basis 
function value for the evaluation point is now 
xj (0 ) = z (0 - 0 j / h) [3] 
Thus, the problem of estimating the coefficients in Equation 1 has been completely 
bypassed. Two features are required of the function z, called a smoothing kernel: z must 
be strongly localized as a function of 0 because each yj effectively contributes to the basis 
function proportional to itself at 0 , such that only those values of y associated with values 
of 0; close to 0 are needed to have any real impact on/ (0 ). The parameter h plays the 
role of controlling how local z is. In addition to the above features, the following 
condition must also be satisfied: 
N 
lz(0 -Oj/h)= 1 [4] 
j 
This condition ensures that this term is a type of average of the values yJt and 
along with the localness condition, implies that/(0) will be a local average of the data. 
Finally the normalizing of z can be achieved by dividing by the sum of z values, called the 
Nadaraya-Watson smoothing kernel: 
13 
N 
I ytj exp - [(0 - Q j) / h]2 / 2 
j 
Pi (0 ) = [5] 
N 
Iexp-[(0 - Q j) / h]2 / 2 
j 
The value of Pt (0) is estimated by smoothing the relationship between the 0-1 
indicator variable yy and the standard normal quantile zj. Smoothing is in effect a type of 
local averaging, in which for any trait level 0 , the probability of choice Pt (0) at that 
level is a weighted average of the values of yy for examinees with ability levels close to 
0. 
The values of 0 are obtained from a strictly monotone transformation of the ranks 
of the examinees. The estimation process begins with a preliminary ranking of examinees 
induced by some suitable statistic. The ranks thus provided are replaced by the 
corresponding quantiles of the standard normal distribution, and it is these values that 
provide 0 . A normal distribution is assumed because, traditionally, the distribution of 
latent trait values have been thought of as roughly normally distributed. 
The flexibility of a non-parametric approach is controlled by the choice of the 
smoothing parameter h: the smaller h the smaller the bias introduced by the smoothing 
process, but the larger the sampling variance. Increasing h produces smoother functions, 
but at the expense of missing some curvature. The direct modeling of probability 
functions by kernel smoothing was developed by Ramsay (1991) and implemented in the 
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computer software TESTGRAF. The value of h, by default, in TESTGRAF is set equal 
to 1.1 N-0,2. Ramsay (1991) claims that there is no loss of efficiency, and that as few as 
100 examinees and 20 test items can be used to estimate an item characteristic curve 
(ICC). 
Patsula and Gessaroli (1995) conducted a study to compare TESTGRAF and 
BILOG in producing estimates of IRT model parameters with small sample sizes. Their 
data corresponding to eight different test conditions were simulated using a three- 
parameter logistic model. Each test condition was defined by some combination of two 
factors: (1) test length, and (2) sample size. Two test lengths (20 and 40 items) and four 
sample sizes (100, 250, 500, and 1000) were used. In their study, many of the items 
which were used to simulate the data had c parameters equal to zero, and the default 
options of both programs were used. 
TESTGRAF was found to be more accurate than BILOG in estimating the a and c 
parameters in the three-parameter logistic model with smaller samples and both were more 
accurate as sample size increased. TESTGRAF was more consistent (higher 
correlations) than BILOG for small sample sizes (100 and 250) but slightly less consistent 
than BILOG with larger sample sizes (1000) in estimating the a parameter. BILOG was 
more consistent than TESTGRAF in estimating the c parameter at all sample sizes. This 
study has important implications among test developers who develop short tests and/or 
who work with small sample sizes. 
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2.5 Bayesian Estimation Procedures 
Swaminathan and Gifford (1982) developed a Bayesian procedure and through a 
simulation study showed that the Bayesian procedure is superior to the maximum 
likelihood procedure in terms of (a) accuracy, at least in small samples; and (b) 
meaningfulness, since Bayesian estimates are available for perfect item and examinee 
scores. 
Test data obtained from an administration of the National Assessment of 
Educational Progress Mathematics Booklet One (for 13-years old in 1977-78) were 
analyzed using the Bayes and maximum likelihood procedures. Swaminathan and Gifford 
(1982) also used artificial data, representing the responses of 20,50, and 75 examinees 
and 15,25, and 50 items, generated using DATAGEN (Hambleton & Rovinelli, 1973) 
according to the one-parameter logistic model. 
In the first study, the conditional Bayesian and maximum likelihood estimation 
procedures for estimating ability were compared. In the conditional Bayesian, the interest 
is to estimate the ability 0; of an examinee who takes a test that has been calibrated; that 
is, the difficulty parameters are known. In this study, they found that for small numbers 
of examinees and/or items, the Bayes estimates correlate better with true values than the 
maximum likelihood estimates. They also found that the maximum likelihood procedure 
is severely biased for small numbers of examinees and items, even more so than the 
Bayesian procedure. 
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In the second study, the Bayesian and maximum likelihood procedures for 
obtaining joint estimates of the item and ability parameters were compared. The effects 
of prior distributions on the estimates were also investigated. To examine the effects of 
priors, the scale parameters, X0 and Ab, were set at 10, while four values of degree of 
freedom,ve and vb, were chosen at 5, 8,15, and 25, and were studied. Their study with 
real and simulated data indicated that the Bayesian procedure described, being based on a 
hierarchical model, is relatively robust with respect to specification of prior information. 
In general, prior distributions that are neither too vague nor too specific are desirable. 
Values for the parameters that describe the distribution of hyperparameters, such as X = 
10 and 5 < v < 15, resulted in robust estimation. 
Swaminathan and Gifford (1985) also developed Bayesian procedures to estimate 
parameters in the two-parameter item response model. Lord (1968) found it necessary to 
impose an upper-bound on the range of values taken by the “discrimination parameter”, ah 
in the two-parameter logistic model in estimating item parameters and ability parameters 
jointly. This limit on the range of values taken by at was necessary to prevent the 
estimates from drifting out of bounds. Swaminathan and Gifford (1985) showed that the 
problem of nonconvergence of the estimates of the discrimination parameters can be 
eliminated by a Bayesian procedure specifying an appropriate prior distribution. An 
additional bonus is that the increased accuracy in the estimation of discrimination 
parameters results in increased accuracy in the estimates of the ability and difficulty 
parameters. 
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Swaminathan and Gifford (1985) also conducted a simulation study to illustrate 
the applicability of their two-parameter Bayesian procedures. Item responses for persons 
(N = 50, 100, 200, and 500) and items (n = 15, 25, 35) were artificially generated using 
the computer program DATAGEN (Hambleton & Rovinelli, 1973) according to the two- 
parameter logistic model. 
The prior distribution for a* was chosen as the chi distribution with v. = 10 and 
to. = .1. These priors produced the 99% credibility intervals, [.40,1.55], for each a,. 
The accuracy of the estimates can be considerably improved by specifying a more 
appropriate distribution for each a,. The estimates for the item and ability parameters 
were compared with that obtained using the LOGIST program (Wood, Wingersky,&Lord, 
1976) which yielded maximum likelihood estimates of the parameters. 
Their study found that the Bayesian procedure was particularly effective with small 
samples. The Bayesian procedure yielded consistently smaller mean squared differences 
than the maximum likelihood procedure. However, as the number of items and examinees 
increased, the two procedures yielded similar results. The most dramatic improvement 
that results from the Bayesian procedure was that no estimates drifted out of bounds. 
This was clearly evident with the discrimination parameter. 
Lord (1986) discussed the comparison of three main approaches to parameter 
estimation in IRT: (1) Joint maximum likelihood, exemplified by LOGIST, yielding 
maximum likelihood estimates (MLEs) (Wingersky, 1983); (2) Marginal maximum 
likelihood developed by Bock and Aitkin (1981); and (3) the Bayesian approaches 
developed by Swaminathan & Gifford (1982,1985,1986). 
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Suppose the true prior distribution of each item parameter and ability parameter 
were known. Given repeated testing over a few years, we can actually come close to this. 
But the evidence seems to be clear: use more diffuse priors to produce less regression of 
the estimates toward the mean. Use of Bayesian priors, even diffuse priors, has several 
practical advantages (Lord, 1986): (1) ability estimates on the 0 -scale are automatically 
restricted to a reasonable range (infinite estimates do not occur); (2) item discrimination 
parameter estimates rarely become infinite; (3) estimated lower asymptotes do not come 
out at implausible values, even in the case of very easy items that provide no relevant data 
for estimating the asymptotes. 
When ability parameter estimates are regressed toward the mean, an examinee’s 
score depends not only on the examinee’s test performance, but also on the nature of the 
entire group in which he or she happens to be included. If the group as a whole is a low 
ability group, the examinee’s score may be regressed downward; if it is a high ability 
group, the examinee’s score may be regressed upward. Also, if the group is 
heterogeneous, the regression effect may be small; if the group is homogeneous the 
regression effect could be large. And if the test is long and reliable, the regression of 
scores may be relatively small; if the test is short and unreliable, the regression effect could 
be large. 
Thus, if approximately parallel test forms are administered year after year to similar 
populations of examinees, it becomes possible to deduce appropriate prior distributions for 
the item and ability parameters from past results. In such a situation, Bayesian 
procedures should certainly yield better parameter estimates than maximum likelihood, 
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since Bayesian procedures make use of more information (Lord, 1986). Even in the 
absence of data from previous administrations, Bock and Aitkin’s procedure is able to 
work with a reasonable prior distribution of ability generated directly from the current 
data. 
Harwell and Janosky (1991) conducted a study to address the application of the 
Bayesian estimation model using the BILOG program. Their study was to investigate the 
ability of BILOG to recover known item parameters for different numbers of items, 
examinees, and variances of the prior distributions of the item discrimination parameter for 
the two-parameter logistic IRT model. The specific purpose was to determine the lower 
limit (in terms of numbers of examinees, items, and prior variances) at which the program 
satisfactorily recovers item parameters. This study might help to define limits on the 
appropriate use of BILOG and its default prior variances for small datasets. 
The variances of a prior distribution plays a key role in estimating parameters. A 
prior distribution is said to be informative if its variance is small. A small variance 
implies that the values of a parameter will be closed to the the mean of the prior 
distribution. 
One common assumption underlying specification of a prior distribution for the 
discrimination parameter is that the parameters are independently and identically 
distributed (Swaminathan & Gifford, 1985). The discrimination parameters (ai) in most 
testing settings are typically greater than zero. This suggests that the distribution of at can 
be modeled by a unimodal and positively skewed distribution such as the lognormal. 
BILOG performs a logarithmic transformation of the form ai = log a1. In this study, 
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all of the prior distributions for the ai were assumed to be normal with mean jua and 
variance 6*a . BILOG permits the value of pa to be specified or estimated from the 
item response data with the “FLOAT” option. The value of cr^ cannot be estimated 
from the data; it must be specified, or the default value must be employed. 
Three factors were examined in the Harwell - Janosky study: number of examinees 
(75, 100, 150, 250, 500, or 1000), number of items (15 or 25), and variance of the 
prior distributions for at (no prior, .752, .52, .252, or .l2 in a lognormal metric). In 
BILOG, .52 is the default prior variance for ai. 
Their results suggested that for tests of 15 and 25 items, samples of 250 examinees 
or more neutralize the effect of prior variances. For smaller numbers of examinees and a 
very short test (i.e., 15 items), the size of the prior variances plays a prominent role in the 
quality of item parameter estimation. These results also suggest that practitioners should 
not rely on the BILOG default prior variance of .52 for discrimination parameters for short 
tests (i.e., 15 items) and small number of examinees (N < 250). However, the literature 
still lacks guidelines to assist practitioners in selecting prior variances less than or greater 
than the BILOG default value. 
2.6 Optimal Test Design Using IRT Models 
Although small sample sizes in testing practices are common, test developers still 
want to use IRT models. There are reasons for prefering to use IRT models rather than 
classical test models. In this section, the disadvantages of using classical test theory and 
the advantages of IRT models in item selection will be discussed. Then, the basic 
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concepts of IRT in item selection will be described. The particular IRT application is 
emphasized because the consequences of errors in the item parameter estimates are 
known (Hambleton & Jones, 1994). 
2.6.1 The Disadvantages of Using Classical Test Theory in Item Selection 
In classical test theory, item difficulty (p-value) is usually reported on the scale 
[0,1], and defined over a population of examinees. Examinee domain scores, n, are also 
reported on the scale [0,1], but they are defined over a population of test items. The 
nature of the inference to these two scales is totally different. The first inference is to a 
pool of examinees; the second inference is to a domain of content. The cut-off score n0 is 
set on the 7t-scale. Test scores and item statistics are defined on different scales, though 
they both use the 0-1 metric. 
Furthermore, classical test theory has a number of shortcomings. The main one is 
that classical item parameters, such as difficulty and discrimination, are dependent on the 
sample of examinees in which they are obtained. An item which appears to be easy when 
administered to a very able group of examinees will have a higher level of difficulty in a 
group of less able examinees. If the group is relatively homogeneous with respect to 
ability, item-total score correlations and hence item discrimination indices will be lower 
than those estimates obtained in a more heterogeneous group. Similarly, examinee scores 
depend on the sample of items which constitute the test. Given an easy test, an examinee 
will gain a higher score than if the same examinee is given a more difficult test. 
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2.6.2 The Advantages of IRT in Item Selection 
Item response theory appear useful to the problem of item selection because item 
statistics are available that are reported on the same scale as examinee abilities, and the 
cut-off score if one is used as it would be with criterion-referenced tests. Thus, it 
becomes possible to select test items that maximally discriminate in the region of interest 
on the ability scale. 
In item response theory, with the three-parameter logistic model, the probability 
of an examinee at ability level 9 answering item i correctly is given by the formula 
Pi ( 0) = c, + (1 - Cj) [1 + exp (-Dat ( 0 - b$)]A [6] 
Item i parameters, denoted bh ah and ch are often referred to as item difficulty, 
discrimination, and pseudo-chance level. D is a scaling factor typically set equal to 1.7. 
In the two-parameter model, c, = 0, / =1,2,.n, where n is the number of test 
items. The contribution of each test item to measurement precision, referred to as the 
item information curve, is given as 
I, ( 0) = [P,’( 0)f / P; ( 0) Q, ( ^)] m 
where Pt\6) is the first derivative of Pi (9) and Q, (0) = 1 -Pt (9). /, (9) has its 
maximum at the point 9*, where 
6' = b, + 1 /Da, lo& .5(1 + ^1 + 8c, ) [8] 
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When Ci = 0, it can be seen from Equation 8 that item i makes its biggest 
contribution to measurement precision at the point bt on the ability scale. The item 
information function for the three-parameter model is given as 
/, (0 ) = dW (1 - c,)/(c, + eD°'<0"W)  (1 + e'D‘"(e'W) )2 [9] 
From Equation 9, it can be seen that the higher the item discrimination, and the 
lower the c parameter, the more an item contributes to measurement precision regardless 
of the values of 0 . 
After the item parameters have been estimated, and model fit has been 
established,0 <*, and /< (0 ) provide the necessary statistics for optimal item selection. 
Also, if the parameters for items in an item domain, or at least a large representative 
sample of items from the domain, are known, the relationship between domain scores, 7t, 
and latent ability scores,© , can be specified. 
With a large representative sample of items, the estimated relationship between 7t 
and 0 is given by 
n 
7T = l//i L Pi (0 ) [10] 
i-1 
where n is the total number of test items in the representative sample (Lord, 1980; Lord 
& Novick, 1968). The cut-off score, if one exists, 7t0, usually set on the n - scale, can be 
transformed to the 0 -scale, and vice versa using Equation 10. Thus, 7r0 which is defined 
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on the tt - scale (and has nothing to do with the scale on which items are defined) can be 
transformed to the 0 -scale, a scale on which abilities and items are located. 
Furthermore, an IRT model has the following desirable properties: (a) examinee 
ability estimates are defined in relation to the pool of items from which the test items are 
drawn but do not depend upon the particular sample of items selected for the test; (b) item 
statistics do not depend upon the particular sample of examinees used to estimate them. 
These two properties are called item-free ability estimates and sample-free or person-free 
item parameter estimates, respectively. 
2.6.3 IRT Concepts in Test Development 
There are three important concepts from IRT that are applicable in the context of 
test development: information functions, standard error of estimation, and relative 
efficiency (Kingston & Stocking, 1986; Hambleton, Swaminathan, & Rogers, 1991). 
An item information function specifies the amount of information that a particular item 
contributes to the total amount of information of the test, given by the test information 
function, where the information function is the reciprocal of the asymptotic sampling 
variance of the estimator for the ability, 0 . 
If 7(0) is the test information function and 7,(0) the item information function, 
the relation between them is given by the formula: 
n 
7(0) = I 7,(0) [11] 
i~ 1 
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7(0) is the upper limit for test information with the maximum being obtained when the 
scoring weights are chosen to be consistent with the IRT model. The items supply 
independent and additive contributions to test information. The additivity in the test 
information function formula suggests one possible item selection procedure for test 
construction. Lord (1977) suggested an item selection procedure to construct the test 
(many others now appear in the literature, see for example, van der Linden, & Boekkooi- 
Timminga, 1989). A target information function or desired test information function for 
the test is specified first. The target information function is chosen to match the purpose 
of the test. After the target information function is chosen, then, items are selected to fill 
the area under the target information function. The procedure is stopped as soon as the 
sum of the item information functions exceeds the target information function. 
For a criterion-referenced test with a cut-off score to separate masters and non¬ 
masters, the desired target information curve wold be highly peaked near the cut-off score 
on the ability scale. After all, precision in ability estimates is especially important for 
examinees near the cut-off score. With more precision, these examinees are less likely to 
be misclassified. On the other hand, precision for examinees far from the cut-off score is 
less important: they are not likely to be misclassified. 
As Hambleton and de Gruijter (1983) suggested, using Lord’s procedure with a 
bank of items known to fit a particular item response model, it is possible to construct a 
test that “discriminates”well at one particular region or another on the ability continuum. 
That is to say, if we have a good idea of the ability of a group of examinees, test items can 
be selected to maximize test information in the region of ability spanned by the examinees 
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being tested. On the other hand, for a broad range ability test, the target information 
curve could be fairly flat, highlighting the desire to produce a test with equal precision of 
ability estimates over the ability scale. 
If the observable test score is an unbiased estimator of the unobservable quantity it 
attempts to measure, then the standard error of estimation is computed as the inverse of 
the square root of the test information function. In other words, the amount of 
information provided by a test at 0 is inversely related to the precision with which ability 
is estimated at that point: 
SE(Q) = 1/77(9) [12] 
where SE(Q) is called the standard error of estimation. With knowledge of the test 
information at 0 , a confidence band can be found for use in interpreting the ability 
estimate. In the framework of IRT, SE(Q) serves the same role as the standard error of 
measurement in classical test theory. However, the value of SE(Q) varies with the ability 
level, whereas the classical standard error of mesurement does not. 
Test developers are interested sometimes in comparing the information functions 
for two or more tests that measure the same ability. The comparison of interest is done 
by computing the relative efficiency of one test, compared with the other, as an estimator 
of ability at 0 : 
R£(0) = /a(0)//s(0) [13] 
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where RE(Q) denotes relative efficiency, and /A(0) and /B(0) are the information 
functions for Test A and B, respectively, defined over a common ability scale 0 . Thus, 
for example, IA(d) = 40.0 and IB(d) = 30.0, then RE(d) = 1.33, and it is said that at 0 , 
Test A is functioning as if it were 33% longer than Test B. Then, Test B would need to 
be lengthened by 33% (by adding comparable items to those items already in the test) to 
yield the same precision of measurement as Test A at 0 . 
2.7 Summary 
In summary, we might say that there is considerable evidence to show that item 
response theory (IRT) models offer many benefits to test specialists. Applications in test 
development, for example, were described in section 2.6. However, IRT has one clear 
limitation: relatively large numbers of examinees are needed to obtain accurate item 
statistics. And, the success of applications of IRT depends upon the accuracy with which 
examinee and item parameters can be estimated. 
For future research it would be interesting and useful to investigate if some 
estimation procedures are better than others with small sample sizes. Specifically, it 
would be useful to compare several promising procedures with small sample sizes. Some 
studies have been carried out, but none of these studies have compared the most 
promising procedures under some typical conditions. 
Thus, based on previous research, there seemed to be three directions to proceed 
with small sample sizes in estimating IRT parameters: (1) simplify the IRT model; (2) 
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proceed to a non-parametric procedure; and (3) use Bayesian parameter estimation. There 
is also some evidence that errors in item parameter estimation are affected by test length. 
It seems that there are tradeoffs between test length and sample size. Therefore, both the 
size of the examinee sample and the test length should be considered in estimating IRT 
parameters. 
In the present study, then, four promising models and associated estimation 
procedures were compared: (1) the Rasch model (a simple IRT model); (2) Testgraf (a 
non-parametric procedure); (3) a modified one-parameter IRT model (a non-standard 
model); and (4) a one-parameter Bayesian procedure (non-common parameter estimation). 
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CHAPTER 3 
DESIGN OF THE RESEARCH STUDY 
3.1 Research Design 
In this chapter, first, the models and estimation procedures that will be used to 
estimate the IRT parameters will be described. Then, the description of the true item 
parameters, the test conditions, the procedures to conduct the study, and the plan to 
evaluate the results, will be described. 
3.2 Description of the Models and Associated Estimation Procedures 
Four models and associated estimation procedures that will be used to estimate the 
IRT parameters in this study will be described next: (1) Rasch model; (2) Modified One- 
Parameter IRT model, (3) Testgraf (a non-parameteric procedure). The parameter of 
the Rasch model was also estimated using a Bayesian procedure. 
3.2.1 Rasch Model 
In general, models involving fewer estimated parameters, require less data for 
accurate parameter estimation. Thus, one possible solution to deal with small sample 
sizes in calibrating IRT parameters is to use a simple model such as the one-parameter 
model (Rasch model) to approximate the data. 
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Item characteristic curves (ICC) that relate the probability of success for giving a 
correct response for the one-parameter model are given by the equation: 
Pt(6 ) = e(0^° /I + e(6-*° i = 1,2,... n [14] 
where P*(6 ) is the probabilty that a randomly chosen examinee with ability 0 answers 
item i correctly; bt is the item difficulty parameter, and n is the number of items in the test. 
The Rasch model is the simplest IRT model and based on restrictive assumptions. 
It is assumed that item difficulty is the only item characteristic that influences examinee 
performance. In this model, it is assumed that all items are equally discriminating and the 
lower asymptote of the ICC is zero or there is no possibility for low-ability examinees to 
answer items correctly (no guessing factor). Parameter estimation can be carried out with 
the marginal maximum likelihood estimation (MMLE) procedure using the software 
package BILOG. 
3.2.2 Modified One -Parameter IRT Model 
In applications of item response theory (IRT), the one-parameter model is 
sometimes used when calibration data are available for only a small sample of examinees 
(say, 200 to 300 examinees). Previous research has shown that the one-parameter model 
is generally robust with respect to violations of equal item discrimination but is not robust 
to the presence of nonzero lower asymptotes (Dinero & Haertel, 1977; Hambleton & 
Cook, 1983; Hambleton & Traub, 1971; van der Vijver, 1986). 
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In the present study, a modified one-parameter model was used by specifying a 
fixed nonzero value for the lower asymptote. This nonzero lower asymptote would be 
more realistic to represent data from multiple-choice tests. Another good argument for 
this choice is that, in practice, low-ability examinees typically, perform below chance level 
since they are often attracted by plausible incorrect answer choices (Lord, 1980). This is 
the reason Lord prefered to call this parameter the “pseudo-guessing” parameter. Again, 
MMLE of parameters can be carried out with BILOG. 
Wainer and Wright (1980) found that with a longer test (40 items) and with 
increasing amounts of guessing, the modified model provided more accurate ability 
estimation than the one-parameter model. In their study, the lower asymptote was set to 
a value equal to the reciprocal of the number of answer choices (1/A, A is the number of 
answer choices). Divgi (1984) found a modified one-parameter model (with the lower 
asymptote equal to approximately 1/A - .05) to be generally more accurate than the one- 
parameter model. However, if the examinees typically do not guess randomly, the best 
choice of a nonzero value for the lower asymptote is unclear. 
Barnes & Wise (1991) also found in their study that the model using 1/A and 1/A - 
.05 for the lower asymptotes came up with very similar results. In the present study, the 
lower asymptotes were set equal to 1/A - .05 (A was set to 4 in this study). 
3.2.3 Bavesian Estimation Procedure 
Bayesian procedures for estimating item and person parameters in IRT models 
were first developed by Swaminathan and Gifford (1982,1985,1986). They based their 
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procedures on the hierarchical model procedure. Lindley and Smith (1972) developed 
procedures for the simultaneous estimation of the one-, two-, and three-parameter 
models. In this study, only the one-parameter model was considered. 
Swaminathan and Gifford (1982) found that, in the one-parameter model, for 
small values of examinees and/or items, the Bayes estimates correlated higher with true 
values than the maximum likelihood estimates. They also found that the maximum 
likelihood procedure was severely biased for small numbers of examinees and items, 
even more so than the Bayesian procedure. Swaminathan & Gifford (1985,1986) found 
similar results in the two-, and three-parameter model: The Bayesian procedure was 
superior to maximum likelihood estimation with small sample sizes of about 100. 
The Bayesian procedure incorporates assumptions about the belief distributions of 
item parameters. These assumed distributions are called prior distributions. The 
incorporation of prior distributions into the estimation procedure makes it unlikely for 
the estimates to occur in regions that are less probable according to the prior distribution. 
For example, when some items are extremely easy or extremely difficult, there may be 
insufficient information in the sample to estimate the parameters accurately. This will be 
especially true if the number of examinees is only moderate (250 or fewer). 
Swaminathan and Gifford (1982) showed that a diffuse prior distribution on these b- 
parameters will keep the estimates within a reasonable range during the estimation 
procedure. 
In the present study, the Bayesian procedure for the one-parameter model was 
obtained using the BILOG program. The effect of a prior distribution on the item 
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parameter estimates as well as the type of prior (i.e., diffuse versus tight, or centered 
versus not centered in relation to the value of the true parameter) was investigated. 
The basic strategy for specifying priors for the item difficulty parameters in the 
study was as follows: an interval was chosen in which a point estimate of true item 
difficulty was selected. These intervals were chosen to be either centered around the true 
item difficulty parameter (to represent unbiased estimates) or uncentered (to represent 
either systematic over-estimates or under-estimates of the item difficulty parameters). 
Also, once the point estimates for the true item difficulty parameters were specified (by 
choosing a value at random on the interval), then prior distributions were set around these 
estimates to reflect various levels of confidence in the estimates. In practice, these item 
difficulty estimates and priors would be set by panelists, perhaps item writers trained to 
make these estimates. 
In total, seven sets of Bayesian priors were used for the various datasets which 
were analyzed with BILOG: 
1. Interval centered —interval width (true item difficulty plus or minus 1.0)—prior 
distribution standard deviation = 1.0. (A realistic expectation.) 
2. Interval centered —interval width (true item difficulty plus or minus 0.5)--prior 
distribution standard deviation = 0.5. (Probably too optimistic.) 
3. Interval centered -interval width (true item difficulty plus or minus 0.1)--prior 
distribution standard deviation = 0.1. (Extremely unrealistic but provides an 
opportunity to check out the recovery of item parameters when the priors are 
excellent.) 
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4. Interval uncentered-interval width (true item difficulty to true item difficulty 
plus 1.0)~prior distribution standard deviation = 0.5. (A definite possibility in 
practice.) 
5. Interval uncentered-interval width (true item difficulty to true item difficulty 
plus 0.5)—prior distribution standard deviation = 0.5. (An unlikely situation.) 
6. Interval uncentered-interval width (true item difficulty to true item difficulty 
minus 1.0)-prior distribution standard deviation = 0.5 (A definite possibility 
in practice.) 
7. Interval uncentered-interval width (true item difficulty to true item difficulty 
minus 0.5)-prior distribution standard deviation = 0.5 (An unlikely situation.) 
3.2.4 TESTGRAF 
Another solution for handling small sample sizes in estimating IRT parameters is to 
use a nonparametric estimation procedure. Ramsay (1989) developed a microcomputer 
program Testgraf which uses a nonparametric IRT estimation procedure to estimate P(0) 
containing three item parameters. 
Ramsay (1991) found that the estimation procedure used in Testgraf is 500 times 
faster than using some of the common parametric approaches, i.e., maximum likelihood 
estimation. He also claims that there is no loss of efficiency, and that as few as 100 
examinees and 20 test items are acceptable for estimating item characteristic curves 
(ICCs). 
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Testgraf uses nonparametric IRT kernel smoothing techniques as an alternative to 
maximum likelihood estimation to estimate item and ability parameters. If the 
examinees’ data are dichotomously scored, Testgraf estimates the ICC, P, (0 ) 
(where i is the index of items, i = 1,.. n) by going through the following steps: 
1. A total score xj, for each examinee y, is computed by calculating the percentage 
of items answered correctly. 
2. The examinees and their test item responses are sorted on the basis of their 
total score xj. 
3. The 7th examinee is assigned the /th quantile of the standard normal 
distribution, zy. 
4. yy takes on the value 1, if examinee y actually choses the answer to item i. 
Otherwise yy = 0. Here, examinee j refers to the /th examinee by order of size 
of Zj rather than by the original order. 
5. The value of P, (0 ) is estimated by smoothing the relationship between the 0-1 
indicator variable yij and the standard normal quantile zj. Smoothing is in 
effect a type of local averaging, in which for any trait level 0 the probability of 
choice Pi (0) at that level is a weighted average of the values of yy for 
examinees with ability levels close to 0 . 
Ramsay (1991) feels that his “kernel smoothing technique” that is used in Testgraf 
offers a computationally efficient technique for estimating the values of a function directly 
without using specific models defined in terms of parameters. Function estimation by 
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smoothing is especially valuable where there are no strong reasons for supposing that the 
function will have specific characteristics that can be modeled by a known parametric 
family of curves. 
The numerical values of scores xh in the Testgraf, will be replaced, first, by their 
rank, and then the rank will be replaced by the corresponding standard normal quantiles 
prior to smoothing. In Testgraf, a function of the unobserved variable 0, n = g(0) is 
used, whereas function g is rank order preserving the rank ordering of any collection of 0 
values. The main use of the values rj in Testgraf is to define the horizontal or abscissa 
used in the graphs produced by Testgraf. Thus, when the display variable, in the 
Testgraf, is chosen for standard normal quantiles, the three-parameter logistic IRT model 
will be displayed. It has the form: 
Pi(Q ) - Q + (1 - ci) exp[1.7 a, (0 - £,)] / 1 + exp[1.7 a, (0 - bt)] [15] 
Ramsay (1991) stated that the three item parameter estimates that are produced by 
Testgraf are fairly crude and should not be seen as substitutes for more serious analysis. 
In the present study, Testgraf was used to estimate a three-parameter ICC and the results 
were compared to other parametric IRT estimates and true values. 
3.3 Description of True Item Parameters 
Two sources of true item parameters, in this study, were used. First of all, the 
Law School Aptitude Test (LSAT) was used as a source of three-parameter model item 
parameters. These statistics are as follows: 
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Length Statistic b a c 
30 Mean 0.53 0.55 0.18 
SD 1.21 0.15 0.05 
60 Mean 0.30 0.62 0.19 
SD 1.18 0.17 0.07 
Based on these item parameters, using the DATAGEN program (Hambleton & 
Rovinelli, 1973), item response data were generated using either a normal or rectangular 
distribution of ability. 
Second, the hypothetical data reflecting a more diverse item bank had the 
following statistics: 
Length Statistic b a c 
30 Mean 0.16 1.05 0.12 
SD 1.20 0.43 0.06 
60 Mean -0.08 1.11 0.11 
SD 1.19 0.44 0.08 
The second item bank was designed to reflect higher levels of item discrimination 
and more variability in the item discrimination indices. The second bank of items was also 
somewhat easier than the first. 
3.4 Test Conditions 
Data corresponding to 51 different test conditions were simulated using 
DATAGEN (Hambleton & Rovinelli, 1973). Each test condition was described by 
combinations of three factors: (1) choice of item bank; (2) test length; and (3) sample 
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size. The four estimation procedures, in this study, were applied to data generated for 
each test condition. 
Wright & Stone (1979) and Hambleton (1979) provided guidelines that at least 20 
test items and 200 examinees are needed to estimate the one-parameter IRT model. 
Ramsay (1991) claims that as few as 20 test items and 100 examinees can be used to 
accurately estimate the three-parameter model in TESTGRAF. Hulin, Lisak, and 
Drasgow (1982) found in their study that there are tradeoffs between test length and 
sample size. Doubling test length and halving sample size resulted in comparable ICCs. 
Hambleton & Swaminathan (1985) said that both the size of the sample and the nature of 
the sample should be considered in estimating IRT parameters. 
The present study was designed based on the arguments presented. With the 
Law School Aptitude Test (LSAT) data, (1) a normal distribution of ability, (2) two 
levels of test length, (3) two levels of sample size, and (4) three estimation procedures 
(Rasch model, Testgraf, and Modified 1-P model), were used. Twelve conditions were 
generated (2 test lengths x 2 sample sizes x 3 estimation procedures). And with the 
LSAT simulated data using a rectangular distribution of ability, (1) one level of test 
length, (2) two levels of sample size, and (3) three estimation procedures (Rasch model, 
Testgraf, and Modified 1-P model), were used. The intent was to repeat several of the 
previous analyses to determine the effect, if any, of the shape of the ability distribution. 
With the second item bank, (1) two levels of test length, (2) two levels of sample 
size, and (3) three estimation procedures (Rasch model, Testgraf, and Modified 1-P 
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model) were used. For all of the above test conditions, 100 replications were carried out 
to provide stable results. 
Additional study with the Bayesian estimation procedure using seven types of prior 
distributions and five replications of each were investigated: (1) centered prior 1 (Standard 
Deviation = 1); (2) centered prior 0.5 (Standard Deviation = 0.5); (3) centered prior 0.1 
(Standard Deviation = 0.1); (4) uncentered prior +1 (Standard Deviation = 0.5); (5) 
uncentered prior +0.5 (Standard Deviation = 0.5); (6) uncentered prior -1 (Standard 
Deviation = 0.5); and (7) uncentered prior -0.5 (Standard Deviation = 0.5). See Figure 1 
for a complete listing of the analyses which were carried out. 
3.5 Evaluation of Results 
First, extensive checking of the simulations was carried out to insure that the data 
were being simulated correctly. To evaluate the main results of the study, the 
correlations between the true parameter values and the model parameter estimates from 
each estimation procedure for each set of test data were calculated. The higher the 
correlation the better the estimation procedure would be judged to be. A second measure 
of the recovery of true parameters from small samples with each estimation procedure was 
to consider, for a given dataset, the average difference between true and estimated 
parameters. As a third measure of recovery of model parameters with small samples, the 
average absolute deviation between true and estimated model parameters was calculated. 









LSAT 30 100 Rasch Model 100 
(Normal Modified 1-P 100 
Distribution Testgraf 100 
of Ability) 
30 200 Rasch Model 100 
Modified 1-P 100 
Testgraf 100 
60 100 Rasch Model 100 
Modified 1-P 100 
Testgraf 100 
60 200 Rasch Model 100 
Modified 1-P 100 
Testgraf 100 
LSAT 30 100 Rasch Model 100 
(Rectangular Modified 1-P 100 
Distribution of Testgraf 100 
Ability) 
30 200 Rasch Model 100 
Modified 1-P 100 
Testgraf 100 
Item Bank 30 100 Rasch Model 100 
Two Modified 1-P 100 
Testgraf 100 
30 500 Rasch Model 100 
Modified 1-P 100 
Testgraf 100 
Figure 1. Summary of Datasets and Analyses Continued, next page. 
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Test Length Sample Size Procedure Number of 
Replications 
Item Bank 60 100 Rasch Model 100 
Two Modified 1-P 100 
Testgraf 100 
60 500 Rasch Model 100 




30 100 Rasch Model 5 




1. center 1 5 
2. center 0.5 5 
3. center 0.1 5 
4. uncenter+1 5 
5. uncenter+0.5 5 
6. uncenter -1 5 
7. uncenter -0.5 5 
30 200 Rasch Model 5 




1. center 1 5 
2. center 0.5 5 
3. center 0.1 5 
4. uncenter +1 5 
5. uncenter+0.5 5 
6. uncenter -1 5 
7. uncenter -0.5 5 
Continued, next page. 
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30 500 Rasch Model 5 
Modified 1-P 5 
Testgraf 5 
Bayesian: 
1. center 1 5 
2. center 0.5 5 
3. center 0.1 5 
4. uncenter +1 5 
5. uncenter+0.5 5 
6. uncenter -1 5 
7. uncenter -0.5 5 
SD of Error = [16] 
Finally, the root mean squared error (RMSE) was calculated: 
Rmse = [17] 
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In addition to the five statistics above which were calculated for each dataset and 
with each estimation procedure, the variability of these statistics over 100 replications was 





Two item banks were created for use in this study. In the first, the item 
parameter estimates from one of the recent administrations of the Law School Aptitude 
Test (LSAT) were used (with both normal and rectangular distributions of ability). In 
the second, an item bank consisting of items reflecting relatively more variation in item 
discrimination than the LSAT item bank was designed. Still, the level of variation was 
not atypical of levels observed in practice (Hambleton, Swaminathan, & Rogers, 1991). 
In Section 4.2, a comparison of three models (Rasch, Modified 1-P, and Testgraf) 
for estimating ability and item difficulty parameters under different conditions is reported. 
In Section 4.3, a rectangular distribution of ability was substituted for a normal 
distribution and several of the results in Section 4.2 were repeated to provide a basis for 
determining the role, if any, of the ability distribution in evaluating the models. 
In Section 4.4, several of the analyses were repeated with a more diverse item 
bank than was used in Section 4.2. The goal was to study the impact of the item bank, if 
any, on the models and related estimation procedures. 
In Section 4.5, again, several of the analyses were repeated using a one-parameter 
Bayesian procedure. The purpose of this section was to study the effects of prior 
distributions on the model parameter estimates as well as the type of prior (i.e., diffuse 
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versus tight, or centered versus not centered on the unknown parameter) and to compare 
the findings to the standard estimation procedure with the Rasch model. 
4.2. LSAT Item Data with a Normal Distribution of Ability 
The Law School Aptitude Test (LSAT) was used as the source of the true three- 
parameter model item parameters. Using the DATAGEN program (Hambleton & 
Rovinelli, 1973), item response data for examinees were generated from a normal 
distribution (mean = 0, standard deviation = 1) of ability based on these LSAT item 
parameters. 
Four datasets (and 100 replications of each) were generated: (1) 30 items and 100 
examinees, (2) 30 items and 200 examinees, (3) 60 items and 100 examinees, and (4) 60 
items and 200 examinees. The one-parameter models (Rasch model, and Modified 1-P 
model), and three-parameter model (Testgraf) were fit to the item response data, and 
model item parameters and abilities were estimated. 
4.2.1 Ability Parameter Estimation 
Means and standard deviations of estimated ability parameters for the four test 
conditions can be seen at Table 1. In each test condition, ability estimates were scaled to 
have a mean of 0.0 and standard deviation of 1.0. This scaling was done to place the 
estimates on the same scale as the original true ability scores. The purpose of Table 1 is 
simply to confirm that the scaling was carried out correctly. 
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Table 1 
Mean and Standard Deviation of Ability Estimates 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.000 1.001 10,000 
100 examinees 
Modified 1-P 0.000 0.999 10,000 
Testgraf 0.000 1.000 10,000 
30 items and Rasch Model 0.000 1.000 20,000 
200 examinees 
Modified 1-P 0.000 0.999 20,000 
Testgraf 0.000 0.999 20,000 
60 items and Rasch Model 0.000 1.000 10,000 
100 examinees 
Modified 1-P 0.000 0.999 10,000 
Testgraf 0.000 1.000 10,000 
60 items and Rasch Model 0.000 1.000 20,000 
200 examinees 
Modified 1-P 0.000 1.000 20,000 
Testgraf 0.000 0.999 20,000 
The correlation between true and estimated ability scores for each test condition 
and model is given in Table 2. As expected, the correlations were higher for longer tests. 
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This finding, however, is exactly as expected, and addresses only the correctness of the 
simulations. 
Table 2 
Correlation Between True and Estimated Ability Scores for 
Each Test Condition and Model 
Test Condition Rasch Model Modified 1-P Testgraf 
30 items and 100 
examinees 
0.825 0.835 0.811 
30 items and 200 
examinees 
0.827 0.835 0.813 
60 items and 100 
examinees 
0.911 0.918 0.906 
60 items and 200 
examinees 
0.915 0.922 0.911 
Recovery of ability scores seemed excellent though slightly better with the 
Modified 1-P model than the other two models. These findings suggest that for tests of 
30 and 60 items, ability scores can be recovered well even though item parameter 
estimates are based on small sample sizes and, in the case of the Rasch model and 
Modified 1-P model, using models which do not correspond closely to the actual data. 
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The differences between true and estimated ability scores are summarized in Table 
3. From Table 3, it can be seen that the Modified 1-P model produced somewhat lower 
ability estimation errors, and Testgraf produced somewhat higher ability estimation errors. 
Table 3 
Mean and Standard Deviation of Ability Estimation Errors 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model -0.007 0.592 10,000 
100 examinees 
Modified 1-P -0.007 0.575 10,000 
Testgraf -0.007 0.614 10,000 
30 items and Rasch Model 0.015 0.589 20,000 
200 examinees 
Modified 1-P 0.015 0.574 20,000 
Testgraf 0.015 0.611 20,000 
60 items and Rasch Model 0.002 0.420 10,000 
100 examinees 
Modified 1-P 0.002 0.403 10,000 
Testgraf 0.002 0.433 10,000 
60 items and Rasch Model -0.005 0.414 20,000 
200 examinees 
Modified 1-P -0.005 0.396 20,000 
Testgraf -0.005 0.423 20,000 
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The standard deviation of ability estimation errors from the Modified 1-P model 
was about 0.02 lower (across test lengths and sample sizes) than the Rasch model which, 
in turn, was about 0.02 lower than Testgraf. These findings suggest that the Modified 
1-P model with 30 items was probably functioning about as well in estimating ability as the 
Rasch model with a test which was about three items longer. Testgraf would require a 
couple of additional items in the test to do as well as the Rasch model. This estimate of 
effective test length was obtained by plotting the relationship between the standard error 
of ability estimation and test length. 
The means and standard deviations of absolute errors in ability estimation are given 
in Table 4. From Table 4, it can be seen that, as expected, the absolute errors between 
true and estimated ability scores decreased, for all three estimation procedures, when the 
test was lengthened. 
The most important finding is that the Modified 1-P model led to smaller absolute 
errors in ability estimation than the two other procedures (Rasch model and Testgraf). 
Also, for all four test conditions, the Rasch model led to better estimates than Testgraf. 
Though the differences appear small, they are the equivalent of a couple of items in the 




Mean and Standard Deviation of Absolute Errors in 
Ability Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.471 0.358 10,000 
100 examinees 
Modified 1-P 0.460 0.345 10,000 
Testgraf 0.487 0.375 10,000 
30 items and Rasch Model 0.470 0.356 20,000 
200 examinees 
Modified 1-P 0.458 0.346 20,000 
Testgraf 0.486 0.370 20,000 
60 items and Rasch Model 0.333 0.257 10,000 
100 examinees 
Modified 1-P 0.320 0.244 10,000 
Testgraf 0.343 0.264 10,000 
60 items and Rasch Model 0.329 0.251 20,000 
200 examinees 
Modified 1-P 0.315 0.239 20,000 
Testgraf 0.336 0.257 20,000 
The main results in Table 5 are the standard deviations of the standard deviations 
of errors in ability estimation for each test condition over 100 replications. Slight effect 
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Table 5 
Mean and Standard Deviation of the Standard Deviation of Errors in 
Ability Estimation (Across 100 Replications) 
Test Condition Procedure Mean SD 
30 items and Rasch Model 0.583 0.043 
100 examinees 
Modified 1-P 0.567 0.038 
Testgraf 0.607 0.046 
30 items and Rasch Model 0.586 0.029 
200 examinees 
Modified 1-P 0.571 0.027 
Testgraf 0.608 0.030 
60 items and Rasch Model 0.410 0.034 
100 examinees 
Modified 1-P 0.393 0.033 
Testgraf 0.424 0.037 
60 items and Rasch Model 0.408 0.023 
200 examinees 
Modified 1-P 0.390 0.021 
Testgraf 0.418 0.024 
of choice of model and estimation procedure, test length, and sample size are apparent in 
the results. 
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4.2.2 Item Difficulty Parameter Estimation 
The correlation between estimated and true ^-parameters for each test condition 
within each procedure is given in Table 6. Three things are noticeable. First, regardless 
of sample size, the Rasch model and Modified 1-P model produced very good results. 
Second, the impact of sample size on the precision of the item parameter estimates was 
clear. Finally, we noticed that, in Testgraf, the correlation between estimated and true b- 
parameters was very low. We found that some of the ^-parameter estimates, especially 
in Testgraf, were unusually very high or very low (e.g. 25.0) and some of the estimates 
had the opposite sign to the true ^-parameters they were estimating. 
Table 6 
Correlation Between True and Estimated ^-parameters for Each 
Test Condition and Procedure 
Test Condition Estimation Procedures 
Rasch Model Modified 1-P Testgraf 
30 items and 100 
examinees 
0.937 0.929 0.160 
30 items and 200 
examinees 
0.960 0.951 -0.022 
60 items and 100 
examinees 
0.929 0.924 0.049 
60 items and 200 
examinees 
0.946 0.935 0.356 
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A summary of the number of test items outside the range ±4 is given in Table 7. 
These very bad estimates totally dominated the magnitude of the correlations between 
item parameter estimates from Testgraf and the corresponding true values. 
Table 7 
Summary of the Number of Test Items That Have ^-parameter Estimates 
Outside the Range ±4 
Test Condition Testgraf Rasch Model Modified 1-P Total Items 
in the Test 
(100 replications) 
30 items and 130 14 28 3,000 
100 examinees (4.3%) (0.4%) (0.9%) 
30 items and 48 4 29 3,000 
200 examinees (1.6%) (0.1%) (0.9%) 
60 items and 332 18 42 6,000 
100 examinees (5.5%) (0.3%) (0.7%) 
60 items and 84 2 49 6,000 
200 examinees (1.4%) (0.0%) (0.8%) 
Total 594 38 148 18,000 
(3.3%) (0.2%) (0.8%) 
A standard non-Bayesian adjustment in the estimation of parameters is to set upper 
limits on extreme estimates which sometimes occur with short tests and/or small 
examinees samples. However, in the case of Testgraf, some of these out-of-range 
A 
estimates did not even have the correct sign. For example, if b = 25.0, p might be 0.98. 
A /?-value like 0.03 would have been expected. Therefore, if ^-parameter estimates were 
greater than +3, they were set at +3, and if they were less than -3, they were set to -3, and 
if the p-values were greater than 0.50, the estimates were given a negative sign, and if the 
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p-values were less than 0.50, the estimates were given a positive sign. Thus, if b =25.1 
and p = 0.20, then b = +3.0. But, if b = 25.1 and p = 0.90, then b = -3.0. Similarly, if 
b = -24.5 and p = 0.80, b = -3.0. But, if b = -24.5 and p = 0.10, then b = +3.0. 
These adjustments were also applied to the Rasch and Modified 1-P item parameter 
estimates. A summary of the number of test items affected by these adjustments is 
shown in Table 8, and a summary of items that were affected by sign adjustments is given 
in Table 9. The problem of small samples in parameter estimation with Testgraf is clear. 
Table 8 








in the Test 
(100 
replications) 
30 items and 290 98 94 3,000 
100 
examinees 
(9.6%) (3.3%) (3.1%) 
30 items and 110 77 94 3,000 
200 
examinees 
(3.7%) (2.6%) (3.1%) 
60 items and 658 231 209 6,000 
100 
examinees 
(10.9%) (3.8%) (3.4%) 
60 items and 218 172 211 6,000 
200 
examinees 










Summary of the Number of Test Items That Were Affected by Sign Adjustments 
Test Condition Testgraf Rasch Model Modified 1-P Total Items 
in the Test 
(100 replications) 
30 items and 38 0 0 3,000 
100 examinees (1.3%) (0.0%) (0.0%) 
30 items and 7 0 0 3,000 
200 examinees (0.2%) (0.0%) (0.0%) 
60 items and 94 0 0 6,000 
100 examinees (1.6%) (0.0%) (0.0%) 
60 items and 14 0 0 6,000 
200 examinees (0.2%) (0.0%) (0.0%) 
Total 153 0 0 18,000 
(0.9%) (0.0%) (0.0%) 
The correlations between true and estimated ^-parameters for each test condition 
and procedure (with unadjusted and adjusted parameter estimates correlations) are given 
in Table 10. After the adjustments, all the correlations between true and adjusted 
estimated ^-parameters, increased, especially for Testgraf. Also, for all three estimation 
procedures, the correlation between true and estimated ^-parameters increased 
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Table 10 
Correlation Between True and Estimated ^-parameters for 
Each Test Condition and Procedure 








30 items and Rasch model 0.937 0.940 
100 examinees Mod 1-P model 0.929 0.940 
Testgraf 0.160 0.747 
30 items and Rasch model 0.960 0.961 
200 examinees Mod 1-P model 0.951 0.963 
Testgraf -0.022 0.851 
60 items and Rasch model 0.929 0.933 
100 examinees Mod 1-P model 0.924 0.936 
Testgraf 0.049 0.752 
60 items and Rasch model 0.946 0.948 
200 examinees Mod 1-P model 0.935 0.951 
Testgraf 0.356 0.848 
when the sample size was increased, as expected. The correlation between true and 
estimated ^-parameters for the Rasch model and Modified 1-P model was almost the 
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same, especially after the adjustments were made. Both procedures resulted in better 
estimates than those from Testgraf. For the next analysis, only findings based on the 
adjusted item parameter estimates are reported. The mean and standard deviation of 
errors in item difficulty parameter estimation are summarized in Table 11. 
Table 11 
Mean and Standard Deviation of Errors in 
Item Parameter Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model -0.676 0.477 3,000 
100 examinees 
Modified 1-P 0.171 0.621 3,000 
Testgraf 0.252 0.795 3,000 
30 items and Rasch Model -0.662 0.398 3,000 
200 examinees 
Modified 1-P 0.205 0.542 3,000 
Testgraf 0.203 0.634 3,000 
60 items and Rasch Model -0.707 0.506 6.000 
100 examinees 
Modified 1-P 0.037 0.532 6,000 
Testgraf 0.358 0.791 6,000 
60 items and Rasch Model -0.705 0.436 6,000 
200 examinees 
Modified 1-P 0.028 0.453 6,000 - 
Testgraf 0.294 0.620 6,000 
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In all test conditions, regardless of sample size, the Modified 1-P model parameter 
estimates had the smallest bias. The Rasch model estimates were on the average 
substantial underestimates of the true parameters. 
The mean and standard deviation of the absolute errors in item parameter 
estimation are given in Table 12. In all test conditions, the Modified 1-P model produced 
Table 12 
Mean and Standard Deviation of Absolute Errors 
in Item Parameter Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.713 0.419 3,000 
100 examinees 
Modified 1-P 0.495 0.411 3,000 
Testgraf 0.625 0.551 3,000 
30 items and Rasch Model 0.680 0.365 3,000 
200 examinees 
Modified 1-P 0.445 0.372 3,000 
Testgraf 0.507 0.431 3,000 
60 items and Rasch Model 0.758 0.426 6.000 
100 examinees 
Modified 1-P 0.407 0.345 6,000 
Testgraf 0.652 0.574 6,000 
60 items and Rasch Model 0.742 0.371 6,000 
200 examinees 
Modified 1-P 0.339 0.302 6,000 
Testgraf 0.516 0.452 6,000 
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the smallest absolute errors. In fact, the Modified 1-P model was substantially better at 
estimating item difficulty parameters than the other two models. 
4.3 LS AT Data with a Rectangular Distribution of Ability 
One possible factor in the findings is the choice of ability distribution. For 
example, it is possible that the three-parameter model estimated with Testgraf might lead 
to better results than the Modified 1-P model if the ability distribution in the examinee 
sample was (say) uniformly distributed. For this reason a small number of replications 
were carried out substituting a rectangular distribution for a normal distribution of ability. 
If the results were different, a large number of replications would be carried out. The 
Law School Aptitude Test (LSAT) was again used as the source of item parameters. 
Using DATAGEN program (Hambleton & Rovinelli, 1973), data were generated using a 
rectangular distribution of ability (-2 to +2) based on the true item parameters (3-PL 
model) LSAT. 
Two conditions were investigated: (1) 30 items and 100 examinees, and (2) 30 
items and 200 examinees, using three estimation procedures: (1) Rasch model, (2) 
Modified 1-P model, and (3) Testgraf. The correlation between true and estimated b- 
parameters and between true and adjusted estimates of the b-parameters are given in Table 
13. After the standard IRT adjustments were made, which are often needed with small 
examinee samples, all the corelations increased, especially for Testgraf. The correlations 
in Table 13 were very similar to the ones in Table 10 (obtained from a normal distribution) 
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and therefore little additional work was carried out with rectangular distributions of 
ability. 
Table 13 
Correlation Between True and Estimated ^-parameters for 
Each Test Condition and Estimation Procedure 








30 items and Rasch model 0.935 0.936 
100 examinees Mod 1-P model 0.932 0.937 
Testgraf 0.038 0.771 
30 items and Rasch model 0.956 0.957 
200 examinees Mod 1-P model 0.953 0.958 
Testgraf 0.109 0.853 
For all three estimation procedures, as expected, the correlation between true and 
estimated ^-parameters increased when the sample size increased. We also noticed that 
the correlation between true and estimated b-parameters, in all test conditions, for the 
Rasch model and the Modified 1-P model were comparable. The results from the 
Testgraf procedure were noticeably poorer than from the other two procedures. 
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Undoubtedly this is due to the normality assumption which is made with Testgraf and 
which was untenable with these data. 
The mean and standard deviation of errors in item parameter estimation are 
summarized in Table 14. Here, we might also see that, in all test conditions, the 
Modified 1-P model still led to the least amount of error in parameter estimation, and the 
Rasch model estimates were substantial underestimates of the true parameters. The poor 
results from Testgraf highlight the problem which arises when the normality assumption in 
the data is violated. As these results were quite similar to the results in Table 11, 
obtained with a normal distribution of ability, no additional analyses will be reported. 
Table 14 
Mean and Standard Deviation of Errors in 
Item Parameter Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model -0.655 0.422 3,000 
100 examinees 
Modified 1-P 0.004 0.415 3,000 
Testgraf 0.346 0.776 3,000 
30 items and Rasch Model -0.669 0.345 3,000 
200 examinees 
Modified 1-P -0.002 0.344 3,000 
Testgraf 0.210 0.625 3,000 
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4.4 Second Item Bank Results 
In this phase of the research, a more diverse item bank was substituted for the 
LSAT item bank. Using DATAGEN program (Hambleton & Rovinelli, 1973), data was 
generated based on a normal distribution of ability (N ~ 0,1) and item parameters were 
selected from rectangular distributions; a (0.40 to 1.80), b (-2.00 to +2.00), and c (0.00 to 
0.25). 
The four test conditions were: (1) 30 items and 100 examinees, (2) 30 items and 
500 examinees, (3) 60 items and 100 examinees, and (4) 60 items and 500 examinees, and 
in each condition, parameters were estimated with three procedures: (1) Rasch model, (2) 
Modified 1-P model, and (3) Testgraf. 
The correlation between estimated and true ^-parameters for each test condition 
within each procedure is given in Table 15. We notice that, with Testgraf, the 
correlation between the estimated and true ^-parameters was very small for a sample of 
100, however, when the sample size was increased to 500, the correlations were high and 
comparable to the correlations obtained from the other two estimation procedures. It 
seems when the sample size is around 100, the ^-parameter estimates from Testgraf still 
need to be adjusted. 
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Table 15 
Correlation Between True and Estimated ^-Parameters for Each 
Test Condition Within Each Procedure 
Test Condition Estimation Procedure 
Rasch Model Modified 1-P Testgraf 
30 items and 100 
examinees 
0.949 0.958 0.336 
30 items and 500 
examinees 
0.969 0.976 0.953 
60 items and 100 
examinees 
0.941 0.960 0.217 
60 items and 500 
examinees 
0.957 0.975 0.960 
The correlations between true and estimated b-parameters for each test condition 
and procedure before and after the adjustments are given in Table 16. From Table 16, 
after the adjustments, the correlation between true and (adjusted) estimated ^-parameters 
with Testgraf for a sample size of 100 increased substantially. For all test conditions, as 
expected, when the sample sizes were increased, the correlation between true and 
estimated ^-parameters increased, and the Modified 1-P model had higher correlations 
than the other two procedures. 
Before the data were standardized, we also noticed that the variability of ability 
parameter estimates with the Modified 1-P model tended to be more homogeneous than 
the true or Rasch model ability estimates, and the Testgraf estimates tended to be more 
heterogeneous (see Appendix B). 
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Table 16 
Correlation Between True and Estimated ^-Parameters for 
Each Test Condition and Procedure 






30 items and Rasch model 0.949 0.950 
100 examinees Mod 1-P model 0.958 0.958 
Testgraf 0.336 0.879 
30 items and Rasch model 0.969 0.969 
500 examinees Mod 1-P model 0.976 0.976 
Testgraf 0.953 0.956 
60 items and Rasch model 0.941 0.945 
100 examinees Mod 1-P model 0.960 0.960 
Testgraf 0.217 0.892 
60 items and Rasch model 0.957 0.958 
500 examinees Mod 1-P model 0.975 0.975 
Testgraf 0.960 0.962 
Based on these data, again, before any comparisons were made, the ability 
parameter estimates from the Modified 1-P model and Testgraf were standardized and 
corresponding transformations on the item parameter estimates were made. 
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For the next analyses, in this section, again, only findings based on the adjusted 
and scaled item parameter estimates are reported. The mean and standard deviation of 
errors in item parameter estimation are given in Table 17. We might see that, in all test 
conditions, the Modified 1-P model parameter estimates had the smallest error estimates. 
Table 17 
Mean and Standard Deviation of Errors in 
Item Parameter Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model -0.400 0.377 3,000 
100 examinees 
Modified 1-P 0.121 0.361 3,000 
Testgraf 0.227 0.564 3,000 
30 items and Rasch Model -0.420 0.295 3,000 
500 examinees 
Modified 1-P 0.110 0.272 3,000 
Testgraf 0.124 0.396 3,000 
60 items and Rasch Model -0.375 0.463 6,000 
100 examinees 
Modified 1-P 0.112 0.395 6,000 
Testgraf 0.265 0.535 6,000 
60 items and Rasch Model -0.371 0.405 6,000 
500 examinees 
Modified 1-P 0.132 0.322 6,000 
Testgraf 0.178 0.335 6,000 
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We can also see from Table 17 that the Rasch model led to the largest error 
estimates of the three procedures. Again, Testgraf was influenced the most with an 
increase in sample size: these errors decreased substantially when the sample sizes 
increased. The mean and standard deviation of absolute errors in item parameter 
estimation are given in Table 18. 
Table 18 
Mean and Standard Deviation of Absolute Errors 
in Item Parameter Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.457 0.301 3,000 
100 examinees 
Modified 1-P 0.291 0.246 3,000 
Testgraf 0.436 0.423 3,000 
30 items and Rasch Model 0.448 0.250 3,000 
500 examinees 
Modified 1-P 0.218 0.196 3,000 
Testgraf 0.288 0.298 3,000 
60 items and Rasch Model 0.484 0.347 6.000 
100 examinees 
Modified 1-P 0.319 0.259 6,000 
Testgraf 0.433 0.412 6,000 
60 items and Rasch Model 0.451 0.313 6,000 
500 examinees 
Modified 1-P 0.267 0.222 6,000 
Testgraf 0.266 0.271 6,000 
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It can be seen from Table 18 that, in the sample size of 100 examinees, the 
absolute errors associated with the Testgraf procedure were slightly less than the Rasch 
model (or almost comparable). However, when the sample sizes were increased, the 
absolute errors from Testgraf were substantially less than from the Rasch model. In all 
test conditions, especially in the small sample sizes, the Modified 1-P model still was 
associated with the smallest absolute errors. 
The mean and standard deviation of the standard deviation of errors in item 
parameter estimation across the 100 replications are given in Table 19. From Table 19 
we see several things: (1) the Modified 1-P model produced the smallest errors in item 
parameter estimation; (2) Testgraf produced excellent results with a long test (60 items) 
and a large sample size (500 examinees), but with shorter tests (30 items) and small or 
large samples, resulting item parameter estimation errors were larger than those with the 
other two procedures; (3) Testgraf results (i.e., the accuracy of the item parameter 
estimates) were more variable with short tests across replications than the other two 
procedures, and for longer tests, the three procedures were comparable in term of 
consistency of findings over replications. 
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Table 19 
Mean and Standard Deviation of 
Standard Deviation of Errors in Item Parameter Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.358 0.050 3,000 
100 examinees 
Modified 1-P 0.346 0.056 3,000 
Testgraf 0.556 0.091 3,000 
30 items and Rasch Model 0.294 0.024 3,000 
500 examinees 
Modified 1-P 0.271 0.029 3,000 
Testgraf 0.396 0.050 3,000 
60 items and Rasch Model 0.451 0.067 6.000 
100 examinees 
Modified 1-P 0.382 0.067 6,000 
Testgraf 0.524 0.075 6,000 
60 items and Rasch Model 0.404 0.032 6,000 
500 examinees 
Modified 1-P 0.318 0.035 6,000 
Testgraf 0.332 0.038 6,000 
The mean and standard deviation of the root mean squared errors in item 
parameter estimation are given in Table 20. Again, in all test conditions, the Modified 1- 
P model still had smaller root mean squared errors than the two other procedures (Rasch 
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model and Testgraf). In small sample sizes, the root mean squared errors of Testgraf and 
Rasch model were comparable When the sample sizes were increased, we noticed that 
the root mean squared errors of Testgraf became smaller than the Rasch model. 
Table 20 
Mean and Standard Deviation of 
Root Mean Squared Errors in Item Parameter Estimation 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.539 0.101 3,000 
100 examinees 
Modified 1-P 0.375 0.063 3,000 
Testgraf 0.601 0.085 3,000 
30 items and Rasch Model 0.512 0.045 3,000 
500 examinees 
Modified 1-P 0.292 0.032 3,000 
Testgraf 0.412 0.050 3,000 
60 items and Rasch Model 0.589 0.084 6.000 
100 examinees 
Modified 1-P 0.405 0.065 6,000 
Testgraf 0.592 0.079 6,000 
60 items and Rasch Model 0.548 0.040 6,000 
500 examinees 
Modified 1-P 0.346 0.037 6,000 
Testgraf 0.377 0.046 6,000 
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In all test conditions, for all three procedures, when the sample sizes were 
increased, as expected, the root mean squared errors in the item difficulty estimates were 
decreased. 
On the question of replicability of findings, results were comparable for the three 
procedures with the long test (n = 60) and large samples (N = 500). With the shorter 
tests, regardless of sample size, the Modified 1-P model results were the most consistent. 
4.5 Bayesian Estimation Procedure 
Additional study was carried out using the one-parameter Bayesian estimation 
procedure with different type of prior distributions. Using DATAGEN program 
(Hambleton & Rovinelli, 1973), fifteen different sets of item response data were generated 
based on a normal distribution of ability (0,1) and a rectangular distribution of item 
parameters: a (0.40 to 1.80), b (-2 to +2), and c (0.00 to 0.25). 
The three test conditions were: (1) 30 items and 100 examinees, (2) 30 items and 
200 examinees, and (3) 30 items and 500 examinees, and for each test condition, five 
replications were carried out. For each of the 15 datasets, the item difficulty parameters 
were estimated using the seven variations of Bayesian priors described in Chapter 3. The 
Bayesian ability estimates were scaled to a mean of zero and standard deviation of one. 
The trend and the pattern of errors and the correlations which resulted from the 
five different datasets with each sample size can be seen in Appendix C (Table Cl to Table 
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C5), and the average errors and the correlations from the five datasets with each sample 
size in Appendix C are given in Table 21. 
The results in Table 21 reveal many interesting findings. First of all, the Bayesian 
estimates (analysis 4 in Table 21) with the centered and tight priors were excellent. This 
was to be expected, but these findings support the correctness of the simulations too. 
That the results were less good with the large samples which shows that, like the Rasch 
model with three-parameter model data, the best estimates of the data require 6-values 
which are underestimates of the true 6-values for the three-parameter model. With the 
larger samples, the priors are not effective as can be expected. 
Second, the Bayesian estimates (analysis 2 in Table 21) from the perspective of 
recovering the true item difficulties is probably the most realistic. Again, it can be seen 
that with the small sample size, the priors are able to contain or hold in the item difficulty 
estimates so that they approximate the true 6-values. But as the amount of data is 
increased, the item parameter estimates drift to values which provide the best fit to the 
data by a one-parameter model and further from the true 6-values for a three-parameter 
model. Similar trends are seen in analysis 3,5, and 6. 
Third, the Bayesian priors which were uncentered and underestimates (analysis 7 
and 8) fared the best because these priors best matched the data as it was simulated. 
Notice that these results were similar to those obtained when the Rasch model was fit to 
the same data. 
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Table 21 
Summary of Average Errors and Correlations Between True and Estimated ^-Parameters 
With Different Sample Sizes 









1. Rasch 100 0.949 -0.472 0.379 0.609 0.512 
model 200 0.953 -0.508 0.385 0.639 0.543 
500 0.958 -0.403 0.376 0.552 0.458 
2. Bayesian 100 0.954 -0.342 0.352 0.493 0.398 
prior 200 0.955 -0.443 0.371 0.580 0.486 
center+1 500 0.958 -0.384 0.371 0.535 0.442 
(SD=1) 
3. Bayesian 100 0.964 -0.213 0.297 0.367 0.290 
prior cen- 200 0.962 -0.288 0.326 0.436 0.356 
ter +0.5 500 0.961 -0.332 0.351 0.484 0.396 
(SD=0.5) 
4. Bayesian 100 0.991 -0.020 0.137 0.140 0.091 
prior cen- 200 0.991 -0.025 0.133 0.143 0.098 
ter +0.1 500 0.987 -0.115 0.174 0.184 0.144 
(SD=0.1) 
5. Bayesian 100 0.963 0.118 0.300 0.336 0.265 
prior Un- 200 0.961 -0.044 0.301 0.309 0.244 
center+1 500 0.961 -0.171 0.333 0.376 0.301 
(SD=0.5) 
6. Bayesian 100 0.966 -0.089 0.279 0.296 0.227 
prior Un- 200 0.963 -0.192 0.306 0.363 0.293 
center 500 0.963 -0.268 0.341 0.434 0.354 
+0.5 
(SD=0.5) 
Continued, next page. 
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Table 21, continued: 









7. Bayesian 100 0.965 -0.524 0.301 0.605 0.542 
prior Un- 200 0.962 -0.531 0.334 0.629 0.554 
center -1 
(SD=0.5) 
500 0.961 -0.426 0.355 0.556 0.467 
8. Bayesian 100 0.967 -0.344 0.288 0.451 0.383 




500 0.961 -0.381 0.351 0.519 0.433 
Thus, what these results in Table 21 mainly show is that the priors are 
consequential with the smaller sample sizes but considerably less effective and influential 
with the larger sample sizes. With good priors and with only small examinee samples 





The last chapter is divided by three sections. First of all, the discussions and the 
conclusions of the findings from the study will be described. Second, the implications for 
practice will be pointed out. Finally, some suggestions for further research will be 
offered. 
5.1 Discussion of Findings 
IRT models have great potential for solving many problems in testing and 
measurement. In general, to obtain accurate IRT item parameter estimates, relatively 
large number of examinees are needed. For various reasons, many tests are administered 
to relatively small number of examinees. The present study, using four promising 
procedures, has looked at small sample sizes in estimating IRT item statistics. 
Using a small sample size, based on the criteria that were used in the study, the 
Modified 1-P model consistently produced the best results. Though, the Bayesian 
procedure with good and reasonable priors was acceptable and promising, even the diffuse 
and centered priors gave good results. The more prior knowledge about the parameters, 
the better the Bayesian estimation procedure behaved for estimating parameters with small 
sample sizes. 
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The study also found that, in estimating b-parameter estimates, the Modified 1-P 
estimation procedure and the Rasch model were comparable in their correlations and 
standard deviation of errors, and both procedures performed better than Testgraf. The 
Bayesian estimation showed definite potential with small samples. The priors do have an 
effect. Future studies will need to focus on approaches for specifying priors. 
In a way, the Testgraf findings from this study were somewhat disappointing. 
Testgraf assumes normality of the ability distribution. This was true in nearly all of the 
datasets. Moreover, Testgraf fits a three-parameter curve to the data, and the data were 
generated according to a three-parameter model which is also correct for the data. 
Clearly, the data simulated met all the assumptions required in Testgraf. Despite this, 
Testgraf favored poorly. 
The study also found that the Modified 1-P model and Testgraf showed less bias in 
item parameter estimation than the Rasch model-based procedure. The result was 
expected and not surprising because the one-parameter Rasch model and Bayesian model 
(used in this study) try to fit three-parameter model data, so, most of the time, the 
estimates were substantial underestimates of the true parameters. 
Test length and sample sizes for values chosen, did not produce any interesting 
results with one exception. It appears that the problem with Testgraf may have more to 
do with short tests than small samples. In the future, the effectiveness of Testgraf with 
shorter tests, and smaller samples need to be investigated. 
76 
5.2 Implications for Practice 
For practitioners, in conditions when they have to calibrate items in the IRT 
framework using small sample sizes, they might have several options. First of all, if the 
items are multiple-choice, it might be useful if they can try using the Modified 1-P model. 
Related to the model, they have to decide how they want to fix the lower asymptote (c- 
parameters) in the model. It might be helpful if practitioners have an idea about the items 
and examinees, and how difficult the items are for the examinees. An obvious procedure 
is to use a rule of thumb to fix the c-parameters, i.e., the lower asymptote is set to a value 
equal to the reciprocal of the number of response options (1/A, A is the number of answer 
choice) or 1/A - 0.05. This is popular choice in the measurement literature, may prove to 
be effective. 
In conditions when practitioners may have an idea about the parameters of the 
items, a Bayesian estimation procedure may prove to be effective. If approximately 
parallel test forms are administered year after year to similar populations of examinees, it 
becomes possible to deduce appropriate prior distributions for the item parameters from 
past results. Or, in conditions when the practitioners, for some reason, cannot use the 
Modified 1-P model or the Bayesian estimation procedure, they might use the Rasch 
model or Testgraf. In this case, practitioners should be able to anticipate, before they use 
Rasch model or Testgraf, their results. For example, they might estimate how much bias 
they will be able to tolerate if they use the Rasch model in calibrating the items or how 
large a sample of examinees they need to add to make a desire results if they use Testgraf. 
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The results in the study suggest that with small sample sizes and a 30 item test, 
practitioners could use the Modified 1-P model, or go with the Rasch model and a 33 item 
test, or go with Testgraf and a 36 item test to obtain the same precision in the ability 
estimates. Clearly, the Modified 1-P model makes the most sense. 
The findings of the study about calibrating small sample sizes and item parameter 
errors might also be important and useful for test developers. Test constructors, with a 
knowledge of item parameter errors, can anticipate their results if, sometimes, they must 
construct a test with a small calibration sample sizes. 
Item and test information are also important for test developers who are working 
within an IRT framework. Unfortunately, item parameter estimation errors have a 
negative impact on the accuracy of item and test information functions. Thus, if test 
constructors have prior knowledge about item parameter errors, they can take these errors 
into account in their work. For example, if the test developers want to construct a test 
that can maximize the information function in the particular region of ability, and if they 
have prior knowledge about the errors in the ^-parameter estimates, they can make the 
appropriate adjustments. 
5.3 Suggestions for Additional Research 
In light of the results, a number of suggestions for further research can be offered. 
In this study, there was no attempt to evaluate the quality of easy, middle, and difficult 
item parameter estimates with the four models. One might suspect relatively poor 
estimates at the extremes and here, the Bayesian methods may work better, and this point 
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needs to be studied. By computing the various statistics over all of the test items, any 
trends in the findings which might be related to item difficulty go unnoticed. 
A better loss function might be the difference between the true and estimated ICCs 
(calculated at a number of points along the ability continuum) rather than a comparison of 
the estimated and true /?-values. After all, an important goal is to fit the available data 
with a model and not necessarily to recover a single parameter in multi-parameter 
generated data. The choices made for the study (i.e., correlations, differences, squared 
differences, etc.) were, perhaps, a good start on the problem, but did place the one- 
parameter Rasch and Bayesian models at a disadvantage. 
It might also be interesting to follow up on the problems with Testgraf. Although 
Ramsay (1991) stated that the item parameter estimates that are estimated by Testgraf are 
fairly crude and should not be seen as substitutes for more serious analysis, it would still 
be interesting to know why Testgraf produced, in some instances, very bad estimates with 
small sample sizes and short tests. 
The Bayesian estimation procedure, besides the Modified 1-P model, appears to 
have great potential for solving problems in calibrating parameter estimates, within IRT 
framework, using small sample sizes. Although in this study the Bayesian estimation 
procedure has been investigated and some important findings were found, considerably 
more research appear to be in order. It might be useful for future research to study more 
deeply the Bayesian estimation procedure using several replications and several type of 
prior distributions. More research with the two- and three-parameter Bayesian model 
would also be timely. A main problem is getting valid prior knowledge about the true 
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parameters. It might be possible to use expert judgment or to train experts to provide 
information about items that could be used to construct prior distributions. For example, 
factors such as item readability and cognitive complexity are known to affect item 
difficulty and might be identified by experts. 
Item parameter errors are very important for test developers. Although this 
problem has already been addressed in this study, it might be useful to study more deeply 
the consequences of item parameter errors, also using two-, and three parameter models in 
test development. It would be important to know, for example, how much a test 




MEANS AND STANDARD DEVIATIONS OF TRUE AND ESTIMATED 




Means, and Standard Deviations of True and Estimated Ability Parameters 
For the Four Test Conditions 
Test Condition Ability Mean SD Frequency 
30 items and True ability 0.007 1.001 10,000 
100 examinees 
Rasch Model 0.000 1.001 10,000 
Modified 1-P 0.027 0.813 10,000 
Testgraf 0.004 1.209 10,000 
30 items and True ability -0.015 1.001 20,000 
200 examinees 
Rasch Model 0.000 1.000 20,000 
Modified 1-P 0.036 0.814 20,000 
Testgraf 0.002 1.148 20,000 
60 items and True ability -0.002 0.993 10,000 
100 examinees 
Rasch Model 0.000 1.000 10,000 
Modified 1-P -0.001 0.897 10,000 
Testgraf 0.017 1.185 10,000 
60 items and True ability 0.004 1.004 20,000 
200 examinees 
Rasch Model 0.000 1.000 20,000 
Modified 1-P 0.009 0.901 20,000 
Testgraf 0.011 1.127 20,000 
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APPENDIX B 
MEANS AND STANDARD DEVIATIONS OF TRUE AND ESTIMATED 




Means, and Standard Deviations of True and Estimated Ability Parameters 
For the Four Test Conditions 
Test Condition Ability Mean SD Frequency 
30 items and True ability -0.008 1.007 10,000 
100 examinees 
Rasch Model 0.000 1.000 10,000 
Modified 1-P 0.022 0.913 10,000 
Testgraf 0.045 1.222 10,000 
30 items and True ability 0.008 0.999 50,000 
500 examinees 
Rasch Model 0.000 1.000 50,000 
Modified 1-P 0.021 0.913 50,000 
Testgraf 0.024 1.116 50,000 
60 items and True ability 0.007 1.000 10,000 
100 examinees 
Rasch Model 0.000 1.000 10,000 
Modified 1-P 0.002 0.949 10,000 
Testgraf 0.031 1.196 10,000 
60 items and True ability 0.002 1.000 50,000 
500 examinees 
Rasch Model 0.000 1.000 50,000 
Modified 1-P 0.009 0.949 50,000 
Testgraf 0.016 1.097 50,000 
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APPENDIX C 
SUMMARY OF ERRORS AND CORRELATIONS BETWEEN 
TRUE AND ESTIMATED ^-PARAMETERS 
Table Cl 
Summary of Errors and Correlations Between True and Estimated ^-Parameters 
With Different Sample Sizes 






Rasch 100 0.916 -0.412 0.464 0.620 0.515 
model 200 0.929 -0.468 0.432 0.637 0.551 
500 0.944 -0.410 0.389 0.565 0.481 
Bayesian 100 0.928 -0.305 0.429 0.526 0.428 
prior center 200 0.932 -0.396 0.428 0.583 0.495 
+ 1 (SD=1) 500 0.944 -0.398 0.386 0.554 0.472 
Bayesian 100 0.949 -0.206 0.352 0.408 0.336 
prior center 200 0.943 -0.287 0.379 0.476 0.413 
+0.5 500 0.949 -0.363 0.373 0.521 0.445 
(SD=0.5) 
Bayesian 100 0.997 -0.011 0.094 0.094 0.074 
prior center 200 0.992 -0.024 0.137 0.139 0.113 
SD = 0.1 500 0.984 -0.041 0.198 0.194 0.168 
Bayesian 100 0.950 -0.187 0.337 0.385 0.281 
prior 200 0.945 -0.056 0.363 0.368 0.304 
Uncenter 500 0.949 -0.182 0.360 0.403 0.350 
+ 1 
(SD=0.5) 
Bayesian 100 0.952 -0.098 0.338 0.352 0.270 
prior 200 0.945 -0.207 0.368 0.423 0.365 
Uncenter 500 0.949 -0.292 0.369 0.470 0.404 
+0.5 
(SD=0.5) 
Continued, next page. 
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Table Cl, continued: 






Bayesian 100 0.946 -0.452 0.356 0.575 0.518 
prior 200 0.941 -0.487 0.383 0.620 0.549 
Uncenter 500 0.948 -0.433 0.373 0.571 0.488 
-x 
(SD=0.5) 
Bayesian 100 0.951 -0.306 0.338 0.456 0.399 




500 0.949 -0.393 0.367 0.538 0.460 
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Table C2 
Summary of Errors and Correlations Between True and Estimated ^-Parameters 
With Different Sample Sizes 






Rasch 100 0.967 -0.557 0.331 0.648 0.564 
model 200 0.966 -0.568 0.370 0.678 0.599 
500 0.973 -0.444 0.325 0.550 0.493 
Bayesian 100 0.972 -0.408 0.301 0.507 0.428 
prior center 200 0.969 -0.489 0.347 0.600 0.531 
+ 1 (SD=1) 500 0.973 -0.425 0.320 0.531 0.476 
Bayesian 100 0.976 -0.234 0.260 0.350 0.289 
prior center 200 0.972 -0.321 0.309 0.446 0.383 
+0.5 500 0.975 -0.352 0.297 0.461 0.408 
(SD=0.5) 
Bayesian 100 0.994 0.019 0.174 0.174 0.146 
prior center 200 0.997 -0.059 0.099 0.116 0.093 
SD = 0.1 500 0.993 -0.065 0.136 0.151 0.123 
Bayesian 100 0.970 -0.162 0.341 0.378 0.315 
prior 200 0.966 -0.037 0.297 0.299 0.254 
Uncenter 500 0.973 -0.194 0.285 0.345 0.288 
+ 1 
(SD=0.5) 
Bayesian 100 0.976 -0.072 0.245 0.255 0.209 
prior 200 0.972 -0.226 0.297 0.374 0.317 
Uncenter 500 0.975 -0.281 0.291 0.404 0.352 
+0.5 
(SD=0.5) 
Continued, next page. 
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Table C2, continued: 






Bayesian 100 0.976 -0.573 0.272 0.634 0.573 
prior 200 0.972 -0.576 0.327 0.662 0.593 
Uncenter 500 / 0.975 -0.466 0.309 0.559 0.505 
-i 
(SD=0.5) 
Bayesian 100 0.977 -0.406 0.263 0.484 0.417 




500 0.975 -0.422 0.309 0.524 0.469 
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Table C3 
Summary of Errors and Correlations Between Tme and Estimated ^-Parameters 
With Different Sample Sizes 






Rasch 100 0.949 -0.445 0.380 0.586 0.502 
model 200 0.960 -0.479 0.371 0.605 0.505 
500 0.961 -0.348 0.377 0.513 0.408 
Bayesian 100 0.954 -0.295 0.355 0.461 0.372 
prior center 200 0.962 -0.434 0.359 0.563 0.466 
+ 1 (SD=1) 500 0.961 -0.335 0.375 0.503 0.400 
Bayesian 100 0.963 -0.173 0.298 0.345 0.274 
prior center 200 0.968 -0.249 0.304 0.393 0.326 
+0.5 500 0.963 -0.302 0.359 0.469 0.375 
(SD=0.5) 
Bayesian 100 0.997 -0.009 0.089 0.090 0.069 
prior center 200 0.997 -0.033 0.089 0.095 0.076 
SD = 0.1 500 0.988 -0.038 0.160 0.165 0.130 
Bayesian 100 0.961 0.150 0.293 0.329 0.266 
prior 200 0.968 0.023 0.263 0.264 0.212 
Uncenter 500 0.963 -0.099 0.323 0.338 0.274 
+ 1 
(SD=0.5) 
Bayesian 100 0.963 -0.034 0.279 0.282 0.215 
prior 200 0.968 -0.140 0.275 0.308 0.256 
Uncenter 500 0.963 -0.227 0.343 0.411 0.333 
+0.5 
(SD=0.5) 
Continued, next page. 
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Table C3, continued: 






Bayesian 100 0.966 -0.578 0.302 0.652 0.595 
prior 200 0.970 -0.541 0.310 0.624 0.549 
Uncenter 500 0.964 -0.398 0.354 0.533 0.436 
-i 
(SD=0.5) 
Bayesian 100 0.966 -0.299 0.292 0.419 0.360 




500 0.964 -0.329 0.354 0.483 0.387 
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Table C4 
Summary of Errors and Correlations Between True and Estimated ^-Parameters 
With Different Sample Sizes 






Rasch 100 0.961 -0.465 0.391 0.607 0.493 
model 200 0.955 -0.467 0.398 0.614 0.504 
500 0.961 -0.358 0.399 0.536 0.430 
Bayesian 100 0.964 -0.372 0.368 0.523 0.416 
prior center 200 0.959 -0.447 0.380 0.587 0.484 
+ 1 (SD=1) 500 0.962 -0.352 0.393 0.527 0.424 
Bayesian 100 0.974 -0.194 0.295 0.353 0.256 
prior center 200 0.967 -0.274 0.342 0.438 0.335 
+0.5 500 0.965 -0.317 0.376 0.492 0.393 
(SD=0.5) 
Bayesian 100 0.998 -0.006 0.073 0.073 0.055 
prior center 200 0.996 -0.017 0.105 0.106 0.084 
SD = 0.1 500 0.991 -0.037 0.167 0.171 0.138 
Bayesian 100 0.974 0.165 0.258 0.307 0.254 
prior 200 0.967 -0.021 0.308 0.309 0.226 
Uncenter 500 0.966 -0.172 0.367 0.405 0.315 
+ 1 
(SD=0.5) 
Bayesian 100 0.977 -0.066 0.262 0.270 0.205 
prior 200 0.968 -0.181 0.318 0.365 0.277 
Uncenter 500 0.966 -0.281 0.367 0.463 0.372 
+0.5 
(SD=0.5) 
Continued, next page. 
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Table C4, continued: 






Bayesian 100 0.976 -0.481 0.290 0.561 0.489 
prior 200 0.966 -0.480 0.339 0.588 0.507 
Uncenter 500 0.964 -0.375 0.375 0.530 0.431 
-i 
(SD=0.5) 
Bayesian 100 0.978 -0.349 0.274 0.443 0.375 




500 0.965 -0.347 0.368 0.506 0.413 
Table C5 
Summary of Errors and Correlations Between True and Estimated ^-Parameters 
With Different Sample Sizes 






Rasch 100 0.952 -0.483 0.330 0.586 0.486 
model 200 0.954 -0.556 0.355 0.660 0.557 
500 0.950 -0.453 0.388 0.597 0.479 
Bayesian 100 0.952 -0.329 0.306 0.449 0.347 
prior center 200 0.954 -0.450 0.342 0.565 0.454 
+ 1 (SD=1) 500 0.948 -0.412 0.383 0.562 0.440 
Bayesian 100 0.960 -0.259 0.279 0.381 0.293 
prior center 200 0.960 -0.309 0.297 0.429 0.321 
+0.5 500 0.952 -0.328 0.348 0.478 0.361 
(SD=0.5) 
Bayesian 100 0.967 -0.092 0.254 0.270 0.113 
prior center 200 0.972 -0.109 0.235 0.260 .0.122 
SD = 0.1 500 0.978 -0.115 0.209 0.239 0.162 
Bayesian 100 0.962 -0.073 0.272 0.282 0.209 
prior 200 0.961 -0.127 0.276 0.304 0.225 
Uncenter 500 0.952 -0.208 0.330 0.390 0.280 
+ 1 
(SD=0.5) 
Bayesian 100 0.963 -0.173 0.270 0.321 0.234 
prior 200 0.962 -0.207 0.274 0.344 0.252 
Uncenter 500 0.953 -0.257 0.333 0.421 0.309 
+0.5 
(SD=0.5) 
Continued, next page. 
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Table C5, continued: 
Procedure Sample Correlation Average SD of Rmse Average 
Error Errors ABS Error 
Bayesian 100 0.963 -0.534 0.283 0.604 0.534 




500 0.952 -0.457 0.364 0.584 0.476 
Bayesian 100 0.962 -0.361 0.271 0.451 0.364 




500 0.952 -0.412 0.359 0.546 0.437 
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APPENDIX D 
ADDITIONAL COMPARISONS USING 
BAYESIAN, RASCH MODEL, MODIFIED 1-P AND TESTGRAF 
(THE AVERAGE ERRORS IN TABLE D6) 
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Table D1 
Summary of Errors and Correlations Between True and Estimated ^-parameter 
(Using 30 items and Sample Size of 100 Examinees) 
Procedure Correlation Error SD of Error RMSE ABS Error 
Modified 1-P 0.930 -0.029 0.453 0.454 0.309 
Testgraf 0.825 0.217 0.612 0.649 0.469 
Rasch Model 0.916 -0.412 0.464 0.620 0.515 
Bayesian 
prior center 
+ 1 (SD=1) 
























0.951 -0.306 0.338 0.456 0.399 
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Table D2 
Summary of Errors and Correlations Between True and Estimated ^-parameter 
(Using 30 items and Sample Size of 100 Examinees) 
Procedure Correlation Error SD of Error RMSE ABS Error 
Modified 1-P 0.974 -0.143 0.298 0.331 0.255 
Testgraf 0.902 -0.058 0.483 0.486 0.389 




























0.977 -0.406 0.263 0.484 0.417 
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Table D3 
Summary of Errors and Correlations Between True and Estimated ^-parameter 
(Using 30 items and Sample Size of 100 Examinees) 
Procedure Correlation Error SD of Error RMSE ABS Error 
Modified 1-P 0.958 -0.004 0.331 0.331 0.251 
Testgraf 0.879 0.069 0.495 0.500 0.366 
Rasch Model 0.949 -0.445 0.380 0.586 0.502 
Bayesian 
prior center 
+ 1 (SD=1) 
























0.966 -0.299 0.292 0.419 0.360 
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Table D4 
Summary of Errors and Correlations Between True and Estimated ^-parameter 
(Using 30 items and Sample Size of 100 Examinees) 
Procedure Correlation Error SD of Error RMSE ABS Error 
Modified 1-P 0.971 -0.001 0.254 0.382 0.281 
Testgraf 0.944 0.149 0.392 0.419 0.323 
Rasch Model 0.961 -0.465 0.391 0.607 0.493 
Bayesian 
prior center 
+ 1 (SD=1) 
























0.978 -0.349 0.274 0.443 0.375 
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Table D5 
Summary of Errors and Correlations Between True and Estimated ^-parameter 
(Using 30 items and Sample Size of 100 Examinees) 
Procedure Correlation Error SD of Error RMSE ABS Error 
Modified 1-P 0.969 -0.071 0.276 0.285 0.246 
Testgraf 0.855 0.032 0.519 0.520 0.327 
Rasch Model 0.952 -0.483 0.330 0.586 0.486 
Bayesian 
prior center 
+ 1 (SD=1) 
























0.978 -0.349 0.274 0.443 0.375 
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Table D6 
Summary of Average Errors and Correlations Between True and Estimated ^-parameter 
(Average from 5 datasets above) 
Procedure Correlation Error SD of Error RMSE ABS Error 
Modified 1-P 0.960 -0.050 0.322 0.357 0.268 
Testgraf 0.881 0.082 0.500 0.515 0.375 
Rasch Model 0.949 -0.472 0.379 0.609 0.512 
Bayesian 
prior center 
+ 1 (SD=1) 
























0.967 -0.344 0.288 0.451 0.383 
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APPENDIX E 
ADDITIONAL COMPARISONS USING 




Correlation Between True and Estimated ^-Parameters for 
Each Test Condition and Procedure 
(100 replications) 
Procedure Test Condition 
30 items and 
100 examiness 
30 items and 
500 examiness 
Rasch Model 0.950 0.969 
Modified 1-P model 0.958 0.976 
Testgraf 0.879 0.956 
Bayesian with 
prior uncenter 




Mean and Standard Deviation of Errors in 
Item Parameter Estimation 
(100 replications) 
Test Condition Procedure Mean SD Frequency 
30 items and 
100 examinees 
Rasch Model 
-0.400 0.377 3,000 
Modified 1-P 0.121 0.361 3,000 
Testgraf 0.227 0.564 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
0.124 0.305 3,000 
30 items and 
500 examinees 
Rasch Model 
-0.420 0.295 3,000 
Modified 1-P 0.110 0.272 3,000 
Testgraf 0.124 0.396 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
-0.229 0.275 3,000 
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Table E3 
Mean and Standard Deviation of Absolute Errors in 
Item Parameter Estimation 
(100 replications) 
Test Condition Procedure Mean SD Frequency 
30 items and 
100 examinees 
Rasch Model 0.457 0.301 3,000 
Modified 1-P 0.291 0.246 3,000 
Testgraf 0.436 0.423 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
0.258 0.204 3,000 
30 items and 
500 examinees 
Rasch Model 0.448 0.250 3,000 
Modified 1-P 0.218 0.196 3,000 
Testgraf 0.288 0.298 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
0.298 0.198 3,000 
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Table E4 
Mean and Standard Deviation of 
Standard Deviation of Errors in Item Parameter Estimation 
(100 replications) 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.358 0.050 3,000 
100 examinees 
Modified 1-P 0.346 0.056 3,000 
Testgraf 0.556 0.091 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
0.303 0.038 3,000 
30 items and Rasch Model 0.294 0.024 3,000 
500 examinees 
Modified 1-P 0.271 0.029 3,000 
Testgraf 0.396 0.050 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
0.276 0.021 3,000 
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Table E5 
Mean and Standard Deviation of 
Root Mean Squared Errors in Item Parameter Estimation 
(100 replications) 
Test Condition Procedure Mean SD Frequency 
30 items and Rasch Model 0.539 0.101 3,000 
100 examinees 
Modified 1-P 0.375 0.063 3,000 
Testgraf 0.601 0.085 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
0.326 0.043 3,000 
30 items and Rasch Model 0.512 0.045 3,000 
500 examinees 
Modified 1-P 0.292 0.032 3,000 
Testgraf 0.412 0.050 3,000 
Bayesian 
prior uncenter 
+ 1 (SD=0.5) 
0.357 0.031 3,000 
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APPENDIX F 
ADDITIONAL COMPARISONS IN ABILITY ESTIMATION 




Correlation Between True and Estimated Ability Scores for 
Each Test Condition and Model 
Test Condition Rasch Model Modified 1-P Testgraf 
15 items and 
100 examinees 
0.715 0.717 0.688 
30 items and 
100 examinees 
0.825 0.835 0.811 
45 items and 
100 examinees 
0.881 0.890 0.871 
60 items and 
100 examinees 
0.911 0.918 0.906 
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Table F2 
Mean and Standard Deviation of Ability Estimation Errors 
Test Condition Procedure Mean SD Frequency 
15 items and 
100 examinees 
Rasch Model -0.001 0.750 10,000 
Modified 1-P 0.046 0.690 10,000 
Testgraf -0.005 0.919 10,000 
30 items and Rasch Model -0.007 0.592 10,000 
100 examinees 
Modified 1-P -0.007 0.575 10,000 
Testgraf -0.007 0.614 10,000 
45 items and Rasch Model 0.013 0.487 10,000 
100 examinees 
Modified 1-P 0.019 0.457 10,000 
Testgraf 0.022 0.586 10,000 
60 items and Rasch Model 0.002 0.420 10,000 
100 examinees 
Modified 1-P 0.002 0.403 10,000 
Testgraf 0.002 0.433 10,000 
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Table F3 
Mean and Standard Deviation of Absolute Errors in 
Ability Estimation 
Test Condition Procedure Mean SD Frequency 
15 items and 
100 examinees 
Rasch Model 0.594 0.457 10,000 
Mod 1-P 0.547 0.421 10,000 
Testgraf 0.730 0.557 10,000 
30 items and Rasch Model 0.471 0.358 10,000 
100 examinees 
Modified 1-P 0.460 0.345 10,000 
Testgraf 0.487 0.375 10,000 
45items and Rasch Model 0.387 0.295 10,000 
100 examinees 
Modified 1-P 0.363 0.278 10,000 
Testgraf 0.464 0.359 10,000 
60 items and Rasch Model 0.333 0.257 10,000 
100 examinees 
Modified 1-P 0.320 0.244 10,000 
Testgraf 0.343 0.264 10,000 
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