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ABSTRACT 
We study the positive minorant property for norms on spaces of matrices. A 
matrix is said to be a majorant of another if all the entries in the first matrix are 
greater than or equal to the absolute values of the corresponding entries in the second 
matrix. For a real number p t> 0 the Schatten p-norm of the matrix is the/P-norm of 
its singular values. The space of n × n matrices with the Schatten p-norm is said to 
have the positive minorant property if the norm of each nonnegative matrix is greater 
than or equal to the norm of every nonnegative matrix that it majorizes. It is easy to 
show that this property holds if p is even. We show that the positive minorant 
property fails when p < 2(n - 1) and p not even, and provide a simple proof to 
show the property does hold when p >/2(n - 1)[(n - 1)/2] + 2. © Elsevier Sci- 
ence Inc., 1997 
1. INTRODUCTION 
We begin by introducing definitions and reviewing some of the history of  
the minorant propert ies on matrices. Our standard reference for notation and 
terminology related to matrix theory is Horn and Johnson's book [4]. 
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Let (Mn(C) , II • lip) denote the set of n x n matrices with complex entries, 
equipped with the Schatten p-norm ]['[]p. If o'l(A) >~ cr2(A) >t "" ~> G,(A) 
>~0 denote the singular values of A ~Mn(C), then for 1 ~<p <~,  the 
Schatten p-norm of A is defined by 
While [1" I1 p is not a norm for 0 < p < 1, it is still well defined and will be 
considered. When 1 ~< p < o~, it is well known that (M,,(C), Ll'llp) is a 
Banach space [5, 10]. 
In this paper, for A ~ M,,(C), we will define [A[ to be the entrywise 
absolute value of A, that is, the matrix (la~;I). For A, B ~ M~(R), write 
A ~< B or B >~ A if aij ~ bid for i = 1 . . . .  , n and j = 1 . . . . .  n. In particular, 
A >~ 0 means that all the entries of A are nonnegative. 
DEFINITION 1.1. If A, B ~ M,,(C) with I AI K B, then we say B is a 
majorant of A (or that B ,uljorizes A). 
DEFINITION 1.2. The space (M,,(C), I['[1,) is said to have the positive 
minorant property if, for A, B ~ M,(C), I[AII, ~< [[B[lp whenever 0 ~< A 
B. 
The positive minorant property was first introduced by D6champs- 
Gondim, Lust-Piquard, and Queffelee [2]. It is a weaker formulation of the 
minorant property, a property first introduced by Hardy and Littlewood [3] in 
the context of Fourier analysis on the spaces LP(~). In the setting of 
matrices, the minorant property can be expressed as follows. 
DEFINITION 1.3. The space (Mn(C), I['[Ip) is said to have the minorant 
property if, for A, B ~ M,(C), ]lAl[p ~< IIB[L, whenever B is a majorant of 
A (that is, whenever [AI ~< B). 
It is not known whether the positive minorant property is equivalent to 
the minorant property. It is worth noting, however, that if we define the 
properties for subspaces, there exists examples where the properties are not 
equivalent. For example [11], the space of 2 × 2 eirculant matriees has the 
positive minorant property but fails to have the minorant property for 
1~p<2.  
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It is easy to prove that the minorant property (and hence also the positive 
minorant property) holds when p is an even positive integer. That is, if 
p =2k ,  where k ~ N, and if I AI~<B, then it is trivial to show that 
IA*AI <~ B*B and consequently P(A*A)kl ~< (B 'B)  k, so it follows that IIAIr p 
IIBIIp p. 
However, the minorant properties do not hold in general. In this paper 
we show that the space (Mn(C), I1" lip) fails to have either property whenever 
p < 2(n - 1) and p not an even integer. As a consquence, it is elementary to
prove Peller's [7] result that the minorant property holds on the Banach space 
of compact operators on l 2 with finite Schatten p-norm only if p is an even 
positive integer. Moreover, we can now extend this result to the positive 
minorant property. 
Rosen [8] has shown that the positive minorant property holds whenever 
p > 2(n -  1). Combining our results with Rosen's yields the complete 
answer to the question as to when the positive minorant property holds: the 
space (M.(C), II" lip) has the positive minorant property if and only if 
p > 2(n - 1) or p is an even integer. It appears that the question of when 
the minorant property holds has been completely answered only for 2 × 2 
and 3 × 3 matrices [11, 2]. The space (Mz(C), I]'llp) has the minorant 
property if and only if p >~ 2. The space (Ma(C), I]'lrp) has the minorant 
property if and only if p >~ 4 or p = 2. 
That the minorant property fails on the spaces (M.(C), II'llp) was first 
shown by Simon [9] using matrices based on a counterexample of Boas [1], 
who was studying the minorant property on L P spaces. Simon proved that if 
p is not an even integer, then the minorant property fails for n = 2[ p/2] + 5. 
As any counterexample for n × n matrices can be embedded in matrices of a 
higher dimension, for a fixed p Simon considered the smallest n for which 
the minorant property fails, which he denoted N(p).  Accordingly, the 
principal result of [9] asserts that 
D6ehamps-Gondim, Lust-Piquard, and Queffelee [2] improved on this by 
showing 
or that (M.(C), H'l/p) fails to have the minorant property for 1 ~ p < 2(n - 
1) and p noneven. They further conjecture that (Mn(C), II'l[p) has the 
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minorant property if p /> 2(n - 1), but this does not seem to have been 
verified beyond 3 × 3 matrices. A positive solution to this conjecture along 
with our present result for the failure of the positive minorant property would 
show that the minorant and positive minorant properties on the space 
(M,(C), II'llp) were indeed equivalent, and would hold if and only if p is 
even or p >1 2(n - 1). Earlier this would not have been such a reasonable 
conjecture. Until now the best results for the failure of the positive minorant 
property were given by the authors of [2], namely: For n even and n 1> 4, the 
space (M,(C), II" lip) does not have the positive minorant property if 1 ~< p < 
n - 2 and p noneven. For n odd and n >1 5, the space (M,(C), II'llp) does 
not have the positive minorant property if i ~< p < n - 3 and p noneven. 
The conjecture that the minorant property holds if p >/2(n - 1) does 
not appear to be easy to prove. However, our methods how that (M,(C), 
II" lip) has the positive minorant property if p >~ 2(n - 1)[(n - 1)/2] + 2. At 
about the same time this was done, Rosen [8] using less elementary methods 
was able to close the gap and show that the positive minorant property holds 
for p >~ 2(n - 1). 
The interest in the Schatten p-norms and precisely the difficulty in 
dealing with them is that they do not respect he natural ordering on Mn(C) 
induced by the cone of matrices with nonnegative entries. On the other hand, 
they are the most natural norms to consider and arise in the context of similar 
problems tudied from the point of view of Fourier analysis. In this context, 
given a compact abelian group G equipped with the normalized Haar 
measure and functions f, g ~ LP(G) such that [f(y)[ ~< 2(7) for every y in 
G, it is natural to ask whether Ilfllv ~< IIgllp. In [11] it is shown that when G 
is a finite group of order n, the space LP(G) can be embedded in (Mn(C), 
II'llp). Under this embedding the Fourier coefficients of the functions 
become matrix entries and the LP-norm is equivalent o the Schatten 
p-norm. 
The minorant problem becomes trivial for many of the widely used matrix 
norms. It is not too difficult to show the minorant properties will hold for any 
matrix norm induced by a monotone vector norm. Recall that the matrix 
norm induced by the vector norm I[" 11 on C" is defined as 
Ill ALII = max I iA,dl .  
Ilxll= 1 
A vector norm is said to be monotone if Ilxll ~ Ilyll whenever ~xl ~< lyl. Given 
matrices A, B ~ M,(C) such that [AI ~< B (or 0 ~< A ~< B when considering 
the positive minorant property), note that for x ~ C n we have that lAx[ ~< 
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BKI. Thus IlAxl[ ~< ]IBKI rf as the vector norm is monotone. Hence we have 
Ill A III = max I IAxl l  
Ikll= 1 
~< max IIBb~lll 
i~11 = 1 
~< max IlBxll 
Ikll = 1 
= III B rll, 
and thus the (positive) minorant property holds. It now follows that the 
matrix p-norms Ill • I[I p induced by Ip satisfy the minorant properties. One 
should not confuse the matrix norms induced by the lp vector norms ( p ~> 1) 
with the Sehatten p-norms. The former matrix norms have the minorant 
properties for all p >~ 1. 
2. FA ILURE OF THE POSITIVE MINORANT PROPERTY 
THEOIaEM 2.1. The space (Mn(~), ]].[[p) does not have the positive 
minorant property for 0 < p < 2(n - 1) and p not an even integer. 
To prove this theorem when p > 1, we will use the following theorem. 
THEOREM 2.2. For 1 < p < ~, the space (M,(~), ]]'][p) has the positive 
minorant property if and only if (B*B)~P/2)-IB* >1 0 whenever B >! O. 
This theorem is proved in [2], appearing as Theorem 3(1). The authors of 
[2] explain what they mean by (B 'B)  ~p/2)- 1B* when 1 < p < 2 and B is not 
invertible. To prove Theorem 2.1 for p > 1 it suffices for us to find a 
nonnegative invertible matrix B for which (B*B)~P/e)-IB* has a negative 
entry. Specifically, we show this for the matrix 
A ~-- E l l  q-Jn q_jT, 
where Ell is the matrix with all entries zero except for a single 1 in the upper 
left hand comer,  and J ,  is the Jordan matrix with all entries zero except for 
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l's just above the main diagonal. That is, 
'1 1 0 
1 0 1 





0 1 0 
1 0 1 
0 1 0 
This matrix has the property that the last entry in (A 'A)  (p /2 ) -  ~A* -= A p -  1 
is negative for 2(n -- 2) < p < 2(n -- 1). To deal with smaller values of p 
we build other nonnegative matrices which we denote by B k and which have 
the property that (B~Bk) (p/2)- lB~ has a negative last entry for 2(k - 2) < p 
< 2(k - 1) for k = 2, 3 . . . . .  n - 1. Let A~ denote the leading r × r princi- 
pal submatrix of A, and let B k be the matrix with blocks 
I,,_ k 0 ) 
0 A k 
where I r is the r × r identity matrix. Then B k = B~' ~ M,,(R) and 
(n,~ ~(p/2)_i , =_ B~) i = (In_k 0 ) 
• ~k-k~ Bk 0 (A~Ak)~P/~-~A~ " 
Our analysis of the full matrix A, = A will show that for k >~ 2, 
[(A~Ak)(P/2)-lA*k]kk <0 for 2(k -2 )  <p <2(k  - 1), 
so that [(B~Bk)(P/z)-IB~],n < 0 when 2(k - 2) < p < 2(k - 1), for k = 
2,3,...,n. 
It then follows from the proof of Theorem 2.2 that for small enough 
positive values of e the matrix E k obtained from B k by adding e in the last 
entry has a strictly smaller p-norm than B k does, although E k majorizes B k. 
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We cannot use Theorem 2.2 when 0 < p ~< 1. Instead we explicitly 
provide a counterexample. Let 
t 111 v/1 U= 1 0 ' 1 " 
Since U and V are symmetric matrices, their singular values are just the 
absolute values of their eigenvalues, which a simple calculation shows to be 
(1 + v~-)/2 for U and 0, 2 for V. Hence, 
if 0 < p ~< 1 by Jensen's inequality, while 
[IW[lp = (op + 2p) lip = 2, 
and so we have that Ilvll~, < IfUllp for all 0 < p ~< 1. As V majorizes U, we 
have shown that the positive minorant property fails on the space (M2([~), 
I1"11/,) for all 0 < p ~< 1. For the spaces (Mn(~), I1" lip) we simply consider 
two n × n matrices whose entries are all zero except hat one has a copy of U 
and the other of V in the top left comer. The "norms" of these matrices are 
the same as the corresponding "norm" of U or V, providing the needed 
counterexample. 
The case when p > 1 is more difficult due to the delicate relationship 
between the size of  the matrices and value of  p. Larger values of p require 
larger matrices to cause the failure of the minorant properties. 
2.1. Eigenvalues and Eigenvectors of A 
Before we can proceed with the proof of Theorem 2.1 for the case when 
p > 1, we need to know a few facts about the eigenvalues and eigenvectors of 
A. We will also have to express the last entry of (A 'A)  (p/2) 1A* in terms of 
these eigenvalues and eigenvectors. 
To begin with, A is a symmetric matrix, so its eigenvalues are real, and 
there is an orthonormal basis of  eigenvectors of A. We will show that none of 
the eigenvalues i 0 and that they are distinct. 
List the eigenvalues as A 1 >~ A 2 >i "" >i A n. Letting xj denote an eigen- 
vector associated with the eigenvalue Aj, then Axj = Ajxj for j = 1 . . . . .  n, 
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or by equating each row 
xlj + x2j = 3,jxlj, (1) 
x i_ l j  + xi+ U = 3,jxij, i = 2 . . . . .  n - 1, (2) 
xn_ = Ajxnj. (a) 
I f  Aj = 0, Equation (3) says x n_ l j  = O, but then Equation (2) with i = n - 2 
says Xn_3 j  "1"- Xn_ l j  = O, SO X n 3j  = O, which in turn says Xn_S j  = O, etc., 
until we get either Xlj = 0 or x 2, = 0. Then Equation (1) says xt, + x 2, = 0 
so both xl j  and x2j = 0, and so, using the equations (2), we can conclude 
xj = 0. However, xj is an eigenvector, so we have a contradiction, and none 
of the eigenvalues of A can be zero. 
Turning our attention ow to the eigenvectors of A, we suppose x , j  = O. 
Then Equation (3) says x n_ l j = O, and then the equations (2), working 
backwards, give in turn that Xn_2; = O, Xn_3 j  ~- 0 . . . . .  Xlj = 0. Again our 
supposition has produced a contra~ction, so x, j  --I= O. 
Putting Xnj = 1, then by (3) x n 1~ = A j, and by (2) 
x i_ l j  = 3 , jx i j -x i+ l j  for i =2  . . . . .  n -  1. 
Hence we can solve for xj using this reeursive method. It shows that each 
eigenspace is one-dimensional nd the eigenvalues are distinct. Equation (1) 
turns out to be redundant when 3,, is an eigenvalue. 
Let pj = xjllx,ll2 be normalized eigenvectors of A, and put P = 
(Pl . . . . .  pn) = (p, jS- Letting A = diag(3,1 . . . . .  3,,), then 
AP = PA.  
Since A is symmetric, P is an orthonormal matrix. Now A*A = A 2 .= PA2P v, 
SO 
(A 'A)  (p/21-1 = p(A2) (P /2 ) - lp r  
= p lA Ip -2p  r 
where IAI = diag(lAll . . . . .  IA, I). 
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Thus 
[ (A*A) (P /Z) - IA* ] . .  = [pIAIP-2ApT],,, 
j=l  
j=l 
= p,, jsgn AjlAjI -' 
j=l  
We define 
f (p )  = [(A*A)(p/2)-IA*]. = ~p2.jsgnAj]hjlP-1, (4) 
j= l  
and as noted earlier Aj ~ 0, so f is well defined for all real numbers p. 
2.2. When the Last Entry is Zero 
We now consider (A 'A)  (p/2)- 1A* and will show that the last entry of this 
matrix is negative for 2(n - 2) < p < 2(n - 1), that is, 
f (p )  = [( A*A) (P /2 ) - IA* ]n  n < O. 
To do this we first show that this entry is 0 for certain even integer values of 
p. 
LEMMA 2.3. The quantityf(p) = 0 ifp = 2k, for k = 1,2 . . . . .  n - 1. 
Proof. Notice that 
f (2k)  = [ (A*A)k - IA* ]n .  
= [ A 2k- 1]n ,, (as A is real and symmetric) 
7" A2k - len ,  ~e n 
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where e,, is the n-dimensional unit vector (0 . . . . .  0, 1) r. Write A = E H + J,, 
+ j r ,  where we think of Jn as the shift-up operator and j r  as the shift-down 
operator• That is, for a vector v = (v l ,v  2 . . . . .  v,,) r we have that J,,v = 
• • . . ,  )T. Now consider the terms in (v 2, v a . . . .  v,,, 0) r and j , [v = (0, Vl , .  Vn-1 
the expansion of 
a ' = (z , ,  + j,, + ' (5 )  
Let T denote one such term, that is, 
2k- I  
T= I--I xi 
i=1 
where X i = Ell , J,,, or J,i r for each i = 1 . . . . .  2k - 1. 
I f  T has no factor of E~, then T is the product of an odd number of shift 
operators. This means that Te,, can never be e,,, and hence eT, iTe,, = 0. 
On the other hand, if T has at least one factor of E n, then unless there 
are at least n - 1 shift operators following the last appearance of Ell in T, 
Te ,  will be the zero vector. That is, for any vector v, Ellv = (vl ,  0 . . . . .  O) r, 
so that in particular if v is a vector obtained only by shift operators acting on 
the vector e,,, we would need at least n - 1 shift-up operators before it is 
possible that E~v 4= 0. Similarly, e~iT = 0 unless there are at least n - 1 
shift-down operators preceding the first appearance of E H in T. Hence if T 
has less than 2(n - 1) + 1 = 2n - 1 factors, it follows that eT, iTen= 0. 
Actually, T has 2k - 1 factors, so in either situation, when k < n, we get 
that erTe, ,  = 0, and since T is an arbitrary term from the expansion of (5), 
we obtain that e rA  2k ~e,, =0 .  That is, f (2k )  =0 for k = 1,2 . . . . .  n -  1. 
2,3. When the Last Entry Is Not Zero 
We will show that the zeros specified in Lemma 2.3 are the only zeros of 
f .  We use the following lemma, whose proof can be found in [6]. 
LEMMA 2.4. Given two sequences of real constants {t,} and {c,} with 
constants tj positive and distinct and not all c~ = 0, define the function 
h(tr) = ~,j'_ lcjtT. Then, counting multiplicity, h J~as at truest n - 1 zeros. 
We need to cheek that f (p )  = 1~" y =, P,Tj sgn aj] ayl"- ' given in (4) is of 
the form ]~5'=,catfl specified in Lemma 2.4. Let c~ =p-  1, and cj = 
p~j sgnaj  and t, = Iaj[ for all j. Observe that the individual coefficients cj 
cannot be 0, bee~mse p,,j = 1/[]xj]]2 and no eigenvalue is 0. 
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While the eigenvalues are distinct, it may appear possible that their 
absolute values might not be distinct. I f  I•,1 = I~j,I for distinct j and j ' ,  then 
combining the corresponding terms in t~ae sum for f (p )  yields a similar 
expression with fewer terms. We need to show that this expression does not 
reduce to the zero function. Since the trace of the matrix A is 1, the list of 
eigenvalues cannot just consist of pairs with the same absolute value and 
opposite signs. So f cannot be identically equal to 0. 
Applying Lemma 2.4 to f shows that it has at most n - 1 zeros. Since we 
found n - 1 distinct zeros in Lemma 2.3, they must all be simple. It follows 
that the sign of f changes at each of its zeros. 
The space (Mn(R) , I]']lp) has the positive minorant property when p = 
2k, so that (B*B)¢P/2)-IB*>~ 0 for matrices B /> 0, and in particular, 
f (p )  = [(A*A)¢p/2)-iA*],n >i 0 when p = 2k. More precisely, since f (2k)  
= 0 when k = 1 . . . . .  n - 1, we must have f(2k) > 0 for all integers k >~ n. 
It follows that f (p )  > 0 for all p > 2(n - 1), since it has no zeros in this 
interval and is positive at some points in the interval. So the sign change of f 
at p = 2(n - 1) must go from negative to positive. Hence f (p )  < 0 for all 
p ~ ]2(n - 2), 2(n - 1)[. This completes the proof of Theorem 2.1. 
3. WHEN THE POSITIVE MINORANT PROPERTY HOLDS 
THEOREM 3.1. The space ( M,(~), II" lip) has the positive minorant prop- 
erty for 
p~>2(n-1) I -~]  +2.  
Proof. It will be enough to show that (B*B)(p/2)-I>~ 0 whenever 
B ~ M,(•) with B i> 0, as it then trivially follows that (B'B) ¢p/e)- 1B* >~ 0 
and hence the space (M,(R), r I" II p) will have the positive minorant property 
by Theorem 2.2. 
We argue by contradiction. Suppose there exists a matrix B ~ Mn(R) 
such that B >t 0 but for which (B'B) ~p/2) 1 has a negative ntry for some 
p > 2(n - 1)[(n - 1)/2] + 2. That is, suppose that 
[(B'B) (p/2)-1] < O. ij 
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As in the proof of the last theorem, we shall express the entries of 
(B 'B)  (p/2)-1 in terms of the eigenvalues and eigenvectors of B'B,  which 
will be functions of the form described in Lemma 2.4. This being the case, 
each entry of (B 'B)  (p/2) 1 considered as a function of p can have at most 
n - 1 zeros, however, we show that our supposition forces at least one of the 
entries in the j th column to have more than n - 1 zeros, producing a 
contradiction. 
Let bkt(a) denote the rowk, column/ entry of (B 'B)  '~, which is well 
defined provided a > 0. The matrix B*B is positive definite and diagonaliz- 
able. So letting ~ = diag(tr 1. . . . .  <,) denote the eigenvalues of B*B and 
letting Q denote the matrix of normalized eigenvectors, so that B*B = 
Q'ZQ v, we find that 
= 
= ~., qkmqt,,,O',,~'. (6) 
m= l 
We also note that 
= [( B*B)(  B*B)'~-I] kt (provided a > 1) 
r( , * , )1  [ ( , * , )  
?n ~ 1 
[( B 'B) ]  k,,,bml( ot -- 1). 
r t~= 1 
(7) 
I f  we know that bkl(Ot) < 0, then by (7) and since B*B >~ 0, we must have at 
least one m such that bmt(Ce - 1) < 0. 
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Letting i 1 = i, our supposition that 
b i j (~  = B*B (p/2)-1 
and our last remark allow us to define successively finitely many indices i}, 
k = 1 . . . . .  [p /2 ] ,  such that b~j (p /2  - k) < 0. We are assuming that p > 
2(n - 1)[(n - 1)/2] + 2, so k may be taken to be as large as (n - 1)[(n - 
1)/2] + 1. As (6) tells us that bjj(a) = F.~=~qfmq ~ >1 O, it follows that i k is 
different from j for all k. Consequently there are (n - 1)[(n - 1)/2] + 1 
points for which, at each point, at least one of n - 1 functions or entries 
from the j th  column of (B 'B) "  is negative. Consequently it is impossible for 
all these n - 1 functions to be negative at fewer than [(n - 1)/2] + 1 of the 
given points. 
Let bt/(ot), denote a function from the j th  column which is negative for 
at least [ (n -  1 ) /2 ]+ 1 of the points p/2 -k ,  k = 1 . . . . .  (n -  1) [ (n -  
1)/2] + 1. As p is noneven, none of the points p/2  - k is an integer. 
However, when r is even the space (Mn(~), I1" [Ir) has the positive minorant 
property (see Introduction).  It follows from Theorem 2.2 that 
(B*B)(~/2)-IB * >! 0 and consequently (B 'B)  r/2 ~ O, that is, btj(a) >1 0 
whenever ot ~ N. Hence by the intermediate-value theorem, for each k such 
that bt j (p /2  - k) < 0 there are at least two zeros in the closed interval 
bounded by [p /2 ]  - k and [p /2 ]  - k + 1. In total we get at least 2[(n - 
1)/2] + 2 zeros counting multiplicity. However, 2[(n - 1)/2] + 2 >/n, and 
Lemma 2.4 says that functions of the form (7) can have at most n - 1 zeros 
counting multiplicity, a contradiction. • 
REFERENCES 
1 R. P. Boas, Majorant problems for Fourier series, J. Anal. Math. 10:253-271 
(1962-3). 
2 M. D6champs-Gondim, F. Lust-Piquard, and H. Queffelec, On the minorant 
properties in CP(H), PacificJ. Math. 119:89-101 (1985). 
3 G. H. Hardy and J. E. Littlewood, Notes on the theory of series (XIX): A 
problem concerning majorant of Fourier series, Quart. j. Math. Oxford 6:304-315 
(1935). 
4 R.A. Horn an(] C. R. Johnson, Matrix Analysis, Cambridge U.P., 1985. 
5 R.A. Horn an(] C. R. Johnson, Topics' in Matrix Analysis, Cambridge U.P., 1991. 
6 J. Kuntzmann, Mdthodes Nurn~riques Interpolation--Ddrivdes, Dunod, Paris, 
1959. 
94 S. WEISSENHOFER 
7 V. Peller, Smooth Hankel operators and their applications (the ideals ~p, Besov 
classes, and random processes) (in Russian), Dokl. Akad. Nauk Math. 252:43-47 
(1980); transl. Soviet Math. Dokl. 21:683-688 (1980). 
8 L. Rosen, Positive powers of positive positive-definite matrices, Canad. J. Math., 
48(1):196-209 (1996). 
9 B. Simon, Pointwise domination of matrices and comparison of ~p norms, 
Pacific J. Math. 97:471-475 (1981). 
10 B. Simon, Trace Ideals and Their Applications, Cambridge U.P., 1979. 
11 S. Weissenhofer, Minorant Properties, Ph.D. Thesis, Univ. of British Columbia, 
1993. 
Received 31 August 1994; final ~uanuscript accepted 30 January 1996 
