Stochastic gradient descent (SGD) is a popular algorithm for optimization problems arising in high-dimensional inference tasks. Here one produces an estimator of an unknown parameter from a large number of independent samples of data by iteratively optimizing a loss function. This loss function is high-dimensional, random, and often complex. We study here the performance of the simplest version of SGD, namely online SGD, in the initial "search" phase, where the algorithm is far from a trust region and the loss landscape is highly non-convex. To this end, we investigate the performance of online SGD at attaining a "better than random" correlation with the unknown parameter, i.e, achieving weak recovery.
Introduction
Stochastic gradient descent (SGD) and its many variants are the algorithms of choice for many hard optimization problems encountered in machine learning and data science. Since its introduction in the 1950s [49] , SGD has been abundantly studied. While first analyzed in fixed dimensions [40, 10, 8, 17, 13, 9] , its analysis in high-dimensional settings has recently become the subject of intense interest, both from a theoretical point of view (see e.g., [19, 21, 42, 56, 33, 57, 58] ) and a practical one (see e.g., [31, 20, 12] ). We study here the performance of online stochastic gradient algorithms in the simple but important high-dimensional setting of rank-one parameter estimation.
Here one is given a parametric family of distributions and several i.i.d. draws from one of these distributions. The goal of online SGD in this setting is to infer the corresponding parameter by iteratively minimizing a loss function. We restrict our study to a simple situation which still covers many important parameter estimation problems in high-dimensional statistics: namely, the setting where the population loss is a function of the distance between the estimate and the unknown parameter. We focus on analyzing online SGD in its initial phase as an optimization algorithm where the potential non-convexity of the loss can be most severe. Our goal is to understand when it will be able to perform "better than random" on a computationally feasible timescale when initialized from either a random start, or more generally, away from a trust region. As we will see, this question is linked to the strength of the signal in the region of maximal entropy for the prior, which we take to be the uniform measure on the sphere in high-dimensions.
Our main result is a classification of all such parameter estimation problems into three categories of difficulty which we simply call the easy, critical, and difficult regimes (see Theorem 1.4) .
As our parameter space is spherical, we will consider a spherical version of online SGD which is defined as follows. Let X t denote the output of the algorithm at time t, and let δ > 0 denote a step size. The sequence of outputs of the algorithm are then given by the following procedure:
where the initial point x 0 is possibly random, x 0 ∼ µ ∈ M 1 (S N ) and where ∇ denotes the spherical gradient. In the online setting, we terminate the algorithm after it has run for M steps (though in principle one could terminate earlier). We take as our estimator the output of this algorithm. In order for this algorithm to be well-defined, the data-loss pair, (P N , L N ) must satisfy the following: Definition 1.1. We will say that a data-loss pair (P N , L N ) is admissible if for every x ∈ S N ,
Observe that if (P N , L N ) is admissible then ∇L N (X t−1 , Y t ) is almost surely well-defined since X t−1 is independent of Y t .
1.2. Weak recovery and the "search" phase. In many problems of interest in high-dimensional statistics and machine learning, the loss is non-convex. This non-convexity can be very pronounced during the initial "search" phase of optimization. This occurs, for example, for online SGD with uniform at random starts for single-layer networks, Tensor PCA, and Gaussian mixture models (see Section 2 below). As such one cannot generally assume that the algorithm is initialized in a trust region and usual convexity-based analyses do not apply.
To understand the behavior of online SGD in this initial phase, we focus on the simple setting where the population loss is a (possibly non-linear) function of the projection of the estimate on to the unknown parameter. Specifically, we study the case where the population loss is of the form
where m(x) = x · θ N N , (1.2) and · denotes the Euclidean inner product on R N . Without loss of generality and for notational convenience we will take θ N = √ N e 1 , where e 1 denotes the usual Euclidean basis vector. We call m(x) the correlation of x with θ N . With the choice of θ N = √ N e 1 , we often alternatively refer to m as the latitude, and call the equator of the sphere, the set of points having m(x) ≈ 0.
We focus on the problem of "weak recovery", i.e., achieving macroscopic correlation with θ N . We say that a sequence of estimatorsθ N ∈ S N weakly recover the parameter θ N if for some η > 0, lim N →∞
To understand the scaling here, i.e.,θ N ·θ N = Θ(N ), recall that a point drawn uniformly at random on S N would have an O(1) inner product with θ N (as opposed to order N ). In fact, this subset of the sphere where this inner product is O(1), is where the aforementioned non-convexity is most pronounced. On the other hand consistent estimation in this setting, demands that 1 Nθ N · θ N → 1 with probability tending to 1. In many problems of interest, once one has "weakly recovered" the parameter θ N , one is then optimizing a problem that is a minor perturbation of a convex landscape and the problem is in a setting that has received a tremendous amount of attention [14, 21, 42, 47] .
In order to investigate the problem of weak recovery in somewhat broad generality, we need to make a basic assumption on the scaling properties of the data-loss pair. We introduce the following assumption which matches many natural high-dimensional problems. In the following, we let
. denote the sample-wise error for the loss. Definition 1.2. We say that a sequence data-loss pairs, (P N , L N ), scales naturally if there exists C 1 > 0 such that the following two moment bounds hold for all N sufficiently large: (a) We have that
(b) And for some ι > 0, sup
Let us briefly pause to comment on the motivation for this scaling. Notice that this is the natural scaling for random vectors in R N . For example, were ∇H 0 a vector with, say, i.i.d. entries with finite eighth moment or were it uniformly distributed over the sphere S N , it would satisfy these assumptions. More to the point, the H 0 corresponding to many natural problems, such as linear regression, phase retrieval, matrix and tensor PCA, as well as Gaussian mixture models can be seen to satisfy these assumptions. For an in-depth discussion see Section 2.
1.3. Main results. In this paper, we show that a key quantity governing the performance of online SGD is the following, which we call the information exponent for a sequence of data-loss pairs. Definition 1.3. We say that a sequence of data-loss pairs, (P N , L N ) with population loss of the form of (1.2) of has information exponent k if φ N ∈ C k+1 ([−1, 1]) and there exist C, c > 0 such that for all N ,
(1.5)
We emphasize here that the information exponent is a property of the data-loss pair, (P N , L N ), not a property of either the data distribution or the loss alone. We also again emphasize that it depends on the expectation of the loss only, rather than the loss itself. Our main results show that as one varies the information exponent, the sample complexity required to solve the weak recovery problem changes in order of magnitude. Theorem 1.4. Suppose that M = αN with α = α N growing at most polynomially in N , and (P N , L N (·; ·)) is a sequence of admissible and naturally scaling data-loss pairs with information exponent k. Suppose b N is a sequence going to ∞ arbitrarily slowly. If (α, δ) = (α N , δ N ) satisfy
is the online SGD with step size δ, we have for every γ > 0,
Before turning to the corresponding refutation theorem, let us pause to comment on the role of initialization in this result. We note here that this result is uniform over any initial data with {m(x) ≥ γ/ √ N } for γ > 0. 2 For m(x) on this scale the sample-wise error for the loss, H 0 , dominates the population loss substantially. In particular, the landscape in that region is typically highly nonconvex. This scaling, however, is the natural scaling for initializations in high-dimensional problems as it is the natural central limit theorem scaling on the sphere. As an example of the above, we see that this result applies to uniform at random starts as an immediate corollary of the above and the classical "Poincaré Lemma" regarding marginals of the uniform law on S N [32] . 
Let us now turn to the corresponding lower bound on the sample complexity required for weak recovery with a given information exponent. We note that our lower bound on the sample complexity is tailored to initializations supported near the equator, including, e.g., the uniform measure. Theorem 1.6. Suppose that M = αN and that the sequence of data-loss pairs (P N , L N ) are admissible and scale naturally with information exponent k. Suppose b N is a sequence going to ∞ arbtrarily slowly.
We expect that the case k = 1 of Theorem 1.6 is obvious by information theoretic considerations, as in the case of several well-known problems, e.g., estimating the mean of an i.i.d. Gaussian vector, linear sample complexity is information theoretically optimal. In this context, we note that when k = 1, both the recovery and refutation thresholds can be sharpened to α on the O(1) scale as follows (this will be proved in conjunction with the proofs of Theorems 1.4-1.6): Theorem 1.7. Let (P N , L N ) be a sequence of admissible and naturally scaling data-loss pairs with information exponent k = 1. For every ǫ > 0, the following holds: (a) There exists η > 0 and α 0 > 0, such that every α > α 0 , there is a choice of δ > 0 and T ≤ M such that for every γ > 0, the online SGD
In the critical case k = 2, linear sample complexity is known to be sufficient for algorithmic recovery for several important problems, e.g., spiked matrix models, and phase retrieval. This does not conflict with our results. To understand why, note that in the case of spiked matrix models, gradient descent on the empirical risk initialized uniformly at random, would require N log N time to recover. In the online setting, time complexity is equivalent to sample complexity, so such time scaling would match our preceding results.
Finally, in the case k ≥ 3 of Theorem 1.6, we remark that the constraint αδ 2 = O(1) is a natural scaling restriction for δ, which we discuss further in the discussion below.
1.4. Discussion of main results. Let us now discuss the intuition behind the information exponent and Theorems 1.4-1.6. Together, Theorems 1.4-1.6 show that the information exponent governs, in a sharp sense, the performance of online SGD when started from initializations that are near the equator, including, uniform at random initializations. As such for estimation via the online SGD from a uniform initialization, when k = 1 (easy), it recovers the parameter with linear sample complexity, with k = 2 (critical) it requires a quasi-linear sample complexity for recovery, and when k ≥ 3 (difficult), recovery requires a sample complexity that is polynomially diverging. Note that this "difficult" regime of k ≥ 3 is not describing "hardness" in a computational sense (i.e., polynomial-v.s.-exponential trade offs). Instead we are indicating a different cost in terms of samples; this is costly in high dimensions and corresponds to time complexity in this online setting.
To understand where these thresholds come from, consider the following simplification of the recovery problem, namely a one-dimensional "population dynamics", given by
for m t−1 small and some c > 0. This amounts to gradient descent for the population loss. (We omit the projection as its effects are second order for small δ, see Sections 3.1-3.2). This corresponds to the "best case scenario" since the observed losses will be corrupted versions of the population loss. One would expect this corruption to only increase the difficulty of recovery. Analyzing the finite difference equation of (1.6), one finds that if the initial latitude is positive but microscopic, m 0 ≍ N −ζ for any ζ > 0, there are three regimes with distinct behaviors:
• k < 2 : the time for m t to weakly recover (m t ≥ η) is linear, i.e, order δ −1 N .
• k = 2 : the time for m t to weakly recover is quasi-linear, i.e., order δ −1 N log N .
• k > 2 : the time for m t to weakly recover is polynomial:
In the online setting, the number of time steps is equal to the number of samples used. Consequently, no matter what ζ ∈ (0, 1) is, there is a transition between "easy" (α = O(1)) and "difficult" (α = N ζ for some ζ > 0) regimes for the online SGD as one varies the information exponent, at the critical k c = 2. The precise thresholds obtained in our results correspond to the choice of ζ = 1/2, which is the scaling for uninformative initializations in high dimensions, e.g., the uniform measure on S N . (We note that the above population loss dynamics is the dynamics on the expectation of the loss landscape both for online SGD, and for gradient descent, and intermediate forms of SGD with batching and reuse; therefore, one might expect the classification based on information exponent to hold more generally for similar gradient-based algorithms.) When one considers the true online SGD, there is an effect due to the sample-wise error for the loss, H 0 , whereby to first approximation (again ignoring the non-linear projection step),
Due to the independence of ∇H t 0 and X t−1 , as we sum the contributions of the third term in time, we obtain a martingale which we call the directional error martingale,
By Doob's inequality, its cumulative effect can be seen to typically be of order δ √ T /N . In order for this term's contribution to be negligible for time scales on the order of M , and allow for recovery, we ask that it is comparable to m 0 , dictating that αδ 2 = O(1). This relative scaling of α and δ is therefore fundamental to our arguments. Indeed if αδ 2 were diverging, then on timescales that are of order αN , the cumulative effect of projections becomes a dominant effect potentially drowning out the drift induced by the signal. We remark here that for the refutation result of Theorem 1.6 when k ≥ 3, if one only want to assume that δ = O(1), our arguments would show a refutation result for all α ≤ N (k−2)/2 , implying that for any O(1) choice of δ, the difficult regime requires polynomial sample complexity.
We end this discussion by briefly comparing our approach to three related approaches that have been used to investigate similar questions in recent years. A more in-depth problem-by-problem discussion of the related literature will appear in Section 2 below. The classical approach to such problems is the "ODE method" which dates back at least to the work of Ljung [34] (see [9] for a textbook introduction). Here one proves convergence of the trajectory with small step-size to the solution of the population dynamics. While this approach is most similar to our approach, it is designed for fixed dimensions. Indeed, in the scaling studied here, namely that corresponding to the initial search phase, one cannot neglect the effect of the directional error martingale, as its increments are larger than those of the drift. Another approach to estimation problems via gradientbased algorithms is to study a diffusion approximation to this problem. Diffusion approximations to stochastic approximation algorithms date at least back to the work Mcleish [40] in finite dimensions; more recently they have been studied in high-dimensions for online algorithms, e.g., [33, 56] . In our setting, rather than setting up a functional law of large numbers or central limit theorem for m t , the precise nature and analyzability of which we expect depends on, e.g., the choice of mean function for GLMs, we use a system of difference inequalities following the approach we introduced in [6] , and used to analyze gradient flow for tensor PCA in [5] .
On the other hand, several statistical physics motivated approaches have recently been introduced to study such questions in both online [57, 58] and offline [51, 37] settings. These results develop a scaling limit, in the regime where one first sends N → ∞ then T → ∞; the resulting limiting processes are naturally related to mean-field approaches to interacting particle systems, and the Cugliandolo-Kurchan-Crisanti-Horner-Sommers (CKCHS) equations respectively. In these settings, however, the solution to the corresponding limiting evolution equation admits a trivial zero solution if m 0 = 0 and a meaningful solution if m 0 > 0. This latter limiting system is then analyzed for its behavior and recovery thresholds, for various values of m 0 > 0 small, but uniformly bounded away from zero. In contrast, our work studies the intermediate regime where m 0 = o(1) as a function of N , which is where e.g., the uniform initialization lives. We remark that when m 0 > 0 already, we find that weak recovery is a stable property for these estimation problems, so that for any m 0 > η small, one has m t > η/2 for all 0 ≤ t ≤ M (see, Proposition 5.1).
We end the section with some remarks regarding the assumptions in Theorems 1.4-1.6.
Remark 1.8. In our main results we restricted attention to initializations in the upper half-sphere. This is in order to focus on the key issues and deal with all naturally scaling data-loss pairs in a comprehensive manner, without dealing with parity considerations. Namely, if we allow m(X 0 ) < 0, the behavior when k is odd is very different from the behavior when k is even. Of course, a point sampled from, e.g., the uniform measure on S N , is in the upper hemisphere with probability 1/2.
Remark 1.9. The initial data over which the recovery result Theorem 1.4 is uniform, are only over those with some order N −1/2 correlation to begin with. While the uniform measure on the sphere, and more generally, anti-concentrated random initial data satisfy this constraint, one may wonder whether that is necessary. It may be, for instance, that initial data with m 0 = o(N −1/2 ) have different thresholds for recovery. While this possibility was discussed at length in the case k > 2 above, when k = 1, 2 we expect this not to be the case, and at least for the different examples referenced in Section 2 to have Theorem 1.4 holding uniformly over all initial X 0 ∈ S N . In the regime of α, δ we consider, the directional error martingale has a chance of taking m t to the Θ(N −1/2 ) scale in an order M time: from there recovery is feasible by Theorem 1.4 and the Markov property of online SGD. Of course, this requires an anti-concentration assumption on ∇H 0 (x) · e 1 to complement (1.3). Such anti-concentration holds in many examples, but may not be true of every problem fitting into the parameter estimation framework we describe; we therefore choose to leave the anti-concentration requirement on the initialization.
Remark 1.10. Theorem 1.4 had as an assumption that α is diverging at most polynomially in N . This was because the theorem statement guaranteed that the dynamics stayed recovered for all t ≤ M , and given, say an exponential time, an atypical sequence of observations could cause the dynamics to lose correlation. As long as one is willing to truncate the run-time of the algorithm at some arbitrarily large polynomial, the requirement of α being of at most polynomial growth in N is artificial, as one could apply the theorem with some smaller, polynomially diverging α 0 to obtain the relevant window of allowable values of δ, and run the online SGD on the first α 0 N observations.
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Information exponents for some well-known inference problems
In this section, we illustrate how our methods can be used to quantify recovery thresholds for online SGD in estimation tasks arising from various broad parametric families commonly studied in high-dimensional statistics, machine learning, and signal processing: generalized linear models, supervised learning for single-layer networks, spiked matrix and tensor models, and Gaussian mixture models. Each of these has a vast literature around them that we cannot hope to do justice to; instead we focus on describing how each satisfy the criteria of Theorem 1.4, emphasizing how the different (easy, critical and difficult) information exponent regimes appear in variations on these problems, and relating the recovery thresholds we obtain for online SGD to past work on related algorithmic thresholds for these parameter estimation problems in the high-dimensional regime.
2.1. Generalized linear models. Generalized linear models (GLM's) were introduced in 1972 by Nelder and Wedderburn [43] as a method of unifying a broad class of regression tasks such as linear, logistic, and Poisson regression. Their study has since blossomed into a vast and extensively studied family of models arising in statistical inference, signal processing, and machine learning. For a textbook introduction, see [39, 12] . We follow the presentation of [39] . (For ease of exposition, we focus only on the case of canonical link functions and constant dispersion.)
Given an observation y ∈ R and a covariate vector a ∈ R N , a generalized linear model consists of three components:
(1) The random component: Conditionally on the covariate a, the observation y is distributed according to an element of the exponential family with canonical parameter θ,
for some real-valued functions b, c : R → R and some constant d. (3) The link between the random and the systematic components is given by an activation function, f : R → R, which is monotone increasing 3 and invertible, and satisfies
For clarity, we work here in the case of a canonical link, where we assume that the canonical parameter and the linear predictor are equal, i.e., θ = η. In this case, as by definition b is the cumulant generating function of y|a, we have that f (η) = b ′ (η) The goal is then to infer the parameter x given the observation y.
We consider here a random, high-dimensional instance of this estimation problem. Let v 0 ∈ S N −1 (1) be a fixed, unknown parameter. Suppose that we are given M i.i.d. covariate vectors (a ℓ ) M ℓ=1 and M corresponding observations (y ℓ ). Our goal is to estimate v 0 given (y ℓ ) and (a ℓ ).
To place this in the framework of our results, we augment the observations by the covariates and consider the pairs Y ℓ = (y ℓ , a ℓ ). The canonical approach to these problems is maximum likelihood estimation, which, in our setting amounts to minimizing a loss L(·; Y ) : S N → R of the form
From here, for general activation functions f and distribution functions over the covariates (a ℓ ), one proceeds to calculate the information exponents by Taylor expanding the population loss Φ(x) = EΦ(x; Y ). In the case where the covariates are i.i.d. standard Gaussian vectors in R N , however, there is a simple explicit form for the population loss which allow us to see that all such problems have information exponent 1. Let us examine this case.
Here for a function f , let
is a standard Gaussian. We say that a function f is of at most exponential growth if there are constants A, B > 0 such that |f (x)| ≤ A exp(B|x|). We then have the following. Proposition 2.1. Let f be an invertible, increasing activation function of at most exponential growth for a GLM with standard Gaussian covariates. Suppose that f is P-a.s. differentiable and that the exponential family (2.1) has finite 8 + ι'th moment for some ι > 0. Then the population loss, Φ(x), satisfies Φ(x) = −u 1 (f )m + C for some constant C ∈ R. Furthermore, u 1 (f ) > 0 so that the information exponent is k = 1 and the data-loss pair is admissible and naturally scaling.
By Proposition 2.1, maximum likelihood estimation for generalized linear models with invertible, increasing activations as above will always have information exponent k = 1. As examples of models to which our results apply we note the following classical examples:
• Linear regression (linear activation function
2.2.
Supervised learning for single-layer networks. We next consider a class of problems which correspond to a broad range of tasks arising in high-dimensional inference, signal processing, and machine learning and have received a tremendous amount of attention in recent years. They are defined as follows. Let v 0 ∈ S N −1 (1) be a fixed unit vector and suppose that we are given some (possibly non-linear) activation function f : R → R, some feature vectors (a ℓ ) ℓ=1,...,M , and with these, M responses of the form,
2)
Our goal is to estimate v 0 given this data. Our approach is by minimizing the least squares error. We note here that this problem is studied under many different names, depending on the community. It is sometimes called a simple teacher-student network, a single-index model, or seen as a special class of generalized linear models [22, 12, 4] where the random component (for this terminology see Section 2.1) is just the posterior mean, i.e., the observation is a nonlinear transformation of a linear input.
In order to place this in the framework of Theorem 1.4, we augment the observations by the features and consider the pairs Y ℓ = (y ℓ , a ℓ ) for ℓ = 1, ..., M . Our goal is then to optimize a quadratic loss L(·; Y ) :
Note that we may write the population loss as
For general activation functions f and distributions over the features (a ℓ ), one could again proceed to calculate the information exponents by Taylor expansion. In the most studied regime, where (a ℓ ) are i.i.d. standard Gaussian vectors in R N , though, we find an explicit representation for the population loss which lets us easily discern the information exponent for any reasonable activation function. With this we are able to analyze general activation functions and discover a wealth of activation functions in each of the easy, critical, and difficult regimes of Theorem 1.4. (Let us mention that at the level of the empirical risk landscape
arising from the least squares losses defined above, there has been recent progress [36] , as well as [53] in the special case of phase retrieval, in analyzing the geometry, and in particular the critical point complexity of R, suggesting a similar sensitivity to the choice of activation function.)
Suppose now that the distribution of (a ℓ ) are i.i.d. standard Gaussians in R N ; we exploit this to compute (2.3) for general activation function f , as follows. Recall that the Hermite polynomials, which we denote by (h k ) ∞ k=0 , are the orthogonal polynomials of to the Gaussian distribution ϕ(dx) ∝ exp(−x 2 /2)dx. Define the k-th Hermite coefficient for an activation function f by
As long as f ′ is of at most polynomial growth-i.e., there exist A, B ≥ 0 and integer q ≥ 0 such that |f ′ (x) ≤ A|x| q + B for all x-the population loss is differentiable and the above exists. The population loss then has the following exact form which we believe is of independent interest. 
5)
and where u j are as in (2.4) . Further, the data-loss pair (P, L) is admissible and naturally scaling.
With Proposition 2.2, it is easy to compute the information exponents corresponding to general activation functions. The following result is an immediate consequence of Proposition 2.2. We prove Proposition 2.2 and Corollary 2.3 in Appendix A.
Let us now turn to some concrete examples of activation functions and their classification. As a basic sanity check, let us begin by observing that many activation functions correspond to data-loss pairs with information exponent 1, i.e., are in the easy regime.
. The case of a linear activation function corresponds to linear regression and is sometimes called an Adaline. Here we are given linear observations of the form y ℓ = a ℓ · v 0 for some fixed, but unknown v 0 ∈ S N −1 (1) . In this case, the population loss for least squares estimation has u 1 = 1, so its information exponent is k = 1.
. A classical choice of activation function is that of a sigmoid [22, 12] To compute the information exponent, observe that since 0 ≤ f ′ (x) ≤ 1, f and f ′ are of at most polynomial growth. Furthermore Ef (X)|X|1 X<0 < Ef (X)X1 X>0 , so that u 1 = 0. Thus the information exponent is 1.
Recently, ReLu activations have become more commonly used in the neural network community [52, 20] . In this case, since f is differentiable Lebesgue a.e. with ||f ′ || ∞ ≤ 1, it is admissible. Evidently, it is of at most polynomial growth. Finally, we have u k > 0 for all k, so that its information exponent is k = 1.
On the other hand, as is evident from Corollary 2.3, there is also a broad range of activation functions which fall in our difficult regime for online SGD. To our knowledge, there has been little investigation of such activation functions. For example, an activation function given by any Hermite polynomial of order at least 3, would be in the difficult regime. As a consequence of our results, we obtain an complete classification of such activation functions.
Example 2.7 (Hermite polynomials: f (x) = h k (x)). A single-layer network with activation function given by a Hermite polynomial is in the difficult regime if and only if it is of degree at least three. Furthermore, a single-layer network has information exponent at least three-i.e., is in the difficult regime -if and only if its activation function is of the form
It is important that the function is a linear combination of Hermite polynomials in the Gaussian setting. In particular, being a polynomial of degree three does not guarantee a difficulty. An extreme example of this can be seen with monomials which are always either easy or critical.
Consider an activation function given by a monomial of degree k. If k is odd then u 1 = 1 so that the model is in the easy regime. On the other hand, if k is even u 1 = 0 but u 2 > 0 so the model is critical.
2.2.1. Critical regime: Phase retrieval. Rather than giving several examples of activations which are critical, let us focus on one specific class that has received a tremendous amount of attention in recent years from several communities, namely phase retrieval and "non-smooth" phase retrieval. These correspond to the cases f (x) = x 2 and f (x) = |x| respectively. Here we note that the feature vectors are instead called sensing vectors.
In both cases we have that u 0 , u 2 > 0 and u 1 = 0 so that their information exponents are both k = 2, which is the critical regime. As a consequence, Theorem 1.4 shows that if α/(log N ) 2 → ∞, then online SGD with step size δ ∼ log N/α 2 will solve the weak recovery problem started from the uniform measure conditioned on the upper-half sphere. Going further, by symmetry of f , the same result holds started from the uniform measure on S N itself, if we wish to weakly recover v 0 only up to a net sign. These results also apply uniformly over initializations with m(X 0 ) ≥ γ/ √ N with positive probability and, in particular, to uniform at random starts.
We pause here to note that in recent independent work [56] , Tan and Vershynin have obtained sharper results in the specific case of non-smooth phase retrieval. There they show that a similar recovery result holds as soon as α is order log N , and uniformly over all possible initializations, in particular those with m(x) = 0 (c.f., Remark 1.9) Furthermore, their work applies to online learning in "full space" i.e., without restricting to the sphere. Some of the techniques there are similar in spirit to ours, but they involve a careful analysis of a 2D dynamical system which ends up being exactly solvable due to the choice of activation function, whereas we reduce things to differential inequalities to avoid strong dependence on the specific choice of activation function.
We end by mentioning that algorithmic recovery results with different dynamics, initializations, and variants of phase retrieval have been established in a wide array of related settings: [16, 15, 60, 35, 55, 2, 26 ]. corrupted by an additive noise tensor. The spiked matrix model (p = 2) was first introduced by [27] and the tensor version of the problem (p ≥ 3) was introduced by Montanari and Richard [48] . In the matrix case, estimation of v 0 corresponds to finding the top eigenvalue of the observed matrix via the famous BBP phase transition [3, 44] . The tensor case has recently seen a surge of interest as it is an example of an inference problem with a statistical-to-algorithmic gap whereby there is a regime of α for which it is information theoretically possible to recover the vector v 0 , but widely expected to be computationally intractable to estimate in polynomial time [25, 24, 23, 45] . With regards to our setting, this is especially interesting because it gives us a model in which the difficult regime of online SGD as indicated by the information exponent points to a much broader phenomenon of computational hardness of estimation.
For concreteness, the inference problem can be explained as follows: given M i.i.d. observations (Y ℓ ) of a rank 1 p-tensor corrupted by additive noise:
where (J ℓ ) are i.i.d. copies of p-tensors with i.i.d. entries of mean zero and variance one, and λ is a signal-to-noise parameter. The goal in these problems is to infer the vector v 0 ∈ R N : v 0 = 1.
A standard approach to inferring e 1 (w.l.o.g. v 0 = e 1 ) is by optimizing the following ℓ 2 loss:
(2.7)
In the case that J is Gaussian, this is simply maximum likelihood estimation when restricted to S N . If J is non-gaussian this can be thought of as either computing the best rank 1 approximation to J in a Frobenius-type norm or computing a projective tensor norm. Note that since L is a homogeneous polynomial of degree p, the data-loss pair is necessarily admissible. With this scaling, we obtain the following result whose proof is by explicit calculation and is left to the reader. . Suppose that entries of J have mean zero and finite 6th moment. Then the data-loss pair scales naturally and has information exponent p.
As mentioned, one sees that the case of matrix PCA, where efficient estimation is feasible with finite sample complexity, falls in our critical class: this is an artifact of the structure of online SGD where time complexity and sample complexity are directly related. As soon as the problem is a tensor problem, the difficult regime as dictated by the information exponent, the problem is widely believed to be computationally hard. In what follows we discuss these relations between our sample complexity thresholds for online SGD and those found for these models in preceding work.
For the sake of that comparison, it is helpful to recall that empirical risk minimization with M samples for these problems would correspond to optimizing the log-likelihood,
Multiplying this through by N , we obtain
Observe that the information theoretic threshold for this estimation problem, with the above scaling is at order one λ √ α. We now examine the two distinct regimes, corresponding to tensor and matrix PCA respectively.
2.3.1.
Difficult regime: spiked tensor models. There has been a tremendous amount of investigation in recent years regarding algorithmic thresholds for this estimation problem from various perspectives, all of which have found that λ √ α must diverge as a power of N in order for recovery to be computationally feasible. It was found in [48] that tensor unfolding methods have thresholds at λ √ α ≫ N (k−2)/4 , and message passing and tensor power iteration methods were conjectured to have thresholds of λ √ α ≫ N (k−2)/2 . Since then, there has been strong evidence coming from SDP relaxations and the sum-of-squares hierarchy [29, 45, 46, 25, 59] for the impossibility of efficient estimation whenever λ √ α = o(N (k−2)/4 ).
Algorithmic thresholds for gradient descent and Langevin dynamics were studied by the authors in [5] using a differential inequalities based argument originating from [6] ; [38, 51, 37, 11] carried out related analyses of behavior of these dynamics using statistical physics methods. These works showed that the thresholds for gradient descent and Langevin dynamics occur at λ √ α = o(N (k−2)/2 ) and speculated that this threshold may be common to locally optimizing algorithms without any global or spectral initialization step. The threshold we find of α ≫ N k−2 in Theorem 1.4, exactly matches this, and shows that the online SGD attains the (conjecturally) optimal gradient descent (as well as Langevin, AMP and tensor power iteration) thresholds.
2.3.2.
Critical regime: spiked matrix models. There is a vast literature regarding the performance of online SGD for studying matrix models going back at least at least to the work of Krasulina [30] in the late 60s. Thus it is impossible to provide anywhere near a complete discussion of previous work in this direction. We note here, the following. As seen in Proposition 2.9 for spiked matrix models of the form (2.6) our results imply a threshold for online SGD of at least α ∼ log N and at most α ∼ (log N ) 2 . From a statistical perspective a more natural class of spiked matrix models are the spiked covariance models, where the observations are of the form
where v us a unit vector and J is as above. A similar calculation to the preceding shows that our results apply in this setting as well and yield the same threshold. The reader may note that one expects to solve the analogous offline problem with α = O(1). The log N factor in our analysis is due to the on-line nature of this setting and should be compared to the run-time of gradient descent in the offline setting started from m 0 ≃ N −1/2 . 13 2.3.3. Spiked tensor-tensor and matrix-tensor models: min-stability of information exponents. Recently, there has been several results regarding he so-called spiked matrix-tensor and spiked tensortensor models, where one is given a pair of tensors of the form Y = J + λv ⊗p 0 ,J + λv ⊗k 0 , where J andJ are independent p and k-tensors respectively. There one is interested in inferring v 0 via the sum of the losses. Evidently these problems will have information exponent min{p, k}.
In the case p > k = 2, scaling limits (as N → ∞ and then m 0 ↓ 0 + ) of approximate message passing through state evolution equations have been studied in [37] and gradient descent through the CKCHS equations have been studied in [51, 37, 38] . In our results, we investigate the regime m(0) ∼ N −1/2 and find that they recover for α (log N ) 2 and show that online SGD does not work for α = o(log N ). We expect that α = Θ(log N ) is in fact the true threshold, as even for offline gradient decent N log N is the amount of time (equivalently, number of samples in the online case) required for GD to optimize the population loss itself.
2.4. Two-component mixture of Gaussians: an easy-to-critical transition. Consider the case of maximum likelihood estimation for a mixture of Gaussians with two components. We assume for simplicity that the variances are identical and that the mixture weights are known. We consider the "spherical" case and assume that the clusters are antipodal, i.e.,
Without loss of generality, take v 0 = e 1 . The log-likelihood in this case is of the form
To place this in to our framework, it will be helpful to re-parameterize the mixture weights as p ∝ e h for some h ∈ R. In this case, it is equivalent to consider a loss of the form
We then have the following. .8). If we take as loss the log-likelihood, then the data-loss pair is admissible and scales naturally. Furthermore, if p = 1/2, it has information exponent 1, and if p = 1/2, it has information exponent 2.
While there is a huge literature in the Gaussian mixture model setting, we mention a few recent results related to our work. As a consequence of these results we obtain an O(N log 2 N ) sample complexity upper bound for online SGD. It is known that, from the perspective of learning the density in TV distance, this is optimal, see [28, 54, 1] . With different assumptions on the sample complexity, [41] used a critical point analysis to understand the behavior of true gradient descent.
A Difference inequality for Online SGD
The key technical result underlying our arguments is to show that with high probability, the value of m t = m(X t ) is a super-solution to (a constant fraction of) the integral equation satisfied by the underlying population dynamics. To state this result, we introduce the following notation.
Throughout this section, we view X 0 = x 0 as a fixed initial data point and recall the notation P x 0 emphasizing the dependence of the output of the algorithm on the initial data. From this point forth, we will always be working with a naturally scaling, admissible sequence of data loss pairs, (P N , L N ), and do not carry this assumption in the statements of theorems. Whenever it is clear from context, we will omit the dependence of these quantities in N . Whenever this N dependence is omitted, bounds should be understood to hold uniformly over all sufficiently large N .
Recall the definition of m(x) from (1.2); we will use the following notations for spherical caps:
(3.1)
Our results in this section focus on arbitrary X 0 = x 0 in E γ/ √ N \ E η , for some η sufficiently small but positive. If instead m(X 0 ) > η, then the result follows immediately from Proposition 5.1.
For every θ, define the hitting times
Fix ι > 0 given by (1.4) and definē
Furthermore, let a k = c · k and a k+1 = C · (k + 1), where C, c are as in the natural scaling assumption on the data-loss pairs. Our first goal is to obtain a difference inequality for the evolution of m t := m N (X t ) that holds for all t ≤ τ − γ/(2 √ N ) ∧ τ + η ∧t wheret ≤ M is some guaranteed recovery time for the algorithm. 1), and suppose α = α N is of at most polynomial growth in N , and δ = δ N is such that αδ 2 ≤ ε and for some K > 0,
Then for every γ > 0 and every T ≤ M := αN satisfying
4)
online SGD with step-size δ satisfies the following as N → ∞, uniformly over the choice of D, ε, K:
(1) If k = 1, there exists a constant C = C(C 1 , a 1 , a 2 ) > 0 such that
5)
(2) If k ≥ 2, there exists a constant C(C 1 , a k , a k+1 ) > 0 such that
The proof of Theorem 3.1 will follow in three stages. In Section 3.1, we split the evolution of m(X t ) in three parts: the drift induced by the population loss, a martingale induced by the gradient of the sample-wise error in the direction of e 1 , and a second order (in δ) effect caused by the non-linear projection step in the algorithm. In Section 3.2-3.3, we show that the second order effect is bounded by the drift of the population loss. In Section 3.4 we control the martingale; while its contribution dominates the drift on short time scales, its total contribution by time T ≤ M is smaller than the initial bias γ/ √ N . We end this section with the proof of Theorem 3.1.
3.1.
Controlling radial effects . Let us begin by controlling the effect of the projection in (1.1) and obtain a difference equation for m t . By the chain rule, ∇Φ(x) = φ ′ (m(x))∇m(x), where
Since m L ∞ (S N ) ≤ 1, and φ ′ is continuous, there exists A > 0 , depending only on a k , a k+1 (and not on N ), such that
By Jensen's inequality and (1.4),L = O(1). Let
and observe that
Recalling (1.1), let r t = |X t |/ √ N , and note that by orthogonality of ∇L(X t−1 ; Y t ) and X t−1 ,
By definition of X t , we then see that for every t ≥ 1,
8)
Since for u ≥ 0, we have | 1 1+u − 1| ≤ |u|, we may combine these estimates to obtain
To better control the terms that are second order in δ, let us introduce a truncation of L t . Fix a truncation valueL > 0, possibly depending on N , to be chosen later. We can rewrite (3.9) as
We now turn to controlling the second order in δ correction terms, which we will see have to be treated separately for the one on the first line above, and those on the second line above.
3.2.
Bounding the second order corrections. We begin with a priori bounds on the second order terms in (3.10) . Observe that for every η < 1 2 , for every x ∈ {x : m(x) ∈ [0, η]},
Then there exists η 0 (a k , a k+1 ) > 0 such that for every η < η 0 , for every
With this in hand, the next lemma gives a pairing of the second order terms on the second line of (3.10), which we bound subsequently by comparison to the initial m 0 , and the second order term on the first line of (3.10) which we bound by comparison to the first order (in δ) drift term. .3):
Proof. First let k = 1 and suppose x ∈ {x : m(x) ∈ [0, η]}. For every K > 0 and every N , if we take δ ≤ a k /(4KL) then we have
Lemma 3.3. Suppose that αδ 2 ≤ ε for some ε > 0, letL be as in (3.2) . Then there is a constant C = C(L, A, C 1 , C 2 ) > 0 such that the following hold:
Proof. Both bounds follow from Markov's inequality. Since the summands are positive, the suprema over t ≤ M are attained at t = M , so it suffices to consider that case. Fix x 0 ∈ S N . The bounds will be seen to be uniform in this choice. We begin with (3.14) ; for every λ > 0,
where the second inequality follows by Cauchy-Schwarz, and the third from natural scaling of (P, L) and (3.11 ). If we take λ = γ/(10 √ N ), and use the fact that αδ 2 ≤ ε, we obtain the first bound. Now, let us turn to the second bound. Again, as the summands are positive, the supremum is attained at t = M , so that
where we used here that since αδ 2 ≤ ε, we have δ 2 M −1 j=0 A N 2 ≤ A·ε N 2 . By Markov's inequality,
where in the last line we again used Markov's inequality along with the definition ofL from (3.2). Choosing Λ = N δ 2 (λ − A·ε N 2 ), with λ = γ/(10 N ), we get that for N large, the lefthand side in (3.15) is bounded by . We see that for every γ > 0, η < 1/2 and K > 0, if k = 1,
(3.17) (Here we used the fact that t < τ − 0 to replace m j with |m j | on the right hand sides). Notice that these limits hold uniformly over the choices of D and ε = O(1).
3.3.
Controlling the drift. We now turn to proving the following estimate on the drift term in (3.16)- (3.17) . Let us begin by first recalling the following useful martingale inequality due to Freedman [18] , for situations where the almost sure bound on the martingale increments is much larger than the conditional variances.
almost surely, and |M n − M n−1 | ≤ K 1 almost surely, we have
With this in hand, we can estimate the drift as follows.
Proposition 3.4. If k = 1, for every t ≤ M , and every K > 0, we have
and α is of at most polynomial growth in N , then for every γ > 0,
Moreover, this limit holds uniformly over choices of D and ε = O(1).
Proof. We begin with the case of k = 1. Observe that for every t ≤ M , we have for every x 0 ∈ S N ,
As this bound is independent of t and x 0 , we obtain the desired. Thus with probability 1 − 2 K ,
In the case k ≥ 2, it suffices to prove the following: forL = N 1 2 − ι 4 and α of at most polynomial growth with αδ 2 ≤ ε, we have for every γ > 0,
18)
Fix any x 0 ∈ S N ; everything that follows will be uniform in x 0 ∈ S N . To this end, observe that by a union bound, the desired probability in (3.18) is upper-bounded by
Recall the filtration F j . For every j, m j is F j -measurable and
so that for K ≥ 1, the sum
log N ∨L L log N almost surely and that the conditional variances are bounded by
Thus we may apply Freedman's inequality to obtain sup T ≤M
Since αδ 2 ≤ ε , the first term in the denominator is o( 1 N (log αN ) ) as α is not growing faster than polynomially in N . If we then take anyL such that provided δ ≤ 1 and that α is of at most polynomial growth in N , implying the desired (3.18).
3.4.
Controlling the directional error martingale. It remains to bound the effect of the directional error martingale, which is defined as
Recall that for every initialization X 0 = x 0 ∈ S N , the point X t is F t measurable. This implies that for each t, the increment
has mean zero conditionally on F t−1 -for every x, by definition of the sample error, E[H 0 (x)] = 0 and E[∇H 0 (x)] = (0, ..., 0)-so that M t is indeed an F t -adapted martingale. To control the fluctuations of this martingale, we recall Doob's maximal inequality.
Theorem 3.5 (Doob's maximal inequality). Let M t be a submartingale. Then for every p ≥ 1,
By (1.3) , we then deduce the following.
Lemma 3.6. If C 1 is as in Definition 1.2 for every r > 0, we have
19)
Proof. For convenience, letM t = √ N M t /δ. Observe thatM t is a martingale with variance
Thus, by Doob's maximal inequality, we have the desired bound,
By (3.19) , for every d > 0, 
(We used here that since x 0 ∈ E γ/ √ N , and t ≤ τ − γ/(2 √ N ) , we have γ 10 √ N ≤ m 0 10 and m j = |m j | deterministically.) Furthermore, if D = D N , δ ≤δ(k), andt are as in Theorem 3.1, for every
Thus, applying the directional error martingale bound (3.20) with d = D, we obtain the desired bound (observing that the o(1) terms are uniform in D, K and ε = O(1)). Suppose now that k = 1. By Proposition 3.4 and (3.16) we have that for every K > 0, every δ ≤δ(1), and every N sufficiently large,
Controlling the directional error martingale by the same argument via (3.20) with D = D N , we obtain (3.5) as desired.
Attaining weak recovery
We now turn to proving Theorem 1.4 and the recovery part of Theorem 1.7; we invite the reader to recall the definition oft from (3.4) . The goal of this section will be to prove that the dynamics will have weakly recovered in some (possibly random) time beforet ∧ M : the statement of Theorem 1.4 and 1.7 further requires that the algorithm retain some non-trivial correlation for all subsequent times until all M samples are exhausted-this will be proved in Section 5. 
If k = 1 and we only assume αδ 2 ≤ ε = O(1) and δ is sufficiently small, but order one, then
for some constant C(C 1 , a 1 , a 2 ) > 0.
We analyze the difference inequalities of Theorem 3.1 when k = 1, k = 2, and k ≥ 3 separately.
Observe that in all cases, the right-hand side of the difference inequality is increasing, so that since
in all cases of (3.5)-(3.6).
Strong regime: k = 1. The right-hand side of the difference inequality in (3.5) is non-decreasing and greater than η at time
As such, (τ + η ∧t ∧ M ) ≤ t ⋆ necessarily, and as long as t * <t ∧ M , we will have the desired
In order for t * <t ∧ M , we need, for a sequence D N ↑ ∞ arbitrarily slowly,
we see that this inequality is satisfied for the choices of α, δ as in the statement of Theorem 1.4 since using the bounds δ = o(1) (as we can choose b N → ∞ arbitrarily slowly, so that D 2 N δ = o(1)) and δα ↑ ∞.
In the case where of order one sample complexity, we can take D sufficiently large, and subsequently take δ sufficiently small (depending on the D) such that the above inequality is satisfied.
Critical regime: k = 2. In this case, we may use the discrete Gröwnwall inequality: Define the lower-bounding function,
Applying Lemma 4.2, to (3.6), we obtain that for every γ > 0,
we see that as long as t * ≤t ∧ M , we will have lim N →∞ inf x 0 ∈E γ/ √ N P x 0 (τ + η ≤t ∧ M ) = 1. The criterion t * ≤t ∧ M is satisfied using the facts that δ = o( 1 log N ) (as we can choose D N to go to ∞ arbitrarily slowly) and αδ log N ↑ ∞. Weak regime: k ≥ 3. Observe the following discrete analogue of the Bihari-LaSalle inequality. For the reader's convenience, we provide a proof in Appendix D. 
In particular, g k (t) ≥ η provided
As such, if for some K sufficiently large,
then as long as t * ≤t ∧ M , we will have lim N →∞ inf x 0 ∈E γ/ √ N P x 0 τ + η ≤t ∧ M = 1. The criterion t * ≤t ∧ M is satisfied using the facts that δ = o(N − k−2 2 ) (as we can choose D N to go to ∞ arbitrarily slowly) and αδ N (k−2)/2 ↑ ∞.
Stability of weak recovery
The goal of this section is to prove that once the algorithm has weakly recovered it will remain weakly recovered. At the end of the section, we use this together with Proposition 4.1 to deduce Theorem 1.4 and part (a) of Theorem 1.7. As in the previous sections, we always assume that (P N , L N ) are an admissible and naturally scaling (with constant C 1 ) sequence of data-loss pairs. Proposition 5.1. Suppose that M = αN for α that is growing at most polynomially in N . Then for every η > 0, if αδ 2 ≤ ε, there is a C > 0 such that as N → ∞, uniformly over ε = O(1),
The proof of Proposition 5.1 is more crude than the proof of the recovery results, as once m is on the order one scale, its one-step fluctuations from the directional error martingale are on the same scale as its drift. We begin with the following lemma which deals with the fact that the evolution of m is not continuous and may jump. In the following it will be helpful to note that by assumption
for someK > 0 depending on a k , a k+1 , and C 1 .
Lemma 5.2. For every 0 < η < 1 2 the following holds. If αδ 2 ≤ ε, then for all large N ,
Proof. Recall that (3.9) holds for every t ≥ 0; we wish to lower bound the quantity on the righthand side there. Let us begin with the terms that are first order in δ. First of all, recall that by assumption for every x, we deterministically have δ|∇Φ(x) · e 1 |/ √ N = O(δ/N ), which is smaller than η/8 for large N . Also, by Markov's inequality,
Similarly, for the second order terms in δ, note that, on the one hand, for every r > 0, sup
(where L 1 is L t at t = 1) and similarly for every r > 0,
where we have used (5.1) in the second to last inequality. If we take r = η/8 in the above, the sum of these two terms is O(δ 2 /N ) uniformly in x. Combining these terms, with the fact that m 0 ≥ η for every x 0 ∈ E η , we see that
Using αδ 2 ≤ ε yields the desired.
We now show that as long as the process is localized to a window m ∈ [η/2, 2η], it satisfies an increasing difference equation, and therefore will not drop below η/2. Lemma 5.3. There exists a C(C 1 , a k , a k+1 ) > 0 such that the following holds for every η > 0. If αδ 2 ≤ ε, then for all N sufficiently large, uniformly over ε = O(1),
Proof. Recall that (3.9) holds for all t ≥ 0 and that by assumption, there exists C(a k , a k+1 ) > 0 such that for every x,
We now turn to bounding the second order in δ terms in (3.9) . As all the terms are sums of non-negative random variables, we may apply Markov's inequality exactly as in (5.2)-(5.3) to find that uniformly over x 0 ,
On the other hand, deterministically we have
This is less than η/20 for sufficiently large N , so that the sum of these three terms is at most η/4 with probability 1 − Cε η for some C(a k , a k+1 , C 1 ,L) > 0. Combining the above yields the desired after choosing s = τ in all the suprema.
Proof of Proposition 5.1. Take η 0 = a k 4a k+1 ∧ 1 4 and observe that as long as 0 < η < η 0 , for every point x having m(x) ∈ [0, 2η], we have
Furthermore, using Lemma 5.2, together with the Markov property of the online SGD and a union bound over all t ≤ M , we have for some C > 0,
Work on the event in the probability above from this point forth. Now suppose that at some τ , we have m(X τ ) > η. If m(X τ ) is also less than 2η, set τ 0 = τ : if not, let τ 0 be the first t ≥ τ 0 such that m(X t ) ∈ [η, 2η] (this is the first time it drops below 2η because of the above). Define a sequence of excursion times, as follows: for i ≥ 1,
Since m(X t+1 ) − m(X t ) > −η for all t ≤ M − 1, we have that for every i ≥ 0, m(τ 2i ) ∈ [η, 2η]. 25 Therefore, we have from Lemma 5.3 that for large N ,
(If even τ 0 does not exist, then we use the convention that the above event is vacuously satisfied.) Let us now control the contribution to these partial sums coming from the directional error martingale. By Doob's maximal inequality (Theorem 3.5),
Taking r = η/8, this probability is at most O(ε/N ). Now observe the deterministic implication,
From this it follows that, for some other C > 0, for large enough N , uniformly over ε,
Of course, τ η/2 > τ 2i+1 , and therefore the time frames can be replaced by t ∈ [τ 2i , τ 2i+1 ] above and in particular, for large N ,
Deterministically, m(X t ) ≥ 2η > η/2 for all t ∈ i [τ 2i+1 , τ 2i+2 ] (in the case where there isn't even a τ 0 , for all t ≥ τ ) and so combining these we see that conditionally on X τ = x for some x ∈ E η , we have m(X t ) > η/2 for every t ≥ τ with probability 1 − O(ε/η) − o(1). 
, we have m(X t ) ≥ η/2. Combining these two by a union bound, and using the fact that αδ 2 ≤ ǫ N for some sequence ǫ N = o(1), we obtain the desired, with the choice of T =t.
In order to prove item (a) of Theorem 1.7, we notice that with the above reasoning, the probability of the desired recovery event event is, for some constant C(C 1 , a 1 , a 2 ) > 0, at least
If one now takes α sufficiently large so that we can take D large, then subsequently takes δ sufficiently small such that both δ and αδ 2 are small, the above probability can be made arbitrarily close to one, yielding the desired. 26 
Online SGD does not recover with smaller sample complexity
Here, we prove an accompanying refutation theorem, showing that if α is smaller than in Theorem 1.4 (up to factors of log N ), there is not enough time for the online SGD to weakly recover in one pass through the M samples. This lends credence to the fundamentality of the information exponent, as it indicates there is truly distinct behavior between the easy, critical and difficult regimes in which the online SGD transitions between requiring linear sample complexity, to quasi-linear sample complexity, to polynomially diverging sample complexity.
Proof of Theorem 1.6 and item (b) of Theorem 1.7. Recall that the radius r t = |X t |/ √ N satisfies r t ≥ 1 deterministically, so that by (3.8) , as long as m t > 0, we have
From this, we can first observe the following crude bound on the maximal one-step change m t −m t−1 .
If m t−1 < 0 but m t > 0, then we have the above inequality without the m t−1 , and furthermore we can put absolute values on each of those terms. Recall that for every r > 0,
from which, for every sequence d N > 0 going to infinity arbitrarily slowly, and every t > 0,
By the Markov property of the online SGD, by a union bound over the M samples and using the fact that αδ 2 = o(1), we may, with probability 1 − o(αδ 2 /(d 2 N )), work under the event that |δ(∇H j+1 0 (X j ) · e 1 )/ √ N | < d N N −1/2 for every j. With that in mind, summing up the finite difference inequality over all time, we see that for every t ≤ τ − 0 ∧ τ + η , we have
Recall from Doob's maximal inequality, that
Now define a sequence of excursion times as follows: for i ≥ 1, we let τ 0 = 0 and
.
We next claim that the inequality above implies, deterministically, that through every excursion (i.e., for all i), we have τ + η > τ 2i+1 ∧ M . First of all, recall that we have restricted to the part of the space on which m τ 2i is always less than d N N −1/2 . Then, if we have the inequality in the probability above, by the discrete Gronwall inequality (Lemma 4.2) when k = 2 and the discrete Bihari-LaSalle inequality (Lemma 4.3) when k > 2, we have for some c = c(k) > 0,
For N sufficiently large, the right-hand side above is smaller than η for all t ≤t wherẽ
for some ǫ > 0 sufficiently small depending on k, a k , a k+1 , C 1 (as long as d N is growing slower than N 1 2 −ζ for some ζ > 0 say). Recall the restrictions on α and let b N be a sequence going to infinity arbitrarily slowly.
(1) If k = 1, we can choose d N to be any diverging sequence. Since α = o(1) and δ = O(1), the above probabilities were all 1 − o(1), and for every fixed η > 0, we havet ≥ M . In both cases, we conclude that necessarily τ + η > τ 2i+1 , and therefore inf x:m(x)<ΓN −1/2
At the same time, deterministically, for all t ∈ i [τ 2i−1 , τ 2i ] we have m(X t ) ≤ 0 < η. Combining the above two then yields the desired refutation result of Theorem 1.4. In order to conclude part (b) of Theorem 1.7 when k = 1 we reason as above, taking d N and α to be sufficiently large constants together, then subsequently taking δ to be a sufficiently small constant so that the probabilities of order αδ 2 /d 2 N above can be made arbitrarily small.
Appendix A. Proof of Proposition 2.2
We begin this section by deriving the formula (2.5) for the population loss for least squares losses in single-layer networks. We then turn to showing that the data-loss pair is admissible and scales naturally. To this end, let us recall the following basic facts of Gaussian analysis. Recall the definition of the function space L 2 (ϕ) where as above, ϕ denotes for the standard Gaussian distribution R. Let P t denote the Ornstein-Uhlenbeck semigroup on R, i.e., P t = e tL where
is the generator of the Ornstein-Uhlenbeck process. Throughout the proofs, we restrict attention to the region E 0 = {m(x) ≥ 0}, so that it suffices to prove the desired for that region. We now turn to the proof of (2.5). Fix f as in the statement of the theorem. Since f ′ is of at most polynomial growth, so is f . In particular, f ∈ L 2 (ϕ). Recall (2.3). By rotational invariance of the Gaussian ensemble, we may take v 0 = e 1 there. Furthermore, the x-dependence of the population loss depends only on x through x · e 1 , so that Φ(x) = E f a 1 m(x) + a 2 1 − (m(x)) 2 − f (a 1 ) 2 .
(A.1)
Writing t(x) = − log m(x), we see that
where t(x) = − log m(x).
Recall that the Hermite polynomials are are eigenfunctions for L with Lh k = k ·h k . In particular, since f ∈ L 2 (ϕ),
where u k = f, h k L 2 (ϕ) .
It then follows that
since the h k are orthonormal in L 2 (ϕ). Recalling that t x = − log m(x) again, yields (2.5). Admissibility follows by assumption that f ′ exists almost surely. It remains to show that the pair scales naturally. To this end, recall the following basic observations about the Gaussian measure: if f ′ is of at most polynomial growth, then f ∈ H 1 (ϕ), i.e.,
We now turn checking (1.3)-(1.4). First note that for every x, ∇Φ(x) = 2 j u 2 j ((m(x)) j − 1)j(m(x)) j−1 · ∇m(x).
Thus, for every x, |∇Φ(x)| ≤ 2 j u 2 j ((m(x)) j−1 − 1)j(m(x)) j−1 ≤ 2 j ju 2 j < ∞ where we used here that |m| ≤ 1. Similarly for every x, ∇Φ(x) · e 1 = 2 √ N j u 2 j ((m(x)) j − 1)j(m(x)) j−1 so that for some universal C > 0,
Thus it suffices to check (1.3)-(1.4) for L itself. Here we have
so that by Young's inequality for products, for some universal constant C > 0, and any q ≥ 1,
29
The first two terms are bounded since f and f ′ are of at most polynomial growth. For the third, recall the following basic fact about standard Gaussian vectors [32] : for any q ≥ 1 there is a universal C(q) > 0 such that for all d, if X is d-dimensional standard Gaussian vector,
Taking q = 4 + ι yields the first condition. For the second, observe that since f and f ′ are of at most polynomial growth,
E|∇L · e 1 | 2 = E|f a 1 m + 1 − m 2 a 2 − f (a 1 )| 2 |f ′ (a 1 m + 1 − m 2 a 2 | 2 |a 1 | 2 p ≤ C(q) N .
Taking q = 2 yields the second condition.
Appendix B. Proof of Proposition 2.1
We begin by deriving the formula for the population loss for maximum likelihood estimation of the generalized linear models. Here note that since E[y|a] = f (a · v 0 ), we have
for some constant c (in particular B = Eb(a 1 )), where in the second equality, we have used the tower property. Then as in the proof of Proposition 2.2, we see that upon taking v 0 = e 1 without loss of generality,
Ef (a · v 0 ) a · x √ N = Ef (a 1 )P t(x) h 1 (a 1 ) = u 1 (f )m .
Finally, since f is increasing, invertible, and differentiable, Gaussian integration-by-parts shows that Let us now turn to proving properties of the data-loss pair. Admissibility is follows by assumption. To show that it scales naturally, note that as in Proposition 2.2 the relevant inequalities hold for the population loss. Thus it suffices to show it for the true loss. Here we see that since ∇ x L(y; a, x) = (y − b ′ ( a · x √ N ))a, we have by Cauchy-Schwarz E|∇ x L(y; a, x) · e 1 | 2 ≤ C Ey 4 + Eb ′ ( a · x √ N ) 4
for some C > 0. The second term under the radical is finite since b ′ = f is of at most exponential growth. The first is finite by assumption. For the gradient bound, note again that by Young's inequality,
where C(q) is as in (A.2). choosing q = 4 + ι yields the desired bound by the same reasoning.
Appendix C. Proof of Proposition 2.10
In this section, we include the calculation of the information exponent of the two-component mixture of Gaussians in the case where the two means (µ, −µ) are assumed to be antipodal, and have weights p, 1 − p respectively. Observe that,
with Z ∼ N (0, Id) and ǫ an independent {±1}-valued Ber(p). With this notation,
Writing p = e h /(e −h + e h ) for some h ∈ R as above, we see that we may write ∇Φ = φ ′ (m)∇m where
From this we see that φ ′ (0) = E tanh(Z 2 + h)(Z 1 + ǫ) = E tanh(Z 2 + h)ǫ > 0 p = 1/2 0 p = 1/2. and φ ′ (0) = E sech 2 (Z 2 + h)(Z 1 + ǫ) 2 > 0. Combining these two results yields the desired.
Appendix D. The discrete Bihari-LaSalle inequality
For the purposes of completeness, in this appendix, we provide a proof of the discrete version of the Bihari-LaSalle inequality.
Proof of Lemma 4.3. Fix a k > 2 and suppose that a t satisfies a t = a + t−1 ℓ=0 c(a j ) k . then inductively, we can deduce that m t ≥ a t for all t ≥ 0. To see this, note that if we let b t = a + t−1 j=0 c(m ℓ ) k−1 , it suffices to show that b t ≥ a t . Clearly b 0 = a 0 . Suppose now that b j ≥ a j ; then
where the first inequality follows by definition of b j and the follows from the inductive hypothesis. Thus m t ≥ b t ≥ a t . It remains to lower bound a t .
To this end, note that by definition, a t is non-decreasing for a > 0 and as desired.
