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Résumé
Une nouvelle solution est proposée afin de décomposer une
courbe en arcs et segments de droite en temps O(n log n)
[1]. Il s’agit d’une combinaison entre une technique de seg-
mentation en arcs et une technique de détection de points
dominants pour renforcer la qualité des résultats obtenus.
Elle est basée sur la notion de point isolé d’une courbe
de points centraux dans un espace particulier, dit espace
des tangentes [2]. Un processus linéaire de balayage, ap-
pliqué pour détecter des points isolés, permet d’obtenir une
représentation d’une courbe par des arcs de cercle et des
segments de droite. De plus, la méthode proposée peut être
combinée avec une technique non-paramétrique de polygo-
nalisation afin de traiter des courbes bruitées sans utiliser
des paramètres. Les résultats expérimentaux démontrent la
robustesse de la méthode proposée.
Mots clés
descripteur de formes, cercles discrets, segments discrets,
segmentation, approximation . . .
1 Introduction
Un problème important dans l’analyse d’images est l’ex-
traction de caractéristiques significatives à partir des
contours présents dans l’image. C’est une première étape
pour construire une description de l’image de haut ni-
veau. Plusieurs méthodes existantes utilisent les points do-
minants ou bien les segments de droite comme des ca-
ractéristiques significatives. Les arcs et les segments de
droite sont des objets de base qui apparaissent souvent dans
l’image spécialement dans les images de dessin technique.
C’est pourquoi, une combinaison des arcs et des segments
de droite est une bonne solution pour construire un des-
cripteur de formes. Celui-ci évite le problème où un arc est
représenté par de nombreux segments de droite ou bien par
de nombreux points dominants.
Dans la littérature, plusieurs méthodes ont été proposées
pour la segmentation en arcs. Nous pouvons les classer en
trois groupes principaux : l’approximation par arc, la trans-
formation circulaire de Hough, et l’extension progressive
d’arc.
L’approximation par arc [3] est une approche reposant sur
la vectorisation d’une image binaire en une suite de petits
segments de droite. Tout d’abord, il collectionne un groupe
de vecteurs qui appartient à un arc et ensuite il utilise des
processus itératifs afin de trouver les paramètres de l’arc
approximé. La limitation de cette approche est la sensibi-
lité aux distorsions de vecteur.
La transformation circulaire de Hough : Les autres
méthodes [4, 5] ont utilisé la transformation circulaire de
Hough afin de détecter des arcs. L’idée principale est d’uti-
liser l’espace des paramètres des cercles pour détecter
comme candidats arcs ou cercles les paramètres dont les
valeurs cumulatives sont hautes. Ces méthodes donnent
de meilleurs résultats que la première approche. Pourtant,
elles dépendent d’un seuil et elles ont un coût élevé de trai-
tement.
L’extension progressive d’arc : La dernière approche [6, 7]
utilise des contraintes d’arc pour améliorer la segmen-
tation. Ces méthodes détectent tout d’abord des candi-
dats arcs et puis la forme de chaque arc est utilisée pour
sélectionner d’autres segments qui peuvent être ajoutés à
ces arcs.
Plusieurs méthodes ont été également proposées pour la
décomposition d’une courbe en arcs et segments de droite.
Chen et al. [8] ont proposé une méthode en 2 étapes pour
segmenter une courbe en arcs et segments de droite. La
première étape, qui repose sur une détection des change-
ments significatifs dans le profil de courbure, permet d’ob-
tenir un ensemble initial de points d’arrêt. Une approxi-
mation initiale de la courbe par des arcs et des segments de
droite est déterminée à partir de cet ensemble. La deuxième
étape est une phase d’optimisation qui rectifie des points
d’arrêt jusqu’à ce que l’erreur d’approximation soit mini-
misée localement. Horng et al. [9] ont introduit une autre
méthode reposant sur une technique de programmation dy-
namique. Ensuite, Horng [10] a présenté une méthode re-
posant sur une technique adaptative de glissement sur le
profil de courbure qui est déterminé par un filtre Gaus-
sien. Similairement, Salmon et al. [11] utilisent une no-
tion de courbure discrète reposant sur la notion de seg-
ments flous. L’idée principale est de construire le profil de
courbure et ensuite de détecter des points clés associés à
ce profil pour la reconstruction. Kerautret et al. [12] ont
introduit une nouvelle méthode en utilisant une technique
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de découpage et fusion sur le profil de courbure. Cette
méthode est contrôlée par l’erreur d’Hausdorff entre la
courbe étudiée et la courbe reconstruite. Tortorella [13] et
al. ont donné une méthode qui travaille dans l’espace des
tangentes (voir [2]) reposant sur une technique de program-
mation dynamique. Bodansky [14] a présenté une méthode
qui contient deux étapes. Tout d’abord, elle décompose une
courbe en ensemble de petits segments de droite. Puis, il
s’agit d’une approximation des petits segments par des pri-
mitives géométriques : arcs et segments de droite repo-
sant sur les propriétés géométriques. Rosin et al. [3, 15]
ont développé l’algorithme de Lowe [16] afin d’approxi-
mer une courbe par des arcs et des segments. Rosin a pro-
posé une méthode similaire et récursive dans laquelle les
arcs sont détectés à partir d’une description des segments
de droite afin d’approximer mieux la courbe par des arcs et
des segments. A chaque niveau récursif, un arc est choisi
reposant sur un critère d’erreur d’approximation s’il est
meilleur que la description correspondante en segments de
droite.
Dans ce papier, nous présentons une nouvelle méthode
pour décomposer une courbe en arcs et segments de droite.
Elle est basée sur une nouvelle méthode de segmentation
en arcs [17] et une technique de détection de points domi-
nants [18]. Tout d’abord, la détection de points dominants
est utilisée comme une étape préliminaire pour extraire
des points cruciaux dans la courbe. Puis, une méthode
linéaire de segmentation en arcs est utilisée pour détecter
les arcs. En appliquant un processus linéaire de balayage
pour la détection de points isolés, nous pouvons obtenir une
représentation de la courbe en arcs et segments de droite.
De plus, nous proposons de combiner cette méthode avec
une technique non-paramétrique de polygonalisation afin
de travailler avec des courbes bruitées sans utiliser aucun
paramètre. La méthode est effectuée en temps O(n log n).
Elle est donc très rapide. D’autre part, elle est simple et
facile à implémenter.
La section suivante rappelle la technique de détection de
points dominants. La section 3 présente la méthode de
détection des arcs. Dans la section 4, nous proposons une
méthode de décomposition d’une courbe en arcs de cercle
et segments de droite. La section 5 présente quelques
expérimentations et applications à la vectorisation.
2 Détection de points dominants
Les points dominants sont des points dans une courbe dont
la valeur de courbure est localement maximale. Selon Att-
neave [19], ces points contiennent des informations riches
et ils sont suffisants à caractériser la courbe. Nous rappe-
lons ci-dessous une méthode de détection de points domi-
nants [18] reposant sur une approche de géométrie discrète.
2.1 Segment flou
La notion de segment flou [20] a été introduite à partir
de la notion de droite discrète arithmétique. Une droite
discrète arithmétique, notée D(a, b, µ, ω), (a, b, µ, ω) ∈
Z4, gcd(a, b) = 1, est un ensemble de points (x, y) ∈ Z2
qui satisfait : µ ≤ ax − by < µ + ω. Un segment flou
(SF) [20] de vecteur directeur (b, a), de borne inférieure µ
et d’épaisseur ω est l’ensemble de points entiers (x, y) qui
est optimalement englobé (voir [20] pour plus de détail) par
une droite discrèteD(a, b, µ, ω). La valeur ν = ω−1max(|a|,|b|)
est appelée l’épaisseur de ce segment flou. La figure 1.a
présente un segment flou (la séquence de points en ni-
veau de gris) dont la droite discrète englobante optimale
est D(5, 8,−8, 11), l’épaisseur verticale est 1.25. Nguyen
et al. ont proposé [21] la notion de segment flou maximal.
Un segment flou maximal d’épaisseur ν (MBS) (voir la fi-
gure 1.b) dans une courbe est un segment flou d’épaisseur
ν qui ne peut pas être élargi ni à gauche ni à droite sur
cette courbe. Un algorithme linéaire de reconnaissance des
segments flous d’épaisseur ν a été présenté dans [20].
2.2 Une méthode de détection de points do-
minants
Nguyen et al. ont proposé quelques propositions dans [18]
afin de localiser des points dominants en éliminant des can-
didats faibles. Considérons une épaisseur ν, nous avons :
Proposition 1
Un point dominant doit se trouver dans une zone commune
de segments flous maximaux consécutifs (voir la figure 2).
Proposition 2
La zone commune la plus petite de segments flous maxi-
maux dont les pentes sont monotones contient un candidat
point dominant (voir la figure 3.a).
Proposition 3
Un segment flou maximal contient au maximum deux points
dominants (voir la figure 3.b).
Reposant sur la stratégie heuristique suivante : Dans
chaque zone commune des segments flous maximaux dont
les pentes sont croissantes ou décroissantes, un candi-
dat point dominant est localisé comme le point central de
cette zone, Nguyen et al. ont présenté une méthode pour la
détection de points dominants (voir l’algorithme 1).
y
x
(a) Un segment flou (b) Un segment flou maximal d’épaisseur 1
(points gris foncés).
FIGURE 1 – Segment flou d’épaisseur ν.
1. MBS(B,E, ν) est une notation utilisée pour décrire un segment
flou maximal d’épaisseur ν avec deux extrémités B et E, points de la
courbe C.
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Algorithme 1 : Détection de points dominants [18].
Données : ζ courbe discrète de n points, ν épaisseur de
segmentation
Résultat : D l’ensemble des points dominants
début
Construire MBSν = {MBS(Bi, Ei, ν)}mi=1 1,
{slopei}mi=1 ;
m = |MBSν | ; p = 1 ; q = 1 ; D = ∅ ; pile = ∅ ;
Balayage tant que p ≤ m faire
tant que Eq > Bp faire
p++;
fin
Empiler (q, p− 1) sur pile;
q=p-1 ;
fin
Détection tant que pile 6= ∅ faire
Dépiler (q, p) de pile;
Décomposer {penteq, penteq+1, ..., pentep} en
séquences monotones;
Déterminer la dernière séquence monotone
{penter, ..., pentep};
Déterminer DP - le point central de la zone
commune des segments flous maximaux
MBS(Br, Er, ν), . . . ,MBS(Bp, Ep, ν);
D = {D ∪DP} ;
fin
fin
(a) L’ensemble des segments flous maximaux de la courbe en rouge
(b) Zoom de (a)
FIGURE 2 – La zone rosée n’est pas une zone commune de























(b) Un MBS contient au maximum 2
candidats points dominants
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α1
(b) Sa représentation dans l’espace
des tangentes
FIGURE 4 – Espace des tangentes.
3 Détection d’un arc
Dans cette section, nous rappelons une méthode linéaire
[17] pour la détection d’un arc. Nguyen et Debled ont in-
troduit une propriété importante des arcs dans l’espace des
tangentes qui est inspirée du travail de Latecki [2].
3.1 Représentation dans l’espace des tan-
gentes
Supposons que C = {Ci}ni=0 est une courbe polygonale




CiCi+1) et li la longueur du seg-
ment CiCi+1. Nous avons αi > 0 si Ci+1 est à droite de−−−−→
Ci−1Ci, αi < 0 sinon.
On considère la transformation qui associe au polygone
C de Z2 le polygone T de R2 formé des segments
Ti2T(i+1)1, T(i+1)1T(i+1)2 pour i de 0 à n− 1 avec
T02 = (0, 0),
Ti1 = (T(i−1)2.x+ li−1, T(i−1)2.y), pour i de 1 à n,
Ti2 = (Ti1.x, Ti1.y + αi), pour i de 1 à n− 1.
3.2 Algorithme de détection d’un arc
Nguyen et al. ont présenté dans [17] (voir aussi l’algo-
rithme 2) un algorithme pour la détection d’un arc. Ils
considèrent la courbe MpC
(
MpC = {Mi}n−1i=0 , Mi est
point central de Ti2T(i+1)1
)
qui est constituée par l’en-
semble des points centraux des segments horizontaux de
la représentation de la courbe donnée en entrée dans l’es-
pace des tangentes. L’idée principale est de considérer la
colinéarité des points de la courbe MpC. En vérifiant la
colinéarité de ces points, on peut décider si la courbe cor-
respondante est un arc ou non (voir aussi la figure 5). L’al-
gorithme 2 présente en détail cette stratégie. Il prend par
défaut 2 paramètres. Le premier paramètre est l’angle ad-
missible maximal (αmax) entre deux segments consécutifs
du polygon C. Le deuxième paramètre est l’épaisseur des
segments flous (ν2) qui est utilisée pour vérifier la co-
linéarité des points centraux dans l’espace des tangentes.
4 Décomposition d’une courbe en
arcs et segments de droite
L’algorithme 2 permet de détecter un arc en reconnaissant
un segment flou dans l’espace des tangentes. Le paramètre
αmax est utilisé pour garantir l’hypothèse avec laquelle
l’algorithme 2 fonctionne correctement (voir le théorème
1 de [17]). Notre méthode de décomposition repose sur la
définition suivante.
2. ν1 = 1 si la courbe donnée en entrée est non-bruitée.
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Algorithme 2 : DETECTION ARC : Détection d’un
arc/cercle discret [17].
Données : ζ = {Pi}ni=0 courbe discrète, αmax l’angle
maximal admis dans l’espace des tangentes,
ν1- l’épaisseur des segments flous pour la
polygonalisation, ν2- l’épaisseur des segments
flous pour tester la colinéarité.
Résultat : ARC si ζ est un arc discret, CERCLE si ζ est
un cercle discret, NON sinon.
début
Utiliser l’algorithme [20] pour faire la
polygonalisation de ζ en segment flous d’épaisseur
ν1
2 : P = {Ci}mi=0;
Représenter P dans l’espace modifié des tangentes par
T (P ) (cf. section 3.1);
si il existe i tel que Ti2.y − Ti1.y > αmax alors
retourner NON;
fin
Déterminer l’ensemble des points centraux
I = {Mi}n−1i=1 de {Ti2T(i+1)1}
n−1
i=1 ;
Utiliser la méthode [20] pour vérifier si I est un
segment flou d’épaisseur ν2;
si I est un segment flou d’épaisseur ν2 alors








Dans la courbe de points centraux dans l’espace des tan-
gentes, un point isolé est un point central qui satisfait que
la différence d’ordonnée entre ce point et un de ses deux
voisins dans cette courbe est supérieure au seuil αmax
(voir aussi la figure 7). Si cette condition est vraie avec les
deux voisins, ce point est appelé un point isolé complet.
4.1 Idée principale de la méthode proposée
Nous présentons dans cette section une nouvelle méthode
pour décomposer une courbe en arcs et segments de droite.
Notre idée principale est d’appliquer un détecteur de points
dominants [18] comme une étape de prétraitement afin
de renforcer la qualité de décomposition. Nous supposons
que les extrémités entre un arc et un segment, ou entre
2 arcs, ou entre 2 segments sont aussi des points domi-
nants. Cette supposition est vraie dans presque tous les cas.
C’est pourquoi, nous détectons tout d’abord les points do-
minants dans la courbe donnée en entrée ζ. Ces points sont
considérés comme les candidats des extrémités parmi les
primitives : arcs et segments. Dans l’étape suivante, nous
essayons de grouper des points s’ils constituent un arc. La
détection d’un arc est effectuée en utilisant l’algorithme
2. Dans cet algorithme, un arc correspond à un segment
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Curve of midpoints in tangent space
(d) (e)
FIGURE 5 – Détection des arcs dans une courbe : (a)
Courbe donnée en entrée, (b) Polygone approximé, (c) Sa
représentation dans l’espace des tangentes, (d) Courbe des
points centraux, (e) Résultat.
des tangentes si la différence des valeurs d’ordonnées de
2 points centraux consécutifs est inférieure au seuil αmax.
Les points isolés complets correspondent aux segments de
droite. Ce processus est effectué sur la courbe de points
centraux dans l’espace des tangentes qui est construit à par-
tir des points dominants détectés.
4.2 Analyse des configurations
Considerons la figure 6. Dans cet exemple, il y a toutes
les configurations de base parmi les primitives arc et seg-
ment de droite : arc-arc, arc-segment et segment-segment.
La figure 7 présente ces configurations de façon détaillée
dans l’espace des tangentes. En ce qui concerne la courbe
de points centraux (MpC) dans cet espace, nous avons les
remarques ci-dessous.
– Un segment de droite de la courbe correspond à un point
isolé dans l’espace des tangentes.
– Un point isolé dans l’espace des tangentes peut être co-
linéaire avec un ensemble de points colinéaires qui cor-
respond à un arc de la courbe (voir la figure 7.b).
– Deux arcs consécutifs de la courbe correspondent à 2
segments de droite dans l’espace des tangentes qui ne
contiennent aucun point isolé.
Grâce à la deuxième remarque, nous déduisons qu’une po-
lygonalisation de la courbe des points centraux ne donne
pas une meilleur qualité d’extraction des arcs. Donc, nous
proposons un traitement reposant sur la détection de points
isolés.
4.3 Algorithme proposé
Algorithme. Nous présentons dans cette section un algo-
rithme (voir l’algorithme 3) pour la décomposition d’une
courbe en arcs et en segments de droite reposant sur les
remarques de la section 4.2. L’algorithme incrémentale
étendu de reconnaissance des segments flous [20] est uti-
lisé pour segmenter la courbe des points centraux. Si un
point central est un point isolé, le segment de droite corres-
pondant est déterminé. Sinon, il est ajouté pour reconnaı̂tre
un segment flou dans l’espace des tangentes. Si le nouvel
ensemble de points centraux n’est plus un segment flou, la
reconnaissance du segment flou s’arrête à ce point, et un
arc correspondant à la courbe donnée en entrée est détecté.
Ce point est considéré comme le premier point du nouveau
segment flou dans l’espace des tangentes.
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Courbes des points centraux
(c) Représentation des points dominants
dans l’espace des tangentes et sa courbe de
points centraux
FIGURE 6 – Un exemple qui contient toutes les configura-
tions de primitives.
Complexité : La détection de points dominant peut être
effectuée en temps O(n log n). La transformation dans
l’espace des tangentes est linéaire. Le processus pour
déterminer la courbe de points centraux est aussi linéaire.
Donc, la complexité de notre méthode est O(n log n).
5 Expérimentations
5.1 Résultats expérimentaux
Cette méthode est rapide et simple à implémenter. Les fi-
gures 8 et 9 présentent quelques résultats expérimentaux.
Les segments de droite sont construits à partir des
extrémités obtenus par l’algorithme, les arcs de cercle sont
construits à partir des extrémités et du point central de cette
portion de la courbe ζ en prenant le cercle criconscrit à ces
3 points. Le centre de l’arc de cercle en est déduit.
5.2 Critère d’évaluation
Dans la littérature, il existe un critère d’évaluation [22]
utilisé majoritairement pour l’évaluation des méthodes de
détection de points dominants ainsi que les méthodes de
polygonalisation. Ce critère de Sarkar [22] repose sur un
compromis entre l’erreur d’approximation (ISE) et le taux
de compression (CR) : FOM = CRISE . L’erreur d’ap-
proximation peut être l’erreur quadratique (ISE) ou bien
la distance maximale (L∞) entre les points de la courbe
donnée en entrée et le polygone approximé. Le taux de
compression est la capacité de réduction des données entre
la courbe donnée en entrée et le polygone approximé :
CR = NNDP avec N est le nombre de points de la courbe,
NDP est le nombre de points dominants extraits.
Ensuite, Marji [23] montre que le critère FOM n’est pas

















































Courbes des points centraux
(c)
FIGURE 7 – Configurations : (a) arc-arc, (b) arc-segment,
(c) segment-segment. Les points isolés correspond aux
extrémités des primitives.
(a) Décomposition en arcs et
segments de droite
(b) Vectorisation
FIGURE 8 – Test sur la courbe dans la figure 6. Paramètres :
αmax =
π
4 , ν = 0.2.














FIGURE 9 – Expérimentation sur un document technique.
Paramètres : αmax = π4 , ν = 0.2.
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Algorithme 3 : Décomposition d’une courbe en arcs et seg-
ments de droite 2.
Données : ζ = {P1, . . . , Pn}-une courbe discrète, αmax-
angle maximal, ν-épaisseur de segment flou
Result : ARCs- ensemble des arcs, LINEs- ensemble
des segments de droite
début
Utiliser l’algorithme 1 [18] pour détecter l’ensemble
de points dominants : DpC = {C0, . . . , Cm} ;
BS = ∅;
Transformer DpC vers l’espace des tangentes en
T (DpC);
Construire la courbe de points centraux
MpC = {Mi}m−1i=0 des segments horizontaux de
T (DpC);
pour i=0 à m-1 faire
{Pi}eibi - une partie de ζ qui correspond à Mi (les
points de ζ entre Ci et Ci+1);
si
(
BS ∪Mi est un segment flou d’épaisseur
ν [20] et (|Mi.y −Mi−1.y| < αmax) et i > 0
)
alors
BS = BS ∪Mi;
fin
sinon
si BS! = ∅ alors
{Pi}eb- partie de ζ qui correspond au BS;
Ajouter {Pi}eb à ARCs;
fin
BS = {Mi};
si (|Mi.y −Mi+1.y| > αmax) alors
Ajouter PbiPei à LINEs;





suffisant pour faire un compromis entre l’intégrale de l’er-
reur quadratique (ISE) et le taux de compression (CR). La
raison est que l’ISE change plus rapidement par rapport
CR pour plusieurs courbes testes. Marji et al. [23] ont pro-
posé une version modifiée de Sarkar : FOMn = CR
n
ISE . En
réalité, ils utilisent n = 2.
Nous suggérons que cette idée peut être élargie également
pour les techniques de décomposition en arcs et segments.
Le taux de compression (CR) est le quotient entre le
nombre de points de la courbe et le nombre de primitives
extraites. L’erreur d’approximation (ISE) est la somme des
carrés des distances entre chaque point de la courbe et la
primitive correspondante. La distance entre un point et un
arc est définie par la distance entre ce point et l’intersection
de cet arc et la droite qui passe ce point et le centre de l’arc
de cercle.











(h) Courbe 2, pro-
posed method
(i) Courbe 2,
Horng et al. [9]
(j) Courbe 2,
Horng [10]
(k) Courbe 2, Ro-
sin [3]
FIGURE 10 – Comparaison avec Horng et al. [9], Horng
[10] and Rosin [3, 15]. Paramètres : αmax = π4 , ν = 0.2.
5.3 Comparaisons
Cette méthode a été comparée avec des autres méthodes de
la littérature.
Les figures 10 et le tableau 1 présentent quelques compa-
raisons avec les autres méthodes [9, 10, 15]. La méthode
de Salmon et al. [11] utilise le profil de courbure qui est
construit en temps O(n2). Donc, elle est moins rapide
que la nôtre. Le tableau 1 compare qualitativement notre
méthode avec les autres (voir aussi la section 5.2 pour le
critère d’évaluation FOM). Notre méthode est légèrement
moins efficace que celles de Horng et al. [9] et de Horng
[10] mais elle est plus rapide que celle-ci. La figure 11
présente une expérimentation sur une courbe issue du tra-
vail de Rosin [3].
5.4 Traitement avec des courbes bruitées
Dans cette section, nous présentons comment modifier l’al-
gorithme 3 afin de travailler avec des courbes bruitées.
Le problème principal est de construire un polygone te-
nant compte du niveau de bruit de la courbe. Normale-
ment, le polygone approximé qui est obtenu en utilisant
le détecteur de points dominants avec les paramètres par
défaut (l’épaisseur de travail est 1, voir l’algorithme 3) per-
met de travailler sans souci avec des courbes non-bruitées.
Cependant, la qualité de la segmentation est faible avec
des courbes bruitées puisqu’il y aura plusieurs petits seg-
ments avec un grand angle entre eux dans le polygone
approximé à cause de l’influence du bruit. Notre solu-
tion est d’appliquer un cadre de processus multi-épaisseur
[24] afin d’obtenir un polygone qui tient compte du bruit.
Au lieu d’utiliser le paramètre par défaut (ν = 1) pour
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TABLE 1 – Comparaison avec les autres méthodes : Horng et al. [9], Horng [10] et Rosin [3, 15].
Courbe N0 Points Méthode N0 Primitives ISE CR FOM Temps (s)
Fig. 10.b 605
Proposée 22 449.828 27 0.060 0.05
Horng et al. 15 489.7 40.333 0.0824 1274.75
Horng 29 329.9 20.862 0.0632 3.23
Rosin 24 597.425 25.2 0.0422 0.018
Fig. 10.c 413
Proposée 22 139.746 22 0.1288 0.03
Horng et al. 13 175.4 31.769 0.1811 511.77
Horng 26 107.7 15.885 0.1475 0.94
Rosin 17 253.776 24.29 0.09571 0.012
(a) (b) 1 (c) 2 (d) 3 (e) 4 (f) 5 (g) 6 (h) 7 (i) 8 (j) 9
FIGURE 12 – Un exemple du traitement multi-épaisseur [24]. Une séquence de résultats sont obtenus en augmentant
l’épaisseur de travail de 1 à 9. L’épaisseur la plus appropriée est déterminée comme 7.
(a) Courbe en entrée
(b) Notre méthode (c) Méthode de Rosin
FIGURE 11 – Comparaison avec la méthode de Rosin [3].
la détection de points dominants, nous considérons les
résultats à travers des épaisseurs différentes. L’idée princi-
pale est d’évaluer le résultat obtenu à chaque épaisseur avec
un critère d’évaluation. Un profil du critère d’évaluation est
construit à travers des épaisseurs croissantes. L’épaisseur
qui correspond au premier pic de ce profil est considéré
comme l’épaisseur la plus appropriée pour travailler avec
cette courbe bruitée. Cette approche heuristique est utilisée
pour détecter le niveau de bruit de la courbe. Le polygone
qui est construit à partir du résultat de détecteur de points
dominants à cette épaisseur est considéré comme le poly-
gone le plus adapté à cette courbe. Dans ce cadre multi-
épaisseur, nous utilisons le critère simple et efficace de Sar-
kar [22] (voir la section 5.2). La figure 12 présente aussi
des résultats obtenus sur un contour bruité. Nous obtenons
7 comme l’épaisseur la plus appropriée. Par conséquent, le
polygone détecté à cette épaisseur est considéré comme le
polygone le plus approprié pour approximer cette courbe
bruitée (voir la figure 12.h).
C’est pourquoi, afin de travailler avec des courbes bruitées,
l’étape de polygonalisation de l’algorithme 3 doit être mo-
difiée par un processus de traitement multi-épaisseur. Le
polygone construit par ce processus permet de tenir compte
du bruit de la courbe en entrée. La figure 13 présente le
résultat de la décomposition d’une courbe bruitée en arcs et
segments de droite en comparant avec celui de la méthode
non-paramétrique de Rosin [3, 15]. L’épaisseur pour la po-
lygonalisation est 6, elle est déterminée par un proces-
sus de traitement multi-épaisseur reposant sur le critère
d’évaluation de Sarkar.
6 Conclusion
Nous avons présenté une nouvelle méthode pour la
décomposition d’une courbe en arcs de cercle et segments
de droite en temps O(n log n). Une étape de prétraitement
reposant sur un détecteur de points dominants nous per-
met de bien localiser les extrémités des primitives arcs et
segments. La détection des points isolés dans l’espace des
tangentes permet de localiser les arcs et les segments dans
4. La courbe dégradée ainsi que le source code de la méthode de Rosin
[3, 15] sont pris à partir du site web personnel de l’auteur : http://
users.cs.cf.ac.uk/Paul.Rosin/resources/curves
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(a) Courbe originale (b) Courbe dégradée
(c) Primitives extraites
avec la méthode de Rosin
(d) Reconstruction de la





la courbe avec notre
méthode
FIGURE 13 – Expérimentation sur une courbe bruitée dans
le travail de Rosin [15]. L’épaisseur de travail est déterminé
comme 6 grâce au traitement multi-épaisseur 4.
la courbe donnée en entrée. L’utilisation de deux types de
primitive (arcs et segments) nous permet d’obtenir un bon
descripteur de courbe en comparant par rapport aux autres
techniques telles que détection de points dominants ou bien
polygonalisation car il augmente le taux de compression et
réduit l’erreur d’approximation par rapport à celles-ci.
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