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Abstract
In this work we introduce a new class of abstract neutral differential equations and study the existence
of mild and strict solutions. Some concrete applications involving partial neutral differential equations are
considered.
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1. Introduction
In this paper we introduce a new class of abstract neutral functional differential equations
described in the form
u′(t) = Au(t)+ f (t, ut , u′t), (1.1)
u0 = ϕ ∈ B, (1.2)
where A : D ⊂ X → X is the infinitesimal generator of an analytic semigroup of bounded linear
operator (T (t))t0 defined on a Banach space (X,‖ · ‖), the history ut belongs to an abstract
Banach space (B,‖ · ‖B) defined axiomatically, the symbol u′t denotes the derivative at t of the
function s → us and f : [0, a] × B × B → X is a suitable function.
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on the existence and qualitative properties of solutions for abstract neutral differential system
described in the abstract form (1.1)–(1.2). Specifically, in this work we study the existence of
mild and strict solutions. In addition, we note that our technical approach permits some notables
simplifications in the study of other classes of abstract neutral differential equations.
The study of the system (1.1)–(1.2) via semigroup methods and fixed point technique is highly
nontrivial. The reason is simple and evident: “the temporal derivative of the state u(·) appears
in the integral equation used to define the concept of mild solution of (1.1)–(1.2),” see Defini-
tion 2.1. As a consequence, we need to work on spaces of continuously differentiable functions
(a complex problem under the semigroup framework) and introduce appropriate conditions on
f (·) in order to guarantee the differentiability of functions as t → ∫ t0 T (t − s)f (s, us, u′s) ds.
As pointed out above, we do not know any work on systems in the abstract form (1.1)–(1.2).
We note that the general literature on abstract differential equations of neutral type is very exten-
sive and varied. Concerning the motivations, relevant developments and the current status of the
theory of neutral equations we refer the reader to [1,5,9,10,15,14,16,13,12,11,25,24], the book
by Wu [23] and the references therein.
The abstract problem (1.1)–(1.2) arises, for example, in the theory of heat conduction in fad-
ing memory material. In the classical theory of heat conduction, it is assumed that the internal
energy and the heat flux depend linearly on the temperature u(·) and on its gradient ∇u(·). Under
these conditions, the classical heat equation describes sufficiently well the evolution of the tem-
perature in different types of materials. However, this description is not satisfactory in materials
with fading memory. In the theory developed in [8,22], the internal energy and the heat flux are
described as functionals of u and ux . The next system, see [2–4,20], has been frequently used to
describe these phenomena,
d
dt
[
u(t, x)+
t∫
−∞
k1(t − s)u(s, x) ds
]
= cu(t, x)+
t∫
−∞
k2(t − s)u(s, x) ds, (1.3)
u(t, x) = 0, x ∈ ∂Ω. (1.4)
In this system, Ω ⊂ Rn is open, bounded and has smooth boundary, (t, x) ∈ [0,∞)×Ω , u(t, x)
represents the temperature in x at the time t , c is a physical constant and ki : R → R, i = 1,2,
are the internal energy and the heat flux relaxation respectively. If the solution u(·) of system
(1.3)–(1.4) is smooth enough, then we obtain the integro-differential system
u′(t, x) = cu(t, x)+
t∫
−∞
k2(t − s)u(s, x) ds −
t∫
−∞
k1(t − s)u′(s, x) ds,
u(t, x) = 0, x ∈ ∂Ω.
Finally, if we assume u(·) is known on (−∞,0], then we can represent this system via the
abstract form (1.1)–(1.2).
The system (1.1)–(1.2) can be also deduced from some ordinary differential equations in the
theory of population dynamic. If in the problems studied in [7,18,6,19] we consider the spatial
diffusion phenomena, which arises from the natural tendency of biological populations to migrate
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equation
u′(t) = u(t)+ f (t, u(t − r1), u′(t − r2))
(where ri are positive numbers) as an appropriated model to describe this situation. Obviously,
this equation can be represented in the abstract form (1.1)–(1.2).
This paper has four sections. In Section 2 we introduce the concepts of mild and strict so-
lution for (1.1)–(1.2) (see Definitions 2.1 and 2.2) and we discuss the existence of these types
of solutions. In particular, by assuming f (·) is α-Hölder continuous in an appropriated sense,
in Theorem 2.1 (the main result of this paper) we establish the existence and uniqueness of an
α-Hölder strict solution for system (1.1)–(1.2). On the other hand, by supposing f (·) has values
in an interpolation space between X and D, in Theorem 2.4 we also show the existence of a
strict solution. Section 2 is completed with some considerations concerning other abstract neu-
tral systems. In the last section, we presented several applications to partial neutral differential
equations.
We include now some notations and technicalities. Let (Z,‖ · ‖Z) and (W,‖ · ‖W) be Banach
spaces. In this paper, L(Z,W) represents the space of bounded linear operators from Z into W
endowed with the norm of operators denoted ‖ · ‖L(Z,W) and we write L(Z) and ‖ · ‖L(Z) when
Z = W . In addition, Bl(z,Z) denotes the closed ball with center at z and radius l in Z. We use
the notation Z ↪→ W to indicate the space Z is continuously included in W , and in this case, we
use the symbol ic to denote the inclusion map from Z into W .
As usual, for an interval I ⊂ R, we use the notation C(I,Z) for the space formed by
all the bounded continuous functions from I into Z endowed with the sup-norm denoted by
‖ · ‖C(I,Z). The space Cγ ([b, c],Z), γ ∈ (0,1), is formed by all the functions ξ : [b, c] → Z such
that [|ξ |]Cγ ([b,c],Z) = supt,s∈[b,c], t 
=s ‖ξ(s)−ξ(t)‖Z|t−s|γ < ∞, provided with the norm ‖ · ‖Cγ ([b,c],Z)
given by ‖ξ‖Cγ ([b,c],Z) = ‖ξ‖C([b,c],Z) + [|ξ |]Cγ ([b,c],Z). The notation C1+γ ([b, c],Z) repre-
sents the space of all the continuously differentiable functions ξ ∈ Cγ ([b, c],Z) such that
ξ ′ ∈ Cα([b, c],X) endowed with the norm ‖ξ‖C1+α([b,c],X) = ‖ξ‖Cα([b,c],X) + ‖ξ ′‖Cα([b,c],X).
In this paper, A : D ⊂ X → X is the generator of an analytic semigroup of bounded linear
operators (T (t))t0 on X and Ci , i ∈ N, are positive constants such that ‖AiT (t)‖L(X)  Cit−i
for all t ∈ (0, a]. For β > 0, we represent by Xβ the domain of the fractional power (−A)β of
A endowed with the norm ‖x‖β = ‖(−A)βx‖ and we take X0 = X. The notation (X,D)η,∞,
η ∈ (0,1), stands for the space
(X,D)η,∞ =
{
x ∈ X: [x]η,∞ = sup
t∈(0,1)
∥∥t1−ηAT (t)x∥∥< ∞},
with the norm ‖x‖η,∞ = [x]η,∞ + ‖x‖. Next, we assume ‖AkT (s)‖L((X,D)η,∞,X) 
Ckη,∞
s1−η for
all k ∈ N ∪ {0} and every s > 0. For additional details on analytic semigroup and interpolation
spaces we refer the reader to [21].
In this paper, the phase space (B,‖ · ‖B) is defined axiomatically. Specifically, (B,‖ · ‖) is a
Banach space formed by functions defined from a connected interval {0} ⊂ J ⊂ (−∞,0] into X,
satisfying the following conditions.
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every t ∈ [σ,σ + b) the following conditions hold:
(i) xt is in B and the function s → xs belongs to C([σ,σ + b),B).
(ii) ‖x(t)‖H‖xt‖B .
(iii) ‖xt‖B K(t − σ) sup{‖x(s)‖: σ  s  t} +M(t − σ)‖xσ‖B ,
where H > 0 is a constant; K,M : [0,∞) → [1,∞), K is continuous, M(·) is locally
bounded and H,K(·),M(·) are independent of x(·).
(iv) If (ψn)n∈N is a sequence in B formed by continuous functions and ψn → ψ uniformly
on compacts subsets of J , then ψ ∈ B and ‖ψn −ψ‖B → 0 as n → ∞.
For β > 0, we represent by Bβ the space Bβ = {(−A)−βψ : ψ ∈ B} endowed with the norm
‖ψ‖B = ‖(−A)βψ‖B . We note the space Bβ verifies the conditions (A)(i)–(iv) related to the
space Xβ .
In the remainder of this paper, for functions u ∈ C(J ∪ [0, b],Xβ), v ∈ C(J ∪ [0, b],X) with
u0 ∈ Bβ and v0 ∈ B, we use the notation Pu, Pv and fu,v for the functions Pu : [0, b] → Bβ ,
Pv : [0, b] → B and fu,v : [0, b] → X given by Pu(t) = ut , Pv(t) = vt and fu,v(t) = f (t, ut , vt ).
In addition, B(Z,W) represents the space formed by all the bilinear continuous functions ξ : Z×
W → X endowed with the norm ‖ξ‖B(Z,W) = sup{‖ξ(z,w)‖: z ∈ B1(0,Z), w ∈ B1(0,W)}.
2. Existence of solutions
In this section we study the existence of solutions for the abstract neutral system (1.1)–(1.2).
To begin, we introduce the following concepts of solution.
Definition 2.1. A function u : J ∪ [0, b] → X, 0 < b a, is called a mild solution of the abstract
system (1.1)–(1.2) on [0, b] if u0 = ϕ, Pu ∈ C1([0, b],B) and
u(t) = T (t)ϕ(0)+
t∫
0
T (t − s)f (s, us, u′s), ∀t ∈ [0, b].
Definition 2.2. A function u : J ∪ [0, b] → X, 0 < b  a, is said to be a strict solution of the
abstract system (1.1)–(1.2) on [0, b] if u0 = ϕ, Pu ∈ C1([0, b],B), Au ∈ C([0, b],X) and u(·) is
a solution of (1.1) on [0, b].
To prove our results, we introduce the following conditions.
(H1) There are α ∈ (0,1) and β > 0 such that f ∈ Cα([0, a],B(Bβ,B)).
(H2) There are constants α ∈ (0,1), β > 0 and functions f1 ∈ Cα([0, a],L(Bβ,X)), f2 ∈
Cα([0, a],L(B,X)) such that f (t,ψ1,ψ2) = f1(t,ψ1) + f2(t,ψ2) for every t ∈ [0, a],
ψ1 ∈ Bβ and all ψ2 ∈ B.
(H1,2) There are numbers α ∈ (0,1), β > 0 and functions f1 ∈ Cα([0, a],B(Bβ,B)), f2 ∈
Cα([0, a],L(Bβ,X)) and f3 ∈ Cα([0, a],L(B,X)) such that
f (t,ψ1,ψ2) = f1(t,ψ1,ψ2)+ f2(t,ψ1)+ f3(t,ψ2), t ∈ [0, a], ψ1 ∈ Bβ, ψ2 ∈ B.
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H ∈ L1([0, a],R+) and Lf ∈ C([0,∞),R+) such that ‖AT (s)‖L(Y,X)  H(s) for all
s ∈ (0, a], f ∈ C([0, a] × Bβ × B, Y ) and
∥∥f (t,ψ1, ζ1)− f (t,ψ2, ζ2)∥∥Y  Lf (r)(‖ψ1 −ψ2‖Bβ + ‖ζ1 − ζ2‖B),
for all ψi ∈ Br(0,Bβ), ζi ∈ Br(0,B), i = 1,2, every t ∈ [0, a] and each r > 0.
For convenience, we consider some well-known concepts on abstract systems of the form
u′(t) = Au(t)+ ξ(t), t ∈ [0, a], (2.5)
u(0) = x ∈ X, (2.6)
where ξ ∈ L1([0, a],X). We note that the mild solution of the problem (2.5)–(2.6) on [0, b], 0 <
b  a, is the function defined by u(t) = T (t)x + ∫ t0 T (t − s)ξ(s) ds. In addition, a function u ∈
C([0, b],X), 0 < b a, is said to be a strict solution of (2.5)–(2.6) on [0, b] if u ∈ C1([0, b],X),
Au ∈ C([0, b],X), u(0) = x and u(·) is a solution of (2.5) on [0, b].
For completeness, we include the following well-known result.
Proposition 2.1. (See [21, Theorem 4.3.1].) Assume ξ ∈ Cα([0, b],X), x ∈ D and let u(·) be the
mild solution of (2.5)–(2.6) on [0, b]. If Ax + ξ(0) ∈ (X,D)α,∞, then u(·) is a strict solution of
(2.5)–(2.6) on [0, b], u ∈ C1+α([0, b],X), Au ∈ Cα([0, b],X) and
u′(t) = AT (t)x +
t∫
0
T (t − s)(ξ(s) − ξ(t))ds + ξ(t), ∀t ∈ [0, b].
Moreover,
‖u‖C1+α([0,b],X) + ‖Au‖Cα([0,b],X) Λ
(‖Ax‖ + ∥∥Ax + ξ(0)∥∥
α,∞ + ‖ξ‖Cα([0,b],X)
)
,
where Λ = 2C1
α
+ 3C0 + 1 + C2α(1−α) +
C1α,∞
α
is independent of ξ(·) and b.
To prove our first existence result, we need some lemmas.
Lemma 2.1. If u ∈ C1(J ∪ [0, b],X), then Pu ∈ C1([0, b],B) and ddt Pu(t) = Pdudt (t) for all
t ∈ [0, b].
Proof. Assume [k,0] ⊂ J . Since u ∈ C1(J ∪ [0, b],X), for ε > 0 there is a δ > 0 such that
‖u′(s) − u′(ξ)‖ ε for all s, ξ ∈ [k, b] with |s − ξ | < δ. Let t ∈ [0, b) and 0 < h < δ such that
t + h ∈ [0, b]. For θ ∈ [k,0] we get
∥∥∥∥u(t + h+ θ)− u(t + θ)h − u′(t + θ)
∥∥∥∥ 1h
t+h+θ∫ ∥∥u′(s) − u′(t + θ)∥∥ds  ε,
t+θ
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∥∥∥∥
C([k,0],X)
 ε, ∀0 < h< δ.
This proves Pu(t+h)−Pu(t)
h
→ Pdu
dt
(t) as h ↓ 0 uniformly on compact subsets of J , which shows
‖Pu(t+h)−Pu(t)
h
− Pdu
dt
(t)‖B → 0 as h ↓ 0. Thus, Pu is right differentiable at t and d+dt Pu(t) =
Pdu
dt
(t) for all t ∈ [0, b).
Proceeding as above, we can show Pu is left differentiable at t ∈ (0, b] and d−dt Pu(t) = Pdudt (t)
for all t ∈ (0, b], which implies Pu ∈ C1([0, b],B) and ddt Pu(t) = Pdudt (t) for all t ∈ [0, b]. This
completes the proof. 
The proof of the next lemma is simple. We include it for completeness.
Lemma 2.2. Assume condition (H1) is satisfied, 0 < b  a and u : J ∪ [0, b] → Xβ , v : J ∪
[0, b] → X are functions such that u0 ∈ Bβ , v0 ∈ B, Pu ∈ Cα([0, b],Bβ) and Pv ∈ Cα([0, b],B).
Then fu,v ∈ Cα([0, b],X) and
‖fu,v‖Cα([0,b],X)  2‖f ‖Cα([0,b],B(Bβ ,B))‖Pu‖Cα([0,b],Bβ )‖Pv‖Cα([0,b],B). (2.7)
Proof. It is easy to see that fu,v ∈ C([0, b],X) and
‖fu,v‖C([0,b],X)  ‖f ‖Cα([0,b],B(Bβ ,B))‖Pu‖C([0,b],Bβ )‖Pv‖C([0,b],B). (2.8)
On the other hand, for 0 < s < t  a we see that
∥∥fu,v(t)− fu,v(s)∥∥ ∥∥f (t)− f (s)∥∥B(Bβ ,B)∥∥Pu(t)∥∥Bβ∥∥Pv(t)∥∥B
+ ∥∥f (s)∥∥
B(Bβ ,B)
∥∥Pu(t)− Pu(s)∥∥Bβ∥∥Pv(t)∥∥B
+ ∥∥f (s)∥∥
B(Bβ ,B)
∥∥Pu(s)∥∥Bβ∥∥Pv(t)− Pv(s)∥∥B

[|f |]
Cα([0,b],B(Bβ ,B))(t − s)α‖Pu‖C([0,a],Bβ )‖Pv‖C([0,a],B)
+ ‖f ‖C([0,b],B(Bβ ,B))
[|Pu|]Cα([0,b],Bβ )(t − s)α‖Pv‖C([0,b],B)
+ ‖f ‖C([0,b],B(Bβ ,B))‖Pu‖C([0,b],Bβ )
[|Pv|]Cα([0,b],B)(t − s)α,
which implies fu,v ∈ Cα([0, b],X) and[|fu,v|]Cα([0,b],X)  ‖f ‖Cα([0,b],B(Bβ ,B))‖Pu‖Cα([0,b],Bβ )‖Pv‖Cα([0,b],B). (2.9)
Finally, we note the inequality (2.7) follows directly from (2.8) and (2.9). 
Remark 2.1. In the remainder of this paper, y : J ∪ [0, a] → X is the function given by y(t) =
ϕ(t) for t ∈ J and y(t) = T (t)ϕ(0) for t ∈ [0, a]. Next, for convenience, we use the symbol C
for the space C(J,X).
E. Hernández, D. O’Regan / Journal of Functional Analysis 261 (2011) 3457–3481 3463Now we can establish our first result on the existence of solutions of problem (1.1)–(1.2).
Theorem 2.1. Assume the condition (H1) is satisfied, limc↓0 ‖f ‖Cα([0,c],B(Bβ ,B)) = 0 and
C ↪→ B. Suppose, ϕ ∈ C1+α(J,X) ∩ C(J,Xβ), ϕ(0) ∈ D, d−ϕdt (0) = Aϕ(0) + f (0, ϕ,ϕ′),
{Aϕ(0), f (0, ϕ,ϕ′)} ⊂ (X,D)α,∞ and Py ∈ C1+α([0, a],B). Then there exists a unique mild
solution u(·) of (1.1)–(1.2) on [0, b] for some 0 < b  a. Moreover, u(·) is a strict solution on
[0, b].
Proof. Let r ∈ (Θ,Θ + 1) where
Θ = (3M˜ + K˜C0H)‖Py‖Cα([0,b],B) + 2M˜‖ic‖L(B,C)
[∣∣ϕ′∣∣]
Cα(J,X)
+ K˜Λ(3 + ∥∥(−A)β−1∥∥L(X))∥∥Aϕ(0)∥∥+ M˜K˜Λ∥∥f (0, ϕ,ϕ′)∥∥α,∞
+
(
K˜Λ
(
3 + ∥∥(−A)β−1∥∥L(X))+ M˜‖ic‖L(B,C) C
1
α,∞
α
)∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞,
Λ is the constant introduced in Proposition 2.1 and ic is the inclusion map from C into B. Now,
we select 0 < b a such that
K˜
[
M˜
(
Λ+C0‖ic‖L(C,B) + C1
α
)
+Λ(3 + ∥∥(−A)β−1∥∥)+C0b
]
‖f ‖Cα([0,b],B(Bβ ,B)) <
r −Θ
2r2
.
Let S be the space
S = {u ∈ C1+α(J ∪ [0, b],X)∩C(J ∪ [0, b],Xβ): u|J = ϕ and u′|J = ϕ′},
endowed with the metric Φ(u,v) = ‖Pu −Pv‖C1+α([0,b],B) +‖Pu −Pv‖C([0,b],Bβ ). On the space
Br(0,S), we define the map Γ : Br(0,S) → S by Γ u(t) = ϕ(t) for t ∈ J and
Γ u(t) = T (t)ϕ(0)+
t∫
0
T (t − s)f (s, us, u′s)ds, t ∈ [0, b]. (2.10)
Next, we show Γ is a contraction from Br(0,S) into Br(0,S). We divide the remainder of the
proof into several steps. Let Γ 1 : Br(0,S) → S be the map given by Γ 1u = Γ u− y.
Step 1. If u ∈ Br(0,S), then PΓ 1u ∈ Cα([0, b],B) and
‖PΓ 1u‖Cα([0,b],B)  K˜Λ
(∥∥f (0, ϕ,ϕ′)∥∥
α,∞ + ‖fu,u′‖Cα([0,b],X)
)
.
By using Lemma 2.2 and Proposition 2.1 with x = 0, we infer Γ 1u ∈ Cα([0, a],X) and
‖PΓ 1u‖C([0,b],B)  K˜
∥∥Γ 1u∥∥  K˜Λ(∥∥f (0, ϕ,ϕ′)∥∥ + ‖fu,u′‖Cα([0,b],X)).C([0,b],B) α,∞
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∥∥PΓ 1u(t + h)− PΓ 1u(t)∥∥B  M˜∥∥PΓ 1u(h)∥∥B + K˜ sup
θ∈[0,t]
∥∥Γ 1u(θ + h)− Γ 1u(θ)∥∥
 M˜K˜ sup
θ∈[0,h]
∥∥Γ 1u(θ)∥∥+ K˜[∣∣Γ 1u∣∣]
Cα([0,b],X)h
α
 K˜(M˜ + 1)[∣∣Γ 1u∣∣]
Cα([0,b],X)h
α,
which implies PΓ 1u ∈ Cα([0, b],B). Moreover, from Proposition 2.1 we obtain[|PΓ 1u|]Cα([0,b],B)  K˜(M˜ + 1)Λ(∥∥f (0, ϕ,ϕ′)∥∥α,∞ + ‖fu,u′‖Cα([0,b],X)).
Step 2. PΓ u ∈ Cα([0, b],B) for all u ∈ S.
Let u ∈ S. From Lemma 2.2 and Proposition 2.1 we have Γ u ∈ Cα([0, b],X). By using
Proposition 2.1, Step 1 and the fact that Py ∈ C1+α([0, a],B), for t ∈ [0, b) and h > 0 with
t + h ∈ [0, b] we see that
∥∥PΓ u(t + h)− PΓ u(t)∥∥B
= ∥∥(Γ u)(t+h) − (Γ u)t∥∥B
 M˜
∥∥(Γ u)h − ϕ∥∥B + K˜ sup
s∈[0,t]
∥∥Γ u(s + h)− Γ u(s)∥∥
 M˜‖yh − ϕ‖B + M˜
∥∥(Γ 1u)
h
∥∥B + K˜[|Γ u|]Cα([0,b],X)hα
 M˜
[|Py |]Cα([0,b],B)hα + M˜K˜Λ(∥∥f (0, ϕ,ϕ′)∥∥α,∞ + ‖fu,u′‖Cα([0,b],X))
+ K˜Λ(∥∥Aϕ(0)∥∥+ ∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞ +
[|fu,u′ |]Cα([0,b],X))hα,
which proves PΓ u ∈ Cα([0, b],B) and
[|PΓ u|]Cα([0,b],B)  M˜[|Py |]Cα([0,b],B) + K˜Λ(M˜ + 1)‖fu,u′‖Cα([0,b],X)
+ M˜K˜Λ∥∥f (0, ϕ,ϕ′)∥∥
α,∞
+ K˜Λ(∥∥Aϕ(0)∥∥+ ∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞
)
. (2.11)
Step 3. PΓ u ∈ C1([0, b],B) and ddt PΓ u = P ddt Γ u for all u ∈ S.
Let u ∈ S. From Lemma 2.2 and Proposition 2.1 it follows that Γ u|[0,b] ∈ C1([0, b],X) and
d
dt
Γ u(t) = AT (t)ϕ(0)+
t∫
0
AT (t − s)(fu,u′(s)− fu,u′(t))ds + T (t)fu,u′(t), t ∈ [0, b].
Since d
−ϕ
dt
(0) = Aϕ(0) + f (0, ϕ,ϕ′) = d+Γ u
dt
(0), we infer Γ u ∈ C1(J ∪ [0, b],X) and from
Lemma 2.1 we obtain PΓ u ∈ C1([0, b],B) and ddt PΓ u = P ddt Γ u.
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dt
PΓ u ∈ Cα([0, b],B) for all u ∈ S.
Let u ∈ S. To prove the assertion, we introduce the decomposition d
dt
Γ u = S1u+ S2u where
Si : J ∪ [0, b] → X are defined by S1u(θ) = ϕ′(θ), S2u(θ) = 0 for θ ∈ J and
S1u(s) = T (s)(Aϕ(0)+ f (s, us, u′s)),
S2u(s) =
s∫
0
AT (s − τ)(fu,u′(τ )− fu,u′(s))dτ,
for s ∈ [0, b]. From the definition of S1u, for k < 0, h > 0 and θ ∈ [k,−h] ⊂ J we have
∥∥S1u(h+ θ)− ϕ′(θ)∥∥= ∥∥ϕ′(h+ θ)− ϕ′(θ)∥∥ [∣∣ϕ′∣∣]
Cα(J,X)
hα. (2.12)
By noting d
−ϕ
dt
(0) = Aϕ(0)+ f (0, ϕ,ϕ′), for θ ∈ [−h,0] we see that
∥∥S1u(h+ θ)− ϕ′(θ)∥∥

∥∥T (h+ θ)(Aϕ(0)+ f (h+ θ,uh+θ , u′h+θ ))− ϕ′(θ)∥∥

∥∥T (h+ θ)(Aϕ(0)+ f (0, ϕ,ϕ′))−Aϕ(0)− f (0, ϕ,ϕ′)∥∥
+ ∥∥T (h+ θ)(f (h+ θ,uh+θ , u′h+θ )− f (0, ϕ,ϕ′))∥∥+ ∥∥ϕ′(0)− ϕ′(θ)∥∥

h+θ∫
0
∥∥AT (s)(Aϕ(0)+ f (0, ϕ,ϕ′))∥∥ds +C0[|fu,u′ |]Cα([0,b],X)hα + [∣∣ϕ′∣∣]Cα(J,X)hα

C1α,∞
α
∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞h
α +C0
[|fu,u′ |]Cα([0,b],X)hα + [∣∣ϕ′∣∣]Cα(J,X)hα,
so that,
sup
θ∈[−h,0]
∥∥S1u(h+ θ)− ϕ′(θ)∥∥ C1α,∞
α
∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞h
α
+C0
[|fu,u′ |]Cα([0,b],X)hα + [∣∣ϕ′∣∣]Cα(J,X)hα. (2.13)
On the other hand, for h > 0 and s ∈ [0, h] we get
∥∥S2(s)∥∥
s∫
0
C1(s − τ)α
(s − τ)
[|fu,u′ |]Cα([0,b],X) dτ
 C1
α
[|fu,u′ |]Cα([0,b],X)hα,
which implies ‖(S2u)h‖B  K˜C1α [|fu,u′ |]Cα([0,b],X)hα . Now, from the inequalities (2.12), (2.13)
and the properties of B we obtain
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dt
Γ u
(h)− ϕ′∥∥B  ∥∥(S1u)h − ϕ′∥∥B + ∥∥(S2u)h∥∥B
 ‖ic‖L(C,B)
∥∥(S1u)
h
− ϕ′∥∥
C(J,B) +
∥∥(S2u)
h
∥∥B
 ‖ic‖L(C,B)
(
C1α,∞
α
∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞ + 2
[∣∣ϕ′∣∣]
Cα(J,X)
)
hα
+ K˜
(
‖ic‖L(B,C)C0 + C1
α
)[|fu,u′ |]Cα([0,b],X)hα.
By using this inequality and the fact d
dt
Γ u ∈ Cα([0, a],X), see Proposition 2.1, we get∥∥∥∥ ddt PΓ u(t + h)− ddt PΓ u(t)
∥∥∥∥B
= ∥∥P d
dt
Γ u
(t + h)− P d
dt
Γ u
(t)
∥∥B
 M˜
∥∥PdΓ u
dt
(h)− ϕ′∥∥B + K˜ sup
s∈[0,t]
∥∥∥∥ ddt Γ u(s + h)− ddt Γ u(s)
∥∥∥∥
 M˜‖ic‖L(B,C)
(
C1α,∞
α
∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞ + 2
[∣∣ϕ′∣∣]
Cα(J,X)
)
hα
+ K˜M˜
(
‖ic‖L(B,C)C0 + C1
α
)[|fu,u′ |]Cα([0,b],X)hα + K˜
[∣∣∣∣ ddt Γ u
∣∣∣∣
]
Cα([0,b],X)
hα
 M˜‖ic‖L(B,C)
(
C1α,∞
α
∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞ + 2
[∣∣ϕ′∣∣]
Cα(J,X)
)
hα
+ K˜M˜
(
‖ic‖L(B,C)C0 + C1
α
)[|fu,u′ |]Cα([0,b],X)hα
+ K˜Λ(∥∥Aϕ(0)∥∥+ ∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞ + ‖fu,u′‖Cα([0,b],X)
)
hα,
which shows d
dt
PΓ u ∈ Cα([0, b],B) and
[∣∣∣∣ ddt PΓ u
∣∣∣∣
]
Cα([0,b],B)
 M˜‖ic‖L(B,C)
(
C1α,∞
α
∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞ + 2
[∣∣ϕ′∣∣]
Cα(J,X)
)
+ K˜Λ(∥∥Aϕ(0)∥∥+ ∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞
)
+ K˜
(
M˜
(
‖ic‖L(B,C)C0 + C1
α
)
+Λ
)
‖fu,u′‖Cα([0,b],X). (2.14)
Step 5. If u ∈ Br(0,S), then PΓ u ∈ C([0, b],Bβ).
From Proposition 2.1, we have AΓ u ∈ Cα([0, b],X). This implies Γ u ∈ C([0, b],Xβ) and
‖Γ u‖C([0,b],Xβ) 
∥∥(−A)β−1∥∥AΓ u‖C([0,b],X)

∥∥(−A)β−1∥∥L(X)Λ(∥∥Aϕ(0)∥∥+ ∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥α,∞
+ ‖fu,u′‖Cα([0,b],X)
)
. (2.15)
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‖PΓ u − PΓ v‖C([0,b],Bβ )
 K˜
∥∥(−A)β−1∥∥Λ‖fu,u′ − fv,v′ ‖Cα([0,b],X), ∀u,v ∈ Br(0,S). (2.16)
From Steps 2–5, we obtain that Γ is a well-defined function from Br(0,S) into S.
Step 6. The map Γ has values in Br(0,S).
From the definition of Γ , Proposition 2.1 and the properties of B we obtain
‖PΓ u‖C([0,b],B)  M˜‖ϕ‖B + K˜C0
(
H‖ϕ‖B + b‖fu,u′‖Cα([0,b],X)
)
,∥∥∥∥ ddt PΓ u
∥∥∥∥
C([0,b],B)
 M˜
∥∥ϕ′∥∥B + K˜Λ(∥∥Aϕ(0)∥∥+ ∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥α,∞)
+ΛK˜‖fu,u′‖Cα([0,b],X).
From the above estimates, the inequalities (2.11)–(2.15) and Lemma 2.2, we find that
‖PΓ u‖C1+α([0,b],B) + ‖Γ u‖C([0,b],Xβ)
 (3M˜ + K˜C0H)‖Py‖Cα([0,b],B) + 2M˜‖ic‖L(B,C)
[∣∣ϕ′∣∣]
Cα(J,X)
+ 3K˜Λ∥∥Aϕ(0)∥∥
+
(
3K˜Λ+ M˜‖ic‖L(B,C)
C1α,∞
α
)∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞ + M˜K˜Λ
∥∥f (0, ϕ,ϕ′)∥∥
α,∞
+ K˜
(
C0b + 3Λ+ M˜
(
Λ+ ‖ic‖L(B,C)C0 + C1
α
))
‖fu,u′‖Cα([0,b],X)
+ K˜∥∥(−A)β−1∥∥L(X)Λ(∥∥Aϕ(0)∥∥+ ∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥α,∞ + ‖fu,u′‖Cα([0,b],X))
 (3M˜ + K˜C0H)‖Py‖Cα([0,b],B) + 2M˜‖ic‖L(B,C)
[∣∣ϕ′∣∣]
Cα(J,X)
+ K˜Λ(3 + ∥∥(−A)β−1∥∥L(X))∥∥Aϕ(0)∥∥+ M˜K˜Λ∥∥f (0, ϕ,ϕ′)∥∥α,∞
+
(
K˜Λ
(
3 + ∥∥(−A)β−1∥∥L(X))+ M˜‖ic‖L(B,C) C
1
α,∞
α
)∥∥Aϕ(0)+ f (0, ϕ,ϕ′)∥∥
α,∞
+ K˜
(
C0b +Λ
(
3 + ∥∥(−A)β−1∥∥L(X))+ M˜
(
Λ+ ‖ic‖L(B,C)C0 + C1
α
))
‖fu,u′‖Cα([0,b],X)
Θ + K˜
[
M˜
(
Λ+C0‖ic‖L(C,B) + C1
α
)
+Λ(3 + ∥∥(−A)β−1∥∥)+C0b
]
‖fu,u′‖Cα([0,b],X),
so that,
‖PΓ u‖C1+α([0,b],B) + ‖Γ u‖C([0,b],Xβ)
Θ + K˜
[
M˜
(
Λ+C0‖ic‖L(C,B) + C1
)
+Λ(3 + ∥∥(−A)β−1∥∥)+C0b
]
‖fu,u′‖Cα([0,b],X).α
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and the last estimate we obtain ‖PΓ u‖C1+α([0,b],B)+‖Γ u‖C([0,b],Xβ) Θ+2r2 (r−Θ)2r2  r, which
proves Γ Br(0,S) ⊂ Br(0,S).
Step 7. Γ is a contraction on Br(0,S).
Let u,v ∈ S. From the properties of f (·) it is easy to see that
‖Γ u− Γ v‖C([0,a],X)  C0b‖fu,u′ − fv,v′‖C([0,a],X),
‖PΓ u − PΓ v‖C([0,b],B)  K˜C0b‖fu,u′ − fv,v′‖C([0,a],X). (2.17)
By noting Γ u−Γ v is the mild solution of problem (2.5)–(2.6) with x = 0 and ξ = fu,u′ − fv,v′ ,
and the fact that fu,u′ − fv,v′ ∈ Cα([0, b],X), from Proposition 2.1 we obtain∥∥∥∥ ddt PΓ u − ddt PΓ v
∥∥∥∥
C([0,b],B)
 K˜Λ‖fu,u′ − fv,v′‖Cα([0,a],X). (2.18)
On the other hand, from the inequalities (2.11) and (2.14) and the properties of f (·) we infer
[|PΓ u − PΓ v|]Cα([0,b],B) +
[∣∣∣∣ ddt PΓ u − ddt PΓ v
∣∣∣∣
]
Cα([0,a],B)
 K˜
[
Λ(M˜ + 2)+ M˜‖ic‖L(C,B)C0 + C1
α
]
‖fu,u′ − fv,v′‖C([0,a],X). (2.19)
In addition, from the inequalities (2.16)–(2.19) we obtain
‖PΓ u − PΓ v‖C1+α([0,b],B) + ‖PΓ u − PΓ v‖C([0,b],Bβ )
 K˜
[
M˜
(
Λ+C0‖ic‖L(C,B) + C1
α
)
+ 3Λ+C0b
]
‖fu,u′ − fv,v′‖C([0,a],X)
+ K˜∥∥(−A)β−1∥∥Λ‖fu,u′ − fv,v′‖C([0,a],X). (2.20)
Finally, by noting
‖fu,u′ − fv,v′‖Cα([0,a],X) 
(‖fu−v,u′‖Cα([0,b],X) + ‖fv,u′−v′ ‖Cα([0,a],X))
 2‖f ‖Cα([0,b],B(Bβ ,B))‖Pu − Pv‖Cα([0,a],Bα)‖Pu′ ‖Cα([0,b],B)
+ 2‖f ‖Cα([0,b],B(Bβ ,B))‖Pv‖Cα([0,b],Bβ )‖Pu′ − Pv′ ‖Cα([0,a],B)
 2r‖f ‖Cα([0,b],B(Bβ ,B))‖Pu − Pv‖Cα([0,a],Bα)
+ 2r‖f ‖Cα([0,b],B(Bβ ,B))‖Pu′ − Pv′ ‖Cα([0,a],Bα)
 2r‖f ‖Cα([0,b],B(Bβ ,B))Φ(u, v),
from the choice of b and the estimate (2.20) we obtain
Φ(Γ u,Γ v) 2r r −ΘΦ(u,v) r −ΘΦ(u,v),
2r2 r
E. Hernández, D. O’Regan / Journal of Functional Analysis 261 (2011) 3457–3481 3469which proves Γ is a contraction on Br(0,S) and there exists a unique mild solution u(·) of
the problem (1.1)–(1.2) on [0, b]. Moreover, from Proposition 2.1 it follows that u(·) is a strict
solution on [0, b]. This completes the proof. 
In Theorem 2.1, the condition “limc↓0 ‖f ‖Cα([0,b],B(Bβ ,B)) = 0” is introduced because of the
“bilinear type” behavior of the function f (·). In the next result, we omit this condition by assum-
ing f (·) can be decomposed in the form f (t,ψ1,ψ2) = f1(t,ψ1)+ f2(t,ψ2).
Theorem 2.2. Assume condition (H2) is valid, C ↪→ B, ϕ ∈ C1+α(J,X), ϕ(0) ∈ D, d−ϕdt (0) =
Aϕ(0) + f (0, ϕ,ϕ′), {Aϕ(0), f (0, ϕ,ϕ′)} ⊂ (X,D)α,∞, Py ∈ C1+α([0, a],B) and there is c ∈
(0, a) such that
2K˜
[
M˜
(
Λ+C0‖ic‖L(C,B) + C1
α
)
+Λ(3 + ∥∥(−A)β−1∥∥)]Θ < 1,
where Θ(c) = (‖f1‖Cα([0,c],L(Bβ ,X)) + ‖f2‖Cα([0,c],L(B,X))). Then there exists a unique strict
solution of (1.1)–(1.2) on [0, b] for some 0 < b a.
Proof. The proof follows with minor modifications from the proof of Theorem 2.1. Let 0 <
b a be such that
2K˜
[
M˜
(
Λ+C0‖ic‖L(C,B) + C1
α
)
+Λ(3 + ∥∥(−A)β−1∥∥)+C0b
]
Θ(b) < 1.
Let S be the space introduced in the proof of Theorem 2.1 and Γ : S → S be the map defined
by Γ u(t) = ϕ(t) for t ∈ J and
Γ u(t) = T (t)ϕ(0)+
t∫
0
T (t − s)f (s, us, u′s)ds, t ∈ [0, b]. (2.21)
Arguing as in the proof of Theorem 2.1 we can prove Γ is a contraction on S and there exists a
unique mild solution of (1.1)–(1.2) on [0, b]. Finally, from Proposition 2.1 we infer that u(·) is a
strict solution on [0, b]. 
The next proposition establishes the existence of a solution using the condition (H1,2) (which
is a mixture between the conditions (H1) and (H2)). The proof of this result follows arguing as
in the proofs of Theorem 2.1 and Theorem 2.1. We decide omit it.
Theorem 2.3. Assume the condition (H1,2) is satisfied, limc↓0 ‖f1‖Cα([0,c],B(Bβ ,B)) = 0, C ↪→ B
and there is c > 0 such that
2K˜
[
M˜
(
Λ+C0‖ic‖L(C,B) + C1
α
)
+Λ(3 + ∥∥(−A)β−1∥∥)]Θ(c) < 1,
where Θ(c) = (‖f2‖Cα([0,c],L(Bβ ,X)) + ‖f3‖Cα([0,c],L(B,X))). Suppose, ϕ ∈ C1+α(J,X) ∩
C(J,Xβ), ϕ(0) ∈ D, d−ϕ (0) = Aϕ(0) + f (0, ϕ,ϕ′), {Aϕ(0), f (0, ϕ,ϕ′)} ⊂ (X,D)α,∞ anddt
3470 E. Hernández, D. O’Regan / Journal of Functional Analysis 261 (2011) 3457–3481Py ∈ C1+α([0, a],B). Then there exists a unique mild solution of (1.1)–(1.2) on [0, b] for some
0 < b a.
In our next theorem, we establish the existence of a strict solution for (1.1)–(1.2) via the
condition (H3). To this end, we need the following lemma.
Lemma 2.3. Assume the condition (H3) is satisfied and ξ ∈ C([0, b], Y ). Then, the mild solution
w(·) of (2.5)–(2.6) with x = 0 is a strict solution and
w′(t) =
t∫
0
AT (t − s)ξ(s) ds + ξ(t), ∀t ∈ [0, b]. (2.22)
Proof. Let t ∈ [0, b). For h > 0 such that t + h ∈ [0, b], we consider the decomposition
w(t + h)−w(t)
h
=
t∫
0
(
T (h)− I
h
)
T (t − s)ξ(s) ds + 1
h
t+h∫
t
T (t + h− s)ξ(s) ds.
By noting ξ ∈ C([0, b],X) and (T (t))t0 is strongly continuous, it is easy to show that the
second integral converges to ξ(t) as h ↓ 0. Concerning the first integral term, for 0 < s < t we
note
∥∥∥∥
(
T (h)− I
h
)
T (t − s)ξ(s)
∥∥∥∥=
∥∥∥∥1h
(
T (t + h− s)− T (t − s))ξ(s)∥∥∥∥

∥∥∥∥∥1h
t−s+h∫
t−s
AT (μ)ξ(s) dμ
∥∥∥∥∥
 1
h
t−s+h∫
t−s
∥∥AT (μ)∥∥L(Y,X)∥∥ξ(s)∥∥Y dμ
H(t − s)‖ξ‖C([0,b],Y ),
so that,
∥∥∥∥
(
T (h)− I
h
)
T (t − s)ξ(s)
∥∥∥∥H(t − s)‖ξ‖C([0,b],Y ), ∀s ∈ [0, t).
Since H ∈ L1([0, b],R+), from the Lebesgue dominated convergence theorem we obtain
t∫ (
T (h)− I
h
)
T (t − s)ξ(s) ds →
t∫
AT (t − s)ξ(s) ds as h ↓ 0,0 0
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∂+w
∂t
(t) =
t∫
0
AT (t − s)ξ(s) ds + ξ(t). (2.23)
A similar argument shows w(·) is left differentiable at t ∈ (0, b] and
∂−w
∂t
(t) =
t∫
0
AT (t − s)ξ(s) ds + ξ(t), t ∈ (0, b]. (2.24)
From the above remarks, we obtain w ∈ C1([0, b],X) and the formula (2.22) is satisfied.
Moreover, by noting A is a closed operator, from the definition of w(·) and (2.22) we have
w′(t) = A
t∫
0
T (t − s)ξ(s) ds + ξ(t) = Aw(t)+ ξ(t), t ∈ [0, b], (2.25)
which shows w(·) is a strict solution of (2.5)–(2.6) with x = 0. The proof is complete. 
To simplify our developments, in the next result we assume f (0,0,0) = 0. The general case
can be treated in a similar form.
Theorem 2.4. Let condition (H3) hold, ϕ ∈ C1(J,X), ϕ(0) ∈ D, d−ϕdt (0) = Aϕ(0) + f (0, ϕ,ϕ′)
and there is r > 0 such that
K(0)C0
(∥∥Aϕ(0)∥∥+ ∥∥(−A)βϕ(0)∥∥)< r(1 −Lf (r)‖ic‖L(Y,X)K(0)).
Then there exists a unique mild solution u(·) of (1.1)–(1.2) on [0, b] for some 0 < b  a. More-
over, u(·) is a strict solution on [0, b].
Proof. By noting K(·) is continuous, we can select 0 < b a and 1 > δ > 0 such that
K˜(b)C0
(∥∥Aϕ(0)∥∥+ ∥∥(−A)βϕ(0)∥∥)+ δ < r(1 −Lf (r)‖ic‖L(Y,X)K˜(b)),
Lf (r)K˜(b)
(∥∥AT (·)∥∥
L1([0,b],L(Y,X))
(
1 + ∥∥(−A)β−1∥∥)+ ‖ic‖L(Y,X)C0b)r < δ,
Lf (r)K˜(b)‖ic‖L(Y,X) + δ
r
< 1,
where K˜(b) = sups∈[0,b] K(s). Let F be the space
F = {u ∈ C1(J ∪ [0, b],X): u0 = ϕ, u′ = ϕ′, Pu ∈ C([0, b],Bβ), Pu ∈ C1([0, b],B)},|J
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Br(0,F), we define the map Γ : Br(0,F) → F by Γ u(t) = ϕ(t) for t ∈ J and
Γ u(t) = T (t)ϕ(0)+
t∫
0
T (t − s)f (s, us, u′s)ds, t ∈ [0, b]. (2.26)
In the remainder of this proof, we prove Γ is a contraction on Br(0,F).
Let u ∈ F. From the assumptions and Lemma 2.3 it is easy to see Γ u ∈ C(J ∪ [0, b],X) and
Γ u|[0,b] ∈ C1([0, b],X). Moreover, by noting that
d
dt
Γ u(t) = AT (t)ϕ(0)+
t∫
0
AT (t − s)f (s, us, u′s)ds + f (t, ut , u′t), ∀t ∈ [0, b], (2.27)
from the compatibility condition d
−ϕ
dt
(0) = Aϕ(0)+ f (0, ϕ,ϕ′) and Lemma 2.1 we infer PΓ u ∈
C1([0, b],B) and d
dt
PΓ u = P d
dt
Γ u
. This proves the map Γ has values in F.
On the other hand, for u,v ∈ Br(0,S) we have
∥∥Γ u(t)− Γ v(t)∥∥
β
=
t∫
0
∥∥(−A)βT (t − s)(f (s, us, u′s)− f (s, vs, v′s))∥∥ds

∥∥(−A)β−1∥∥
t∫
0
∥∥AT (t − s)∥∥L(Y,X)∥∥f (s, us, u′s)− f (s, vs, v′s)∥∥Y ds

∥∥(−A)β−1∥∥Lf (r)
t∫
0
∥∥AT (t − s)∥∥L(Y,X)(‖us − vs‖Bβ + ∥∥u′s − v′s∥∥B)ds
and hence,
‖Γ u− Γ v‖C([0,b],Xβ) 
∥∥(−A)β−1∥∥Lf (r)∥∥AT (·)∥∥L1([0,b],L(Y,X))Φ(u, v). (2.28)
Moreover, proceeding as above we infer
‖Γ u‖C([0,b],Xβ)  C0
∥∥(−A)βϕ(0)∥∥+ ∥∥(−A)β−1∥∥Lf (r)∥∥AT (·)∥∥L1([0,b],L(Y,X))r. (2.29)
Similarly, we have
∥∥Γ u(t)− Γ v(t)∥∥ C0
t∫
0
‖ic‖L(Y,X)
∥∥f (s, us, u′s)− f (s, vs, v′s)∥∥Y ds
 C0Lf (r)‖ic‖L(Y,X)
t∫ (‖us − vs‖B + ∥∥u′s − v′s∥∥B)ds,0
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‖Γ u− Γ v‖C([0,b],X)  C0Lf (r)‖ic‖L(Y,X)bΦ(u, v), (2.30)
‖Γ u‖C([0,b],X)  C0Lf (r)‖ic‖L(Y,X)br. (2.31)
On the other hand, by using the representation (2.27) we obtain
∥∥∥∥dΓ udt (t)− dΓ vdt (t)
∥∥∥∥
t∫
0
∥∥AT (t − s)∥∥L(Y,X)∥∥f (s, us, u′s)− f (s, vs, v′s)∥∥Y ds
+ ‖ic‖L(Y,X)
∥∥f (t, ut , u′t)− f (t, vt , v′t)∥∥Y
 Lf (r)
t∫
0
∥∥AT (t − s)∥∥L(Y,X)(‖us − vs‖Bβ + ∥∥u′s − v′s∥∥B)ds
+Lf (r)‖ic‖L(Y,X)
(‖ut − vt‖Bβ + ∥∥u′t − v′t∥∥B),
and
∥∥∥∥ ddt Γ u− ddt Γ v
∥∥∥∥
C([0,b],X)
 Lf (r)
(∥∥AT (·)∥∥
L1([0,b],L(Y,X)) + ‖ic‖L(Y,X)
)
Φ(u,v). (2.32)
Arguing as above, we also find
∥∥∥∥ ddt Γ u
∥∥∥∥
C([0,b],X)
 C0
∥∥Aϕ(0)∥∥+Lf (r)(∥∥AT (·)∥∥L1([0,b],L(Y,X)) + ‖ic‖L(Y,X))r. (2.33)
From the inequalities (2.29), (2.31), (2.33) and the properties of B, we obtain
Φ(Γ u,0) K˜(b)C0
(∥∥Aϕ(0)∥∥+ ∥∥(−A)βϕ(0)∥∥)+ K˜(b)Lf (r)‖ic‖L(Y,X)C0br
+Lf (r)K˜(b)
∥∥AT (·)∥∥
L1([0,b],L(Y,X))
(
1 + ∥∥(−A)β−1∥∥)r +Lf (r)K˜(b)‖ic‖L(Y,X)r
 K˜(b)C0
(∥∥Aϕ(0)∥∥+ ∥∥(−A)βϕ(0)∥∥)+ δ + rLf (r)K˜(b)‖ic‖L(Y,X)
 r
(
1 −Lf (r)‖ic‖L(Y,X)K˜(b)
)+ rLf (r)‖ic‖L(Y,X)K˜(b),
which implies Φ(Γ u,0)  r and Γ has values in Br(0,F). Moreover, from the inequalities
(2.28), (2.30) and (2.32) we see that
Φ(Γ u,Γ v) Lf (r)K˜(b)
∥∥AT (·)∥∥
L1([0,b],L(Y,X))
(
1 + ∥∥(−A)β−1∥∥)Φ(u,v)
+Lf (r)K˜(b)‖ic‖L(Y,X)Φ(u, v)+Lf (r)K˜(b)C0bΦ(u, v)

[
Lf (r)K˜(b)‖ic‖L(Y,X) + δ
]
Φ(u,v)r
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of the abstract problem (1.1)–(1.2) on [0, b]. Finally, from Lemma 2.3 it follows that u(·) is a
strict solution of (1.1)–(1.2) on [0, b]. This completes the proof. 
We note that the abstract formulation of Theorem 2.4 is appropriated to treat partial differential
equations with a forcing term involving nonlinearities or partial derivatives of the state. If the
function f (·) is globally Lipschitz, we have the following more simple result. The proof of
Theorem 2.5 below, follows with minor modifications from the proof of Theorem 2.4. We include
a sketch of the proof for completeness.
Theorem 2.5. Assume the condition (H3) is satisfied with β = 0 and the function Lf (·) is
constant with Lf (t) = Lf for all t ∈ [0, a]. Suppose ϕ ∈ C1(J,X), ϕ(0) ∈ D, d−ϕdt (0) =
Aϕ(0) + f (0, ϕ,ϕ′) and Lf ‖ic‖L(Y,X)K(0) < 1. Then there exists a unique strict solution u(·)
of (1.1)–(1.2) on [0, b] for some 0 < b a.
Proof. Since K(·) is continuous, there is 0 < b a such that
Lf
(∥∥AT (·)∥∥
L1([0,b],L(Y,X)) + ‖ic‖L(Y,X)(1 +C0b)
)
K˜(b) < 1,
where K˜(b) = sups∈[0,b] K(s). Let F be the space
F = {u ∈ C1(J ∪ [0, b],X): u0 = ϕ, u′|J = ϕ′, Pu ∈ C1([0, b],B)},
endowed with the metric Φ(u,v) = ‖Pu − Pv‖C1([0,b],B). On the space F, we define the map
Γ : F → F by Γ u(t) = ϕ(t) for t ∈ J and
Γ u(t) = T (t)ϕ(0)+
t∫
0
T (t − s)f (s, us, u′s)ds, t ∈ [0, b].
Proceeding as in the proof of Theorem 2.4, we obtain Γ is well defined and has values in F.
Moreover, from the cited proof it is easy to see
‖Γ u− Γ v‖C([0,b],X)  C0Lf ‖ic‖L(Y,X)bΦ(u, v), (2.34)∥∥∥∥ ddt Γ u− ddt Γ v
∥∥∥∥
C([0,b],X)
 Lf
(∥∥AT (·)∥∥
L1([0,b],L(Y,X)) + ‖ic‖L(Y,X)
)
Φ(u,v), (2.35)
from which we obtain
Φ(Γ u,Γ v) Lf K˜(b)
(∥∥AT (·)∥∥
L1([0,b],L(Y,X)) + ‖ic‖L(Y,X)(1 +C0b)
)
Φ(u,v). (2.36)
This shows Γ is a contraction on F and there exists a unique mild solution u ∈ F of (1.1)–(1.2)
on [0, b]. Finally, from Lemma 2.3 we conclude u(·) is a strict solution on [0, b]. 
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We complete this section with some considerations related to other classes of neutral systems
considered in the literature. To simplify the exposition and reduce the associated literature, next
we consider the neutral systems and the existence results in [1,5,15,14,16]. The systems studied
in these paper can be represented in the form
d
dt
[
x(t)+G(t, xt )
]= Ax(t)+ F(t, xt ), t ∈ [0, a], (2.37)
x0 = ϕ ∈ B, (2.38)
where A, B are as above and F(·), G(·) are appropriate functions. The results in [1,5] are proved
assuming the function G(·) has values in the domain of A, and those in [15,14,16] are established
supposing G(·) has values in the domain of a fractional power (−A)β of A. These assumptions
are interesting and elegant alternatives in the study of neutral systems such as (2.37)–(2.38).
However, considering the nature of the operator A and the basic motivations of these works
(the study of partial neutral differential equations), they are very strong restrictions. In the ap-
plications in Datko [5], for example, X = CUC([0,∞),R) (the space of bounded uniformly
continuous functions from (−∞,0] into R with the norm ‖ · ‖C([0,∞),R)), D = {x ∈ X: x′ ∈ X}
and A : D ⊂ X → X is given by Ax = x′. In this case, the function G(·) has an unusual regu-
larizing property which transforms a continuous function into a C1 function. A similar situation
occurs in the applications in [15,14,16], where g(·) transform functions with values in L2([0,π])
into functions with values in W 10 ([0,π]).
Next, by considering the developments in Section 2 we establish some new existence results
for the systems studied in [1,5,15,14,16] without the use of the above described assumptions.
In the remainder of this section, for simplicity, we take B = C([−r,0],X) and maintain all the
notations used before.
To begin, we study a class of system similar to those studied by Datko in [5]. Consider the
neutral system
d
dt
(
u(t)+
m∑
i=1
Bj (t)u(t − hj )
)
= Au(t)+
n∑
i=1
Aj(t)u(t − hj ), t ∈ [0, a], (2.39)
u0 = ϕ ∈ B, (2.40)
where A is as above and Aj(·),Bj (·) are operator functions defined from [0, a] into L(X).
In Proposition 2.2 below, we say a function u : [−r, b] → X, 0 < b  a, is a classical solu-
tion of system (2.39)–(2.40) on [0, b] if u0 = ϕ, the function t → u(t) +∑mi=1 Bj (t)u(t − hj )
belongs to C1([0, b],X), u(t) ∈ D for all t ∈ [0, b], Au|[0,b] ∈ C([0, b],X) and u(·) is a solution
of Eq. (2.39) on [0, b].
Proposition 2.2. Assume ϕ ∈ C1+α([−r,0],X), ϕ(0) ∈ D, Py ∈ C1+α([0, a],B), Bi ∈ C1+α([0,
a],L(B,X)), i = 1, . . . ,m, Aj ∈ Cα([0, a],L(B,X)), j = 1, . . . , n, there is c ∈ (0, a) such that
2[4Λ+C0 + C1α ]Θ(c) < 1 and{
Aϕ(0),−
m∑[dBj (0)
dt
ϕ(−hj )−Bj (0)ϕ′(−hj )
]
+
n∑
Aj(0)ϕ(−hj )
}
⊂ (X,D)α,∞,i=1 i=1
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dt
(0) = Aϕ(0)−
m∑
i=1
[
dBj (0)
dt
ϕ(−hj )−Bj (0)ϕ′(−hj )
]
+
n∑
i=1
Aj(0)ϕ(−hj ),
where Θ(c) =∑ni=1 ‖Ai‖Cα([0,c],L(X))+∑mi=1 ‖Bi‖C1+α([0,c],L(X)). Then there exists a classical
solution u(·) of (2.39)–(2.40) on [0, b] for some 0 < b a.
Proof. We introduce the associated system
u′(t) = Au(t)−
m∑
i=1
[
dBj (t)
dt
u(t − hj )+Bj (t)u′(t − hj )
]
+
n∑
i=1
Aju(t − hj ), t ∈ [0, a], (2.41)
u0 = ϕ ∈ B. (2.42)
By defining the functions f1, f2 : [0, a] → L(B,X) by
f1(t)ψ = −
m∑
i=1
Bj (t)ψ(−hj )+
n∑
i=1
Aj(t)ψ(−hj ) and
f2(t)ψ = −
m∑
i=1
dBj (t)
dt
ψ(−hj ),
we can represent the system (2.41)–(2.42) in the abstract form (1.1)–(1.2). Moreover, it is easy
to see that the assumptions in Theorem 2.2 are satisfied, which implies there exists a unique
classical solution u ∈ C1([0, b],X) of (2.41)–(2.42) on [0, b] for some b > 0. Since u(·) and∑m
j=1 Bj (·) are continuously differentiable, it follows that u(·) is a classical solution of (2.39)–
(2.40) on [0, b]. 
The next immediate corollary is related to the system studied in [5]. We omit the proof.
Corollary 2.1. Assume ϕ satisfies all the conditions in Proposition 2.2, the functions Bj (·), Ai(·)
are constants (Bj (t) = Bj and Ai(t) = Ai for all t ∈ [0, a]) and
{
Aϕ(0),−
m∑
i=1
Bjϕ
′(−hj )+
n∑
i=1
Ajϕ(−hj )
}
⊂ (X,D)α,∞,
d−ϕ
dt
(0) = Aϕ(0)−
m∑
i=1
Bjϕ
′(−hj )+
n∑
i=1
Ajϕ(−hj ).
If 2[4Λ +C0 + C1α ](
∑n
i=1 ‖Ai‖ +
∑m
i=1 ‖Bi‖) < 1, then there exists a classical solution u(·) of
(2.39)–(2.40) on [0, b] for some 0 < b a.
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[15,14,16]). In the next result, we use the notation diG for the partial derivatives of the func-
tion G(·).
Proposition 2.3. Assume ϕ ∈ C1+α([−r,0],X), ϕ(0) ∈ D, Py ∈ C1+α([0, a],B), the function
G(·) belongs to C1([0, a] × B,X), F ∈ Cα([0, a],L(B,X)), d1G ∈ Cα([0, a],L(B,X)) and
d2G ∈ Cα([0, a],B(B,B)). Suppose, limc↓0 ‖d2G‖Cα([0,c],B(B,B)) = 0, there is c ∈ (0, a] such
that 2[4Λ + C0 + C1α ]Θ(c) < 1, where Θ(c) = ‖d1G‖Cα([0,c],L(B,X)) + ‖d2G‖Cα([0,c],L(B,X))
and
d−ϕ
dt
(0) = Aϕ(0)− d1G(t,ϕ)− d2G
(
t, ϕ,ϕ′
)+ F(t, ϕ),{
Aϕ(0),−d1G(t,ϕ)− d2G(t,ϕ)ϕ′ + F(t, ϕ)
}⊂ (X,D)α,∞.
Then there exists a classical solution u(·) of (2.37)–(2.38) on [0, b] for some 0 < b a.
Proof. Consider the associated neutral system
u′(t) = Au(t)− d1G(t,ut )− d2G(t,ut )u′t + F(t, ut ), t ∈ [0, a], (2.43)
u0 = ϕ ∈ B. (2.44)
By defining the function f : [0, a] → B(B,B) by f (t,ψ,φ) = −d1G(t,ψ) − d2G(t,ψ)φ +
F(t,ψ), we can represent the system (2.43)–(2.44) in the form (1.1)–(1.2). Under the above
conditions and notations, we see that the assumptions in Theorem 2.3 are fulfilled and there exists
a unique classical solution u ∈ C1([−r,0],X) of (2.43)–(2.44) on [0, b] for some 0 < b  a.
Finally, by noting G(·) and u(·) are of class C1, we infer u(·) is a classical solution of (2.37)–
(2.38) on [0, b]. 
3. Applications
In this section we present some applications on the existence of solutions for partial neutral
differential equations. To begin, we introduce some technicalities on the Laplacian operator with
Dirichlet condition.
In the remainder of this section, X = L2([0,π]) and A : D ⊂ X → X is the operator given
by Ax = x′′ with domain D = {x ∈ X: x′′ ∈ X, x(0) = x(π) = 0}. It is well known that A is
the generator of an analytic semigroup (T (t))t0 on X, A has discrete spectrum with eigen-
values −n2, n ∈ N, and associated normalized eigenvectors zn(ξ) = ( 2π )1/2 sin(nξ). Moreover,
{zn: n ∈ N} is an orthonormal basis of X, T (t)x =∑∞n=1 e−n2t 〈x, zn〉zn for all x ∈ X and every
t  0. In addition, ‖T (t)‖ e−t , ‖AT (t)‖ e− t2 t−1 and ‖A2T (t)‖ 4t−2 for all t > 0.
In the remainder of this section, y(·), ϕ, α and Λ are as in Section 2. We note that in the
current case, Λ = 4 + 2
α
+ 4
α(1−α) +
C1α,∞
α
.
Consider the partial neutral differential equation with finite delay
∂w
∂t
(t, ξ) = ∂
2w
∂ξ2
(t, ξ)+μ(t)
t∫
ζ(s − t) ∂w
∂s
(s, ξ) ds, (3.45)t−r
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w(s, ξ) = ϕ(s, ξ), ξ ∈ [0,π], s ∈ [−r,0], (3.47)
for (t, ξ) ∈ [0, a] × [0,π], where ϕ : [−r,0] × [0,π] → R is continuous, r > 0 and ζ,μ ∈
C([0, a],R).
To represent the system (3.45)–(3.47) in the abstract form (1.1)–(1.2), we take B =
C([−r,0],X) and introduce the function f : [0, a] × B × B → X defined by f (t,ψ1,ψ2)(ξ) =
μ(t)
∫ 0
−r ζ(s)ψ2(s, ξ) ds. In the next proposition, which is a consequence of Theorem 2.2 with
β = 0, we say that a function u ∈ C([0, b],X) is a strict solution of (3.45)–(3.47) on [0, b] if u(·)
is a strict solution of the associated abstract system (1.1)–(1.2) on [0, b].
Now, we can establish a result on the existence of solutions for (3.45)–(3.47).
Proposition 3.4. Assume μ ∈ Cα([0, a],R), ϕ(0, ·) ∈ D, ϕ ∈ C1+α([−r,0],X), d−ϕ
dt
(0, ·) =
Aϕ(0, ·) + μ(0) ∫ 0−r ζ(s)ϕ′(s, ·) ds, {Aϕ(0, ·),μ(0) ∫ 0−r ζ(s)ϕ′(s, ·) ds} ⊂ (X,D)α,∞ and Py ∈
C1+α([0, a],B). Suppose, there is 0 < c a such that
2
(
4Λ+ 1 + 1
α
)
Λ‖μ‖Cα([0,c],R)‖ζ‖L2([−r,0],R)r
1
2 < 1.
Then there exists a unique strict solution of (3.45)–(3.47) on [0, b] for some 0 < b a.
We study now the system with discrete delay
∂
∂t
w(t, ξ) = ∂
2
∂ξ2
w(t, ξ)+ ζ(t)u(t − r1)+μ(t)u′(t − r2), (3.48)
w(t,0) = w(t,π) = 0, t ∈ [0, a], (3.49)
w(s, ξ) = ϕ(s, ξ), ξ ∈ [0,π], s ∈ [−r,0], (3.50)
for (t, ξ) ∈ [0, a] × [0,π], where 0 < ri < r . To treat this system, we use the space B =
C([−r,0],X) and introduce the function f : [0, a] × B × B → X by f (t,ψ1,ψ2)(ξ) =
ζ(t)ψ1(−r1) + μ(t)ψ2(−r2). The next proposition follows from Theorem 2.2 with β = 0. We
omit the proof.
Proposition 3.5. Assume the functions μ(·), ζ(·) belong to Cα([0, a],R), ϕ(0, ·) ∈ D, ϕ ∈
C1+α([−r,0],X), Py ∈ C1+α([0, a],B), d−ϕdt (0, ·) = Aϕ(0, ·)+ ζ(0)ϕ(−r1, ·)+μ(0)ϕ′(−r2, ·),{Aϕ(0, ·), ζ(0)ϕ(−r1, ·)+μ(0)ϕ′(−r2, ·)} ⊂ (X,D)α,∞ and there is 0 < c a such that
2
(
4Λ+ 1 + 1
α
)(‖ζ‖Cα([0,c],R) + ‖μ‖Cα([0,c],R))< 1.
Then there exists a unique strict solution of (3.48)–(3.50) on [0, b] for some 0 < b a.
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∂
∂t
w(t, ξ) = ∂
2
∂ξ2
w(t, ξ)+ ζ(t)u(t − r1)u′(t − r2), (t, ξ) ∈ [0, a] × [0,π], (3.51)
w(t,0) = w(t,π) = 0, t ∈ [0, a], (3.52)
w(s, ξ) = ϕ(s, ξ), ξ ∈ [0,π], s ∈ [−r,0], (3.53)
where ζ ∈ Cα([0, a],R), α ∈ (0,1) and 0 < ri < r .
To treat the nonlinearity, we work on an interpolation space. Next, we take β > 12 , ζ ∈ Cα([0,
a],R), Bβ = C([−r,0],Xβ) and B = C([−r,0],X). Let f : [0, a] × Bβ × B → X be the func-
tion defined by f (t,ψ1,ψ2)(ξ) = ζ(t)ψ1(−r1)ψ2(−r2). An easy estimate shows f (·) is well
defined, f ∈ Cα([0, a],B(Bβ,B)) and ‖f ‖Cα([0,a],L(Bβ ,B))  ‖ζ‖Cα([0,a],R)‖ic‖L(Xβ,C([0,π],R)).
The following result is a consequence of Theorem 2.1.
Proposition 3.6. Assume limc↓0 ‖ζ‖Cα([0,c],R) = 0. Suppose the function ϕ(·) belongs to
C1+α([−r,0],X)∩C([−r,0],Xβ), ϕ(0, ·) ∈ D, d−ϕdt (0, ·) = Aϕ(0, ·)+ ζ(0)ϕ(−r1, ·)ϕ′(−r2, ·),
{Aϕ(0, ·), ϕ(−r1, ·)ϕ′(−r2, ·)} ⊂ (X,D)α,∞ and Py ∈ C1+α([0, a],B). Then there exists a
unique strict solution of the system (3.51)–(3.53) on [0, b] for some 0 < b a.
Now, we discuss the existence of solutions for a system with unbounded delay which arise in
the theory of heat conduction in fading memory materials. Consider the system
u′(t, ξ) = u(t, ξ)+
t∫
−∞
k2(t − s)u(s, ξ) ds −
t∫
−∞
k1(t − s)u′(s, ξ) ds, (3.54)
u(t,0) = u(t,π) = 0, t ∈ [0, a], (3.55)
u(s, ξ) = ϕ(s, ξ), ξ ∈ [0,π], s  0, (3.56)
for (t, ξ) ∈ [0, a] × [0,π], where ϕ(·) is a function defined from (−∞,0] × [0,π] into R.
To treat this system, we need to select an appropriated phase space. Let r  0, 1  p < ∞
and ρ : (−∞,−r] → R be a nonnegative measurable function which satisfies the conditions
(g-5) and (g-6) in the terminology of [17]. The space Cr × Lp(ρ,X) is formed by all classes of
functions ψ : (−∞,0] → X such that ψ|[−r,0] ∈ C([−r,0],X), ψ(·) is Lebesgue-measurable and
ρ
1
p ψ ∈ Lp((−∞,−r],X). The norm in Cr × Lp(ρ,D) is given by ‖ϕ‖B = ‖ψ‖C([−r,0],X) +
‖ρ 1p ψ‖Lp((−∞,−r],X). From [17], we know B satisfy the conditions in Section 2.
Next, we assume Ki ∈ C([0,∞),R) and θi = (
∫ 0
−∞
K2i (−τ)
ρ(τ) dτ
)
1
2 < ∞ for i = 1,2. Under these
conditions, the functions f1 : [0, a] × B1 → X, f2 : [0, a] × B → X given by
f1(t,ψ)(ξ) =
0∫
−∞
K2(−τ)ψ(τ, ξ) dτ and
f2(t,ψ)(ξ) =
0∫
K1(−τ)ψ(τ, ξ) dτ (3.57)−∞
3480 E. Hernández, D. O’Regan / Journal of Functional Analysis 261 (2011) 3457–3481are well defined, f1 ∈ Cα([0, a],L(B1,X)), f2 ∈ Cα([0, a],L(B,X)), ‖f1‖Cα([0,a],L(B1,X)) 
Θ1 and ‖f2‖Cα([0,a],L(B,X)) Θ2. From Theorem 2.2, we have the following result.
Proposition 3.7. Assume ϕ ∈ C1+α((−∞,0],X), ϕ(0, ·) ∈ D, ϕ′(0, ·) = Aϕ(0, ·) + f1(0, ϕ) +
f2(0, ϕ′), {Aϕ(0, ·), f1(0, ϕ) + f2(0, ϕ′)} ⊂ (X,D)α,∞, Py is a function in C1+α([0, a],B) and
2(4Λ+1+ 1
α
)(Θ1 +Θ2) < 1. Then there exists a unique strict solution of (3.54)–(3.56) on [0, b]
for some 0 < b a.
We finish this section discussing briefly the existence of solutions for the neutral system
d
dt
(
w(t, ξ)+
m∑
i=1
βj (t)w(t − rj , ξ)
)
= w(t, ξ)+
n∑
i=1
αj (t)w(t − ri , ξ), t ∈ [0, a], (3.58)
w(t,0) = w(t,π) = 0, t ∈ [0, a], (3.59)
w(s, ξ) = ϕ(s, ξ), ξ ∈ [0,π], s ∈ [−r,0], (3.60)
where βj ∈ C1+α([0, a],R) and αi ∈ Cα([0, a],R) for all i, j . The next result follows from
Proposition 2.2.
Proposition 3.8. Assume ϕ ∈ C1+α((−∞,0],X), ϕ(0, ·) ∈ D, the function Py belongs to
C1+α([0, a],B) and there is a number c ∈ (0, a] such that 2[4Λ + 1 + 1
α
]Θ(c) < 1 where
Θ(c) =∑ni=1 ‖αi‖Cα([0,c],R) +∑mi=1 ‖βi‖C1+α([0,c],R). Suppose,
ϕ′(0, ·) = Aϕ(0, ·)−
m∑
j=1
[
β ′j (0)ϕ(−rj , ·)− βj (0)ϕ′(−rj , ·)
]+ m∑
j=1
αj (0)ϕ(−rj , ·),
{
Aϕ(0, ·),−
m∑
j=1
[
β ′j (0)ϕ(−rj , ·)− βj (0)ϕ′(−rj , ·)
]+ m∑
j=1
αj (0)ϕ(−rj , ·)
}
⊂ (X,D)α,∞.
Then there exists a unique strict solution of (3.54)–(3.56) on [0, b] for some 0 < b a.
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