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Summary
We say that two sets A and B, each of cardinality m, form an m + m sum-and-
distance system {A,B} if the sum-and-distance set A∗B comprised of all the absolute
values of the sums and distances ai ± bj contains either the consecutive odd integers
{1, 3, 5, . . . 4m2 − 1} or with the inclusion of the set elements themselves, the consecu-
tive integers {1, 2, 3, . . . , 2m(m+ 1)} (an inclusive sum-and-distance system). Sum-and-
distance systems can be thought of as a discrete analogue of the union of a Minkowski
sum system with a Minkowski difference system. We show that they occur naturally
within a traditional reversible square matrix, where conjugation with a specific orthog-
onal symmetric involution, always reveals a sum-and-distance system within the block
structure of the conjugated matrix. Moreover, we show that the block representation is
an algebra isomorphism.
Building upon results of Ollerenshaw, and Bre´e, for a fixed dimension n, we establish a
bijection between the set of sum-and-distance systems and the set of traditional principal
reversible square matrices of size n × n. Using the jth non-trivial divisor function
cj(n), which counts the total number of proper ordered factorisations of the integer
n = pa11 . . . patt into j parts, we prove that the total number of n+ n principal reversible











































where Ω(n) = a1 + a2 + . . .+ at is the total number of prime factors (including repeats)
of n.
Further relations between the divisor functions and their Dirichlet series are deduced, as
well as a construction algorithm for all sum-and-distance systems of either type.
Superalgebra structures relating to the matrix symmetry properties are identified, in-
cluding those for the reversible and most-perfect square matrices of those considered
by Ollerenshaw and Bre´e. For certain symmetry types, links between the block rep-
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R The set of all real numbers.
C The set of all complex numbers.
Z The set of all integers.
N The set of all natural numbers.
∅ The empty set.
Zn The set of all integers from 1 to n, {1, 2, . . . , n}.
Rn Any n-length vector of real entry values.
Rn×n The set of all n× n matrices with real number entries.
Zn×n The set of all n× n matrices with integer entries.
In The n× n identity matrix In =

1 0 . . . 0




0 0 . . . 1
.
Jn The n× n anti-diagonal identity matrix, Jn =

0 . . . 0 1
0 . . . 1 0
... . .
. ...
1 . . . 0 0
.
En The n× n matrix of ones, En =

1 1 . . . 1





1 1 . . . 1
 .
0ˆn The n× n zero matrix, 0ˆk =

0 0 . . . 0




0 0 . . . 0

cn A n-length vector consisting only of the constant c. For example, 1n = (1, 1, . . . , 1)T
and 0n = (0, 0, . . . , 0)T .
§n is the n-length vector with alternating signed entries, 1 and−1, §n = (1,−1, 1,−1, . . . ,±1)T .













 Ik 0k Jk0Tk √2 0Tk
Jk 0k −Ik

when n = 2k + 1 is odd.
v
Ω(n) The sum of prime powers of n = pa11 p
a2
2 . . . p
at
t where p1, p2 . . . pt are prime
and a1, a2 . . . at are positive integers, Ω(n) = a1 + a2 + . . . at.
bnc The integer part of n.
n! The factorial of positive integer n, n! = n(n− 1) . . . 2× 1.
vTu The dot product of two n-length vectors, v = (v1, v2, . . . , vn) and u = (u1, u2, . . . , un),
vTu = v1u1 + v2u2 + . . .+ vnun.
vuT The outer product of two vectors v = (v1, v2, . . . , vn) and u = (u1, u2, . . . , un),
giving the matrix vuT = (uivj)i,j .
{v}⊥ The set of orthogonal vectors to v, i.e. if u ∈ {v}⊥ then uT v = vTu = 0.
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1 Introduction to Sum-and-Distance Systems
1.1 Sum-and-Distance Systems
Throughout this thesis, for two non-empty sets of integers A and B, we are inter-
ested in the sum-set A+B and the difference-set |A−B| defined by
A+B = {a+ b : a ∈ A, b ∈ B}, |A−B| = {|a− b| : a ∈ A, b ∈ B}.
Given some constant λ ∈ C we define
λA = {λa | a ∈ A},
and
A+ {λ} = {a+ λ | a ∈ A}.
More specifically we are interested in cases where the union of the sum-set and
the difference-set (possibly with the set elements themselves) comprise a target
set containing either consecutive integers or consecutive odd-integers with no re-
peats.
The combinatorial set pair formed from the union of a sum-set and difference-set
(possibly with the set elements themselves) is referred to as a sum-and-distance
system, the two types of which we now formally define.
Definition. For natural numbers m and n, let
A = {a1, . . . , am}, and B = {b1, . . . , bn},
be two sets of non-negative integers, respectively of m and n distinct elements,
ordered in terms of increasing value, with A ∩B = φ.
Then we say that the set pair A and B form an m+n sum-and-distance system, if
and only if the corresponding sum-and-distance set, A∗B, defined by
A∗B = (A+B) ∪ |A−B| = {ai + bj , |ai − bj | : i ∈ {1, . . .m}, j ∈ {1, . . . n}},
is the set of odd integers{1, 3, 5, . . . , 4mn− 1}.
Similarly we say that A and B form an inclusive m+n sum-and-distance system if
and only if the union of the corresponding sum-and-distance set, A∗B, with A and
B, given by A∗B ∪A ∪B = A ∪B ∪ (A+B) ∪ |A−B|
= { ai, bj , ai + bj , |ai − bj | : i ∈ {1, . . .m}, j ∈ {1, . . . n}},
is the set of consecutive integers {1, 2, 3, . . . 2mn+m+ n}.
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Example (of m+ n sum-and-distance sets). When m = 8, n = 2, the set pair
A = {2, 6, 10, 14, 18, 22, 26, 30}, B = {31, 33},
form an 8 + 2 sum-and-distance system, because the sum-and-distance set A∗B is
the set of consecutive odd integers 1, 3, 5, . . . , 63.
Similarly when m = n = 4 the set pair
A = {1, 8, 9, 10}, B = {3, 24, 27, 30},
forms an inclusive 4 + 4 sum-and-distance system, because the inclusive sum-and-
distance set, comprising the union of the sets A and B with the sum-and-distance
set A∗B, is the set of consecutive integers 1, 2, 3, . . . , 40.
Remark. From the above definition of sum-and-distance systems (of both varieties)
it can be seen that one can generalise to the d-dimensional case of the m1 +m2 +
. . .+md sum-and-distance systems for some specified target set. However this more
general case is a topic for future work and is not considered here.
Example (of m+m sum-and-distance systems). When m = 3 there are the seven
3 + 3 (non-inclusive) sum-and-distance systems
{{1, 3, 5}, {6, 18, 30}}, {{1, 7, 9}, {2, 22, 26}}, {{1, 11, 13}, {14, 18, 22}},
{{1, 23, 25}, {2, 6, 10}}, {{3, 9, 15}, {16, 18, 20}}, {{3, 21, 27}, {4, 6, 8}},
and {{7, 9, 11}, {12, 18, 24}}, but just the one inclusive 3 + 3 sum-and-distance sys-
tem {{1, 2, 3}, {7, 14, 21}}, where the elements of the set B are 7 times the elements
of the set A. In such cases we call the set pair {A,B} parasymmetric.
In this thesis we primarily consider the symmetric case, when both the sets A and
B have cardinality m.
One of our main aims in this present work is the enumeration and construction of
all such m+m sum-and-distance systems.
1.2 Fundamental Properties ofm+m Sum-and-Distance Systems
The m+m sum-and-distance systems exhibit many symmetric properties, some of
which we now describe below.
LEMMA 1.1. For a natural number m, the sum of the squares of the 2m elements
of an m+m sum-and-distance system is invariant and is given by
m∑
i=1
(a2i + b2i ) =
1
3!(2m)((2m)
4 − 1) = m3 ((2m)
4 − 1).
Similarly, the sum of the squares of the 2m elements of an inclusive m + m sum-
2
and-distance system is invariant and is given by
m∑
i=1




Proof. The set of 2m2 integers in (A+B) ∪ |A−B| is
{ai + bj , |ai − bj | : i ∈ {1, . . .m}, j ∈ {1, . . .m}},



























(a2i + b2i ).
We also have
(A+B) ∪ |A−B| = {1, 3, 5, . . . , (4m2 − 1)},
and we may use the result that
12 + 32 + 52 + . . .+ (2n− 1)2 = n(4n
2 − 1)
3 ,
to see that the sum of the squares is also given
12 + 32 + 52 + . . .+ (2m2 − 1)2 = 2m
2(4(2m2)2 − 1)
3 .














To see the second statement, from the definition of an inclusive m + m sum-and-
distance system we have that the set of 2m2+2m integers in A∪B∪(A+B)∪|A−B|
is
{ai, bj , ai + bj , |ai − bj | : i ∈ {1, . . .m}, j ∈ {1, . . .m}},
and the sum of their squares is
∑
1≤i≤m
































a2i + (2m+ 1)
m∑
j=1
b2j = (2m+ 1)
m∑
i=1
(a2i + b2i ).
We also have
A ∪B ∪ (A+B) ∪ |A−B| = {1, 2, 3, . . . , (2m2 + 2m)},
and we may use the result that
12 + 22 + 32 + . . .+ n2 = n(n+ 1)(2n+ 1)6 ,
to see that the sum of the squares is also given
12 + 22 + 32 + . . .+ (2m2 + 2m)2 = (2m

















(a2i + b2i ) =





(a2i + b2i ) =
(2m+ 1)((2m+ 1)4 − 1)
4!
as required.
LEMMA 1.2. For positive integer m, the two sets
A = {2k − 1|1 ≤ k ≤ m} and B = {2m(2k − 1)|1 ≤ k ≤ m} = 2mA
form an m+m sum-and-distance system, which we call the canonical m+m sum-
and-distance system.
Proof. The interval [0, 4m2] contains the 2m2 consecutive odd numbers 1, 3, . . . 4m2 − 1.
It is the union of the m intervals
[0, 4m], [4m, 8m], . . . [2m(2m− 2), 4m2],
whose midpoints are precisely the elements of B.
Now each interval contains exactly m odd numbers greater than its midpoint and
m less than its midpoint, all of which may be obtained by adding or subtracting
one of the elements of set A. In this way we obtain the required odd numbers.
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LEMMA 1.3. For positive integer m, the two sets
A = {1, . . . ,m}, and B = (2m+ 1){1, . . . ,m} = (2m+ 1)A
form an inclusive m + m sum-and-distance system, which we call the canonical
inclusive m+m sum-and-distance system.
Proof. The set
A ∪B ∪ (A+B) ∪ |A−B| = { ai, bj , ai + bj , |ai − bj | : i, j ∈ {1, . . .m}}
contains exactly 2m+ 2m2 elements. We have to show that these are the integers
1, 2, . . . 2m+2m2. The integers 1, 2 . . .m are obtained directly from A. All integers
in the interval [m+ 1, 2m+ 2m2] belong to exactly one of the subintervals
[2m+1−m, 2m+1+m], [2(2m+1)−m, 2(2m+1)+m], [3(2m+1)−m, 3(2m+1)+m],
. . . , [m(2m+ 1)−m,m(2m+ 1) +m]
whose midpoints are the elements of B. To obtain any integer in the interval
[m + 1, 2m + 2m2] except for the midpoints we choose the subinterval to which it
belongs, take the midpoint, which belongs to B, and add or subtract the appropriate
element from A. The midpoints are obtained directly from B.
LEMMA 1.4. Let {A,B} be an m + n non-inclusive sum-and-distance system.
Then all elements of A are even and all elements of B are odd, or vice versa.
Proof. If without loss of generality the set A contained both an even and an odd
integer element then these could be combined with the same element of B to give
an even and odd sum (or difference) in the sum-and-distance set. However the
target set only contains odd numbers and so we obtain a contradiction. Hence the
elements of A are either all odd or all even with the elements of B being of the
opposite parity.
1.3 Connection to Sum Systems
Definition (of sum systems). For natural numbers m and n, let
A = {a1, . . . , am}, and B = {b1, . . . , bn},
be two sets of integers, respectively of m and n distinct elements, ordered in terms
of increasing absolute value, with A ∩B = φ.
Then we say that the set pair A and B form an m+n sum system, if and only if the
corresponding sum set, A+B, is the set of consecutive integers {0, 1, 2, . . . ,mn−1}.
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There exists a close relationship between sum-and-distance systems and sum sys-
tems, as for each sum-and-distance system there is a corresponding sum system, as
described in the following theorem.
THEOREM 1.5. For each m + m sum-and-distance system {A,B}, there is a
corresponding 2m+ 2m sum system {A′, B′}, such that A∗B = A′ +B′.
Similarly, for each m + m inclusive sum-and-distance system {A,B}, there is a
corresponding (2m+ 1) + (2m+ 1) sum system {A′, B′}, such that A∪B ∪A∗B =
A′ +B′.
Proof. Let {A,B} be a non-inclusive m+m sum-and-distance system with
A = {a1, . . . , am}, B = {b1, . . . , bm},
so that
(A+B) ∪ |A−B| = {1, 3, . . . , (2m)2 − 1}.
We now define the two-step map f as follows.
Step One
Consider the extended 2m+ 2m system given by
{{−A ∪A}, {−B ∪B}} = {{−am, . . . ,−a1, a1, . . . , am}, {−bm, . . . ,−b1, b1, . . . , bm}}.
The corresponding sum-set comprising all sums of pairs of elements can then be
written as
{−A ∪A}+ {−B ∪B} = {±aj ± bk|aj ∈ A, bk ∈ B}
= {±1,±3, . . . ,±((2m)2 − 1)}.
Step Two
Now add am and bm to the sets {−A ∪ A} and {−B ∪ B} respectively to obtain
the system,
{{−A ∪A}+am, {−B ∪B}+bm} = {{−am+am, . . . ,−a1+am, a1+am, . . . , am+am},
{−bm + bm, . . . ,−b1 + bm, b1 + bm, . . . bm + bm}}.
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As am and bm are the largest two entries in either A and B their sum must equal
(2m)2 − 1. Hence we have that
{−A ∪ A}+ am + {−B ∪ B}+ bm ={±1,±3, . . . ,±((2m)2 − 1)}+ am + bm
= {±1,±3, . . . ,±((2m)2 − 1)}+ (2m)2 − 1
= {0, 2, 4, . . . , 2((2m)2 − 1)}.
By Lemma 1.4, either the set A contains all even integers and the set B all odd
integers or vice-versa. It follows that we can create the two sets of integers A′ and
B′, by setting
A′ = 12 ({−A ∪ A}+ am) , B
′ = 12 ({−B ∪ B}+ bm)
we therefore have that {A′, B′} form a 2m + 2m sum system with
A′ +B′ = {0, 1, 2, . . . , 2((2m)2 − 1)}.
Similarly for an inclusive m+m sum-and-distance system {A,B} we have
A = {a1, . . . , am}, B = {b1, . . . , bm}
with
A+B ∪ |A−B| ∪A ∪B = {1, 2, . . . , 2m2 + 2m}.
In step one we now include the element {0} to obtain
{{−A ∪ {0} ∪A}, {−B ∪ {0} ∪B}} = {{−am, . . . ,−a1, 0, a1, . . . , am}
{−bm, . . . ,−b1, 0, b1, . . . , bm}},
so that
{−A ∪ {0} ∪A}+ {−B ∪ {0} ∪B} = {±aj ± bk, ±aj , ±bk, 0 |aj ∈ A, bk ∈ B}
= {0,±1,±2, . . . ,±(2m2 + 2m)}.
Step two remains unchanged with am and bm added to the sets {−A ∪ {0} ∪A}
and {−B ∪ {0} ∪B} respectively such that
{{−A, {0}, A}+am, {−B, {0}, B}+bm} = {{−am+am, . . . ,−a1+am, am, a1+am, . . . , am+am},
{−bm + bm, . . . ,−b1 + bm, bm, b1 + bm, . . . , bm + bm}}.
Here am + bm = 2m2 + 2m, so that {−A ∪ {0} ∪A}+ am + {−B ∪ {0} ∪B}+ bm
= {0,±1,±2, . . . ,±(2m2 + 2m)}+ am + bm
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= {0,±1,±2, . . . ,±(2m2 + 2m)}+ 2m2 + 2m = {0, 1, 2, . . . , 2(2m2 + 2m)}.
Setting
A′ = {−A ∪ {0} ∪A}+ am, B′ = {−B ∪ {0} ∪B}
we see that {A′, B′} is a (2m+ 1) + (2m+ 1) sum system.
Hence with each m+m sum-and-distance system {A,B}, there is a corresponding
2m+ 2m sum system {A′, B′}, such that A∗B = A′ +B′, for each m+m inclusive
sum-and-distance system {A,B}, there is a corresponding (2m+ 1) + (2m+ 1) sum
system {A′, B′}, such that A ∪B ∪A∗B = A′ +B′.
Example. Consider the 3 + 3 sum-and-distance system {{1, 7, 9}, {2, 22, 26}}. Ap-
plying the linear map f described in the proof of Theorem 1.5 we have
{{1, 7, 9}, {2, 22, 26}} −→ {{−9,−7,−1, 1, 7, 9}, {−26,−22,−2, 2, 22, 26}},
and
{{−9,−7,−1, 1, 7, 9}, {−26,−22,−2, 2, 22, 26}},
−→ {{0, 2, 8, 10, 16, 18}, {0, 4, 24, 28, 48, 52}}
with the final step being
{{0, 2, 8, 10, 16, 18}, {0, 4, 24, 28, 48, 52}} −→ {{0, 1, 4, 5, 8, 9}, {0, 2, 12, 14, 24, 26}},
which is a 6 + 6 sum system.
Similarly, considering the 3+3 inclusive sum-and-distance system and applying the
above mapping described in the proof of the lemma we have
{{1, 2, 3}, {7, 14, 21}} −→ {{−3,−2,−1, 0, 1, 2, 3}, {−21,−14,−7, 0, 7, 14, 21}},
and
{{−3,−2,−1, 0, 1, 2, 3}, {−21,−14,−7, 0, 7, 14, 21}}
−→ {{0, 1, 2, 3, 4, 5, 6}, {0, 7, 14, 21, 28, 35, 42}},
which is the canonical 7 + 7 sum system.
Motivation
Much work concerning sum systems has been undertaken, including identifying
arithmetic progressions found within the set produced by all possible sums of the
two sets. One such result proven by Bourgain in [12], says that if the sets C and
D have size γN and δ respectively then for N sufficiently large, there exists a fixed




Other work concerning repeating sum systems, A + A := {a1 + a2 | ai ∈ A}
has been extensively studied, along with repeating difference systems, A − A :=
{a1−a2 | ai ∈ A} in papers [43],[51] and [45] in which the cardinalities of both sets
were compared. Further in a 2005 paper by Solymosi, [53], repeating sum systems
and product systems, A,A = {a1.a2 | ai ∈ A} are considered independently and
their cardinalities compared.
However the important concept of constructing a sum system, or indeed a sum-and-
distance system with a specified resulting sum set, or sum-and-distance set appears
to have been overlooked in the literature, thus partially motivating these results.
Moreover the foundations of our work were unknowingly laid by Ollerenshaw and
Bre´e [10], who studied and enumerated all n× n reversible square matrices of even
order n = 4k, but were not aware of the block representation which we develop
in this thesis that establishes a direct link to sum-and-distance systems. In fact
our enumeration argument of all m + m sum-and-distance systems, involves the
jth non-trivial divisor function cj(n), which counts the total number of proper
ordered factorisations of the integer n = pa11 . . . patt into j parts. We show that the
total number of n+ n principal reversible square matrices (for any n ∈ N), and so








Such sums have been of interest in a different guise where one obtains asymptotic
bounds, as discussed in a recent talk (1 September 2017) by the eminent number
theorist Professor Christopher Hooley. Hooley disclosed that one of his PhD prob-
lems (set by his PhD supervisor Mr A. E. Ingham) was to obtain asymptotics for
the sum ∑
n≤x
d2(n)d3(n+ a), a 6= 0,
where dj(n) is the jth divisor function, which counts the number of essentially
different ways of writing n as the ordered product of j positive integer factors ≥ 1.
Hooley solved this problem, which led to him being awarded a Corpus Christi Prize
Fellowship. However the next divisor function problem set by Ingham was to obtain
asymptotics for the sum
∑
n≤x
d3(n)d3(n+ a), a 6= 0,
which at the time of writing is still unsolved.
According to Professor M. N. Huxley, although there have been many attempts to
bound sums of products of divisor functions, this appears to be the first instance of
9
such a sum occurring naturally in a mathematical counting argument, and as such
is of considerable interest.
1.4 Overview of Main Results and Thesis Structure
Having now introduced the sum-and-distance systems of both varieties we briefly
outline the content, structure and main results contained in this thesis. In Chapter 2
we formally introduce the divisor functions dj(n) and cj(n) and some new and
existing properties concerning them. In Chapter 3 we introduce reversible square
matrices and their conjugated block representation. The block representation then
enables to establish (Chapter 4) a bijection between the set of all m + m sum-
and-distance systems and the set of all 2m + 2m principal reversible squares, and
between the set of all m + m inclusive sum-and-distance systems and the set of
all (2m + 1) + (2m + 1) principal reversible squares; those whose top row begins
with 1, 2, . . ., and whose individual row and column sequences are all increasing,
respectively left to right and top to bottom. In Chapter 5, by reworking the block
enumeration argument of K. Ollerenshaw and D. Bre´e in (see [10]) terms of the
divisor functions dj(n) and cj(n), we enumerate the total number of m+m sum-and-
distance systems, N2m for non-inclusive systems, and N2m+1 for inclusive systems,
as described in Corollary 5.6.
Building on our understanding of the divisor path enumeration of Chapter 5 and
the bijection between sum-and-distance systems and reversible squares of Chapter
4, we deduce in Chapter 6, an algorithmic approach to constructing all inclusive
and non-inclusive sum-and-distance systems. The fact that the construction is both
exhaustive and non-repetitive is establishing by a geometric lattice point argument
in Zn. Furthermore it is shown that when n = qr, with r maximal, then the number
of parasymmetric m+m sum-and-distance systems (those whose two ordered sets
are linearly dependent) is given by d2(r), the standard divisor function.
With the enumeration and construction of all m + m sum-and-distance systems
established, we then revisit the Most Perfect Squares of Ollerenshaw and Bre´e and
derive a conjugated block representation for all such squares (Chapter 7). From
this block representation, in Chapter 8 we deduce a new proof for the bijection
(first discovered by Ollerenshaw) between the number of most-perfect squares and
the number of principal reversible squares. Moreover we go on to establish that
there exists superalgebras of matrices related to these matrix symmetries and give
an overview of these algebraic structures. Finally in Chapter 9 we consider the type
A and B matrices studied by Brunnock, Lettington and Schmidt [14], and establish
two-sided eigenvector matrices for rank 1 + 1 constructions, from which we obtain
quadratic forms.
Having outlined the thesis structure and topics we now give an overview of the
main results obtained in each research direction.
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Divisor Functions. The jth divisor function, denoted by dj(n), counts the number
of essentially different ways of writing n as the ordered product of j positive integer
factors ≥ 1, so that d1(n) = 1 for all positive integers n. Similarly the jth non-
trivial divisor function, denoted by cj(n), counts the number of essentially different
ways of writing n as the ordered product of j positive integer factors with each
factor ≥ 2. Hence cj(n) counts the total number of ‘proper ordered factorisations’
of n.













where ζ(s) = ∑∞n=1 1ns is the Riemann zeta function. However the second arithmetic
function cj(n) is not multiplicative and is far less well studied than its multiplicative
cousin dj(n). In Chapter 2 we consider these two arithmetic functions in more
detail, establishing relationships between cj(n) and dj(n).
With c(0)j (n) = cj(n), set to be the non-trivial divisor function cj(n), we define the
















= ζ(s)r (ζ(s)− 1)j .
Let n have the prime factorisation n = pa11 . . . patt . Then with the divisor functions
































ak + i+ r − 1
i+ r − 1
)
.
Reversible Square Matrices. In Chapter 3 we consider the sets of n×n reversible
square matrices, R = (ri j)n×n, defined to be the n × n matrices which satisfy for
all i, j, i′, j′, the three symmetry conditions
(1) (reverse row similarity) ri,j + ri,n+1−j = ri,j′ + ri,n+1−j′ ,
(2) (reverse column similarity) ri,j + rn+1−i,j = ri′,j + rn+1−i′,j ,
(3) (equal cross sums property) ri,j + ri′,j′ = ri,j′ + ri′,j .
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Building upon the work of K. Ollerenshaw and D. Bre´e, we extend their results to
all n ∈ N, rather than just the doubly-even case n = 4k considered by them. We
go on to show in Theorem 4.3 that with each principal reversible square matrix one
can associate a unique sum-and-distance system, inclusive for odd-sided reversible
squares and non-inclusive for even sided reversible squares. We thus obtain in
Theorem 5.6 the explicit formula (not given in [10]) which says that the total















Block Representations. To enable us to establish a bijection between the set of
n + n principal reversible squares and the set of bn/2c + bn/2c sum-and-distance
systems of the corresponding variety, we derive a rank 1 + 1 block representation
for all reversible square matrices, which is evident after conjugation with a unitary
matrix operator (see Section 3.1). Let En be the n×n matrix with all entries equal
to 1, 0ˆn be the n × n matrix with all entries equal to 0 and 1n the n × 1 column
vector with all entries equal to 1. Then in Theorem 3.13 we show that M ∈ Rn×n
is a reversible square if and only if it has the block representation,







with a, b ∈ Rk and w ∈ R,










with a, b, c, d ∈ Rk and w ∈ R.
Sum-and-distance Systems, Binomial Enumeration and Prime Numbers.
Utilising our block representation for reversible square matrices, we establish in
Corollary 4.4 a bijection between the set of n× n principal reversible squares and
the set of bn/2c + bn/2c sum-and-distance systems of the corresponding variety.
Thus in our enumeration argument for all m + m sum-and-distance systems, we
deduce that the total number of traditional principal reversible squares Nn, of size
n, is equal to the number of m + m non-inclusive sum-and-distance systems if
n = 2m is even, and the number of m + m inclusive sum-and-distance systems if
n = 2m+ 1 is odd.
Let n have the prime factorisation n = pa11 . . . patt , so that n has t distinct prime
factors and Ω(n) = a1 . . . + at prime factors in total. From Corollary 5.6 we have
that the total number of bn/2c + bn/2c sum-and-distance systems, non-inclusive
12






































Theorem 5.8 then gives us the primality test that n ≥ 2 is a prime number if and
only if Nn = 1, so that when n = 2, the only 1 + 1 sum-and-distance system is
{{1}, {2}}, and when n = 2m + 1, the only m + m inclusive sum-and-distance
system is again the canonical system given by
A = {1, 2, 3, . . .m}, B = {n, 2n, 3n, . . .mn} = nA.
Hence with each prime number we can associate a unique sum-and-distance sys-
tem.
Construction of all Sum-and-distance Systems. The construction algorithm
for the sum-and-distance systems cannot be so easily stated as it requires a substan-
tial amount of theory and notation which is given explicitly in Chapter 6. However
a construction algorithm for all sum-and-distance systems is obtained with the main
results stated in Theorems 6.4 and 6.6.
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2 The jth Divisor Functions dj(n) and cj(n)
The jth divisor function, denoted by dj(n), counts the number of different ways of
writing n as the ordered product of j positive integer factors ≥ 1, so that 2× 3 and
3×2 are counted as different factorisations of the number 6. Hence d1(n) = 1 for all
positive integers n, and traditionally the most studied of all the divisor functions
d2(n), is denoted simply by d(n).
Remark. As d2(n) counts the number of ordered pairs of divisors whose product is
n, so that each pair with distinct factors is counted twice, it also counts the number
of divisors of n.
Similarly the jth non-trivial divisor function, denoted by cj(n), counts the number
of different ways of writing n as the ordered product of j positive integer factors
with each factor ≥ 2. Hence cj(n) counts the total number of ‘proper ordered
factorisations’ of n.
Example. When j = 2 and n = 12 we have
d2(12) = |{1, 2, 3, 4, 6, 12}| = |{(1×12), (2×6), (3×4), (4×3), (6×2), (12×1)}| = 6,
c2(12) = |{(2× 6), (3× 4), (4× 3), (6× 2)}| = 4.
2.1 A Brief History of d2(n)
The divisor functions belong to the class of arithmetic functions; those functions
f which map the positive integers into the complex plane so that f : N → C.
By far the most famous of the divisor functions is d2(n), which arises in some
classical number theoretic problems such as Dirichlet’s Divisor Problem and the
Gauss Circle problem. These problems have attracted the attention of some of the
greatest number theorists of modern times including Littlewood [42], Hardy [26],
Heath-Brown [28] and Huxley [34] [35].
In contrast there appears to have been much less study undertaken of the jth divisor
function dj(n), and in the literature it is even harder to find reference to the jth
non-trivial divisor function cj(n). In [55], Titchmarsh considered the problem of
bounding the sum of the kth divisor functions for all positive integers up to x,





He obtained the asymptotic formula
Dk(x) = xPk(log x) + ∆k(x)
where
∆k(x) = O(x1−1/k logk−2 x) (k = 2, 3, . . .)
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and Pk is a polynomial of degree k − 1.
Our motivation for studying these general divisor functions in more detail originates
in the enumeration and construction problem concerning the number of sum-and-
distance systems introduced in Chapter 1. However before proceeding in our study
of these combinatorial objects and their number theoretic properties we first give a
brief overview of the classical results concerning d2(n) .
Definition (of the sum of number of divisors function). Let x be a positive integer
then we define D(x) to be the sum of the number of divisors for all positive integers





Around 200 years ago, Dirichlet gave the estimation for D(x)
D(x) = x log x+ (2γ − 1)x+O(√x),










= 0.57721 . . . ,
and where the usual ‘big O’ notation is employed (see for example [57]).
Replacing the upper bound exponent of 1/2 in the error term with θ, so that
D(x) = x log x+ (2γ − 1)x+O(xθ),
it was shown by Hardy and Landau in 1916 [26] that θ has the lower bound θ ≥ 14
[26].
During the last century the challenge of improving this upper bound of 1/2 has
attracted some of the greatest mathematicians such as Littlewood and Walfisz 1925
[42], van der Corput 1928 [15], Vinogradov 1935 [56], Iwaniec and Mozzochi 1988
[36], Huxley 2003 [34] and most recently θ = 5171648 = 0.31371 . . . by Bourgain and
Watt 2017 [13].
Closely related to Dirichlet’s divisor problem is Gauss’s circle problem, whose expo-
nent differs by only a factor of 2. Gauss’s circle problem is to count the number of
lattice points, denoted by N(r), inside the circle of radius r, centre the origin.
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Gauss showed that
N(r) = pir2 + E(r),
with
|E(r)| ≤ 2√2pir.
Subsequently it was shown that
|E(r)| ≤ Crθ′ ,
where θ′ = 2θ, being twice that of the exponent θ found in Dirichlet’s divisor
problem [34].
Remark. Although we are primarily concerned with understanding the properties
of the non-trivial divisor function cj(n), which occurs in our enumeration argu-
ments, as this function is not multiplicative, it is helpful for us to understand cj(n)
in terms of the multiplicative function dj(n).
2.2 Properties of dj(n)
We begin by stating some well known results for the divisor function d2(n).
LEMMA 2.1. Let p be any prime number and n any positive integer, then
d2(pn) = n+ 1.
LEMMA 2.2. Let k and si be a positive integers, for i = 1, . . . , k with the pi
distinct prime numbers. Then
d2(ps11 p
s2
2 . . . p
sk




For proofs of Lemmas 2.1 and 2.2 we refer the reader to [58] and [59] (pp.239)
respectively.
The jth divisor function satisfies a sum-over-divisors recurrence relation, is multi-
plicative and can be expressed in terms of binomial coefficients, as described in the
following lemmas.






Proof. For a proof of this result we refer the reader to pages 334-335 of [8].
LEMMA 2.4. The jth divisor function dj(n), is a multiplicative arithmetic func-
tion, so that for n a positive integer with n having prime factorisation n = ps11 p
s2





dj(n) = dj(ps11 . . . p
sk




2 ) . . . dj(p
sk
k ).
Proof. For a proof of this result we refer the reader to [37].
LEMMA 2.5 (Binomial coefficient representation lemma). Let p be a prime num-








or equivalently as the binomial coefficient
dj(ps) =
(




COROLLARY 2.6. Let n, j and k be positive integers with n having prime fac-
torisation n = ps11 p
s2
2 . . . p
sk
k . Then the jth divisor function of n, dj(n) can be
written as
dj(n) = dj(ps11 p
s2


























Proof. For a proof of Lemma 2.5 we refer the reader to page 3 of [18], with the
equivalence of the two forms then following by algebraic manipulation.
The Corollary then follows immediately by Lemma 2.4.
Remark. It is straightforward to demonstrate by counter-example that the jth
divisor function is not completely multiplicative. For example, when n = 20 we
have
d2(20) = 6, and d2(10)d2(2) = 4× 2 = 8,
which demonstrates that
d2(20) 6= d2(10)d2(2).
Definition (of the Riemann zeta function). For s ∈ C, with <(s) > 1, we employ







Definition. Let an, n ∈ {1, 2 . . .}, be an infinite sequence (possibly periodic) of
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with s a complex variable.
LEMMA 2.7 (First Dirichlet series lemma). For positive integer j ≥ 1, and s ∈ C,





















Proof. For this result we refer the reader to page 4 of Titchmarsh’s book [55]. To
















Remark. As dj(1) = 1 for all j ∈ {1, 2, 3, . . .}, a common extension for the case
j = 0 is
d0(n) =
{
1, n = 1,











= ζ(s)0 = 1,
thus extending the statements of Lemma 2.7 and Corollary to the case of j = 0.















2.3 Properties of cj(n)
As previously defined, we denote by cj(n), the number of ordered non-trivial fac-
torisations n = m1m2, · · · ,mj , where each mi ≥ 2. We begin with an divisor sum
recurrence for cj(n) analogous to that given for dj(n) in Lemma 2.3.
LEMMA 2.9. Let j, n ∈ N with j ≥ 2, then the jth non-trivial divisor function
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Proof. Let n ∈ N with n = m1m2 . . .mj be any ordered non-trivial factorisa-
tion into j factors. Then mj can be any non-trivial divisor of n, so m = nmj =
m1 . . .mj−1 is any divisor of n, and m1 . . .mj−1 is any non-trivial ordered factori-
sation of m.
If m = n, then this gives mj = 1, which is impossible as each of the mi are non-
trivial factors, so m 6= n, and for m < n, there are ∑m|n cj−1(m) distinct j-factor
ordered non-trivial factorisations of n, and hence the first sum. To see the second
sum we note that as the factor 1 is never counted we have cj(1) = 0 for any j ≥ 1,
and hence the second sum.
Remark. Given that 2 is smallest prime, it follows that the smallest number with
j non-trivial factors is n = 2j . Hence if n < 2j then cj(n) = 0.
LEMMA 2.10 (Second Dirichlet series lemma). For s ∈ C, a complex variable,





= (ζ(s)− 1)j .
Proof. For this result we refer the reader to page 7 of Titchmarsh’s book [55].
When studying this function, the added complication that arises is that unlike
dj(n), it is not a multiplicative arithmetic function. Hence in order to understand
the less symmetric multiplicative properties of cj(n), it makes sense to try and
express it in terms of its multiplicative cousin dj(n).
When j = 2 the non-trivial divisors for any n > 1 are all the divisor pairs not
including 1 and n, and hence the number of non-trivial divisors is equal to the
number of divisors minus 2, so that
c2(n) = d2(n)− 2 = d2(n)− 2d1(n) = d2(n)− 2d1(n) + d0(n), (2.1)
as d0(n) = 0, for n > 1. However when considering the combinatorial definition of
c2(n) with n = 1, we have c2(1) = 0, so that the above becomes
c2(1) = 0 = d2(1)− 2 + 1 = d2(1)− 2d1(1) + d0(1),
which is only true if we assume that d0(1) = 1. Under this assumption we can
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therefore write
c2(n) = d2(n)− 2d1(n) + d0(n), ∀n ∈ N.
Now taking j = 3, we have that c3(n) counts the number of ways of writing n as
the product of three non-trivial divisors, and using Lemma 2.9 in conjunction with

















(d2(m)− 2d1(m))− (d2(n)− 2d1(n))− (d1(n)− 2d1(n))
= d3(n)− 3d2(n) + 3d1(n)− d0(n),
where we have again assumed that d0(n) = 0, unless n = 1 when d0(1) = 1.
The emerging binomial pattern is summarised in the following lemma.
LEMMA 2.11. For integers n ≥ 1, j ≥ 0, the jth non-trivial divisor function










with the convention that c0(n) = d0(n) =
{
1, n = 1,
0, n > 1.




































From the definitions of cj(n) and dj(n), for n = 1 and any j ≥ 1 we have cj(1) = 0,



















c0(1) = d0(1) = 1, and for n ≥ 2, c0(n) = d0(n) = 0, as required.
Therefore the formula is consistent for all integers n ≥ 1, j ≥ 0, and hence the
result.
























a+ j − i− 1





















































LEMMA 2.13. For integers n ≥ 1, j ≥ 0, the jth divisor function dj(n), can be









with the convention that c0(n) = d0(n) =
{
1, n = 1,
0, n > 1.















as c0(n) = 0.
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− 1 = ζ(s)j − 1,




















































by the uniqueness of Dirichlet series [5](pp.127).
When n = j = 1 we find that d1(1) = 1 and c1(1) + c0(1) = 0 + 1 = 1, so that the
sum agrees, and when j = 0, the sum gives us d0(n) = c0(n), as required. Hence
the result holds for all integers n ≥ 1 and j ≥ 0.
2.4 The Arithmetic Function c(r)j (n)
In analogy of the recurrence relation satisfied by the jth divisor function, we de-




Definition (of the mixed divisor function). Let n, j and r be any positive integers.
Then we define the mixed divisor function c(r)j (n) such that
c
(0)








LEMMA 2.14. Let n, j and r be positive integers. Then the mixed divisor function
c
(r)




















di+0(n) = cj(n) = c(0)j (n),
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where we have used d0(n) = c0(n) = 0 if n ≥ 2 and d0(1) = c0(1) = 1.

















































by Lemma 2.3, and so the formula holds for all positive integers r.




















2.5 The Dirichlet Series of c(r)j (n)
We first note the well known result concerning the Dirichlet convolution
LEMMA 2.15. The multiplication of Dirichlet series is compatible with Dirichlet
convolution in the sense if g(m) = ∑d|m f(d), then for F (s) = ∑∞m=1 f(m)ms and
G(s) = ∑∞m=1 g(m)ms , we have
G(s) = ζ(s)F (s).
Proof. For a proof of this result we refer the reader to [55](pp.4-5).







= ζ(s)r(ζ(s)− 1)j .












= (ζ(s)− 1)j = ζ(s)0(ζ(s)− 1)j .





















= ζ(s)ζ(s)k(ζ(s)− 1)j = ζ(s)k+1(ζ(s)− 1)j ,
as required.
LEMMA 2.17. Let n, j and r be positive integers. Then the mixed divisor func-













































































































































a+ r − 1




COROLLARY 2.19. We have that c(r)j (pa) is equal to the number of compositions
of a+ r elements into j+ r parts, so that c(r)j (pa) is equal to the number of ways of
writing the integer a+ r as an ordered sum of j + r positive integers.


















j + i− 1
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.































a+ r − 1




To see Corollary 2.19, it is known (see R. P. Stanley p14-15 [54]) that the number





, and the result then follows.
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3 Reversible Square Matrices
In this chapter we employ and extend results obtained by the noted mathematician,
politician and educationalist Dame Kathleen Ollerenshaw (1912-2014) [46, 47, 48],
whose research areas ranged from convex bodies and lattice theory to ‘most-perfect
magic squares’. Recently (2017), in recognition of Ollerenshaw’s contribution to
mathematics, Manchester University created the Dame Kathleen Ollerenshaw Re-
search Fellowships for outstanding early career researchers.
In 1998 Ollerenshaw (at the age of 86) and Bre´e published the book Most-Perfect
Pandiagonal Magic Squares [10]. In this book they enumerate a class of n × n
matrices known as reversible square matrices of doubly-even order, so that n = 4k
for some k ∈ N. By establishing a bijection between the set of all n× n reversible
square matrices and the set of all n × n most-perfect pandiagonal magic square
matrices (defined below) they extend this enumeration to both sets of matrices.
The results contained in their book motivated and laid the foundations for much
of this research.
In the following two chapters we rework the nested block construction established
by Ollerenshaw and Bre´e, with the important distinction that we extend these
results to all n×n reversible square matrices with n ∈ N, not just those of the form
n = 4k. We also employ the more powerful block representation theory for these
classes of matrices, which we establish in Section 3.1. From the block structures
we go on to show that the set of all n × n traditional reversible square matrices
can be partitioned into equivalence classes, for any n ∈ N. As per the method of
Ollerenshaw and Bre´e we deduce that each equivalence class can be represented
by a principal reversible square, those constructed using the integers 1 to n2, and
whose top row begins with 1 and 2, and whose individual row and column sequences
are all increasing, respectively left to right and top to bottom.
From this we deduce that the entries of the first row and column of a principal
reversible squares form a sum system (a point not mentioned by Ollerenshaw) and
in Chapter 4 establish a bijection between the set of all n × n principal reversible
square matrices, and the set of all m+m sum-and-distance systems, non-inclusive
when n = 2m is even and inclusive when n = 2m + 1 is odd. In order to proceed
we first need some definitions.
Definition (of vector and matrix notation). Throughout the remainder of this
thesis we will employ the following notational conventions.
1. A vector v ∈ Rn, is defined to be an n × 1 column vector, so that the corre-
sponding row vector is denoted by vT .
2. The two vectors 0n and 1n are defined to be the n × 1 column vectors with
every entry equal to 0 or 1, respectively.
3. The set of all vectors that are orthogonal to a given vector v is denoted by
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{v}⊥, so that for u ∈ {v}⊥ we have uT v = vTu = 0.
4. The product of a column vector with a row vector is defined in the usual
fashion such that






⊗(u1, u2, . . . , um) =

v1u1 v1u2 . . . v1um




which is also known as the outer product of two vectors, or as a special case
of the tensor product.
5. Denote by δij , the Kronecker symbol, returning 1 if i = j, and 0 otherwise.
6. For M = (mi,j), an n1 × n2 matrix, the row index i is taken over Zn1 =
Z/n1Zn1 , the ring of integers modulo n1, using the residue classes 1¯, 2¯, . . . , n¯1,
and similarly the column index j is taken over Zn2 = Z/n2Zn2 , the ring of
integers modulo n2, using the residue classes 1¯, 2¯, . . . , n¯2.
7. Denote by In, the n × n identity matrix with all diagonal entries equal to 1
and 0 elsewhere, so that In = (δij)ni,j=1.
8. Denote by Jn, the n × n matrix with all antidiagonal entries equal to 1 and
0 elsewhere, so that Jn = (δi,n+1−j)ni,j=1 ∈ Rn×n.
9. Denote by En, the n × n matrix with all entries equal to 1, so that En =
(1)ni,j=1 ∈ Rn×n.
10. Denote by 0ˆn, the n × n null matrix with all entries equal to 0, so that
0ˆn = (0)ni,j=1.




















when n = 2k + 1 is odd.
Remark. It follows that Xn is an orthogonal symmetric involution (cf. [30] pp.
165–166) as X2n = In, and XTn = Xn.
Definition (of matrix weight w). Let M = (mi,j), be an n1 × n2 matrix with real
entries. We define the weight w of M , to be the average over the n1n2 entries of
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If w = 0 then we say that M is a weightless matrix, or equivalently that M has
weight zero.
LEMMA 3.1. Let M = (mi,j), be an n×n matrix with weight w. Then the matrix
M0 = M − wEn has weight zero.

















= w − n
2w
n2
= w − w = 0,
as required.
Definition (of a traditional matrix). Let M = (mi,j), be an n1×n2 matrix. Then
we say that M is a traditional matrix if its n1n2 entries are the n1n2 consecutive
integers 1, 2, . . . n1n2, in some order.
Additionally (by Lemma 3.1), as the matrix M0 = M − wEn has weight w = 0,
when M is traditional we say that M0 is a weightless traditional matrix.
LEMMA 3.2 (Traditional matrix lemma). Let M = (mi,j), be an n1 × n2 tradi-
tional matrix, so that M contains the n1n2 consecutive integers 1, 2, . . . n1n2. Then
M has weight
w = n1n2 + 12 ,









COROLLARY 3.3. If n1 = n2 = n say, so that M is a traditional square matrix,
then w = n2+12 , and when n = 2k+1 is odd, M0 contains the n2 consecutive integers
−2k2 − 2k, 1− 2k2 + 2k, . . . ,−1, 0, 1, . . . , 2k2 + 2k − 1, 2k2 + 2k,


























as M is traditional and so contains the set of integers 1, 2, . . . , n1n2.








and subtracting this weight w from each element of the set of n2 consecutive integers
1, 2, . . . , n2, we obtain the final display of the statement of Lemma 3.2.
To see Corollary 3.3, setting n1 = n2 = n, in the above weight formula gives us










we deduce the result.
Definition (of most-perfect square matrices). Let n = 2k be a positive even integer
and w ∈ R a constant. Then a square matrix M = (mi,j) ∈ Rn×n is defined to be
a most-perfect square matrix if it satisfies the type M , type P and type S symmetry
properties, defined below.
1. The matrix M is said to be type M if it satisfies the most-perfect property,
where the entries of all 2× 2 sub-arrays within the square matrix sum to 4w,
so that
mi,j +mi,j+1 +mi+1,j +mi+1,j+1 = 4w,
for all i, j ∈ Zn, and the alternating sum property∑
i,j∈Zn
(−1)i+jmi,j = 0.
2. The matrix M is said to be type P if it satisfies the strong pandiagonal prop-
erty, where the pairs of entries 12n = k distance along any diagonal (including
broken diagonals) sum to 2w, so that
mi,j +mi+ 12n,j+ 12n = 2w, i, j ∈ Zn.
3. The matrix M is said to be type S if it satisfies the constant sum property,






mj,i = nw, i ∈ Zn.
LEMMA 3.4. Let M = (mi,j) ∈ Rn×n be an n× n square matrix that satisfies at
least one of the three symmetry conditions (M), (P), (S). Then M has weight w.
Proof. Each one of the three symmetry conditions are independently sufficient to
imply the weight condition and hence M has weight w.
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Property (M), does not at face value presuppose even matrix dimension n in the
way that property (P) does, requiring that 2 | n. However if n is odd then only the
null matrix 0ˆn has this property as detailed in Lemma 3.5, below.
LEMMA 3.5. Let n ∈ N be odd and M ∈ Rn×n a matrix with property (M). Then
M = 0ˆn.
Proof. By the 2× 2 array sum property, we have for each i ∈ Zn
mi,1 +mi+1,1 = 4w −mi,2 −mi+1,2 = mi,3 +mi+1,3 = 4w −mi,4 −mi+1,4
= · · · = mi,n +mi+1,n = 4w −mi,1 −mi+1,1,
so mi,j +mi+1,j = 2w for all i, j ∈ Zn. Hence, for each j ∈ Zn,
m1,j = 2w −m2,j = m3,j = · · · = mn,j = 2w −m1,j ,
which implies mi,j = w (i, j ∈ Zn). But then the alternating sum property requires
w = 0.
For readers familiar with Ollerenshaw and Bre´e’s definition of most-perfect squares,
the type (M) alternating property might come as a surprise as it is not mentioned
in their book [10]. However whilst examining these symmetries from a deeper
algebraic perspective, it was found that the alternating property was required in
the definition of type M matrices, as it allowed for a type N complimentary matrix,
considered later on in Chapter 8.
At a more general level, it can be deduced that if a matrix M is type P, and satis-
fies the most-perfect sub-array sum condition, then it also satisfies the alternating
condition as detailed in Lemma 3.6, below.
LEMMA 3.6. Let n ∈ N be even and M ∈ Rn×n a matrix with property (P) and
the most-perfect sub-array property, so that mi,j +mi,j+1 +mi+1,j +mi+1,j+1 = 4w,
for all i, j ∈ Zn. Then M also satisfies the alternating sum condition∑
i,j∈Zn(−1)i+jmi,j = 0.
Proof. As n = 2k is even, starting in the top left-hand corner, the matrix M can
be partitioned in a disjoint union of k2, 2 × 2 sub-arrays. Using the pandiagonal
condition, each 2× 2 sub-array can be paired with its pandiagonal 2× 2 sub-array
partner; When k is even we get k2/2 of these paired sub-arrays, and when k is odd
we (k2 − 1)/2 of these paired sub-arrays and a lone central sub-array.
Applying the signs of the alternating sum (−1)i+j to the elements of these paired
sub-arrays, we find that pandiagonal pairs of entries have the same sign, two pairs
positive and two pairs negative. Hence the sum of the signed entries of each pan-
diagonal pair of sub-arrays equals 2w + 2w − 2w − 2w = 0. In the case that k is
odd, the central 2× 2 sub-array sum equals 2w− 2w = 0. Therefore, in either case,
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the sum over all the 2 × 2 sub-arrays equates to 0, and hence M also satisfies the
alternating sum condition, so is fully type M.
Example. Below we give an example of an 8× 8 traditional most-perfect square.
1 16 17 32 53 60 37 44
63 50 47 34 11 6 27 22
3 14 19 30 55 58 39 42
61 52 45 36 9 8 25 24
12 5 28 21 64 49 48 33
54 59 38 43 2 15 18 31
10 7 26 23 62 51 46 35
56 57 40 41 4 13 20 29
.
Here w = 652 , so that the rows, columns and diagonals sum to 260; all two by two
entries sum to 130, and the two entries 12n distance along the diagonal sum to 65.
Definition (of reversible matrices). A reversible matrix satisfies the type R and
type V symmetry properties; a weightless reversible matrix satisfies the type R and
type Vˆ symmetry properties defined below.
1. A matrix M = (mi,j) ∈ Rn1×n2 is said to be type R if it has row and column
reverse similarity, so that
mi,j +mi,(n+1−j) = mi,j′ +mi,(n+1−j′) i ∈ Zn1 j, j′ ∈ Zn2 ,
and
mi,j +m(n+1−i),j = mi′,j +mn+1−i′,j i, i′ ∈ Zn1 j ∈ Zn2 .
2. A matrix M = (mi,j) ∈ Rn1×n2 is said to be type V if its rectangular subarrays
have equal cross sums at their corners, so that
mi,j +mi′,j′ = mi,j′ +mi′,j i, i′ ∈ Zn1 j, j′ ∈ Zn2 .
3. A matrix M = (mi,j) ∈ Rn1×n2 is said to be type Vˆ if it is weightless type V,




Remark. If a matrix is type R, then the pairwise sum of entries that are diamet-
rically opposite each other in the specified row or column is constant within that
row or column.
It also follows from the Corollary to Lemma 3.2 that a traditional reversible square
matrix has weight w = n2+12 .
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Example. Below we give an example of an 8× 8 traditional reversible square
M =
1 2 5 6 33 34 37 38
3 4 7 8 35 36 39 40
9 10 13 14 41 42 45 46
11 12 15 16 43 44 47 48
17 18 21 22 49 50 53 54
19 20 23 24 51 52 55 56
25 26 29 30 57 58 61 62
27 28 31 32 59 60 63 64
,
so that the square satisfies the three conditions required. For example
1. in the third row of entries, 9, 10, 13, 14, 41, 42, 45, 46 the reverse similarity
holds, as
9 + 46 = 10 + 45 = 13 + 42 = 14 + 41 = 55;
2. in the 7th column of entries, 37, 39, 45, 47, 53, 55, 61, 63 the reverse similarity
holds, as
37 + 63 = 39 + 61 = 45 + 55 = 47 + 53 = 100,
3. and in the array with corner entries r23 = 7, r27 = 39, r63 = 23, r67 = 55 the
cross sums are equal as
r23 + r67 = 7 + 55 = 62 = 23 + 39 = r27 + r63.
Further examples of reversible square matrices are given in the appendices.
Definition (of associated matrices). A matrix M = (mi,j) ∈ Rn1×n2 is said to be
associated, or type A, if satisfied the associated symmetry property, which requires
that
mi,j +m(n+1−i),(n+1−j) = 2w ∀i ∈ Zn1 , and ∀j ∈ Zn2 .
LEMMA 3.7. An n1 × n2 associated matrix M has weight w.
Proof. The sum of all the entries in M can be taken pairwise using the associated
sum property of 2w, which also implies that if M has a central cell (both n1, n2
being odd), then this must have the entry w. Hence the average entry of M is w,
which by definition is the weight of M .
Remark. It will be shown later in this chapter that every reversible square matrix
is also an associated square matrix.
Definition. Let n ∈ N. We define the following matrix symmetry type spaces.
Sn = {M ∈ Rn×n |M has property (S)},
Rn = {M ∈ Rn×n |M has property (R)},
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Vn = {M ∈ Rn×n |M has property (V)},
Vˆn = {M ∈ Rn×n |M has property (Vˆ)},
An = {M ∈ Rn×n |M has property (A)},
For even n, we also define the symmetry type spaces
Mn = {M ∈ Rn×n |M has property (M) },
Pn = {M ∈ Rn×n |M has property (P) }.
Composite symmetry types are captured in the following intersections of the above
spaces,
RVn = Rn ∩Vn, and RVˆn = Rn ∩ Vˆn,
so that RVn is the space of n×n reversible square matrices and RVˆn ⊂ RVn is the
space of n× n weightless reversible square matrices. For even n we have
MPSn = Mn ∩ Pn ∩ Sn,
so that MPSn is the space of n× n most-perfect square matrices.
3.1 The Type R, Type V and Type Vˆ Block Representations
In this section we derive explicit block representation formulae for these matrix
types after conjugation with our orthogonal symmetric involution matrix Xn. We
begin with a lemma.
LEMMA 3.8. Let M = (mij), M ′ = (m′ij) be two n×n matrices, and Jn, In and
En defined as at the beginning of this chapter. Then we have
1. M ′ = JnM ⇔ m′i,j = m(n+1−i),j, ∀(i, j) ∈ Zn × Zn.
2. M ′ = MJn ⇔ m′i,j = mi,(n+1−j), ∀(i, j) ∈ Zn × Zn.
3. M ′ = JnMJn ⇔ m′i,j = m(n+1−i),(n+1−j), ∀(i, j) ∈ Zn × Zn.
4. JnJn = In and hence JTn = Jn = J−1n .
5. Let M be an n×n matrix. Then when n = 2k is even we can write M in the







with V,W, Y, Z, k × k matrices, and when n = 2k + 1 is odd we can write M
in the conjugated block representation form
M = Xn






with V,W, Y, Z, k×k matrices, v, x, y, z ∈ Rk vectors and α ∈ R a real number.













2 1Tk 1 0Tk
0ˆk 0k 0ˆk
Xn,
when n = 2k + 1 is odd.
7. Let M be an n × n matrix, so that by the preceding result (5), we can write
M = XnNXn for some matrix N ∈ Rn×n. Let M have weight w (as by
definition, all matrices have a weight). Then M can also be written in the
form M = XnN0Xn + wEn = M0 + wEn, where M0 = XnN0Xn has weight
zero.
Proof. The first four relations can be seen by noting that multiplication on the left
by Jn reflects the entries of M across the central row and multiplication on the
right by Jn reflects the entries of M across the central column. Hence JnJn = In
and conjugation with Jn rotates the entries of M around its centre.
To see the fifth relation we observe that for a given n×n matrix M we can define the
matrix N such that XnMXn = N , which after conjugation yields M = XnNXn. As
the even and odd block and vector representations of N allow for all possible entries
in the matrix N , we have that for any matrix M we can find N with M = XnNXn.
Relation 6 follows by multiplying out the conjugated block matrix expressions for
En, and to see the seventh relation we take M0 = XnNXn − wEn, using the
conjugated block expressions for En given in the fifth identity. It then follows from
the construction that M0 has weight zero and that N0 = XnM0Xn, as required.
LEMMA 3.9. Let M = (mij) ∈ Rn×n, n ∈ N. Then M ∈ Rn if and only if
(M +MJn)u = 0n and (MT +MTJn)u = 0n
for all u ∈ {1n}⊥.
These are equivalent to
(MT + JnMT )Rn ⊂ R1n and (M + JnM)Rn ⊂ R1n.
Proof. If (M+MJn)u = 0n for all u ∈ {1n}⊥ thenM+MJn = (mi,j+mi,n+1−j)i,j∈Zn
has constant row sum as the sum of the entries of u will be 0.
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Also (M + JnM)Rn ⊂ R1n implies that M + JnM = (mi,j + mn+1−i,j)i,j∈Zn has
constant column sums, and these two statements are equivalent to M being type
R. The other equivalent equations follow by considering MT .
Conversely, if M is type R then M+MJn and M+JnM have constant row sum and
constant column sum respectively. Hence (M +MJn)u = 0n and (MT +MTJn) =
0n, as required.
THEOREM 3.10. A matrix M ∈ Rn×n is an element of Rn with weight w if and




















when n = 2k + 1 is odd.
Proof. Even case n = 2k. Let M be an n × n type R matrix, so that by (5) of







Then by Lemma 3.9 we can write
(M + JnM)Rn ⊂ R1n,
so that



































































































































































These two expressions are equivalent to the blocks Y, Y T , V T and W T having
columns which are multiples of 1n, which implies that Y is a multiple of the
matrix Ek.
Conversely, if Y is a multiple of Ek, V T and W T have constant columns
and Z ∈ Rn×n we can see that the square will have reverse row and column
similarity when multiplied on the left and right by the Xn block, as required.
Odd n = 2k + 1. Let M be an n× type R matrix. Then by relation (5) of Lemma
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3.8 we can find V,W, Y, Z k × k matrices, v, x, y, z ∈ Rk vectors, and α ∈ R,
a real number such that
M = Xn

Y v V T
yT α zT
W x Z







Then in a similar fashion to the even case, we can write
2
























Again we find that these expressions are equivalent to Y =
√
2w1k1Tk for

















satisfies the type R condition, and hence we have established the equivalence
of the block representations.
With the equivalence of the block representations established we now need only
show that M has weight w.
Let us assume that M = XnNXn has weight t, for some t ∈ R, so that by definition
the average of the sum of the entries of M is equal to t. Then by (7) of Lemma
3.8, we can write M0 = M − tEn = XnN0Xn, where N0 has weight zero.
By (6) of Lemma 3.8 we have a block representation for tEn and so for N0. Ex-
panding out this block representation after conjugation with Xn we find that the
elements of the vectors x and z cancel out in each row and column sum, leaving
only the w and t terms. Summing over all rows, and so over all the entries of
M0 = XnN0Xn, and equating to the zero weight, we find that w − t = 0, so w = t
and so M has weight w as required.
LEMMA 3.11. A matrix M ∈ Rn×n is type V if and only if
uTMv = 0 (for all u, v ∈ {1n}⊥).
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A matrix M ∈ Rn×n is a type Vˆ if and only if
uTMv = 0 (for all u, v ∈ {1n}⊥)
and 1TnM1n = 0.
Proof. Assuming that
uTMv = 0 (for all u, v ∈ {1n}⊥),
we define vj to be the vector with a 1 in the jth position, −1 in the (j + 1)-
th position and 0 otherwise. Then any u ∈ {1n}⊥ can be written as a linear
combination of vj , and hence the set of all such vj forms a basis for {1n}⊥. For


























In a similar fashion we define the vectors uij with a 1 in the ith position, a −1 in
the jth position and 0 elsewhere, so that uij ∈ {1n}⊥, and w.l.o.g. if j > i then
uij = vi+vi+1+. . .+vj−1, a linear combination of the vj . Then for any i, j, k, l ∈ Zn
we have that
0 = uTikMujl = {0, . . . , 1︸︷︷︸
ith
, . . . , −1︸︷︷︸
kth
, . . . , 0}

m1,1 . . . m1,n
m2,1
. . . m2,n
...
...











= mij +mkl −mil −mkj .
which is the required type V property
mij +mkl = mil +mkj ,
and hence M is type V.
Conversely, since the type V property implies that for all i, j, k, l ∈ Zn,
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0 = mi,j +mk,l −mi,l −mk,l,
reversing the above argument yields
0 = mi,j +mi+1,j+1 −mi,j+1 −mi+1,j = vTi Mvj = (aivTi )M(bjvj)
for all ai, bj ∈ R, i, j ∈ Zn. Hence
0 =(a1vT1 )M(b1v1) + (a2vT2 )M(b1v1) + . . .+ (aivT1 )M(bjvj) + . . .+ (anvTn )M(bnvn)
=(a1vT1 + a2vT2 + . . .+ anvTn )M(b1v1 + b2v2 + . . . bnvn),
with (a1v1 + a2v2 + . . . + anvn) and (b1v1 + b2v2 + . . . bnvn) arbitrary vectors in
{1n}⊥.
To see the second property we observe that 1TnM1n =
∑n
i,j=1mi,j = 0 and so M is
type Vˆ, as required.
THEOREM 3.12. A matrix M ∈ Rn×n is type V if and only if it has the block
representation







where a, b ∈ Rk, Y ∈ Rk×k, and with Y type V,










with a, b, c, d ∈ Rk and α ∈ R.
A matrix M ∈ Rn×n is of type Vˆ if and only it has the block representation







where a, b ∈ Rk, Y ∈ Rk×k, and with Y type Vˆ,




2(a1Tk + 1kcT )− 2
√
2






2k−11Tk (a+ c) dT√
2b1Tk b 0ˆk
Xn,
with a, b, c, d ∈ Rk.
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for all u, v ∈ {1n}⊥.
Now define u = (u1, . . . , un)T = (uˆ1, uˆ2) and v = (v1, . . . , vn)T = (vˆ, vˆ2) such
that uˆ1 = (u1, u2, . . . , uk)T , vˆ1 = (v1, v2, . . . , vk)T , uˆ2 = (uk+1, . . . , un)T and







































where ξ1 = uˆ1 + uˆ2Jk, η1 = uˆ1Jk − uˆ2, ξ2 = vˆ1 + Jkvˆ2 and η2 = Jkvˆ1 − vˆ2.
Given that u1+u2+. . .+un = 0 and v1+v2+. . .+vn = 0, and that the entries
in ξ1 and ξ2 also sum to zero, we deduce that ξ1, ξ2 ∈ {1k}⊥ and η1, η2 ∈ Rk.












=ξT1 Y ξ2 + ξT1 V T η2 + ηT1 Wξ2 + η1Zη2.
Setting ξ1 = ξ2 = 0k yields
0 = 0Tk Y 0k︸ ︷︷ ︸
=0
+ 0Tk V T η2︸ ︷︷ ︸
=0
+ η1W0k︸ ︷︷ ︸
=0
+η1Zη2,
which implies that Z = 0ˆk.
Setting either or both of η1 and η2 to be the zero vector 0k, we obtain the
three equalities
0 = ξT1 Y ξ2 + ξT1 V T η2, 0 = ξT1 Y ξ2 + ηT1 Wξ2 and 0 = ξT1 Y ξ2.
40
Given that 0 = ξT1 V T η2 and 0 = ηT1 Wξ2, as η1, η2 ∈ Rk and ξ1, ξ2 ∈ {1k}⊥ it
follows that
0k = V ξ1 and 0k = Wξ2.
Let V Tj and W Ti be the row vectors of the matrices V and W respectively for
i, j ∈ {1, 2, . . . , n}, so that V Tj ξ1 = W Ti ξ2 = 0 for all i, j. Then Vj ∈ {ξ1}⊥
and Wi ∈ {ξ2}⊥, and as ξ1, ξ2 ∈ {1k}⊥ then Vj ∈ {1k}⊥⊥ = α1k and Wi ∈
{1k}⊥⊥ = β1k with α, β ∈ R.
Hence 0 = ξT1 Y ξ2, with ξ1, ξ2 ∈ {1k}⊥ so that Y is type V by Lemma 3.11
and concluding we have the given type V block representation.
In consideration of the second condition of Lemma 3.11 for a type Vˆ matrix,






























= 1Tk Y 1k
and hence Y is type Vˆ, as required.







with a, b ∈ Rk, Y ∈ Rk×k and type Vˆ we obtain,
M = 12
(
Y + Jkb1Tk + 1kaTJk Y Jk + Jkb1Tk Jk
JkY − b1Tk + Jk1kaTJk JkY Jk − b1Tk Jk − Jk1kaT
)
and so by Lemma 3.11, under the assumption 0 = 1TnM1n, we have that
1TnM1n = 1Tk Y 1k︸ ︷︷ ︸
=0
+ 1Tk JkY 1k︸ ︷︷ ︸
=0
+ 1Tk Y Jk1k︸ ︷︷ ︸
=0
+ 1Tk JkY Jk1k︸ ︷︷ ︸
=0
+ 1Tk Jk(b1Tk )1k − 1Tk b1Tk 1k + 1Tk Jkb1Tk Jk1k − 1Tk b1Tk Jk1k
+ 1Tk 1kaTJk1k + 1Tk Jk1kaTJk1k − 1Tk 1kaT 1k − 1Tk Jk1kaTJk1k
= 0,
due to symmetries in the constant rows and columns of b1Tk and 1kaT respec-
tively.



















= ξT1 Y ξ2 + ξT1 1kaT η2 + ηT1 b1Tk ξ2 + ηT1 0ˆkη2.
The sum of the entries of ξ1 and ξ2 is 0, and hence we have
ξT1 Y ξ2︸ ︷︷ ︸
=0
+ξT1 1kaT η2 + ηT1 b1Tk ξ2 ξT1 1kaT︸ ︷︷ ︸
=0
η2 + ηT1 b1Tk ξ2︸ ︷︷ ︸
=0
= 0,
and it follows that the block representation structure ensures the type Vˆn
symmetry.
Odd case n = 2k + 1. We proceed as in the even case with the assumption that
M ∈ Vˆn. Setting N = XnMXn, and by (5) of Lemma 3.8 noting that any
odd-sided square matrix N can be written in the form
N =

Y v V T
yT α zT
W x Z
Xn we can write M = Xn





for some V,W, Y, Z ∈ Rk×k, x, y, v, z ∈ Rk, and α ∈ R.
By Lemma 3.11 we have
0 = uTXn

































where uˆ1 = (u1, u2, . . . , uk)T and uˆ2 = (uk+2, uk+3, . . . , un)T ,and again by








































=ξT1 Y ξ2 −
√
2(ξT1 v)(1Tk ξ2) + ξ1V T η2 −
√
2(ξT1 1k)(ytξ2) + 2(ξT1 1k)(1Tk ξ2)α
−√2(ξT1 1k)(zT η2) + ηT1 Wξ2 −
√
2(ηT1 x)(1Tk ξ2) + ηT1 Zη2.
Setting ξ1 = ξ2 = 0k ∈ Rk, yields
0 = ξT1 Y ξ2︸ ︷︷ ︸
=0
−√2(ξT1 v)(1Tk ξ2)︸ ︷︷ ︸
=0
+ ξ1V T η2︸ ︷︷ ︸
=0
−√2(ξT1 1k)(ytξ2)︸ ︷︷ ︸
=0
+ 2(ξT1 1k)(1Tk ξ2)α︸ ︷︷ ︸
=0
−√2(ξT1 1k)(zT η2)︸ ︷︷ ︸
=0
+ ηT1 Wξ2︸ ︷︷ ︸
=0




from which we deduce that Z = 0ˆk.
Taking ξ1 = ξ2 = 0k ∈ Rk gives us















thus establishing W and V . It follows that
0 =ξT1 Y ξ2 −
√




2(ξT1 1k)(yT ξ2) + 2(ξT1 1k)(1Tk ξ2)α
−√2 ξT1 V T︸ ︷︷ ︸
=0k
η2 + ηT1 Wξ2︸ ︷︷ ︸
=0k
−√2ηT1 Wξ2︸ ︷︷ ︸
=0k




















2(v1Tk + 1kyT )− 2αEk.
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From the second condition in 3.11, we also have
0 = 1TnM1n = 1TnXn


































































2yT 1k + α.
Substituting for Y =
√
2(v1Tk + 1kyT )− 2αEk, then gives us
0 =21Tk
(√






2yT 1k + α
=2
√
21Tk (v1Tk )1k + 2
√




2yT 1k + α
so that
α(41TkEk1k − 1) = 2
√
21Tk (v1Tk )1k + 2
√





























2k + 1 =
√







k v + yT 1k).
The converse argument then follows similarly to the even case.
Combining the previous theorems for type R and type V matrix block representa-
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tions we obtain the following block representation theorem for a reversible square
matrix M , so that M has the composite symmetry M ∈ Rn ∩Vn = RVn.
THEOREM 3.13. Let M ∈ Rn×n, n ∈ N. Then M is a reversible square matrix
with M ∈ RVn, if and only if M has the block representation







with a, b ∈ Rk, w ∈ R,










with a, b, c, d ∈ Rk and w ∈ R.















































In Lemma 3.14 we use the block representation for reversible square matrices, to
demonstrate that every reversible square matrix is also type A, so an associated
square matrix (defined earlier in this chapter).
LEMMA 3.14. Let M = (mi,j) ∈ Rn×n be an n× n reversible square matrix with
weight w, so that M ∈ RVn, is both type Rn and type Vn. Then M is also an
associated square matrix with weight w, so that M ∈ An is type A, with mi,j +
mn+1−i,n+1−j = 2w, for all i, j ∈ Zn, and so RVn ⊂ An.
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Proof. For n = 2k is even we expand out the conjugated block representation of
Theorem 3.13 to obtain
M = 12
(
1kaTJk + Jkb1tk −1kaT + Jkb1k














Written in this form it can be seen that the elements of the vectors a, b in all
associated sums cancel, so that mi,j +mn+1−i,n+1−j = 2w.
Similarly with an odd sided reversible square we have
M =

1kaTJk + Jkb1Tk Jkb −1kaT + Jkb1TK
aTJk 0 −aT
1kaTJk − b1Tk −b −1kaT − b1Tk
+ wEn,
and again we find that the elements of the vectors a, b in all associated sums cancel,
so that mi,j +mn+1−i,n+1−j = 2w. Hence RVn ⊂ An, as required.
Example. A traditional reversible square matrix of order 4 with weight w = 172
and associated sum 2w = 17.
1 2 5 6
3 4 7 8
9 10 13 14
11 12 15 16
3.2 Legitimate Transforms and Reversible Square Equivalence Classes
We begin by defining the seven legitimate transforms for a reversible squareR = (rij),
as considered in [10] (see §2.4 pp 25-28) by Ollerenshaw and Bre´e.
Definition (of Legitimate Transforms). Listed below are the seven legitimate
transforms.
(i) Reflection across the horizontal central axis:
r′ij = r(n+1−i)j for all i, j ∈ Zn;
(ii) Reflection across the vertical central axis:
r′ij = ri(n+1−j) for all i, j ∈ Zn;
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(iii) Reflection across either principal diagonal axis:
r′ij =rji i, j ∈ Zn or
r′ij =r(n+1−i)(n+1−j) for all i, j ∈ Zn;
(iv) Swapping associated pairs of rows across the horizontal central axis:
r′i′j =r(n+1−i′)j ,
r′(n+1−i′)j =ri′j for all j ∈ Zn and fixed i′ ∈ Zn,
r′ij =rij for i, j ∈ Zn, and i /∈ {i′, n+ 1− i′},
(v) Swapping associated pairs of columns across the vertical central axis:
r′ij′ =ri(n+1−j′),
r′i(n+1−j′) =rij′ for all i ∈ Zn and fixed j′ ∈ Zn,
r′ij =rij for i, j ∈ Zn, and j /∈ {j′, n+ 1− j′},
(vi) Simultaneously swapping rows i′, i′′ in one half of the matrix and swapping
the associated two rows in the other half:
r′i′j = ri′′j ,
r′i′′j = ri′j ,
r′(n+1−i′)j = r(n+1−i′′)j ,
r′(n+1−i′′)j = r(n+1−i′)j for all i′, i′′, j ∈ Zn,
r′ij = rij for i, j ∈ Zn and i /∈ {i′, i′′, n+ 1− i′, n+ 1− i′′}.
(vii) Simultaneously swapping columns j′, j′′ in one half of the matrix and swap-
ping the associated two columns in the other half:
r′ij′ = rij′′ ,
r′ij′′ = rij′ ,
r′i(n+1−j′) = ri(n+1−j′′),
r′i(n+1−j′′) = ri(n+1−j′) for all j′, j′′, i ∈ Zn,
r′ij = rij for i, j ∈ Zn and j /∈ {j′, j′′, n+ 1− j′, n+ 1− j′′}.
Definition (of reversible square equivalence classes). Let R = (rij) and R′ = (r′ij)
be two n × n reversible square matrices. Then we say that R and R′ are equiva-
lent if and only if there exists a finite combination of legitimate transforms which
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transform R to R′. If R and R′ are equivalent then we write R ∼ R′, and say that
the two reversible squares lie in the same equivalence class.
The first three transforms lead to a reversible square R′ = (r′ij) that is considered
to be the same reversible square (the dihedral symmetries), whereas the latter four
transforms map the reversible square R = (rij) to an essentially different reversible
square R′ = (r′ij) within the same equivalence class.
A reversible square equivalence class is defined to be the set of all n× n reversible
squares that can be transformed into one another by any combination of legitimate
transforms.
LEMMA 3.15. The definition of two n×n reversible square matrices being equiv-
alent if they are connected by a sequence of legitimate transforms, is in fact a true
equivalence relation, satisfying the transitive, symmetric and reflexive properties
required.
Proof. Let ∼ mean that two n × n reversible squares are in the same equivalence
class, so that there exists a sequence of legitimate transforms which takes one to
the other. Then this relation is
• reflexive as the identity transform can be obtained by a sequence of legitimate
transform, and so M ∼M ,
• symmetric as the sequence of legitimate transforms which take M to N has an
inverse legitimate transform which takes N to M , and so M ∼ N ⇔ N ∼M ,
• transitive, for if L ∼ M and M ∼ N , then one can get from L to N via
a sequence of legitimate transforms and hence L and N are not essentially
different and L ∼ N .
Hence equivalence, as defined here, is in fact a true equivalence relation.
In [10] Ollerenshaw and Bre´e’s approach to counting all essentially different n× n
reversible square matrices was to calculate the number of equivalence classes Nn
multiplied by the size of each equivalence class Mn. A key point in their argument
was that each equivalence class had the same number of Mn elements, and being
represented by a principal element, called a principal reversible square, which we
now define.
Definition (of Principal Reversible Squares). An n×n square matrix M = (mi,j),
is said to be a principal reversible square matrix if and only if each of the row entries
read from left to right, and column entries read from top to bottom form increasing
integer sequences; the top left matrix entries satisfy m1,1 = 1 and m1,2 = 2
and all three conditions for a traditional reversible square matrix hold, where as
previously defined the term traditional implies that the entries consist of the integers
1, 2, 3, . . . , n2.
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LEMMA 3.16. Each equivalence class of n× n traditional reversible square ma-
trices is represented by a unique n × n principal reversible square, so that distinct
principal reversible squares lie in distinct equivalence classes.
Proof. We sketch the proof given by Ollerenshaw and Bre´e in [10] (see § 2.4 pp
29-32).
Firstly we see that the numbers 1 and 2 must lie in the same row or column, other-
wise there is no other pair of integers that can satisfy the equal cross-sum property,
with sum 0 + 1 = 1. Next we note that every traditional reversible square can be
manipulated via the row and column swaps (i) and (ii), and the transpositions (iii),
so that the first row begins 1, 2, and that each row sequence (read left to right)
and column sequence (read top to bottom) is an increasing sequence of integers.
Hence the legitimate transforms enable every traditional reversible square to be
transformed into a principal reversible square.
Next we need to show that there does not exist a combination of legitimate trans-
forms that will transform one principal reversible square to another principal re-
versible square. As all row and column entries of a principal reversible square are
in ascending order, it follows that applying any legitimate transform breaks this
condition within one of the rows or columns. Hence each equivalence class of n×n
traditional reversible squares is represented by a unique n × n principal reversible
square, as required.
The fundamental link between sum-systems and principal reversible squares is es-
tablished in the following lemma.
LEMMA 3.17. Given a principal reversible square M ∈ Rn×n then the first row
and column of the matrix M − En form a sum-system.
Proof. The third symmetry requirement for a square matrix to be a reversible
square says that the cross sum of the corners of any subarray within the square is
equal, so that
mij +mi′j′ = mij′ +mi′j .
As the first entry of M − En is 0 then we have
(m11 − 1) + (mij − 1) = (m1j − 1) + (mi1 − 1)
mij − 1 = m1j − 1 +mi1 − 1
mij + 1 = m1j +mij ,
and as M is traditional, it follows that M − En contain the integers 0 to n2 − 1.
Therefore the first row and column of M must form an n + n sum-system, as
required.
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3.3 The Equivalence Class Cardinality









Proof. We need to count the number of equivalent reversible squares that arise
from all possible combinations of legitimate transforms applied to an original n×n
traditional reversible square matrix. We give the proof for even n. The proof for
odd n then follows with the insertion of the floor function brackets.
Let M be our n× n principal reversible square with
M = (a1, a2, . . . , an2 , bn2 , . . . , b2, b1),
so that ai and bi are the column vectors of M .
The number of equivalent reversible squares corresponds to the number of column
and row swaps one can carry out. The structure of a reversible square is that
column bi must be in the mirrored position across the vertical axis from ai for all
i. The legitimate transforms tell us that we can:
1. Swap any number of ai’s with bi’s.
2. Swap any ai and aj provided we swap bi and bj for all i, j ∈ Zk (n = 2k).
Hence considering the left hand half of M whose columns are (a1, a2, . . . , an2 ), we
have n2 ! choices for the columns. With the columns chosen we now count the number
of swaps across the vertical axis which is given by the sum over zero column swaps,





































Multiplying these together then gives (n2 )!2
n
2 equivalent but different n×n reversible
square matrices, and squaring this number then includes all possible row transforms.
Finally we note that in terms of excluding the dihedral symmetries, although the
legitimate transforms do not allow for rotations of the original matrix, they do
afford reflections across the horizontal, vertical and diagonal axes. Hence we divide









Here the floor function incorporates the odd sided argument in which the middle
row and column is fixed.
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An alternative proof can be obtained via the block representation of a legitimate
transform given in Lemma 4.2.
Example. For n = 4, there are three principal reversible squares, and so equiv-
alence classes, each with 16 elements. We give all 16 elements for the simplest
principal reversible square below.
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
1 2 3 4
9 10 11 12
5 6 7 8
13 14 15 16
5 6 7 8
1 2 3 4
13 14 15 16
9 10 11 12
5 6 7 8
13 14 15 16
1 2 3 4
9 10 11 12
1 3 2 4
5 7 6 8
9 11 10 12
13 15 14 16
1 3 2 4
9 11 10 12
5 7 6 8
13 15 14 16
5 7 6 8
1 3 2 4
13 15 14 16
9 11 10 12
5 7 6 8
13 15 14 16
1 3 2 4
9 11 10 12
2 1 4 3
6 5 8 7
10 9 12 11
14 13 16 15
2 1 4 3
10 9 12 11
6 5 8 7
14 13 16 15
6 5 8 7
2 1 4 3
14 13 16 15
10 9 12 11
6 5 8 7
14 13 16 15
2 1 4 3
10 9 12 11
2 4 1 3
6 8 5 7
10 12 9 11
14 16 13 15
2 4 1 3
10 12 9 11
6 8 5 7
14 16 13 15
6 8 5 7
2 4 1 3
14 16 13 15
10 12 9 11
6 8 5 7
2 4 1 3
14 16 13 15
10 12 9 11
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4 Sum-and-Distance to Reversible Square Bijection
In this chapter we establish that the number of principal reversible squares of size n
is equal to the number of m+m inclusive sum-and-distance systems if n = 2m+ 1
is odd and equal to the number of m+m non inclusive sum-and-distance systems
if n = 2m.
To begin we recall our definitions for two specific types of m+m sum-and-distance
systems. Note: we change the notation of the entries from ai to aˆi and bi to bˆi to
distinguish between the entries of the vectors a, b in the block representation of a
reversible square.
Definition (of m+m sum-and-distance systems). For natural number m, let
A = {aˆ1, . . . , aˆm}, and B = {bˆ1, . . . , bˆm},
be two sets of positive integers of m distinct elements, ordered in terms of increasing
value, with A ∩B = φ.
Then we say that the set pair A and B form a m + m (non-inclusive) sum-and-
distance system, if and only if the corresponding sum-and-distance set, A∗B, defined
by
A∗B = (A+B) ∪ |A−B| = {aˆj + bˆk, |aˆj − bˆk| : j, k ∈ {1, . . .m}},
contains the odd integers 1, 3, 5, . . . , 4m2 − 1.
Similarly we say that A and B form an inclusive m+m sum-and-distance system if
and only if the union of the corresponding sum-and-distance set, A∗B, with A and
B, given by A∗B ∪A ∪B = A ∪B ∪ (A+B) ∪ |A−B|
A∗B = { aˆj , bˆk, aˆj + bˆk, |aˆj − bˆk| : j, k ∈ {1, . . .m}},
contains the consecutive integers 1, 2, 3, . . . 2m2 + 2m.
4.1 Traditional Reversible Squares and Sum-and-Distance Systems
THEOREM 4.1. A square matrix M ∈ Rn×n, is a traditional reversible square
if and only if the set of absolute values in the vectors a, b ∈ Rk in the block rep-
resentation in Theorem 3.13 comprise a sum-and-distance system, non-inclusive if
n = 2k is even, and inclusive if n = 2k + 1 is odd.
Proof. Let M be a traditional n × n reversible square with side length n = 2k,
so that M contains the integers 1 to n2. Subtracting the weight multiplied by En
to obtain the weightless reversible square M0 = M − n2+12 En, we have that M0
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contains the set of






−(n2 − 1),−(n2 − 3), . . . ,−1, 1, . . . , (n2 − 1)
}
.










Jkb1k + 1kaTJk Jkb1kJk − 1kaTJ
−b1k + Jk1kaTJk −b1kJk − Jk1kaT
)
,





−(n2 − 1),−(n2 − 3), . . . ,−1, 1, . . . , n2 − 3, n2 − 1
}
=12 {bj + ai, bj − ai,−bj + ai,−bj − ai | i, j ∈ Zk} .
We can then write
{1, 3, . . . , n2 − 1} = {|ai|+ |bj |, ||ai| − |bj || | i, j ∈ Zk},
so that the set of absolute values of the entries of a and b form a non-inclusive
sum-and-distance system.
Conversely, let A = {aˆ1, . . . aˆk}, B = {bˆ1, . . . , bˆk} form a non-inclusive sum-and-
distance system, and define the k-length vectors a and b to contain every entry of A
and B respectively in any permutation and with either positive or negative choice










Jkb1k + 1kaTJk Jkb1kJk − 1kaTJ
−b1k + Jk1kaTJk −b1kJk − Jk1kaT
)
.








−(n2 − 1),−(n2 − 3), . . . ,−1, 1, . . . , n2 − 3, n2 − 1
}
in some order and hence M = M0+ n2+12 En is an n×n traditional reversible square.
For odd n = 2k + 1, proceeding as before we remove the weight and expand the
block representation to obtain
M0 = Xn










1kaTJk + Jkb1Tk Jkb −1kaT + Jkb1Tk
aT jk 0 −aT
1kaT jk − b1Tk −b −1kaT − b1Tk
 ,
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for a, b ∈ Rk such that a = (a1, . . . , ak)T , b = (b1, . . . , bk)T , from which we deduce
that the four corner k × k blocks contain all entries ±ai ± bj for i, j ∈ Zk, with
the additional 4k entries ±ai and ±bj along the central row and column with the
0 element in the central cell. It follows that values in vectors a and b must satisfy
the following,
{|ai|+ |bj |, ||ai| − |bj ||, |ai|, |bj || i, j ∈ Zk} =
{





if M is a reversible square. Therefore the set of absolute values of the entries of a
and b form an inclusive sum-and-distance system.
Conversely, let A = {aˆ1, . . . aˆk}, B = {bˆ1, . . . , bˆk} form an inclusive sum-and-
distance system, then define k-length vectors a and b to contain every entry of
A and B respectively in any permutation and can be either positive or negative.
Let M0 be the resulting weightless reversible square matrix and by the expanding
its block representation from above, it follows that M = M0 + n2+12 En is an n× n
traditional reversible square, as it contains the integers
{1, 2, . . . n2},
and exhibits the three symmetry properties required.
LEMMA 4.2. Let M0 ∈ Rn×n be a traditional weightless reversible square with
block representation vectors a and b. Then applying any combination of the seven
legitimate transforms defined previously to the matrix M0 results in new block rep-
resentation vectors c and d, whose absolute values are the same as the absolute
values of a and b, i.e. the ordered sets formed from the absolute values of the two
vectors are invariant under the legitimate transform actions.
It follows that the sum-and-distance system formed from the absolute values of the
block representation vectors is invariant under the action of the seven legitimate
transforms.
Proof. We now describe the seven legitimate transforms in terms of matrix algebra,
for both the even and the odd order cases, from which it is apparent that the legiti-
mate transforms do not change the absolute values within the block representation
vectors.














































































































































































































b1 . . . b1 b1 . . . b1
















ak . . . a1 −a1 . . . −ak








































b1 . . . b1 b1 b1 . . . b1
0 . . . 0 0 0 . . . 0


















ak . . . a1 0 −a1 . . . −ak
ak . . . a1 0 −a1 . . . −ak







ak . . . a1 0 −a1 . . . −ak

.























b1 . . . b1 b1 . . . b1






















ak . . . a1 −a1 . . . −ak











where b(s) = (b1, . . . ,−bk+1−s, . . . , bk)T = Iˆ(k + 1− s)b, and
Iˆ(s)i,j =

0 i 6= j,
1 i = j, i 6= s, j 6= s,




















ak . . . a1 0 −a1 . . . −ak
ak . . . a1 0 −a1 . . . −ak

























b1 . . . b1 b1 b1 . . . b1
0 . . . 0 0 0 . . . 0













−bk . . . −bk −bk −bk . . . −bk

where b(s) = (b1, . . . ,−bk+1−s, . . . , bk)T = Iˆ(k + 1− s)b.

















b1 . . . b1 b1 . . . b1



















ak . . . −ak+1−s . . . a1 −a1 . . . ak+1−s . . . −ak

































b1 . . . b1 b1 b1 . . . b1
0 . . . 0 0 0 . . . 0





















ak . . . −ak+1−s . . . a1 0 −a1 . . . ak+1−s . . . −ak
ak . . . −ak+1−s . . . a1 0 −a1 . . . ak+1−s . . . −ak










ak . . . −ak+1−s . . . a1 0 −a1 . . . ak+1−s . . . −ak

where a(s) = (a1, . . . ,−ak+1−s, . . . , an)T = Iˆ(n+ 1− s).
(vi) Simultaneously swapping two rows in one half of the matrix and swapping the














ak . . . a1 −a1 . . . −ak































b1 . . . b1 b1 . . . b1


















−bk . . . −bk −bk . . . −bk

,
where t > s and
b˜(s, t) = (b1, . . . , bk−t, bk+1−s, bk+2−t, . . . , bk−s, bk+1−t, bk+2−s . . . , bk)T = I˜(s, t)b,
with I˜(s, t) =




















ak . . . a1 0 −a1 . . . −ak
ak . . . a1 0 −a1 . . . −ak
































b1 . . . b1 b1 b1 . . . b1
0 . . . 0 0 0 . . . 0




















−bk . . . −bk −bk −bk . . . −bk

,
where t > s and b˜(s, t) = (b1, . . . , bk−t, bk+1−s, bk+2−t, . . . , bk−s, bk+1−t, bk+2−s . . . , bk)T =
I˜(s, t)b.
(vii) Simultaneously swapping two columns in one half of the matrix and swapping

















b1 . . . b1 b1 . . . b1






















ak . . . ak+1−t . . . ak+1−s . . . a1 −a1 . . . −ak+1−s . . . −ak+1−t . . . −ak





































b1 . . . b1 b1 b1 . . . b1
0 . . . 0 0 0 . . . 0
























ak . . . ak+1−t . . . ak+1−s . . . a1 0 −a1 . . . −ak+1−s . . . −ak+1−t . . . −ak
ak . . . ak+1−t . . . ak+1−s . . . a1 0 −a1 . . . −ak+1−s . . . −ak+1−t . . . −ak













ak . . . ak+1−t . . . ak+1−s . . . a1 0 −a1 . . . −ak+1−s . . . −ak+1−t . . . −ak

,
where t > s and (˜a)(s, t) = (a1, . . . , ak+1−t, . . . , ak+1−s, . . . , ak)T = I˜(s, t)a.
4.2 Enumeration of Equivalent Vectors
With the new method of expressing legitimate transforms in terms of their block
representation established, we now give an alternative proof for the number of
equivalent n× n reversible square matrices Mn in each equivalence class.
Proof. (second proof of Theorem 3.18)
Let a = {a1, . . . , abn2 c}
T and b = {b1, . . . , bbn2 c}
T be our block representation vec-
tors, and
a′ = {±a1, . . . ,±abn2 c}
T and b′ = {±b1, . . .± bbn2 c}
T .
Then the choice of sign, along with the extra two possibilities for the placement of
the vectors on either the central row or column when n is odd give us a total of
2n possibilities, for both odd and even n. Removing the four dihedral transforms,
























where if n is even V,W ∈ Rn×n and if n is odd V ∈ Rk+1×k and W ∈ Rk×k+1 when
not counted reduces to 2n−2 choices.













)2 equivalent matrices, as required.
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THEOREM 4.3. The number of n× n reversible square equivalence classes Nn,
is equal to the number of k + k inclusive sum-and-distance systems if n = 2k + 1
is odd, and equal to the number of k+ k non-inclusive sum-and-distance systems if
n = 2k is even.











sum-and-distance system of the corresponding type, depending
upon the parity of n.
Proof. By Lemma 4.2 two n×n equivalent reversible square matrices have the same
absolute values of the block representation vectors, and by Theorem 4.1, the set
pair formed from the block representation vectors form a sum-and-distance system.




















inclusive sum-and-distance systems if n is odd.
By Lemma 3.16, distinct n×n principal reversible squares lie in distinct equivalence
classes, and so the set of all n×n principal reversible squares can be used to represent
all the n× n reversible square equivalence classes, and hence the Corollary.
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5 Principal Reversible Squares: their Construction and
Enumeration
The first known recorded occurrence of a reversible square matrix was in 1897 and is
attributed to Eamon McClintock [44]. McClintock established the important result
that there exists a 1 − 1 correspondence between reversible squares (then called
McClintock squares) and most-perfect squares (defined at the beginning of Chapter
4). He managed to construct a subset of all n × n traditional reversible squares,
and it was not until the work of Ollerenshaw and Bre´e just over one hundred years
later in 1998 [10], that a general construction method was established for the set
of all such squares. This then led to the enumeration of all n×n reversible squares
of doubly-even order (n = 4k) and so of all n × n most-perfect square matrices of
doubly-even order.
Ollerenshaw and Bre´e approached this construction problem by initially refining
the definition of the symmetry properties required and coined the term reversible
squares. They employed a lengthy and ingenious nested block structure argument
(see Chapter 4 of [10]), from which they applied combinatorial methods to enumer-
ate all n×n principal reversible squares. In what follows we outline their approach
to understanding the block structure, which we restate in terms of divisor paths.
The divisor path approach lends itself to more number theoretical methods which
we employ in Chapter 6 to embed the full enumeration argument with the theory
of divisor functions. For the interested reader we advise that this thesis be read in
conjunction with Ollerenshaw’s and Bre´e’s book.
To help progress their arguments they employed a number of concepts which we
now define below.
Definition (of similar sequences). Two sequences a1, a2, . . . an and b1, b2, . . . , bn
are said to be similar sequences when the differences between sequence terms in
corresponding positions in both sequences is constant, i.e ai−bi = aj−bj ∀i, j ∈ Zn.
Definition (of similar blocks). An n ×m block is defined to be an n ×m matrix
containing a sequence of nm entries a1, a2, . . . , anm. Two n×m blocks are said to
be similar blocks when the entries in all corresponding rows and columns in both
blocks are similar sequences.
Definition (of reverse similarity). Two sequences a1, a2 . . . an and b1, b2 . . . bn are
said to be in reverse similarity, if when the second sequence is reversed, pairs of
entries in the same position sum to the same constant, i.e. ai+bn+1−i = c ∀ i ∈ Zn.
An equivalent definition to that given at the beginning of Chapter 4 for an n × n
reversible square can now be stated.
LEMMA 5.1. An n× n reversible square M = (mij) has the following symmetry
properties.
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(i) The row sequences are similar, so that
mij −mij′ = mi′j −mi′j′ , i, i′j, j′ ∈ Zn.
(ii) The column sequences are similar, so that
mij −mi′j = mij′ −mi′j′ , i, i′, j, j′ ∈ Zn.
(iii) Pairs of entries which are diametrically opposite sum to 2w (if M is traditional
then w = 12(n2 + 1)).
Proof. Properties (i), and (ii) follow directly from the equal cross sums condition
for a reversible square, mij + mi′j′ = mij′ + mi′j , i, i′, j, j′ ∈ Zn. Property (iii),
is simply the associated property (A) previously established in Lemma 3.14 for
reversible square matrices.
5.1 Smallest Corner Blocks and Divisor Paths
Definition (of smallest corner blocks). In a square matrix M containing consecu-
tive integer entries, reading left to right along the first row, we define the smallest
corner block (SCB) to have width j1 equal to the first break in the sequence of con-
secutive integers, and depth i1 equal to the number of rows down to which reading
left to right and top to bottom in this i1×j1 block, that the sequence of consecutive
integers continues. If j1 = n, then the whole square M is taken to be the SCB.
Remark. For a principal reversible square matrix we must have j1 ≥ 2 otherwise
(as demonstrated in the proof of Lemma 3.16), the first two entries in the first row
cannot be 1, 2, so that the SCB block has width as least two.
Definition (of divisor paths). Let n, iu, jv ∈ N for u, v ∈ Zα. We say that the
ordered pairing of tuples
{(i1, i2, . . . , iα−1, iα), (j1, j2, . . . , jα−1, jα)}
form a divisor path set of length α for n, if they satisfy the divisibility chains
i1| i2| . . . | iα−1| iα = n, 1 < i1 < i2 < . . . < iα−1 < iα = n,
and
j1| j2| . . . | jα−1|jα|n , 1 < j1 < j2 < . . . < jα−1 < jα ≤ n.
Remark. In their book, Ollerenshaw and Bre´e defined these divisor paths as (α−
1)-progressive paths.
The divisor path approach gives us a new way of defining the nested block construc-
tion that uniquely determines each principal reversible square, and we now use this
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understanding to recursively define a block structure using the divisor path sets. In
the following definition we use an existing block to recursively define a new nested
block, which preserves block similarity,
Recursive nested block construction. Given the divisor path set for n of
length α
{(i1, i2, . . . , iα−1, iα), (j1, j2, . . . , jα−1, jα)}
so that
i1| i2| . . . | iα−1| iα = n, 1 < i1 < i2 < . . . < iα−1 < iα = n,
and
j1| j2| . . . | jα−1|jα|n , 1 < j1 < j2 < . . . < jα−1 < jα ≤ n,
we define recursively the sequence of nested block structured matricesR1, R2, . . . , Rα
such that
R1 = (k1 + j1(k2− 1) | 1 ≤ k1 ≤ j1, 1 ≤ k2 ≤ i1) =

1 2 . . . j1
















| 1 ≤ k1 ≤ jm
jm−1














where if jα 6= n, then in the final step we tile the n × n matrix using the n × jα
largest corner block n/jα times to obtain Rα+1.
LEMMA 5.2. The above divisor path set construction produces a principal re-
versible square.
Proof. The construction ensures that the first block R1 is a principal reversible
rectangular matrix and from the recurrence, also that the recurrence sequence of
matrices R2, . . . , Rα are principal reversible rectangular matrices.
It follows that the resulting square matrix, Rα when jα = n and Rα+1 when jα < n,
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is a principal reversible square as it has 1,2, as the first two elements of the first
row, has increasing entries from left to right and top to bottom and satisfies reverse
row and column similarity and the equal cross sum property, as required.
THEOREM 5.3 (Nested block theorem). Let Ω(n) the number of prime factors
of n including repeats, and let {(i1, i2, . . . , iα−1, iα = n), (j1, j2, . . . , jα−1, jα)} be
a given divisor path set for n. Then by Lemma 5.2, the recursive nested block con-
struction defines an n×n principal reversible square, and conversely every principal
reversible square R, arises from exactly one divisor path set, so that every principal
reversible square can be uniquely represented by the form
R({(i1, i2, . . . , iα−1, n), (j1, j2, . . . , jα−1, jα)}), α ≤ Ω(n).
Here in the n×n square, the i1×j1 similar blocks are nested in i2×j2 similar blocks
which are nested in i3 × j3 similar blocks, and so on, until we obtain iα−1 × jα−1
similar blocks nested inside n× jα blocks. As a final step these n× jα similar blocks
make up the complete n× n block. For any fixed level of nested block, the sequence
of blocks from either left to right or top to bottom form an increasing sequence of
similar blocks (as defined previously).
Proof. The proof that the nested block structure is uniquely defined by the divisor
path set and vice versa, comprises the whole of Chapter 3 in [10]. However the
fundamental idea underpinning this proof is that the row and column similarity,
along with the increasing row and column sequence property of all principal re-
versible squares, implies that the first row defines the blocks along the first row
and column, which then completely determines the nesting structure as one moves
from the smallest corner block to the largest corner block in M .
Example. When n = 12, consider the principal reversible square M defined by the
(length 2) divisor path set R({(2, 12), (2, 4)}), so that i1 = 2, j1 = 2, i2 = n = 12
and j2 = 4. Then
M =
1 2 5 6 49 50 53 54 97 98 101 102
3 4 7 8 51 52 55 56 99 100 103 104
9 10 13 14 57 58 61 62 105 106 109 110
11 12 15 16 59 60 63 64 107 108 111 112
17 18 21 22 65 66 69 70 113 114 117 118
19 20 23 24 67 68 71 72 115 116 119 120
25 26 29 30 73 74 77 78 121 122 125 126
27 28 31 32 75 76 79 80 123 124 127 128
33 34 37 38 81 82 85 86 129 130 133 134
35 36 39 40 83 84 87 88 131 132 135 136
41 42 45 46 89 90 93 94 137 138 141 142
43 44 47 48 91 92 95 96 139 140 143 144
,
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where | represents a gap larger then 1 in a row or column. It can be seen that the
three 12 × 4 blocks are all similar, where the 2 × 2 blocks are nested in the 12 × 4
blocks which are nested in the 12× 12 square.
5.2 The Number of Principal Reversible Squares Nn
Prior to her work with Bre´e, Ollerenshaw had succeeded in counting all principal
reversible squares of the form n = 2rps using a complicated combinatorial method
in which she considered the number of paths in an r by s factor table (see Chapter
5 of [10]). After a considerable amount of simplification Ollerenshaw obtained the
concise formula for the number of n×n principal reversible squares Nn, with n ≡ 0




















Subsequently Ollerenshaw and Bre´e obtained a formula for the total number of
principal reversible squares for any doubly-even n (so n ≡ 0 (mod 4)) with prime
factorisation n = pβ00 p
β1
1 . . . p
βr
r , so that Ω(n) = β0 + β1 + . . . + βr, where p0 = 2
and β0 ≥ 2. Extending the methods applied to the n = 2rps, case they established





















, if 0 ≤ v ≤ Ω(n)
0, otherwise.
In the remainder of this chapter we approach the enumeration problem from a
different perspective, utilising the divisor path notation, and demonstrate that a
general formula for Nn, valid for all n ∈ N, can be stated in terms of the divisor
functions introduced in Chapter 2. Hence we extend the enumeration argument to
all n×n principal reversible square matrices, and by Theorem 4.3, to all ⌊n2 ⌋+ ⌊n2 ⌋
sum-and-distance systems of either type, depending on the parity of n.
As detailed in Theorem 5.3, the sequence of progressive factors uniquely determine
a principal reversible square, and similarly given a principal reversible square we
can deduce the unique sequence of progressive factors, whose permutations we now
consider in more detail.
Definition (of progressive factors). The principal reversible square uniquely de-
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termined by
R({(i1, i2, . . . , iα−1, n), (j1, j2, . . . , jα)}),
is said to have a length α divisor path or equivalently in the notation of [10], α− 1
progressive factors.
LEMMA 5.4. Let aj(n) and bj(n) respectively denote the number of possible left
tuples and right tuples of divisor paths sets for n of length j (so (j − 1)-progressive





where Ω(n) is the total number of prime factors of n, including repeats.
Proof. By Theorem 5.3, for a given integer n ∈ N, there is a one-to-one correspon-
dence between distinct divisor path sets and principal reversible square matrices.
It follows that the number of distinct divisor path sets is equal to the number of
n×n distinct reversible square matrices. The left and right tuple divisor paths are
defined only when they are of equal sizes, then the total number of possibilities is
given by the sum of the products of the possibilities for the different divisor path
lengths, aj(n)bj(n), and hence the result.
We now approach the problem of counting the number of distinct divisor paths by
considering the left and right hand tuple possibilities which correspond to the gaps
greater than one in the first row and column. We illustrate the row and column
breaks for divisor paths of length one, two, three and four when n = 60.
For R({(60), (j1)}), i.e. 0 progressive factors or divisor path length 1, we can have








c1(e) = c1(60) + c2(60) = 1 + 10 = 11,
by Lemma 2.9.
In total then, a divisor path of length 1 gives us a1(60)b1(60) = c1(60)× (c1(60) +
c2(60)) = 1× 11 = 11 choices.
For R({(i1, 60), (j1, j2)}), i.e. one progressive factor or divisor path length 2, we
require that 1 < i1|i2 = 60, i1 < i2 = 60 and 1 < j1| j2| 60, 1 < j1 < j2 ≤ 60.
Hence, for a2(60), we have to consider all the possible divisor paths of length 2 for
i2 = n = 60, which is given by c2(60) = 10. Similarly for b2(60), we have to consider




c2(e) = c2(60) + c3(60) = 10 + 21 = 31,
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by Lemma 2.9.
Hence, in total, a divisor path of length 2 gives us a2(60)b2(60) = c2(60)×(c2(60)+
c3(60)) = 10× 31 = 310 choices.
The table below then details the 10 divisor paths of length 1 in the first row, and
the 21 divisor paths of length 2 in rows two to eleven.
j2|n j1|j2|60with j1 /∈ {1, j2} Number of choices for{j1, j2}
60 30, 20, 15, . . . , 4, 3, 2 c2(60) = 10
30 15, 10, 6, 5, 3, 2 c2(30) = 6
20 10, 5, 4, 2 c2(20) = 4
15 5, 3 c2(15) = 2
12 6, 4, 3, 2 c2(12) = 4
10 5, 2 c2(10) = 2
6 3, 2 c2(6) = 2
5 − c2(5) = 0
4 2 c2(4) = 1
3 − c2(3) = 0
2 − c2(2) = 0
Total − c2(60) + c3(60) = 10 + 21 = 31
,
Using a similar argument (by Lemma 2.9), the divisor paths for n = 60 of length 3





c3(e) = c3(60) + c4(60) = 21(21 + 12) = 693,





c4(e) = c4(60)(c4(60) + c5(60)) = 12(12 + 0) = 144,
divisor paths.
We do not need to consider divisor paths greater than 4, as n = 60 = 22.3.5 only
has 4 prime factors, so that no divisor paths of length 4 or greater exist.







cj(60) (cj(60) + cj+1(60)) =
4∑
j=1
cj(60)c(1)j (60) = 1158,
so that there are 1158 distinct principal reversible squares of order 60.
We now formulate the above argument in generality for Nn.
THEOREM 5.5. With aj(n) and bj(n) defined respectively to be the total number
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of left tuples and right tuples of divisor path sets for n of length j (so (j − 1)
progressive factors), we have that









































































Proof. (of Theorem 5.5) Let n ∈ N and let
{(i1, i2, . . . , iα−1, n), (j1, j2, . . . , jα−1, jα)}
be a divisor path set of length α for n, so that they satisfy the divisibility chains
i1| i2| . . . | iα−1| iα = n, 1 < i1 < i2 < . . . < iα−1 < iα = n,
and
j1| j2| . . . | jα−1|jα|n , 1 < j1 < j2 < . . . < jα−1 < jα ≤ n.
For R({(n), (j1)}), i.e. 0 progressive factors or divisor path length 1, we can have








c1(e) = c1(n) + c2(n),
by Lemma 2.9.
In total then, a divisor path of length 1 gives us a1(n)b1(n) = c1(n)×(c1(n)+c2(n))
choices.
For R({(i1, n), (j1, j2)}), i.e. one progressive factor or divisor path length 2, we
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require that 1 < i1|i2 = n, i1 < i2 = n and 1 < j1| j2| n, 1 < j1 < j2 ≤ n. Hence,
for a2(n), we have to consider all the possible divisor paths of length 2 for i2 = n,
which is given by c2(n). Similarly for b2(n), we have to consider all the possible




c2(e) = c2(n) + c3(n),
by Lemma 2.9.
Hence, in total, a divisor path for n of length 2 gives us a2(n)b2(n) = c2(n) ×
(c2(n) + c3(n)) choices.
Using a similar argument (by Lemma 2.9), in the general case it then follows that





cj(e) = cj(n)(cj(n) + cj+1(n)) = cj(n)c(1)j (n),
by Lemma 2.17.
Therefore we have that aj(n) = cj(n), and bj(n) = cj(n)+cj+1(n) = aj(n)+aj+1(n),
where we do not need to consider divisor paths with j > Ω(n), as then cj(n) = 0,
so that aj(n) = bj(n) = 0.
By Lemma 2.9, it follows that









and for bj(n) we use the relation




































by Lemma 2.3, as required.
To see Corollary 5.6 Summing the product aj(n)bj(n) over all possible divisor path
lengths we find that the total number of principal reversible square matrices Nn of












and the result follows.
To see Corollary 5.7, by Theorem 3.18 the cardinality of each (traditional) reversible








and by Theorem 4.3 the total number of equivalence classes is given by Nn. Hence
the total number of traditional n× n reversible square matrices is given by MnNn,










THEOREM 5.8. Let n ∈ N with n ≥ 2. Then n is a prime number if and only if
Nn = 1, so that when n = 2, the only 1 + 1 sum-and-distance system is {{1}, {2}},
and when n = 2m+ 1, the only m+m inclusive sum-and-distance system is again
the canonical system given by
A = {1, 2, 3, . . .m}, B = {n, 2n, 3n, . . .mn} = nA.
Hence there is a unique m + m inclusive sum-and-distance system if 2m + 1 is a
prime number.




cj(n) (cj(n) + cj+1(n)) = c1(n) (c1(n) + c2(n)) = 1(1 + 0) = 1,
as c2(n) = 0 when n is a prime number. Hence when n is a prime number Nn = 1,
and there is only one sum-and-distance system. By Lemmas 1.2 and 1.3, this must
be the canonical sum-and-distance system.
Conversely, as Ω(n) ≥ 1 for n ≥ 2, if Nn = 1, then taking into account that the
sum is over non-negative terms we have
Nn = c1(n) (c1(n) + c2(n)) + terms with j ≥ 2 ≥ 1(1 + c2(n)).
Hence for Nn = 1 we require that cj(n) = 0 for j ≥ 2, which only happens when n
is a prime number.
By Corollary 5.6 it follows that Nn = 1, ⇔ the only m + m sum-and-distance
system is the canonical sum-and-distance system given by
A = {1, 2, 3, . . .m}, B = {n, 2n, 3n, . . .mn} = nA,
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so that with each prime number we can associate a unique sum-and-distance system.
LEMMA 5.9 (alternative proof that bj(n) = aj(n)+aj+1(n)). Let aj(n) and bj(n)
respectively be the total number of left tuples and right tuples of divisor path sets
for n of length j (so (j − 1) progressive factors). Then we have
bj(n) = aj(n) + aj+1(n).
Proof. Let Aj and Bj be defined as the Dirichlet series for the arithmetic functions











=ζ(s)Aj(s) = ζ(s)(ζ(s)− 1)j
=(ζ(s)− 1)(ζ(s)− 1)j + (ζ(s)− 1)j






















By the uniqueness of Dirichlet series it follows that aj(n) = bj(n) + bj+1(n).
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6 Sum-and-Distance Systems Construction Algorithm
By Theorem 5.3 there is a one-to-one correspondence between the divisor path
sets for n and the n × n principal reversible square matrices, where the recursive
definition of Lemma 5.2 allows us to uniquely construct a principal reversible square
from a given divisor path set for n.
In this Chapter we give a construction for all sum-and-distance systems by identify-
ing the first row and column of each principal reversible square in terms of its divisor
path block structure, and so by Theorem 1.5, the sum system corresponding to the
principal reversible square. We then reverse the stepwise algorithm given Theorem
1.5 to obtain the corresponding sum-and-distance system. A lattice point argu-
ment is then used to demonstrate that the construction yields all sum-and-distance
systems.
We begin by recalling that an even sided reversible square can be written as,
M = 12
(
1kaTJk + Jkb1Tk −1kaT + Jkb1k






















b1 . . . b1 b1 . . . b1














ak . . . a1 −a1 . . . −ak









It follows that the first row of the square has the tuple(1
2(bk + ak) + w,
1
2(bk + ak−1) + w, . . . ,
1
2(bk + a1) + w,
1
2(bk − a1) + w ,
. . . ,
1
2(bk − ak−1) + w,
1
2(bk − ak) + w
)
,
and the first column has the tuple
(1
2(bk + ak) + w, . . . ,
1
2(b1 + ak) + w,
1
2(−b1 + ak) + w, . . . ,
1
2(−bk + ak) + w
)
.
By subtracting w + bk/2 and w + ak/2 respectively from the first row and column
of M , we obtain the sets a = {a1, . . . , ak} and b = {b1, . . . , bk}.
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Similarly with an odd sided reversible square we have
M =

1kaTJk + Jkb1Tk Jkb −1kaT + Jkb1TK
aTJk 0 −aT
1kaTJk − b1Tk −b −1kaT − b1Tk
+ wEn.
Then the first row has the tuple,
(aTJk + bk, bk, −aT + bk) + w
= (bk + ak + w, . . . , bk + a1 + w, bk + w, bk − a1 + w, . . . , bk − ak + w)
and the first column has the tuple,
(1kaTJk + Jkb1Tk , aTJk, 1kaTJk)
= (bk + ak + w, . . . , b1 + ak + w, ak + w,−b1 + ak + w . . . ,−bk + ak + w).
Hence by Lemma 1.5 and Lemma 3.17 we have identified the sum system comprised
from the entries of the first row and column of a principal reversible square. Now
the weight is found to be w = 12(ak + bk) and by Theorem 4.1 the set of absolute
values of a and b form the corresponding sum-and-distance system.
In the following definition we use the fact that the dimensions of the constituent
blocks that comprise an n× n principal reversible square, can be ascertained from
the corresponding divisor path set for n.
Definition. Let n and α be positive integers and
{ˆi, jˆ} = {(i1, i2, . . . , iα = n), (j1, j2, . . . , jα)}
be a divisor path set for n of length α, so that
i1|i2| . . . |iα, 1 < i1 < i2 . . . < iα = n,
j1|j2 . . . |jα|n, 1 < j1 < j2 < . . . < jα ≤ n.
Then we define a co-ordinate set that allows us to determine in which block each
entry in the first row or column lies using the ordered set of lattice points Lα ∈ Nα+1
and Mα ∈ Nα such that
Lα =
(
(k0, k1, . . . , kα) | 1 ≤ k0 ≤ j1, . . . , 1 ≤ kα−1 ≤ jα
jα−1





(k0, k1, . . . , kα) | 1 ≤ k0 ≤ j1, 1 ≤ kn ≤ jn+1
jn






(m0,m1, . . . ,mα−1)|1 ≤ m0 ≤ i1, 1 ≤ m1 ≤ i2
i1








(m0,m1, . . . ,mα−1)| 1 ≤ m0 ≤ i1, 1 ≤ mt ≤ it+1
it
, 1 ≤ t ≤ α− 1
)
.
With the above notation established we can now more concisely describe the sum
system corresponding to the first row and column entries of a principal reversible
square via its divisor path set as detailed in the following lemmas.
LEMMA 6.1. Let R = (ri,j) be an n× n (traditional) principal reversible square,
whose first row is denoted by r. Then r can be written as the ordered tuple






(kn − 1)(injn)|1 ≤ k0 ≤ j1, 1 ≤ k1 ≤ j2
j1
, . . . , 1 ≤ kα−1 ≤ jα
jα−1




Proof. From the recursive definition of a principal reversible square R described in
Chapter 5, we have that
R =
(
k0 + (m0 − 1)j1 + (k1 − 1)(i1j1) + (m1 − 1)j2
j1
(i1j1) + . . .+ (kα − 1)(iαjα)






(iαjα) | 1 ≤ k0 ≤ j1, 1 ≤ m0 ≤ i1, 1 ≤ j1 ≤ j2
j1
, 1 ≤ m1 ≤ i2
i1
,






















1 ≤ k0 ≤ j1, 1 ≤ m0 ≤ i1, 1 ≤ kt ≤ jt+1
jt
, 1 ≤ mt ≤ it+1
it
, 1 ≤ t ≤ α
)
where k = (k0, k1, . . . kα), m = (m0,m1, . . . ,mα) represent the column and row co-
ordinates respectively. Setting the lattice co-ordinates ofMα to bem = (m0,m1, . . . ,mα) =
(1, 1, . . . , 1) then ensures the form required for the first row r of a principal reversible












+ (kv − 1)(ivjv)
)
| 1 ≤ k0 ≤ i1, 1 ≤ kt ≤ jt+1
jt







(kv − 1)(ivjv)| 1 ≤ k0 ≤ i1, 1 ≤ kt ≤ jt+1
jt
, 1 ≤ t ≤ α
)
.
LEMMA 6.2. Let R = (ri,j) be an n× n (traditional) principal reversible square,
whose first column is denoted by c. Then c can be written as the ordered tuple
c =
(










1 + (m0 − 1)j1 + (m1 − 1) j2
j1
(i1j1) + (m2 − 1) j3
j2






(iα−1jα−1) | 1 ≤ m0 ≤ i1, 1 ≤ m1 ≤ i2
i1





Proof. From the recursive definition of a principal reversible square R described in
Chapter 5, we have that
R =
(





(i1j1) + . . .+ (kα − 1)(iαjα)





(iαjα) | 1 ≤ k0 ≤ j1, 1 ≤ m0 ≤ i1, 1 ≤ j1 ≤ j2
j1
, 1 ≤ m1 ≤ i2
i1
,
























1 ≤ k0 ≤ j1, 1 ≤ m0 ≤ i1, 1 ≤ kt ≤ jt+1
jt
, 1 ≤ mt ≤ it+1
it
, 1 ≤ t ≤ α
)
where k = (k0, k1, . . . kα), m = (m0,m1, . . . ,mα) represent the column and row co-
ordinates respectively. By fixing the lattice co-ordinates of Lα to be k = (k0, k1, . . . , kα) =
(1, 1, . . . , 1) this gives the form for the first column of a principal reversible square,
such that
c =
1 + (m0 − 1)j1 + α∑
v=1
(1− 1)︸ ︷︷ ︸
=0







| 1 ≤ m0 ≤ i1, 1 ≤ mt ≤ it+1
it















| 1 ≤ m0 ≤ i1, 1 ≤ mt ≤ it+1
it
, 1 ≤ t ≤ α
)
.
Definition (of lexicographical ordering). The lexicographical ordering defines an
order on a cartesian product of ordered sets, which is a total ordering when all
these sets are themselves totally ordered. Formally, we define the operator ≤ such
that (a1, a2, . . . , an) ≤ (b1, b2, . . . , bn) if and only if a1 < b1 or a1 = b1 and a2 < b2
or a1 = b1 and a2 = b2 and a3 < b3 or a1 = b1, a2 = b2, a3 = b3 and a4 < b4 and
so until a1 = b1, . . . , an−1 < bn−1, an < bn.
Remark. The ordered lattice point sets Lα and Mα can be thought of being “re-
verse“ lexicographically ordered.
Example. Consider the divisor path set {ˆi, jˆ} = {(3, 9, 36), (6, 12, 36)}, then the
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corresponding ordered lattice set L3 is given by
L3 = {(k0, k1, k2, k3)|1 ≤ k0 ≤ 3, 1 ≤ k1 ≤ 93 , 1 ≤ k2 ≤
36
9 , 1 ≤ k3 ≤
36
36 = 1}
= {(k0, k1, k2, k3)|1 ≤ k0 ≤ 3, 1 ≤ k1 ≤ 3, 1 ≤ k2 ≤ 4, 1 ≤ k3 ≤ 1}
= {(1, 1, 1, 1), (2, 1, 1, 1), (3, 1, 1, 1), (1, 2, 1, 1), (2, 2, 1, 1), (3, 2, 1, 1)
(1, 3, 1, 1), (2, 2, 2, 1), (3, 3, 1, 1), (1, 1, 2, 1), (2, 1, 2, 1), (3, 1, 2, 1)
(1, 2, 2, 1), (2, 2, 2, 1), (3, 2, 2, 1), (1, 3, 2, 1), (2, 3, 2, 1), (3, 3, 2, 1)
(1, 1, 3, 1), (2, 1, 3, 1), (2, 1, 3, 1), (1, 2, 3, 1), (2, 2, 3, 1), (3, 2, 3, 1)
(1, 3, 3, 1), (2, 3, 3, 1), (3, 3, 3, 1), (1, 1, 4, 1), (2, 1, 4, 1), (3, 1, 4, 1)
(1, 2, 4, 1), (2, 2, 4, 1), (3, 2, 4, 1), (1, 3, 4, 1), (2, 3, 4, 1), (3, 3, 4, 1)}.
Hence the lexicographical ordering of the reversed ordered lattice set is
L˜3 = {(k3, k2, k1, k0)|1 ≤ k0 ≤ 3, 1 ≤ k1 ≤ 3, 1 ≤ k2 ≤ 4, 1 ≤ k3 ≤ 1}
corresponding to
{(1, 1, 1, 1), (1, 1, 1, 2), (1, 1, 1, 3), (1, 1, 2, 1), (1, 1, 2, 2), (1, 1, 2, 3)
(1, 1, 3, 1), (1, 1, 3, 2), (1, 1, 3, 3), (1, 2, 1, 1), (1, 2, 1, 2), (1, 2, 1, 3)
(1, 2, 2, 1), (1, 2, 2, 2), (1, 2, 2, 3), (1, 2, 3, 1), (1, 2, 3, 2), (1, 2, 3, 3)
(1, 3, 1, 1), (1, 3, 1, 2), (1, 3, 1, 3), (1, 3, 2, 1), (1, 3, 2, 2), (1, 3, 2, 3)
(1, 3, 3, 1), (1, 3, 3, 2), (1, 3, 3, 3), (1, 4, 1, 1), (1, 4, 1, 2), (1, 4, 1, 3)
(1, 4, 2, 1), (1, 4, 2, 2), (1, 4, 2, 3), (1, 4, 3, 1), (1, 4, 3, 2), (1, 4, 3, 3)};
and treating the entries as numbers gives us
(1111, 1112, 1113, 1121, 1122, 1123, 1131, 1132, 1133, 1211, 1212, 1213,
1221, 1222, 1223, 1231, 1232, 1233, 1311, 1312, 1313, 13121, 1322, 1323
1331, 1332, 1333, 1411, 1412, 1413, 1421, 1422, 1423, 1431, 1432, 1433)
so that we have the inequality chain
1111 < 1112 < 1113 < 1121 < 1122 < 1123 < . . . < 1431 < 1432 < 1433.
For the lattice set M3 we have




= {(1, 1, 1), (2, 1, 1), (3, 1, 1), (4, 1, 1), (5, 1, 1), (6, 1, 1), (1, 2, 1), (2, 2, 1), (3, 2, 1)
(4, 2, 1), (5, 2, 1), (6, 2, 1, ), (1, 1, 2), (2, 1, 2), (3, 1, 2), (4, 1, 2), (5, 1, 2), (6, 1, 2)
(1, 2, 2), (2, 2, 2), (3, 2, 2), (4, 2, 2), (5, 2, 2), (6, 2, 2), (1, 1, 3), (2, 1, 3), (3, 1, 3)
(4, 1, 3), (5, 1, 3), (6, 1, 3), (1, 2, 3), (2, 2, 3), (3, 2, 3), (4, 2, 3), (5, 2, 3), (6, 2, 3)}.
so that the reversed ordering gives the set of lattice points
{ (m2,m1,m0)| 1 ≤ m2 ≤ 3, 1 ≤ m1 ≤ 2, 1 ≤ m0 ≤ 6 }
= {(1, 1, 1), (1, 1, 2), (1, 1, 3), (1, 1, 4), (1, 1, 5), (1, 1, 6), (1, 2, 1), (1, 2, 2), (1, 2, 3),
(1, 2, 4), (1, 2, 5), (1, 2, 6), (2, 1, 1), (2, 1, 2), (2, 1, 3), (2, 1, 4), (2, 1, 5), (2, 1, 6),
(2, 2, 1), (2, 2, 2), (2, 2, 3), (2, 2, 4), (2, 2, 5), (2, 2, 6), (3, 1, 1), (3, 1, 2), (3, 1, 3),
(3, 1, 4), (3, 1, 5), (3, 1, 6), (3, 2, 1), (3, 2, 2), (3, 2, 3), (3, 2, 4), (3, 2, 5), (3, 2, 6)},
which give the lexicographical sequence of ascending numbers{ 2∑
u=0
mu10u | m ∈M3
}
= {111, 112, 113, 114, 115, 116, 121, 121, 123, 124, 125, 126,
211, 212, 213, 214, 215, 216, 221, 222, 223, 224, 225, 226,
311, 312, 313, 314, 315, 316, 321, 322, 323, 324, 325, 326}
6.1 Construction of (non-inclusive) Sum-and-Distance systems
From the block representations given at the beginning of this chapter it is evident
that in an even sided principal reversible square the corresponding non-inclusive
sum-and-distance system can be identified from the first half of the first row r′ and








2(ak + Jkb) + w
}
,
so that subtracting 12bk +w from r′ and
1
2ak +w from c′ yields the sets a and b. In
a traditional square, the weight is calculated for any n to be w = n2−12 , which fixes
ak+bk. In general the first and last entries of the first row and column in the princi-
pal reversible square are obtained by substituting the first and last entries of the lat-
tice sets Lα andMα; (1, 1, . . . , 1), (j1, j2j1 , . . . ,
n
jα
), (1, 1, . . . , 1),
(






in the equations found in Lemmas 6.1 and 6.2, such that



























where i0 = j0 = 1. Here ri is the ith entry in the first row and cj is the jth entry
in the first column.
Definition. Let L′α and M ′α be the ordered set of lattice points corresponding
to the first half of the first row and column, so that when substituted into the
equations in Lemmas 6.1 and 6.2 respectively, they give
r′ =
{1
















1 + (m0 − 1)j1 +
α−1∑
u=1
(mu − 1)(iuju) | m ∈M ′α}
}
.
LEMMA 6.3. Let k ∈ N, so that n = 2k is even. Given an α length divisor path
set for n (where j0 = i0 = 1, iα = jα+1 = n), we have
{ˆi, jˆ} = {(i1, i2, . . . , iα = n), (j1, j2, . . . , jα)},










are even. The corresponding half lattice sets L′α and M ′α are then given by
L′α =
{



















































for any µ and η such that µ, η ∈ N and ki < 10µ and mi < 10η for all i ∈ Zα.
Proof. The lattice points




















































correspond to the matrix entries directly to the left of the mid point of the first
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row r and similarly for the first column c, as the number of final blocks in the
reversible square construction could be an odd number. Hence we need to work
through the dimensional blocks until there is an even number of block in both rows
and columns.
THEOREM 6.4. Let k ∈ N, so that n = 2k is even. Given an α length divisor
path set for n
{ˆi, jˆ} = {(i1, i2, . . . , iα = n), (j1, j2, . . . , jα)},
then its corresponding sum-and-distance system is given by
{A,B} = {{|aj | | j ∈ Zn/2} , {|bj | | j ∈ Zn/2}},
where
1
2a = {k0 +
α∑
i=1









































Proof. In the expanded block representation of a reversible square, the first row
contains one set from a sum-and-distance system,{1
2(bk + a) + w,
1
2(bk − a) + w
}
.
By Lemma 6.1 the first row is given by
r =
{1
2(bk + a) + w,
1







(km − 1)(imjm) | k ∈ Lα
}
,
and with L′α defined as above, the half-row is determined by
r′ =
{1







(km − 1)(imjm) | k ∈ L′α
}
.
By Theorem 4.1 A = {|a1|, |a2|, . . . , |ak|} and B = {|b1|, |b2|, . . . , |bk|} form a sum-
and-distance system, so we need only determine vectors a and b.
We can determine 12a by finding
1
2(bk − 2w) and subtracting it from r′
r′ − 12(bk + 2w) =
1
2(bk + a) + w −
1




Considering the first and last entries of our first row r, we have
r1 =
1
2(bk + ak) + w = k0 +
α∑
m=1
(km − 1)(imjm) = 1, at k = (1, 1, . . . , 1),
rn =
1











, at k = (j1,
j2
j1












2(bk + a1) + w +
1
2(bk − a1) + w
)
= 12(bk + 2w)
= 12
(











In conclusion we therefore have
1
2a = r
′ − 12(bk + 2w) = r
′ − 12
(











Similarly the first half of the first column of a principal reversible square gives the
second part of the sum-and-distance system. Consider the first column, we know
from the block representation that it has the form{1
2(ak + b) + w,
1
2(ak − b) + w
}
,
which can be written as
c =
{1
2(ak + b) + w,
1












(iuju) | m ∈Mα
}
,
so that the first half of the first column by definition can be written explicitly as
c′ =
{1












(iuju) | m ∈M ′α
}
,
and subtracting 12ak + w, gives us b.
Considering the first and last entries of the first column c of our matrix, we have
1





2(ak + bk) + w +
1
2(ak − bk) + w
)
= 12(c1 + cn), so that
c1 = 1 at m = (1, 1, . . . , 1)
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and
























In conclusion we therefore have
1
2b = c
′ − 12(ak + 2w) = c
′ − 12
(














Example. We give the example when n = 36, for the divisor path
{ˆi, jˆ} = {(3, 9, 18, 36), (2, 6, 12, 36)},
which determines the corresponding ordered lattice set
Lα = L4(ˆi, jˆ) = {(k0, k1, k2, k3, k4)} = {(1, 1, 1, 1, 1), (2, 1, 1, 1, 1), (1, 2, 1, 1, 1),
(2, 2, 1, 1, 1), (1, 3, 1, 1, 1), (2, 3, 1, 1, 1), (1, 1, 2, 1, 1), (2, 1, 2, 1, 1), (1, 2, 2, 1, 1),
(2, 2, 2, 1, 1), (1, 3, 2, 1, 1), (2, 3, 2, 1, 1), (1, 1, 1, 2, 1), (2, 1, 1, 2, 1), (1, 2, 1, 2, 1),
(2, 2, 1, 2, 1), (1, 3, 1, 2, 1), (2, 3, 1, 2, 1), (1, 1, 2, 2, 1), (2, 1, 2, 2, 1), (1, 2, 2, 2, 1),
(2, 2, 2, 2, 1), (1, 3, 2, 2, 1), (2, 3, 2, 2, 1), (1, 1, 1, 3, 1), (2, 1, 1, 3, 1), (1, 2, 1, 3, 1),
(2, 2, 1, 3, 1), (1, 3, 1, 3, 1), (2, 3, 1, 3, 1), (1, 1, 2, 3, 1), (2, 1, 2, 3, 1), (1, 2, 2, 3, 1),
(2, 2, 2, 3, 1), (1, 3, 2, 3, 1), (2, 3, 2, 3, 1).
The reversed lexicographical ordered set is then given by{ 4∑
i=0
10iki |k ∈ L4
}
= {11111, 11112, 11121, 11122, 11131, 11132,
11211, 11212, 11221, 11222, 11231, 11232, 12111, 12112, 12121, 12122, 12131, 12132,
12211, 12212, 12221, 12222, 12231, 12232, 13111, 13112, 13121, 13122, 13131, 13132,
13211, 13212, 13221, 13222, 13231, 13232}.
When 4 ≤ t ≤ 4, s = 4 we have that jt+1jt is odd and
j4
j3
even, and using the above
theory underpinning our construction, it therefore follows that the first half set of








































k ∈ L4 |
4∑
i=0











k ∈ L4 |
4∑
i=0
10iki ∈ {11111, 11112, 11121, 11122, 11131, 11132, 11211, 11212, 11221,
11222, 11231, 11232, 12111, 12112, 12121, 12122, 12131, 12132} }
= {(1, 1, 1, 1, 1), (2, 1, 1, 1, 1), (1, 2, 1, 1, 1)(2, 2, 1, 1, 1), (1, 3, 1, 1, 1), (2, 3, 1, 1, 1),
(1, 1, 2, 1, 1), (2, 1, 2, 1, 1), (1, 2, 2, 1, 1), (2, 2, 2, 1, 1), (1, 3, 2, 1, 1), (2, 3, 2, 1, 1),
(1, 1, 1, 2, 1), (2, 1, 1, 2, 1), (1, 2, 1, 2, 1), (2, 2, 1, 2, 1), (1, 3, 1, 2, 1), (2, 3, 1, 2, 1)}
The coordinate entry to the left of the middle of the first row will be the 18th entry
which can be seen to be 12132. Hence the first half set of ordered lattice points have
now been determined.
Now substituting in these ki values into Lemma 6.1 we determine that
r = {k0 + (k1 − 1)(i1 × j1) + (k2 − 1)(i2 × j2) + . . .+ (kα − 1)(iα × jα)|k ∈ L′α}
= {k0 + 6(k1 − 1) + 53(k2 − 1) + 216(k3 − 1) + 362(k4 − 1)︸ ︷︷ ︸
=0
} | k ∈ L′4}
= {1 + 0 + 0 + 0 + 0, 2 + 0 + 0 + 0 + 0, 1 + (1)(4) + 0 + 0 + 0, 2 + (1)(4), . . .}
= {1, 2, 7, 8, 13, 14, 55, 56, 61, 62, 67, 68, 217, 218, 223, 224, 229, 230} = 12(a+bk)+w.
Similarly, to find bk we add the first and last values of the first row, found by
substituting the first and last coordinates k = (1, 1, 1, 1, 1), k = (2, 3, 2, 3, 1) into r,
giving
bk + 2w =
1
2(bk + a1) + w +
1
2(bk − a1) + w = 1 + 500 = 501.
Lastly we subtract half of this new expression to obtain 12a,
1
2(a+ bk) + w −
1
2(bk + 2w) =
1
2a
=− 12{41, 43, 53, 55, 65, 67, 365, 367, 377, 379, 389, 391, 473, 475, 485, 487, 497, 499}
Hence the first part of the sum-and-distance system associated with the reversible
square (given below) and divisor path set {(2, 6, 12, 36), (2, 6, 12, 36)} is twice the
above form and taking the absolute values of each entry, we finally have the required
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set
A = {|ai| | i ∈ Zk} ={41, 43, 53, 55, 65, 67, 365, 367, 377,
379, 389, 391, 473, 475, 485, 487, 497, 499}.
Similarly for the second set b which comprises the non-inclusive sum-and-distance
system for the given divisor path set (described above) we obtain the set of lattice
points
Mα = M4(ˆi, jˆ) ={(m0,m1, . . . ,mα−1) | 1 ≤ m0 ≤ i1 = 3, 1 ≤ m1 ≤ i2
i1
= 93 = 3,
1 ≤ m2 ≤ i3
i2
= 189 = 2, 1 ≤ m3 ≤
n
i3
= 3618 = 2}
={(1, 1, 1, 1), (2, 1, 1, 1), (3, 1, 1, 1), (1, 2, 1, 1), (2, 2, 1, 1), (3, 2, 1, 1),
(1, 3, 1, 1), (2, 3, 1, 1), (3, 3, 1, 1), (1, 1, 2, 1), (2, 1, 2, 1), (3, 1, 2, 1),
(1, 2, 2, 1), (2, 2, 2, 1), (3, 2, 2, 1), (1, 3, 2, 1), (2, 3, 2, 1), (3, 3, 2, 1),
(1, 1, 1, 2), (2, 1, 1, 2), (3, 1, 1, 2), (1, 2, 1, 2), (2, 2, 1, 2), (3, 2, 1, 2)
(1, 3, 1, 2), (2, 3, 1, 2), (3, 3, 1, 2), (1, 1, 2, 2), (2, 1, 2, 2), (3, 1, 2, 2)
(1, 2, 2, 2), (2, 2, 2, 2), (3, 2, 2, 2), (1, 3, 2, 2), (2, 3, 2, 2), (3, 3, 2, 2)},
which has the lexicographical ordering{ 3∑
i=0
10imi | m ∈M4
}
={1111, 1112, 1113, 1121, 1122, 1123, 1131, 1132, 1133
1211, 1212, 1213, 1221, 1222, 1223, 1231, 1232, 1233
2111, 2112, 2113, 2121, 2122, 2123, 2131, 2132, 2133,
2211, 2212, 2213, 2221, 2222, 2223, 2231, 2232, 2233}.
Therefore the half lattice point set which corresponds to the first column of the








= {(1, 1, 1, 1), (2, 1, 1, 1), (3, 1, 1, 1), (1, 2, 1, 1), (2, 2, 1, 1), (3, 2, 1, 1)
(1, 3, 1, 1), (2, 3, 1, 1), (3, 3, 1, 1), (1, 1, 2, 1), (2, 1, 2, 1), (3, 1, 2, 1)
(1, 2, 2, 1), (2, 2, 2, 1), (3, 2, 2, 1), (1, 3, 2, 1), (2, 3, 2, 1), (3, 3, 2, 1)},
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= {500, 504, 508, 536, 540, 544, 572, 576, 580, 716, 720, 724, 752, 756, 760, 788, 792, 796}.
Hence the second part of the sum-and-distance system associated with the reversible
square (given below) and divisor path set {(2, 6, 12, 36), (2, 6, 12, 36)} is twice the
above form, and taking the absolute value of each entry gives
B = {|bi| | i ∈ Zk} ={500, 504, 508, 536, 540, 544, 572, 576, 580, 716,
720, 724, 752, 756, 760, 788, 792, 796}.
By the theory it follows that all the sums and distances of the entries in A and B
give the odd positive integers 1, 3, 5, . . . 4k2 − 1. We give the corresponding 36× 36
principal reversible square matrix in the appendix.
Remark. It may be that a simpler method exists to determine an expression for
the middle lattice point, but this would be a point for further work.
6.2 Construction of Inclusive Sum-and-Distance Systems
The method for constructing a non-inclusive sum-and-distance system can be ex-
panded and simplified to construct an inclusive sum-and-distance system corre-
sponding to an odd sided principal reversible square matrix. Again we use the fact
that the first row of a weightless principal square can be written as
{aTJk + bk, bk, −aT + bk},
and we can generalise the first 1kaTJk + bk because bk can be found from the {ˆi, jˆ}
divisor path set and subtracted from all entries, giving
{aTJk, 0, −aT }.
Hence by taking the first half of the first row we will obtain the a part of the
sum-and-distance set, and similarly for the first column we obtain the entries
{Jkb+ ak , ak ,−Jkb+ ak},
and by subtracting the middle value ak we obtain
{Jkb, 0, −Jkb}.
It follows that by taking the first half of the first column we will then obtain the b
part of the sum-and-distance set.
Our approach again uses the two lattice sets L′α and M ′α, from which we can obtain
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the explicit forms for the first row and column (respectively r′ and c′) of the odd
sided reversible square given by





(km − 1)(imjm) | k ∈ L′α
}
,
c′ = {(ak + b) + w} =
{








(iuju) | m ∈M ′α}
}
.
LEMMA 6.5. Given an α length divisor path set for n (with j0 = i0 = 1, jα+1 =
iα = n)
{ˆi, jˆ} = {(i1, i2, . . . , iα = n), (j1, j2, . . . , jα)},
the first half of lattice points for Lα and Mα are given by
L′α =
{


































for any µ and η such that µ, η ∈ N and ki < 10µ and mi < 10η for all i ∈ Zα
Proof. Corresponding to the sets L′α and M ′α we have (as in the non-inclusive case)
the reversed ordered lexicographical interpretation for the lattice points, which
when substituted into Lemmas 6.1 and 6.2, the explicit expressions for the first
row and column are obtained, where the middle lattice points for the first row and
column are given by
k =
{1




































Hence, all lattice points whose reversed lexicographic ordering is smaller than the
reversed lexicographic mid-point will give the first half of the row and column
required.
THEOREM 6.6. Let k ∈ N∪ {0}, so that n = 2k+ 1 is odd. Given any α length
divisor path set
{ˆi, jˆ} = {(i1, i2, . . . , iα = n), (j1, j2, . . . , jα)},
then its associated inclusive sum-and-distance system is given by
{A,B} =
{
{|aj | | j ∈ Zn−1
2



























































Proof. We know from the block representation expansion that the first row is given
by






(km − 1)(imjm) | k ∈ Lα
}
.
Then from the definition the first half of r gives





(ku − 1)(iuju) | k ∈ L′α
}
.
To obtain the a vector we again find and subtract bk + w, so that





(ku − 1)(iuju) | k ∈ L′α
}
− bk − w.
The value in the centre of the first row is bk + w, which we can determine by
substituting the mid lattice point
kˆ = (kˆ0, kˆ1, . . . , kˆα) =
{1
















into the form for the first row and obtain
bk + w =
1






So finally we have that






















and by Theorem 4.1 A = {|aj | j ∈ Zk} gives one part of an inclusive sum-and-
distance system.
Similarly, the first column of a weightless reversible square is given by









(iuju) | m ∈M ′α
}
.
As before we determine and subtract ak + w from the above expression, where
similarly ak + w can be found using the mid lattice point and then substituting it
into our expression for the first column c. The mid point is given by
mˆ = (mˆ0, mˆ1, . . . , mˆα−1) =
(1
















and remembering that iα = n), we have
ak + w = 1 +
1











b = c′ − ak − w =
{




























and by Theorem 4.1 B = {|bj | | j ∈ Zk} gives the remaining part of the inclusive
sum-and-distance system.
6.3 Geometric Interpretation
Another way we can determine uniquely a sum-and-distance system from a principal
reversible square divisor path is to obtain the sets L′α and M ′α, from sets of lattice
points bounded by certain hyperplanes.
Remark. As before, we let the set of lattice points, L′α represent the first half of
entries in Lα that when substituted in yields k0 + (k1− 1)(i1j1) + . . . (kα− 1)(iαjα)
from which we obtain the first half of the first row in the principal reversible square.
So the sum-and-distance part a can be recovered as
a = {k0 + (k1 − 1)(i1j1) + . . . (kα − 1)(iαjα)− bk − w| k ∈ L′α, }
where w is the weight of the reversible square.
Definition. Let α be a positive integer with kˆ and mˆ the mid lattice points which
when substituted into the forms of the first row and column give the middle entry,
kˆ = (kˆ0, kˆ1, . . . , kˆα) =
(1

















mˆ = (mˆ0, mˆ1, . . . , mˆα−1) =
(1

















LEMMA 6.7. For a divisor path system {ˆi, jˆ} = {(i1, . . . , iα), (j1, . . . , jα)} we
define the following sets
S0 =
{
(k0, k1, . . . , kα) | 1 ≤ k0 ≤ 2kˆ0 − 1, . . . , 1 ≤ kα−1 ≤ 2kˆα−1 − 1, 1 ≤ kα ≤ kˆα − 1
}
,
for 0 < t < α
St = {(k0, . . . , kα) | 1 ≤ k0 ≤ 2kˆ0−1, . . . , 1 ≤ kα−t−1 ≤ 2kˆα−t−1−1, 1 ≤ kα−t ≤ kˆα−t−1,
kα−t+1 = kˆα−t+1, . . . , kα = kˆα}
and












= kˆα−1, jα length sequence in the first
row of the reversible square excluding the centre jα length sequence. S1 with fixed
kα = kˆα co-ordinate is then found in the centre jα length sequence, and this then
gives the first kˆα−1 − 1, jα−1 length sequence within the first row of the reversible
square. Hence as the index of S increase we move towards the centre most point
in the first row of the reversible square. The set of points St is then found in the
centre jα, jα−1, . . . , jα−t−1 length sequences and this gives the kˆα−t−1, jα−t length
strings.
Continuing with this method we finally arrive in the centre most j1 length sequence
in which the first kˆ0 − 1 entries are given. It follows that the union of the previous
sets will give all the points before this set, and hence the union over all of these
sets will give the points that explicitly determine the first half of the first row of
our reversible square.
LEMMA 6.8. The points of L′α can be described by all the points under a hyper-
plane in the full lattice, with corresponding normal vector defined by
ci =
{
1 if i = 0,




where the points under the plane have a one-to-one correspondence to
L′α = {(k0, k1, . . . , kα)|(k − kˆ).v < 0, k ∈ Lα}.





(k0, k1, . . . , kα) | 1 ≤ k0 ≤ j1 = 2kˆ1 − 1, 1 ≤ k1 ≤ j2
j1
= 2kˆ1 − 1, . . .
, 1 ≤ kα−1 ≤ jα
jα−1






= kˆα − 1
}
.














for u = 0 that
(k0 − kˆ0)∏α−1
j=0 kˆj












and for u = α we have
2α−1(kα − kˆα) ≤ 2α−1(kˆα − 1− kˆα) = −2α−1.
Combining these results in (k − kˆ).v gives us the inequality










< 1 + 1 + 2 + . . .+ 2α−2 − 2α−1 = 1 +
α−2∑
i=0
2i − 2α−1 = 1 + 2α−1 − 1− 2α−1 = 0.
Similarly for 1 ≤ t ≤ α− 1, then for any
k ∈
{
(k0, k1, . . . , kα) | 1 ≤ k0 ≤ 2kˆ0 − 1, . . . , 1 ≤ kα−t−1 ≤ 2kˆα−t−1, 1 ≤ kα−t ≤ kˆα−t − 1,
kα−t+1 = kˆα−t+1, . . . , kα = kˆα
}
we have that
(k − kˆ).v = k0 − kˆ0∏α−1
j=0 kˆj
+ (k1 − kˆ1)∏α−1
j=1 kˆj
+ 2(k2 − kˆ2)∏α−1
j=2 kˆj






+ . . .+ 2
α−2(kα−1 − kˆα−1)∏α−1
j=α−1 kˆj
+ 2α−1(kα − kˆα)

















+ (k1 − kˆ1)∏α−t−1
j=1 kˆj
+ 2(k2 − kˆ2)∏α−t−1
j=2 kˆj






< 1 + 1 + 2 + . . .+ 2α−t−2 − 2α−t−1 = 1 +
α−t−2∑
i=0




(k0, k1, . . . , kα) | 1 ≤ k0 ≤ kˆ0 − 1, k1 = kˆ1 . . . , kα = kˆα
}
(k − kˆ).v = k0 − kˆ0∏α−1
j=0 kˆj
< −1.
Therefore for any k ∈ L′α we have (k − kˆ).v < 0.
We now show that points not in L′α but in Lα give (k − kˆ).v ≥ 0. First, consider
the points not in Sα, the set of which we denote by
S′α =
{
(k0, . . . , kα) | kˆ0 + 1 ≤ k0 ≤ 2kˆ0 − 1, k1 = kˆ1, . . . , kα = kˆα
}
.
For any points in this set we have that










k | 1 ≤ k0 ≤ 2kˆ0 − 1, . . . , 1 ≤ kα−t−1 ≤ 2kˆα−t−1 − 1, kˆα−t + 1 ≤ kα−t ≤ 2kˆα−t − 1,
kα−t+1 = kˆα−t+1, . . . , kα = kˆα
}
,
which yields the inequality chain









































(1 + 1 + 2 + . . .+ 2α−t−2 − 2α−t−1) = 0.
Finally, for k = kˆ, we obtain (k − kˆ).v = 0.v = 0, for any k ∈ L′α and putting this
all together we have (k − kˆ).v < 0 and for all k ∈ Lα/L′α we have (k − kˆ).v ≥ 0, as
required.
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LEMMA 6.9. Given an α length divisor path set for n ∈ N,
{ˆi, jˆ} = { (i1, . . . , iα = n), (j1, . . . , jα) }








(m0,m1, . . . ,mα−1) | 1 ≤ m0 ≤ i1, 1 ≤ m1 ≤ i2
i1







and for 1 ≤ u ≤ α− 2,
Tu =
{
(m0,m1, . . . ,mα−1) | 1 ≤ m0 ≤ i1, 1 ≤ m1 ≤ i2
i1
, . . .











(m0,m1, . . . ,mα−1) | 1 ≤ m0 ≤ 12 (i1 − 1) , m1 = mˆ1, . . . ,mα−1 = mˆα−1
}
.





, iα−1 length sets of lattice points which does












, iα−u−1 length sets of lattice points in the middle iα−u set.
Lastly, Tα gives the middle 12 (i1 − 1) values in the middle i1 length set of lattice
points. So to conclude, when we take the union of all of these points we obtain all
the points in the first half of the column.
LEMMA 6.10. The set of lattice points M ′α can be described by all the points




1 if i = 0,





M ′α = {(m0,m1, . . . ,mα−1) | (m− mˆ).u < 0, m ∈Mα}.
Proof. Firstly we will show that any m ∈ ∪α−1u=0Tu will give (m − mˆ).u < 0, so let
us consider any
m ∈ {(m0, . . . ,mα−1) | 1 ≤ m0 ≤ 2mˆ0 − 1, . . . , 1 ≤ mα−2 ≤ 2mˆα−1 ≤ mˆα − 1}.
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u−1(2mˆu − 1− mˆu)∏α−2
j=u mˆj





for u = 0
m+ 0− mˆ0∏α−2
j=0 mˆj
≤ 2mˆ0 − 1− mˆ0∏α−2
j=0 mˆj








and for u = α− 1
2α−2(mα−1 − mˆα−1) ≤ 2α−2(mˆα−1 − 1− mˆα−1) = 2α−2.
The we have the inequality
(m− mˆ).u = (m0 − mˆ0)∏α−2
j=0 mˆj
+ (m1 − mˆ1)∏α−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−2
j=2 mˆj
+ . . .+ 2
α−3(mα−2 − mˆα−2)∏α−2
j=α−2 mˆj
< 1 + 1 + 2 + . . .+ 2α−2 − 2α−2 = 0.
Now consider 1 ≤ t ≤ α− 2 such that
m ∈ {(m0, . . . ,mα−1) | 1 ≤ m0 ≤ 2mˆ0 − 1, . . . , 1 ≤ mα−t−2 ≤ 2mˆα−t−2 − 1,
1 ≤ mα−t−1 ≤ mˆα−t−1 − 1, mα−t = mˆα−t, . . . ,mα−1 = mˆα−1}
(m− mˆ).u = (m0 − mˆ0)∏α−2
j=0 mˆj
+ (m1 − mˆ1)∏α−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−2
j=2 mˆj









+ . . .+ 2α−2(mα−1 − mˆα−1)
= (m0 − mˆ0)∏α−2
j=0 mˆj
+ (m1 − mˆ1)∏α−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−2
j=2 mˆj












+ (m1 − mˆ1)∏α−t−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−t−2
j=2 mˆj













m ∈ {(m0, . . . ,mα−1) | 1 ≤ m0 ≤ mˆ0 − 1, m1 = mˆ1, . . . , mα−1 = mˆα−1}
we have that
(m− mˆ).u = mˆ0 − 1− mˆ0∏α−2
j=0 mˆj
< 0.
We again consider the complimentary set of points not in ∪α−1u=0Tu and deduce that
for all those points (m − mˆ).u ≥ 0. We begin with the points not in the set Tα−1
denoted by
m ∈ T ′α−1 = {(m0, . . . ,mα−1) | mˆ0+1 ≤ m0 ≤ 2mˆ0−1,m1 = mˆ1, . . . ,mα−1 = mˆα−1},
from which we deduce that
(m− mˆ).u = (m0 − mˆ0)∏α−2
j=0 mˆj





For the set Tu for 0 ≤ u ≤ α− 2 we denote its complimentary set by
T ′u ={(m0, . . . ,mα−1) | 1 ≤ m0 ≤ 2mˆ0 − 1, . . . , 1 ≤ mα−u−2 ≤ 2mˆα−u−2 − 1,
mˆα−u−1 + 1 ≤ mα−u−1 ≤ 2mˆα−u−1 − 1, mα−u = mˆα−u, . . . ,mα−1 = mˆα−1 }
We then calculate
(m− mˆ).u = (m0 − mˆ0)∏α−2
j=0 mˆj
+ (m1 − mˆ1)∏α−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−2
j=2 mˆj









+ . . .+ 2α−2(mα−1 − mˆα−1)
= (m0 − mˆ0)∏α−2
j=0 mˆj
+ (m1 − mˆ1)∏α−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−2
j=2 mˆj







= (m0 − mˆ0)∏α−2
j=0 mˆj
+ (m1 − mˆ1)∏α−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−2
j=2 mˆj











+ (m1 − mˆ1)∏α−t−2
j=1 mˆj
+ 2(m2 − mˆ2)∏α−t−2
j=2 mˆj

















j=3 mˆj︸ ︷︷ ︸
>−2
. . .+ 2α−u−3 1− mˆα−u−2
mˆα−u−2︸ ︷︷ ︸
>−2α−u−3












Finally, for m = mˆ we have (m− mˆ).u = (0).u = 0, therefore for any m ∈Mα/M ′α
we have that (m− mˆ).u ≥ 0, as required.
Definition. A parasymmetric inclusive or non-inclusive sum-and-distance system
is defined to be one that satisfies,
{a, b} = {a, λa},
for some λ ∈ Z and |a| = |b|.
THEOREM 6.11. Let n = qγ be odd, where γ ∈ N . Then any parasymmetric
sum-and-distance system is given by Lemma 6.6 with the corresponding divisor path
set
{ˆi, jˆ} = {(qw, q2w, . . . , qvw), (qw, q2w, . . . , qvw)}
such that w|γ, vw = γ and λ = j1 = i1.
Proof. To show that a sum-and-distance is parasymmetric if and only if its divisor
path has the following structure
{ˆi, jˆ} = {(qw, q2w, . . . , qvw), (qw, q2w, . . . , qvw)}
we must show that if λa = b then it will indeed have the above structure. Given
96
that within the first row and column the parts b and a can be found, i.e.
λa˜ = λ(r − bk − w) = λ{Ja, 0, −a} = c− ak − w = {Jb, 0, −b} = λb˜,
we have that when the corresponding lattice points are substituted into the explicit
formula for the first row and column, the same values will be obtained.
For the midpoints k = (kˆ0, kˆ1, . . . , kˆα) and m = (mˆ0, mˆ1, . . . , mˆα−1) we know from
the preceding results that both the values will be equal to 0, and similarly for the
point to the immediate left of the midpoint, which will have lattice co-ordinates
k = (kˆ0 − 1, kˆ1, . . . , kˆα), and m = (mˆ0 − 1, mˆ1, . . . , mˆα−1),
which when substituted in to the equations for the first row and column give
λ
(



























Rearranging and simplifying we obtain,
λ
(










































(kˆ − 1− kˆ)
)
= (j1(mˆ0 − 1− mˆ0))
λ =j1.










For the base case we will show that i1 = j1 and j2j1 = j1, so w.l.o.g. let us assume
that i1 > j1 so that i1 ≥ j1 + 2. We can then say that the middle j1 sequence in
the first row is smaller then the middle i1 sequence in the first column. It follows
that the kˆ0th entry from the middle of the i1 sequence is at the same positioned
entry in j1a˜ = b˜ as the last entry of the first j1 sequence to the left of the middle
j1 sequence, due to i1 > j1. Hence the lattice co-ordinates
k = (j1, kˆ1 − 1, kˆ2, . . . , kˆα), and m = (mˆ0 − kˆ0, mˆ1, . . . , mˆα−1)
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give the same entry, and









(iuju)(mˆu − mˆu) = b˜.
Hence
j1(j1 − kˆ0)− j1(i1j1) = −j1kˆ0,
and therefore
i1 = 1,
which is impossible as by definition i1 6= 1 so that i1 ≥ 3.
Similarly, say j1 > i1, then j1 ≥ i1 + 2 the middle j1 sequence in j1a˜ is longer than
the middle i1 sequence in b˜, so the mˆ1 entry from the middle point will be in the
middle j1 sequence. Now the same positioned entry is the last entry in the next i1
length sequence to the left of the middle i1 length sequence in b˜, and so the lattice
co-ordinates
k = (kˆ0 − mˆ0, kˆ1, . . . , kˆα), and m = (i1, mˆ1 − 1, mˆ2, . . . , mˆα−1)
give the same entry




= j1(i1 − mˆ0) + j2
j1









However, by definition j2 > j1 so from this contradiction we conclude that i1 = j1.
As i1 = j1 the entries at
k = (kˆ0, kˆ1 − 1, kˆ2, . . . , kˆα) and m = (mˆ0, mˆ1 − 1, . . . , mˆα−1)
in j1a˜ = b˜ are equal regardless of the size of i2 or j2 as both are at least 3. We then
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have the equality




= j1(mˆ0 − mˆ0) + j2
j1














Inductively assuming that for all u ≤ w, 1 ≤ w ≤ α that iu = ju and ju+1ju then we
need only show that jw+1 = iw+1 and jw+2jw+1 = j1.
If iw+1 > jw+1, then iw+1 ≥ jw+2, and similarly for the argument when i1 > j1,














, . . . ,
iw
iw+1
, mˆw − kˆw, mˆw+1, ˆw + 2, . . . , mˆα−1)




















j1(iuju)(kˆu − kˆu)︸ ︷︷ ︸
=0



















(iuju)(mˆu − mˆu)︸ ︷︷ ︸
=0
.





























− j1(iw+1jw+1) = −jw+1
jw
(iwjw)kˆw.
From our assumption iw = jw and jw+1jw = j1 we thus obtain
j21j
2
w − j1j2wkˆw − j1(iw+1jw+1) = −j1j2wkˆw,







iw = jw = iw+1
which is impossible as iw < iw+1.
Similarly for jw+1 > iw+1 we have that jw+1 ≥ iw+1 +2 from which we deduce that




, . . . ,
jw
jw−1










, mˆk − 1, mˆw+2, . . . , mˆα−1)
which gives the equality













j1(iuju)(kˆu − kˆu)︸ ︷︷ ︸
=0

























(iuju)(mˆu − mˆu)︸ ︷︷ ︸
=0
.
With iw = jw and jw+1jw this becomes
j21j
2









iw = jw = iw+1,
which again is impossible as jw+1 < jw+2. Therefore to conclude we must have
iw+1 = jw+1.
As a final step we need to show that jw+2jw+1 = j1, similarly to when we deduced that
j2
j1
= j1. Now as iu = ju for all u ≤ w+ 1 then we have that the lattice co-ordinates
k = (kˆ0, kˆ1, . . . , kˆw, kˆw+1 − 1, kˆw+2, . . . , kˆα)
m = (mˆ0, mˆ1, . . . , mˆw, mˆw+1 − 1, mˆw+2, . . . , mˆα−1)








Therefore for all 1 ≤ u ≤ α − 1 (where it can be deduced that jα = iα = n as the
sum for b˜ can be extended to include iα = n) we have that




To conclude if ju+1ju = j1 for all u then j2 = j
2
1 , j3 = j31 , . . . , ju = ju1 , and eventually
jα1 = n, so that j1 = λ.
Conversely, say {ˆi, jˆ} = {(qw, q2w, . . . , qvw = n)(qw, q2w, . . . , qvw = n)}. Then for
any 0 ≤ u ≤ α − 1, we have ju+1ju = qw = j1. Also the lattice sets for the
first row and column are equal so that Mα = Lα = {(m0,m1, . . . ,mα−1, 1) =
(k0, k1, . . . , kα−1, 1)|1 ≤ m0, k0 ≤ qw, 1 ≤ m1, k1 ≤ qw, . . . , 1 ≤ mα−1, kα−1 ≤
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qw, 1 ≤ kα ≤ 1}. Hence we can write the equality
λa = λ
(



































































Example. Given from the divisor path set (ˆi, jˆ) = {(6, 36), (6, 36)} = {(6, 62), (6, 62)}
we obtain the corresponding sum-and-distance system,
a = {31, 33, 35, 37, 39, 41, 103, 105, 107, 109, 111, 113, 175, 177, 179, 181, 183, 185},
b = {186, 198, 210, 222, 234, 246, 618, 630, 642, 654, 666, 678, 1050, 1062, 1074, 1086, 1098, 1110}
so that here b = 6a.
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7 Most-Perfect Squares and Reversible Squares
To date, there does not exist a simple method to directly construct and enumerate
most-perfect squares for a given side length n. However as briefly stated in Chap-
ter 3, there exists a deep connection between most-perfect and reversible squares
and in their book [10], Ollerenshaw and Bre´e develop a bijective mapping between
these two types of matrices, which will be described in this chapter.
However using our results in Chapters 3-5, for the enumeration and construction
of reversible square matrices, in conjunction with such a bijective mapping, would
similarly lead to the enumeration and construction of all most-perfect square ma-
trices.
To this end we now derive a block-representation for all most-perfect square ma-
trices, establishing a bijection with the block representation of reversible square
matrices, and hence a new bijective mapping between reversible and most-perfect
squares. When the most-perfect square is traditional, so containing the first n2 con-
secutive positive integers, we again establish a direct link with sum-and-distance
systems.
To begin, let us describe Ollerenshaw and Bre´e’s bijective mapping.
7.1 The Most Perfect to Reversible Transform
We recall from Chapter 3 the definition of an n × n most-perfect square matrix
M = (mi,j), where n = 2k is even, which say a most-perfect square is a square
matrix whose entries satisfy the three symmetry conditions (M), (P), (S), which
respectively say that any 2× 2 array entries within the square sum to 4w and the
alternating sum of all the entries of M is zero; any pair of entries 12n distant along
any diagonal sum to 2w, and that the sum of the entries in any row or column is
nw, for some w ∈ R.
By Lemma 3.4 any of these three conditions imply that M has weight w, and
additionally if M is traditional, so that it contains the set of consecutive integers
1, 2, . . . , n, then by Corollary 3.3, M has weight w = n2+12 .
Definition (of transformation T1). Let n = 2k be even, and let R = (ri,j) ∈ Rn×n
be an even sided reversible squre matrix. We set T1 to be the transformation of the
matrix R, defined stepwise such that
1. First we define an intermediate matrix Z = (z)i,j such that
zi,j =

ri,j , if i, j ≤ n;
ri,3k+1−j , if i ≤ k, j > k;
r3k+1−i,j , if i > k, j ≤ k;
r3k+1−i,3k+1−j , if i, j > k
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and Jk the anti-diagonal identity matrix.
2. A transform is applied to the indices of the entries of the resulting square


















So the entries mi,j are in the position (i′, j′) described above and given by a
new matrix Q = qi′,j′ = zi,j [10].
An alternative description of the transform T1 is given by
• Reverse the right-hand half of each row.
• Reverse the bottom half of each column.

















where i′, j′ are the new indices of the transformed square.
Remark. We note that a traditional square in Ollerenshaw and Bre´e’s book [10]
is defined to contain the consecutive integers 0, 1, . . . , n2 − 1.
Example. Consider a 4× 4 principal reversible square and let us reverse the right
hand half of each row (i.e. swapping the end 2 columns) and then reverse the bottom
half of each column (i.e. swapping the bottom 2 rows), to obtain.

1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
→

1 2 4 3
5 6 8 7
9 10 12 11
13 14 16 15
→

1 2 4 3
5 6 8 7
13 14 16 15
9 10 12 11
 .
Lastly, applying the indices transform gives,

1 2 4 3
5 6 8 7
13 14 16 15
9 10 12 11
→

1 15 4 14
8 10 5 11
13 3 16 2
12 6 9 7
 .
which can be seen is a most-perfect square.
A detailed proof that this transform is a bijection is given in [10] (see Chapter 3
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pp. 33-38) where they show that this transformation leads to a unique most-perfect
square.
LEMMA 7.1. There exists no most-perfect magic squares of order n ≡ 1, 2, 3
(mod 4).
Proof. When n ≡ 1, 3 (mod 4) the type P property (strongly pandiagonal) fails as
2 - n. When n ≡ 2 (mod 4) we refer the reader to a proof given by C. Planck (see
[49] pp.308-309, 1919).
7.2 The Most-Perfect Square Block Representation
We recall from Chapter 3 the definition of a most-perfect square matrix whose
definition we now restate for clarity.
Definition. Let n = 2k be a positive even integer and w ∈ R a constant. Then a
square matrix M = (mi,j) ∈ Rn×n is defined to be a most-perfect square matrix if
it satisfies the type M , type P and type S symmetry properties, defined below.
1. The matrix M is said to be type M if it satisfies the most-perfect property,
where the entries of all 2× 2 sub-arrays within the square matrix sum to 4w,
so that
mi,j +mi,j+1 +mi+1,j +mi+1,j+1 = 4w,
for all i, j ∈ Zn, and the alternating sum property∑
i,j∈Zn
(−1)i+jmi,j = 0.
2. The matrix M is said to be type P if it satisfies the strong pandiagonal prop-
erty, where the pairs of entries 12n = k distance along any diagonal (including
broken diagonals) sum to 2w, so that
mi,j +mi+ 12n,j+ 12n = 2w, i, j ∈ Zn.
3. The matrix M is said to be type S if it satisfies the constant sum property,






mj,i = nw, i ∈ Zn.
By Lemma 3.4, we know that any one of the three symmetry conditions (M), (P),
(S), imply that a given matrix has weight w, so that an n× n most-perfect square
matrix M has weight w, and by Lemma 3.1, that the matrix M −wEn has weight
zero.
Additionally from Lemma 3.6 we have that if a matrix is type (P) and also satisfies
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the 2 × 2 sub-array condition then this implies that the matrix also satisfies the
alternating sum condition and so is type (M).
Definition (of the set of weightless type M squares M0n). We define M0n to be the
set of all weightless n×n type M square matrices, so that for any M = (mi,j) ∈ M0n,
we have that M has weight w = 0, the alternating sum property, and all two-by-two
sub-arrays sum to zero, so that
mi,j +mi+1,j +mi,j+1 +mi+1,j+1 = 0.
Definition (of the vector §n). We define §n to be the column vector containing
alternately signed ones, such that §n = (1,−1, 1,−1, 1 . . . ,±1)T ∈ Rn, where the
final entry is −1 if n is even and +1 if n is odd.
LEMMA 7.2. Let k ∈ N, and n = 2k be even. Then the square matrix M =
(mi,j) ∈ Rn×n is weightless type M, and so M ∈ M0n if and only if
uTMv = 0 (u, v ∈ {§n}⊥),
and
§TnM§n = 0.
Proof. Given that n is even and u ∈ {§n}⊥ then
u1 − u2 + u2 . . .− un = 0,




















Considering that as M is of type M0 it satisfies
mi,j +mi+1,j +mi+1,j+1 +mi,j+1 = 0
for all i, j ∈ Zn. Taking the column vectors
Ui = (0, . . . , 1, 1, 0, . . . , 0)T , Uj = (0, . . . , . . . , 1, 1, 0, . . . , 0)T
where Ui has a 1 in entries i and i+ 1 and Uj has a 1 in entries j and j + 1 we see
these are in {§n}⊥.
Then we compute
UiMVj = (mi,j +mi+1,k) + (mi+1,j +mi+1,j+1) = 0.
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Further, it can be shown that the set of vectors, Ui ∈ {§n}⊥ for all i ∈ {1, 2, . . . n−1}
form a basis for the set {§n}⊥. So given any u and v in {§n}⊥ we have








αiβj ((mi,j +mi+1,k) + (mi+1,j +mi+1,j+1))︸ ︷︷ ︸
=0
= 0.
For the second condition,
§TnM§n = (−1)i+jmi,j = 0
by definition.
Conversely, considering that Ui for i ∈ {1, 2, . . . , n − 1} forms a basis for {§n}⊥
taking all combinations of i and j in {1, 2 . . . n− 1} we obtain
0 = UiMUj = mi,j +mi+1,j +mi+1,j+1 +mi,j+1
for all i, j ∈ {1, 2, . . . n}.
Similarly with




THEOREM 7.3. Let k ∈ N, and n = 2k be even. Then M ∈ Rn×n, is a weightless







with Z ∈M0K and a, b ∈ Rk .







where u, v ∈ {§n}⊥ and Y, V,W,Z ∈ Rk×k.












































0 = ξT1 Y ξ2 + ξT1 V T η2 + ηT1 Wξ2 + ηT1 Zη2.
Firstly, if η1 = η2 = 0k ∈ {§n}⊥ then we have
0 = ξT1 Y ξ2 + ξT1 V T η2︸ ︷︷ ︸
=0
+ ηT1 W︸ ︷︷ ︸
=0
ξ2 + ηT1 Zη2︸ ︷︷ ︸
=0
= ξT1 Y ξ2,
which shows Y = 0ˆk as ξ1, ξ2 ∈ Rk.
Next consider η1 = η2 = 0k we obtain
0 = ξT1 V T︸ ︷︷ ︸
=0
η2 + ηT1 Wξ2︸ ︷︷ ︸
=0
+ηT1 Zη2
0 = ηT1 Zη2,
which implies that Z satisfies the first condition of a type M .
Now separately considering η1 = 0k and η2 = 0k then we have the two equalities
0 = ξT1 V T η2 + ηT1 Wξ2 + ηT1 Zη2
0 = ξT1 V T η2
0 = ξT1 V T︸ ︷︷ ︸
=0
η2 + ηT1 Wξ2 + ηT1 Z︸ ︷︷ ︸
=0
η2
0 = ηT1 Wξ2,
from which we deduce that
ηT1 W = 0k and ηT2 V = 0k,
as η1, η2 ∈ {§n}⊥. Labelling the columns of W and V as column vectors Wi and
Vi respectively for i ∈ {1, 2, . . . k} then it must hold that ηT1 Wi = 0 and ηT2 Vi = 0
for all i. Hence Vi{η1}⊥ ∈ {§n}⊥⊥ = R§k and similarly for Wi ∈ {§n}⊥⊥ = R§k. In
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=§k V T §k︸ ︷︷ ︸
=0k
+ §TkW︸ ︷︷ ︸
=0k
§k + §TkZ§k = §TkZ§k
which demonstrates that the blocks satisfy all of the type M symmetry properties.

















= ξT1 §kbT︸ ︷︷ ︸
=0T
k
ξ2 + ξT1 a§kη2︸ ︷︷ ︸
=0k















= §Tk §kbT §k + §Tk a§Tk §k + §TkZ§k = 0
by Lemma 7.2 as required.
Definition (of the set of weightless type P squares P0n). Let n ∈ N be even. We
define P0n to be the set of all weightless n × n type P square matrices, so that for
any M = (mi,j) ∈ P0n, we have that M has weight w = 0 and
mi,j +mi+ 12n,j+ 12n = 0, i, j ∈ Zn.
LEMMA 7.4. A square matrix M ∈ R2k×2k is a weightless pandiagonal type P







Proof. By the definition of a weightless pandiagonal square we have the condition,
mi,j +mi+k,j+k = 0 for i, j ∈ Zk therefore we must have mi,j = −mi+k,j+k and so
we have the structure given. Conversely, given the structure above it satisfies the
definition of a pandiagonal square.
Definition (of the set of weightless type S squares S0n). Let n ∈ N. We define
S0n to be the set of all weightless n × n type S square matrices, so that for any
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mj,i = 0, i ∈ Zn.
Remark. We recall from Lemma 3.1 that for M = (mi,j), an n × n matrix with
weight w, we can write M = M0 + wEm, where M0 has weight zero.
LEMMA 7.5. Let M ∈ Rn×n. Then the square matrix M is type S if and only if
1TnMu = 0 and uTM1n = 0 (u ∈ {1n}⊥).
Proof. Since 0 = uTM1n for all u ∈ {1n}⊥ then M1n ∈ {1n}⊥⊥ = R1n. Similarly
we have 0 = 1TnMu = (uTMT 1n)T then MT 1n ∈ {1n}⊥⊥
So say M1n = λ1n and MT 1n = λ′1n for λ, λ′ ∈ R then we have
λ1Tn1n = 1Tn (λ1n) = 1TnM1n = (1TnM)1n = (MT 1n)T 1n = (λ′1n)T 1n = λ′1Tn1n
and as 1n1Tn 6= 0 as 1n 6= 0n we have λ = λ′. So to conclude we have M1n =
MT 1n = λ1n where we can set λ = nw.
The converse then follows directly, as say M1n = MT 1n = λ1n, then
uTM1n = λuT 1n = 0,
1TnMu = λ1Tnu = 0
if u ∈ {1n}⊥.
THEOREM 7.6. Let n ∈ N, and M = (mi,j) ∈ Rn×n. Then M is type S if and
only if it can be written as the following block representation,
even n = 2k:
M = Xn
(




with Y a semimagic square with weight 0, matrices V ,W have row sum 0 and
Z that can be any k × k square matrix.





2(w1k − Y 1k) V T√





with arbitrary V,W, Y, Z ∈ Rk×k and w ∈ R.


















































Y + JkW V T + JkZ







Y + JkW + V TJk + JkZJk Y Jk + Jk − V T − JkZ
























as the sum of any type S square is also a type S square we need only demonstrate
that each matrix is type S as the sum is also type S.
We will now use the properties of multiplying a block matrix by the antidiagonal
identity matrix Jn.





has row and column 0,
therefore is type S. As JkW & W and JkWJk & WJk have the same column





. The rows have
sum zero as the matrix W has row sum zero, therefore the matrix is type S. Sim-
ilarly, V TJk & V T and JkV TJk & JkV T have the same row entries therefore
the matrix
(




has row sum zero. The columns have sum zero
as the matrix V T has column sum zero, therefore the matrix is type S. Lastly,
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JkZJk & JkZ and ZJk & Z have the same row entries and JkZJk & ZJk and






row and column zero and so is type S. Therefore the sum of the these four type S
square is also type S.


















Expanding this block representation we have
M = 12
(
A+ JkC +BJk + JkDJk AJk + JkCJk −B − JkD
JkA− C + JkBJk − JkDJk JkA− CJk − JkB +D
)
,
and by assuming these properties we will prove A,B,C,D also have the given
symmetry properties.
Considering the column sums, of the expanded matrix, we have(
A+ JkC +BJk + JkDJk




AJk + JkCJk −B − JkD
JkA− CJk − JkB +D
)
.
As the entries in the variations of D ( JkDJk and JkDJk or JkD and D) have the
same column entries with some permutation give sum 0, similarly the variations of
C give column sum 0. Hence the column sum depends only on the matrix(
A+BJk AJk −B
JkA+ JkBJk JkAJk − JkB
)
.
Considering now the row sums of the expanded matrix, we have(




JkA− C + JkBJk − JkDJk JkA− CJk − JkB +D
)
.
Similarly, due to symmetries in the variations in D and B, their row sums are 0.
Hence we need only look at rows
(




JkA− C JkA− CJk
)
.
With these results we can now establish a contradiction in that if A were not
semimagic and-or BT and C did not have row sum 0 then the square would not
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have column and row sum 0 and so would not be a semimagic square. Say the row
and column sum for A was non-zero then BT and C would have non zero column
sum. Similarly if BT and-or C have non-zero row sum then the row and-or column
sum will be non-zero, as required.
Odd case n = 2k + 1: We assume that M has the given block representation, by





2(w1k − Y 1k) V T√





Expanding the block structure then gives us
= 12
 Y + 2wEk + V T Jk + JkW + Jk 2(w1k − Y 1k)− 2JkW1k (Y + 2wEk)Jk − V T + JkWJk − JkZ2(w1k − Y T 1k)T − 2(V 1k)T Jk 2(w + 21Tk Y 1k) 2(w1k − Y T 1k)T Jk + 2(V 1k)T
JkY + Jk2wEk + JkV T Jk −W − ZJk 2Jk(w1k − Y 1k) + 2W1k Jk(Y + 2wEk)Jk − JkV T −WJk + Z
 ,
and by taking any row and column sums we can show that they have the same sum
nw, and therefore we have that M is a type S square matrix.
Now say we have an odd sided type S square M ∈ Rn×n with weight w such that

























































2Ikd JkAJk − CJk − JkBT +D
.

As the square is type S then the sum of any row or column is nw, so if we consider all
columns and rows separately we can deduce the correct conditions of the separate
blocks.
The first three columns are given by the first n× k block, the n length vector and
the end n× k block,
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





















JkAJk − CJk − JkBT +D
 .
Then taking sum of the entries in any of these columns by Lemma 3.8 gives the











































































































































Likewise to the column blocks, we consider the three row blocks individually


















2d, JkAJk − CJk − JkBT +D),































We note that as none of the six equations contain any variation of the matrix D,
it follows that D must be any arbitrary matrix in Rk×k.
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BTi,j = bj ,
which for all j ∈ Zk we can write in the vector form
−√2(B1k)T = bT .


































which for all i ∈ Zk we can write as a vector form
−√2(C1k) = d.











































Finally, any A ∈ Rk×k can be written in the form
A = A0 + 2wEk
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this holds for all j ∈ Zk so it can be written as the vector form
c =
√
2(w1k − (A0)T 1k).









































































= w + 2
∑
i,j
A0i,j = w + 21TkA01k.
Hence we conclude that if M is an odd sided type S (semimagic) square then it has
the block representation stated.
In the following theorem we consider the block representation of a weightless most-
perfect square M of side length n = 2k
THEOREM 7.7. Let k ∈ N, so that n = 2k is even, §k = (1,−1, 1,−1, . . . ,±1)T ,
the column vector of length n defined earlier in this chapter, and M = (mi,j) ∈ Rn×n







where γ, δ ∈ Rn with Jkγ = (−1)k−1γ, Jkδ = (−1)k−1δ and Z ∈ Rn×n is both type
M and type A, so that M satisfies the 2 × 2 array sum, alternating sum and the
associated pair sum property (mi,j +mn+1−i,+n+1−j = 0) conditions.
Proof. A most-perfect square is of type M, P and S, so combining the block repre-







where aT 1k, bT 1k (as aT §k and bT §k has row sum zero) and Z ∈ M0n. Using the










A+BJk − JkB − JkAJk A− JkB − JkBJk + JkA
JkA+ JkBJk +B +AJk JkAJk − JkB +BJk −A
)
.
Considering the bottom left and top right blocks we obtain the equalities,
Jk(JkA±B ± JkBJk +AJk)Jk = AJk ± JkBJk ±B + JkA
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and therefore §kaT = Jk§kaTJk = ∓§kaTJk and §kbT = Jk§kbTJk = ∓§kbTJk.
Hence we deduce that a = ±Jka and b = ∓Jkb. Lastly, considering the bottom
right block we have
JkZJk =
1
2Jk(JkAJk − JkB +BJk −A)Jk =
1
2(A−BJk + JkB − JkAJk) = −Z.
Now if a matrix Z = (zi,j) ∈ Rk×k satisfies JkZJk + Z = 0ˆn, then this means that








where a, b, Z have the properties in the statement of the theorem. Then by Theo-
rems 7.3 and 7.6 M ∈Mn ∩ Sn and expanding this block representation gives
M = 12
(
a§Tk Jk + Jk§kbT + JkZJk −a§Tk + Jk§kbTJk − JkZ
Jka§Tk Jk − §kbT − ZJk −Jka§Tk − §kbTJk + Z
)
which by Lemma 7.4 has the type P (pandiagonal) structure. Therefore we have
that the matrix M is of type M, P and S, so M ∈ MPSn and M is a most-perfect
square matrix.
THEOREM 7.8. Let k ∈ N, so that n = 2k is even. Then the square matrix
M = (mi,j) ∈ Rn×n is a weightless most-perfect square if and only if
M = γ§Tn + §nδT
where










, γ˜, δ˜ ∈ Rk










, γ˜, δ˜ ∈ {1k}⊥.
Proof. If M is a most-perfect square then M ∈ M0n ∩ P 0n ∩ S0n and by Lemma 7.2
1
nM§n ∈ {§n}⊥ (Let us set this as γ = 1nM§n).
Let v ∈ {§n}⊥ then by Lemma 7.2 uT (Mv) = 0 for u ∈ {§n}⊥ and Mv ∈ {§n}⊥⊥ =
c§n for c ∈ R. Here c ∈ R can be represented by a linear form c = f(v) for
v ∈ {§n}⊥ such that Mv = f(v)§n. Then by the Riesz Representation Theorem
there is a vector δ ∈ {§n}⊥ such that f(v) = δT v so that Mv = §nδT v.
Hence any x ∈ Rn can be written in the form x = α§n+v for α ∈ R and v ∈ {§n}⊥.
Mx = M(α§n + v) = αM§n +Mv = αM§n + §nδT v = αnγ + §nδT v
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= αnγ + §nδT v + α§nδT §n︸ ︷︷ ︸
=0
+ γ§Tnv︸ ︷︷ ︸
=0
= (γ§Tn + §nδT )(α§n + v) = (γ§Tn + §nδT )x,
showing that M has the desired form.






























γ1§Tk + §kδ1 ±γ1 + §kδT2
γ2§Tk ± §kδT1 ±γ2§Tk ± §kδT2
)
Using the structure of a type P matrix given in Theorem 7.4, we have
(γ1 ± γ2)§Tk + §k(δ1 ± δ2)T = 0ˆk.
As γ = 1nM§n ∈ {§n}⊥ by Lemma 7.2 then








= §Tk (γ1 ± γ2)
and it follows that
0k = §Tn (γ1 ± γ2)§k + §Tk §k(δ1 = ±δ2) = 0k + k(δ1 ± δ2)
implying that δ1 ∓ δ2. Similarly, applying these calculations to the vector γ we
deduce that γ1 = ∓γ2.
By Lemmas 7.5 and 7.2 we have that §Tn1n = 0, and that γ, δ ∈ {1n}⊥, so for
even k the conditions are satisfied. For odd k we require the further condition that
γ1, δ1 ∈ {1k}⊥ (are orthogonal to 1k). The converse then follows by Lemmas 7.2,
7.5 and 7.4.
THEOREM 7.9. Let k ∈ N, so that n = 2k is even and γ˜ = (γ˜1, γ˜2, . . . , γ˜k)T ,
δ˜ = (δ˜1, δ˜2, . . . , δ˜k)T , be two k-dimensional column vectors. Then the square matrix
M = (mi,j) ∈ Rn×n is a (weightless) traditional most-perfect square if and only if
the sets of absolute values of the vectors γ˜, δ˜ ∈ Rk in the representation











(and if k is odd orthogonal to 1k) form a sum-and-
distance system, so that {γ˜′, δ˜′} is a sum-and-distance system with
γ˜′ = {|γ˜1|, |γ˜2|, . . . , |γ˜k|}, δ˜′ = {|δ˜1|, |δ˜2|, . . . , |δ˜k|}.
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Proof. We recall that a weightless traditional square has the set if entries
1
2{−(n
2 − 1), −(n2 − 3), . . . ,−1, 1, . . . , n2 − 3, n2 − 1}.
Considering the structure of a most-perfect square. Then by Theorem 7.8 (for all



















γ˜§Tk + §kδ˜T γ˜§k ∓ §kδ˜T
∓γ˜§Tk ± §kδ˜T −γ˜§Tk − §kδ˜
)
.
For even k, the set of all entries in these quadrants give
{−(n2 − 1), −(n2 − 3) . . . ,−1, 1, . . . , n2 − 3, n2 − 1}
= {(−1)j γ˜i+(−1)iδ˜, (−1)j+1γ˜i+(−1)iδ˜, (−1)j+1γ˜i+(−1)i+1δ˜, (−1)j γ˜i+(−1)i+1δ˜ | i, j ∈ Zk}
= {±(−1)j γ˜i ± (−1)iδ˜j | i, j ∈ Zk} = {±γ˜i ± δ˜ | i, j ∈ Zk}
which by definition implies that the sets of absolute values form a sum-and-distance
system.
For odd k we have the representation
2M =
(
γ˜§Tk + §kδ˜T −γ˜§k + §kδ˜T
γ˜§Tk − §kδ˜T −γ˜§Tk − §kδ˜
)
which similarly gives the same set as above and so again the sets of absolute values
form a sum-and-distance system.
Conversely, it can be shown by a simple calculation,
{(−1)j γ˜i+(−1)iδ˜, (−1)j+1γ˜i+(−1)iδ˜, (−1)j+1γ˜i+(−1)i+1δ˜, (−1)j γ˜i+(−1)i+1δ˜ | i, j ∈ Zk}
= {−(n2 − 1), −(n2 − 3), . . . ,−1, 1, n2 − 3, . . . , n2 − 1}
and therefore the square matrix M is a weightless traditional most-perfect square,
as required.
It follows from Theorems 4.1 and 7.9 that a sum-and-distance system can be found
from the vectors used in the representations of each type of square. We will now use
this connection to describe a new bijective mapping between the two sets of n× n
traditional most-perfect squares and n× n traditional reversible squares.
THEOREM 7.10. Let k ∈ N, so that n = 2k is even. Then there exists a (new)
one-to-one mapping between the set of all n×n traditional reversible square matrices
and the set of all n× n traditional most-perfect square matrices.
Proof. Let a, b ∈ Rk such that the sets of their absolute values form a sum-and-
distance system, and let M1 and M2 be n × n matrices constructed from the two
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vectors a, b, according to Theorems 4.1 and 7.9. Then M1 and M2 are respectively
an n×n (weightless) traditional reversible square matrix and an n×n (weightless)

















and a, b ∈ Rk. It follows that any vectors a, b that
give a traditional reversible square in its block representation M1 will also give a
most-perfect square when substituted into the representation of M2. Hence, each
distinct pair of vectors uniquely define both an n× n reversible square matrix and
an n × n most perfect square matrix. Hence there exists a bijection between the
two sets of n× n reversible and most perfect square matrices.
Remark. Combining our understanding of the construction of sum-and-distance
systems (detailed in Chapter 6) with the legitimate transform vector changes (de-
tailed in Chapter 4) means that we are now able to construct all n× n traditional
most-perfect squares for any given even side length n = 2k.
123
8 Algebras of Matrices with Symmetric Properties
In this section we consider our families of n×n matrices, defined by their symmetry
properties, in terms of Z2-graded algebras (also known as superalgebras), which have
a decomposition into an ‘even’ subalgebra and an ‘odd’ complementary part which
is a bimodule over the ‘even’ subalgebra and squares into it.
We use the convention of calling a direct sum Ξ⊕H, where Ξ,H are vector subspaces
of Rn×n, a Z2-graded algebra if the first direct summand Ξ is the ‘even’ subalgebra
and the second direct summand H is the ‘odd’ complement, i.e. if
ΞΞ ⊂ Ξ, HΞ ⊂ H, ΞH ⊂ H, HH ⊂ Ξ.
The following statements follow immediately from this definition.
LEMMA 8.1. Let n ∈ N.
(a) If Ξ ⊕ H ∈ Rn×n is a Z2-graded algebra and Γ ⊂ Rn×n is a matrix algebra,
then (Ξ ∩ Γ)⊕ (H ∩ Γ) is a Z2-graded algebra.
(b) If Ξ⊕H,Ξ′ ⊕H′ ⊂ Rn×n are Z2-graded algebras, then (Ξ∩Ξ′)⊕ (H∩H′) is a
Z2-graded algebra.
So far we have focused on the matrix symmetry type spaces (Rn, Vn, Vˆn, Mn, Pn
and Sn), for the matrix symmetry types (R, V, Vˆ, M, P and S).
To complement the Mn subspace of Rn×n, in the following definition we introduce
the matrix symmetry type N, and respective vector space Nn ⊂ Rn×n.
Definition. Let n ∈ N. Then we define a matrix M = (mi,j) ∈ Rn×n to be type






(−1)i(mj,i +mj+1,i) = 0 (j ∈ Zn).
We denote by Nn, the space of all n× n type N matrices, so that
Nn = {M ∈ Rn×n |M has property (N).}
LEMMA 8.2. Let n = 2k be even, then a square matrix M ∈ Rn×n is a type N if
and only if it satisfies,
§TnMu = uTM§n = 0.
Proof. Let the vector vk contain 1 in entries k and k + 1 and 0 elsewhere. The
vectors vk for k ∈ {1, 2 . . . , n− 1} form a basis for the set of vectors u ∈ {§n}⊥, so
given any u = α1v1 + α2v2 + . . . αn−1vn−1 and we may write
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0 = uTM§n = (α1v1 + α2v2 + . . .+ αn−1vn−1)TM§n
= α1vT1 M§n + α2vT2 M§n + . . .+ αn−1vTn−1M§n,
where αk ∈ R for all k ∈ {1, 2, . . . n − 1}. Now say that all αk = 0 for all but
j ∈ {1, 2, . . . n− 1} we then have












Conversely, if M is type N then for all of the basis vectors vj we have
vTj M§n = −
∑
i∈Zn





(mi,j +mi,j+1) = 0
as required.
As one of the central results of this chapter, we shall obtain the following symmetry
superalgebras.
THEOREM 8.3. Let n ∈ N.
(a) The following are Z2-graded algebras,
Rn×n = Sn ⊕ Vn, if n is even, then also Rn×n = Nn ⊕Mn.
(b) The space of type R square matrices Rn, is a subalgebra of Rn×n, so that
RnRn ⊂ Rn ⊂ Rn×n.
To help us prove these results we first need to establish some algebraic results.
LEMMA 8.4. The conjugation between matrices and Xn is an algebra isomor-
phism and so has the following properties;
1.
Xn(αM +N)Xn = αXnMXn +XnNXn (α ∈ R, M,N ∈ Rn×n),
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2.
Xn(MN)Xn = XnMXnXnNXn (M,N ∈ Rn×n),
3.
Xn(XnMnXn)Xn = Mn.
Further, the transpose conjugation of Xn and M is the conjugation of the transpose
of M ,
(XnMXn)T = XnMTXn (m ∈ Rn×n).
Proof. These properties follow directly from the properties of Xn such that,
XnXn = In and Xn = XTn .
LEMMA 8.5. Let n ∈ N and y ∈ Rn/{0n}. Then M ∈ Rn×n satisfies
yTMu = uTMy = 0 (u ∈ {y}⊥)
(where {y}⊥ is the orthogonal set of vectors to y) if and only if there is some λ ∈ R
such that My = MT y = λy.
Proof. Since 0 = uTMy for all u ∈ {y}⊥ then My ∈ {y}⊥⊥ = Ry. Similarly we
have 0 = yTMu = (uTMT y)T then MT y ∈ {y}⊥⊥
So say My = λy and MT y = λ′y for λ, λ′ ∈ R then we have
λyT y = yT (λy) = yTMy = (yTM)y = (MT y)T y = (λ′y)T y = λ′yT y
and as yyT 6= 0 as y 6= 0n we have λ = λ′. So to conclude we have My = MT y = λy.
The converse falls out directly, as say My = MT y = λy, then
uTMy = λuT y = 0
and
yTMu = λyTu = 0
if u ∈ {y}⊥.
Definition. A matrix P ∈ Rn×m is a projector matrix if and only if it is symmet-
rical and idempotent (P = PP T = P 2).
Remark. We use the following square projector matrix P = (yT y)−1yyT for some
y ∈ Rn,
P 2 = (yT y)−1yyT (yT y)−1yyT = (yT y)−1(yT y)−1yyT yyT = (yT y)−1(yT y)−1y(yT y)yT = P,
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P T = ((yT y)−1yyT )T = (yyT )T (yT y)−1 = (yT y)−1yyT = P.
These square matrices can then be generalised by the following two defined sets
which depend on a choice of vector y ∈ Rn.
Definition (of Wy,n). Let any n ∈ N, y ∈ Rn/{0n} and M ∈ Rn×n. Then we
denote by Wy,n, the set of all n× n matrices M that satisfy
yTMu = 0 and uTMy = 0 (u ∈ {y}⊥).
Definition (of Xy,n). Let any n ∈ N, y ∈ Rn/{0n} and M ∈ Rn×n. Then we
denote by Xy,n, the set of all n× n matrices M that satisfy
yTMy = 0 and uTMv = 0 (u, v ∈ {y}⊥).
Example. The set of all type Sn matrices can be defined as W1n,n, similarly the
set of all type Vn matrices is denoted by X1n,n.
THEOREM 8.6. Let y ∈ Rn/{0n}, then the sets Wy,n and Xy,n span Rn×n, so
that,
Wy,n ⊕Xy,n = Rn×n.
Proof. Let M ∈ Rn×n. We now show that M can be decomposed into the sum
of two matrices, one from Wy,n, and the other from Xy,n. Consider the projector
matrix P = (yT y)−1yyT , and write
M = (PMP + (I − P )M(I − P )) + (PM(I − P ) + (I − P )MP ),
where we set
M1 = PMP + (I − P )M(I − P ) and M2 = PM(I − P ) + (I − P )MP.
Now let u ∈ {y}⊥, so that
uTM1y = uTPMPy + uT (I − P )M(I − P )y
= (Pu)T︸ ︷︷ ︸
=0Tn
MPy + ((I − P )u)TM (I − P )y︸ ︷︷ ︸
=0n
= 0,
yTM1u = yTPMPu+ yT (I − P )M(I − P )u
= (Py)TM Pu︸︷︷︸
=0n
+ ((I − P )y)T︸ ︷︷ ︸
=0Tn
M(I − P )u = 0
so M1 ∈Wy,n.
Similarly,
yTM2y = (Pu)TM (I − P )y︸ ︷︷ ︸
=0n




uTM2v = (Pu)T︸ ︷︷ ︸
=0Tn
M(I − P )v + ((I − P )u)TM Pv︸︷︷︸
=0n
= 0
so M2 ∈ Xy,n.
THEOREM 8.7. We have that Wy,n ⊕ Xy,n = Rn×n, form a superalgebra, with
Xy,n the odd part, that squares into Wy,n the even subalgebra, so that
Wy,nWy,n ⊂Wy,n, Xy,nXy,n ⊂Wy,n, Wy,nXy,n ⊂ Xy,n, Wy,nXy,n ⊂ Xy,n.
Proof. Let P the projector matrix P = (yT y)−1yyT . Then for W1,W2 ∈ Wy,n and
u ∈ {y}⊥
yTW1W2u = yTW1 PW2u︸ ︷︷ ︸
0n
+ yTW1(In − P )︸ ︷︷ ︸
0n
W2u = 0,
uTW1W2y = uTW1P︸ ︷︷ ︸
=0n
W2y
T + uTW1 (In − P )W2y︸ ︷︷ ︸
0n
= 0
so that W1W2 ∈Wy,n. Similarly for X1, X2 ∈ Xy,n and u ∈ {u}⊥. Hence
yTX1X2u = yTX1 PX2u︸ ︷︷ ︸
=0n
+ yTX1(In − P )︸ ︷︷ ︸
0n
X2u = 0,
uTX1X2y = uTX1P︸ ︷︷ ︸
0n
X2y + uTX1 (In − P )X2y︸ ︷︷ ︸
0n
= 0,
and it follows that X1X2 ∈Wy,n.
Now let W1 ∈Wy,n, X1 ∈ Xy,n and u, v ∈ {y}⊥ Then
yTW1X1y = yTW1 PX1y︸ ︷︷ ︸
0n
+ yTW1(In − P )︸ ︷︷ ︸
0n
X1y = 0,
uTW1X1v = uTW1 PX1v︸ ︷︷ ︸
=0n
+uTW1 (In − P )X1v︸ ︷︷ ︸
=0n
= 0
and it follows that W1X1 ∈ Xy,n.
Lastly, we take W1 ∈Wy,n, X1 ∈ Xy,n and u, v ∈ {y}⊥,
yTX1W1y = yTX1P︸ ︷︷ ︸
0n
W2y + yTX1 (In − P )W1y︸ ︷︷ ︸
=0n
= 0,
uTX1W1v = uTX1 PW1v︸ ︷︷ ︸
0n
+uTX1(In − P )︸ ︷︷ ︸
0n
W1v = 0
so that X1W1 ∈ Xy,n. Therefore, Wy,n ⊕Xy,n = Rn×n, form a superalgebra, with
Xy,n the odd part, and Wy,n the even subalgebra as required.
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8.1 The Superlagebras Sn ⊕ Vn and Nn ⊕Mn
THEOREM 8.8. The two sets of all n×n type S and type V matrices, respectively
Sn and Vn, form a superalgebra such that
Sn ⊕ Vn = W1n,n ⊕X1n,n = Rn×n,
with
SnSn ⊂ Sn, VnVn ⊂ Sn, SnVn ⊂ Vn, VnSn ⊂ Vn,
so that Vn is the odd part, which squares into Sn, the even subalgebra.
Proof. By Lemmas 3.11 and 7.5 the set of type S and type V matrices can respec-
tively be written in the form Wy,n and Xy,n, with y = 1n. By Theorem 8.7 it then
follows that Sn ⊕ Vn = W1n,n ⊕ X1n,n = Rn×n, form a superalgebra, with Vn the
odd part, and Sn the even subalgebra, as required.
THEOREM 8.9. Let k ∈ N, so that n = 2k is even. Then the two sets of all
n × n type N and type M matrices, respectively Nn and Mn, form a superalgebra
such that
Nn ⊕Mn = W§n,n ⊕X§n,n = Rn×n,
with
NnNn ⊂ Nn, MnMn ⊂ Nn, MnNn ⊂Mn, NnMn ⊂Mn,
so that Mn is the odd part, which squares into Nn, the even subalgebra.
Proof. By Lemmas 7.2 and 8.2 the set of type N and type M matrices can respec-
tively be written in the form Wy,n and Xy,n, with y = §n. By Theorem 8.7 it then
follows that Nn ⊕Mn = W§n,n ⊕X§n,n = Rn×n, form a superalgebra, with Mn the
odd part, and Nn the even subalgebra, as required.
8.2 The Type R Matrix Algebra Rn
THEOREM 8.10. The set of all n× n type R matrices Rn is a subalgebra of the
matrix algebra Rn×n, so that for n ∈ N, we have Rn ⊂ Rn×n, and RnRn ⊂ Rn.
Proof. Let M1,M2 ∈ Rn, be two type R n× n matrices. Then
M1M2 = XnN1XnXnN2Xn = XnN1N2Xn,
so we need only show that N1N2 has the same block representation found in The-
orem 3.10.













γ1Ekγ2Ek + 1kzT1 x21Tk γ1Ek1kzT2 + 1kzT1 Z2





(kγ1γ2 + zT1 x2)Ek 1k(kγ1zT2 + zT1 Z2)
(kγ2x1 + Z1x2)1Tk kx1zT2 + Z1Z2
)
Xn.




























(nγ1γ2 + 2zT1 x2)Ek 1√2(nγ1γ2 + 2z
T













2z1x2) nx1zT2 + Z1Z2
Xn.
From the block representations of the space Rn, it then follows that Rn is a subal-
gebra of the matrix algebra Rn×n, as required.
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9 Quadratic Forms from Type A Matrices
In this chapter we consider matrices with the type A symmetry property, deduc-
ing their block representation, eigenvalue characteristics and the construction of a
two-sided eigenvector matrix, from which we establish a connection to quadratic
forms.
9.1 The Type A Block Representation
We begin by restating the type A condition.
Definition. A matrix M = (mi,j) ∈ Rn1×n2 is said to be associated, or type A, if
satisfied the associated symmetry condition
mi,j +m(n+1−i),(n+1−j) = 2w ∀i ∈ Zn1 , and ∀j ∈ Zn2 ,
so that by the definition of matrix weight (stated in Chapter 3), M has weight w.
By Lemma 3.1 it follows that if n1 = n2 = n say, so that M is a type A square
matrix, then M − wEn is a type A matrix with weight zero.
Definition (of weightless type A squares A0n). Let n ∈ N. We define A0n to be the
set of all weightless n×n type A square matrices, so that for any M = (mi,j) ∈ A0n,
we have that M has weight w = 0 and
mi,j +m(n+1−i),(n+1−j) = 0, i, j ∈ Zn.
LEMMA 9.1. Let n ∈ N, and let M be an n × n weightless type A matrix













when n = 2k + 1 is odd, where S,R ∈ Rk×k and s, r ∈ Rk.
Proof. It follows from the type A property that any associated pair of cells must
sum to 0, so that mi,j + mn+1−i,n+1−j = 0 for any i, j ∈ Zn, so we can write
mi,j = −mn+1−i,n+1−j and hence M has the block structure stated.
Remark. It follows that if M ∈ A0n then JnMJn = −M .
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THEOREM 9.2 (Weightless type A block representation). A matrix M ∈ Rn×n







where C,D ∈ Rk×k and both the top left and bottom right 0ˆ = 0k×k, when n = 2k is
even, and where C ∈ Rk×(k+1) and the top left 0ˆ has the same size, D ∈ R(k+1)×k,
when n = 2k + 1 is odd.






for some S,R ∈ Rk×k. Multiplying the left and right hand side byXn and expanding




















R− SJk S −RJk
















and setting D = RJk − S, C = JkR + JkSJk we then have the desired block
representation.





























JkC +DJk JkCJk −D




JkC +DJk = −Jk(−CJk − JkDJk)Jk
JkCJk −D = −Jk(−C + JkDJk)Jk
and by Lemma 9.1 the structure of this square is that of a weightless type A.
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with A,B ∈ Rk×k and w, v ∈ Rk. Then multiplying the left and right hand side by
















































JkA+ JkBJk Jkv JkAJk + JkB

where
A−BJk = Jk(JkAJk + JkB)Jk,
AJk −B = Jk(JkA+ JkBJk)Jk,
which is of the desired form.
The converse follows similarly as in the even-dimensional case.
9.2 Eigenvalues of the square of a type A ∩ S Square







be a weightless associated magic square (i.e, type A and S) and for w ∈ R\{0},
let Mw := M0 + wEn. Then M2w has the same non-zero eigenvalues (including
multiplicities) as M20 , with w−independent eigenvectors, and additional eigenvalue
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n2w2. Moreover,
rkM2w = rkM20 + In.
Proof. As M0 is weightless and semimagic we have M0En = EnM0 = 0ˆn, then
M2w = (M0 + wEn)2 = M20 + w(M0En + EnM0) + w2E2n
= M20 + nw2En.
Let us assume that we have a non-zero eigenvalue λ 6= 0 of the block repre-
sentation of M20 = (XnN0Xn)2, (which as Xn is has the same eigenvalues as




















Then V TWv1 = λv1 so v1 ∈ range(V T ) and so we can write 1Tk v1 = 0 (i.e. we
can say that v1 is some linear combination of the columns of V T ). Following this,
Ekv1 = 0k, and considering the block representation of M2w we have(

















which shows that λ is also an eigenvalue of M2w. Moreover, using the fact that
W1k = 0k we can see that(

















so we have that 4k2w2 is an additional eigenvalue of M2w.
Conversely, if λ is an eigenvalue of M2w, so we have(












Hence we can write v1 = α1k + z where z ∈ Rk and zT 1k = 0 (i.e. the entries sum
to 0) and expanding and simplifying gives
(V TW + 4kw2Ek)(α1k + z) = αV TW1k︸ ︷︷ ︸
0k
+V TWz + 4kw2αEk1k + 4kw2Ekz︸ ︷︷ ︸
0k
= V TWz + 4k2w2α1k = λ(α1k + z).
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Now V TWz is orthogonal to 1k as zT 1k = 0 and we have
V TWz = λz, λα = 4k2w2α.
Concluding it follows that λ = 4k2w2 unless α = 0 and λ is an eigenvalue of M20
unless z = w2 = 1k.
Definition (of a parasymmetric matrix). We call an associated magic square (type
S and A) matrix M parasymmetric if its square M2 is symmetric. In terms of the
block representation, parasymmetry can be characterised by the two blocks of M
both having rank 1.
LEMMA 9.4. Let V,W ∈ Rk×k be rank 1 matrices with row sum 0, and let M







If M2 6= 0ˆ2n, then M is parasymmetric if and only if W is a multiple of V .
Proof. We can write V = uvT , W = xyT with non-null vectors u, v, x, y ∈ Rn {0k}
so that V T = vuT and W T = yxT . Now if V TW is symmetric then
(uTx)vyT = V TW = W TV = (xTu)yvT ,
so we either have uTx = 0 or vyT = yvT . Now by taking the latter case and
multiplying by y on the right we obtain
(vyT )y = (yvT )y
v(yyT ) = y(vT y)
and setting yyT = λ1 and vT y = λ2 with λ1, λ2 ∈ R we see that v and y are linearly
dependent. Similarly if WV T is symmetric, the either vT y = 0 or u and v are
linearly dependent.
Now if uxT = 0 the we also have yvT = 0 as if not then u and x would be linearly
dependent which they cannot be simultaneously as orthogonal ( uTx = 0) and both



















So we can conclude that if u and x, and v and y are linearly dependent then
x = λ1u, y = λ2v
for λ1λ2 ∈ R. So we have V = vuT and W = yxT = λ2v(λ1u)T = λ1λ2vuT = λV ,
as required.












(λV TV )T 0ˆk





0ˆ λV V T
)
Xn = M20 .
THEOREM 9.5. Let M ∈ Rn×n be a weightless associated magic square (type S







with rank 1 block components V = uvT , W = xyT , and M2 has eigenvalues 0
and (uTx)(yT v) = Tr(V TW ). We note that if V,W have integer entries, then the
eigenvalues of M2 are integers.
Proof. For N ∈ Rn×n and as Xn is unitary the eigenvalues of M = XnNXn and N
are always identical. Now consider the block representation of M20 such that











By the laws of determinants of block representation we have (see [6])
0 = det(N − λIn) = det
((
V TW − λIk 0ˆk
0ˆk WV T − λIk
))
= det(V TW − λIk) det(WV T − λIk).
Hence the eigenvalues of N (and so M20 ) are the eigenvalues of both V TW and
WV T .
Now when uTx = yT v = 0 then V TW = WV T = 0ˆk, so the matrix only has the
zero eigenvalue.
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For uT = 0 and yT v 6= 0 we have the k multiplicities of the eigenvalue 0 from
V TW = (uTx)vyT = 0ˆk
and as WV T is non-zero and rank 1 it has at least k − 1 multiplicities of the
0 eigenvalues. Now the potential non-zero eigenvalue of WV T can be found by
considering the product
WV Tx = (yT v)xuTx = (yT v)(uTx)x.
Therefore (yT v)(uTx) is an eigenvalue with x its corresponding eigenvector. Simi-
larly for uTx 6= 0 and yT v = 0 then the only non-zero eigenvalue is (yT v)(uTx) and
has n− 1 zero eigenvalues. Finally for uTx 6= 0 and yT v 6= 0 we have two potential
non-zero eigenvalues and n− 2 multiplicities of the zero eigenvalue.
9.3 Eigenvector Matrices of the Square of a Type A∩S Square
If (uTx)(yT v) 6= 0 then it can be shown simply that the linear independent (right)























so that if x, v have integer entries then so do these eigenvectors. Note also that the











where the right and left eigenvectors are orthogonal.
Remark. In the parasymmetric case y = v and x = αu for u, v ∈ Rk and α ∈ R,
the matrix M2 always has a non-zero eigenvalue α(uTu)(vT v).
In the following subsection we will show a construction method that yields a two-
sided eigenvector matrix for M2 where M is the rank 1+1 associated magic square
defined above. A two-sided eigenvector matrix is one in which the columns are
the right eigenvectors of M2 and the rows are the left eigenvectors of M2 . To
begin let us consider two right eigenvectors of M2 which correspond to the non-









































identity C1 = Jk−1B1σ, and with the assumption that vk, x1 6= 0 we have that the
matrix A1 is non-singular. We note that the construction can be generalised to
any non-singular A1 composed from two rows of P1 (as one can always find two
linearly independent rows within P1 due to the columns being linearly independent).
However, for simplicity we will base our construction method on the two central
rows.
Let

























enables us to define






From our construction it is clear that the columns of P˜1 and P˜2 will also be linearly
independent eigenvectors for eigenvalue λ and matrices M2 and (M2)T respectively.
For matrices A1 and A2 we obtain the symmetries,
J2Ajσ = Aj and σA−1j J2 = A−1j for j ∈ {1, 2}.











 = P˜j (j ∈ {1, 2}),
and we deduce that swapping the columns of P˜j equates to reversing the order of
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the column elements.
Definition. Let A1, A2, . . . , Am be n× ai matrices for ai, n ∈ N, i ∈ {1, 2, . . . ,m}
and a1 + a2 + . . .+ am = n. Then we say that
(A1|A2| . . . |Am|)
is an n× n matrix constructed from the sub-matrices A1, A2, . . . , Am.
LEMMA 9.6. The matrices P˜1 and P˜2 satisfy the identities
(0ˆ2k,k−1 |P˜1 |0ˆ2k,k−1)M = −M,
(0ˆ2k,k−1 |P˜2 |0ˆ2k,k−1)MT = −MT ,
where M ∈ Rn×n is of type A ∩ S and n = 2k is a positive integer.
Proof. We have





















































as required. The identity (0ˆ2k,k−1 |P˜2 |0ˆ2k,k−1)MT = −MT can be similarly ob-
tained.
The following theorem gives a two-sided eigenvector matrix construction forM2.
THEOREM 9.7. Given the vectors u, v, x, y ∈ Rk such that we have λ = (uTx)(yT v) 6=
0 and u1, vk, x1, yk 6= 0. Let M be an 2k × 2k associated magic square, and let P˜1
and P˜2 be as defined above. Then the two-sided eigenvector matrix for M2 is given
by






so that P satisfies the relations
M2P = Pdiag(0k−1, λ12, 0k−1) and PM2 = diag(0k−1, λ12, 0k−1)P.
Furthermore, the inverse matrix of P exists and is given by
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Proof. As the columns of P˜1 are eigenvectors of M2 and by Lemma 10.6, we can
write
M2P = M2

















= M2 + λ(0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1) +M(−M) = λ(0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1),





On the other hand, the centre 2× 2 matrix is the negative identity matrix −I2, so
we have
P diag(0k−1, λ12, 0k−1) = diag(0k−1, λ12, 0k−1)












 diag(0k−1, λ12, 0k−1)
diag(0k−1, λ12, 0k−1) + λ(0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1)− diag(0k−1, λ12, 0k−1)
= λ(0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1).







Lastly, consider the inverse expression,





By multiplying the right hand side of this expression by P we obtain
(diag(1k−1, 02, 1k−1)− M
2
λ




= diag(1k−1, 02, 1k−1)P − Pdiag(0k−1, 12, 0k−1)
= diag(1k−1, 02, 1k−1)














 diag(0k−1, 12, 0k−1)






− diag(0k−1, 12, 0k−1)





 diag(0k−1, 12, 0k−1)
= diag(1k−1, 02, 1k−1) + diag(1k−1, 02, 1k−1)(0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1)
+diag(1k−1, 02, 1k−1)−diag(1k−1, 02, 1k−1)−(0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1)diag(1k−1, 02, 1k−1)
= diag(1k−1, 02, 1k−1) + ((0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1) + diag(0k−1, 12, 0k−1))
−diag(0k−1, 12, 0k−1)− (0ˆ2k,k−1 | P˜1 |0ˆ2k,k−1) + diag(0k−1, 12, 0k−1)
= diag(12k) = I2k.
The opposite product follows similarly.
Remark. Considering the parasymmetric case where y = v and x = αu for α ∈ R,






















, so we take P1 = P2,
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which ensures that
P = I2k + (0ˆk−1| P˜1 |0ˆk−1) + (0ˆk−1 | P˜2 | 0ˆk−1)T
is a symmetric matrix.
9.4 Quadratic Forms Constructed from the Square of a Type A∩S
Matrix
We now show that there is a connection between the block representation vectors
and certain types of quadratic forms. We start by observing the block representation










































. These individual blocks
have the properties,











which can be deduced from the rows of the block matrices V and W summing to
0.
This decomposition corresponds to the splitting of the square such that















withA = XnaXn = 12
(



























































= 4kw2ξTEkξ + ξTV TWξ + ηTWV T η
For a given η, ξ ∈ Rk the weight term is independent of u and v.















































































Tu)z21 + (vT v)z22).
For any two vectors that make up the rank 1 + 1 block or type S and S (i.e. not
necessarily parasymmetric ) we can similarly obtain corresponding quadratic form
from the decomposition of M2, which we now describe.
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To begin with we consider any (right) eigenvector matrix P ∈ R2k×2k which contains
the two non-zero eigenvector columns of M2 corresponding to the eigenvalue λ, with
the other columns b3, . . . , b2k being the eigenvectors with eigenvalue 0.
In the consideration of the transpose,




(with γj is the jth entry of the vector γ ∈ R2k ) we then obtain the quadratic
form
q(γ) = Y TM2Y = λ(γ1b1 + γ2b2)







bT1 b1γ21 + 2bT1 b1γ1γ2 + bT2 b2γ22 + 2k∑
j=3
(
bTj b1γjγ1 + bTj b2γjγ2
) .
For the parasymmetric case where M2 is symmetric the quadratic form simplifies
to the binary form
q2(γ1, γ2) = Y TM2Y = λ(bT1 b1γ21 + 2bT1 b2γ1γ2 + bT2 b2γ22)
as b3, . . . , b2k are orthogonal to b1, b2.
Also, if b1, b2 are mutually orthogonal (i.e. not transformed eigenvectors from the
constructed matrix P from above) then we have the simplified form
q3(γ1, γ2) = Y TM2Y = λ(bT1 b1γ21 + bT2 b2γ22).
Examples of these quadratic form constructions are given in the Appendices.
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10 Further Work
Having now completed the present work, it is apparent that the subject of sum sys-
tems and sum-and-distance systems has many possible extensions such as consid-
ering m1 + . . .+md sum-and-distance systems for a given integer n. Accompanying
questions include whether there exist similar enumeration arguments and construc-
tions for such larger systems. However at this present juncture we will reflect on
the progress made in this thesis and leave these musings for another day.
Appendix 1: Examples







 and a type R square matrix M =

13 8 4 −1
10 3 5 −2
0 5 −1 4
−3 0 0 3
 then it
holds that
(M + J4M)u =


13 8 4 −1
10 3 5 −2
0 5 −1 4
−3 0 0 3
+

−1 4 8 13
−2 5 3 10
4 −1 5 0











12 12 12 12
8 8 8 8
4 4 4 4















(MT + J4MT )u =


13 10 0 −3
8 3 5 0
4 5 −1 0
−1 −2 4 3
+

−3 0 10 13
0 5 3 8
0 −1 5 4





10 10 10 10
8 8 8 8
4 4 4 4












































3 3 1 2
3 3 1 2
1 1 −2 4





13 8 4 −1
10 3 5 −2
0 5 −1 4
−3 0 0 3

is a type R square matrix.













 and a type V square matrix M =

7 6 4 1
6 5 3 0
4 3 1 −2









6 2 0 0
5 1 −1 −1
3 −1 −3 −3















6 2 0 0
5 1 −1 −1
3 −1 −3 −3
































2 3 1 3
2 3 1 3
1 1 0 0





7 6 4 1
6 5 3 0
4 3 1 −2
3 2 0 −3

is a type V matrix.













 and a type Vˆ square matrix M =

6 2 0 0
5 1 −1 −1
3 −1 −3 −3










7 6 4 1
6 5 3 0
4 3 1 −2















7 6 4 1
6 5 3 0
4 3 1 −2
































1 −1 1 3
1 −1 1 3
1 1 0 0





6 2 0 0
5 1 −1 −1
3 −1 −3 −3
2 −2 −4 −4
 .



















 and M =

−1 −1 5 −1
5 −3 −1 −3
1 −3 7 −3









−1 −1 5 −1
5 −3 −1 −3
1 −3 7 −3















−1 −1 5 −1
5 −3 −1 −3
1 −3 7 −3

































0 0 −2 2
0 0 −3 3
1 −2 2 1
−1 2 −1 −2
Xn =

−1 −1 5 −1
5 −3 −1 −3
1 −3 7 −3
5 −3 −1 −3




















 and M =

6 2 0 −8
−1 3 −3 1
−7 3 1 3










6 2 0 −8
−1 3 −3 1
−7 3 1 3















6 2 0 −8
−1 3 −3 1
−7 3 1 3





































1 −1 −2 3
−1 1 2 −3
1 −1 1 2
−2 2 3 4
Xn =

6 2 0 −8
−1 3 −3 1
−7 3 1 3
2 −8 2 4
 .
Example. Quadratic Forms
Here we take the fundamental parasymmetric 2+2 sum-and-distance system {u, 4u},
so that












15 −13 −11 9
−7 5 3 −1
1 −1 −5 7






10 −10 0 0
−10 10 0 0
0 0 2 −6
0 0 −6 18
 .









(uTu)z21 + (vT v)z22
)
= 2((1 + 9)z21 + (1 + 1)z22)
= 4(5z21 + z22).
Example. Here we take the fundamental 4 + 4 parasymmetric sum-and-distance
system {u, 8u}, so that











63 −61 −59 57 55 −53 −51 49
−47 45 43 −41 −39 37 35 −33
−31 29 27 −25 −23 21 19 −17
15 −13 −11 9 7 −5 −3 1
−1 3 5 −7 −9 11 13 −15
17 −19 −21 23 25 −27 −29 31
33 −35 −37 39 41 −43 −45 47







84 −84 −84 84 0 0 0 0
−84 84 84 −84 0 0 0 0
−84 84 84 −84 0 0 0 0
84 −84 −84 84 0 0 0 0
0 0 0 0 4 −12 −20 28
0 0 0 0 −12 36 60 −84
0 0 0 0 −20 60 100 −140









(uTu)z21 + (vT v)z22
)
= 4((1 + 9 + 25 + 49)z21 + 4z22) = 4(84z21 + 4z22) = 16(21z21 + z22).
Example. Here we take the 4+4 parasymmetric sum-and-distance systems {u, 2u}
with











−63 61 55 −53 −31 29 23 −21
59 −57 −51 49 27 −25 −19 17
47 −45 −39 37 15 −13 −7 5
−43 41 35 −33 −11 9 3 −1
1 −3 −9 11 33 −35 −41 43
−5 7 13 −15 −37 39 45 −47
−17 19 25 −27 −49 51 57 −59
21 −23 −29 31 53 −55 −61 63

.
Then M2 has the block representation
M2 = 8X8

273 −273 −273 273 0 0 0 0
−273 273 273 −273 0 0 0 0
−273 273 273 −273 0 0 0 0
273 −273 −273 273 0 0 0 0
0 0 0 0 121 −143 −209 231
0 0 0 0 −143 169 247 −273
0 0 0 0 −209 247 361 −399
0 0 0 0 231 −273 −399 411

X8.
In this instance the formula given by q1, gives the reduced quadratic form
q1(z1, z2) = 1092z21 + 4z22 .











(as we divided b2 by α) for eigenvalue λ = α(uTu)(vT v) = 8736, so bT1 b2 = 2uTu =
2184, and these vectors are orthogonal. We can then write the quadratic form such
that
q3(γ1, γ2) = 8736(8γ21 + 2184γ22) = 17472(4γ21 + 1092γ22).
150
Applying our two-sided eigenvector matrix construction from theorem 9.7, we obtain
the rational symmetric (left and right) eigenvector matrix
P = 111

11 0 0 −16 5 0 0 0
0 11 0 15 −4 0 0 0
0 0 11 12 −1 0 0 0
−16 15 12 −11 0 −1 −4 5
5 −4 −1 0 −11 12 15 −16
0 0 0 −1 12 11 0 0
0 0 0 −4 15 0 11 0
0 0 0 5 −16 0 0 11

.
Taking the middle columns of this matrix for the (non-orthogonal) eigenvectors
b1, b2 = J8b1, we now have bT1 b1 = bT2 b2 = 788121 , bT1 b2 = −304121 and the above formula
gives















The inverse for the eigenvector matrix can similarly be obtained from the formula





735 336 273 −252 −21 0 −63 84
336 775 −260 241 32 −13 44 −63
273 −260 871 208 65 −52 −13 0
−252 241 208 −197 −76 65 32 −21
−21 32 65 −76 −179 208 241 −252
0 −13 −52 65 208 871 −260 273
−63 44 −13 32 241 −260 775 336
84 −63 0 −21 252 273 336 735

,
so that P−1M2P = PM2P−1 = diag(03, λ, λ, 03).
Although the three quadratic forms q1, q2 and q3 are different they are in fact equiv-
alent to each other as a transformation matrix exists with determinant 1 for the
co-ordinate transformation.
Example. For our last example, we consider {u, x} non-parasymmetric sum-and-
distance system given by,










−63 59 55 −51 −31 27 23 −19
61 −57 −53 49 29 −25 −21 17
47 −43 −39 35 15 −11 −7 3
−45 41 37 −33 −13 9 5 −1
1 −5 9 13 33 −37 −41 45
−3 7 11 −15 −35 39 43 −47
−17 21 25 −29 −49 53 57 −61
19 −23 −27 31 51 −55 −59 63

.
Then M2 has the non-symmetric block representation
M2 = 8X8

273 −273 −273 273 0 0 0 0
−273 273 273 −273 0 0 0 0
−273 273 273 −273 0 0 0 0
273 −273 −273 273 0 0 0 0
0 0 0 0 115 −161 −207 253
0 0 0 0 −125 175 225 −275
0 0 0 0 −195 273 351 −429
0 0 0 0 205 −287 −369 451

X8.
Here the non-zero eigenvalue is given by λ = (uTx)(yT v) = 8736, and the (right
and left) eigenvector matrix P has the form
P = 1115

115 0 0− 160 45 0 0 0
0 115 0 155 −40 0 0 0
0 0 115 120 −5 0 0 0
−184 161 138 −115 0 −23 −46 69
69 −46 −23 0 −115 138 161 −184
0 0 0 −5 120 115 0 0
0 0 0 −40 155 0 115 0
0 0 0 45 160 0 0 115

.
Now ordering the columns of P as P = (b3, b4, b5, b1, b2, b8, b7, b6) to define eigen-
vectors b1, b2, . . . , b8, we see that b2 = J8b1 and bj+3 = J8bj (j ∈ {3, 5, 6}), and
calculate further bT1 b1 = bT2 b2 = 809001152 , −280001152 as well as bT3 b1 = −bT3 b2 = −bT6 b1 =
bT6 b2 = 27601152 , b
T
4 b1 = bT4 b2 = −bT7 b1 = bT7 b2 = − 6901152 and bT5 b1 = bT5 b2 = −bT8 b1 =
bT8 b2 = −20701152 . Hence the quadratic form associated with this sum-and-distance
system is given by
∑
j=3
(bTj b1γjγ1 + bTj b2γjγ2) =
5∑
j=3









(bTj b1)(γj − γj+3) =
6
115(4(γ3 − γ6)− (γ4 − γ7)− 3(γ5 − γ8)),
writing the linear combination 4(γ3−γ6)−(γ4−γ7)−3(γ5−γ8) as one new variable
γ0, we obtain the ternary quadratic form
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The 42 Sum-and-Distance Systems when n = 12
SD1 ={{1, 3, 5, 7, 9, 11}, {12, 36, 60, 84, 108, 132}}
SD2 ={{23, 25, 71, 73, 119, 121}, {2, 6, 10, 14, 18, 22}}
SD3 ={{34, 36, 38, 106, 108, 110}, {3, 9, 15, 21, 27, 33}}
SD4 ={{1, 3, 93, 95, 97, 99}, {4, 12, 20, 28, 36, 44}}
SD5 ={{67, 69, 71, 73, 75, 77}, {6, 18, 30, 42, 45, 66}}
SD6 ={{3, 5, 11, 13, 19, 21}, {22, 26, 70, 74, 118, 122}}
SD7 ={{4, 6, 8, 16, 18, 20}, {21, 27, 69, 75, 117, 123}}
SD8 ={{1, 3, 13, 15, 17, 19}, {20, 28, 68, 76, 116, 124}}
SD9 ={{7, 9, 11, 13, 15, 17}, {18, 30, 66, 78, 114, 126}}
SD10 ={{3, 5, 91, 93, 99, 101}, {6, 10, 22, 26, 28, 42}}
SD11 ={{63, 65, 71, 73, 79, 81}, {10, 14, 34, 38, 58, 62}}
SD12 ={{64, 66, 68, 76, 78, 80}, {9, 15, 33, 39, 57, 63}}
SD13 ={{5, 7, 17, 19, 29, 31}, {32, 36, 40, 104, 108, 112}}
SD14 ={{7, 9, 11, 25, 27, 29}, {30, 36, 42, 102, 108, 114}}
SD15 ={{1, 3, 21, 23, 25, 27}, {28, 36, 44, 100, 108, 116}}
SD16 ={{13, 15, 17, 19, 21, 23}, {24, 36, 48, 96, 108, 120}}
SD17 ={{5, 7, 89, 91, 101, 103}, {8, 12, 16, 32, 36, 40}}
SD18 ={{59, 61, 71, 73, 83, 85}, {14, 18, 22, 50, 54, 58}}
SD19 ={{61, 63, 65, 79, 81, 83}, {12, 18, 24, 48, 54, 60}}
SD20 ={{7, 9, 23, 25, 39, 41}, {2, 6, 90, 94, 98, 102}}
SD21 ={{10, 12, 14, 34, 36, 38}, {3, 9, 87, 93, 99, 105}}
SD22 ={{1, 3, 29, 31, 33, 35}, {4, 12, 84, 92, 100, 108}}
SD23 ={{19, 21, 23, 25, 27, 29}, {6, 18, 78, 90, 102, 114}}
SD24 ={{7, 9, 87, 89, 103, 105}, {2, 6, 26, 30, 34, 38}}
SD25 ={{55, 57, 71, 73, 87, 89}, {2, 6, 42, 46, 50, 54}}
SD26 ={{58, 60, 62, 82, 84, 86}, {3, 9, 39, 45, 51, 57}}
SD27 ={{11, 13, 35, 37, 59, 61}, {62, 66, 70, 74, 78, 82}}
SD28 ={{16, 18, 20, 52, 54, 56}, {57, 63, 69, 75, 81, 87}}
SD29 ={{1, 3, 45, 47, 49, 51}, {52, 60, 68, 76, 84, 92}}
SD30 ={{31, 33, 35, 37, 39, 41}, {42, 54, 66, 78, 90, 102}}
SD31 ={{11, 13, 83, 85, 107, 109}, {14, 18, 22, 26, 30, 34}}
SD32 ={{47, 49, 71, 73, 95, 97}, {26, 30, 34, 38, 42, 46}}
SD33 ={{52, 54, 56, 88, 90, 82}, {21, 27, 33, 39, 45, 51}}
SD34 ={{3, 5, 27, 29, 35, 37}, {6, 10, 86, 90, 102, 106}}
SD35 ={{15, 17, 23, 25, 31, 33}, {10, 14, 82, 86, 106, 110}}
SD36 ={{16, 18, 20, 28, 30, 32}, {9, 15, 81, 87, 105, 111}}
SD37 ={{3, 5, 43, 45, 51, 53}, {54, 58, 70, 74, 86, 90}}
SD38 ={{27, 29, 35, 37, 43, 45}, {46, 50, 70, 74, 94, 98}}
SD39 ={{28, 30, 32, 40, 42, 44}, {45, 51, 69, 75, 93, 99}}
SD40 ={{5, 7, 41, 43, 53, 55}, {56, 60, 64, 80, 84, 88}}
SD41 ={{23, 25, 35, 37, 47, 49}, {50, 54, 58, 86, 90, 94}}
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Appendix 4 : Prime Factorisation and the Number of Sum-
and-Distance Systems, Nn
The following table lists the number of sum-and-distance systems, Nn, for the first 200
values of n.
n 1 2 3 4 5 6 7 8 9 10
Nn 0 1 1 3 1 7 1 10 3 7
n 11 12 13 14 15 16 17 18 19 20
Nn 1 42 1 7 7 35 1 42 1 42
n 21 22 23 24 25 26 27 28 29 30
Nn 7 7 1 230 3 7 10 42 1 115
n 31 32 33 34 35 36 37 38 39 40
Nn 1 126 7 7 7 393 1 7 7 230
n 41 42 43 44 45 46 47 48 49 50
Nn 1 115 1 42 42 7 1 1190 3 42
n 51 52 53 54 55 56 57 58 59 60
Nn 7 42 1 230 7 230 7 7 1 1158
n 61 62 63 64 65 66 67 68 69 70
Nn 1 7 42 462 7 115 1 42 7 115
n 71 72 73 74 75 76 77 78 79 80
Nn 1 3030 1 7 42 42 7 115 1 1190
n 81 82 83 84 85 86 87 88 89 90
Nn 35 7 1 1158 7 7 7 230 1 1158
n 91 92 93 94 95 96 97 98 99 100
Nn 7 42 7 7 7 5922 1 42 42 393
n 101 102 103 104 105 106 107 108 109 110
Nn 1 115 1 230 115 7 1 3030 1 115
n 111 112 113 114 115 116 117 118 119 120
Nn 7 1190 1 115 7 42 42 7 7 9350
n 121 122 123 124 125 126 127 128 129 130
Nn 3 7 7 42 10 1158 1 1716 7 115
n 131 122 133 134 135 136 137 138 139 140
Nn 1 1158 7 7 230 230 1 115 1 1158
n 141 142 143 144 145 146 147 148 149 150
Nn 7 7 7 20790 7 7 42 42 1 1158
n 151 152 153 154 155 156 157 158 159 160
Nn 1 230 42 115 7 1158 1 7 7 5922
n 161 162 163 164 165 166 167 168 169 170
Nn 7 1190 1 42 115 7 1 9350 3 115
n 171 172 173 174 175 176 177 178 179 180
Nn 42 42 1 115 42 1190 7 7 1 16782
n 181 182 183 184 185 186 187 188 189 190
Nn 1 115 7 230 7 115 7 42 230 115
n 191 192 193 194 195 196 197 198 199 200
Nn 1 28644 1 7 115 393 1 1158 1 3030
185
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The following table lists the number of number of sum-and-distance systems Nn for n
in terms of the prime factorisation of n.
Table 14: n = pa11 p02 p03 p04 p05 (one prime)
a1 a2 a3 a4 a5 Ω(n) Nn
1 0 0 0 0 1 1
2 0 0 0 0 2 3
3 0 0 0 0 3 10
4 0 0 0 0 4 35
5 0 0 0 0 5 126
6 0 0 0 0 6 462









a1 a2 a3 a4 a5 Ω(n) Nn
1 1 0 0 0 2 7
1 2 0 0 0 3 42
1 3 0 0 0 4 230
1 4 0 0 0 5 1190
1 5 0 0 0 6 5922
2 2 0 0 0 4 393
2 3 0 0 0 5 3030
2 4 0 0 0 6 20790
2 5 0 0 0 7 131796
3 3 0 0 0 6 30670
3 4 0 0 0 7 264740
3 5 0 0 0 8 2050020
4 4 0 0 0 8 2781065
4 5 0 0 0 9 25586694
5 5 0 0 0 10 271679058
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a1 a2 a3 a4 a5 Ω(n) Nn
1 1 1 0 0 3 115
1 1 2 0 0 4 1158
1 1 3 0 0 5 9350
1 1 4 0 0 6 66290
1 1 5 0 0 7 430794
1 1 6 0 0 8 2628780
1 2 2 0 0 5 16782
1 2 3 0 0 6 180990
1 2 4 0 0 7 1636740
1 2 5 0 0 8 13141044
1 2 6 0 0 9 96687612
1 3 3 0 0 7 2474030
1 3 4 0 0 8 27413540
1 3 5 0 0 9 262999044
1 3 6 0 0 10 2243103996
1 4 4 0 0 9 361969790
1 4 5 0 0 10 4001024034
1 4 6 0 0 11 37210138644
1 5 5 0 0 11 48035790810
2 2 2 0 0 6 334833
2 2 3 0 0 7 4676670
2 2 4 0 0 8 52682490
2 2 5 0 0 9 512075340
2 3 3 0 0 7 80988270
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a1 a2 a3 a4 a5 Ω(n) Nn
1 1 1 1 0 4 3451
1 1 1 2 0 5 52422
1 1 1 3 0 6 583670
1 1 1 4 0 7 5404490
1 1 1 5 0 8 44200170
1 1 2 2 0 6 1083318
1 1 2 3 0 7 15509070
1 1 2 4 0 8 178011540
1 1 2 5 0 9 1 758 179 556
1 1 2 6 0 10 15 558 091 164
1 2 3 3 0 9 11 521 530 270
1 2 3 4 0 10 190 441 098 540









a1 a2 a3 a4 a5 Ω(n) Nn
1 1 1 1 1 5 164731
1 1 1 1 2 6 3 518 358
1 1 1 1 3 7 51 569 510
1 1 1 1 4 8 602 678 090
1 1 1 1 5 9 6 038 986 842
1 1 1 2 2 7 98 090 142
1 1 1 2 3 8 1 795 856 670
1 1 1 2 3 9 25 445 723 940
Appendix 5: Mathematica Scripts for Inclusive Sum-and-
Distance Systems
The following contain Mathematica scripts that produce inclusive sum-and-distance sys-
tems for any n with length α = 1, 2 or 3 divisor path sets.
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(* For all k_i < 10 and alpha = 2 *)
(*Defining the alpha=2 length divisor path set*)
In[10]:= S1 = i1, n, j1, j2
Out[10]= i1, n, j1, j2
(*Defining the set of L_{2} lattice points associated with divisor path set "set1"*)
In[13]:= L1S_ := FlattenTablek0, k1, k2,
k0, 1, S[[2]][[1]],
k1, 1, S[[2]][[2]]  S[[2]][[1]],
k2, 1, S[[1]][[2]]  S[[2]][[2]], 2
(*Defining the set of L'_{2} lattice
points associated with divisor path set "set1"*)
In[98]:= L1aS_ := FlattenTable
If
k0 + k1 * 10 + k2 * 10^2 < (1 / 2) * S[[2]][[1]] + 1
+ S[[2]][[2]]  S[[2]][[1]] + 1 * 10




k1, 1, S[[2]][[2]]  S[[2]][[1]],
k2, 1, S[[1]][[2]]  S[[2]][[2]] , 2
In[99]:= (*The formula that gives the left set of the sum and
distance system associated with divisor path set "set1"*)
SDL1[set1_] := Sort-1 * Table
L1a[set1]k[[1]]
+ L1a[set1]k[[2]] - 1 (set1[[1]][[1]] * set1[[2]][[1]])
+ L1a[set1]k[[3]] - 1 (set1[[1]][[2]] * set1[[2]][[2]]),
k, 1, Length[L1a[set1]] - 1 / 2 (1 + set1[[2]][[1]]
+ (set1[[2]][[2]] / set1[[2]][[1]] - 1) (set1[[1]][[1]] * set1[[2]][[1]])
+ (set1[[1]][[2]] / set1[[2]][[2]] - 1) (set1[[1]][[2]] * set1[[2]][[2]]))
(*Defining the set of M_{2} lattice points associated with divisor path set "set1"*)
In[100]:= M1S_ := Table{m0, m1},
m0, 1, S[[1]][[1]],
m1, 1, S[[1]][[2]]  S[[1]][[1]]
(*Defining the set of M'_{2} lattice
points associated with divisor path set "set1"*)
In[101]:= M1aS_ := Flatten
TableIfm0 + m1 * 10 < (1 / 2) * S[[1]][[1]] + 1 + S[[1]][[2]]  S[[1]][[1]] + 1 * 10,
{m0, m1}, Nothing,
m0, 1, S[[1]][[1]],
m1, 1, S[[1]][[2]]  S[[1]][[1]], 1
(*The formula that gives the left set of the sum and
distance system associated with divisor path set "set1"*)
In[107]:= SDR1[set1_] :=
Sort-1 * Table1 + (M1a[set1][[m]][[1]] - 1) set1[[2]][[1]] + (M1a[set1][[m]][[2]] - 1)
(set1[[2]][[2]] / set1[[2]][[1]]) (set1[[1]][[1]] * set1[[2]][[1]])
, m, 1, Length[M1a[set1]] - ((1 + (1 / 2) (set1[[1]][[1]] - 1) set1[[2]][[1]]) +
(1 / 2) (set1[[1]][[2]] / set1[[1]][[1]] - 1)
(set1[[1]][[1]] * set1[[2]][[1]]) (set1[[2]][[2]] / set1[[2]][[1]]))
(*Function to check if SDR2 and SDL2 form a sum and distance system*)











TestSet = {{3, 15}, {5, 15}}
Out[112]= {{3, 15}, {5, 15}}
In[114]:= L1TestSet
Out[114]= {{1, 1, 1}, {1, 2, 1}, {1, 3, 1}, {2, 1, 1}, {2, 2, 1}, {2, 3, 1}, {3, 1, 1}, {3, 2, 1},
{3, 3, 1}, {4, 1, 1}, {4, 2, 1}, {4, 3, 1}, {5, 1, 1}, {5, 2, 1}, {5, 3, 1}}
In[115]:= L1aTestSet
Out[115]= {{1, 1, 1}, {1, 2, 1}, {2, 1, 1}, {2, 2, 1}, {3, 1, 1}, {4, 1, 1}, {5, 1, 1}}
In[116]:= M1TestSet
Out[116]= {{{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}},
{{2, 1}, {2, 2}, {2, 3}, {2, 4}, {2, 5}}, {{3, 1}, {3, 2}, {3, 3}, {3, 4}, {3, 5}}}
In[117]:= M1aTestSet
Out[117]= {{1, 1}, {1, 2}, {1, 3}, {2, 1}, {2, 2}, {3, 1}, {3, 2}}
2     CodeForThesisAlpha2.nb
In[119]:= SDL1TestSet
Out[119]= {1, 2, 13, 14, 15, 16, 17}
In[118]:= SDR1TestSet
Out[118]= {5, 40, 45, 50, 85, 90, 95}
In[125]:= PMU1[{{3, 15}, {5, 15}}]
Out[125]= {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49,
50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71,
72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93,
94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112}
CodeForThesisAlpha2.nb     3
(* For all k_i < 10^2 and alpha = 3 *)
(*Defining the alpha=3 length divisor path set*)
In[1]:= S2 = i1, i2, n, j1, j2, j3
Out[1]= i1, i2, n, j1, j2, j3
(*Defining the set of L_{3} lattice points associated with divisor path set "set1"*)
In[8]:= L2S_ := FlattenTablek0, k1, k2, k3,
k0, 1, S[[2]][[1]],
k1, 1, S[[2]][[2]]  S[[2]][[1]],
k2, 1, S[[2]][[3]]  S[[2]][[2]],
k3, 1, S[[1]][[3]]  S[[2]][[3]], 3
(*Defining the set of L'_{3} lattice
points associated with divisor path set "set1"*)
In[38]:= L2aS_ := FlattenTable
Ifk0 + k1 * 10^2 + k2 * 10^4 + k3 * 10^6
< (1 / 2) * S[[2]][[1]] + 1
+ S[[2]][[2]]  S[[2]][[1]] + 1 * 10^2
+ S[[2]][[3]]  S[[2]][[2]] + 1 * 10^4
+ S[[1]][[3]]  S[[2]][[3]] + 1 * 10^6,
k0, k1, k2, k3,
Nothing,
k0, 1, S[[2]][[1]],
k1, 1, S[[2]][[2]]  S[[2]][[1]],
k2, 1, S[[2]][[3]]  S[[2]][[2]] ,
k3, 1, S[[1]][[3]]  S[[2]][[3]], 3
(*The formula that gives the left set of the sum and
distance system associated with divisor path set "set1"*)
SDL2[set1_] := Sort-1 * Table
L2a[set1]k[[1]]
+ L2a[set1]k[[2]] - 1 (set1[[1]][[1]] * set1[[2]][[1]])
+ L2a[set1]k[[3]] - 1 (set1[[1]][[2]] * set1[[2]][[2]])
+ L2a[set1]k[[4]] - 1 (set1[[1]][[3]] * set1[[2]][[3]]),
k, 1, Length[L2a[set1]]
- 1 / 2 (1 + set1[[2]][[1]]
+ (set1[[2]][[2]] / set1[[2]][[1]] - 1) (set1[[1]][[1]] * set1[[2]][[1]])
+ (set1[[2]][[3]] / set1[[2]][[2]] - 1) (set1[[1]][[2]] * set1[[2]][[2]])
+ (set1[[1]][[3]] / set1[[2]][[3]] - 1) (set1[[1]][[3]] * set1[[2]][[3]]))

(*Defining the set of M_{3} lattice points associated with divisor path set "set1"*)
In[49]:= M2S_ := FlattenTable{m0, m1, m2},
m0, 1, S[[1]][[1]],
m1, 1, S[[1]][[2]]  S[[1]][[1]],
m2, 1, S[[1]][[3]]  S[[1]][[2]], 2
(*Defining the set of M'_{3} lattice
points associated with divisor path set "set1"*)
In[54]:= M2aS_ := FlattenTableIfm0 + m1 * 10^2 + m2 * 10^4
< (1 / 2) * S[[1]][[1]] + 1
+ S[[1]][[2]]  S[[1]][[1]] + 1 * 10^2
+ S[[1]][[3]]  S[[1]][[2]] + 1 * 10^4, {m0, m1, m2}, Nothing,
m0, 1, S[[1]][[1]],
m1, 1, S[[1]][[2]]  S[[1]][[1]],
m2, 1, S[[1]][[3]]  S[[1]][[2]], 2
(*The formula that gives the left set of the sum and
distance system associated with divisor path set "set1"*)
SDR2[set1_] := Sort-1 Table1 + (M2a[set1][[m]][[1]] - 1) set1[[2]][[1]]
+ (M2a[set1][[m]][[2]] - 1)
(set1[[2]][[2]] / set1[[2]][[1]]) (set1[[1]][[1]] * set1[[2]][[1]])
+ (M2a[set1][[m]][[3]] - 1) (set1[[2]][[3]] / set1[[2]][[2]])
(set1[[1]][[2]] * set1[[2]][[2]])
, m, 1, Length[M2a[set1]] - ((1 + (1 / 2) (set1[[1]][[1]] - 1) set1[[2]][[1]])
+ (1 / 2) (set1[[1]][[2]] / set1[[1]][[1]] - 1)
(set1[[1]][[1]] * set1[[2]][[1]]) (set1[[2]][[2]] / set1[[2]][[1]])
+ (1 / 2) (set1[[1]][[3]] / set1[[1]][[2]] - 1) (set1[[1]][[2]] * set1[[2]][[2]])
(set1[[2]][[3]] / set1[[2]][[2]]))
(*Function to check if SDR2 and SDL2 form a sum and distance system*)











TestSet = {{3, 9, 27}, {3, 9, 27}}
Out[147]= {{3, 9, 27}, {3, 9, 27}}
2     CodeForThesisAlpha3.nb
In[148]:= L2TestSet
Out[148]= {{1, 1, 1, 1}, {1, 1, 2, 1}, {1, 1, 3, 1}, {1, 2, 1, 1}, {1, 2, 2, 1},
{1, 2, 3, 1}, {1, 3, 1, 1}, {1, 3, 2, 1}, {1, 3, 3, 1}, {2, 1, 1, 1},
{2, 1, 2, 1}, {2, 1, 3, 1}, {2, 2, 1, 1}, {2, 2, 2, 1}, {2, 2, 3, 1},
{2, 3, 1, 1}, {2, 3, 2, 1}, {2, 3, 3, 1}, {3, 1, 1, 1}, {3, 1, 2, 1}, {3, 1, 3, 1},
{3, 2, 1, 1}, {3, 2, 2, 1}, {3, 2, 3, 1}, {3, 3, 1, 1}, {3, 3, 2, 1}, {3, 3, 3, 1}}
In[149]:= L2aTestSet
Out[149]= {{1, 1, 1, 1}, {1, 1, 2, 1}, {1, 2, 1, 1}, {1, 2, 2, 1},
{1, 3, 1, 1}, {2, 1, 1, 1}, {2, 1, 2, 1}, {2, 2, 1, 1},
{2, 3, 1, 1}, {3, 1, 1, 1}, {3, 1, 2, 1}, {3, 2, 1, 1}, {3, 3, 1, 1}}
In[150]:= M2TestSet
Out[150]= {{1, 1, 1}, {1, 1, 2}, {1, 1, 3}, {1, 2, 1}, {1, 2, 2}, {1, 2, 3},
{1, 3, 1}, {1, 3, 2}, {1, 3, 3}, {2, 1, 1}, {2, 1, 2}, {2, 1, 3}, {2, 2, 1},
{2, 2, 2}, {2, 2, 3}, {2, 3, 1}, {2, 3, 2}, {2, 3, 3}, {3, 1, 1}, {3, 1, 2},
{3, 1, 3}, {3, 2, 1}, {3, 2, 2}, {3, 2, 3}, {3, 3, 1}, {3, 3, 2}, {3, 3, 3}}
In[151]:= M2aTestSet
Out[151]= {{1, 1, 1}, {1, 1, 2}, {1, 2, 1}, {1, 2, 2}, {1, 3, 1}, {2, 1, 1},
{2, 1, 2}, {2, 2, 1}, {2, 3, 1}, {3, 1, 1}, {3, 1, 2}, {3, 2, 1}, {3, 3, 1}}
In[152]:= SDL2TestSet
Out[152]= {1, 8, 9, 10, 71, 72, 73, 80, 81, 82, 89, 90, 91}
In[153]:= SDR2TestSet
Out[153]= {3, 24, 27, 30, 213, 216, 219, 240, 243, 246, 267, 270, 273}
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In[154]:= PMU2TestSet
Out[154]= {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25,
26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47,
48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69,
70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90,
91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109,
110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126,
127, 128, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143,
144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160,
161, 162, 163, 164, 165, 166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177,
178, 179, 180, 181, 182, 183, 184, 185, 186, 187, 188, 189, 190, 191, 192, 193, 194,
195, 196, 197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211,
212, 213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 223, 224, 225, 226, 227, 228,
229, 230, 231, 232, 233, 234, 235, 236, 237, 238, 239, 240, 241, 242, 243, 244, 245,
246, 247, 248, 249, 250, 251, 252, 253, 254, 255, 256, 257, 258, 259, 260, 261, 262,
263, 264, 265, 266, 267, 268, 269, 270, 271, 272, 273, 274, 275, 276, 277, 278, 279,
280, 281, 282, 283, 284, 285, 286, 287, 288, 289, 290, 291, 292, 293, 294, 295, 296,
297, 298, 299, 300, 301, 302, 303, 304, 305, 306, 307, 308, 309, 310, 311, 312, 313,
314, 315, 316, 317, 318, 319, 320, 321, 322, 323, 324, 325, 326, 327, 328, 329, 330,
331, 332, 333, 334, 335, 336, 337, 338, 339, 340, 341, 342, 343, 344, 345, 346, 347,
348, 349, 350, 351, 352, 353, 354, 355, 356, 357, 358, 359, 360, 361, 362, 363, 364}
4     CodeForThesisAlpha3.nb
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