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Abstract. We consider the Schro¨dinger equation with a (matrix) Hamiltonian given by
a second order difference operator with nonconstant growing coefficients, on the half one
dimensional lattice. This operator appeared first naturally in the construction and dynamics
of noncommutative solitons in the context of noncommutative field theory. We completely
determine the spectrum of the Hamiltonian linearized around a ground state soliton and
prove the optimal decay rate of t−1 log−2 t for the associated time decay estimate. We use
a novel technique involving generating functions of orthogonal polynomials to achieve this
estimate.
1. Introduction and Background
The notion of noncommutative soliton arises when one considers the nonlinear Klein-
Gordon equation (NLKG) for a field which is dependent on, for example, two “noncommu-
tative coordinates”, x, y, whose coordinate functions satisfy canonical commutation relations
(CCR) [X, Y ] = iǫ. By going to a representation of the above canonical commutation re-
lation, one can reduce the dynamics of the problem to an equation for the coefficients of
an expansion in the Hilbert space representation of the above CCR, see e.g. [11][12][16].
By restricting to rotationally symmetric functions the nocommutative deformation of the
Laplacian reduces to a second order finite difference operator, which is symmetric, and with
variable coefficient growing lik the lattice coordinate, at infinity. Therefore, this operator is
unbounded, and in fact has continuous spectrum [0,∞). These preliminary analytical re-
sults, as well as additional numerical results, were obtained by Chen, Fro¨hlich, and Walcher
[6]. The dynamics and scattering of the (perturbed) soliton can then be inferred from the
NLKG with such a discrete operator as the linear part. We will be interested in studying
the dynamics of discrete NLKG and discrete NLS equations with these hamiltonians.
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We will be working with a discrete Schro¨dinger operator L0 which can be considered
either a discretization or a noncommutative deformation of the radial 2D negative laplacian,
−∆2Dr = −r
−1∂rr∂r. We will briefly review both perspectives.
In 1D one may find a discrete Laplacian via
x ∈ R
discrete
−−−−−→ n ∈ Z, −∆1D = −∂2x
discrete
−−−−−→ −D+D−,
where D+v(n) = v(n) − v(x), D−v(n) = v(n) − v(n − 1) are respectively the forward and
backward finite difference operators. It is important to implement this particular combi-
nation of these finite difference operators due in order to ensure that the resulting discrete
Laplacian is symmetric. In 2D one may find a discrete Laplacian via
r = (x2 + y2)1/2 = 2ρ1/2, ρ ∈ R+
discrete
−−−−−→ n ∈ Z+,
−∆2Dr = −r
−1∂rr∂r = −∂ρρ∂ρ
discrete
−−−−−→ −D+MD− = L0,
where Mv(n) = nv(n). For any 1D continuous coordinate x one may discretize a pointwise
multiplication straightforwardly via vp(x)
discrete
−−−−−→ vp(n), where n is a discrete coordinate.
One may also follow the so-called noncommutative space perspective. Here one considers
the formal “Moyal star deformation” of the algebra of functions on R2:
Φ1 · Φ2(x, y) = Φ1(x, y)Φ2(x, y)
ǫ>0
−−−→ Φ1 ⋆ Φ2(x, y) = exp[i(ǫ/2)(∂x1∂y2 − ∂y1∂x2)]Φ1(x1, y1)Φ2(x2, y2)⌊(xj ,yj)=(x,y).
One calls the coordinates, x, y, noncommutative in this context because the coordinate
functions X(x, y) = x, Y (x, y) = y satisfy a nontrivial commutation relation X⋆Y −Y ⋆X ≡
[X, Y ] = iǫ. This prescription can be considered equivalent to the multiplication of functions
of q, p in quantum mechanics where operator ordering ambiguities are set by the normal
ordering prescription for each product. For Φ a deformed function of r = (x2 + y2)1/2 alone:
Φ =
∑∞
n=0 v(n)Φn where v(n) ∈ C and the {Φn}
∞
n=0 are distinguished functions of r: the
projectors onto the eigenfunctions of the noncommutative space variant of quantum simple
harmonic oscillator system. One may find for Φ a function of r alone:
−∆2DΦ = −∆2Dr Φ = −r
−1∂rr∂rΦ
ǫ>0
−−−→
2
ǫ
L0Φn =
2
ǫ
{
−(n + 1)Φn+1 + (2n + 1)Φn − nΦn−1 , n > 0
−Φ1 + Φ0 , n = 0.
which may be transferred to 2
ǫ
L0v(n), an equivalent action on the v(n), due to the symmetry
of L0. Since the Φn are noncommutative space representations of projection operators on
a standard quantum mechanical Hilbert space, they diagonalize the Moyal star product:
Φm ⋆ Φn = δm,nΦn. This property is shared by all noncommutative space representations
of projection operators. Thereby products of the Φn may be transferred to those of the
expansion coefficients: v(n)v(n) = v2(n).
See B. Durhuus, T. Jonsson, and R. Nest (2001) and T. Chen, J. Fro¨hlich, and J. Walcher
(2003) for reviews of the two approaches. In the following we will work on a lattice explicitly
so x ∈ Z+ will be a discrete spatial coordinate.
The principle of replacing the usual space with a noncommutative space (or space-time)
has found extensive use for model building in physics and in particular for allowing easier
construction of localized solutions, see e.g. [3][21] for surveys. An example of the usefulness
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of this approach is that it may provide a robust procedure for circumventing classical nonex-
istence theorems for solitons, e.g. that of Derrick [9]. The NLKG variant of the equation
we study here first appeared in the context of string theory and associated effective actions
in the presence of background D-brane configurations, see e.g. [16]. We have decided to
look in a completely different direction. The NLS variant and its solitons can in principle
be materialized experimentally with optical devices, suitably etched, see e.g. [7]. Thus the
dynamics of NLS with such solitons may offer new and potentially useful coherent states
for optical devices. Furthermore, we believe the NLS solitons to have special properties, in
particular asymptotic stability as opposed to the conjectured asymptotic metastability of
the NLKG solitons conjectured in [6].
We will be following a procedure for the proof of asymptotic stability which has become
standard within the study of nonlinear PDE [25]. Crucial aspects of the theory and associated
results were established by Buslaev and Perelman [4], Buslaev and Sulem [5], and Gang and
Sigal [15]. Important elements of these methods are the dispersive estimates. Various such
estimates have been found in the context of 1D lattice systems, for example see the work of
A.I. Komech, E.A. Kopylova, and M. Kunze [19] and of I. Egorova, E. Kopylova, G. Teschl
[13], as well as the continuum 2D problem to which our system bears many resemblances,
see e.g. the work of E. A. Kopylova and A.I. Komech [20]. Extensive results have been found
on the asymptotic stability on solitons of 1D nonlinear lattice Schro¨dinger equations by F.
Palmero et al. [22] and P.G. Kevrekidis, D.E. Pelinovsky, and A. Stefanov [18]. Important
aspects of the application of these models to optical nonlinear waveguide arrays has been
established by H.S. Eisenberg et al. [14].
In [1] we focus on a key estimate that is needed for scattering and stability, namely the
decay in time of the solution, at the optimal rate. Fortunately, in the generic case, we find it
is integrable, given by t−1 log−2 t. The proof of this result is rather direct, and employs the
generating functions of the corresponding generalized eigenfunctions, to explicitly represent
and estimate the resolvent of the hamiltonian at all energies. We also conclude the absence
of positive eigenvalues and singular continuous spectrum.
Preliminary results for the scattering theory of the associated noncommutative waves and
solitons were found by Durhuus and Gayral [10]. In particular they find local decay estimates
for the associated noncommutative NLS. We utilize alternative methods and find local decay
for both the free Schro¨dinger operator as well as a class of rank one perturbations thereof.
An important element of this analysis is the study of the spectral properties of the free and
perturbed Schro¨dinger operator. We extend the analysis of Chen, Fro¨hlich, and Walcher [6]
and reproduce some of their results with alternative techniques.
In [2] we address the construction and properties of a family of ground state solitons.
These stationary states satisfy a nonlinear eigenvalue equation, are positive, monotonically
decaying and sharply peaked for large spectral parameter. The proof of this result follows
directly from our spectral results in this paper by iteration for small data and root finding for
large data. The existence and many properties of solutions for a similar nonlinear eigenvalue
equation were found by Durhuus, Jonssen, and Nest [11][12]. We utilize a simple power law
nonlinearity for which their existence proofs do not apply. We additionally find estimates
for the peak height, spatial decay rate, norm bounds, and parameter dependence.
In this paper we focus on deriving a decay rate estimate for the Hamiltonian which results
from linearizing the original NLS around the soliton constructed in [2]. We determine the
full spectrum of this operator, which is the union of a multiplicity 2 null eigenvalue and a real
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absolutely continuous spectrum. This establishes a well-defined set of modulation equations
[25] and points toward the asymptotic stability of the soliton.
In the conclusion of this paper we describe how the results can be applied to prove stability
of the soliton we constructed in [2]. The issue of asymptotic stability of NLS solitons has been
sufficiently well-studied in such a broad context that the proof thereof is often considered
as following straightforwardly from the appropriate spectral and decay estimates, of the
kind found in this paper. We sketch how the theory of modulation equations established
by Soffer and Weinstein [25] can be used to prove asymptotic stability. Chen, Fro¨hlich, and
Walcher conjectured that in the NLKG case the corresponding solitons are unstable but with
exponentially long decay time: the so-called metastability property, see e.g. [6]. There is
a great deal of evidence to suggest that this is in fact the case but a proof has yet to be
provided. This will be the subject of future work.
2. Notation
Let Z+ and R+ respectively be the nonnegative integers and nonnegative reals and H =
ℓ2(Z+,C) the Hilbert space of square integrable complex functions, e.g. v : Z+ ∋ x 7→
v(x) ∈ C, on the 1D half-lattice with inner product (·, ·), which is conjugate-linear in the
first argument and linear in the second argument, and the associated norm || · ||, where
||v|| = (v, v)1/2, ∀v ∈ H . Where the distinction is clear from context || · || ≡ || · ||op will
also represent the norm for operators on H given by ||A||op = supv∈H ||v||
−1||Av||, for
all bounded A on H . Denote the lattice ℓ1 norm by || · ||1 where ||v||1 =
∑∞
x=0 |v(x)|,
∀v ∈ ℓ1(Z+,C).
We denote by ⊗ the tensor product and by z 7→ z complex conjugation for all z ∈ C.
We write H ∗ for the space of linear functionals on H : the dual space of H . For every
v ∈ H one has that v∗ ∈ H ∗ is its dual satisfying v∗(w) = (v, w) for all v, w ∈ H .
For every operator A on H we take D(A) as standing for the domain of A. For each
operator A on H define A∗ on H ∗ to be its dual and A† on H its adjoint such that
v∗(Aw) = A∗v∗(w) = (A†v, w) for all v ∈ D(A†) and all w ∈ D(A). Let {χx}
∞
x=0 be the
orthonormal set of vectors such that χx(x) = 1 and χx1(x2) = 0 for all x2 6= x1. We write
Px = χx ⊗ χ
∗
x for the orthogonal projection onto the space spanned by χx.
We define T to be the topological vector space of all complex sequences on Z+ endowed
with topology of pointwise convergence, B(H ) to be the space of bounded linear operators
on H , and L(T ) to be the space of linear operators on T , endowed with the pointwise
topology induced by that of T . When an operator A on H can be given by an explicit
formula through A(x1, x2) = (χx1 , Aχx2) <∞ for all x1, x2 ∈ Z+ one may make the natural
inclusion of A into L(T ), the image of which will also be denoted by A. We consider T to be
endowed with pointwise multiplication, i.e. the product uv is specified by (uv)(x) = u(x)v(x)
for all u, v ∈ T .
We represent the spectrum of each A on H by σ(A). We term each element λ ∈ σ(A) a
spectral value. We write σd(A) for the discrete spectrum, σe(A) for the essential spectrum,
σp(A) for the point spectrum, σac(A) for the absolutely continuous spectrum, and σsc(A)
for the singularly continuous spectrum. Should an operator A satisfy the spectral theorem
there exist scalar measures {µn}
N
n=1 on σ(A) which furnish the associated spectral repre-
sentation of H for A such that the action of A is given by multiplication by λ ∈ σ(A) on
⊕Nn=1L
2(σ(A), dµk). If H = ⊕
n
k=1L
2(σ(A), dµk) we term n the generalized multiplicity of
A. For an operator of arbitrary generalized multiplicity we will write µA for the associated
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operator valued measure, such that A =
∫
σ(A)
λ dµAλ . For each operator A that satisfies the
spectral theorem, its spectral (Riesz) projections will be written as PAd and the like for each
of the distinguished subsets of the spectral decomposition of A. Define RA· : ρ(A)→ B(H ),
the resolvent of A, to be specified by RAz := (A−z)
−1, where ρ(A) := C\σ(A) is the resolvent
set of A and where by abuse of notation zI ≡ z ∈ B(H ) here.
Allow an eigenvector of A to be a vector v ∈ H for which Av = λv for some λ ∈ C.
Should A admit inclusion into L(T ), we define a generalized eigenvector of A be a vector
φ ∈ T \H which satisfies Aφ = λφ for some λ ∈ C such that φ(x) is polynomially bounded,
which is to say that there exists a p ≥ 0 such that limxր∞(x + 1)
−pφ(x) = 0. We define a
spectral vector of A to be a vector which is either an eigenvector or generalized eigenvector
of A. We define the subspace of spectral vectors associated to the set Σ ⊆ σ(A) to be the
spectral space over Σ.
We write ∂z ≡
∂
∂z
and dz ≡
d
dz
respectively for formal partial and total derivative operators
with respect to a parameter z ∈ R,C.
3. Review
Definition 3.1. Define L0 to be the operator on H with action
L0v(x) =
{
−(x+ 1)v(x+ 1) + (2x+ 1)v(x)− xv(x− 1) , x > 0
−v(1) + v(0) , x = 0.
(1)
and domain D(L0) := {v ∈ H | ||Mv|| < ∞}, where M is the multiplication operator with
action Mv(x) = xv(x) ∀v ∈ T .
In [1] we proved the following.
Proposition 1. The operator L0 has the following properties.
(1) L0 is essentially self-adjoint.
(2) L0 has generalized multiplicity 1.
(3) The spectrum of L0 is absolutely continuous, σ(L0) = σac(L0) = [0,∞), and for
choice of normalization φλ(0) = 1, its generalized eigenfunctions are the Laguerre
polynomials φλ =
∑x
k=0
(−λ)k
k!
(
x
k
)
.
Chen, Fro¨hlich, and Walcher determined the above properties for L0 in [6] via methods which
are different from ours.
Definition 3.2. Let wλ := (χ0, δ
L0
λ χ0) be termed the spectral integral weight, ψz := R
L0
z χ0
the resolvent vector, ξz := ψz−ψz(0)φz the auxilliary resolvent vector, and fz = (χ0, R
L0
z χ0)
the resolvent function of L0 for all λ ∈ σ(L0) for all z ∈ ρ(L0).
Since φλ(x) is a polynomial of degree x in λ, one has that the analytic continuation φz ∈ T ,
z ∈ C, exists. The above permits the useful representation ψz = fzφz + ξz.
Definition 3.3. Define L to be the operator on H with domain D(L) = D(L0) and specified
by L := L0 − qP0 where q ≥ 0 is a fixed constant. Let ψ
L
z := R
L
z χ0 be the resolvent vector of
L for all z ∈ ρ(L).
Theorem 1. Let φLλ , λ ∈ σ(L), denote spectral vectors of L chosen to satisfy the normal-
ization condition (χ0, φ
L
λ) = φ
L
λ(0) = 1, ∀λ ∈ σ(L). L has the following properties.
(1) σd(L) = σp(L) = {λ0}, where λ0 < 0 uniquely satisfies 1 = qψλ0(0) and the unique
eigenfunction over λ0 is ψ
L
λ0
= qψλ0.
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(2) σe(L) = σac(L) = σ(L0) = [0,∞) and has generalized multiplicity 1.
(3) dµL(λ) = wLλφ
L
λ ⊗ φ
L,∗
λ dλ, where w
L
λ = {[1 + qe
−λEi(λ)]2 + [πqe−λ]2}−1e−λ, dλ is the
Lebesgue measure on [0,∞), and Ei(λ) :=
∫∞
−λ
du u−1e−u, λ > 0, is the exponential
integral. The generalized eigenfunctions of L are given by φLλ = φλ+ qξλ, λ ∈ σac(L).
Definition 3.4. Let Wκ,τ be the multiplication operator weight specified by
Wκ,τv(x) = (x+ κ)
τv(x), ∀v ∈ T , where 0 < κ ∈ R, τ ∈ R.
Corollary (1 of [1]). One has that∣∣∣dnλ [w1/2λ φλ(x)]∣∣∣ < c(φλ, n) exp(−16−1ǫλ), n = 0, 1, 2,(2)
where c(φλ, n) := 3
n+1(x+ κ)n+1 and∣∣∣dnλ [w1/2λ ξλ(x)]∣∣∣ < c(ξλ, n) exp(−16−1ǫλ), n = 0, 1, 2,(3)
where
c(ξλ, 0) := 12(x+ κ)
2, c(ξλ, 1) := 24(x+ κ)
2, c(ξλ, 2) := 36(x+ κ)
3,(4)
and ǫ = 1− [1− (x+ κ)−1]2.
In [2] we proved the following. Consider the discrete NLS
i∂tw = L0w − |w|
2σw, 1 ≤ σ ∈ Z(5)
where w : Rt × Z+ → C. The existence of a u : Z+ → C which satisfies the nonlinear finite
difference equation
L0u = ζu+ |u|
2σu,(6)
furnishes a stationary state of the discrete NLS of the form w(t) = e−iζtu. One expects
that, due to the attractive nature of the nonlinearity, a negative “nonlinear eigenvalue”,
ζ = −a < 0, will allow the existence of a sharply peaked, monotonically decaying “ground
state soliton”. We will therefore exclusively look for solutions to
L0u = −au+ u
2σ+1,(7)
where u : Z+ → R+ and a > 0. Solutions with these characteristics are self-focusing and
tend to be sharply localized. They are therefore termed solitary waves or solitons generally.
Theorem (1 of [2]). There exists a µ∗ > 0 such that for each µ > µ∗ there exists a solution
to Equation (7) with ζ = −µ < 0 and u = αµ, which is:
(1) positive: αµ(x) > 0 for all x ∈ Z+
(2) monotonically decaying: αµ(x+ 1)− αµ(x) < 0 for all x ∈ Z+
(3) absolutely integrable: αµ ∈ ℓ
1
Proposition (1 of [2]).
||(I − P0)αµ||1 ≤ µ
−(2σ)−1(2σ−1) +O(µ−(2σ)
−1(4σ−1)).(8)
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4. Results
We would like to study the evolution of solutions which, at least at an initial time t = 0,
are close to the stationary soliton solution û(t) = e−i(−µt+ν)αµ, where ν ∈ R is an arbitrary
phase factor. We then consider the ansatz u = e−iθ(αµ̂ + β) where
θ(t) := −
∫ t
0
µ̂(s)ds+ ν̂(t),(9)
µ̂(t) = µ+ µ̂1(t), ν̂(t) = ν + ν̂1(t), µ̂1(0) = 0, ν̂1(0) = 0,(10)
and β : Rt × Z+ → C has the property that it and ∂tβ are small in norm at t = 0. If one
finds that u(t) → e−i(−µ∞t+ν∞)αµ∞ in norm as t ր ∞ for some µ∞, ν∞, for all µ, ν and all
sufficiently small β then one calls û(t) asymptotically stable. The most important element
of the proof of this analysis is the study of the spectral measure of the operator one obtains
by linearizing around αµ. One then considers the associated linearized NLS.
If u = e−iθ(αµ̂ + β) satisfies the NLS then β satisfies the linearized NLS (LNLS)
i∂t~β = H~β + ~γ,(11)
where
H : = (L0 + µ)D − (σ + 1)α
2σD − σα2σJ,(12)
D : =
[
1 0
0 −1
]
, J :=
[
0 1
−1 0
]
, ~β :=
[
β
β
]
, ~γ :=
[
γ
−γ
]
,(13)
αµ̂ = αµ + α̂, αµ ≡ α, γ = γ0 + γ1, γ0 := −dtν̂αµ̂ + i∂µ̂αµ̂dtµ̂,(14)
γ1 := µ̂1β − dtν̂β − [(σ + 1)β + σβ]
2σ∑
j=1
(
2σ
j
)
α̂jα2σ−j(15)
+
′∑
(j,k)
(
σ
j
)
β
j
ασ−jµ̂
(
σ + 1
k
)
βkασ+1−kµ̂ ,(16)
where
∑′
(j,k) sums over all (j, k) ∈ Z×Z for 0 ≤ j ≤ σ and 0 ≤ k ≤ σ+1 with the exclusion
of (0, 0), (0, 1) and (1, 0).
We will arrive at the properties of H by studying a sequence of simpler operators.
Definition 4.1.
H0 := (L0 + µ)D, H1 := H0 − q1P0D, H2 := H1 − q2P0J,(17)
ρ := α(0), q1 := (σ + 1)ρ
2σ, q2 := σρ
2σ,(18)
L := L0 − q1P0, U := H −H2.(19)
H,H0, H1, H2, U act on ~H := H ⊕H , the natural extension of H to the matrix system.
Although H0 and H1 are self-adjoint, it is the case that H2 and H are not. This property of
H is typical of linearized operators and makes the analysis very difficult for most systems.
Theorem 2. The spectrum of H2 has the following properties.
(1) σd(H2) = σp(H2) = {(−1)
ji(2σ)1/2µ−σ[1 +O(µ−1)]}1j=0.
(2) σe(H2) = σc(H2) = σac(H2) = (−∞,−µ] ∪ [µ,∞).
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Theorem 3. The spectrum of H has the following properties.
(1) σd(H) = σp(H) = {0}, with multiplicity 2.
(2) σe(H) = σc(H) = σac(H) = (−∞,−µ] ∪ [µ,∞).
Theorem 4. For all −3 ≥ τ ∈ R, v ∈ ℓ1, there exists constants 0 < c and 1 < κ ∈ R such
that
||Wκ,τe
−itH2PH2e Wκ,τv||∞ = ct
−1 log−2 t||v||1, tր∞(20)
Theorem 5. For all −3 ≥ τ ∈ R, W−1κ,τ v ∈ ℓ
1, there exist constants 0 < c and 1 < κ ∈ R
such that
||Wκ,τe
−itHPHe Wκ,τv||∞ = ct
−1 log−2 t||v||1, tր∞.(21)
It was shown by Soffer and Weinstein in [26] that to prove decay in time of the form
t−1 log−2 t for the linearized Hamiltonian with polynomial weights and no ℓp estimates is
sufficient to prove asymptotic stability of the soliton.
One may extract from E1(z) :=
∫∞
1
dt e−ztt−1 the well-known asymptotic expansion
E1(z) = e
−zz−1
n−1∑
k=1
k!
(−z)k
+O(n!z−n),(22)
which is valid for large values of ℜz. This in turn gives
ψz(0) = z
−1
n−1∑
k=1
k!
(−z)k
+O(n!z−n),(23)
which will be a crucial tool in our analysis.
5. Spectral Properties of H2
Consider that H = AD where A is an essentially self-adjoint operator on H and D is the
diagonal matrix defined above, it is the case that RHz =
[
RAz 0
0 −RA−z
]
since
H − z =
[
A− z 0
0 −A− z
]
=
[
A− z 0
0 −(A + z)
]
(24)
so that for all z ∈ C such that z,−z ∈ ρ(A) one may find by direct inversion
(H − z)−1 =
[
(A− z)−1 0
0 −(A + z)−1
]
.(25)
One may write RH1z =
[
RLz1 0
0 −RLz2
]
, where here L = L0−q1P0 and where q1, z1, z2 are defined
as given above. Since H22 and H
2 are self-adjoint, it follows that σ(H2), σ(H) ⊆ R ∪ iR, see
e.g. [23].
The first part of our analysis will be dedicated to proving that the point spectrum of H2
consists of a conjugate pair of complex eigenvalues which are very close to the origin for
large µ.
Lemma 5.1. The eigenvalues of H2 are given by the roots of h(z) := q
2
2f
L
z1
fLz2 − 1, where
z1 := z − µ and z2 := −z − µ.
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Proof. Let ~v =
[
v1
v2
]
and take v1(0) 6= 0. One has that
H2~v = z~v(26)
(H1 − q2P0J)~v =,(27)
then by inversion:
~v = RH1z q2P0J~v(28)
taking the inner product with χ0:
(χ0, ~v) = (χ0, R
H1
z q2P0J~v)(29) [
v1(0)
v2(0)
]
= q2
[
0 fLz1
fLz2 0
] [
v1(0)
v2(0)
]
.(30)
One may then substitute the expression for v2 into the equation for v1:
v1(0) = q
2
2f
L
z1
fLz2v1(0)(31)
1 = q22f
L
z1
fLz2.(32)

Next we find some preliminary estimates which are asymptotic in µր∞.
Lemma 5.2. Let ǫ̂ := (ψ−µ, (I−P0)α
2σ+1). It is the case that ρ−1ǫ̂ = µ−(2σ+2)+O(a−(2σ+3))
for all σ ∈ Z+.
Proof. One has that (L0 + µ)α = α
2σ+1 ⇒ α = RL0−µα
2σ+1 ⇒ 1 = ρ2σf−µ + ρ
−1ǫ̂. Let
ǫx := α(x)/α(x− 1), for all 0 < x ∈ Z. One may observe that
−µα + α2σ+1 = L0α(33)
−µα(x) + α2σ+1(x) = −(x+ 1)α(x+ 1) + (2x+ 1)α(x)− xα(x− 1).(34)
By the definition of the ǫx one may write
ρǫ1 . . . ǫx−1 + (ρǫ1 . . . ǫx)
2σ+1 = −(x+ 1)ρǫ1 . . . ǫx+1 + (2x+ 1 + µ)ρǫ1 . . . ǫx(35)
and then by elementary algebra:
ρ+ (ρǫ1 . . . ǫx−1)
2σǫ2σ+1x = −(x+ 1)ǫxǫx+1 + (2x+ 1 + µ)ǫx(36)
ǫx = [µ+ 1 + 2x− (x+ 1)ǫx+1]
−1 [ρ+ (ρǫ1 . . . ǫx−1)2σǫ2σ+1x ] .(37)
The analogous equation for x = 0 is
ρ2σ = µ+ 1− ǫ1.(38)
By Lemma 5.1 of [2] one has that
∑∞
x=0 ψ−µ(x) = µ
−1. Therefore
∞∑
x=1
ψ−µ(x) =
∞∑
x=0
ψ−µ(x)− ψ−µ(0) = µ
−1 − [µ−1 − µ−2 +O(µ−3)](39)
= µ2 +O(µ−3),(40)
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ρ−1ǫ̂ = ρ−1
∞∑
x=1
ψ−µ(x)α
2σ+1(x) < ρ−1
∞∑
x=1
ψ−µ(x)α
2σ+1(1)(41)
= ρ2σǫ2σ+11
∞∑
x=1
ψ−µ(x) < (µ+ 1)[µ
−1 +O(µ−2)]2σ+1[µ−2 +O(µ−3)](42)
< µ−(2σ+2) +O(µ−(2σ+3)).(43)
Since the lowest order of this bound has a power which depends explicitly on σ and should
hold for all 0 < σ ∈ Z it follows that the full asymptotic expansion, as well as the error term,
must consist of orders which are powers of µ−1 that depend explicitly on σ.
ψ−µ(1) = (1 + µ)ψ−µ(0)− 1(44)
= (1 + µ)[µ−1 − µ−2 + 2µ−3 +O(µ−4)]− 1 = µ−2 +O(µ−3),(45)
ρ−1ǫ̂ = ρ−1
∞∑
x=1
ψ−µ(x)α
2σ+1(x)(46)
= ψ−µ(1)ρ
2σǫ2σ+11 + ρ
−1
∞∑
x=2
ψ−µ(x)α
2σ+1(x)(47)
= [µ−2 +O(µ−3)][µ+ 1 +O(µ−1)][µ−1 +O(µ−2)]2σ+1(48)
+ ρ−1
∞∑
x=2
ψ−µ(x)α
2σ+1(x)(49)
= µ−(2σ+2) +O(µ−(2σ+3)) + ρ−1
∞∑
x=2
ψ−µ(x)α
2σ+1(x)(50)
From the above expansion one may conclude the bound
ρ−1
∞∑
x=2
ψ−µ(x)α
2σ+1(x) = O(µ−(2σ+3)).(51)
from which one may bound the higher order terms directly:
ρ−1ǫ̂ = µ−(2σ+2) +O(µ−(2σ+3))(52)

Now we show that there are no real eigenvalues through a series of lemmas.
Lemma 5.3. It is the case that h(0) = 2σ−1µ−(2σ+2) +O(µ−(2σ+3)) > 0.
Proof. One may observe that
ρ2σf−µ = 1− µ
−(2σ+2) +O(µ−(2σ+3))(53)
f−1−µ = µ+ 1− µ
−1 + 3µ−2 − 16µ−3 +O(µ−4)(54)
ρ2σ = µ+ 1− µ−1 + 3µ−2 − 16µ−3 +O(µ−4)(55)
− µ−(2σ+1) − µ−(2σ+2) +O(µ−(2σ+3))(56)
ρ2σf−2µ = 2
−1[1 + 2−1µ−1 − µ−2 +O(µ−3)](57)
q1f−2µ − 1 = 2
−1(σ − 1) + 4−1(σ + 1)µ−1 − 4−1(σ + 1)µ−2 +O(µ−3)(58)
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h(0) = [(q1f−µ − 1)
−1q2f−µ]
2 − 1(59)
= {σ−1[1− (1 + σ−1)µ−(2σ+2) +O(µ−(2σ+3))]−1σρ2σf−µ}
2 − 1(60)
= {[1 + (1 + σ−1)µ−(2σ+2) +O(µ−(2σ+3))]× [1− µ−(2σ+2) +O(µ−(2σ+3))]}2 − 1(61)
= [1 + σ−1µ−(2σ+2) +O(µ−(2σ+3))]2 − 1(62)
= 2σ−1µ−(2σ+2) +O(µ−(2σ+3)) > 0.(63)

Lemma 5.4. For z = a ∈ [−µ, µ], we define a1 := a− µ, a2 := −a− µ. One has for σ = 1
lim
aրµ
h(a) = 2−1µ− 4−1 +O(µ−1) > 0(64)
and for 1 < σ ∈ Z+
lim
aրµ
h(a) = (σ2 − 1)−1 + (σ + 1)−1(σ − 1)−2σ2µ−1(65)
+ 4−1(σ + 1)−1(σ − 1)−3(3σ2 + 10σ − 9)µ−2 +O(µ−3) > 0.(66)
Proof. Let s1 := −a1/a, s1 ∈ [0, 2]. For a1 ≫ 1 one has
(σ + 1)−1s1(q1fa1 − 1) = [1− (σ + 1)
−1s1] + (1− s
−1
1 )µ
−1(67)
− (1 + s−11 − 2s
−2
1 )µ
−2 + (16 + 3s−11 + 2s
−2
1 + 6s
−3
1 − 24s
−4
1 )µ
−4(68)
+O(µ−5)− µ−(2σ+2) − (1− s−11 )µ
−(2σ+3) +O(µ−(2σ+4)).(69)
The generalized exponential integrals have the convergent series expansion [28]
En+1(z) = −
(−z)n
n!
log(z) +
e−z
n!
n∑
k=1
(−z)k−1(n− k)! +
e−z(−z)n
n!
∞∑
k=0
zk
n!
̥(k + 1),(70)
where ̥(x) := dx log Γ(x) is the digamma function. This permits one to write
f−a = e
aE1(a) = −e
a log a+
∞∑
k=0
ak
k!
̥(k + 1)(71)
and hereby one may observe that near a = 0 the above expression for f−a is dominated by
logarithmic behavior. Therefore limaրµ(−f
L
a1) = limaրµ(q1fa1 − 1)
−1fa1 = q
−1
1 .
lim
aրµ
h(a) = lim
aրµ
(q1fz1 − 1)
−1q2fz1(q1fz2 − 1)
−1q2fz2 − 1(72)
= q−11 q
2
2(q1f−2µ − 1)
−1f−2µ − 1(73)
= (σ + 1)−1σ2[(σ + 1)ρ2σf−2µ − 1]
−1ρ2σf−2µ − 1(74)
= 2−1(σ + 1)−1σ2[2−1(σ − 1) + 4−1(σ + 1)µ−1(75)
− 4−1(σ + 1)µ−2 +O(µ−3)]−1[1 + 2−1µ−1 − µ−2 +O(µ−3)](76)
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For σ = 1:
lim
aրµ
h(a) = 4−1[2−1µ−1 − 2−1µ−2 +O(µ−3)]−1[1 + 2−1µ−1 − µ−2 +O(µ−3)]− 1(77)
= 2−1µ[1− µ−1 +O(µ−2)]−1[1 + 2−1µ−1 − µ−2 +O(µ−3)]− 1(78)
= 2−1µ[1 + µ−1 +O(µ−2)][1 + 2−1µ−1 − µ−2 +O(µ−3)]− 1(79)
= 2−1µ− 4−1 +O(µ−1) > 0(80)
For σ > 1:
lim
aրµ
h(a) = (σ2 − 1)−1σ2{1− 2−1(σ − 1)−1(σ + 1)[−µ−1 + µ−2 +O(µ−3)]}−1(81)
× [1 + 2−1µ−1 − µ−2 +O(µ−3)]− 1(82)
= (σ2 − 1)−1σ2{1 + 2−1(σ − 1)−1(σ + 1)[−µ−1 + µ−2 +O(µ−3)(83)
+ [2−1(σ − 1)−1(σ + 1)]2[−µ−1 +O(µ−2)]2 +O(µ−3)}(84)
× [1 + 2−1µ−1 − µ−2 +O(µ−3)]− 1(85)
= (σ2 − 1)−1σ2[1− 2−1(σ − 1)−1(σ + 1)µ−1(86)
+ 4−1(σ − 1)2(σ + 1)(3σ − 1)µ−2 +O(µ−3)](87)
× [1 + 2−1µ−1 − µ−2 +O(µ−3)]− 1(88)
= (σ2 − 1)−1σ2[1− (σ − 1)−1µ−1(89)
+ 4−1(σ − 1)2(3σ210σ − 9)µ−2 +O(µ−3)]− 1(90)
= (σ2 − 1)−1 − (σ + 1)−1(σ − 1)−2σ2µ−1(91)
+ 4−1(σ + 1)−1(σ − 1)3(3σ2 + 10σ − 9)µ−2 +O(µ−3) > 0(92)

Lemma 5.5. Let h0(z) := (q1fz1−1)
−1(q1fz2−1)
−1(2σ+1)ρ4σ. It is the case that h0(z) > 0
for all z = a ∈ [−µ, µ].
Proof. Let c0 := (2σ+1)
−1ρ−4σ, c1 := (2σ+1)
−1(σ+1)ρ−2σ, c2 := c
2
1−c0 = (2σ+1)
−2ρ−4σσ2.
One then has h(z) = h0(z)[c2 − (fz1 − c1)(fz2 − c1)]. For all σ ∈ Z+ and a ∈ [−µ, µ] it is the
case that q1fa1 = q1fa−µ and q1fa2 = q1f−a−µ vary monotonically between
q1f−2µ = 2
−1(σ + 1) + 4−1(σ + 1)µ−1 − 4−1(σ + 1)µ−2 +O(µ−3) > 1(93)
and
lim
aր0
q1f−a =∞ > 1.(94)
Therefore (q1fai − 1)
−1 > 0 which concludes the proof. 
Lemma 5.6. For 1 ≪ (2σ + 1)−1µ = O(µ) it is the case that (faj − c1), j = 1, 2, have
unique roots, a = rj := (−1)
j(σ + 1)−1(µ+ σ) +O(µ−1).
Proof. Consider c1 = faj . Let a1 = −s1µ, s1 ∈ [0, 2], and assume that 1 ≪ s1µ = O(µ) so
that the asymptotic expansion of fa1 is valid.
c1 = fa1 = (s1µ)
−1 − (s1µ)
−2 +O(µ−3).(95)
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One may multiply both sides by s1/c1 and expand iteratively in s1:
s1 = µ
−1c−11 [1− (s1µ)
−1 +O(µ−2)](96)
= (σ + 1)−1(2σ + 1)[1 + µ−1 +O(µ−2)]× [1− (s1µ)
−1 +O(µ−2)](97)
= (σ + 1)−1(2σ + 1)[1 + (1− s−1)µ−1 +O(µ−2)](98)
= (σ + 1)−1(2σ + 1)× {1 + [1− (2σ + 1)−1(σ + 1)]µ−1 +O(µ−2)}(99)
= (σ + 1)−1(2σ + 1) + (σ + 1)−1σµ−1 +O(µ−2).(100)
This result satisfies the assumptions and the root must be unique, therefore the above value
of s1 specifies the unique root. In terms of a one has
a1 = a− µ = −s1µ,(101)
which implies that
a = (1− s1)µ = {1− [(σ + 1)
−1(2σ + 1) + (σ + 1)−1σµ−1 +O(µ−2)]}µ(102)
= −(σ + 1)−1(µ+ σ) +O(µ−1).(103)
Due to symmetry between the aj there are two roots a = rj = (−1)
j(σ + 1)−1(µ + σ) +
O(µ−1). 
Lemma 5.7. For 1≪ rj = O(µ) one has that h(z) > 0 for all z = a ∈ [−µ, µ].
Proof. Let h1(z) := (fz1 − c1)(fz2 − c1). One can observe that h1(0) = (f−µ − c1)
2 > 0 and
limaրµ(fa1 − c1) = ∞. Then since (faj − c1) are monotonic in a and have unique roots ri,
it is the case that h(a) > 0 for a ∈ (r1, r2) and h(a) < 0 for a ∈ [−µ, µ] \ (r1, r2). We have
shown that h(0) > 0 and h(µ) = h(−µ) > 0. Since h(a) > 0 for a ∈ (r1, r2) and h(a) < 0 for
a ∈ [−µ, µ] \ (r1, r2) it must be the case that h(a) > 0 for a ∈ [−µ, µ] \ (r1, r2). It remains to
consider a ∈ (r1, r2). By assumption 1≪ a = O(µ) and therefore the asymptotic expansion
of the faj is valid.
h1(a) = (fa1 − c1)(fa2 − c1) = fa1fa2 − c1(fa1 + fa2) + c
2
1(104)
= [(µ− a)−1 +O(µ−2)][(µ+ a)−1 +O(µ−2)](105)
− c1{[(µ− a)
−1 +O(µ−2)] + [(µ+ a)−1 +O(µ−2)]}+ c21(106)
= (µ2 − a2)−1 − (µ2 − a2)−1(2σ + 1)−1(σ + 1)(107)
× [1 +O(µ−1)][2 +O(µ−1)] + c21 +O(µ
−3)(108)
= −(µ2 − a2)−1(2σ + 1)−1 + c21 +O(µ
−3).(109)
Therefore −h(a) decays monotonically as |a| ր r2 for sufficiently large µ. This guarantees
that h(a) > 0 for all a ∈ (r1, r2). 
Lemma 5.8. It is the case that h(z) has no roots for z ∈ (−∞,−µ] ∪ [µ,∞).
Proof. This follows by the same principle which forbids L from having embedded eigenvalues.

Now we prove the existence and location (asymptotically) of the imaginary roots.
Lemma 5.9. h(z) has exactly two roots, λ± = z± := ±i(2σ)
1/2µ−σ[1 +O(µ−1)], for z ∈ iR.
14 AUGUST J. KRUEGER AND AVY SOFFER
Proof. One may observe that
fz = (−z)
−1 − (−z)−2 + 2(−z)−3 − 6(−z)−4 +O(z−5),(110)
fLz = (1− q1fz)
−1fz, ∂zf
L
z = (1− q1fz)
−2∂zfz(111)
∂zfz = (−1)(fz + z
−1), ∂2zfz = 2q1(1− q1fz)
−3(∂zfz)
2 + (1− q1fz)
−2∂2zfz,(112)
f ′−µ = µ
−2 − 2µ−3 + 6µ−4 +O(µ−5), f ′′−µ = 2µ
−3 + 6µ−4 +O(µ−5)(113)
and that for z ∈ iR one has that h(z) = |q2f
L
µ−z|
2 − 1 ∈ R. Furthermore, for all z ∈ iR the
asymptotic expansion of fzj is valid since ℜzj = a≫ 1.
First consider |z| ≪ 1. One finds
∂2zh(z) = q
2
2(∂
2
zf
L
z1
fLz2 + 2∂zf
L
z1
∂zf
L
z2
+ fLz1∂
2
zf
L
z2
)(114)
= q22(∂
2
z1f
L
z1f
L
z2 − 2∂z1f
L
z1∂z2f
L
z2 + f
L
z1∂
2
z2f
L
z2)(115)
= q22{[2q1(1− q1fz1)
−3(∂z1fz1)
2 + (1− q1fz1)
−2∂2z1fz1 ]}(1− q1fz2)
−1fz2(116)
− 2(1− q1fz1)
−2∂z1fz1(1− q1fz2)
−2∂z2fz2(117)
+ (1− q1fz1)
−1fz1 [2q1(1− q1fz2)
−3(∂z2fz2)
2 + (1− q1fz2)
−2∂2z2fz2]}(118)
h′′(0) = q22{[2q1(1− q1f−µ)
−3(f ′−µ)
2 + (1− q1f−µ)
−2f ′′−µ]}(1− q1f−µ)
−1f−µ(119)
− 2(1− q1f−µ)
−2f ′−µ(1− q1f−µ)
−2f ′−µ(120)
+ (1− q1f−µ)
−1f−µ[2q1(1− q1f−µ)
−3(f ′−µ)
2 + (1− q1f−µ)
−2f ′′−µ]}(121)
= q22[2(q1f−µ − 1)
−4(f ′−µ)
2(2q1f−µ − 1)− 2(q1f−µ − 1)
−3f ′′−µf−µ](122)
= q22(2{σ[1 + (1 + σ
−1)µ−(2σ+2) +O(µ−(2σ+3))]}−4(123)
× [µ−2 − 2µ−3 + 6µ−4 +O(µ−6)]2(124)
× {2[(σ + 1)− (σ + 1)µ−(2σ+2) +O(µ−(2σ+3))]− 1}(125)
− 2{σ[1 + (1 + σ−1)µ−(2σ+2) +O(µ−(2σ+3))]}−3(126)
× [2µ−3 − 6µ−4 +O(µ−5)](127)
× [µ−1 − µ−2 + 2µ−3 − 6µ−4 +O(µ−5)])(128)
= 2σ−2µ−2[1− 2µ−1 +O(µ−2)].(129)
Assume that h(z) = h(0) + 2−1h′′(0)z2 + ǫ where |ǫ| ≤ O(µ−4). One finds that h(z) = 0
implies:
z2 = −2[h(0) + ǫ][h′′(0)]−1(130)
= −(2)[2σ−1µ−(2σ+2) +O(µ−(2σ+3)) + ǫ](2−1σ2µ2)[1− 2µ−1 +O(µ−2)]−1(131)
= −2σµ2σ[1 +O(µ−1) + ǫ].(132)
This result is compatible with the assumptions, thus there are at least the two imaginary
roots given by z± = ±i(2σ)
1/2µ−σ[1 +O(µ−1)].
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It remains to be shown that there are no other imaginary roots. It is sufficient to prove
that h(z) has nonpositive curvature for all z ∈ iR. Let zj = (−1)
j+1ib− µ, where b ∈ R.
h(z) = q22(q1 − f
−1
z1
)(q1 − f
−1
z2
)− 1(133)
= q22 [(σ + 1)µ− (µ− ib) +O(1)]
−1[(σ + 1)µ− (µ+ ib) +O(1)]−1 − 1(134)
= q22(σ
2µ2 + b2)−1[1 +O(µ−1)]− 1.(135)
Therefore h(ib) decays monotonically as |b| ր ∞ and there are only two imaginary roots. 
Proof of Theorem 2 Part (1). We have exhaustively shown that
λ± := ±i(2σ)
1/2µ−σ[1 +O(µ−1)](136)
are the only roots of h(z) for z ∈ R∪ iR. The absence of embedded eigenvalues follows from
arguments similar to those for σ(L). 
Proof of Theorem 2 Part (2). By Weyl’s critereon it is the case that σe(H2) = σe(H0) =
(−∞,−µ]∪ [µ,∞). It is clear that there exists a well-defined absolutely continuous spectral
measure on σe(H2). The representation ofH2v = zv as a coupled series of algebraic equations
guarantees that each λ ∈ σe(H2) has multiplicity 1. Therefore one must have that σe(H2) =
σac(H0). 
6. Spectral Properties of H
We consider without proof Proposition 1 of [2]:
||(I − P0)αµ||1 ≤ µ
−(2σ)−1(2σ−1) +O(µ−(2σ)
−1(4σ−1)).(137)
This gives
||U || ≤ 2(2σ + 1)||(I − P0)α
2σ||1 ≤ 2(2σ + 1)||(I − P0)α||1(138)
≤ 2(2σ + 1)µ−(2σ)
−1(2σ−1) +O(µ−(2σ)
−1(4σ−1)) =: m(µ).(139)
We recall without proof a proposition of Kato [17] regarding norm resolvent convergence.
Proposition. For A a closed operator and {An}
∞
n=0 a sequence of closed operators, if R
An
z
converges in norm to RAz for some z ∈ ρ(A) then the convergence holds for every z ∈ ρ(A).
Proof of Theorem 3 Part (1). The discrete spectrum of H can be at most ||U || ≤ m(µ) away
from that of H2. We therefore only need to consider the shift of the eigenvalues of H2 and
possible production of eigenvalues from the thresholds of H2.
Consider the eigenvalues near the origin. By standard arguments, see e.g. [23], the kernel
of H is spanned by linear combinations of matrix vectors composed the set {Tjα}
n
j=1 where
{Tj}
n
j=1 is the set of generators of symmetries of the soliton manifold, in which α lies. In
our case there are only two symmetries: phase rotation and energy translation. The kernel
is then spanned by matrix linear combinations of α and ∂µα and thereby there exists an
eigenvalue of multiplicity 2 at the origin. These eigenvalues must be result of the shift of the
eigenvalues of H2 to the origin.
Now consider the possibility of eigenvalues near the threshold. Consider that by the
resolvent identity, one has RHz −R
H2
z = R
H2
z UR
H
z . Without loss of generality, let z be chosen
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so that ||RH2z || ≤ |z + ǫ(µ)|
−1 and |z + ǫ(µ)|−1||U || < 1 for some ǫ(µ) = O(µ−σ), i.e. ǫ(µ) is
due to the presence of the eigenvalues of H2. Then
lim
µր∞
||RH2z || ≤ lim
µր∞
|z + ǫ(µ)|−1 = |z|−1(140)
and
||RHz || = ||(1− R
H2
z U)
−1RH2z || ≤ (1− ||R
H2
z || ||U ||)
−1||RH2z ||(141)
≤ [1− |z + ǫ(µ)|−1m(µ)]−1|z + ǫ(µ)|−1(142)
lim
µր∞
||RHz || ≤ lim
µր∞
[1− |z + ǫ(µ)|−1m(µ)]−1|z + ǫ(µ)|−1 = |z|−1.(143)
One may then find
lim
µր∞
||RHz −R
H2
z || = lim
µր∞
||RH2z UR
H
z || ≤ lim
µր∞
||RH2z || ||U || ||R
H
z ||(144)
≤ lim
µր∞
|z|−2m(µ) = 0.(145)
It is the case that A is closed if RAz exists and is bounded for at least one z ∈ C. This is
clearly the case for both H2, H . Therefore by the principle of norm resolvent convergence it
is the case that (−µ, 0) ∪ (0, µ) ⊂ ρ(H). 
Proof of Theorem 3 Part (2). By Weyl’s critereon σe(H) = σe(H2). One may explicitly
construct an absolutely continuous spectral measure by expanding RHz = (1− R
H2
z U)
−1RH2z
as a convergent series in U , taking a limit z → λ ∈ σe(H2), and collecting the imaginary
terms. The representation of Hv = zv as a coupled series of algebraic equations guarantees
that each λ ∈ σe(H) has multiplicity 1. Therefore one must have that σe(H) = σac(H2). 
7. Decay Estimates for H2 and H
Definition 7.1. For any single-valued or multi-valued function f : C→ C, an element of a
set of linear functionals on some suitable Banach space with norm given through integration
over λ, and with poles, branch points, and branch cuts found in the subset Σ ⊆ R let PVf :
Σ→ C be the principal value of f defined by the weak limit
PVf(λ) :=
1
2
w-lim
ǫց0
[f(λ+ iǫ) + f(λ− iǫ)] , λ ∈ Σ,(146)
which converges in the distributional sense. We analogously define the δ-part of f to be
δf(λ) :=
1
2πi
w-lim
ǫց0
[f(λ+ iǫ)− f(λ− iǫ)] , λ ∈ Σ.(147)
We have kept vague the specification of the sense in which the above definitions converge
weakly for the purposes of generality. The details of such convergence in our work will be
clear from context. One may extend the domain of PVf to the complex plane and produce
a single valued function, which we will also denote f , through
PVf(z) :=
{
f(z), z ∈ C \ Σ
PVf(z), z ∈ Σ.
.(148)
One may observe that the analogous extension of δf(λ) vanishes away from Σ ⊆ R. This
prescription extends to weak limits in z ∈ C of complex sequences vz ∈ T whose components
depend upon z.
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From the convergent series expansion of the generalized exponential integrals (70), one
has that
w-lim
ǫց0
En+1(−x± iǫ) = PVEn+1(−x)∓ iπ
(x)n
n!
, x > 0,(149)
where for the sake of generality the limit is weak with respect to L2([a,∞),C), a > 0. One
may write PVE1(−x) = −Ei(x) where
Ei(x) := −
∫ ∞
−x
du u−1e−u, x > 0(150)
is the exponential integral.
Definition 7.2. Consider an operator A on H which is self-adjoint on its domain D(A)
and λ an element of the discrete spectrum of A. Define PVAλ ≡ PV(A− λ)
−1, λ ∈ σ(A) to
be the principal value of the resolvent of A given by the strong limit
PVAλ :=
1
2
s-lim
ǫց0
[
RAλ+iǫ +R
A
λ−iǫ
]
.(151)
Denote by δAλ ≡ δ(A− λ) ≡ P
A
λ , λ ∈ σ(A) the spectral projection defined by the strong limit
δAλ :=
1
2πi
s-lim
ǫց0
[
RAλ+iǫ − R
A
λ−iǫ
]
.(152)
If λ is instead an element of the essential spectrum of A one has that PVAλ , δ
A
λ are defined
by weak limits. If and only if the essential spectrum of A is absolutely continuous then it is
the case that dµAe (λ) = δ
A
λ dλ, where dµ
A
e (λ) is the essential spectral measure of A and dλ
is the Lebesgue measure on σe(A).
The above definition permits the useful representation δAλ = w
A
λ φ
A
λ ⊗ φ
A,∗
λ for A of gen-
eralized multiplicity 1. One may observe through the spectral representation of RL0z that
PVψL0λ = PV
L0
λ χ0 and that PVξ
L0
λ = PVψ
L0
λ − PVψ
L0
λ (0)φ
L0
λ = ξ
L0
λ , ∀λ ∈ σ(L0), and
analogously so for other operators.
We recall the method of spectral shifts as applied to rank-1 perturbations, see e.g. [24].
Let A = A0 − qP where A0 is densely defined on H with nonempty resolvent set and
P = vP ⊗ v
∗
P is a rank-1 orthogonal projection. Through the resolvent formula it follows by
direct algebra that
RAz = R
A0
z +R
A0
z qPR
A
z , PR
A
z = PR
A0
z + f
A0
z qPR
A
z ,(153)
PRAz = (1− qf
A0
z )
−1PRA0z , R
A
z = R
A0
z + (1− qf
A0
z )
−1RA0z qPR
A0
z .(154)
For A essentially self-adjoint one may apply the definitions of PVAλ and δ
A
λ and find the
corresponding shifts to PVA0λ and δ
A0
λ . For λ ∈ σ(A) it follows that
PVAλ = PV
A0
λ + g
A0
λ [(1− qPVf
A0
λ )(PV
A0
λ qPPV
A0
λ − π
2δA0λ qPδ
A0
λ )(155)
− π2qδfA0λ (PV
A0
λ qPδ
A0
λ + δ
A0
λ qPPV
A0
λ )](156)
δAλ = δ
A0
λ + g
A0
λ [(1− qPVf
A0
λ )(PV
A0
λ qPδ
A0
λ + δ
A0
λ qPPV
A0
λ )(157)
+ qδfA0λ (PV
A0
λ qPPV
A0
λ − π
2δA0λ qPδ
A0
λ )],(158)
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where
gA0λ := [(1− qPVf
A0
λ )
2 + (qπδfA0λ )
2]−1, fA0z := (vP, R
A0
z vP).(159)
We recall without proof Lemma 3.12 from [20]:
Lemma. Let B be a Banach space and λ+ > λ− be real constants. If F (λ) has the properties
(1) F ∈ C(λ−, λ+;B)
(2) F (λ−) = F (λ) = 0, λ > λ+
(3) dλF ∈ L
1(λ− + δ, λ+;B), ∀δ > 0
(4) dλF (λ) = O([λ− λ−]
−1 log−3[λ− λ−]), λց λ−
(5) d2λF (λ) = O([λ− λ−]
−2 log−2[λ− λ−]), λց λ−
then ∫ ∞
λ−
dλ e−itλF (λ) = O(t−1 log−2 t), tր∞(160)
in the norm of B.
We will verify that F (λ) = δH2λ satisfies the desired properties for both λ ≥ µ and λ ≤ µ.
Proof of Theorem 4. Let B =
{
A ∈ L( ~T ) : ||A||B <∞
}
be the Banach space complete in
the norm
||A||B := sup
v∈ℓ1
||Wκ,τAWκ,τv||1
||v||1
,(161)
where ~T = T ⊕ T is the natural extension of T to the matrix system. Let F (λ) = δH2λ .
We will verify the appropriate properties of F (λ) for λ− = 0 and λ+ =∞.
Let X1 :=
[
1 0
0 0
]
, X2 :=
[
0 0
0 1
]
, gλ :=
[
(1− q1PVfλ)
2 + (q1πwλ)
2]−1, and
ĝ1,λ :=
[(
1− q22PVf
L
λ1f
L
λ2
)2
+
(
πwLλ1q
2
2f
L
λ2
)2]−1
,(162)
ĝ2,λ :=
[(
1− q22f
L
λ1
PVfLλ2
)2
+
(
πwLλ2q
2
2f
L
λ1
)2]−1
.(163)
Since ψLz = (1− q1fz)
−1ψz, f
L
z = (1− q1fz)
−1fz, and ψz = fzφz + ξz, for λ ≥ 0 one has
PVψLλ = gλ
[
PVfλφλ − q1PVfλξλ + ξλ − q1 (PVfλ)
2 φλ − q1(πwλ)
2φλ
]
,(164)
PVfLλ = gλ
[
PVfλ − q1 (PVfλ)
2 − q1(πwλ)
2
]
,(165)
φLλ = φλ + q1ξλ, w
L
λ = gλwλ,(166)
and for λ < 0 one has
ψL = (1− q1fλ)
−1ψλ, f
L = (1− q1fλ)
−1fλ.(167)
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By the method of spectral shifts one has
RH2z = R
H1
z +R
H1
z q2P0JR
H2
z(168)
= RH1z +R
H1
z q2P0J
(
1− fH1z q2J
)−1
RH1z(169)
= RH1z +R
H1
z q2P0J
(
1− q22f
L
z1
fLz2
)−1 (
1 + fH1z q2J
)
RH1z(170)
= RH1z + q2
∣∣1− q22fLz1fLz2∣∣−2 (1− q22fLz1fLz2)RH1z (J + q2JfH1z J)P0RH1z(171)
=
(
RLz1X1 − q2R
L
z2
X2
)
+
∣∣1− q22fLz1fLz2∣∣−2 (1− q22fLz1fLz2)(172)
×
(
RLz1X1 −R
L
z2X2
) [
J − q2
(
fLz1X2 − f
L
z2X1
)]
P0
(
RLz1X1 −R
L
z2X2
)
(173)
from which one finds for λ ≥ µ:
lim
ǫց0
RH2λ±iǫ =
[(
PVLλ1X1 − R
L
λ2
X2
)
± iπδLλ1X1
]
(174)
+ q2ĝ1,λ
[(
1− q22PVf
L
λ1f
L
λ2
)
± iπwLλ1q
2
2f
L
λ2
]
(175)
×
[(
PVLz1X1 −R
L
z2
X2
)
± iπδLλ1X1
]
(176)
×
[(
J − q2PVf
L
λ1
X2 + q2f
L
λ2
X1
)
∓ iπwLλ1q2X2
]
(177)
× P0
[(
PVLλ1X1 −R
L
λ2X2
)
± iπδLλ1X1
]
(178)
=
[(
PVLλ1X1 −R
L
λ2X2
)
± iπwLλ1φ
L
λ1 ⊗ φ
L,∗
λ1
X1
]
(179)
+ q2ĝ1,λ
[(
1− q22PVf
L
λ1
fLλ2
)
± iπwLλ1q
2
2f
L
λ2
]
(180)
×
[(
PVψLλ1X1 − ψ
L
λ2
X2
)
± iπwLλ1φ
L
λ1
X1
]
(181) [(
J − q2PVf
L
λ1
X2 + q2f
L
λ2
X1
)
∓ iπwLλ1q2X2
]
(182)
⊗
[(
PVψL,∗λ1 X1 − ψ
L,∗
λ2
X2
)
± iπwLλ1φ
L,∗
λ1
X1
]
(183)
and for λ ≤ µ:
lim
ǫց0
RH2λ±iǫ =
[(
RLλ1X1 − PV
L
λ2
X2
)
∓ iπδLλ2X2
]
(184)
+ q2ĝ2,λ
[(
1− q22f
L
λ1
PVfLλ2
)
∓ iπwLλ2q
2
2f
L
λ1
]
(185)
×
[(
RLλ1X1 − PV
L
λ2
X2
)
∓ iπδLλ2X2
]
(186) [(
J − q2f
L
λ1
X2 + q2PVf
L
λ2
X1
)
± iπwLλ2q2X1
]
(187)
× P0
[(
RLλ1X1 −PV
L
λ2
X2
)
∓ iπδLλ2X2
]
(188)
=
[(
RLλ1X1 −PV
L
λ2X2
)
∓ iπwLλ2φ
L
λ2 ⊗ φ
L,∗
λ2
X2
]
(189)
+ q2ĝ2,λ
[(
1− q22f
L
λ1
PVfLλ2
)
∓ iπwLλ2q
2
2f
L
λ1
]
(190)
×
[(
ψLλ1X1 − PVψ
L
λ2
X2
)
∓ iπwLλ2φ
L
λ2
X2
]
(191) [(
J − q2f
L
λ1
X2 + q2PVf
L
λ2
X1
)
± iπwLλ2q2X1
]
(192)
⊗
[(
ψLλ1X1 −PVψ
L
λ2
X2
)
∓ iπwLλ2φ
L,∗
λ2
X2
]
.(193)
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One may expand the above expressions and look for the resulting imaginary piece to find δH2λ
for λ ≥ µ or λ ≤ µ. We will not do so and will analyze its properties from the unexpanded
forms for simplicity instead.
We will use the definitions for Wκ,τ , ǫ, and the like from [1]. Furthermore we will employ
the spectral decay estimates of Corollary 1 of [1] as well as the quasi-exponential decay
estimates of Theorem 2 of [2]. From the latter one can see that for λ > µ it is the case that
dnλ
[
w
1/2
λ1
ψλ2(x)
]
∈ ℓ1, as a function of (x, λ), is ℓ1(Z+ × [µ,∞),R).
By considering the many definitions, there is one crucial function which strongly deter-
mines our estimates: PVfa = e
aE1(a) ∼ − log(a) as 0 < a ց 0. Only powers of PVfa can
be nonanalytic or unbounded. We will therefore proceed to prove the desired properties of
F (λ) by addressing the powers of PVfa alone.
One may observe that gλ := {[1− q1e
−λPVE1(−λ)]
2 + [πq1e
−λ]2}−1 has the properties:
gλ = |gλ| ≤ ĝ0(q1) <∞, ∀λ ∈ [0,∞)(194)
|dλgλ| ≤ ĝ0(q1)ĝ1(q1, δ) <∞, ∀λ ∈ [δ,∞)(195)
g0 = g∞ = 0,(196)
dλgλ = O(λ
−1 log−1 λ), λց 0(197)
d2λgλ = O(λ
−2 log−3 λ), λց 0(198)
≤ O(λ−2 log−2 λ)(199)
where 0 < ĝ0(q1), ĝ1(q1, δ) <∞ are constants whose other properties are not needed here. gλ
is the only function of λ involved in the definition of F (λ) whose derivatives are unbounded in
the neighborhood of the threshold λ = 0 and thereby the derivatives of gλ and positive powers
of PVfλ and its derivatives are dominant in determining the properties of the derivatives of
F (λ). We will therefore only consider the dominant factors with respect to these quantities.
Consider the contributions to the imaginary part of limǫց0R
H2
λ±iǫ for either λ ≥ µ or λ ≤ µ.
Due to the symmetry between these two ranges of λ it is sufficient to analyze the case of
λ ≥ µ alone and we will do so exclusively in the following.
Properties (1), (2): By considering the control that the factors of wLλ1 = gλ1wλ1 impose, one
may see that all possible contributions are bounded in λ1 and x.
Property (3): The bounds for the derivatives of φλ1, ξλ1, and ψλ2 cannot present a problem
with the chosen norm on B. Exponential decay as λ1 ր ∞ ensures that the upper bound
of integration cannot be a problem. The only remaining potential issue comes from the
behavior at the threshold, which is not relevant.
Property (4): The bounds for the derivatives of φλ1 , ξλ1, and ψλ2 cannot present a prob-
lem with the chosen norm on B.There will be two dominant factors. One of is dλgλ1 =
O(λ−11 log
−1 λ1) as λ1 ց 0. The other dominant factor is of the form g
2
λ1
dλ1(PVfλ1)
2 =
O(λ−11 log
−1 λ1) as λ1 ց 0.
Property (5): The bounds for the derivatives of φλ1, ξλ1, and ψλ2 cannot present a problem
with the chosen norm on B. There will be one dominant factor, which is gλ1 [dλ1(PVfλ1)
2]2 =
O(λ−2 log−2 λ).

Proof of Theorem 5. One has that the linear Schro¨dinger equation
idtu = Hu = H2u+ Uu(200)
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may be converted to an integral equation by means of the Duhamel formula:
u(t) = e−itH2u0 − i
∫ t
0
dt1 e
−i(t−t1)H2Uu(t),(201)
to which one may apply weights and estimate
Wκ,τu(t) =Wκ,τe
−itH2u0 − i
∫ t
0
dt1 Wκ,τe
−i(t−t1)H2Uu(t1)(202)
||Wκ,τu(t)||1 ≤ ||Wκ,τe
−itH2u0||1 +
∫ t
0
dt1 ||Wκ,τe
−i(t−t1)H2Uu(t1)||1(203)
≤ c0||Wκ,τe
−itH2Wκ,τW
−1
κ,τu0||∞(204)
+ c1
∫ t
0
dt1 ||Wκ,τe
−i(t−t1)H2Wκ,τW
−1
κ,τUW
−1
κ,τWκ,τu(t1)||∞(205)
≤ c0||Wκ,τe
−itH2Wκ,τ || ||W
−1
κ,τu0||1(206)
+ c1
∫ t
0
dt1 ||Wκ,τe
−i(t−t1)H2Wκ,τ || ||W
−2
κ,τU || ||Wκ,τu(t1)||1(207)
≤ c2[(t + c3) log
2(t+ c3)]
−1(208)
+ c4
∫ t
0
dt1 [(t− t1 + c3) log
2(t− t1 + c3)]
−1||Wκ,τu(t1)||1(209)
Let f(t) := ||Wκ,τu(t)||1 and g(t) := [(t+ c3) log
2(t+ c3)]
−1. By Gronwall’s Lemma one has
f(t) ≤ c2g(t) + c4
∫ t
0
dt1 g(t− t1)f(t1)(210)
implies that
f(t) ≤ c2g(t) + c2c4
∫ t
0
dt1 g(t1)g(t− t1) exp
[
c4
∫ t
t1
dt2 g(t− t2)
]
.(211)
Furthermore
exp
[
c4
∫ t
t1
dt2 g(t− t2)
]
= exp
[
c4
∫ t−t1
0
dt2 g(t2)
]
(212)
≤ exp
[
c4
∫ ∞
0
dt2 g(t2)
]
≤ c5,(213)
and ∫ t
0
dt1 g(t1)g(t− t1) = 2
∫ t/2
0
dt1 g(t1)g(t− t1) ≤ 2
∫ t/2
0
dt1 g(t1)g(t/2)(214)
≤ c6[(t+ c7) log
2(t+ c7)]
−1.(215)
One therefore has
f(t) ≤ c2g(t) + c2c4c5c6[(t+ c7) log
2(t+ c7)]
−1(216)
≤ c8[(t+ c9) log
2(t+ c9)]
−1 = O(t−1 log−2 t),(217)
as t ր ∞. In the above cj, j = 0, . . . , 9, are constants, the properties of which are not
important. 
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8. Conclusions and Conjectures
The goal of this work has been to prove Theorem 5. This is the most important component
in proving the asymptotic stability of the soliton:
Conjecture 1. The soliton manifold specified by the coordinates (µ, ν) with respect to u(t) =
e−i(−µt+ν)αµ is asymptotically stable under perturbed evolution via the discrete NLS (5).
The remaining proof of this conjecture may be sketched as follows. The Duhamel formula
gives an expression for the evolution of the perturbation β:
~β(t1) = e
−it1H ~β0 − i
∫ t1
0
dt2 e
−i(t1−t2)H~γ(t2),(218)
where ~β0 = ~β(t = 0). This alone is not enough to determine the evolution of β as the
parameters µ̂ and ν̂ are time dependent. One must include separate evolution equations
for these as well. First one assumes that (~α, ~β(0)) ~H = (~α, dt
~β(0)) ~H = 0, where (·, ·) ~H is
natural the extension of the inner product of H to the matrix system and ~α =
[
α
−α
]
. This
condition ensures that ~β remains in the span of the generalized eigenvectors of H . Then one
takes the inner product of ~α with both sides of the LNLS (11) to arrive at
0 = (α, γ) ⇒ dtν̂ = (α, αµ̂)
−1(α,ℜγ1), dtµ̂ = i(α, ∂µ̂αµ̂)
−1(α,ℑγ1).(219)
Equations (218) and (219) together constitute the modulation equations for the NLS (5),
where µ̂ and ν̂ are the modulation parameters [25].
Due to the work of Soffer and Weinstein in [26] It is reasonable to assume that such a claim
is true and it should be the case that one can prove it with an application of bootstrapping
estimates. It their analysis it was shown that the linearized Hamiltonian strongly determines
the evolution of the system and that obtaining its appropriate weighted ℓ1 → ℓ∞ estimates
is sufficient to prove asymptotic stability for sufficiently small perturbations. The location
of eigenvalues is also crucial for the study of the dynamics. The presence of imaginary
eigenvalues indicates an exponential instability in time. For each real eigenvalue one must
consider a separate modulation parameter and eigenfunction, the dynamics of which must
be included in the modulation equations, thereby further complicating the problem. The
full analysis of the spectrum of the linearized Hamiltonian is typically prohibitively difficult.
The corresponding work on the 3D continuum radial NLS has recently come to a close after
extensive collaborative effort. Please see O. Costin, M. Huang, and W. Schlag [8] for the
conclusion of work on that system.
The case of the real Nonlinear Klein-Gordon equation is likely to be much harder to
address. Consider the discrete real Nonlinear Klein-Gordon equation (rNLKG) specified by
−∂2t u = L0u− u
p, 1 < p ∈ Z.(220)
It was this equation that was first studied in the context of noncommutative field theory, see
e.g. [16], and the mathematical analysis of [6], [11], and [12]. There is an approach to the
rNLKG which is similar to that of the methods of linearization taken with the method of
modulation equations, but it is of a different character. There, the analogue of the stationary
solution will be of the form u(t) = cos(µt + ν)αµ. Due to the presence of nonlinearity this
will not be a stationary solution in general. For the NLS one could interpret the stationary
state as a nonlinear variant of the evolution of an eigenfunction with an associated isolated
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eigenvalue. For the rNLKG one is typically lead to interpret the “quasi-stationary state” as
the nonlinear variant of the evolution of a resonance function with an associated embedded
eigenvalue. The coupling of the “radiation” β to the soliton will introduce an instability and
lead to a resonance with a decay time. This picture was introduced and elaborated upon in
the work of Soffer and Weinstein on nonlinear resonances and the nonlinear Fermi-Golden
Rule [27].
Chen, Fro¨hlich, and Walcher in [6] conjecture that Equation (220) has localized metastable
solutions. This leads us to the following conjecture.
Conjecture 2. Solutions of the discrete rNLKG (220) which begin close to u(t) = cos(µt+
ν)αµ are metastable resonance functions.
We seek to address compare and contrast the proofs of these conjectures in future work.
Appendix A. Kato’s notion of norm resolvent convergence
We will review the arguments for the proof of Kato’s notion of norm resolvent convergence
as is presented in [17]. The components below refer to yet other components of [17] not
included here. The full span of arguments needed to fill in all of the requirements of the
proof would be beyond the scope of this appendix. We have included what may be considered
the most immediately necessary pieces. We note that all operators which we use in the body
of this work are closable and therefore may be replaced with their closures, if necessary,
without loss of generality.
Theorem (IV-2.25 of [17], p. 206). Let A ∈ C(B) be a closed operator on a Banach space,
B, and have a non-empty resolvent set ρ(A). In order that a sequence An of closed operators
converge to A in the generalized sense, it is necessary that each z ∈ ρ(A) belong to ρ(An) for
sufficiently large n and
||RAnz − R
A
z || → 0,(221)
while it is sufficient that this be true for some z ∈ ρ(A).
“Converge in the generalized sense” means that the graphs of the two operators converge in
the “gap distance norm”, which is approximately the maximum geometric distance between
the graphs of the operators as submanifolds of the extended Banach space.
Remark (IV-3.13 of [17], p. 211). Theorem IV-3.12 shows explicitly that if ||RAz − R
B
z || is
small for some z, then it is small for every z. More precisely, for any A ∈ B(B) a bounded
linear operator on a Banach space B and z, z0 ∈ ρ(A), then there is a constant c such that
||RAz − R
B
z || ≤ c||R
A
z0
−RBz0 ||(222)
for any B ∈ B(B) for which z0 ∈ ρ(B) and ||R
A
z0
−RBz0 || is sufficiently small (then z ∈ ρ(B)
is a consequence). This is another proof of a remark given after Theorem IV-2.25.
Problem (IV-3.14 of [17], p. 212). A more explicit formula than (222) is
||RAz − R
B
z || ≤
[
1− |z − z0|||(A− z)
−1(A− z0)|| ||R
A
z0
−RBz0 ||
]−1
(223)
× ||(A− z)−1(A− z0)||
2 ||RAz0 − R
B
z0
||,(224)
which is valid if ||2 ||RAz0−R
B
z0
|| is so small that the denominator on the right is positive. Here
(A−z)−1(A−z0) is a convenient expression for (A−z)
−1(A−z0) = (A−z0)R
A
z = 1+(z−z0)R
A
z .
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By considering the above arguments one may then arrive at the statement of the proposi-
ton.
Proposition (Kato’s notion of norm resolvent convergence [17], p. 427). Let {An}
∞
n=0 be
a sequence of closed operators on a Banach space B. If (An − z)
−1 converges in norm to
(A − z)−1 as n ր ∞ for A closed and for some z ∈ ρ(A), then the same is true for every
z ∈ ρ(A).
We thank Marius Beceanu for his helpful discussions. This work was supported in part
by the NSF grant DMS 1201394.
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