A monomial basis and a filtration of subalgebras for the universal enveloping algebra U(g) of a complex simple Lie algebra g l of type A l is given in this note. In particular, a new multiplicity formula for the Weyl module V (λ) of U(g l ) is obtained in this note.
1. An ordering relation on U(g l ) − 1.1. Let ∆ = {α 1 , α 2 , · · · , α l } be the set of simple roots. Set α i i = α i , and α i j = α i + α i+1 + · · · + α j , with 1 ≤ i ≤ j ≤ l.
is the set of positive roots which has 1 2 l(l + 1) elements. Fix an ordering of positive roots as follows:
Then define a Chevalley basis of g l e i = e α i , e i j = e α i j , f i = f α i , f i j = f α i j , h i , 1 ≤ i ≤ l, 1 ≤ i < j ≤ l, accordingly. Let N be the set of non-negative integers. The Kostant Z-form U Z of U is the Z-subalgebra of U generated by the elements e Then h i +c k ∈ U Z for 1 ≤ i ≤ l, c ∈ Z, k ∈ N. Let U + , U − , U 0 be the positive part, negative part and zero part of U, respectively. They are generated by e with k ∈ N, α ∈ Φ + and 1 ≤ i ≤ l, respectively. The algebra U is a Hopf algebra which has a triangular decomposition U = U − U 0 U + . It is known that the PBW-type basis for U has the form of , I = (i 1 , i 2 , · · · , i l(l+1)
2
) and
), if there exists a k with
one has I = I ′ . It is easy to see that for any I,
, if I = I ′ , we must have either I ≺ I ′ or I ′ ≺ I. Therefore, we can define an ordering on U − " ≺ " in the same way: we say
2.3. Let us construct a class of special subalgebras U(g i ), 1 ≤ i ≤ l, of U as follows. Set
The set of positive roots in U(g i ) is just that of the first 1 2 i(i + 1) roots according to the ordering of Φ + .
A monomial basis of
. Define an index set
For any K ∈ Π, one has such a monomial
The following theorem was first proved by Littelmann [2] .
Theorem
The set {θ K | K ∈ Π} forms a basis of the Z-form of U − . Proof First of all, we have to show that elements of the set {θ K | K ∈ Π} are linearly independent.
Since {f
} forms a PBW-type basis of U − , one has for any K ∈ Π,
Moreover, for any K ∈ Π, one has
Therefore, one has
Note the fact that various θ K s and max θ K s are different, when the corresponding Ks are different. We can conclude that elements of the set {θ K | K ∈ Π} are linearly independent.
Next we show that the set {θ
An easy induction on the ordering of N l(l+1) 2
shows that
Combining the above facts, we show that the set {θ K | K ∈ Π} forms a basis of the
We can see from the above discussion that the set {θ
If we define the ordinary vector addition in Π, one has the following claims:
A new multiplicity formula of V (λ)
4.1. Let Λ be the set of weights for g l , and ω 1 , ω 2 , · · · , ω l the set of fundamental dominant weights. Then the set of dominant weights Λ + is defined to be
Let E be the real vector space spanned by
l again form a basis of E, and ω 1 , ω 2 , · · · , ω l form the dual basis relative to the inner product on E:
remain the dual bases of E ′ relative to the inner product on E. Therefore, we can consider the restriction of U(g l ) to U(g l−1 ), and the
+ be a dominant weight, and v a maximal vector of weight λ of the
We can make use of the recursive property of the basis {θ
} to construct a new basis of the finite-dimensional irreducible g-module V (λ) with λ ∈ Λ + , and to get a new multiplicity formula of V (λ). Following Littermann [2] , we define λ j i in such a way: λ 1 1 = λ 1 , and for 1 < j ≤ l, λ j 1 is defined to be
for i > 1 and j > 1, λ j i is defined to be
Note that our definition is somewhat different from Littelmann's definition in [2 §7 ]. Then we define the following two index set which are related to λ (comparing with Littelmann's definition of S(λ) in [2 §7]).
It is easy to see that Π λ is a finite set. We shall show in Theorem 4.8 that the set
and set λ− l i=1 p i α i = λ−P α for later use. We shall see in Theorem 4.7 that Π ′ λ is also a finite set, and it becomes an index set of highest weights of irreducible composition factors of V (λ) to be viewed as a g l−1 )-module.
4.2. Let V be a U(g l )-module. we say a vector v ∈ V to be a primitive vector of V , if there are two submodules
Let V be a U(g l )-module. According to [3] , we can prove the following lemma similarly. 
according to the completely reducibility, because V is a finite dimensional U(g l )-module. But V is generated by a maximal vector, it must be an indecomposable U(g l )-module. This is a contradiction. 4.6. Lemma Let λ = (λ 1 , λ 2 , · · · , λ l ) ∈ Λ + be a dominant weight, and
Proof According to (2.2.7), one has (f
Note that k ≤ p i−1 and 0 ≤ λ i < p i − p i−1 ≤ p i − k, the above summation is zero by lemma 4.4.
Let λ = (λ 1 , λ 2 , · · · , λ l ) ∈ Λ + be a dominant weight. The finite-dimensional irreducible U(g l )-module V (λ) can be viewed as a U(g l−1 )-module. It is no longer irreducible, and can be decomposed into a direct sum of irreducible U(g l−1 ) -module. The following theorem tell us how one can decompose it.
4.7. Theorem Let λ = (λ 1 , λ 2 , · · · , λ l ) ∈ Λ + be a dominant weight. As a U(g l−1 )-module, the irreducible U(g l )-module V (λ) has the following direct sum decomposition
Proof By definition, Π 
where v is a maximal vector of V (λ) and M P t = V (λ). Then one has
First of all, we show that M P s , 1 ≤ s ≤ t, is a U(g l−1 )-submodule of V (λ). It does so when s = t. We need only to consider cases of 1 ≤ s < t. For any θ K v ∈ M P s with K ≺ P s+1 , it is still a weight vector, and for any h i with 1 ≤ i ≤ l, one has by (2.1.3)
By (3.4.1), K = K 1 + K 2 with K 1 ∈ Π ′ and K 2 ∈ Π l−1 . Therefore, one has for any f i ∈ U(g l−1 ) with 1 ≤ i ≤ l − 1,
Note the fact that K = K 1 + K 2 ≺ P s+1 , one has K 1 ≺ P s+1 , and
Furthermore, one has for any e i with 1 ≤ i ≤ l,
with 1 occurring in the place, where k n i lies in the corresponding K. Since K − K n ≺ K ≺ P s+1 , one has
It shows that M P s is stable under actions of e i , h i with 1 ≤ i ≤ l and f i with 1 ≤ i ≤ l−1, and M P s is a U(g l−1 )-module.
Secondly, we show that θ
where p 0 = 0, the second equality is by (2.1.2), and the last third equality is because α j (h i ) = 0 if and only if |i − j| ≤ 1, and
, and
This shows that θ P s v = 0. By our construction, it is easy to see that θ P s v ∈ M P s but θ P s v / ∈ M P s−1 . Therefore, We need only to prove that e i θ P s v ∈ M P s−1 for 1 ≤ i ≤ l − 1, and then we can conclude that θ P s v is a primitive vector in V (λ). In fact, one has for 1 ≤ i ≤ l
Thirdly, we show that M P s = M P s−1 + U(g l−1 )θ P s v. "⊇"is easy to be proved by definition of M P s and §3.4. Here we only prove "⊆". For any K ∈ Π with K ≺ P s+1 , one has a unique decomposition
Otherwise, when P s K ≺ P s+1 , we must have K 2 = P s . Then
)w. Since θ P s v is a primitive vector in V (λ), w becomes a maximal vector of weight (λ − P s α) g l−1 . Note the fact that V (λ) is a finite dimensional module, and M P s /M P s−1 is also finite dimensional and generated by a maximal vector w, we must have
by Lemma 4.5.
Using the complete reducibility, we complete the proof of Theorem 4.7.
The following theorem was proved in [2, Theorem 25]. 4.8. Theorem Let v be a maximal vector of V (λ). Then {θ K v| K ∈ Π λ } forms a basis of the Z-form of V (λ).
Proof We use induction on l. When l = 1, one has for any non-negative integer m that {f 
} is a basis of M P 1 by the induction hypothesis. When s = 2, note the following facts:
ii) the number of {θ
. Therefore, we see that
forms a basis of M P 2 . In this way, the set of
forms a basis of M P t = V (λ). Note that elements in both the above set and the set of {θ K v| K ∈ Π λ } are same, this proves our theorem. Denote by Π(λ) the set of weights of the Weyl module V (λ). Let
Proof Let us use the same notations as in the proof of Theorem 4.7, and let λ − µ = a 1 α 1 + a 2 α 2 + · · · + a l α l with all a i ≥ 0, i = 1, 2, · · · , l. Then the basis elements of weight µ in V (λ) are M = {θ K v| K = (k 
