We propose a fast data-driven procedure for decomposing seasonal time series using the Berlin Method, the software used by the German Federal Statistical Office in this context. Formula of the asymptotic optimal bandwidth h A is obtained. Methods for estimating the unknowns in h A are proposed. The algorithm is developed by adapting the well known iterative plug-in idea to time series decomposition.
Fourier series. Denote by m = g + S the mean function. A general version of BV4 is defined as follows. For more details see Feng (1999) , and Heiler and Feng (2000) . Let λ 1 = 2π/s be the seasonal frequency and λ j = jλ 1 , for j = 2, ..., q, where q = [s/2] with [·] denoting the integer part. Let K(u) be a second order kernel function with compact support [−1, 1] . Let h denote the (half) bandwidth. The locally weighted regression estimators of g, S and m at x t are obtained by solving the least square problem
The solutions of (2) areĝ(x t ) =β 10 ,Ŝ(x t ) = q j=1β 2j andm(x t ) =ĝ(x t ) +Ŝ(x t ), where the coefficients and their estimators are defined locally and hence depend on x t . cos λ 1 (n − t) sin λ 1 (n − t) · · · cos λ q (n − t) [sin λ q (n − t)]
Let
Then X = (X 1 . . .X 2 ) is the n × (p + s)-design matrix. Entries in (2) and X 2 marked by [ ] only apply to odd s, for even s they have to be omitted due to λ q = π. Let y = (y 1 , ... , y n ) be the observation vector and K denote a diagonal matrix with
Furthermore, denote the j-th (p + 1) × 1 unit vector by e j and let Φ s be an (s − 1) × 1 vector having 1 in its odd entries and 0 elsewhere. Then we havê m(x t ) = (e 1 , Φ s )(X KX) −1 X Ky =: w y,
g(x t ) = (e 1 , 0 )(X KX) −1 X Ky =: w 1 y,
andŜ (x t ) = (0 , Φ s )(X KX) −1 X Ky =: w 2 y,
3 where 0 is a vector of zeros of appropriate dimension.
The vectors w = (w 1 , ..., w n ) , w 1 = (w 11 , ..., w 1n ) and w 2 = (w 21 , ..., w 2n ) are called weighting systems ofm,ĝ andŜ respectively. We have w = w 1 + w 2 , w i = w 1i = 1 and w 2i = 0. The local regression approach makesm,ĝ andŜ exactly unbiased, if g is a polynomial of order no larger than p and S is exactly periodic with period s.
Asymptotic properties
From here on it is assumed that p is odd so thatĝ has automatic boundary correction.
For the development of a plug-in bandwidth selector we need to discuss the asymptotic behaviour ofĝ,Ŝ andm. Put k = p + 1 and assume that A1. h → 0 and nh → ∞ as n → ∞.
A2
. g is at least k times continuously differentiable.
A3. S is exactly periodic with period s.
A1 and A2 are the same as in nonparametric regression without seasonality. A3 is only made to avoid the estimation of the bias inŜ. But model (1) works well in the case of slowly changing seasonality and a fixed selected bandwidth. Under A1 it can be showed thatĝ is asymptotically equivalent to some kernel estimator. Hence the same asymptotic results in local polynomial fitting hold forĝ under model (1). The equivalent kernel for estimating g will be denoted by K p (u), which is of order k.
To deal withŜ, we will introduce a kernel estimator of S. Let
A kernel estimator of S is defined by
Note that {w 2i } are asymptotically periodic with the same period s. Suppose that corresponding boundary correction is done forŠ, then it can be shown that, under A1,Ŝ anď S are asymptotically equivalent, too (see Feng, 1999) .
As an error criterion for bandwidth selection the mean averaged squared error (MASE)
Let B denote the bias of an estimator. We have Lemma 1 Assume that A1 to A3 hold, then:
1. The asymptotic bias ofm is
2. The asymptotic variance ofm is
3. The MASE ofm is
A sketched proof of Lemma 1 is given in the appendix, where it is shown in particular that:
1.ĝ andŜ are asymptotically uncorrelated and 2. the bias inŜ is negligible compared to that inĝ. The asymptotically optimal bandwidth, which minimizes the dominant part of the MASE is given by
where it is assumed that I = {g (k) (x)} 2 dx > 0. The change in h A due to S is just an additional term (s − 1) * R(K) in the kernel depending constant of the variance ofm. For s = 1 the above formulae reduce to known results in nonparametric regression (see e.g. Wand, 1994, and Fan and Gijbels, 1996) .
3 Estimating the unknown parameters
Estimation of the variance
In order to develop a plug-in bandwidth selector based on (12), the unknowns σ 2 and I have to be estimated. It is well known that the variance in nonparametric regression can be estimated by difference-based methods (see e.g. Rice, 1984 , Gasser et al., 1986 and Hall et al., 1990 . This idea can be extended to seasonal-difference-based variance estimators under model (1) (see e.g Heiler and Feng, 2000) . Here a sequence D ms = {d j | j = 0, 1, ... , m} is called a seasonal difference sequence, if
and
where
A seasonal-difference-based variance estimator is then defined bŷ
Following Hall et al. (1990) it can be shown that under A2 and A3σ 2 D is root n consistent. In this paper the following seasonal difference sequence
defined for s ≥ 3 will be used to estimate σ 2 , where m = s + 2.
Estimation of I
Similar to local polynomial fitting the k-th derivative of g can be estimated with a local polynomial of order p I and a bandwidth h I with p I > k and p I − k odd. And we set l = p I + 1. A simple choice is p I = k + 1 with l = k + 2. Let now (2) be defined with p being replaced by p I . Let K, y and e j are the same as defined in Section 2. Let X be defined similarly as before. Thenĝ
, which is given bŷ
where 0 is the same as in (4) and w k = (w k 1 , ..., w k n ) is the weighting system ofĝ (k) . Then
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In the following some results onÎ, which are important for the development of a plugin bandwidth selector, will be given without proof, since we are only interested in the magnitude orders and these orders are the same for models with or without seasonality.
Assume now that A1 . h → 0 and nh 2k+1 → ∞ as n → ∞.
A2
. g is at least l times continuously differentiable.
Under Assumptions A1 , A2 and A3 we have
A1 implies that h I is of a larger order than h A , i.e. k) and henceÎ are at least consistent. See Ruppert et al. (1995) for related results in nonparametric regression without seasonality. The following remarks show how h I should be chosen.
Under this choice the second term on the right hand side of (18) and the standard deviation ofÎ achieve the fastest root n convergence rate at the same time. An h I of a larger order will increase the bias without improving the variance (in terms of the magnitude order).
Remark 2. The optimal bandwidth for estimating
This order is smaller than that in Remark 1, but larger than that in Remark 3. The
Remark 3. Observe that the MSE (mean squared error) ofÎ is dominated by the squared bias part. By balancing the orders of the two terms on the right hand side of (18) we
, which may be considered to be the (asymptotically) optimal choice of h I . This order is smaller than both orders mentioned above.
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4 The main proposal
The basic algorithm
From here on only p = 1 and 3 with k = 2 and 4 will be considered. Following the iterative plug-in idea of Gasser et al. (1991) ,Î j , the estimate of I in the j-th iteration, is calculated with a bandwidth h I,j , which is obtained from h j−1 , the bandwidth for estimating m in the (j-1)-th iteration, by means of an inflation method. Here an inflation method is a
. That is h I,j will be of a larger order than h A , if h j−1 is at least of order O(h A ). Now A1 is satisfied so thatÎ andĥ will be both consistent in the j-th iteration. Two inflation methods will be considered.
The original idea, called a multiplied inflation method (MIM) (Gasser et al., 1991) is to set h I,j = f (h j−1 ) = ch j−1 n α with some α > 0, called the inflation factor. This idea is discussed in detail by Herrmann and Gasser (1994) . There are some unknowns in the function f such as c, α and a starting bandwidth h 0 , which have to be fixed beforehand.
The rate of convergence ofĥ does not depend on c and h 0 . In this paper we will simply choose c = 1. The choice of h 0 will be discussed in Section 4.3. Let l = k + 2. Following
Remarks 1 through 3, we have three reasonable choices of α for the MIM respectively:
1. α 1 = 1/(4k + 2) so that the variance term ofÎ is minimized, 2. α 2 = 4/[(2k + 1)(2k + 5)] so thatĝ (k) is optimized and 3. α 3 = 2/[(2k + 1)(2k + 3)] so that the MSE ofÎ is minimized, when convergence is reached, where α 1 > α 2 > α 3 and α 3 is the asymptotically optimal choice of α.
It is well known that the required number of iterations (J 0 , say) by the MIM is very large, especially for k > 2. For example, if k = 4, it is J 0 = 5k + 1 = 21 for α 1 and J 0 = (k + 1)(2k + 1) = 45 for α 3 (see Herrmann and Gasser, 1994) . Beran and Feng (2002a) introduced another inflation method h I,j = f (h j−1 ) = ch β j−1 , called an exponential inflation method (EIM). This idea is studied by Beran and Feng (2002b) in detail. They show that, in order to inflate h A to a given order, the required number of iterations by the EIM is much smaller than by the MIM. In the following the EIM with c = 1 will hence 8 be used. Following Beran and Feng (2002b) , the choices of β corresponding to α 1 , α 2 and α 3 above are:
1. β 1 = 1/2, 2. β 2 = (2k + 1)/(2k + 5) and 3. β 3 = (2k + 1)/(2k + 3), where β 1 < β 2 < β 3 and β 3 is the asymptotically optimal choice of β.
In the following we will propose a basic iterative plug-in algorithm for selecting bandwidth in time series decomposition, which is defined for k = 2 and k = 4 separately. i) Start with a possible bandwidth h 0 .
ii) For j = 1, 2, ... set h I,j = h β j−1 with β = β 3 = 5/7 for k = 2 and β = β 2 = 9/13 for k = 4. Calculate
iii) Increase j by 1 and repeat
Step ii) until convergence is reached at some j 0 and set
For related plug-in bandwidth selectors in nonparametric regression without seasonality see Gasser et al. (1991) , Herrmann et al. (1992) , Herrmann and Gasser (1994) and Rupper et al. (1995) .
Theoretically, β 3 is the asymptotically optimal choice of β. Our experience show that, for k = 2, this choice works well in the practice. Hence we choose β 3 = 5/7 for k = 2.
However, β 3 = 9/11 for k = 4 is too close to one and for small samples the bandwidth could not be inflated correctly. For k = 4 it is hence proposed to use the slightly stronger inflation factor β 2 . Now, the variance ofĥ with k = 2 and k = 4 is almost of the same order andĥ is hence in both cases stable (see Theorem 1 in the next subsection). The most stable inflation factor β 1 = 1/2 by the EIM is too strong and does not work well for small samples. 
Asymptotic behaviour
The iterative plug-in algorithm is motivated by fixed point search. Here the procedure is started with a bandwidth h 0 and stopped, if a convergent output (a fixed point) is achieved. The inflation process behind an iterative plug-in algorithm is described by the following lemma according to the relationship between h 0 and h A .
Lemma 2 Under assumptions A2 and A3, an iterative plug-in algorithm processes as follows:
Step 1.
Step 2.
Step 3.
Case 2. Start with an h 0 such that
Step 1 .
Step 2 . The same as Step 3 in case 1.
The proof of Lemma 2 is given in the appendix. Related results may be found in Herrmann and Gasser (1994, p. 8) and Beran and Feng (2002b) . Note in particular that A1 does not apply to Lemma 2.
Case 1 in Lemma 2 shows that, by starting with a small bandwidth, h j−1 will be inflated in the j-th iteration, if h j−1 = o p (h A ). This will be repeatedly carried out until
is reached in the j -th iteration. And h j +1 in the next iteration will be a consistent bandwidth selector. Some further iterations are required to improve the finite sample property ofĥ.
Case 2 in Lemma 2 shows how such an algorithm works, if a starting bandwidth h 0 , which is at least of order O p (h A ), is used. On the one hand, if h 0 = o p (1), then h 1 is already consistent, since A1 is satisfied. In this case Step 1 will not appear. On the
, which is already of the correct order but not yet consistent. Now, h 2 will be consistent. Again, some further iterations are required to reduce the influence of h 0 .
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The following theorem hold for the algorithm proposed in Section 4.1.
Theorem 1 Under the assumptions of Lemma 2 we have i) For k = 2 with β 3 = 5/7
ii) For k = 4 with β 2 = 9/13
A sketched proof of Theorem 1 is given in the appendix.
Let h M denote the optimal bandwidth, which minimizes the MASE. Theorem 1 also holds, if h A on the right hand sides of (21) and (22) is replaced by h M . This is due to Beran et al., 2009) , which is of orders O(n −2/5 ) for k = 2 and O(n −2/9 ) for k = 4 and is hence negligible. Furthermore, the advantage of a plug-in bandwidth selector compared with a double-smoothing bandwidth selector is that it suns very fast. But the rate of convergence of a plug-in bandwidth selector is usually slower than a corresponding double-smoothing bandwidth selector ). This disadvantage is not so serious, because a slight change in the rate of convergence of a bandwidth selector will not affect the goodness-of-fit of the resulting nonparametric regression estimators.
Computational aspects
This subsection deals with such computational aspects as the decision of j 0 , the choice of h 0 and so on. A more practical procedure will be proposed at the end of this subsection.
The estimators in Section 2.1 are defined with a fixed bandwidth h. In this case the number of observations used at x t decreases when x t moves from the interior to the boundary. To solve this problem the k-NN idea will be used. For a given h we define a left bandwidth h l and a right one h r so that h l = h r = h in the interior, h l = x t at a left boundary point and h r = 1 − x t at a right boundary point. h r (rep. h l ) at a boundary point is determined by h l + h r = 2h. The estimates at a boundary point are calculated similarly but with h in (2) being replaced by max(h l , h r ).
In our software only bandwidths h ∈ [h min , h max ] with h min = s/n and h max = 0.5 − 1/n will be considered, which includes practically all reasonable possibilities of h. Furthermore, two bandwidths h and h will be considered to be the same, if |h − h | < 1/n, because a difference of such an order is for any bandwidth selector negligible. In the following the choice of h 0 will be considered. In most cases h 0 does not play any role. However, in some cases, when the finite sample MASE has more than one local minima or when the MASE changes very slowly around its minimum, thenĥ may depend on h 0 in some way. To explain this we will introduce some concepts. A bandwidth h f is called a fixed point (of the procedure proposed in Section 4.1), ifĥ = h f , when the procedure is started with h 0 = h f itself. A fixed point h f is called left stable, if for all When the finite sample MASE has only one minimum, then there exits a unique stable fixed point or a unique interval of fixed points. In the first case we will obtain the same selected bandwidthĥ by starting with any h 0 . In the second case we haveĥ = h l for all For choosing p, we propose to carry out the above procedure with p = 1 and p = 3 respectively. If the smoothing results with p = 1 and p = 3 are both satisfactory, we can choose either p = 1 or p = 3. However, it is more preferable to use p = 3, since now the selected bandwidth is in general slightly larger, which does not increase the bias ofĝ but will improveŜ. Sometime one p is more reasonable than the other, now the reasonable one should be chosen (see the examples given in the next section). An objective criterion for choosing p is not given here, because we do not have an estimate of the MASE at the end of the procedure.
Practical performance
The following data examples are chosen to show the practical performance of the proposal. Table 1 for all data examples. From Table 1 we see that the two selected bandwidths in most of the cases are unique. For the series Hsales with p = 3 we obtained an interval of fixed points [0.094, 0.105]. As mentioned before, we will consider such a result to be unique and nowĥ = (0.105 + 0.094)/2 = 0.10 will be used.
Two unusual cases should be mentioned: Firstly, the selected bandwidths for the series IFOR with p = 1 are not unique. Secondly, although the selected bandwidth for the series Strom with p = 3 is unique, which is however much smaller than that selected for the same series with p = 1. This means that the proposal does not work well for Strom series with p = 3. For the final smoothing we hence propose to use p = 1 for Strom series and by the series Strom. This is not surprising, because the trend in this time series can almost be modelled by a parametric model (see Schlittgen and Streitberg, 1994) . Although the trend in the time series CAPE is also regular, the selected bandwidthĥ = 0.089 is however the smallest one, since s = 4 for this time series but for the other s = 12. Table 1 also shows that j 0 changes from case to case.
Furthermore, it is easy to calculate that the above bandwidths for the four examples correspond to 27 seasons, and 97, 57, 59 months, respectively. The selected bandwidths in the first two cases are much larger than the bandwidths used in the current version of BV4 (BV4.1). See Speth (2004 Speth ( , 2006 . This shows that the performance of BV4.1 may be improved clearly, if it can be combined with the proposed bandwidth selection algorithm.
Finally, we want to show some detailed properties of the iterative plug-in algorithm so that the reader can understand the proposal well. Following Lemma 2 we haveĥ l ≤ h A ≤ĥ r in probability. From Table 1 we see that this is true for all examples. Lemma 2 also ensures that, in probability, h j is nondecreasing in j by starting with h 16 that for CAPE with p = 3, h 1 with h 2 0 in the second case is however slightly larger than that in the first case. But, after a few iterations both of them achieve their corresponding fixed points.
Final remarks
This paper proposes an iterative plug-in algorithm for decomposing seasonal time series using the Berlin Method. Computational aspects of the proposal are discussed in detail.
A few nice properties of the iterative-plug rule were found. Data examples show that the proposal works very well in the practice. The facts that the selected bandwidths vary from one series to another very strongly and that all of the selected bandwidths are clearly larger than the default bandwidth used in BV4 indicate that the introduction of a suitable bandwidth selector into the current BV4 is necessary. This will help to improve the quality of this software clearly. This study is the first detailed study on bandwidth 
Appendix: Proofs of the results
A sketched proof of Lemma 1: The proof of this lemma based on some desirable standardizing and orthogonal finite sample properties ofĝ andŜ. These properties are quantified by the following properties of w 1 and w 2 . a.
(A.1)
Note that w 1 = (e 1 , 0 )(X KX) −1 X K and w 2 = (0 , Φ s )(X KX) −1 X K. Hence we have 1. Under A2 and A3 we have, in the neighbourhood of x t ,
where 0 < θ < 1 and
This leads to S(x t ) = q j=1 β 2j . Following a , we have
where the last equation is due to the fact
Equation (A.8) holds, since the weights w 2i are asymptotically periodic (see (7)). This shows that B(Ŝ) is only due to the k-th order term in the Taylor expansion of g. And the contribution of this term to B(Ŝ) is negligible compared with B(ĝ). We obtain
Observe that B(ĝ) is the same as for a local polynomial fitting of order p, we obtain (9).
2. Detailed proof of (10) may be found in Feng (1999) , where is it shown in particular that the two weighting systems w 1 and w 2 are asymptotically orthogonal in the sense that
). This follows from (A.8), since K p (u) is a polynomial kernel.
3. Formula (11) follows from (9) and (10). Lemma 1 is proved. 3
In the following, it will be explained, why Lemma 2 and Theorem 1 should hold.
Detailed proofs are omitted, since these results are similar to those in nonparametric regression without seasonality.
A sketched proof of Lemma 2: Case 1. Note that the two terms on the right hand side of (18) are due to the contribution of B(ĝ (k) ) and var(ĝ (k) ) (see e.g. the proof of Proposition 1 in Beran and Feng, 2002a ) and hencê
). Inserting this in the formula for h j we obtain h j = O p (h Ij ), i.e. in this case h j−1 is inflated to a bandwidth of order O p (h Ij ).
Step 1 is proved. Results in
Steps 2 and 3 are clear.
Case 2. Note that Step 1 will not appear, if h 0 is of a larger order than h A such that h 0 → 0, since now A1 is satisfied in the first iteration. In this case h 1 is already consistent and only Step 2 will appear.
Step 1 occurs, only if 0 < h 0 < 0.5 is taken to be a constant. Now B(Î 1 ) is a constant and henceÎ 1 = O p (1) = O p (I). Now we obtain
, which is of the correct order but not yet consistent. The process will then be changed into Step 2 in the second iteration. Lemma 2 is proved. 3
Remark A1. Theoretically, if the procedure is started with an h 0 such that h A = o(h 0 ) and h 0 → 0 as n → ∞, then h 1 will already be consistent. Hence such a starting bandwidth is asymptotically more preferable. Now the asymptotic behaviour of an iterative plug-in bandwidth selector is easy to understand. If the sample size is small and the data have a special structure, a too large starting bandwidth, e.g. h 2 0 = h max may perhaps lead toÎ 1 . = 0. Now h j could not be deflated to the optimal bandwidth. In the application we did not yet find such a phenomenon. If this occurs, it is no problem for our proposal, because it will be discovered by starting with the other bandwidth h 1 0 .
A sketched proof of Theorem 1: The proof of Theorem 1 can be carried out based on a formula given in the appendix in Beran and Feng (2002a) . See also Beran and Feng (2002b) . They showed that, when convergence is reached, the rate of convergence of an iterative plug-in bandwidth selector is quantified by: ), where h I denotes the bandwidth for estimating I used at the end of the procedure, which is of order O p (n −1/7 ) for k = 2 and O p (n −1/13 ) for k = 4. In both cases, i.e. k = 2 with β 3 and k = 4 with β 2 , the order of the second term on the right hand side of (18) 
