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Abstract. An algorithm is proposed for computing equilibrium averages of
Markov chains which suffer from metastability – the tendency to remain in
one or more subsets of state space for long time intervals. The algorithm,
called the parallel replica method (or ParRep), uses many parallel processors
to explore these subsets more efficiently. Numerical simulations on a simple
model demonstrate consistency of the method. A proof of consistency is given
in an idealized setting. The parallel replica method can be considered a gen-
eralization of A.F. Voter’s parallel replica dynamics, originally developed to
efficiently simulate metastable Langevin stochastic dynamics.
1. Introduction
This article concerns the problem of computing equilibrium averages of time ho-
mogeneous, ergodic Markov chains in the presence of metastability. A Markov chain
is said to be metastable if it has typically very long sojourn times in certain subsets
of state space, called metastable sets. A new method, called the parallel replica
method (or ParRep), is proposed for efficiently simulating equilibrium averages in
this setting.
Markov chains are widely used to model physical systems. In computational
statistical physics – the main setting for this article – Markov chains are used
to understand macroscopic properties of matter, starting from a mesoscopic or
microscopic description. Equilibrium averages then correspond to bulk properties
of the physical system under consideration, like average density or internal energy.
A popular class of such models are the Markov State Models [4, 9, 11]. Markov
chains also arise as time discretizations of continuous time models like the Langevin
dynamics [8], a popular stochastic model for molecular dynamics. For examples of
Markov chain models not obtained from an underlying continuous time dynamics,
see for example [3, 12]. It should be emphasized that the discrete in time setting is
generic – even if the underlying model is continuous in time, what must be simulated
in practice is a time-discretized version.
In computational statistical physics, metastability arises from entropic barriers,
which are bottlenecks in state space, as well as energetic barriers, which are regions
separating metastable states through which crossings are unlikely (due to, for ex-
ample, high energy saddle points in a potential energy landscape separating the
states). See Figures 1–2 for simple examples of entropic and energetic barriers.
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Figure 1. A random walk Xn on state space
{−1,−2, . . . ,−100}2 ∪ {1, 2, . . . , 200}2 with an entropic bar-
rier. At each step, a direction up, down, left or right is selected at
random, each with probability 1/4. Then Xn moves one unit in
this direction, provided this does not result in crossing a barrier,
i.e., one of the edges of the two boxes pictured. The walk can
cross from the left box to the right box only through the narrow
pathways indicated. The metastable sets are S = {S1, S2}.
The method proposed here is closely related to a recently proposed algorithm [1],
also called ParRep, for efficient simulation of metastable Markov chains on a coars-
ened state space. That algorithm can be considered an adaptation of A.F. Voter’s
parallel replica dynamics [14] to a discrete time setting. (For a mathematical anal-
ysis of A.F. Voter’s original algorithm, see [7].) ParRep was shown to be consistent
with an analysis based on quasistationary distributions (QSDs), or local equilibria
associated with each metastable set. ParRep uses parallel processing to explore
phase space more efficiently in real time. A cost of the parallelization is that only
a coarse version of the Markov chain dynamics, defined on the original state space
modulo the collection of metastable sets, is obtained. In this article it is shown
that a simple modification of the ParRep algorithm of [1] nonetheless allows for
computation of equilibrium averages of the original, uncoarsened Markov chain.
The ParRep algorithm proposed here is very general. It can be applied to any
Markov chain, and gains in efficiency can be expected when the chain is metastable
and the metastable sets can be properly identified (either a priori or on the fly).
In particular, it can be applied to metastable Markov chains with both energetic
and entropic barriers, and no assumptions about barrier heights, temperature or
reversibility are required. While there exist many methods for sampling from a
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Figure 2. A random walk Xn on state space {1, 2, . . . , 60} with
energy barriers. The random walk moves one unit left or right
according to a biased coin flip: If Xn = x and the slope of the
pictured graph at x is m, then with probability 1/2 +m, Xn+1 =
max{x − 1, 1}, and with probability 1/2 − m, Xn+1 = min{x +
1, 60}. The metastable sets are S = {S1, S2, S3}.
distribution, most methods, particularly in Markov chain Monte Carlo [10], rely
on a priori knowledge of relative probabilities of the distribution. In contrast with
these methods, ParRep does not require any information about the equilibrium
distribution of the Markov chain.
The article is organized as follows. Section 2 defines the QSD and notation used
throughout. Section 3 introduces the ParRep algorithm for computing equilibrium
averages (Algorithm 2). In Section 4, consistency of the algorithm is demonstrated
on the simple models pictured in Figures 1 and 2. A proof of consistency in an
idealized setting is given in the Appendix. Some concluding remarks are made in
Section 5.
2. Notation and the quasistationary distribution
Throughout, (Xn)n≥0 is a time homogeneous Markov chain on a standard Borel
state space, and Pξ is the associated measure when X0 ∼ ξ, where ∼ denotes
equality in law. All sets and functions are assumed measurable without explicit
mention. The collection of metastable sets will be written S, with elements of S
denoted by S. Formally, S is simply a set of disjoint subsets of state space.
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Definition 1. A probability measure ν with support in S is called a quasistationary
distribution (QSD) if for all n ≥ 0 and all A ⊂ S,
ν(A) = Pν (Xn ∈ A |X1 ∈ S, . . . ,Xn ∈ S) .
That is, if Xn ∼ ν, then conditionally on Xn+1 ∈ S, Xn+1 ∼ ν. It is not hard
to check that, if for every probability measure ξ supported in S and every A ⊂ S,
ν(A) = lim
n→∞Pξ (Xn ∈ A |X1 ∈ S, . . . ,Xn ∈ S) , (2.1)
then ν is the unique QSD in S. Informally, if (2.1) holds, then (Xn)n≥0 is close
to ν whenever it spends a sufficiently long time in S without leaving. Of course ν
depends on S, but this will not be indicated explicitly.
3. The ParRep algorithm
Let (Xn)n≥0 be ergodic with equilibrium measure µ, and fix a bounded real-
valued function f defined on state space. The output of ParRep is an estimate of
the average of f with respect to µ. The algorithm requires existence of a unique
QSD in each metastable set, so it is assumed for each S ∈ S there is a unique
ν satisfying (2.1). This assumption holds under very general mixing conditions;
see [1].
The user-chosen parameters of the algorithm are the number of replicas, N ;
the decorrelation and dephasing times, Tcorr and Tphase; and a polling time, Tpoll.
The parameters Tcorr and Tphase are closely related to the time needed to reach
the QSD; both may depend on S ∈ S. To emphasize this, sometimes Tcorr(S) or
Tphase(S) are written. The parameter Tpoll is a polling time at which the parallel
replicas resynchronize. See below for further discussion.
Algorithm 2. Set the simulation clock to zero: Tsim = 0, and set fsim = 0. Then
iterate the following:
• Decorrelation Step.
Evolve (Xn)n≥0 from time n = Tsim until time n = σ, where σ is the
smallest number n ≥ Tsim + Tcorr − 1 such that there exists S ∈ S with
Xn ∈ S, Xn−1 ∈ S, . . . ,Xn−Tcorr+1 ∈ S. Meanwhile, update
fsim = fsim +
σ∑
n=Tsim+1
f(Xn).
Then set Tsim = σ and proceed to the Dephasing Step, with S now the
metastable state having Xσ ∈ S.
• Dephasing Step.
Generate N independent samples, x1, . . . , xN , of the QSD ν in S. Then
proceed to the Parallel Step.
• Parallel Step.
(i) Set M = 1 and τacc = 0. Let (X
1
n)n≥0, . . . , (X
N
n )n≥0 be replicas of
(Xn)n≥0, that is, Markov chains with the same law as (Xn)n≥0 which are
independent of (Xn)n≥0 and one another. Set X10 = x1,..., X
N
0 = xN .
(ii) Evolve all the replicas from time n = (M − 1)Tpoll to time n = MTpoll.
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(iii) If none of the replicas leave S during this time, update
fsim = fsim +
N∑
i=1
MTpoll∑
j=(M−1)Tpoll+1
f(Xij), (3.1)
τacc = τacc +NTpoll,
M = M + 1,
and return to (ii) above. Otherwise, let K be the smallest number such that
(XKn )n≥0 leaves S during this time, let τ
K ∈ [(M − 1)Tpoll + 1,MTpoll] be
the corresponding first exit time, and update
fsim = fsim +
K−1∑
i=1
MTpoll∑
j=(M−1)Tpoll+1
f(Xij) +
τK∑
j=(M−1)Tpoll+1
f(XKj ), (3.2)
τacc = τacc + (K − 1)Tpoll + (τK − (M − 1)Tpoll).
Then update Tsim = Tsim + τacc, set XTsim = Xacc := X
K
τK , and return to
the Decorrelation Step.
See Figure 3 for an illustration of the Parallel Step. The key quantity in the
algorithm is the running average fsim/Tsim, which is an estimate of the average of
f with respect to the equilibrium measure µ:
fsim
Tsim
≈
∫
f dµ.
Some remarks on Algorithm 2 are in order.
• The Decorrelation Step. The purpose of the Decorrelation Step is to
reach the QSD in some metastable set. Indeed, the Decorrelation Step
terminates exactly when (Xn)n≥0 has spent Tcorr consecutive time steps
in some metastable set S – so the position of (Xn)n≥0 at the end of the
Decorrelation Step can be considered an approximate sample from ν, the
QSD in S. The error in this approximation is controlled by the parameter
Tcorr. Larger values of Tcorr lead to increased accuracy but lessened effi-
ciency; see the numerical tests in Section 4 below, in particular Figures 4
and 6. During the Decorrelation Step, the dynamics of (Xn)n≥0 is exact,
so the contribution to fsim from the Decorrelation Step is exact.
• The Dephasing Step. The Dephasing Step requires sampling N iid copies
of the QSD in S, where S is the metastable set from the end of the Decor-
relation Step. The practitioner has flexibility in sampling these points.
Essentially, one has to sample N endpoints of trajectories of (Xn)n≥0 that
have remained in S for a long enough time, with this time being controlled
by the parameter Tphase. For example, the Dephasing Step can be done
with rejection sampling, keeping trajectories which have remained in S for
time Tphase. Alternatively, the QSD samples may be obtained via tech-
niques related to the Fleming-Viot process; for details see [1] and [2]. This
technique can be summarized as follows: N replicas of (Xn)n≥0, all start-
ing in S, are independently evolved until one or several leave S; then each
replica which left S is restarted from the current position of another replica
still inside S, chosen uniformly at random. After time Tphase this procedure
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Figure 3. Visualization of the Parallel Step of Algorithm 2. The
crosses represent exits from S. After M loops internal to the Paral-
lel Step, two of the replicas leave S, with (XKn )n≥0, the one among
these having the smallest index K, leaving at time τK . The tra-
jectories of all the replicas can be concatenated into a single long
trajectory of length τacc. This single long trajectory is obtained by
running through the columns of width Tpoll from top to bottom,
starting at the far left, in the order 1, 2, . . . , N + 1, N + 2, . . . indi-
cated. The time marginals of this long trajectory (except its right
endpoint) are all distributed according to the QSD in S.
stops and the current positions of the replicas are used as the N required
samples of ν.
Under mild mixing conditions, convergence to the QSD is very fast.
More precisely, the limit in the right hand side of (2.1) converges to ν
geometrically fast in total variation norm [1]. An analysis of the error
associated with not exactly reaching the QSD will be the focus of another
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work. For an analysis of the error associated with not reaching the QSD
in the original continuous-in-time version of the algorithm, see [13]. In the
metastable setting considered here, the average time to (approximately)
reach the QSD in S is assumed much smaller than the average time, starting
at the QSD, to leave S. Indeed, this assumption can be considered the very
definition of metastability. Gains in efficiency in ParRep are limited by the
degree of metastability; see [2] and the discussion in Section 4 below.
It is emphasized that fsim and Tsim are left unchanged during the De-
phasing Step. Contributions to fsim and Tsim come only from the Decor-
relation and Parallel Steps.
• The Parallel Step. The purpose of the Parallel Step is twofold. First,
it simulates an exit event from S, the metastable set from the end of the
Decorrelation Step, starting from the QSD in S. This is consistent with
the exit event that would have been observed if, in the Decorrelation Step,
(Xn)n≥0 had been allowed to continue evolving until leaving S:
Theorem 3. (Proposition 4.5 of [1].) Suppose the QSD sampling in the De-
phasing Step of Algorithm 2 is exact. Then in the Parallel Step, (τacc, Xacc) ∼
(τ,Xτ ), where X0 ∼ ν, with ν the QSD in S and τ := min{n ≥ 0 : Xn /∈
S}.
The gain in efficiency in ParRep, compared to direct serial simulation,
comes from the use of parallel processing in the Parallel Step. The wall-
clock time speedup – the ratio of average serial simulation time to the
ParRep simulation time of the exit event – scales like N , though the gain
in efficiency in ParRep as a whole depends also on Tcorr, Tphase and the
degree of metastability of the sets in S.
Second, the Parallel Step includes a contribution to fsim. As the fine
scale dynamics of (Xn)n≥0 in S are not retained in the Parallel step, this
contribution is not exact. It is, however, consistent on average, which is
sufficient for the computation of equilibrium averages. This can be under-
stood as follows. Concatenate all the trajectories of all the replicas into a
single long trajectory by following the procedure indicated in Figure 3. The
resulting trajectory has a probability law that is of course different from
that of (Xn)n≥0 starting from the QSD ν in S. However, in light of Defi-
nition 1, the time marginals of this trajectory (except the right endpoint)
are all distributed according to ν. Moreover, from Theorem 3, the total
length of this concatenated trajectory has the same law as that of (Xn)n≥0
started from the QSD in S and stopped at the first exit time from S. So
by linearity of expectation, the contribution to fsim from the Parallel Step
is consistent on average. See the Appendix for proofs of these statements
in an idealized setting.
• Other remarks. The parameter Tpoll is a polling time at which the pos-
sibly asynchronous parallel processors in the Parallel Step resynchronize.
For the Parallel Step to be finished correctly, one has to wait until the
first K processors have completed MTpoll time steps. If the processors are
nearly synchronous or communication between them is cheap, one can take
Tpoll = 1.
8 DAVID ARISTOFF
The metastable sets S need not be known a priori. In many applications,
they can be identified on the fly; for example, when the metastable sets are
the basins of attraction of a potential energy, they can be found efficiently
on the fly by gradient descent. The reader is referred to [2] as well as [1] and
references therein for examples of successful applications of related versions
of ParRep in this setting.
4. Numerical tests
4.1. Example 1: Entropic barrier. Consider the Markov chain from Figure 1
on state space {−1,−2, . . . ,−100}2 ∪ {1, 2, . . . , 200}2. The Markov chain evolves
according to a random walk: at each time step it moves one unit up, down, left
or right each with probability 1/4, provided the result is inside state space; if not,
the move is rejected and the position stays the same. There is one exception: If
the current position is (−1, 1) or (−1, 100) and a move to the right is proposed,
then the next position is (1, 1) or (1, 100), respectively; and if the current position
is (1, 1) or (1, 100) and a move to the left is proposed, then the next position is
(−1, 1) or (−1, 100), respectively. This Markov chain is ergodic with respect to the
uniform distribution µunif on state space.
ParRep was performed on this system with S1 := {−1,−2, . . . ,−100}2, S2 :=
{1, 2, . . . , 200}2, and S = {S1, S2}. Parameters were always chosen so that Tcorr =
Tphase and Tcorr(S2) = 4Tcorr(S1), and QSD samples from the Dephasing Step were
obtained using the Fleming-Viot-based technique described above.
With N = 100 replicas and various values of Tcorr(S1), ParRep was used to
obtain average x- and y-coordinates with respect to µunif as well as the µunif -
probability to be in the upper half of the right hand side box, denoted by:
〈x〉 :=
∫
x dµunif , 〈y〉 :=
∫
y dµunif ,
〈f〉 :=
∫
1y∈[101,200] dµunif .
Here 1A denotes the indicator function of A. See Figure 4. Also computed was
the average time speedup: namely, Tsim divided by the “wall clock time,” defined
as follows. Like Tsim, the wall clock time stars at zero. It increases by 1 during
each time step of (Xn)n≥0 in the Decorrelation Step (consistent with Tsim), while
it increases by MTpoll in the Parallel Step (unlike Tsim, which increases by τacc).
The wall clock time also increases by Tphase during the dephasing step (where Tsim
does not increase at all). Informally, the wall clock time corresponds to true clock
time in an idealized setting where all the processors always compute one time step
of (Xn)n≥0 in exactly 1 unit of time, and communication between processors takes
zero time. As Tcorr increases, the time speedup decreases, but accuracy increases.
Figure 5 shows the dependence of time speedup on the number of replicas, N ,
when Tcorr(S1) = 6000. To illuminate the dependence of time speedup on N ,
Figure 5 also includes the average (total) number of decorrelation steps, parallel
steps, and parallel loops (i.e., loops internal to the parallel step – in the notation
of Algorithm 2, there are M loops internal to the parallel step). As N increases,
the number of parallel loops decreases sharply, while the number of parallel steps
and decorrelation steps remain nearly constant. Thus, with increasing N the wall
clock time spent in the parallel step falls quickly. The time speedup, however, is
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Figure 4. Equilibrium average values and (average) time speedup
vs. Tcorr(S1) in ParRep simulations of the Markov chain from
Example 1, with N = 100. The straight lines correspond to exact
values. ParRep simulations were stopped when Tsim first exceeded
5× 109, and error bars are standard deviations obtained from 100
independent trials.
limited by the wall clock time spent in the decorrelation step, and so it levels off
with increasing N . The value of N at which this leveling off occurs depends on the
degree of metastability in the problem, or slightly more precisely, the ratios, over
all S ∈ S, of the time scale for leaving S to the time scale for reaching the QSD
in S. In the limit as this ratio approaches infinity, the time speedup grows like N .
See [2] for a discussion of this issue in a continuous time version of ParRep.
4.2. Example 2: Energetic barrier. Consider the Markov chain from Figure 2
on state space {1, . . . , 60}. The Markov chain evolves according to a biased random
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Figure 5. Average time speedup factor, number of decorrelation
steps, number of parallel steps, and number of parallel loops in
ParRep simulations of the Markov chain from Example 1, with
Tcorr(S1) = 6000. ParRep simulations were stopped when Tsim
first exceeded 108, and error bars are standard deviations obtained
from 100 independent trials.
walk: If Xn = x, then with probability px, Xn+1 = max{1, x − 1}, while with
probability 1− px, Xn+1 = min{60, x+ 1}. Here,
px :=

0.6, x ∈ {1, . . . , 15}
0.4, x ∈ {16, . . . , 30}
0.65, x ∈ {31, . . . , 45}
0.35, x ∈ {46, . . . , 60}.
The equilibrium distribution µbias of this Markov chain can be explicitly computed.
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Figure 6. Equilibrium average values and (average) time speedup
vs. Tcorr(S3) in ParRep simulations of the Markov chain from Ex-
ample 2, with N = 100. The straight lines correspond to exact
values. ParRep simulations were stopped when Tsim first exceeded
109, and error bars are standard deviations obtained from 100 in-
dependent trials. For the smallest value of Tcorr(S3), the Markov
chain is typically close to the edges of S1, S2 or S3, which results
in shorter parallel steps and thus a smaller time speedup.
ParRep simulations were performed on this system with S1 := {1, . . . , 15}, S2 :=
{16, . . . , 45}, S3 = {46, . . . , 60} and S = {S1, S2, S3}. Parameters were always
chosen so that Tcorr = Tphase and Tcorr(S1) = Tcorr(S2) =
3
2Tcorr(S3), and QSD
samples from the Dephasing Step were again obtained using the Fleming-Viot-based
technique.
With N = 100 replicas and various values of Tcorr(S3), ParRep was used to
obtain the average x-coordinate with respect to µbias as well as the µbias-probability
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Figure 7. Average time speedup factor, number of decorrelation
steps, number of parallel steps, and number of parallel loops in
ParRep simulations of the Markov chain from Example 2, when
Tcorr(S3) = 60. ParRep simulations were stopped when Tsim first
exceeded 108, and error bars are standard deviations obtained from
100 independent trials.
to be in the right half of the interval, denoted by:
〈x〉 :=
∫
x dµbias,
〈f〉 :=
∫
1x∈[31,60] dµbias.
Also computed was the time speedup, defined exactly as above. Simulations were
stopped when Tsim first exceeded 10
9. See Figure 6. Again, accuracy increases
with Tcorr, but the time speedup decreases with Tcorr.
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Figure 7 shows the dependence of time speedup on the number of replicas, N ,
when Tcorr(S3) = 60. Also plotted are the average number of decorrelation steps,
parallel steps, and parallel loops. The results are similar to Example 1, though the
degree of metastability and time speedup are much larger.
5. Conclusion
A new algorithm, ParRep, for computing equilibrium averages of Markov chains
is presented. The algorithm requires no knowledge about the equilibrium distribu-
tion of the Markov chain. Gains in efficiency are obtained by asynchronous parallel
processing. For these gains to be achievable in practice, the Markov chain must pos-
sess some metastable sets. These sets need not be known a priori, but they should
be identifiable on the fly; for example, in many applications in computational chem-
istry, the metastable sets can be basins of attraction of a potential energy, identified
on the fly by gradient descent. When metastable sets are present, the gains in ef-
ficiency are limited by the degree of metastability. See [2] for a discussion and an
application of a related version of ParRep in this setting.
Applications in computational chemistry seem numerous. Nearly all popular sto-
chastic models of molecular dynamics are Markovian. Even when these models are
continuous in time, to actually simulate the models a time discretization is required
and the result is a Markov chain. Generically, these models have many metastable
sets associated with different geometric arrangements of atoms at distinct local
minima of the potential energy or free energy. Many times the equilibrium distri-
butions of these models are unknown – for example if external forces are present
– yet it is still of great interest to sample equilibrium. Because of metastability
it is often impractical or impossible to sample equilibrium with direct simulation.
ParRep may put such computations within reach.
Appendix
In this Appendix, consistency of ParRep is proved in an idealized setting.
5.1. Idealized setting, assumptions, and main result. Recall (Xn)n≥0 is a
Markov chain on a standard Borel state space (Ω,F). The collect S ⊂ F of disjoint
sets is assumed finite, with a unique QSD ν associated to each metastable set S. All
probabilities, which may be associated to different spaces and random processes or
variables, will be denoted by P; the meaning will be clear from context. Probabilities
associated with the initial distribution ξ are denoted by Pξ. (If ξ = δx then Px is
written instead.) The corresponding expectations are written E, Eξ, or Ex. The
norm || · || will always be total variation norm.
In all the analysis below, an idealized setting is assumed. It is defined by two
conditions: the QSD is sampled exactly in the Dephasing Step (Idealization 4), and
the QSD is reached exactly by time Tcorr (Idealization 5). These are idealizing
assumptions in the sense that, in practice, the QSD is never exactly reached.
Idealization 4. In the Dephasing Step, the points x1, . . . , xN are drawn indepen-
dently and exactly from the QSD ν in S.
Idealization 5. For each S ∈ S there is a time Tcorr > 0 such that, after spending
Tcorr consecutive time steps in S, the Markov chain (Xn)n≥0 is exactly distributed
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according to ν. That is, for every S ∈ S and every A ∈ F with A ⊂ S,
P(XTcorr ∈ A |X1 ∈ S, . . . ,XTcorr ∈ S) = ν(A).
In practice, the word exactly must be replaced with approximately. The error
associated with not exactly reaching the QSD will not be studied here. See how-
ever [13] for an analysis of this error in the continuous in time setting. Here, the
idealized setting seems necessary to connect the ParRep dynamics with those of the
original Markov chain. The idealizations allow these two dynamics to be synchro-
nized after reaching the QSD, which is crucial in the analysis below. In particular,
the analysis here cannot be modified in a simple way to allow for inexact conver-
gence to the QSD.
By Idealization 5, at the end of each Decorrelation Step (Xn)n≥0 is distributed
exactly according to the QSD. By Idealization 4, the Parallel Step is exact:
Theorem 6. (Restated from [1].) Let Idealization 4 hold. Then in the Parallel
Step of Algorithm 2, (τacc, Xacc) ∼ (τ,Xτ ), where X0 ∼ ν, with ν the QSD in S
and τ := min{n ≥ 0 : Xn /∈ S}. Moreover, τ is a geometric random variable with
parameter p := Pν(X1 /∈ S), and τ is independent of Xτ .
In particular, the first exit time from S, starting at the QSD, is a geometric
random variable which is independent of the exit position. This property is crucial
for proving consistency of the Parallel Step (see [1]), and will be useful below.
To prove the main result, a form of ergodicity for the original Markov chain is
required:
Assumption 7. The Markov chain (Xn)n≥0 is uniformly ergodic: that is, there
exists a (unique) probability measure µ on (Ω,F) such that
lim
n→∞ supξ
||Pξ(Xn ∈ ·)− µ|| = 0.
where the supremum is taken over all probability measures ξ on (Ω,F).
Next, a Doeblin-like condition is assumed:
Assumption 8. There exists α ∈ (0, 1), S ∈ S with µ(S) > 0, and a probability
measure λ on (Ω,F) supported in S such that the following holds: for all x ∈ S
and all C ∈ F with C ⊂ S,
Px(X1 ∈ C) ≥ αλ(C).
Finally, a lower bound is assumed for escape rates from metastable states.
Assumption 9. There exists δ > 0 such that for all S ∈ S,
Pν(X1 /∈ S) ≥ δ.
This simply says that none of the metastable sets are absorbing. The following
is the main result of this Appendix:
Theorem 10. Let Idealizations 4- 5 and Assumptions 7- 9 hold. Then for any
probability measure ξ on (Ω,F) and any bounded measurable function f : Ω→ R:
Pξ
(
lim
Tsim→∞
fsim
Tsim
=
∫
Ω
f dµ
)
= 1.
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The proof of Theorem 10 is in Section 5.2 below. It is emphasized that Idealiza-
tions 4- 5 and Assumptions 7- 9 are assumed to hold throughout the remainder of
the Appendix. Furthermore, for simplicity it is assumed that Tcorr is the same for
each S ∈ S.
5.2. Proof of main result. The first step in the proof is to show that Theorem 10
holds when the number of replicas is N = 1 (Sections 5.2.1- 5.2.5). Then this will
be generalized to any number of replicas (Section 5.2.6). It is known (see Chapter 7
of [5]) that Assumption 7 is a sufficient condition for the following to hold:
Lemma 11. There exists a (unique) measure µ on (Ω,F) such that for all proba-
bility measures ξ on (Ω,F) and all bounded measurable functions f : Ω→ R,
Pξ
(
lim
n→∞
f(X0) + . . .+ f(Xn−1)
n
=
∫
Ω
f dµ
)
= 1.
5.2.1. The ParRep process with one replica. Consider a stochastic process (X˜n)n≥0
which represents the underlying process in Algorithm 2 when the number of replicas
is N = 1. Loosely speaking, (X˜n)n≥0 evolves like (Xn)n≥0 in the Decorrelation
Step, and like (X1n)n≥0 in the Parallel Step (and it does not evolve during the
Dephasing Step). More precisely, (X˜n)n≥0 can be defined in the following way
(writing S for a generic element of S):
1. If X˜n = x and x ∈ S do the following. If X˜j /∈ S for some j ∈ {n −
1, n−2, . . . ,max{0, n−Tcorr+1}}, pick x′ from Px(X1 ∈ ·), let Xn+1 = x′,
update n = n + 1, and repeat. Otherwise, update n = n + 1 and proceed
to 2.
2. If X˜n = x and x ∈ S, pick z from the QSD in S, pick x′ from Pz(X1 ∈ ·),
and let X˜n+1 = x
′. If x′ /∈ S, update n = n+1 and return to 1. Otherwise,
update n = n+ 1 and proceed to 3.
3. If X˜n = x and x ∈ S, pick x′ from Px(X1 ∈ ·), and let X˜n+1 = x′. If
x′ ∈ S, update n = n + 1 and repeat. Otherwise, update n = n + 1 and
return to 1.
Note that (X˜n)n≥0 is not Markovian, since the next value of the process depends
on the history of the process. Idealization 5, however, implies that Xn and X˜n have
the same law for each n ≥ 0:
Lemma 12. If X0 ∼ X˜0, then for every n ≥ 0, Xn ∼ X˜n.
5.2.2. An extended Markovian process. Consider next an extended Markovian pro-
cess (Yn)n≥0 with values in Ω × Z, such that (pi1(Yn))n≥0 has the same law as
(X˜n)n≥0, where pii : Ω× Z→ Ω is projection onto the ith component:
pi1(x, t) = x, pi2(x, t) = t.
Loosely speaking, the second component of (Yn)n≥0 is a counter indicating how
many consecutive steps the process has spent in a given state S ∈ S. The counter
stops at Tcorr, even if it continues to survive in S. The first component of (Yn)n≥0
evolves exactly like (Xn)n≥0, except when the second component is Tcorr − 1, in
which case, starting at a sample of the QSD in S, the process is evolved one time
step. It is convenient to describe (Yn)n≥0 more precisely as follows (writing S for
a generic element of S):
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1. If Yn = (y, t) with y ∈ S and 0 ≤ t < Tcorr − 1, pick y′ from Py(X1 ∈ ·). If
y′ ∈ S, let Yn+1 = (y′, t+ 1); otherwise let Yn+1 = (y′, 0).
2. If Yn = (y, Tcorr − 1) with y ∈ S, pick z from the QSD ν in S, and
pick y′ from Pz(X1 ∈ ·). If y′ ∈ S, let Yn+1 = (y′, Tcorr); otherwise let
Yn+1 = (y
′, 0).
3. If Yn = (y, Tcorr) with y ∈ S, pick y′ from Py(X1 ∈ ·). If y′ ∈ S, let
Yn+1 = (y
′, Tcorr); otherwise let Yn+1 = (y′, 0).
The process (Yn)n≥0 is Markovian on state space (ΩY ,FY ), where
ΩY = Ω× Z, FY = F ⊗ 2Z.
The following result is immediate from construction.
Lemma 13. If pi1(Y0) ∼ X˜0 and pi2(Y0) = 0, then (pi1(Yn))n≥0 ∼ (X˜n)n≥0.
Note that for the processes to have the same law, the counter of the extended
process must start at zero. Lemmas 12- 13 give the following relationship between
the extended process and the original Markov chain:
Lemma 14. If pi1(Y0) ∼ X0 and pi2(Y0) = 0, then for every n ≥ 0, pi1(Yn) ∼ Xn.
5.2.3. Harris Chains. Let (Zn)n≥0 be a Markov chain on a standard Borel state
space (Σ, E). The process (Zn)n≥0 is a Harris chain if there exists  > 0, A,B ∈ E ,
and a probability measure ρ on (Σ, E) supported in B such that
(i) For all x ∈ Σ, we have Px( inf{n ≥ 0 : Zn ∈ A} <∞) > 0;
(ii) For all x ∈ A and C ∈ E with C ⊂ B, we have Px(Z1 ∈ C) ≥ ρ(C).
See for instance Chapter 5 of [6]. Intuitively, starting at any point in A, with
probability at least , the process is distributed according to ρ after one time step.
This allows ergodicity of the chain to be studied using ideas similar to the case
where the state space is discrete. The trick is to consider an auxiliary process
(Z¯n)n≥0 with values in Σ¯ := Σ ∪ {σ}, where σ corresponds to being distributed
according to ρ on B. More precisely:
1. If Z¯n = x and x ∈ Σ \A, pick y from Px(Z1 ∈ ·) and let Z¯n+1 = y.
2. If Z¯n = x and x ∈ A: with probability , let Z¯n+1 = σ; with probability
1− , pick y from (1− )−1(Px(Z1 ∈ ·)− ρ(·)) and let Z¯n+1 = y.
3. If Z¯n = σ, pick x from ρ(·). Then pick Z¯n+1 as in 1-2.
So (Z¯n)n≥0 is Markov on (Σ¯, E¯), where E¯ consists of sets of the form C and C ∪{σ}
for C ∈ E . The following result (see [6]) relates the auxiliary process to the original
process.
Lemma 15. Let f : Σ→ R be bounded and measurable, and define f¯ : Σ¯→ R by
f¯(x) =
{
f(x), x ∈ Σ∫
B
f dρ, x = σ
Then for any probability measure ξ on (Σ, E) and any n ≥ 0,
Eξ[f(Zn)] = Eξ¯[f¯(Z¯n)],
where ξ¯ is the probability measure on (Σ¯, E¯) defined by ξ¯(A) = ξ(A) for A ∈ E, and
ξ¯(σ) = 0.
The following theorem gives sufficient conditions for the Harris chain to be er-
godic. Note that the conditions are in terms of the auxiliary chain.
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Lemma 16. Let (Zn)n≥0 be a Harris chain on (Σ, E) with auxiliary chain (Z¯n)n≥0.
Assume that
∞∑
n=1
Pσ(Z¯n = σ) =∞
and
g.c.d.{n ≥ 0 : Pσ(Z¯n = σ) > 0} = 1.
Then there exists a (unique) measure η on (Σ, E) such that for any probability
measure ξ on (Σ, E) and any bounded measurable function f : Σ→ R,
Pξ
(
lim
n→∞
f(Z0) + . . .+ f(Zn−1)
n
=
∫
Σ
f dη
)
= 1.
Moreover, for any probability measure ξ on (Σ, E),
lim
n→∞ ||Pξ(Zn ∈ ·)− η|| = 0.
Proof of Lemma 16 can be found in Chapter 5 of [6] and Chapter 7 of [5].
5.2.4. Ergodicity of the extended process. In Theorem 20 below, ergodicity of the
extended process (Yn)n≥0 is proved. Before proceeding, three preliminary results,
Lemmas 17- 19 below, are required. Define
τ = inf{n ≥ 0 : pi2(Yn) = 0}. (5.1)
From Lemma 14, τ can be thought of as the first time n at which the law of pi(Yn)
synchronizes with that of Xn.
Lemma 17. For any probability measure ξ on (ΩY ,FY ) and any t ≥ Tcorr + 1,
Pξ(τ ≤ t) ≥ δ.
Proof. Let t ≥ Tcorr + 1 and define
κ = inf{n ≥ 0 : pi2(Yn) = Tcorr}.
Note that if τ > κ, then κ ≤ Tcorr and so κ+ 1 ≤ t. On the other hand, if τ ≤ κ,
then τ ≤ Tcorr and so τ ≤ t− 1 < t. Thus,
Pξ(τ ≤ t) = Pξ(τ ≤ t | τ ≤ κ)Pξ(τ ≤ κ) + Pξ(τ ≤ t | τ > κ)Pξ(τ > κ)
= Pξ(τ ≤ κ) + Pξ(τ ≤ t | τ > κ)Pξ(τ > κ)
≥ Pξ(τ ≤ κ) + Pξ(τ = κ+ 1 | τ > κ)Pξ(τ > κ).
(5.2)
By Assumption 8, for any (x, t) ∈ ΩY ,
P(x,t)(τ = κ+ 1 | τ > κ) =
Tcorr∑
k=0
P(x,t)(τ = k + 1 |κ = k, τ > k)P(κ = k | τ > κ)
=
Tcorr∑
k=0
Pν(X1 /∈ S)P(κ = k | τ > κ)
= Pν(X1 /∈ S) ≥ δ,
(5.3)
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where ν is the QSD in S, with S 3 x. Combining (5.2) and (5.3) and using the fact
that δ ∈ (0, 1],
Pξ(τ ≤ t) ≥ Pξ(τ ≤ κ) + δPξ(τ > κ)
= δ + (1− δ)Pξ(τ ≤ κ)
≥ δ.

For the remainder of Section 5.2.4, fix S ∈ S satisfying Assumption 8, and define
SY = S × {Tcorr}. (5.4)
Lemma 18. Let ξ be any probability measure on (ΩY ,FY ) with support in S ×
{0, . . . , Tcorr}. Then for all n ≥ Tcorr,
Pξ(Yn ∈ SY ) ≥ αn.
Proof. By Assumption 8, Px(X1 ∈ S) ≥ α whenever x ∈ S. By definition of
the extended process (Yn)n≥0, the following holds. First, for any x ∈ S and any
t ∈ {0, . . . , Tcorr − 2},
P(x,t)(Y1 ∈ S × {t+ 1}) = Px(X1 ∈ S) ≥ α, (5.5)
Second, for any x ∈ S,
P(x,Tcorr−1)(Y1 ∈ SY ) =
∫
S
Py(X1 ∈ S) ν(dy) ≥
∫
S
αν(dy) = α (5.6)
Third, for any x ∈ S,
P(x,Tcorr)(Y1 ∈ SY ) = Px(X1 ∈ S) ≥ α. (5.7)
Let n ≥ Tcorr. For any x ∈ S and t ∈ {0, . . . , Tcorr}, due to (5.5), (5.6) and (5.7),
αn ≤
Tcorr−t∏
j=1
P(x,t) (Yj ∈ S × {t+ j} |Yj−1 ∈ S × {t+ j − 1})
×
n∏
j=Tcorr−t+1
P(x,t) (Yj ∈ SY |Yj−1 ∈ SY )
= P(x,t)
Tcorr−t⋂
j=1
{Yj ∈ S × {t+ j}},
n⋂
j=Tcorr−t+1
{Yj ∈ SY }

≤ P(x,t)(Yn ∈ SY ),
where by convention the product and intersection from j = Tcorr − t + 1 to j = n
do not appear above if n = Tcorr and t = 0. 
Lemmas 17- 18 lead to the following.
Lemma 19. There exists N ≥ 0 and c > 0 such that for all probability measures ξ
on (ΩY ,FY ) and all n ≥ N ,
Pξ(Yn ∈ SY ) ≥ c.
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Proof. Fix a probability measure ξ on (ΩY ,FY ). Since µ(S) > 0, by Assumption 7
one may choose N ′′ ≥ 0 and c′ > 0 such that for all probability measures ζ on
(Ω,F) and all n ≥ N ′′,
Pζ(Xn ∈ S) ≥ c′. (5.8)
Let N ′ = N ′′ + Tcorr + 1 and define τ as in (5.1). For j ≥ 0, define probability
measures ξj on (Ω,F) by, for A ∈ F ,
ξj(A) = Pξ(pi1(Yj) ∈ A | τ = j).
By Lemma 14 and (5.8), for all j ∈ {0, . . . , Tcorr + 1} and n ≥ N ′,
Pξ(pi1(Yn) ∈ S | τ = j) =
∫
Ω
Pξ(pi1(Yn) ∈ S |pi1(Yj) = x, τ = j) ξj(dx)
=
∫
Ω
P(x,0)(pi1(Yn−j) ∈ S) ξj(dx)
=
∫
Ω
Px(Xn−j ∈ S) ξj(dx)
= Pξj (Xn−j ∈ S) ≥ c′.
So by Lemma 17, for all n ≥ N ′,
Pξ(pi1(Yn) ∈ S) ≥
Tcorr+1∑
j=0
Pξ(pi1(Yn) ∈ S | τ = j)Pξ(τ = j)
≥ c′Pξ(τ ≤ Tcorr + 1)
≥ c′δ.
(5.9)
Let N = N ′ + Tcorr and fix n ≥ N . Define a probability measure φn on (ΩY ,FY )
with support in S × {0, . . . , Tcorr} by, for A ∈ F and t ∈ {0, . . . , Tcorr},
φn(A, t) = Pξ(Yn−Tcorr ∈ A× {t} |pi1(Yn−Tcorr ) ∈ S)
By Lemma 18 and (5.9),
Pξ(Yn ∈ SY ) ≥ Pξ(Yn ∈ SY |pi1(Yn−Tcorr ) ∈ S)Pξ(pi1(Yn−Tcorr ) ∈ S)
= Pφn(YTcorr ∈ SY )Pξ(pi1(Yn−Tcorr ) ∈ S)
≥ Pφn(YTcorr ∈ SY ) c′δ
≥ αTcorrc′δ.
Taking c = αTcorrc′δ completes the proof. 
Finally ergodicity of the extended process (Yn)n≥0 can be proved, using the tools
of Section 5.2.3.
Theorem 20. There exists a (unique) measure µY on (ΩY ,FY ) such that for any
probability measure ξ on (ΩY ,FY ) and any bounded measurable function f : ΩY →
R,
Pξ
(
lim
n→∞
f(Y0) + . . .+ f(Yn−1)
n
=
∫
Ω
f dµY
)
= 1.
Moreover, for any probability measure ξ on (ΩY ,FY ),
lim
n→∞ ||Pξ(Yn ∈ ·)− µY || = 0.
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Proof. First, it is claimed (Yn)n≥0 is a Harris chain. Recall that S and SY are
defined as in (5.4). Lemma 19 shows that for any (x, t) ∈ ΩY ,
P(x,t) ( inf{n ≥ 0 : Yn ∈ SY } <∞) > 0. (5.10)
Define a probability measure ρ on (ΩY ,FY ) with support in SY by: for A ∈ F and
t ∈ {0, . . . , Tcorr},
ρ(A, t) =
{
λ(A), t = Tcorr
0, else
Let C ∈ FY with C ⊂ SY . Then C = A × {Tcorr} with A ∈ F , A ⊂ S. From
Assumption 8, for any (x, t) ∈ SY ,
P(x,t)(Y1 ∈ C) = Px(X1 ∈ A) ≥ αλ(A) = αρ(C). (5.11)
One can check (Yn)n≥0 is a Harris chain by taking A = B = SY ,  = α, and ρ as
above in the definition of Harris chains in Section 5.2.3.
Next it is proved that (Yn)n≥0 is ergodic. Let (Y¯n)n≥0 be the auxiliary chain
defined as in Section 5.2.3. Note that
Pσ(Y¯1 = σ) = α.
This shows the second assumption of Lemma 16 holds, that is,
g.c.d.{n ≥ 0 : Pσ(Y¯n = σ) > 0} = 1,
since 1 is in the set. Consider now the first assumption. It must be shown that
∞∑
n=1
Pσ(Y¯n = σ) =∞. (5.12)
By Lemma 19, one can choose N ≥ 0 and c > 0 such for all probability measures
ξ on (ΩY ,FY ) and all n ≥ N ,
Pξ(Yn ∈ SY ) ≥ c. (5.13)
Define a probability measure ξ¯ on (Ω¯Y , F¯Y ) by
ξ¯(A) = Pσ(Y¯1 ∈ A | Y¯1 6= σ) for A ∈ FY , ξ¯(σ) = 0,
and let ξ be the probability measure on (ΩY ,FY ) which is the restriction of ξ¯ to
ΩY . By (5.13) and Lemma 15 with f = 1SY , for all n ≥ N ,
c ≤ Pξ(Yn ∈ SY )
= Pξ¯(Y¯n ∈ SY ) + Pξ¯(Y¯n = σ)
= Pξ¯(Y¯n ∈ SY ∪ {σ}).
(5.14)
Using (5.14), for n ≥ N + 1,
Pσ(Y¯n ∈ SY ∪ {σ}) ≥ Pσ(Y¯n ∈ SY ∪ {σ} | Y¯1 6= σ)Pσ(Y1 6= σ)
= (1− α)Pσ(Y¯n ∈ SY ∪ {σ} | Y¯1 6= σ)
= (1− α)Pξ¯(Y¯n−1 ∈ SY ∪ {σ})
≥ (1− α)c.
(5.15)
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Now by (5.15), for n ≥ N + 2,
Pσ(Y¯n = σ) ≥ Pσ(Y¯n = σ | Y¯n−1 ∈ SY ∪ {σ})Pσ(Y¯n−1 ∈ SY ∪ {σ})
≥ Pσ(Y¯n = σ | Y¯n−1 ∈ SY ∪ {σ})(1− α)c
= α(1− α)c > 0.
Thus (5.12) holds. The result now follows from Lemma 16. 
5.2.5. Ergodicity of the ParRep process with one replica. Next, ergodicity of (X˜n)n≥0,
the ParRep process with one replica, is proved.
Theorem 21. For all probability measures ξ on (Ω,F) and all bounded measurable
functions f : Ω→ R,
Pξ
(
lim
n→∞
f(X˜0) + . . .+ f(X˜n−1)
n
=
∫
Ω
f dµ
)
= 1.
Proof. Fix a probability measure ξ on (Ω,F) and a bounded measurable function
f : Ω→ R. Define fY : ΩY → R by
fY = f ◦ pi1,
and define a probability measure ξY on (ΩY ,FY ) by, forA ∈ F and t ∈ {0, . . . , Tcorr},
ξY (A, t) =
{
ξ(A), t = 0
0, t ∈ {1, . . . , Tcorr}
(5.16)
By Theorem 20, there exists a (unique) measure µY on (ΩY ,FY ) such that
PξY
(
lim
n→∞
fY (Y0) + . . .+ fY (Yn−1)
n
=
∫
ΩY
fY dµY
)
= 1 (5.17)
and
lim
n→∞ ||PξY (Yn ∈ ·)− µY || = 0. (5.18)
Define a measure µ′ on (Ω,F) by, for A ∈ F ,
µ′(A) =
Tcorr∑
t=0
µY (A, t).
From this and the definition of fY ,∫
ΩY
fY dµY =
∫
Ω
f dµ′.
So by Lemma 13 and (5.17),
1 = PξY
(
lim
n→∞
fY (Y0) + . . .+ fY (Yn−1)
n
=
∫
ΩY
fY dµY
)
= Pξ
(
lim
n→∞
f(X˜0) + . . .+ f(X˜n−1)
n
=
∫
Ω
f dµ′
)
.
(5.19)
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Also, by Lemma 14 and (5.18),
0 = lim
n→∞ supA∈F
|PξY (Yn ∈ A× {0, . . . , Tcorr})− µY (A× {0, . . . , Tcorr})|
= lim
n→∞ supA∈F
|Pξ(Xn ∈ A)− µ′(A)|
= lim
n→∞ ||Pξ(Xn ∈ ·)− µ
′||.
Using Assumption 7 one can conclude µ = µ′. So from (5.19),
Pξ
(
lim
n→∞
f(X˜0) + . . .+ f(X˜n−1)
n
=
∫
Ω
f dµ
)
= 1.

5.2.6. Proof of main result. Here the main result, Theorem 10, is finally proved.
The idea is to use ergodicity of (X˜n)n≥0 along with the fact that the average value
of the contribution to fsim from a Parallel Step of Algorithm 2 does not depend
on the number of replicas. A law of large numbers applied to the contributions to
fsim from all the Parallel Steps will then be enough to conclude. Note that the
law of (fsim)Tsim≥0 depends on the number N of replicas, but this is not indicated
explicitly.
Proof of Theorem 10. Fix a probability measure ξ on (Ω,F) and a bounded mea-
surable function f : Ω→ R. Define fˆ : ΩY → R by
fˆ(x, t) =
{
f(x), t ∈ {0, . . . , Tcorr − 1}
0, t = Tcorr
Let Algorithm 2 start at ξ. The quantity fsim will be decomposed into contributions
from the Decorrelation Step and the Parallel Step. Let f corrsim denote the contribution
to fsim from the Decorrelation Step up to time Tsim, and let f
par
sim denote the
contribution to fsim from the Parallel Step up to time Tsim. Thus,
(fsim)Tsim≥0 = (f
corr
sim + f
par
sim)Tsim≥0 . (5.20)
Let (Yn)n≥0 start at Y0 ∼ ξY , with ξY defined as in (5.16). Because the starting
points x1, . . . , xN sampled in the Dephasing Step are independent of the history of
algorithm, each Parallel Step – in particular the pair (τacc, X
K
τK ) – is independent
of the history of the algorithm. This and Theorem 6 imply that (f corrsim )Tcorr≥0 has
the same law for every number of replicas N . In particular when N = 1, from
Lemma 13,
(f corrsim )Tsim≥0 ∼
(
Tcorr∑
i=0
fˆ(Yi)
)
Tsim≥0
. (5.21)
Meanwhile, from the preceding independence argument,
(fparsim)Tsim≥0 ∼
(∑
S∈S
nS,Tsim∑
i=1
θ
(i)
S,N
)
Tsim≥0
, (5.22)
where {θ(i)S,N}i=1,2,... are iid random variables and nS,Tsim counts the number of
sojourns of (Yn)n≥0 in S × {Tcorr} by time Tsim:
nS,Tsim = #{1 ≤ n < Tsim : Yn ∈ S × {Tcorr}, Yn−1 ∈ S × {Tcorr − 1}}.
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From Idealization 4 and Definition 1, each term in the sum in (3.1) or (3.2) of
the Parallel Step has expected value
∫
S
f dν. So from linearity of expectation and
Theorems 6, for any number N of replicas,
E[θ(i)S,N ] = (E[τacc]− 1)
∫
S
f dν
=
(
Pν(X1 /∈ S)−1 − 1
) ∫
S
f dν.
(5.23)
Combining (5.20), (5.21) and (5.22), for any number N of replicas,(
fsim
Tsim
)
Tsim≥0
∼
 1
Tsim
Tsim∑
i=0
fˆ(Yi) +
1
Tsim
∑
S∈S
nS,Tsim∑
j=0
θ
(i)
S,N

Tsim≥0
, (5.24)
where it is assumed the processes on the left and right hand side of (5.24) are
independent. Let (X˜n)n≥0 start at X˜0 ∼ ξ. From definition of (X˜n)n≥0 and (5.24),
when the number of replicas is N = 1,(
fsim
Tsim
)
Tsim≥0
∼
(
f(X˜0) + . . .+ f(X˜Tsim)
Tsim
)
Tsim≥0
∼
 1
Tsim
Tsim∑
i=0
fˆ(Yi) +
1
Tsim
∑
S∈S
nS,Tsim∑
j=0
θ
(i)
S,1

Tsim≥0
,
(5.25)
where the processes in (5.25) are assumed independent. Since (Yn)n≥0 is Markov,
the number of time steps n for which Yn ∈ S×{Tcorr} is either finite almost surely,
or infinite almost surely. By Theorem 6 and Assumption 9, the expected value of
each of the sojourn times of (Yn)n≥0 in S × {Tcorr} is 1/Pν(X1 /∈ S) ≤ 1/δ < ∞,
so the sojourn times are finite almost surely. This means that either (Yn)n≥0 has
infinitely many sojourns in S×{Tcorr} almost surely, or (Yn)n≥0 has finitely many
sojourns in S × {Tcorr} almost surely. Thus:
∀S ∈ S, either PξY
(
lim
Tsim→∞
nS,Tsim =∞
)
= 1 or PξY
(
lim
Tsim→∞
nS,Tsim
Tsim
= 0
)
= 1.
(5.26)
Define τ
(0)
S = 0 and for i = 1, 2, . . .,
τ
(i)
S = inf{n > τ (i−1)S : Yn ∈ S × {Tcorr}, Yn−1 ∈ S × {Tcorr − 1}}
σ
(i)
S = τ
(i)
S − τ (i−1)S .
Note that {σ(i)S }i=1,2,... are iid and
1
nS,Tsim
nS,Tsim∑
i=1
σ
(i)
S ≤
Tsim
nS,Tsim
≤ 1
nS,Tsim
nS,Tsim+1∑
i=1
σ
(i)
S .
If nS,Tsim →∞ almost surely as Tsim →∞, then by the strong law of large numbers
there is a constant c′ (depending on S) such that
Pξ
(
lim
Tsim→∞
Tsim
nS,Tsim
= c′
)
= 1. (5.27)
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From (5.26), (5.27) and the strong law of large numbers, there is a constant c such
that
PξY
 lim
Tsim→∞
1
Tsim
∑
S∈S
nS,Tsim∑
j=0
θ
(i)
S,N = c
 = 1, (5.28)
and due to (5.23) this c does not depend on the number of replicas N . By using
Theorem 21 along with (5.25) and (5.28),
PξY
(
lim
Tsim→∞
1
Tsim
Tsim∑
i=0
fˆ(Yi) =
∫
Ω
f dµ− c
)
= 1. (5.29)
Now using (5.24), (5.28) and (5.29), for any number N of replicas,
PξY
(
lim
Tsim→∞
fsim
Tsim
=
∫
Ω
f dµ
)
= 1.

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