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Resumen
Se examinan las principales propiedades del algoritmo llamado ‘unravelling’ para
bigra´ficas diferenciales. Este algoritmo fue originalmente desarrollado para categoras
graduadas diferenciales y fue util in la prueba de la celebrada prueba ‘tame-wild’ del
teorema de Drozd. En primer lugar describimos el algoritmo, y luego establecemos en
detalle la existencia de una equivalencia entre ciertas subcategoras de representaciones
de los bigrafos originales y derivados. Tambie´n exhibimos el comportamiento preciso
de la norma y de la forma cuadra´tica bajo el algoritmo.
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Abstract
Here are examined the main properties of the algorithm called ‘unravelling’ for
differential bigraphs. This algorithm was originally developed for differential graded
categories and was useful in the proof of the celebrated ‘tame-wild’ theorem of Drozd’s.
First we describe the algorithm, and then we establish in detail the existence of an
equivalence between certain subcategories of representations of the original and the
derived bigraphs. We also exhibit the precise behaviour of the norm and the quadratic
form under the algorithm.
Keywords: representation, differential bigraphic, unravelling, quadratic form, equiva-
lence.
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1. Introduccio´n
En [Bo1, Bo2] se realizo´ un estudio de tres algoritmos de reduccio´n para bigra´ficas
diferenciales (regularizacio´n, eliminacio´n de objetos, reduccio´n de una flecha), estudio que
sera´ completado ahora con la exposicio´n del algoritmo conocido por su nombre ingle´s como
’unravelling’ [CB1, D1,D2]. Se tendra´n as´ı a disposicio´n los elementos mı´nimos necesar-
ios para entender, por ejemplo, la demostracio´n del ’teorema manso-salvaje’ de Drozd.
Asimismo, el lector tendra´ acceso a las aplicaciones novedosas de esta te´cnica algor´ıtmica
al estudio de familias de representaciones de bocses, que se desarrollan en [BB].
El trabajo empieza con una descripcio´n exhaustiva del ’unravelling’. Se construye en
detalle la bigra´fica diferencial obtenida al aplicar el algoritmo, prestando la atencio´n debida
a la definicio´n de la diferencial de las flechas. Se demuestra luego que efectivamente existe
una equivalencia entre ciertas subcategor´ıas de las categor´ıas de representaciones de la
bigra´fica inicial y la derivada, en correspondencia con los resultados cla´sicos para bocses.
Para terminar se expone un ejemplo sencillo, con la idea de que el lector pueda intuir el
por que´ del ’unravelling’.
Se utilizan libremente la notacio´n y resultados ba´sicos acerca de bigra´ficas diferenciales
de [Bo1, Bo2]. k denota un campo algebraicamente cerrado.
2. El algoritmo
Sea (B,δ, k) una bigra´fica diferencial triangular con ve´rtices X1, . . . ,Xt y estratificacio´n
(a1, . . . , an; v1, . . . , vm). Supo´ngase que existe un lazo α de grado 0 en X, con diferencial
nulo : δ(α) = 0. Dados λ ∈ k , r ≥ 0 entero, se define una bigra´fica diferencial (B′,δ′, k)
con ve´rtices Z0, Z1, . . . , Zr,X2, . . . ,Xt.
Las flechas de grado 0 en B′ incluyen un lazo α′ en Z0, y las dema´s son determi-
nadas por las flechas a 6= α de grado 0 en B, del modo siguiente: el conjunto Λ =
{(i, s) : 1 ≤ i ≤ r, 1 ≤ s ≤ i} ∪ {(0, 0)} se ordena de la siguiente manera : (0, 0) < (1, 1) <
(2, 1) < (2, 2) < (3, 1) < (3, 2) < (3, 3) < . . . < (r, 1) < (r, 2) < . . . < (r, r). Se escribe :
β = (i, s) ∈ Λ, d = 1 + 1 + 2 + 3 + . . . + r. (i) Para toda a : Xp −→ Xq , con p, q 6= 1
, se define una flecha a : Xp −→ Xq en B′. (ii) Para a : Xp −→ X1, p 6= 1 , se toman
d flechas aβ1 = a(i,s)1 : Xp −→ Zi, en donde β = (i, s) ∈ Λ. As´ı, se tienen una flecha
Xp −→ Z0, e i flechas Xp −→ Zi (1 ≤ i ≤ r). (iii) Para a : X1 −→ Xp, p 6= 1, se tienen
d flechas a1β = a1(i,s) : Zi −→ Xp, (1 ≤ i ≤ r). (iv) Todo lazo a 6= α en X1, determi-
na d2 flechas, denotadas por aβγ , β, γ ∈ Λ, tales que si β = (i, s), γ = (j, l) , entonces
aβγ = a(i,s)(j,l) : Zj −→ Zi.
Las flechas de grado 0 en B′ se utilizan para definir matrices Aa, para a en B, segu´n los
anteriores casos, as´ı: (i) Aa = (a). (ii) Aa = (aβ1)β∈Λ, matriz d×1 si a : Xp −→ X1, p 6= 1;
(iii)Aa = (a1β)β∈Λ, matriz 1 × d, si a : X1 −→ Xp, p 6= 1. (iv) Aa = (aβγ)β,γ∈Λ, matriz
d×d. (v) Aα es la matriz d×d , diagonal por bloques, denotados B00 = (α′), Bii = (J iλ)ei,
para i ≥ 1, en donde ei denota el idempotente en Zi, 1 ≤ i ≤ r. Esta notacio´n matricial
sera´ u´til para definir ma´s adelante la diferencial en B′.
Las flechas de grado 1 en B′ son de dos clases : (i) Para v : Xp−− → Xq en B, gr(v) = 1,
se define una matriz Av, por un procedimiento similar al aplicado para construir la matriz
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Aa, gr(a) = 0, a 6= α. Las entradas de Av = (vβγ) son las flechas de grado 1 del primer
tipo. (ii) Flechas definidas por α : se define una matriz X ′ = (Xij)1≤i,j≤r, de taman˜o
d′ × d′, (d′ = 1 + 2 + · · · + r), en donde Xij es un bloque con i filas y j columnas, del
siguiente estilo:
◦ si i = j,
Xii =

x1ii x
2
ii x
3
ii · · · xiii
0 x1ii x
2
ii
. . .
... 0
. . . . . .
...
. . . . . .
0 0 0 · · · x1ii

,
para ciertos xlij , 1 ≤ l ≤ i (as´ı, Xii posee i distintos elementos en sus entradas);
◦ si i < j, j = i+ t, Xij = Xi,i+t tiene nulas sus primeras t columnas, y es de la forma
: Xij = ((0, . . . , 0),X
(ij)
ii ), con X
(ij)
ii bloque i× i del tipo Xii anteriormente introducido;
◦ si i > j, i = j + t, Xij = Xj+t,j tiene nulas sus u´ltimas t filas, y es de la forma(
X
(ij)
jj , (0, · · · , 0)
)tr
, con X(ij)jj bloque j × j del tipo Xjj anterior.
Por definicio´n, las flechas de grado 1 en B′ determinadas por α , se encuentran en
correspondencia biyectiva con las entradas no nulas, distintas entre s´ı, y fuera de la diagonal
principal de la matriz X ′ (o sea, no se toman en cuenta x(11)(11), x(21)(21), x(22)(22) , . . .).
Estas flechas se denotan por las mismas letras de las entradas de X ′, y su orientacio´n es
como sigue :
◦ el bloque Xii determina i− 1 lazos : x(i,1)(i,2), . . . x(i,1)(i,i) : Zi −− → Zi ;
◦ para i < j = i+ t , se tienen i flechas : x(i,1)(j,t+1), . . . , x(i,1)(j,j) : Zj −− → Zi ;
◦ para j < i = j + t , se tienen j flechas : x(i,1)(j,1), . . . , x(i,1)(j,j) : Zi −− → Zj .
Con esto termina la descripcio´n de las flechas de B′.
Con la matriz X ′ se define una nueva matriz X, diagonal por bloques, de taman˜o
d × d, d = 1 + d′, con su primer bloque nulo y el segundo igual a X ′. Tomando J =
J1λ ⊕ J2λ ⊕ · · · ⊕ Jrλ, la matriz X ′ verifica la importante relacio´n : X ′J = JX ′. De hecho, la
u´ltima igualdad caracteriza a X ′ [Ma, §16.6].
Ahora se procede a definir la diferencial δ′ en B′, de manera semejante a como se hizo
para el caso de la reduccio´n de una flecha [Bo1, Cap. 2, §4; Bo2, §4,3] . Para todo ve´rtice
Xp de B , se define una matriz Yp as´ı: Yp = 0 , si p 6= 1, Y1 es la matriz obtenida de la
matriz X al tomar nulas en e´sta todas las entradas de la diagonal principal. Para toda
flecha h de Xp en Xq en B, las diferenciales de las flechas que ella determina en B′, mismas
que aparecen como las entradas de la matriz Ah, se definen como las entradas de la matriz
δ′(Ah), en donde
δ′(Ah) = YqAh − (−1)grhAhYp +Aδ(h); δ′(Aα) = 0; δ′(Yl) = Y 2l .
La comprobacio´n de que δ′ es efectivamente una diferencial es semejante al caso de
la reduccio´n de la flecha, y no se hace aqu´ı. Consecuencias inmediatas de la definicio´n :
δ′(α′) = 0, δ′(ei) = 0.
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3. La equivalencia
Es fundamental la existencia de un funtor F : repB′ −→ repB, que se construye a
continuacio´n.
Si se tiene un objeto N ∈ repB′, se define M = F (N) ∈ repB, poniendo : M(Xp) =
N(Xp), si p 6= 1; M(X1) = N(Z0)⊕
r⊕
i=1
N(Zi)(i), en donde N(Zi)(i) = N(Zi)⊕···⊕N(Zi),
i veces. Para definir M en las flechas de grado 0, sea a : Xp −→ Xq una flecha en B .
Si p, q 6= 1, se pone M(a) = N(a). Si a : Xp −→ X1, p 6= 1, M(a) es la matriz columna
con d bloques : M(a) = (N(aβ1))β∈Λ. Similarmente, para a : X1 −→ Xp, p 6= 1, se
define M(a) = (N(a1β))β∈Λ. Para un lazo a : X1 −→ X1, a 6= α, se define M(a) =
(N(aβγ))β,γ∈Λ. Finalmente, M(α) : M1 −→ M1 es la suma directa de matrices : M(α) =
N(α′)⊕ J1λ ⊕ . . .⊕ Jrλ, en donde J iλ es la matriz de bloques J iλ = JλidN(Zi), (1 ≤ i ≤ r).
Para definir F en morfismos, sea f : N −→ N ′ un morfismo en B′, dado por f =(
f00 , . . . , f
0
r , ϕ
0
2, . . . , ϕ
0
t ; f1(v), gr(v) = 1
)
. Se define
g =
(
g0i , 1 ≤ i ≤ t ; g1(vj) , 1 ≤ j ≤ m
)
, tomando g01 como la matriz d× d :
g01 =
(
f00 0
0 X ′′
)
,
en donde la matriz X ′′ := (X ′′βγ)β,γ∈Λ−{(0,0)} tiene entradas X
′′
(i,1)(i,1) = X
′′
(i,2)(i,2) = . . . =
X ′′(i,i)(i,i) = f
0
i , i = 1, . . . , r; X
′′
βγ = f
1(xβγ) , para (β, γ) fuera de la diagonal principal ;
X ′′βγ = 0 , si no esta´ definida la flecha xβγ en B′. Se adoptara´ una notacio´n especial para
los bloques X ′′ii de la matriz X
′′, escribiendo :
X
′′
ii =

f0i f
1(x2ii) . . . f
1(xiii)
0 f0i f
1(x2ii) . . .
. 0 . . . .
. . . . . .
. . . 0 f0i f
1(x2ii)
0 . . . 0 f0i
 .
Lema g : M = F (N) −→ F (N ′) =M ′ es morfismo.
Demostracio´n Sea a : Xp −→ Xq en B, se consideran dos casos: (i) a = α, δ(a) =
δ(α) = 0; sea J = J1λ ⊕ . . . ⊕ Jrλ. Por la escogencia de X ′′, X ′′J = JX ′′, y de δ′(α′) = 0
se sigue : f00N(α
′) = N ′(α′)f00 . Luego g
0
1M(α) =M
′(α)g01 . (ii) Si a 6= α , se procede como
en [Bo1, Cap. 2, 4.6] . Se ha demostrado entonces que g es morfismo.
Fa´cilmente se demuestra tambie´n que F es un funtor.
Se denota ahora por repB(λ,r) la subcategor´ıa plena de repB, formada por las repre-
sentacionesM de B, tales que en la forma cano´nica de Jordan deM(α), el mayor λ−bloque
tiene dimensio´n a lo sumo r. Asimismo, repB′(Z0,x−λ) es la subcategor´ıa plena de repB′
constituida por las representaciones N , tales que N(α′)−λI es invertible, i.e. λ no es valor
propio de N(α′).
Teorema 1 El funtor F : repB′ −→ repB induce una equivalencia
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F : repB′(Z0,x−λ)−˜→repB(λ,r).
Demostracio´n (i) F es denso. En efecto, seaM ∈ repB(λ,r), entonces la forma cano´nica de
M(α) puede escribirse comoM(α)can = L⊕n1J1λ⊕. . .⊕nrJrλ, con Ll×l, tal que λ no es valor
propio de L, y n1, . . . , nr enteros ≥ 0. Se tiene :M1 = kl⊕kn1⊕k2n2⊕ . . .⊕krnr . Se define
una representacio´n N de B′, tal que N(Z0) = kl , N(Zi) = kni , i = 1, 2, . . . r; N(Xi) =
M(Xi), i = 2, . . . , t.
La matriz N(b), con b flecha de grado 0 en B′, se define por casos : N(α′) = L;
si a : Xp −→ Xq en B, (p, q 6= 1), N(a) = M(a) ; si a : X1 −→ X1, a 6= α, se escribe
M1 =
⊕
β∈Λ Vβ , con V(0,0) = k
l, V(i,s) = kni , y entonces con respecto a esta descomposicio´n
de M1, M(a) es una matriz de bloques : M(a) = (M(a)βγ), con Mβγ = M(i,s)(j,l) : Vγ =
V(j,l) −→ Vβ = V(i,s). Para la flecha aβγ = a(i,s)(j,l) : Zj −→ Zi , se toma : N(aβγ) = Tβγ .
Se procede de manera semejante para definir N en las flechas que provienen de flechas
X1 −→ Xq , Xq −→ X1, q 6= 1.
La misma escogencia de N(α′) = L garantiza que N ∈ repB′(Z0,x−λ). Adema´s, para el
funtor F antes definido, la representacio´n F (N) verifica F (N)(X1) =M(X1), F (N)(Xi) =
N(Xi) = M(Xi), (i = 2, . . . , t), F (N)(α) = N(α′) ⊕ J = L ⊕ J = M(α)can , (aqu´ı J =
n1J
1
λ ⊕ . . .⊕ nrJrλ), de donde F (N) ∼=M.
(ii) Para ver que F es pleno, sean N,N ′ ∈ repB′(Z0,x−λ), M = F (N), M = F (N), y
conside´rese un morfismo g : F (N) −→ F (N ′), dado por(
g0i , i = 1, . . . , t ; g
1(vs) , s = 1, . . . ,m
)
. Se define f : N −→ N ′, tal que g = F (f), de
la siguiente manera : como δ(α) = 0, se tiene g01M(α) = M
′(α)g01 . Adema´s, M(α) =
N(α′)l×l ⊕ n1J1λ ⊕ n2J2λ ⊕ . . .⊕ nrJλ, M ′(α) = N ′(α′)t×t ⊕m1J1λ ⊕m2J2λ ⊕ . . .⊕mrJrλ.
Sean J = n1J1λ ⊕ n2J2λ ⊕ . . .⊕ nrJrλ, J
′ = m1J1λ ⊕m2J2λ ⊕ . . .⊕mrJrλ . De la igualdad
de matrices : g01
(
L 0
0 J
)
=
(
L′ 0
0 J ′
)
g01 , y del hecho de que λ no es valor propio de
N(α′) ni de N ′(α′), se deduce que g01 tiene una expresio´n matricial g
0
1 =
(
f00 0
0 Q
)
,
con f00 de taman˜o t× l . De la igualdad : QJ = J ′Q se colige que la matriz Q posee una
estructura igual a la de la matriz anteriormente denotada por X ′′.
Para i = 1, . . . , r , se toma f0i como el valor comu´n de la diagonal del bloque Xii de la
matriz g01 . Para i = 2, . . . , t, f
0
i = g
0
i .
Para las flechas de grado 1 en B′ que provienen de α, y que han sido denotadas por
xβγ (para ciertos β, γ ∈ Λ), se toma f1(xβγ) = (g10)βγ = Qβγ . Para vs : Xp −− → Xq en
B, la matriz g1(vs) se define en componentes como g1(vs) = (g1(v(s)ij )) , lo cual permite
definir : f1(v(s)ij ) = g
1(v(s)ij ).
Se ha construido as´ı f =
(
f00 , . . . , f
0
0 , f
0
2 , . . . , f
0
t ; f
1(xβγ), f1(v
(s)
ij )
)
, que determina
un morfismo f : N −→ N ′ en B′. Es claro que g = F (f).
Finalmente, es fa´cil ver que el funtor F es fiel.
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4. La norma y la forma cuadra´tica
Es importante tener control sobre el comportamiento de la norma y la forma cuadra´tica
frente a los algoritmos, como se vio ya en [Bo1, Bo2] para los otros algoritmos. A contin-
uacio´n se detalla lo que sucede con el ’unravelling’.
Teorema 2 En las condiciones del teorema anterior, sea M ∼= F (N), en donde dimN =
(z0, z1, . . . , zr ; x2, . . . , xt ). Entonces dimM = (z0 +
r∑
i=1
izi , x2 , . . . , xt ), y para las nor-
mas se verifica : ‖N‖ = ‖M‖ − ((dimM1)2 − z20) ≤ ‖M‖ . En particular, si λ es valor
propio de M(α), la desigualdad es estricta.
Demostracio´n So´lo resta demostrar la segunda afirmacio´n. Si mij es el nu´mero de flechas
de grado 0 entre i y j en B , entonces :
‖M‖ = m11(z0+
r∑
i=1
izi)2 +
t∑
p=2
m1p(z0 +
r∑
i=1
izi)xp +
t∑
p,q=2
mpqxpxq.
Segu´n la definicio´n de B′ se tiene :
‖N‖ = z20 + (m11 − 1)
z20 + r∑
i=1
i2z2i +
r∑
i=1
2iz0zi +
r∑
i,j=1,i<j
ijzizj

+
t∑
p=2
m1p(z0xp +
r∑
i=1
izixp) +
t∑
p,q=2
mpqxpxq
= z20 + (m11 − 1)(z0+
r∑
i=1
izi)2 +
t∑
p=2
m1p(z0+
r∑
i=1
izi)
+
∑
p,q=2t
mpqxpxq.
Un ca´lculo sencillo conduce a :
‖M‖ − ‖N‖ = (z0 +
r∑
i=1
izi)2 − z20 = (dimM1)2 − z20 ,
y de aqu´ı : ‖N‖ = ‖M‖− ((dimM1)2− z20). La u´ltima afirmacio´n del teorema se sigue de :
(dimM1)2 − z20 =
r∑
i=1
i2z2i +
r∑
i=1
2iz0zi +
r∑
i,j=1,i<j
ijzizj .
Teorema 3 En las condiciones del teorema anterior, para F (N) =M se verifica:
qB′(dimN)− qB(dimM) =
r∑
i=1
iz2i + 2
r∑
i,j=1; i<j
izizj .
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Demostracio´n Para M se tiene :
qB(dimM) = (z0 +
r∑
i=1
izi)2 +
t∑
p=2
x2p − ‖M‖+ q(1)B (dimM),
y para N vale :
qB′(dimN) =
r∑
i=0
z2i +
t∑
p=2
x2p − ‖N‖+ q(1)B′ (dimN),
en donde :
q
(1)
B (dimM) = n11(x1 + x3)
2 + n22(x3 + x2)2
+n12(x1 + x3)(x3 + x2)
+
n∑
p=4
n1p(x1 ++x3)xp +
n∑
p=4
n2p(x3 + x2)xp
+
n∑
p,q=4
npqxpxq;
q
(1)
B′ (dimN) = x1x3 + x3x2 + n12(x1x2 + x1x3 + x3x2 + x
2
3)
+n11(x21 + 2x1x3 + x
2
3) + n22(x
2
3 + 2x3x2 + x
2
2)
+
n∑
p=4
n1p(x1xp + x3xp) +
n∑
n2p(x3xp + x2xp)
+
n∑
p,q=4
npqxpxq.
Se tiene entonces :
qB′(dimN)− qB(dimM) =
[
r∑
i=0
z2i − (z0 +
r∑
i=1
izi)2
]
+
[
(z0 +
r∑
i=1
izi)2 − z20
]
+
 r∑
i=2
(i− 1)z2i +
r∑
i,j=1; i<j
2izizj

=
r∑
i=1
z2i +
r∑
i=2
(i− 1)z2i +
r∑
i,j=1; i<j
2izizj
= z21 +
r∑
i=2
iz2i +
r∑
i,j=1; i<j
2izizj
=
r∑
i=1
iz2i +
r∑
i,j=1; i<j
2izizj .
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5. Un ejemplo
Sea (B,δ, k) la bigra´fica con un solo ve´rtice X1, dos lazos α, a de grado 0, y un lazo z
de grado 1. Supo´ngase adema´s la diferencial dada por : δ(α) = δ(z) = 0, δ(a) = zα.
Se realizara´ el ”unravelling” de α, tomando r = 2, λ ∈ k. Como la idea es penetrar un
tanto en el por que´ del ’unravelling’, no se adopta desde el principio el enfoque abstracto
desarrollado en pa´ginas anteriores. Ma´s bien se intenta avanzar tanto como sea posible
por un camino intuitivo.
El proceso de construir la nueva bigra´fica incluye, como se vera´, la definicio´n simulta´nea
del funtor F.
Sea M ∈ repB, supo´ngase que λ es valor propio de M(α) y para fijar ideas, asu´mase
que el mayor bloque de Jordan de la forma cano´nica de M(α) es de orden 2, y que
M(α)can = L ⊕ J1λ ⊕ J2λ , en donde L es una matriz l × l, tal que λ no es valor propio
de L. Sea M ′ otra representacio´n, tal que M ′(α)can = L′ ⊕ J1λ ⊕ J2λ, con L′ una matriz
d × d, tal que λ no es valor propio de L′. Sea g : M −→ M ′, g = (g01 ; g1(z)) . Se tienen
descomposiciones : M1 = kl ⊕ k ⊕ k2, M ′1 = kd ⊕ k ⊕ k2, con respecto a las cuales :
g01 =
(
P B
C D
)
, con bloques de dimensiones Pd×l, Bd×3, C3×l, D3×3. Obse´rvese que
B = 0, C = 0. (Se mostrara´ que B = 0, la otra afirmacio´n es semejante : B es 2× 3; los
vectores propios de J = J1λ⊕J2λ son los v = (x1, x2, 0)tr , con x1, x2 ∈ k. De BJ = L′B, se
sigue que λ(Bv) = L′(Bv), y de aqu´ı, λ = 0 o´ Bv = 0. De Bv = 0, B =
(
0 0 b13
0 0 b23
)
,
luego BJ =
(
0 0 λb13
0 0 λb23
)
. Pero BJ = L′B, as´ı L′B = λB. Entonces para todo vector
w, L′(Bw) = λ(Bw). Por hipo´tesis, λ no es valor propio de L′, de modo que Bw = 0, de
donde B = 0).
Consecuencia inmediata de JD = DJ es que la matriz D tiene la forma especial
D =
 d11 0 d13d21 d22 d23
0 0 d22
 .
Por razones que se entendera´n en un momento, se introduce la notacio´n : P = f00 , d11 =
f01 , d22 = f
0
2 , d13 = x13, d21 = x21, d23 = x23. Se tiene entonces
g01 =

f00 0 0 0
0 f01 0 x13
0 x21 f02 x23
0 0 f02
 .
La transformacio´n lineal M(a) : M1 −→ M1 se escribe como matriz de bloques (en
correspondencia con las descomposiciones de M1, M ′1), cada uno de ellos con entradas
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escalares aij , 0 ≤ i, j ≤ 3, de la siguiente manera :
M(a) =

a00 a01 (a02, a03)
a10 a11 (a12, a13)(
a20
a30
) (
a21
a31
) (
a22 a23
a32 a33
)
 .
Se escribira´ : M ′(a) = (a′ij), tambie´n en bloques.
Los bloques de M(a) proveen 16 transformaciones lineales, una por cada entrada es-
calar, tomando: (a00, a03) = (a00, 0) + (0, a03), etc. Se escribira´ : a00 := (a00, 0), a03 :=
(0, a03), etc.
Se define ahora una nueva bigra´fica B′, con 3 ve´rtices : X0, X1, X2. En ella se toman
3 flechas de grado 1 : x13 : X2 − − → X1, x21 : X1 − − → X2, x23 : X2 − − → X2;
se toman adema´s 16 flechas de grado 1, denotadas zij 0 ≤ i, j ≤ 3, y orientadas as´ı :
z00 : X0 −− → X0, z01 : X1 −− → X0,
z02, z03 : X2 − − → X0, z10 : X0 − − → X1, z11 : X1 − − → X1, z12, z13 : X2 − − →
X1, z20, z30 : X0 − − → X2, z21, z31 : X1 −− → X2, z22, z32, z23, z33 : X2 − − → X2.
Las flechas de grado 0 en B′ se toman en correspondencia con las 16 entradas de la matriz
M(a) = (aij), y se denotan tambie´n por aij , teniendo aij la misma orientacio´n que zij . Se
an˜ade un lazo α′ de grado 0 en X0.
El siguiente paso es determinar las diferenciales de las flechas en B′. Para empezar con
las de grado 0, ya que la diferencial δ(a) = zα, se tiene :
g01M(a) −M ′(a)g01 = g1(z)M(α), con M(α) :=

α′ 0 0 0
0 λe1 0 0
0 0 λe2 e2
0 0 0 λe2
 .
Abusando de la notacio´n, se escribe la matriz g1(z) = (zij). Al efectuar las
operaciones matriciales anteriores y despejar de manera adecuada, es decir, con apego a
los fundamentos de la teor´ıa de representaciones de las bigra´ficas diferenciales [Ro, § 4 :
D(α)= αua − ubα], se llega a la igualdad matricial :

f00a00 − a′00f00 f00a01 − a′01f01 f00a02 − a′02f02 f00a03 − a′03f02
f01a10 − a′10f00 f01a11 − a′11f01 f01a12 − a′12f02 f01a13 − a′13f02
f02a20 − a′20f00 f02a21 − a′21f01 f02a22 − a′22f02 f02a23 − a′23f02
f02a30 − a′30f00 f02a31 − a′31f01 f02a32 − a′32f02 f02a33 − a′33f02
 =
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=

z00L λz01 + a′02x21 λz02 z02+λz03
+a′01x13 + a′02x23
z10L− x13a30 λz11 + a′12x21 λz12 − x13a31 z12 + λz13
−x13a31 a′11x13 + a′12x23
−x13a33
z20L− x21a10 λz21 − x21a11 λz22 − x21a12 z22 + λz23
−x23a30 x23a31 −x23a32 a′21x13 + a′22x23
−x21a13 − x23a33
z30L λz31 + a′32x21 λz32 z32 + λz33
a′31x13 + a′32x23

.
Es as´ı que las diferenciales de las flechas de grado 0 en la nueva bigra´fica B′ han de
tomarse necesariamente como las entradas de la matriz (δ′(aij)) :=
=

z00α
′ λz01 + a02x21 λz02 z02+λz03
+a01x13 + a02x23
z10α
′ − x13a30 λz11 + a12x21 λz12 − x13a31 z12 + λz13
−x13a31 a11x13 + a12x23
−x13a33
z20α
′ − x21a10 λz21 − x21a11 λz22 − x21a12 z22 + λz23
−x23a30 −x23a31 −x23a32 a21x13 + a22x23
−x21a13 − x23a33
z30α
′ λz31 + a32x21 λz32 z32 + λz33
+a31x13 + a32x23

.
Por definicio´n, δ′(α′) = 0, δ′(ej) = 0, para los idempotentes ej .
El lector puede observar ahora que las diferenciales de las flechas de grado 0 en B′ se
definen precisamente de esta manera, a fin obtener un funtor F : repB′ −→ repB, construido
’par recollement’, como se hizo en el desarrollo ge-
neral de §3 supra.
El enfoque pragma´tico recie´n descrito es coherente con el punto de vista abstracto
expuesto en la seccio´n 3. Para convencerse de esto, hay que tomar
Λ = {(0, 0), (1, 1), (2, 1), (2, 1)}, renombrando sus elementos, en el orden dado, como :
0, 1, 2, 3, con el fin de simplificar notaciones . Han de tomarse las matrices :
g01 =

f00 0 0 0
0 f01 0 x13
0 x21 f02 x23
0 0 0 f02
 , Aα =

α′ 0 0 0
0 λe1 0 0
0 0 λe2 e2
0 0 0 λe2
 ,
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Y1 =

0 0 0 0
0 0 0 x13
0 x21 0 x23
0 0 0 0
 .
La definicio´n de las diferenciales de las flechas zij de grado 1 es menos in-
tuitiva. Para darla, obse´rvese que de la condicio´n δ(z) = 0 en B, se sigue la igualdad
matricial gZ + Zg = 0 [Bo1, Cap. 2, 4.2] en donde Z = (zij). Efectuando los productos
matriciales anteriores, y despejando de manera conveniente [Ro, §14; BZ, 6.5], se tiene que
la matriz de las diferenciales de las flechas de grado 1 es la siguiente :
(δ′(zij)) =

f00 z00 + z00f
0
0 f
0
0 z01 + z01f
0
1 f
0
0 z02 + z02f
0
2 f
0
0 z01 + z03f
0
2
f01 z10 + z10f
0
0 f
0
1 z11 + z11f
0
1 f
0
1 z12 + z12f
0
2 f
0
1 z13 + z13f
0
2
f02 z20 + z20f
0
0 f
0
2 z21 + z21f
0
1 f
0
2 z22 + z22f
0
2 f
0
2 z23 + z23f
0
2
f02 z30 + z30f
0
0 f
0
2 z31 + z31f
0
1 f
0
2 z32 + z32f
0
2 f
0
2 z33 + z33f
0
2

=

0 −z02x21 0 −z01x13 − z02x23
−x13z30 −x13z31 − z12x21 −x13z32 −x13a33 − a11x13
−a12x23 + z12
−x21z10 − x23z30 −x21z11 − x23z31 −x21z12 −x21z13 − x23z33
+z20α′ −z22x21 −x23z32 −z21x13 − z22x23
0 −z32x21 0 −z31x13 − z32x23

.
Parte de este trabajo aparece en la tesis doctoral del autor, escrita bajo la direccio´n
de R. Bautista.
6. Ep´ılogo
Pare´cele pertinente al autor compartir con quien se haya interesado en este art´ıculo,
algunas reflexiones de I. Lakatos [La, Ape´ndice 2, El enfoque deductivista frente al enfoque
heur´ıstico], acerca del quehacer de los matema´ticos. Esto por cuanto las motivaciones que
el primero tuvo al incluir el ejemplo de §5 son cercanas al esp´ıritu que animo´ la valiosa
cr´ıtica del hu´ngaro. Transcripcio´n : “La metodolog´ıa eucl´ıdea ha desarrollado un cierto
estilo necesario de presentacio´n... Este estilo comienza con la enunciacio´n de una penosa
lista de axiomas, lemas y/o definiciones. Los axiomas y definiciones parecen con frecuen-
cia artificiales y mistificadoramente complicados. Nunca se nos dice co´mo surgieron esas
complicaciones. La lista de axiomas y definiciones va seguida por teoremas cuidadosamente
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expresados. Estos esta´n cargados de pesadas condiciones; parece imposible que alguien los
haya barruntado alguna vez. El teorema va seguido por la prueba.
De acuerdo con el ritual eucl´ıdeo, el estudiante se ve obligado a asistir a esta conjura
sin hacer preguntas ni sobre el trasfondo ni sobre co´mo se realiza el juego de manos...”
“En el estilo deductivista, todas las proposiciones son verdaderas y todas las inferencias
son va´lidas. Las matema´ticas se presentan como un conjunto siempre creciente de verdades
eternas e inmutables, en el que no pueden entrar los contraejemplos, las refutaciones o la
cr´ıtica. El tema de estudio se recubre de un aire autoritario, al comenzar con una exclusio´n
de monstruos disfrazada, con definiciones generadas por la prueba y con el teorema com-
pletamente desarrollado, as´ı como al suprimir la conjetura original, las refutaciones y la
cr´ıtica de la prueba. El estilo deductivista esconde la lucha y oculta la aventura. Toda
la historia se desvanece, las sucesivas formulaciones tentativas del teorema a lo largo del
procedimiento probatorio se condenan al olvido, mientras que el resultado final se exalta
al estado de infalibilidad sagrada”.
“Es muy fa´cil poner ma´s ejemplos, en los que enunciar la conjetura, mostrar la prueba y
los contraejemplos, siguiendo el orden heur´ıstico hasta el teorema, y la definicio´n generada
por la prueba habr´ıa de disipar el misticismo autoritario de las matema´ticas abstractas...”
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