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Abstract
We present here a completely operatorial approach, using Hilbert-Schmidt operators, to compute spectral
distances between time-like separated “events ”, associated with the pure states of the algebra describing the
Lorentzian Moyal plane, using the axiomatic framework given by [13, 14]. The result shows no deformations
of non-commutative origin, as in the Euclidean case.
1 Introduction
In his formulation of Non-commutative geometry (NCG) [1] and its subsequent application to standard model of
particle physics [2, 3], Alain Connes has essentially dealt with spaces with Euclidean signature i.e. Riemannian
manifold. This feature of his formulation has remained a sort of a bottle-neck in the further development in its
application and eventual reconciliation with the realistic nature of our space-time, which as we all know to be
as a manifold with Lorentzian signature. Attempts are being made for quite some time now [4, 5, 6] and people
have devised various ways to circumvent this problem like the so called “Wick rotation”[3] etc. However, the
unanimous opinion among the practitioners of NCG and its application to standard model is that one needs to
confront this issue of Lorentzian signature head-on. Recent activities in this direction indicates that there is still
no consensus in the literature about its axiomatic formulation [7, 8, 9, 10, 11, 12, 13]. Despite the fact, we would
like to follow the work of [13, 14], in our preliminary attempt to compute the spectral distance between a pair of
time-like separated events associated with pure states in Lorentzian Moyal plane and show that this axiomatic
formulations of [13, 14], serves our purpose quite adequately. This work can be thought of as a sequel of our earlier
work on Euclidean Moyal plane [24] and here too we are employing Hilbert-Schmidt operator formulation of NC
quantum mechanics [23].
The paper is organised as follows: In section 2 after a brief recapitulation of Hilbert-Schmidt approach in quan-
tum mechanics we make use of Fock-Bergman coherent state basis to represent the states of the Hilbert space.
The functional differentiation approach is then employed for the extremisation of various functionals arising here
naturally in the derivation of spectral distance between a pair of pure states on Euclidean Moyal plane. Section
3 is the brief outline of the construction of Lorentzian spectral triple and emergence of algebraic ball condition as
a result of causality following [13, 14]. The next section consists of the explicit derivation of Dirac operator and
Ball condition for two dimensional Lorentzian commutative and non-commutative manifold with (-,+) signature,
followed by the calculation of distances in functional derivative approach for the respective manifolds, where
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2we have also discussed the Poincare invariance of distance and non-invariance of “vacuum”under Lorentz boost.
Finally we conclude in section 5.
2 Recapitulation of the Computation of Spectral Distance on Moyal
Plane with Euclidean Signature
Moyal plane is defined through a commutator relation
[xˆ1, xˆ2] = iθ; θ > 0 (1)
satisfied by the operator valued coordinates xˆ1 and xˆ2 . As it stands, this commutator algebra does not specify
the signature of the underlying commutative space (i.e. the one obtained in the commutative limit), in the sense
that it can correspond to either Euclidean or Lorentzian signature, as can be seen easily from the fact that this
noncommutative algebra (1) is invariant under both SO(2) and SO(1,1) transformation. However, since Connes’
formulation of NCG [19] requires in the commutative case, the spin manifold to be Euclidean, the initial works
on the computation of spectral distances between pure states in the Moyal plane [20] and fuzzy sphere [21] were
restricted to the Euclidean signatures only, in the sense that the respective commutative limits yield the corre-
sponding manifold with the associated metrics. In particular , in [24] computations were carried out in a complete
operatorial level, using Hilbert-Schmidt operator, which requires no use of any star product, thereby bypassing
any ambiguities that may result from there [26]. In the present paper, as mentioned above, we would like to extend
our computation of similar distances for the Lorentzian signature as well. For that it will be advantageous to
begin by recapitulating briefly the computation of distances with Euclidean signature as in [24]. but, in contrast
to [24], we shall employ the Fock-Bergman coherent states to represent state vectors belonging to the Hilbert
space and eventually to extremise the ball functional. It will make the computations much more transparent and
can be appreciated by any potential reader. This will help us to set up the basic frame work and introduce the
necessary notations, so that the same can be emulated and adapted in the Lorentzian case. In fact as we shall see
that there are several points of contacts between these two cases with respective similarities and dissimilarities.
The spectral distance on Moyal plane is computed by employing the spectral triple (A,H,D) where
A = Hq, H = Hc ⊗ C2, D =
√
2
θ
(
0 bˆ†
bˆ 0
)
(2)
and Hq is the space of Hilbert-Schmidt (HS) operators acting on “configuration space ” Hc - which is also a
Hilbert space, and defined as,
Hc = Span
{
|n〉 = (bˆ
†)n√
n!
|0〉
}
; bˆ =
xˆ1 + ixˆ2√
2θ
and bˆ|0〉 = 0. (3)
This furnishes a representation of just the above coordinate algebra (1) and is basically isomorphic to the Hilbert
space of 1D harmonic oscillator. Hq is equipped with the inner product (ψ, φ) = trHc(ψ†φ) and as a part of the
definition the associated HS norm defined as ‖ψ‖HS :=
√
trHc(ψ†ψ) <∞ i.e. fulfills finiteness property. In other
words, a generic HS operator (denoted sometimes by a round ket |.), in contrast to angular |.〉 notations used for
the elements of Hc (3)) ψ := |ψ) ∈ Hq can be expanded in the Fock basis (3) as,
|ψ) =
∑
m,n
Cm,n|m〉〈n| (4)
as Hq can be identified as Hc ⊗ H˜c with H˜c being the dual Hilbert space. Now making use of the identity
|0〉〈0| =: e−bˆ†bˆ : , where the colons represent normal ordering of the operators [28], one can see that ψ can be
3recast as a polynomial algebra generated by bˆ, bˆ† as,
|ψ) =
∑
m,n
Cmn
bˆ†m√
m!
|0〉〈0| bˆ
n
√
n!
=
∑
m,n,l
Cmn
1
l!
(−1)l√
m!n!
(bˆ†)m+l(bˆ)n+l ∈ Hq, (5)
which is automatically in the normal-ordered form. Note that ‖ψ‖2HS =
∑
m,n |Cmn|2 < ∞ , as required by very
definition of HS operator. This Hq , whose generic forms are like in (4), has the structure of an algebra. This
allows us to identify the algebra A to Hq itself: A = Hq in (2). It acts on Hc ⊗ C2 through the diagonal
representation π(a) := diag(a, a) from left so that this Hilbert space Hc ⊗C2 can be regarded as the left module
of the algebra. Also note that the algebra A = Hq is a dense subspace of B(Hc), where this can be identified with
a C∗ - algebra with ∗ - operation denoting hermitian conjugation which play the role of involution. Finally D in
(2) is the Dirac operator whose construction has been reviewed in [24]. The point that we would like to emphasise
is that the structure of the Dirac operator turned out to be such that it can also act on the Hilbert space Hc⊗C2
from left. Consequently, the Hilbert space in the spectral triple is taken to be Hc ⊗C2 , rather than Hq ⊗ C2 - as
would have been expected from the corresponding commutative case where it is taken to be of the form L2(R2)⊗C2 .
Here one has two kinds of choices of states viz. the normalised coherent state
|z〉 = e−z¯bˆ+zbˆ† |0〉 ∈ Hc; 〈z|z〉 = 1 (6)
and the states |n〉 , as in (3) . Correspondingly, one can introduce pure states ρz := |z〉〈z|, and the so called
“harmonic oscillator ”states ρn := |n〉〈n| ∈ Hq which are linear functionals of unit norm, acting on the algebra
A = Hq as
ρz(aˆ) = trHc(ρz aˆ) = (ρz, aˆ) = 〈z|aˆ|z〉 ; ρn(aˆ) = trHc(ρnaˆ) = 〈n|aˆ|n〉 (7)
These pure states ρz and ρn can also be regarded as density matrices as viewed from Hc . In the spirit of Gelfand
and Naimark, here too one can associate ρz , in particular, with the point having the complex coordinate z in the
Argand diagram with the latter being viewed as smeared Moyal plane. Spectral distance between a generic pair of
states ρz and ρw (in this paper we shall be considering only pure states built out of coherent states) a la Connes’
is given by
d(ρz , ρw) = sup
aˆ∈B
{|ρz(aˆ)− ρw(aˆ)|} (8)
where B is the Ball defined as
B = {aˆ : ‖[D, π(aˆ)]‖op ≤ 1} (9)
Given the structure of D in (2) the Ball condition can be written equivalently and more compactly as
B =
{
aˆ : ‖[bˆ, aˆ]‖op = ‖[bˆ†, aˆ]‖op ≤
√
θ
2
}
(10)
As has been noted in [24] that the optimal algebra element as ∈ A for which the supremum is attained in (8) ,
yielding the distance i.e.
d(ρz , ρw) = |ρz(aˆs)− ρw(aˆs)| (11)
must also saturate the Ball condition (10) i.e. it should satisfy
‖[bˆ, aˆs]‖op = ‖[bˆ†, aˆs]‖op =
√
θ
2
(12)
Further following [25], we know that the search of such an optimal algebra element can be restricted to hermitian
algebra elements only i.e. we require aˆ†s = aˆs . To that end we take up the simplified Ball condition (10) and first
try to compute ‖[bˆ, aˆ]‖2op . Making use of the Fock-Bergman basis (106) and the associated resolution of identity
(107) (see Appendix-A), one gets,
||[bˆ, aˆ]||2op = sup
||ψ||=1
〈ψ|[bˆ, aˆ]†[bˆ, aˆ]|ψ〉 = sup
||ψ||=1
∫
dµ(z, z¯)dµ(w, w¯)ψ∗(z)ψ(w¯)〈z¯|[bˆ, aˆ]†[bˆ, aˆ]|w〉 (13)
4A simple way to compute the supremum is to employ the method of Lagrange’s undetermined multiplier for
extremizing the R.H.S of the above equation subject to the constraint 〈ψ|ψ〉 = 1. We therefore extremise the
functional
B[ψ∗(z), ψ(z¯);λ] :=
∫
dµ(z, z¯)dµ(w, w¯)ψ∗(z)ψ(w¯)〈z¯|[bˆ, aˆ]†[bˆ, aˆ]|w〉 − λ
∫
dµ(z¯, z)[ψ∗(z)ψ(z¯)− 1]
with λ being a real valued Lagrange’s multiplier enforcing the constraint 〈ψ|ψ〉 = 1. By varying B[ψ∗(z), ψ(z¯);λ]
with respect to ψ(z¯), ψ∗(z) we get the following pair of equivalent equations,
〈ψ|[bˆ, aˆ]†[bˆ, aˆ]|z〉 = λ〈ψ|z〉
〈z¯|[bˆ, aˆ]†[bˆ, aˆ]|ψ〉 = λ〈z¯|ψ〉. (14)
In carrying out this functional differentiation we have used the basic relations like (110) and (111) (see Appendix-
A). Now since (14) holds for arbitrary |ψ〉 and |z〉 , we have the matrix elements of the operator [bˆ, aˆ]†[bˆ, aˆ] between
any pair of states |ψ〉 and |φ〉 must satisfy 〈ψ|[bˆ, aˆ]†[bˆ, aˆ]|φ〉 = λ〈ψ|φ〉; ∀ |ψ〉, |φ〉 ∈ Hc . Consequently, we must
have the following operator identity holding:
[bˆ, aˆ]†[bˆ, aˆ] = λ (15)
The structure of this equation apparently indicates that aˆ can only be related linearly to bˆ and bˆ† , so that a real
number is produced in the R.H.S as can be seen from the general structure of the algebra element aˆ (5). This,
however, is not entirely true! Indeed, as has been shown in [24] that there exists finite dimensional matrix solution
for aˆ , so that the positive operator [bˆ, aˆ]†[bˆ, aˆ] is only a diagonal matrix, which is not proportional to the unit
matrix, so that one can identify states |ψi〉 ∈ Hc which corresponds to local extrema and with the associated eigen
value λi ≥ 0 as [bˆ, aˆ]†[bˆ, aˆ]|ψi〉 = λi|ψi〉 . Eventually, one can just read-off the maximum eigenvalue λmax and
identify ‖[bˆ, aˆ]‖op =
√
λmax (see Appendix B). These finite dimensional matrix solutions of aˆ which should result
in a distance with λmax =
θ
2 are employed to compute distances between the “harmonic oscillator ”states ρn and
ρm : d(ρn, ρm), where they serve as an optimal element. Here, on the contrary, we are interested in computing the
distance between a pair of coherent states ρz and ρw (8), where we can see from the very definition (6) of coherent
states itself that we need a non-trivial infinite dimentional solution for ’ aˆ ’ which should result in a distance, that
have a manifest invariance property under ISO(2) [24]. Further, in this case, we can also provide an upper bound
to the distance (8). It will be useful to recapitulate this derivation here very briefly. Here one introduces a one-
parameter family of pure states ρµz := |µz〉〈µz| with µ ∈ [0, 1] being a real parameter, interpolating between ρ0
and ρz (Note that, we have taken, without loss of generality, w = 0, by invoking the above mentioned ISO(2)
invariance). We then re-write the expression occurring in the RHS of (8) as,
|ρz(aˆ)− ρ0(aˆ)| =
∣∣∣∣
∫ 1
0
dµ
dρµz(aˆ)
dµ
∣∣∣∣ ≤
∫ 1
0
dµ
∣∣∣∣dρµz(aˆ)dµ
∣∣∣∣ =
∫ 1
0
dµ
∣∣∣z¯ρµz[bˆ, aˆ] + zρµz[bˆ, aˆ]†∣∣∣ (16)
By applying Cauchy-Schwartz inequality, this inequality can further be simplified as ,
|ρz(aˆ)− ρ0(aˆ)| ≤
√
2|z|
∫ 1
0
dµ
√∣∣∣ρµz[bˆ, aˆ]∣∣∣2 + ∣∣∣ρµz[bˆ, aˆ]†∣∣∣2 ≤ 2|z|√‖[bˆ, aˆ]†[bˆ, aˆ]‖op = 2|z| ‖[bˆ, aˆ‖op (17)
Finally making use of the ball condition (12), we get the desired upper bound on the distance as,
d(ρz , ρ0) ≤
√
2θ|z| (18)
Equivalently by re-introducing z and w variables again by invoking ISO(2) symmetry we have,
d(ρz , ρw) ≤
√
2θ|z − w| (19)
We can now take the ansatz for aˆ as aˆ = ξbˆ+ ξ¯bˆ† with ξ ∈ C (as the algebra element should be hermitian). We
have from (15), |ξ|2 = λ . To evaluate the value of λ we make use of (10), (13)and (15) to have,
‖[bˆ, aˆ]‖op = sup
‖ψ‖=1
√
〈ψ|[bˆ, aˆ]†[bˆ, aˆ]|ψ〉 =
√
λ =
√
θ
2
5So the value of λ for which the Ball reaches its supremum value is λ = θ2 . So the optimal algebra element aˆs lies
within the one parameter family given by the phase α as,
aˆs ∈
{√
θ
2
(bˆe−iα + bˆ†eiα); 0 ≤ α < 2π
}
(20)
where we have taken ξ = e−iα
√
θ
2 . One can further corroborate this by observing that the matrix element of
[bˆ, aˆs] with aˆs given by (20), in the Bergman-Fock basis (106) is obtained as,
B〈z¯′|[bˆ, aˆ]|z〉B =
√
θ
2
eiαez¯
′z (21)
where we recognize the occurrence of Dirac’s delta function in this Bergman-Fock space: ez¯
′z = δ(z¯′, z) (see (111
in Appendix A) , so that [bˆ, aˆs] is proportional to the unit matrix, when written in this continuous Bergman-Fock
basis, enabling one to just read-off the operator norm. It should be noted here that, in contrast to the finite
dimensional matrix aˆs (see (112) in Appendix-B ) , the aˆs in (20) yields λ =
θ
2 as the unique eigenvalue of
[bˆ, aˆ]†[bˆ, aˆ] , which is now infinitely degenerate in the eigen-basis provided by whole continuum set of Fock-bergman
coherent states |z〉 (106) and therefore is independent of z . This plays a vital role in making the distances
invariant under translation, in contrast to the distance between the harmonic oscillator states . For example
d(ρn+1, ρn) 6= d(ρn+2, ρn+1) [24, 27]. One can also see that with this identification of λ , the upper bound on the
distance indeed takes the form of (19). Now substituting (20) in (8) the distance is essentially found to be given
by
d(ρz, ρw) = sup
aˆ∈A
|〈z|aˆs|z〉 − 〈w|aˆs|w〉| =
√
θ
2
sup
α
|(z − w)e−iα + (z¯ − w¯)eiα| (22)
Note that as ρz, ρw are normalised pure state density matrices, we have to use the normalised coherent state
basis here for distance calculation as defined in (6), instead of Fock-Bergman basis1. We can now parametrize the
complex number by polar decomposition as z−w = |z−w|eiβ , z¯− w¯ = |z−w|e−iβ . The optimal algebra element
for which the supremum value is attained can easily be recognised to be the one for which α = β yielding the
desired distance between two arbitrary pure states,
d(ρz , ρw) =
√
2θ |z − w| (23)
which precisely is the upper bound (19). This inequality is therefore saturated by aˆs (20). Splitting dimensionless
complex coordinates z and w into real and imaginary parts involving dimension-ful coordinates, in analogy with
the splitting of bˆ in (3) as
z =
1√
2θ
(x1 + ix2) and w =
1√
2θ
(y1 + iy2) (24)
we can rewrite (23) as,
d(ρz, ρw) =
√
(x1 − y1)2 + (x2 − y2)2 (25)
reproducing the usual Euclidean distance having the complete ISO(2) symmetry as in[20, 24], with no NC correc-
tions. Before we conclude this section, we would like to point out that the form of the algebra element, given in
(20), are not the elements of the algebra: as /∈ A . But these elements can be regarded to belong to an enlarged
algebra, called multiplier algebra (For details see [20, 22]). We shall not elaborate on this any further here and
just mention that at least in our case the operator product of ρz and aˆs in (20) is indeed a HS operator, as follows
from the fact that ‖ρzaˆs‖2HS = trHc((ρz aˆs)†(ρz aˆs)) = trHc(aˆsρzaˆs) < ∞ . Furthermore, this will be a recurrent
feature in the rest of the paper i.e. we will have to consider the multiplier algebra in the Lorentzian case also,
which we shall deal with in the sequel.
1To avoid cluttering of indices, here after we shall use the same notation |z〉 to indicate both the normalised coherent state (6) and
the Fock-Bergman(un-normalised basis) |z〉B in (106). It should be clear from the context, which is being used and should not cause
any confusion. Particularly, |z〉 occuring in density matrix ρz = |z〉〈z| is clearly the normalised one, otherwise, it is the latter one.
63 Lorentzian Spectral Triple
In this section we would like to use a formulation required in the computation of distances between a pair of
time-like separated events in commutative and non-commutative in Lorentzian plane. Although, to the best of
our knowledge, a general consensus regarding its recently proposed various axiomatic frameworks is still lacking,
we nevertheless try here to follow [13, 14, 15] and adapt it with our HS - operatorial formulation, recapitulated in
the previous section in the Euclidean case and introduce the basic tools like spectral triples for both commutative
and non-commutative spaces, apart from the algebraic version of causality required to facilitate a similar compu-
tation of distances in commutative and non-commutative (NC) Lorentzian plane to be taken up in the next section.
We begin by providing a brief outline of the very basic ingredients required to construct a Lorentzian spec-
tral triple. This is given by the set of data (A,H,D,J , χ) with
• A Hilbert space H
• A non-unital algebra A with a suitable and faithful representation π on H
• A Dirac operator D taken to be an unbounded operator, but [D, π(a)] is bounded.
• An operator J called Fundamental symmetry acting on H satisfying boundedness condition along with
J 2 = 1, J ∗ = J , [J , a] = 0, ∀a ∈ A˜, where A˜ is a unitized version ofA and the Dirac operator fulfills
D∗ = −JDJ
• For an even Lorentzian spectral triple we take χ to be a grading operator fulfilling the following conditions:
χ∗ = χ; χ2 = 1; {χ,J } = 0; {D, χ} = 0 (26)
The operator J captures the Lorentzian signature of the space by turning the Hilbert space into a Krein space
where the positive definite inner product of the Hilbert space: 〈·, ·〉 turns to an indefinite inner product space
: (·, ·) = 〈·,J ·〉 upon the insertion of the fundamental symmetry operator J , so the Dirac operator in this inner
product space becomes a non-hermitian operator and to render it as a skew Krein self-adjoint operator, the
condition D∗ = −JDJ is imposed. We shall elaborate on this construction in section 4.
3.0.1 Commutative Lorentzian Spectral Triple and Distance Formula
We now discuss, in this subsection, the example of a commutative Lorentzian space-time taken to be globally
hyperbolic n dimensional manifold M which is described by a commutative spectral triple [13] constructed with
:
• Hilbert space H = L2(M, S) of square integrable spinorial sections over M
• Dirac operator D = −iγµ∇µ
• Algebra A = C∞0 (M) of infinitely differentiable smooth real functions (Ideally , one should introduce the
unitized version of the algebra- a fact that we are ignoring for the time being. We shall, however, will make
some pertinent observations later in the paper. )
• Fundamental symmetry J = iγ0 where γ0 is the time- component of Dirac’s γ - matrices γµ satisfying the
fundamental Clifford algebra : {γµ, γν} = 2ηµνI and the flat metric ηµν =diag(-,+,+,+)
• Grading operator χ = (−i)n2 +1γ0 · · · γn−1
7For an even dimensional Lorentzian manifold i.e. if n is even, then the distance between two points is essentially
identified with the distance between the associated pure states given by Dirac’s δ - functional serving as evaluation
maps and is given by [13]
d(p, q) = inf
a∈B
{[δq(a)− δp(a)]+} = inf
a∈B
{[a(q)− a(p)]+} (27)
where [α]+ = max{0, α}, and
B = {a ∈ A : B := 〈φ,J ([D, a]± iχ)φ〉 < 0, ∀φ ∈ H} ⊂ A (28)
In the next subsection, following [13, 17], we shall see how this particular Ball condition essentially captures the
conditions of steep functions as a subset of causal functions in an algebraic set-up.
3.0.2 Non-commutative Lorentzian Spectral Triple and Distance Formula
Now the Spectral triple for Non-commutative Lorentzian space-time, taken to be 2D Moyal plane, can easily be
generalised. It is comprised of
• a Hilbert space H = Hc ⊗ C2
• Non-commutative algebra A = Hq with a suitable representation π , again taken to be diagonal one i.e.
π(a) := diag(a, a).
• Dirac operator D = −iγµ∇µ
The fundamental symmetry operator and grading operator are same as defined in the commutative spectral triple.
For non-commutative plane, however, the concept of a point is absent . So the distance will be calculated between
two pure states ρ1 and ρ2 , just like its Euclidean counter-part in section 2. The Lorentzian distance between two
such states ρ1 and ρ2 is defined as
d(ρ1, ρ2) = inf
a∈B
{[ρ2(a)− ρ1(a)]+} (29)
where [α]+ = max{0, α} and the ball B is defined as
B = {a : B = 〈φ,J ([D, π(a)] ± iχ)φ〉 < 0, ∀φ ∈ H} ⊂ A (30)
3.1 An Algebraic Construction of Causality
In this section we provide a very brief review following [13, 16, 17] to show how the effect of causality is captured
as an algebraic condition in Lorentzian space.
Theorem : A function a ∈ C1(M,R) is causal iff
∀φ ∈ H, 〈φ,J [D, a]φ〉 < 0 (31)
where J ,D,H are defined as above. A sketch of the proof of this algebraic version can be given as following :
Recall that the causal property of an absolutely continuous real valued C1 function a ∈ C1(M,R), can be fully
characterised by two conditions i.e.
η(∇a,∇a) < 0⇒ a2,i < a2,0 and η(∇a,∇T ) = −a,0 < 0 (32)
where T is taken to be a temporal function and is typically taken to be T = x0 itself so that ∇T is a time like
vector and we have used a n-dimensional Lorentzian flat metric ηµν = diag(−,+,+,+). If the conditions (32) is
false at some point of the manifold then from continuity of derivative it will be false in some of its neighbourhood
as well. Now using J = iγ0 and D = −iγµ∂µ , as above , we readily obtain,
J [D, a] = −a,0 +K; K := γ0γia,i (33)
8Now this K can be shown to satisfy K2 = ηij∂ia∂ja , so that the spectrum of K is essentially given by
SpecK = {±‖ηij∂ia∂ja‖ 12 } . Now since the reduced metric ηij is positive definite everywhere (in fact , in our case
it is just identity matrix), the matrix J [D, a] is point-wise negative and one readily verifies (31).
An important subspace of the causal function , is given by so called steep functions , fulfilling the property,
η(∇a,∇a) < −1. (34)
A corresponding algebraic version of causality of this steep functions can be shown to be given by2
∀φ ∈ H, 〈φ,J ([D, a]± iχ)φ〉 < 0 (35)
An elementary proof of this algebraic version has been provided in [13, 16] , for even dimensional flat Lorentzian
manifold. The basic idea behind the proof is to consider, the product manifold M˜ =M× R with the associated
metric
η˜ =
(
η 0
0 1
)
(36)
and introduce the function a˜ := a− xn ∈ C1(M˜,R). One can then show that a˜ is causal in (M˜, η˜) implies that
a is a steep function in (M,R).
The stage is therefore ready for its generalisation to NC spaces. All that we need to do there is to introduce an
appropriate NC algebra A and replace the above real function a by suitable hermitian elements a ∈ A˜ (where A˜
is the unitized version of A), fulfilling
∀φ ∈ H, 〈φ,J ([D, π(aˆ)]± iχ)φ〉 < 0 (37)
Having in our hand, an algebraic condition (37) to capture the space of steep functions on the manifold we shall
use it as Ball condition in Lorentzian manifold.
Now we can introduce a convex cone C to be the set of causal algebra elements satisfying (31) fulfilling a
further condition ,
SpanCC = A˜ (38)
By this a partial order relation is induced on the space of states S(A), which is called the causal relation [18],
∀ω1, ω2 ∈ S(A), ω1  ω2 iff ∀a ∈ C, ω1(a) ≤ ω2(a) (39)
4 Construction of Dirac Operator, Krein Space and Ball Condition
In this section we try to mimic our Hilbert-Schmidt formulation as described in section 2 to calculate the distances
in Lorentzian commutative and non-commutative spaces. Both of the spaces have the same structure of Dirac
operator D = Pˆµ⊗γµ , which by default act on the Hilbert spaces L2(R1,1)⊗C2 and Hq⊗C2 respectively for the
commutative and non-commutative planes. A generic spinor of this Hilbert space can be written as Ψ =
(
|ψ1)
|ψ2)
)
,with |ψ) ∈ L2(R1,1) and Hq in the respective cases.
For pseudo-euclidean signature (-,+) of our space-time R1,1 , we can take γ0 = −iσ1; γ1 = σ2 so that (γ0)2 = −1
, (γ1)2 = 1 and {γµ, γν} = 2ηµν . With these the Dirac operator takes the following form:
2Note that the equality signs in the inequalities (31,35) have been omitted here.This is in contrast to [14, 16, 17]. The reason for
this is explained in the sequel (see section 4.1).
9D = −i
(
0 Pˆ0 + Pˆ1
Pˆ0 − Pˆ1 0
)
(40)
As it stands, the Dirac operator is not a self adjoint operator. We can however convert the Hilbert space into a
Krein space , where the operator will become a skew Krein self-adjoint operator. It will therefore be useful to
recall the definition of Krein space first and study a simple example of C2 , whose Krein counter-part will be
constructed and eventually be used to construct the Krein counterpart of the entire Hilbert space H = Hq ⊗ C2
occurring in the above spectral triple.
Def :
If an indefinite inner product space K can be split into two sub-spaces as K = K+ ⊕ K− which are mutually
orthogonal, complete (in the norm induced on them) having positive and negative definite inner product respec-
tively and if further the inner product on K is non degenerate, then K is called a Krein space [14, 16].
For every such decomposition we can associate a fundamental symmetry operator J as J = id+ ⊕ (−id−)
respecting J 2 = 1 and whose insertion can turn the subspace with negative inner product (·, ·) to the sub-space
with a positive definite inner product 〈·, ·〉 and vice-verse with the following operation : (·,J ·) = 〈·, ·〉 or equiva-
lently 〈·,J ·〉 = (·, ·).
Converting C2 and L2(R1,1)⊗ C2 and Hq ⊗ C2 into Krein spaces
The 2 dimensional complex vector space C2 can be regarded as direct sum of two sub-spaces C1± as follows
,
C
2 = Span
{
1√
2
(
1
1
)
,
1√
2
(
1
−1
)}
= Span
{
1√
2
(
1
1
)}
⊕ Span
{
1√
2
(
1
−1
)}
:= C1+ ⊕ C1−
with associated projectors P± = 12 (1±σ1) projecting a generic two component vector
(
α
β
)
∈ C2 to the subspaces
C1+ and C
1
− respectively where both the subspaces are naturally endowed with positive definite inner products.
Now let us take the fundamental symmetry operator J = σ1 which makes the C1− subspace a negative definite
inner product space but retains the positive-definiteness property of C1+ space with the following insertion :
〈·,J ·〉 = 〈·, σ1·〉 = (·, ·). (41)
So now with the new inner product (·, ·) defined in (41) we can call our C2 space as a Krein space.
With this it can now be shown trivially that Hq ⊗ C2 equipped with the inner product 〈·,J ·〉 , where the
used fundamental symmetry operator now is J = I⊗σ1 ,is an indefinite inner product space or Krein space where
Hq ⊗ C2 splits as
Hq ⊗ C2 = (Hq ⊗ C1+)⊕ (Hq ⊗ C1−).
With this fundamental symmetry J , it can indeed be checked quite easily that D∗ = −JDJ proving D (40) to
be skew Krein self-adjoint,
The grading operator as defined in section - 3.0.1 comes out to be just χ = 1 ⊗ σ3 . We take a suitable
representation of the algebra element a as π(a) = diag(a, a). Upto this all the elements of spectral triples are
assumed to be quite generic and applicable for both commutative and non-commutative Lorentzian plane. So a
general Ball condition can now be derived from (28) as,
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B = 〈Ψ,J {[D, π(a)] + iχ}Ψ〉 =
(
〈ψ1| 〈ψ2|
)(−i[Pˆ0 − Pˆ1, a] −i
i −i[Pˆ0 + Pˆ1, a]
)(
|ψ1〉
|ψ2〉
)
< 0 ∀ Ψ ∈ H (42)
It can be re-cast as,
B = −i〈ψ1|[Pˆ0 − Pˆ1, a]|ψ1〉 − i〈ψ2|[Pˆ0 + Pˆ1, a]|ψ2〉+ i[〈ψ2|ψ1〉 − 〈ψ1|ψ2〉] < 0 (43)
Above equation can be taken as a master equation or principal ball condition. We now specialise into two separate
cases for commutative and non-commutative planes.
4.1 Distance in Commutative Lorentzian Plane
As a warm up exercise we first undertake the computation of the distance on the (1+1) dimensional flat commu-
tative Lorentzian manifold itself. The spectral triple for commutative Lorentzian manifold R1,1 is defined through
the algebra of smooth functions over R1,1 : A = C∞0 (R1,1), a Hilbert space 3 H = L2(R1,1) ⊗ C2 , consisting of
generic spinor like Ψ =
(
|ψ1)
|ψ2)
)
where |ψi) are abstract kets whose representation in |t, x〉 basis becomes L2(R1,1)
element. With the Dirac operator already defined in previous section we arrived at a simplified ball condition (43).
Inserting completeness relation of |t, x〉 ≡ |x〉 basis: ∫ dt dx |t, x〉〈t, x| = 1 , (43) can be rewritten as,
−i
∫
d2x d2y ψ∗1(x)ψ1(y)〈x|[Pˆ0 − Pˆ1, a]|y〉 − i
∫
d2x d2y ψ∗2(x)ψ2(y)〈x|[Pˆ0 + Pˆ1, a]|y〉
+ i
∫
d2x[ψ∗2(x)ψ1(x)− ψ∗1(x)ψ2(x)] < 0
(44)
Here the action of momentum operator on the C∞ function a(t, x) := a(x) takes place through commutator
bracket and it gives,
〈x|[Pˆµ, a(x)]|y〉 = −i∂µa(x)δ(2)(x− y) (45)
With this (44) further simplies as∫
d2x [(∂0a)(−|ψ1(x)|2 − |ψ2(x)|2) + (∂1a)(|ψ1(x)|2 − |ψ2(x)|2)] < i
∫
d2x [ψ∗1(x)ψ2(x) − ψ∗2(x)ψ1(x)] (46)
Now this condition is valid for each and every point of the manifold for arbitrary ψ1(x) and ψ2(x). So this
condition applies for the integrand itself point-wise and enables us to write,
(∇µa)V µ < i(ψ∗1ψ2 − ψ∗2ψ1) ;V0 = −V 0 = |ψ1|2 + |ψ2|2, V1 = V 1 = |ψ1|2 − |ψ2|2 (47)
where V = (V 0, V 1) is a time-like two vector and a ∈ A belong to the set of steep functions i.e. η(∇a,∇a) < −1
which means that ∇a too is a time-like vector and (V µ∂µa) is intrinsically negative4, enabling us to recast (47)
as
|V µ∂µa| = −(V µ∂µa) > i(ψ1ψ∗2 − ψ2ψ∗1) = −2|ψ1||ψ2| sin(α1 − α2) (48)
where the phases α1 and α2 are defined as ψ1 = |ψ1|eiα1 and ψ2 = |ψ2|eiα2 . Now since the computation of
Lorentzian distance in (27) involves the computation of infimum we have to search for the optimal algebra element
3Here the L2(R1,1) part of H is actually analogous to Hq in our HS formulation.
4Note that if equality signs were to be included in (35), (V µ∇µa) would not have been intrinsically negative and we would be
forced to consider the case V µ∇µa = 0 also. For V µ time-like, this would have implied that ∇µa space-like - a scenario which we
would like to avoid. In any case, the inclusion/exclusion does not impact the computation of supremum/infimum, as one is a dense
subspace of the other.
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for which the infimum is attained . For that, it will be advantageous to consider a slight variant of the inequality
(44,48) as
B ≤ 0 i.e. |V µ∂µa| ≥ −2|ψ1||ψ2| sin(α1 − α2) (49)
The inclusion of the equality sign here will not have any effect on the computation of the infimum, as the set
determined by (44,48) is a dense subset of (49). At this stage we we first hold |ψ1| and |ψ2| fixed and vary α1, α2
so that the saturation condition in (49) is satisfied. Clearly the maximal value reached by the R.H.S above will
correspond to 2|ψ1||ψ2| with the choice α2 − α1 = pi2 and (49) reduces to the following form
|V µ∂µa| ≥ 2|ψ1||ψ2| (50)
Correspondingly the generic form of the spinor ψ which maximises the R.H.S is
(
|ψ1|
i|ψ2|
)
eiα1 . On the other hand
we can now apply reverse Cauchy-Schwarz inequality [13] to write
|∂µaV µ| ≥ ‖∇µa‖L‖V µ‖L. (51)
Note that here L in the subscript is a reminder of Lorentzian norm defined as ‖v‖L =
√
−η(v, v) for a time-like
vector v . In the next stage , we vary |ψ1| and |ψ2| , so that V becomes collinear with ∇a and (51) becomes,
|V µ∂µa| = ‖∇µa‖L‖V µ‖L (52)
We now make use of (47), so that by (49) and (52) we finally get
‖∇a‖L ≥ 1 (53)
We therefore look for a solution of a satisfying
‖∇a‖L = 1 (54)
Equivalently , the search can be restricted to the solution set of the following differential equation satisfied by real
functions a(x, t) satisfying (
∂a
∂t
)2
−
(
∂a
∂x
)2
= 1 (55)
yielding the following one-parameter (λ) solution set of a(t, x):
a(t, x) = t coshλ+ x sinhλ (56)
By (27) the distance between two points say P (t1, x1), Q(t2, x2) in commutative Lorentzian manifold (where
P preceeds Q chronologically i.e. P ≺ Q) is now given by,
d(δP , δQ) = inf
a∈B
{[δQ(a)− δP (a)]+} = inf
a∈B
{[a(t2, x2)− a(t1, x1)]+} (57)
where δP , δQ are pure states representing the respective events (t1, x1) and (t2, x2) in the forward light-cone of
the commutative plane. Eq (57) can now be recast as,
d(δP , δQ) = inf
λ
{[(t2 − t1) coshλ+ (x2 − x1) sinhλ]+} (58)
which on minimisation with respect to λ (to get the infimum value of the set ) gives ,
d(δP , δQ) =
√
(t2 − t1)2 − (x2 − x1)2 (59)
Note the resultant distance in (58) automatically contains the causal information. If the events are not causally
connected i.e.if Q is not preceeded by P then the quantity in the parenthesis of (58) will definitely be negative
5 and the distance formula will result in zero value indicating that the distance is not symmetric under the
interchange of pair of events.
5For Q ≺ P, t1 > t2 and (t2 − t1)2 > (x2 − x1)2 . Also | cosh λ| > | sinhλ| ∀λ . Consequently whole quantity in (58) will always
be negative.
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4.1.1 Functional Derivative Approach
In this sub-section we shall try to address the same problem with functional differentiation approach which we will
find to be easier to execute and will be easily adaptable to the case of computation of the distance in Lorentzian
Moyal plane to be taken up in next sub-section. For this let us consider the left hand side of the ball condition
(43) , B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] which can now be regarded as a functional of ψ1, ψ
∗
1 , ψ2, ψ
∗
2 :
B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] = −
∫
d2x
[|ψ1(x)|2(∂0a− ∂1a) + |ψ2(x)|2(∂0a+ ∂1a) + i{ψ∗1(x)ψ2(x)− ψ∗2(x)ψ1(x)}] (60)
Clearly the algebra element a ∈ A for which the infimum in (27) is reached giving the distance should be such
that
sup
ψ1,ψ2,ψ
∗
1
,ψ∗
2
B[ψ1, ψ2, ψ
∗
1 , ψ
∗
2 ] = 0 (61)
In other words we want to extract a condition on the algebra element for which the functional B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ]
reaches its supremum value of zero. All that we need to do first is to maximise B when ψ1, ψ2, ψ
∗
1 , ψ
∗
2 are varied
arbitrarily, and show that the maximum of B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] corresponds to the zero value which coincides with
the supremum, only with a suitable constraint on the algebra element a ∈ A , which emerges as an offshoot. When
the functional B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] is functionally differentiated with respect to ψ1(x), ψ2(x), we get the following
matrix equation, (
−(∂0 − ∂1)a(x) i
−i −(∂0 + ∂1)a(x)
)(
ψ∗1(x)
ψ∗2(x)
)
= 0 (62)
The variation with respect to ψ∗1(x) and ψ
∗
2(x) yields an equivalent matrix equation, which is just the complex
conjugate of the above equation. If ψ∗1 , ψ
∗
2 are zero then the equations are trivially satisfied. For allowing non-
vanishing values of ψ∗1 and ψ
∗
2 , albeit a linear and consistent pair of equations relating them, we must have
vanishing determinant of the coefficient matrix in (62) yielding a condition on a(x), which is precisely (55) itself,
giving (56) for a(t, x) . Now let us rewrite B using (56) as,
B = −
∫
d2x [e−λψ∗1(x)ψ1(x) + e
λψ∗2(x)ψ2(x) + i{ψ∗1(x)ψ2(x) − ψ∗2(x)ψ1(x)}]
The following scaling transformations, ψ1(x) → ψ′1(x) := e−
λ
2 ψ1(x); ψ2(x) → ψ′2(x) := e
λ
2 ψ2(x) allows us to
write B in a simplified form as
B = −
∫
d2x [ψ′∗1 (x)ψ
′
1(x) + ψ
′∗
2 (x)ψ
′
2(x) + i{ψ′∗1 (x)ψ′2(x) − ψ′∗2 (x)ψ′1(x)}] (63)
We now carry out a linear transformation of the following form which enables us to write B in terms of independent
functions φ±(x), defined as, (
φ+(x)
φ−(x)
)
=
1
2
(
1 i
−1 i
)(
ψ′1(x)
ψ′2(x)
)
(64)
A simple algebra then shows that B is really independent of φ+(x) and depends on φ−(x) only as,
B = −2
∫
d2x|φ−(x)|2 (65)
Equation (65) represents an inverted parabola in (B, |φ−|) plane and clearly implies that , B reaches its supremum
value zero for |φ−| = 0. So the form of the algebra element (56) automatically ensures that B can not exceed zero
whatever be φ+ and φ− . We therefore arrive eventually at the same distance function (59).
4.2 Distance in 2D Lorentzian Moyal Plane
We finally take up the computation of the distance in the non-commutative case in this pen-ultimate section. To
begin with note that a representation of the non-commutative 2-dimensional Moyal plane algebra : [tˆ, xˆ] = iθ with
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Lorentzian signature (-,+) will be furnished again by the same Hilbert space Hc defined in (3). Here the creation
and annihilation operators along with the vacuum |0〉 are defined analogously as :
bˆ =
tˆ+ ixˆ√
2θ
, bˆ† =
tˆ− ixˆ√
2θ
; bˆ|0〉 = 0 (66)
However there are certain differences as well. To see this note that although the vacuum transforms under space-
time translation as,
|0〉 → |z〉 = U(z, z¯)|0〉; U(z, z¯) = e−z¯bˆ+zbˆ† (67)
along all the raising/lowering operators transforming adjointly :
bˆ→ bˆz = bˆ− z = U(z, z¯)bˆU †(z, z¯); bˆ† → bˆ†z = bˆ† − z¯ = U(z, z¯)bˆ†U †(z, z¯);
ρ0 → ρz = |z〉〈z| = Uρ0U †; D → Dz = U(z, z¯)DU †(z, z¯) (68)
with U(z, z¯) (67) being the same as its Euclidean counter-part, the situation is different when the Lorentz - boost
is concerned. In fact the transformation under Lorentz boost,(
tˆ
xˆ
)
→
(
tˆ′
xˆ′
)
=
(
coshφ sinhφ
sinhφ coshφ
)(
tˆ
xˆ
)
(69)
, is unitarily implemented on Hilbert space Hc through adjoint action as:
bˆ→ bˆφ = coshφ bˆ+ i sinhφ bˆ† = U(φ)bˆU †(φ); bˆ† → bˆφ
†
= coshφ bˆ† − i sinhφ bˆ = U(φ)bˆ†U †(φ)
ρ0 → ρφ = |φ〉〈φ| = U(φ)ρ0U †(φ); D → Dφ = U(φ)DU †(φ) (70)
where U(φ) = e−
iφ
2
(bˆ2+bˆ†
2
) is now a squeezing operator. Note that the coherent state also transforms by left
action as |z〉 → |z;φ〉 = U(φ)|z〉 , like all vectors |ψ〉 ∈ Hc fulfilling bφ|z;φ〉 = z|z;φ〉 . In particular, the vacuum
state |0〉 ∈ Hc which also belongs to the family of coherent states with z = 0 is found to be non-invariant under
this boost : |0;φ〉 = U(φ)|0〉 6= |0〉 like its associated pure state |0;φ〉〈0;φ| 6= |0〉〈0| and this is in contrast to
its counter-part in the Euclidean case where the vacuum |0〉 picks up a simple phase under SO(2) rotation so
that the associated pure states |0〉〈0| remains invariant. And this is despite the fact that the space-time algebra
[tˆ, xˆ] = iθ along with the ball condition is invariant under this Lorentz transformation also. Nevertheless, one can
easily prove the following identity:
〈z, φ|aˆw,φ|z, φ〉 − 〈w, φ|aˆw,φ|w, φ〉 = 〈z − w|aˆ|z − w〉 − 〈0|aˆ|0〉; aˆz,φ := U(φ)aˆzU †(φ)
so that the spectral distance is invariant under both translation and Lorentz boost:
dD(ρ0, ρz−w) = dDz,φ(ρw,φ, ρz,φ) (71)
proving the invariance of distance under Poincare transformation. In (1+1) dimension we have three generators
e.g. two translations and one boost for the transformation which forms a closed ISO(1,1) algebra among themselves.
We finally embark on the explicit computation of the distance. For this we shall essentially follow the same
footsteps in HS formalism as shown in section-2 for Euclidean Moyal plane . We construct the spectral triple
(A,H,D) here with the algebra A = Hq , the Hilbert space H = Hq ⊗ C2 , and the Dirac operator D = Pˆµ ⊗ γµ
(40) which again by default acts on Hq⊗C2 . Here the momentum operators have an adjoint action on an element
|ψ) ∈ Hq as:
Pˆi|ψ) = ǫij
θ
|[xˆj , ψ]); i, j ∈ [0, 1] (72)
The commutators occurring in the ball condition (43) now becomes,
[Pˆ0 + ǫPˆ1, aˆ] =
1
θ
[xˆ− ǫtˆ, aˆ]; ǫ = ±1, a ∈ A = Hq (73)
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It is now evident that instead of Hq ⊗ C2 as our Hilbert space in the spectral triple , we can again take it to be
Hc ⊗C2 as xˆ, tˆ has normal left action on Hc , so that the matrix elements corresponding to the first two terms in
(43) are now well defined with |ψ1〉 and |ψ2〉 ∈ Hc . However in contrast to the commutative case, discussed earlier,
we don’t have any concept of a point or rather a well defined event .The best option is to use coherent states (6)
which enjoys the desirable feature that they are maximally localised space-time event:∆tˆ∆xˆ = θ2 . Consequently ,
it will be advantageous again to take recourse to the Fock-Bergman representation (Appendix A) of coherent state
basis. By inserting completeness relation (107) in the Ball condition (43) this gives the functional,
B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] = −i
∫
dµ(z, z¯) dµ(w, w¯) [ψ∗1(z)ψ1(w¯)〈z¯|[Pˆ0 − Pˆ1, a]|w〉+ ψ∗2(z)ψ2(w¯)〈z¯|[Pˆ0 + Pˆ1, a]|w〉]
+ i
∫
dµ(z, z¯) [ψ∗2(z)ψ1(z¯)− ψ∗1(z)ψ2(z¯)] < 0 (74)
Using (73) we have,
B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] = −
i
θ
∫
dµ(z, z¯) dµ(w, w¯) [ψ∗1(z)ψ1(w¯)〈z¯|[tˆ+ xˆ, aˆ]|w〉 − ψ∗2(z)ψ2(w¯)〈z¯|[tˆ− xˆ, aˆ]|w〉]
+ i
∫
dµ(z, z¯) [ψ∗2(z)ψ1(z¯)− ψ∗1(z)ψ2(z¯)] < 0 (75)
We take the left hand side of (75) as a functional B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] of ψ1(z¯), ψ
∗
1(z), ψ2(z¯), ψ
∗
2(z). To evaluate the
optimal algebra element which saturates the ball condition we maximise B with respect to ψ1(u¯) and ψ2(u¯) using
(111) and equate them to zero, to arrive respectively at the following pair of equations:
1
θ
〈ψ1|[tˆ+ xˆ, aˆ]|u〉 = 〈ψ2|u〉
1
θ
〈ψ2|[tˆ− xˆ, aˆ]|u〉 = 〈ψ1|u〉 (76)
As can be checked easily that the differentiation w.r.t. ψ∗1(u) and ψ
∗
2(u) just yield an equivalent pair of equations
related to (76) by just a complex conjugation. Combining this pair of equations by using the completeness relation
(107), one readily obtains a condition on the algebra element as,
1
θ2
[tˆ+ xˆ, aˆ] [tˆ− xˆ, aˆ] = 1 (77)
Like in section-2 here too the general form of the optimal algebra element aˆs which is an infinite dimensional
matrix satisfying (77), which can also ensure ISO(1,1) invariance of the resulting distance will clearly depend
linearly on tˆ and xˆ as: aˆ = αtˆ+ βxˆ(with α, β ∈ R for aˆ being hermitian) . Substituting this in (77) , we finally
arrive at the general form of the algebra element:
aˆλ = tˆ coshλ+ xˆ sinhλ; λ ∈ R (78)
To see it more concretely, let us we can write (77) in form of differential equations.For that we consider the matrix
elements of the above operator equation (77) in coherent state basis as,∫
dµ(w, w¯)〈z¯|[eαbˆ+ e−αbˆ†, aˆ]|w〉〈w¯|[e−αbˆ+ eαbˆ†, aˆ]|u〉 = θ
∫
dµ(w, w¯)〈z¯|w〉〈w¯|u〉
where α = − ipi4 . Also note that we have inserted the resolution of identity (107) here. Now using
〈z¯|[bˆ, aˆ]|w〉 = ∂z¯a(z¯, w) − wa(z¯, w)
〈z¯|[bˆ†, aˆ]|w〉 = z¯a(w¯, z)− ∂wa(z¯, w)
and writing 〈w¯|aˆ|z〉 = a(w¯, z) = f(w¯, z)ew¯z (for normal ordered operator aˆ , see (5) ), we can further simplify the
above equation as,
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∫
dµ(w¯, w)ez¯w+w¯z
(
eα∂z¯f(z¯, w)− e−α∂wf(z¯, w)
) (
e−α∂w¯f(w¯, u)− eα∂uf(w¯, u)
)
= θ
∫
dµ(w, w¯)ez¯w+w¯z (79)
By comparing the coefficients of ez¯w+w¯z in the integrands of either sides of this equation, we can easily see that
the following set of differential equations are necessarily satisfied by the function f(z¯, w):
eα∂z¯f(z¯, w)− e−α∂wf(z¯, w) =
√
θ peλ
e−α∂w¯f(w¯, u)− eα∂uf(w¯, u) =
√
θ p∗e−λ (80)
where p ∈ C with |p| = 1 and λ ∈ R . This ensures that the product of these two expressions, occurring in the
left hand side of this pair of equations is indeed θ . We now replace the variable w¯ by z¯ and u by w in the second
equation of (80) and write the equations in matrix form as,(
eα −e−α
e−α −eα
)(
∂z¯f
∂wf
)
=
√
θ
(
peλ
p∗e−λ
)
(81)
Inverting the above coefficient matrix and solving for ∂z¯f and ∂wf we get,
∂z¯f =
√
θ
2
e
ipi
4
(
peλ − ip∗e−λ) = K1
∂wf =
√
θ
2
e
ipi
4
(
ipeλ − p∗e−λ) = K2 (82)
So from the above equations we can infer that f(z¯, w) = K1z¯ +K2w , which in turn gives the form of aˆ as,
aˆ = K2bˆ + K1bˆ
† . Now imposing the hermiticity condition on the algebra element aˆ , we simply arrive on the
conclusion that K1 = K¯2 .Equating the real and imaginary part of this equation we find p = i . So finally making
use of this in (82) , we get a one parameter family of aˆ dependent on λ ∈ R to be given by,
aˆλ =
√
θ
2
[bˆ(coshλ− i sinhλ) + bˆ†(coshλ+ i sinhλ)] = tˆ coshλ+ xˆ sinhλ (83)
which is (78) itself. We now emulate the commutative case and substitute this algebra element (78) in (75) to get,
B[ψ1, ψ
∗
1 , ψ2, ψ
∗
2 ] = −e−λ
∫
dµ(z, z¯)ψ∗1(z)ψ1(z¯)− eλ
∫
dµ(z, z¯)ψ∗2(z)ψ2(z¯)+ i
∫
dµ(z, z¯)[ψ∗2(z)ψ1(z¯)−ψ∗1(z)ψ2(z¯)]
(84)
Using scaling transformation ψ1(z¯) → ψ′1(z¯) := e−
λ
2 ψ1(z¯); ψ2(z¯) → ψ′2(z¯) := e
λ
2 ψ2(z¯), as before we rewrite (84)
as,
B = −
∫
dµ(z, z¯)[ψ′∗1 (z)ψ
′
1(z¯) + ψ
′∗
2 (z)ψ
′
2(z¯) + i{ψ′∗1 (z)ψ′2(z)− ψ′∗2 (z)ψ′1(z)}] (85)
It seems that the functions on which B depends are not all independent. So we again use a transformation similar
to (64) as (
ψ1(z¯)
ψ2(z¯)
)
→
(
φ+(z¯)
φ−(z¯)
)
=
1
2
(
1 i
−1 i
)(
ψ′1(z¯)
ψ′2(z¯)
)
(86)
to get B as B[φ−, φ∗−] in the following way,
B = −2
∫
dµ(z, z¯)|φ−(z)|2 (87)
Above equation clearly shows, B indeed is independent of φ+ and φ
∗
+ and B reaches its maximum value for
|φ−| = 0 which is its supremum value with above choice of aˆ (78). The fact that this is indeed the right choice is
re-inforced by the fact that analogous to the Euclidean case discussed in section 2, here too we can find a suitable
bound to the distance function, except that it has to be lower bound in this case. We shall obtain this bound now
in the following sub-section and show that this bound is indeed saturated by the choice of aˆ (78).
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4.2.1 Calculation of the lower bound of distance
Like in the Euclidean case, here too we can try to get a bound in the distance between the pure states. Unlike,
however, the previous case here we have to get a lower bound as the distance formula includes computation of
infimum. Emulating the same procedure as (16), we can write,
d(ρ0, ρz) =
∫ 1
0
dµ
d
dµ
[tr(ρµz aˆ)] =
∫ 1
0
dµ tr
(
ρµz[z¯bˆ − zbˆ†, aˆ]
)
=
1√
2θ
∫ 1
0
dµ tr
(
ρµz{[tˆ, aˆ](z¯ − z) + i[xˆ, aˆ](z + z¯)}
)
(88)
We can now parametrize t and x as
t = r coshψ; x = r sinhψ, so that z =
r(coshψ + i sinhψ)√
2θ
(89)
representing the points on a hyperbola t2 − x2 = r2 in the forward light cone and r is a real constant:0 < r <
∞ . Note that with this choice of parametrization we are restricting the points in the causal cone. After some
simplification, (88) can now be re-written as,
d(ρ0, ρz) =
ir
θ
∫ 1
0
dµ tr
(
ρµz [xˆ coshψ − tˆ sinhψ, aˆ]
)
(90)
But note that, unlike in the Euclidean case (17) we cannot just write tr(ρµz [xˆ, aˆ]) ≤ ‖[xˆ, aˆ]‖op , as here the so-
called ball condition has a completely different structure. The ball condition (30), just implies that the matrix
M := J {[D, π(aˆ)] + iχ} is a negative operator. Realising its tensor product structure, we can re-write this, by
making use of (73) as,
M = J {[D, π(aˆ)] + iχ} = −i
(
1
θ
[tˆ+ xˆ, aˆ] 1
−1 1
θ
[xˆ− tˆ, aˆ]
)
= − i
θ
[xˆ, aˆ]⊗ 12 + 1⊗ σ2 − i
θ
[tˆ, aˆ]⊗ σ3 (91)
where 12 is 2× 2 identity matrix. Now carrying out a suitable unitary transformation with U = U1⊗ 12 , we can
diagonalise the hermitian operator − i
θ
[tˆ, aˆ] , such that,
U−11 (−
i
θ
[tˆ, aˆ])U1 = diag(κ1, κ2, · · · ) := Γ ; κi ∈ R ∀ i (92)
so that Γ is possibly an infinite dimensional diagonal matrix and
M →M ′ = U−1MU = U−11 (−
i
θ
[xˆ, aˆ])U1 ⊗ 12 + 1⊗ σ2 + Γ⊗ σ3 (93)
Now for each entry in the left slot of this total matrix M ′ , say the (i,j)-th element, there is a u(2) Lie algebra
element and can be written as, [
U−11 (−
i
θ
[xˆ, aˆ])U1
]
ij
12 + δijσ2 + Γijσ3 ∈ u(2) (94)
This can now be subjected to another SU(2) transformation U = 1⊗U2 with U2 = e i2α1σ1 , with a suitable choice
of α1 , to bring it to the diagonal form[
U−11 (−
i
θ
[xˆ, aˆ])U1
]
ij
12 +
√
(δij)2 + (Γij)2 σ3 ; Γij = κiδij (no sum) (95)
So that after two successive transformation by (U1 ⊗ 12) and (1 ⊗ U2 ), the matrix M (91), as a whole finally
transforms to
M →M ′′ := (U1 ⊗ U2)−1M(U1 ⊗ U2) = U−11 (−
i
θ
[xˆ, aˆ])U1 ⊗ 12 +
√
1 + Γ†Γ⊗ σ3 (96)
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Negativity of this operator implies,
i U−11 [xˆ, aˆ]U1 ⊗ 1−
√
θ2 + U−11 [tˆ, aˆ]†[tˆ, aˆ]U1 ⊗ σ3 > 0 (97)
Now since U−11 [tˆ, aˆ]
†[tˆ, aˆ]U1 is a positive operator, we readily obtain,
i[xˆ, aˆ]⊗ 1 > θ ⊗ σ3 (98)
which by comparing two sides, further implies that
i[xˆ, aˆ] > θ (99)
As an off-shoot, we observe that the saturation condition of the inequality in (97), (in case we include the equality
sign also in (97)) will be satisfied by only those algebra elements which commute with tˆ . This implies, in turn,
that aˆ(tˆ, xˆ) depends on tˆ only, so that [tˆ, aˆ(tˆ, xˆ)] = 0. The inequality (99) then implies that aˆ(tˆ, xˆ) should then
be linear in tˆ , so that i[xˆ, aˆ] is just θ1 . Thus (99) fixes the scale also. One can notice that this feature was absent
in the Euclidean case.
At this stage, we observe that this inequality along with the above mentioned observations should be respected
in all Lorentz frames, as the original ball condition (42) is a Lorentz invariant quantity. Using the Lorentz boost
transformation (69), we can therefore write
i[xˆ′, aˆ] = i[tˆ sinhφ+ xˆ coshφ, aˆ] > θ (∀ φ) (100)
Now by choosing φ = −ψ and putting the condition in (90) we have the following lower bound for the Lorentzian
distance:
d(ρ0, ρz) > r =
√
θ
√
z2 + z¯2 (101)
Now for evaluation of distance just like Euclidean Moyal plane, here too the pure states are represented by
normalized density matrices . The distance between a pair of pure states (represented in terms of normalised
Glauber-Sudarshan coherent state basis (6) as) ρ0 = |0〉〈0| and ρz = |z〉〈z| representing two time-like separated
events (0, 0), (t1, x1) in forward light cone with ρ0 ≺ ρz , will be given by,
d(ρ0, ρz) = inf
aˆ∈B
{[ρz(aˆ)− ρ0(aˆ)]+} = inf
λ
{[〈z|aˆλ|z〉 − 〈0|aˆλ|0〉]+}
= inf
λ
√
θ
2
{[(z + z¯) coshλ− i(z − z¯) sinhλ]+} (102)
where again we have defined z = t1+ix1√
2θ
in the spirit of (24) in section 2 and made use of the form of aˆλ given in
(78). Now the infimum of the set is attained by minimising the set with respect to λ which immediately yields
the desired distance between two pure states as,
d(ρz , ρw) =
√
θ
√
z2 + z¯2 =
√
t21 − x21, (103)
showing that (103) indeed agrees with the lower bound (101) .
Finally, note that the minimisation value of λ , for which the minimum value of the R.H.S of (102) is attained
here is given by λ = λ˜ , which satisfies tanh λ˜ = i(z−z¯)
z+z¯ . Now putting this value of λ = λ˜ in the expression of aˆs
(78) we have,
aˆs = r coshψ[bˆ(coshψ + i sinhψ) + bˆ
†(coshψ − i sinhψ)]
where we have used the same parametrisation for z , as in (89). Now choosing ψ = −φ again, we have, using
(69,70),
aˆs = r coshφ (bˆφ + bˆ
†
φ) =
√
2
θ
(r coshφ) tˆ′ (104)
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With this form of aˆs we can explicitly show that in a Lorentz transformed frame (69), we have [tˆ
′, aˆs] = 0 and
i[xˆ′, aˆs] = θ1 , which in turn shows that saturation of the condition (97,99) is truly reached at the same time
when infimum of the distance functional is reached in a specific Lorentz frame, with our choice of aˆs (78). We
can therefore really identify the R.H.S of (103) as the true Lorentzian distance between the pure states ρ0 and ρz
with ρ0 ≺ ρz .
As the distance is ISO(1,1) invariant (71), we can make a suitable translation to give distance between ρz
and ρw where ρz ≺ ρw as,
d(ρz , ρw) =
√
θ
√
(w − z)2 + (w¯ − z¯)2 =
√
(t2 − t1)2 − (x2 − x1)2 (105)
where two pure states ρz and ρw represents the points (t1, x1), (t2, x2) in forward light cone. Like the Euclidean
case, (105) also does not depend on the non-commutative parameter and it mimics the result of normal geodesic
(here straight line) distance which coincides with the flat commutative 1+1 dim space-time.
Before we conclude this pen-ultimate section, we would like to make two pertinent observations. Firstly, like
in the Euclidean case, here too we are forced to consider extended multiplier algebra where all the family members
of (78) belongs to this . Secondly, note that we have dealt with the non-unital algebra A = Hq for both the
Euclidean and Lorentzian Moyal plane. However, as mentioned in the beginning of section 3 that the fundamental
symmetry J requires to satisfy [J , a] = 0, ∀ a ∈ A˜ , where A˜ is the unitized version of A = Hq . This may give
rise to the possibility that the bounded-ness of the operator [D, π(a)] along with the compact-ness of the operator
π(a)(D − λ1)−1 for a = 1 , may get violated without affecting the metric aspect- as happens in the Euclidean
case (see [20, 30] for details). One needs to check this aspect with our skew Krein self-adjoint Dirac operator D
as well. We hope to address this issue in a future publication.
5 Conclusion and Future Plan
We have shown in this work that the axiomatic formulation provided in [13, 16, 17], serves our purpose adequately
and enables us to compute the spectral distance between pair of time-like separated pure states constructed out
of Glauber-Sudarshan coherent states on Lorentzian Moyal plane. This computation was made very transparent
by making use of un-normalised Fock-Bergman coherent states so that representation of |.〉 states and its dual
〈.| states are represented by anti-holomorphic and holomorphic functions respectively occurring naturally in our
analysis involving Hilbert-Schmidt operators.
This exercise suggests that we can have our trust in this construction of spectral triple for 2D Lorentzian Moyal
plane, as this reproduces the expected results. To proceed further beyond this point we definitely need to replace
our left module by a bi-module, so that fluctuations in the Dirac operator can be constructed. This should enable
us to introduce prototypes of gauge and Higgs fields. As a first step one may consider doubled Lorentzian Moyal
plane for example as a sequel of doubled Euclidean Moyal plane as considered in [20, 29]. This should pave the
way for realistic model building where almost commutative spaces are upgraded to fully non-commutative spaces,
so as to provide a glimpse towards Planck scale physics.
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7 Appendix - A
Fock-Bergman Coherent state basis and their properties:
Here we introduce some of the working formulae and notations for the Fock-Bergman coherent state basis. Unlike
Glauber-Sudarshan coherent states the Fock-Bergman basis is un-normalised. We define it as,
|z〉B = ezbˆ
† |0〉, B〈z¯| = 〈0|ez¯b, giving B〈z¯|w〉B = ez¯w (106)
and is related to the normalised Glauber-Sudarshan coherent states (6) as |z〉 = e− |z|
2
2 |z〉B . The advantage of using
Fock-Bergman basis is that the representation of vectors belonging to Hc (3) (respectively the dual space H˜c ) are
given by anti-holomorphic ψ(z¯) :=B 〈z¯|ψ〉 (resp. holomorphic ψ∗(z) := 〈ψ|z〉B ) functions. To avoid cluttering of
indices we shall drop the B subscript for denoting a Bergman-Fock basis here onwards. The completeness relation
is given by ∫
dµ(z, z¯) |z〉〈z¯| = 1, where dµ(z, z¯) = e−|z|2 Re(z)Im(z)
π
(107)
The overlap of this basis with a Fock state in (3) is given by
〈z¯|n〉 = z¯
n
√
n!
; 〈n|z〉 = z
n
√
n!
(108)
Another pair of important identities are,∫
dµ(z, z¯)〈ψ|z〉〈z¯|w〉 = 〈ψ|w〉 = ψ∗(w),
∫
dµ(z, z¯)〈w¯|z〉〈z¯|ψ〉 = 〈w¯|ψ〉 = ψ(w¯) (109)
enabling us to identify 〈z¯|w〉 = ez¯w = δ2(z¯, w) as a delta function in this space. Indeed, one can introduce the
notion of a functional derivative here too. To that end consider the functional F [ψ(z¯)] , representing a map from
the space of anti-holomorphic function {ψ(z¯)} to complex numbers: F : {ψ(z¯)} → C
The functional derivative δF [ψ(z¯)]
δψ(w¯) is then defined by the condition∫
δF [ψ(z¯)]
δψ(w¯)
φ(w¯)dµ(w) =
dF [ψ(z¯) + λφ(z¯)]
dλ
∣∣∣∣
λ=0
(110)
where φ(z¯) represents a small perturbaton with a strength λ . One can then easily evaluate the following functional
derivatives:
δψ(z¯)
δψ(w¯)
= δ2(z¯, w) and
δψ∗(z)
δψ∗(w)
= δ2(w¯, z) (111)
where the second one follows from the first one by taking complex conjugation or alternatively defining analogous
functional derivative by introducing appropriate functionals on the space of holomorphic functions.
8 Appendix - B
On finite dimensional matrix solution of (12) and some related observations
In [24] it has been shown that there exist a finite dimensional solution of optimal algebra element aˆs saturating
the ball condition ‖[bˆ, aˆ]‖op ≤
√
θ
2 . For computation of distance between harmonic oscillator states ρn+1 and ρn ,
the finite dimensional optimal algebra can be taken as
aˆs =
√
θ
2
√
2(n+ 1)
[|n+ 1〉〈n+ 1| − |n〉〈n| ] (112)
If we compute the operator [bˆ, aˆ]†[bˆ, aˆ] with this finite dimensional form of aˆs , we shall get,
[bˆ, aˆ]†[bˆ, aˆ] =
θ
8(n+ 1)
[4(n+ 1)|n+ 1〉〈n+ 1|+ (n+ 2)|n+ 2〉〈n+ 2|+ n|n〉〈n| ] (113)
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It is evident from the form of the equation that the right hand side matrix is a diagonal matrix but not proportional
to unit matrix. To compute the operator norm we have to take the highest eigenvalue which is 4(n+ 1), giving
‖[bˆ, aˆ]‖op =
√
θ
2 . So we have shown that a finite dimensional form of aˆs can also saturate the ball condition.
But the point to note is that the functional differentiation only provides information about local extrema. It
should finally augmented by the task of getting maximal eigenvalue to get the operator norm. In this discrete case
operator norm is not translationally invariant as it depends on n and is used to compute the distance between
successive harmonic oscillator states ρn and ρn+1 , which is also, therefore non-invariant under translation and is
given by
d(ρn, ρn+1) =
√
θ
2(n+ 1)
(114)
See [24, 27] for details.
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