Approximate message passing (AMP) is a class of efficient algorithms for solving high-dimensional linear regression tasks where one wishes to recover an unknown signal β0 from noisy, linear measurements y = Aβ0 + w. When applying a separable denoiser at each iteration, the performance of AMP (for example, the mean squared error of its estimates) can be accurately tracked by a simple, scalar iteration referred to as state evolution. Although separable denoisers are sufficient if the unknown signal has independent and identically distributed entries, in many real-world applications, like image or audio signal reconstruction, the unknown signal contains dependencies between entries. In these cases, a coordinate-wise independence structure is not a good approximation to the true prior of the unknown signal. In this paper we assume the unknown signal has dependent entries, and using a class of non-separable slidingwindow denoisers, we prove that a new form of state evolution still accurately predicts AMP performance. This is an early step in understanding the role of non-separable denoisers within AMP, and will lead to a characterization of more general denoisers in problems including compressive image reconstruction.
I. INTRODUCTION

A. Motivation
In this work, we study the high-dimensional linear regression model, where one wishes to recover an unknown signal β 0 ∈ R N from noisy observations as in the following model:
where y ∈ R n is the output, A ∈ R n×N is a known measurement matrix, and w ∈ R n is zero-mean noise with finite variance σ 2 . We assume that the ratio of the dimensions of the measurement matrix is a constant value, δ := n/N , with δ ∈ (0, ∞). Approximate message passing (AMP) [1] - [5] is a class of low-complexity, scalable algorithms studied to solve the highdimensional regression task of (1) . The performance of AMP depends on a sequence of functions {η t } t≥0 used to generate a sequence of estimates {β t } t≥0 from auxiliary observation vectors computed in every iteration of the algorithm. A nice property of AMP is that under some technical conditions these observation vectors can be approximated as the input signal β 0 plus independent and identically distributed (i.i.d.) Gaussian noise. This fact allows one to choose functions {η t } t≥0 based on statistical knowledge of β 0 , for example, a common choice This work was supported in part by the National Science Foundation under the Grant ECCS-1611112. is for η t to be the Bayes-optimal estimate of β 0 conditional on the value of the observation vector. For this reason, the functions {η t } t≥0 are referred to as 'denoisers. ' Previous analysis of the performance of AMP only considers denoisers {η t } t≥0 that act coordinate-wise when applied to a vector; such functions are referred to as separable. If the unknown signal β 0 has i.i.d. entries, restricting consideration to only separable denoisers causes no loss in performance. However, in many real-world applications, the unknown signal β 0 contains dependencies between entries and therefore a coordinate-wise independence structure is not a good approximation for the prior of β 0 . For example, when the signals are images [6] , [7] or sound clips [8] , non-separable denoisers outperform reconstruction techniques based on over-simplified i.i.d. models. In such cases, a more appropriate model might be a finite memory model, well-approximated with a Markov chain prior. In this paper, we extend the previous performance guarantees for AMP to a class of non-separable slidingwindow denoisers introduced by Ma et al. [8] when the unknown signal is produced by a Markov chain starting from its stationary distribution.
When the measurement matrix A has i.i.d. Gaussian entries and the empirical distribution of the unknown signal β 0 converges to some probability distribution on R, Bayati and Montanari [3] proved that at each iteration the performance of AMP can be accurately predicted by a simple, scalar iteration referred to as state evolution in the large system limit (n, N →∞ such that n N = δ is a constant). For example, if β t is the estimate produced by AMP at time t, their result implies that the normalized squared error, 1 N β t − β 0 2 , and other performance measures converge to known values predicted by state evolution using the prior distribution of β 0 . 1 Recently, Rush and Venkataramanan [9] provided a concentration version of the asymptotic result when the prior distribution of β 0 is i.i.d. sub-Gaussian. The result implies that the probability of -deviation between various performance measures and their limiting constant values fall exponentially in n. Extensions of AMP performance guarantees beyond separable denoisers have been considered in special cases [10] , [11] for certain classes of block-separable denoisers that allow dependencies within blocks of the signal β 0 with independence across blocks. However these settings are more restricted than the types of dependencies we consider.
B. AMP Algorithm for Sliding-Window Denoiser
The AMP algorithm, in the case of a dependent signal, generates successive estimates of the unknown vector denoted by β t ∈ R N for t = 1, 2, . . .. These values are calculated as follows: given the observed vector y, set β 0 = 0, the all-zeros vector. For t = 0, 1, . . ., fix k ≥ 0 an integer, and AMP computes
for an appropriately-chosen sequence of non-separable denoiser functions {η t } t≥0 : R 2k+1 → R, where the notation
and A * denotes the transpose of A. We let η t denote the (weak) partial derivative of η t with respect to (w.r.t.) the (k + 1) th coordinate, or the center element. Quantities with a negative index in (2) and (3) are set to zero.
C. Contributions and Outline
Our main result proves concentration for order-2 pseudo-Lipschitz (PL) loss functions 2 for the AMP estimate of (3) at any iteration t of the algorithm to constant values predicted by the state evolution equations. We envision that our work in understanding the role of sliding-window denoisers within AMP is an early step in characterizing the role of non-separable denoisers within AMP. This work will lead to a characterization of more general denoisers in problems including compressive image reconstruction [6] , [7] .
The rest of the paper is organized as follows. Section II provides model assumptions, state evolution for slidingwindow denoisers, and the main performance guarantee, which is a concentration result for PL loss functions acting on the AMP outputs from (2)-(3) to the state evolution predictions. Section III provides the main ingredients for the proof of the main result. Section IV provides a numerical example that shows how our main result is used to analyze the performance of AMP with non-separable denoisers when the input signal has a Markov chain prior. Finally, Section V concludes the paper and discusses future work.
II. MAIN RESULTS
A. Definitions and Assumptions
First we include definitions of properties of Markov chains that will be useful to clarify our assumptions on the unknown signal β 0 . 
where B(S) is the Borel sigma-algebra on S and r n (x, dy) denotes the n-step transition probability measure. 3 In other words, geometrical ergodicity means the chain converges to its stationary distribution γ geometrically fast. The chain is said to be reversible if r(x, dy)γ(dx) = r(y, dx)γ(dy). Moreover, a chain is said to have an spectral gap on L 2 (γ) if
where Λ is a set of values for λ such that (λI − R) −1 does not exist as a bounded linear operator on L 2 (γ). Note that for a countable state space S, Λ is the set of all eigenvalues of the transition probability matrix, hence g 2 is the distance between the largest and the second largest eigenvalues.
It has been proved that a Markov chain has spectral gap on L 2 (γ) if and only if it is reversible and geometrically ergodic [12] . We use the existence of a spectral gap to prove concentration results for PL functions with dependent input, where the dependence is characterized by a Markov chain. Such concentration results are crucial for obtaining the main technical lemma, Lemma 1, and hence our main result, Theorem 1. If the spectral gap does not exist, meaning that g 2 = 0, then our proof [13] only bounds the probability of tail events in Lemma 1 by constant 1, which is useless.
With this definition, we now clarify the assumptions under which our result is proved.
Assumptions: Signal: Let S ⊂ R be a bounded state space (countable or uncountable). We assume that the signal β 0 ∈ S N is produced by a time-homogeneous, reversible, geometrically ergodic Markov chain in its (unique) stationary distribution. Note that this means the 'sequence' β 01 , β 02 , . . . , β 0 N , where β 0i is element i of β 0 , forms a Markov chain. We refer to the stationary distribution as γ β . Moreover, we assume that for any ∈ (0, 1),
Denoiser functions: The denoiser functions η t : R 2k+1 → R used in (3) are assumed to be Lipschitz 4 for each t> 0 and, therefore, are also weakly differentiable with bounded derivative. The weak partial derivative w.r.t. the (k + 1) th (middle) coordinate is denoted by η t . Further, the derivative η t is assumed to be differentiable with bounded derivative. Note that this implies η t is Lipschitz. (It is possible to weaken this condition to allow η t to have a finite number of discontinuities, if needed, as in [9] .)
Matrix: The entries of the matrix A are i.i.d. ∼ N (0, 1/n). Noise: The entries of the measurement noise vector w are i.i.d. according to some sub-Gaussian distribution p w with mean 0 and finite variance σ 2 . The sub-Gaussian assumption implies that for all ∈ (0, 1),
for some constants K, κ > 0 [14] .
B. Performance Guarantee
As mentioned in Section I, the behavior of the AMP algorithm is predicted by a simple, scalar iteration referred to as state evolution, which we introduce here. Let the stationary distribution γ β and the transition probability measure r(x, dy) define the prior distribution for the unknown vector β 0 in (1). Let the random variable β ∈ S be distributed as γ β and the random vector β ∈ S 2k+1 be distributed as π, where
is the probability of seeing such a length-(2k + 1) sequence in the β 0 Markov chain (i.e. it is the (2k + 1)-dimension marginal distribution of β 0 ). Note that you could equivalently think of β as being the (k + 1) th entry of β since β is a Markov chain starting in its stationary distribution (i.e. γ β is the onedimension marginal distribution of β 0 ). Define σ 2 β = E[β 2 ] > 0, and σ 2 0 = σ 2 β /δ. Iteratively define the quantities {σ 2 t } t≥1 and {τ 2 t } t≥0 as follows,
where Z ∈ R 2k+1 is a vector of i.i.d. standard normal random variables, w k = 2k/N , and δ = n/N . Theorem 1 provides our main performance guarantee, which is a concentration inequality for pseudo-Lipschitz (PL) loss functions. Theorem 1. With the assumptions of Section II-A, for any order-2 pseudo-Lipschitz function φ : R 2 → R, ∈ (0, 1), and t ≥ 0,
In the expectation in (5) , β ∈ S ∼ γ β , β ∈ S 2k+1 ∼ π, and Z ∈ R 2k+1 is a vector of i.i.d. standard normal random variables that is independent of β and β. The constant τ t is defined in (4) , and the constants K k,t , κ k,t > 0 depend on the iteration index t and the half window-size k, but not on n or . The values of K k,t and κ k,t are not exactly specified.
Remarks:
(1) The probability in (5) is w.r.t. the product measure on the space of the matrix A, signal β 0 , and noise w.
(2) Theorem 1 shows concentration for the loss when considering only the inner N − 2k elements of the signal. This is due to the nature of the sliding-window denoiser, which updates each element of the estimate β t using the k elements on either side of that location. In practice, as in Ma et al. [8] , one could run a slightly different algorithm than that given in (2)-(3): instead of setting the end elements, meaning the first k and last k elements, of the estimate β t equal to 0, update these elements using the sliding-window denoiser but with missing input values replaced by the median of the other inputs. Such a strategy shows good empirical performance -even at the end elements -and suggests that the concentration result of Theorem 1 could be extended to show concentration for the loss of the full signal. Proving this requires a delicate handling of the end elements and is left for future research.
(3) The state evolution constants {τ 2 t } t≥0 defined in (4) are the sum of σ 2 and two weighted terms, where the weight depends on k, the length of the window in the sliding-window denoiser. As k increases, the state evolution values depend more on σ 2 β , the second moment of the stationary distribution γ β . The increasing dependency on σ 2 β as k grows is due to the fact that the sliding-window denoiser makes estimating the end elements of β 0 difficult. For our theoretical results, we only estimate the middle N − 2k elements of the signal, and so as k increases the state evolution constants {τ 2 t } t≥0 depend more on σ 2 β , the second moment of the elements of the original signal, corresponding to the estimation error in the un-estimated part of the signal.
(4) By choosing PL loss, φ(a, b) = (a − b) 2 , Theorem 1 gives the following concentration result for the mean squared error (MSE) of the middle N − 2k coordinates of the estimates. For all t ≥ 0,
with σ 2 t+1 defined in (4) . Section IV provides a numerical example demonstrating that the MSE of the AMP estimates {β t } t≥0 is tracked by the state evolution iteration (4).
III. PROOF OF THEOREM 1
The proof of Theorem 1 follows the work of Rush and Venkataramanan [9] , with modifications for the dependent structure of the unknown vector β 0 in (1). For this reason, we use much of the same notation. The main ingredient in the proof of Theorem 1 is a technical lemma corresponding to [9, Lemma 5] . For brevity, we present only the statement of the lemma, while the comprehensive version of the proof can be found in [13] . We first cover some preliminary results and establish notation used in the proof. We then discuss the lemmas used to prove Theorem 1.
A. Proof Notation
In order to streamline the proof of our technical lemma, we use notation similar to [9] and consequently to [3] .
Given noise w ∈ R n and unknown signal β 0 ∈ S N , define column vectors h t+1 , q t+1 ∈ R N and b t , m t ∈ R n for t ≥ 0 recursively as follows, starting with β 0 = 0 and z 0 = y,
Recall from the definition of the AMP algorithm updates (3),
and so q t defined in (6) inherits a similar form, where the end elements of q t , meaning the first and last k elements, take a different value than those in the middle,
Recall that β 0 ∈ S N is the unknown vector to be recovered, and w ∈ R n is the measurement noise with mean zero and variance σ 2 . Using the definitions in (6), the vector q t is the error in the estimate β t , and b t is the difference between the residual and the noise. The technical lemma will show that h t+1 can be approximated as i.i.d. N (0, τ 2 t ) in functions of interest for the problem, namely when used as input to PL functions. Moreover, the full proof [13] shows that b t can be approximated as i.i.d. N (0, σ 2 t ) in PL functions and the deviations of the quantities 1 n m t 2 and 1 n q t 2 from τ 2 t and σ 2 t , respectively, fall exponentially in n. We next introduce the concentrating values that are used in the technical lemma. Let {Z t } t≥0 be a sequence of jointly Gaussian random vectors on R 2k+1 . The covariance of the random sequence is defined recursively as follows. For r, t ≥ 0, and i, j = 1, ..., 2k + 1,
where
with w k = 2k/N , σ 2 β = E[β 2 ], β ∈ S ∼ γ β , and β ∈ S 2k+1 ∼ π. Note that both terms of the above are scalar values and we take η −1 (·) = 0. Moreover, E t,t = σ 2 t , thus E[Z 2 ti ] = 1. Hence, eachZ t has i.i.d. N (0, 1) entries.
B. Technical Lemmas
The following concentration lemma, Lemma 1, directly leads to the proof of Theorem 1, as will be shown in Section III-C. Lemma 1. For pseudo-Lipschitz functions φ h : R (t+2)(2k+1) → R, the following statement holds for any ∈ (0, 1) and t ≥ 0:
The random vectorsZ 0 , . . . ,Z t ∈ R 2k+1 are jointly mean-zero Gaussian with covariance defined in (8) and independent of β ∼ π. The constants K k,t , κ k,t > 0 depend on k and t in complicated ways but are independent of n, .
Lemma 1 is proved through induction. The induction proves concentration for various inner products involving vectors in recursion (6) , namely {h t+1 , q t , b t , m t }. A key step is to represent the conditional distribution of the vectors h t+1 and b t , given the previous output of the algorithm as well as β 0 , w, as the sum of a standard normal vector and a deviation term. The deviation terms are then proved to be small in the sense that their Euclidean norms are small with high probability. Additionally, concentration results for pseudo-Lipschitz functions acting on Markov chains and dependent Gaussian vectors, respectively, are needed. Details of the proof can be found in the full version of this paper [13] .
In the following subsection, we use the results of Lemma 1 to prove Theorem 1.
C. Proof of Theorem 1
We now prove Theorem 1 using Lemma 1.
Proof. Applying Lemma 1 to a pseudo-Lipschitz (PL) function φ h : R 2(2k+1) → R, we get
where the independent random vectors β ∈ S 2k+1 ∼ π and Z ∈ R 2k+1 has i.i.d. standard normal entries. Now let (9) is PL since φ is PL and η t is Lipschitz. We therefore obtain
The proof is completed by noting from (3) and (6) that Fig. 1 . The plot provides the results of a numerical example to demonstrate the validation of state evolution of AMP with non-separable sliding-window denoisers. The black curves are theoretical state evolution predictions given by (4) with three different half window-sizes, k. The red crosses are empirical MSE achieved by the AMP algorithm defined in (2) and (3). (N = 10, 000, δ = 0.3, σ 2 = 0.1.)
IV. A NUMERICAL EXAMPLE
We now provide a concrete numerical example where AMP is used to estimate β 0 from the linear system (1), when the entries of β 0 form a Markov chain on state space {0, 1} starting from its stationary distribution. The transition probability measure is r(0, 1) = 3/70 and r(1, 0) = 1/10, which yields a unique stationary distribution γ β (1) = 1 − γ β (0) = 3/10. We define the denoiser function η t in (3) as the Bayesian sliding-window denoiser. That is,
Z ∼ N (0, I 2k+1 ) independent of β, and τ t is defined in (4). Then, Figure 1 shows that the mean squared error (MSE) achieved by AMP with the non-separable sliding-window denoiser defined above is tracked by state evolution at every iteration. Notice that when k = 0, the denoisers {η t } t≥0 are separable and the empirical distribution of β 0 converges to the stationary probability distribution γ β on R. For this case, the state evolution analysis for AMP with separable denoisers (k = 0) was justified by Bayati and Montanari [3] . However, it can be seen in Figure 1 that the MSE achieved by the separable denoiser (k = 0) is significantly higher (worse) than that achieved by the non-separable denoisers (k = 1, 2).
V. CONCLUSION
In this work we prove that state evolution accurately predicts the behavior of approximate message passing (AMP) when using non-separable sliding-window denoisers with an input signal produced by a time-homogeneous, reversible, geometrically ergodic, stationary Markov chain on a bounded state space. More specifically, our result showed that the errors in the AMP estimates measured with pseudo-Lipschitz loss functions concentrate to state evolution predictions with exponential rate in the problem dimension.
We envision that this work in understanding the role of sliding-window denoisers within AMP is an early step in characterizing the role of more general non-separable denoisers within AMP. The next goal is to consider input signals with more general dependent structures on an unbounded state space, as well as more general non-separable denoisers. For example, our ongoing work aims to extend these results to compressive image reconstruction [6] , [7] where the signals are images with priors well-approximated by a Markov random field. Such a construction would require extending the Lemmas of Section III-B from Markov chains to random fields.
