We present an a-posteriori method for computing rigorous upper and lower bounds of the J-integral in two dimensional linear elasticity. The J-integral, which is typically expressed as a contour integral, is recast as a surface integral which yields a quadratic continuous functional of the displacement. By expanding the quadratic output about an approximate finite element solution, the output is expressed as a known computable quantity plus linear and quadratic functionals of the solution error. The quadratic component is bounded by the energy norm of the error scaled by a continuity constant, which is determined explicitly. The linear component is expressed as an inner product of the errors in the displacement and in a computed adjoint solution, and bounded using standard a-posteriori error estimation techniques. The method is illustrated with two fracture problems in plane strain elasticity.
I. INTRODUCTION
The accurate prediction of stress intensity factors in crack tips is essential for assessing the strength and life of structures using linear fracture mechanics theories. A crack is assumed to be stable when the magnitude of the stress concentration at its tip is below a critical material dependent value. Stress intensity factors derived from linearly elastic solutions are widely used in the study of brittle fracture, fatigue, stress corrosion cracking, and to some extend for creep crack growth. Since the analytical methods for solving the equations of elasticity are limited to very simple cases, the finite element method is commonly used as the alternative to treat the more complicated cases. The methods for extracting stress intensity factors from computed displacement solutions fall into two categories: displacement matching methods, and the energy based methods. In the first case, the form of the local solution is assumed, and the value of the displacement near crack tip is used to determine the magnitude of the coefficients in the asymmptotic expansion. In the second case, the strength of the singular stress field is related to the energy released rate, i.e. the sensitivity of the total potential energy to the crack position. An expression for calculating the energy release rate in two dimensional cracks was given in [13] and is known as the J-integral. The J-integral is a path independent contour integral involving the projection of the material force derived from Eshelby's [3] energy momentum tensor along the direction of the possible crack extension. An alternative form of the J-integral in which the contour integral is transformed into a domain integral involving a suitably defined weighting function is given in [6] . The expression for the energy release rate given in [6] appears to be very versatile and has an easier and more convenient generalization to three dimensions than the original form [13] .
Regardless of the method chosen to evaluate the stress intensity factor, a good approximation to the solution of the linear elasticity equations is required. Unfortunately, the problems of interest involve singularities and this makes the task of computing accurate solutions much harder. For instance, it is well known [16] that the convergence rate of energy norm of a standard finite element solution for a linear elasticity problem involving a ¦ ¢ § © reentrant corner is no higher than " ! ¤ # , where is the typical mesh size. This problem was soon realized and as a consequence a number of mesh adaptive algorithms have been proposed [4] , [5] , [7] , [8] , [14] which, in general, improve the situation considerably. In some cases [7] , [8] , the adaptivity is driven by errors in the energy norm of the solution, whereas in some others [4] , [5] , [14] , a more sophisticated goal-oriented approach based on a linearized form of the output is used.
In this paper we present a method for computing strict upper and lower bounds for the value of the J-integral in two dimensional linear fracture mechanics. The J-integral is written as a bounded quadratic functional of the displacement and expanded into computable quantities plus additional linear and quadratic terms in the error. The linear terms are bounded using our previous work for linear functional outputs [9] , [11] , [12] and the quadratic term is bounded with the energy norm of the error scaled by a suitably chosen continuity constant, which can be determined a priori. The bounds produced are strict with respect to the solution that would be obtained on a conservatively refined reference mesh. This restriction however can be eliminated if the more rigorous techniques for bounding the outputs of the exact weak solutions are employed [10] , [15] . Also, not exploited here, but of clear practical interest, is the fact that the bound gap can be decomposed into a sum of positive elemental contributions thus naturally leading to an adaptive mesh adaptive approach [12] . We think that the algorithm presented is an attractive alternative to the existing methods as it guarantees the certainty of the computed bounds. This is particularly important in critical problems relating to structural failure. The method is illustrated for an open mode and a mixed mode crack examples.
II. PROBLEM FORMULATION
We consider a linear elastic body occupying a region
, is assumed to be piecewise smooth, and composed of a Dirichlet portion
, and a Neumann portion
. We assume that a traction
is applied on the Neumann boundary and that the Dirichlet boundary conditions are homogeneous. The displacement field
satisfies the following weak form of the elasticity equations
It is straightforward to see that the solution,
R
, to the problem (1) minimizes the total potential energy, and that
Where
denotes energy norm associated with the coercive bilinear form f W f# . In fracture mechanics we are often interested in determining the strength of the crack tip stress fields. A common way to do that is to relate the so called stress intensity factors to the energy released per unit length of crack advancement (see figure 1 ). If the total potential energy defined by (5) , decreases by an amount s R # when the crack advances by a distance ¢ in its plane, we are interested in determining the energy release rate, rate, R m # , can be calculated as a path independent line integral known as the -integral [13] . If we consider the geometry shown in figure 1 , the -integral has the following expression,
where 1 is any path beginning at the bottom crack face and ending at the top crack face, 7 f u l w e # " } h is the strain energy density, is the traction given as 7 u , and
is the outward unit normal to
1 . An alternative expression for R m # was proposed in [6] , where the contour integral is transformed to the following area integral expression,
Here, the weighting function ¥ is any function in q $ ¦ ¤ # that is equal to one at the crack tip and vanishes on 1 . For a given ¥ , we observe that s R m # is a bounded quadratic functional of R . For our bounding procedure it is convenient to make the quadratic dependence of the output on the solution more explicit. To this end, we define the bilinear form
and its symmetric part¨
It is clear from these definitions that,
and that there exists 
Here, (7) is chosen to be piecewise linear over the elements´°&E 
A. Linear term
In order to derive upper an lower bounds for the linear term¨
, we introduce the following adjoint problem: find
and the corresponding finite element approximation,
From (1) . This, combined with the above equations (14) and (15) gives the following representation for the linear error term,¨
where ¿ 7 ½ r ½° i s the error in the adjoint solution. Now, using the parallelogram identity, we have that for all
and therefore,
B. Quadratic term
In the appendix we show that for two dimensional linear elasticity, a suitable value for the continuity constant in expression (11) is given by
is the elastic shear modulus, Ì is the elastic bulk modulus which is given by
for plane stress, and
for plain strain. In these expressions, × is Young's elastic modulus and Ø is the Poisson's ratio. Therefore, we writë
The computation of a bound for¨ · W · # is straightforward once a bound for the error in the energy norm
has been obtained.
IV. BOUNDS FOR ENERGY NORM OF THE ERROR
An essential ingredient for the computation of the bounds for our output of interest,
, is the calculation of upper bounds for the energy norm of · , and
There is an extensive body of literature on this subject (see [1] , [11] ), and a number of methods an approaches have been proposed which, in principle, would be applicable here. These methods typically compute an upper bound of the energy norm of the error measured with respect to a reference solution. This reference solution can be a finite element solution obtained on a very fine mesh or a solution obtained using a high degree interpolation polynomial. More recently, a method was proposed in [15] for Poisson's equation which is based on the use of the complementary energy principle and gives bounds for the error relative to the exact weak solution. The method has been since generalized to the linear elasticity equations in [10] . Here, we will use essentially the method proposed in [2] for Poisson's equation, extended to the linear elasticity problem. This approach is easy to implement but has the disadvantage that the error in the solution is measured with respect to the finite element solution obtained on a conservatively refined mesh. Future work will incorporate the more rigorous bounding procedures described in [10] .
We start by combining equations (1) on the two neighboring elements [1] , that is, . Problem (29) is local over each element but is still infinite dimensional. In practice, we discretize (29) over a conservatively fine mesh and compute an approximation, Þ · ë , to Þ · (see [1] , [2] , or [11] for details). We shall assume here that the discretization is sufficiently rich so that the difference between Þ · ë W Þ · ë # and Þ · W Þ · # is negligible. Summing the elemental equations (29) over all the elements in ² t° , and letting
on the common edge ) x°7 9 ) ¤ ¶ ñ°E ç è of the two neighbor elements, the last term in the right hand side is also zero. This yields,
The last equality follows from (20) with
. Finally since · Q Þ · W · Q Þ · ¢ # m ò , from the above expression, it follows the desired result,
If we now start with the adjoint error equation,
and repeat the same process outlined above, we can determine a reconstructed adjoint error
Finally, we note that due to the symmetry of f W f # , equations (20) and (34) can be combined into the following equation,
and an upper bound for the norm of the combined error is thus,
Since À in equation (18) is arbitrary we choose 
VI. EXAMPLES
In the first example we consider a plate with two edge cracks subjected to a uniformly distributed tensile stress as shown in figure 2 . The plate is assumed to be in plane strain. The value of the tensile force acting on the two ends of the plate is for the problem has been determined in [7] to be
. Therefore, the exact value of the J-integral is obtained as Due to the symmetry of the problem, we only use one quarter of the plate for the finite element analysis. We use a 5 by 5 square area surrounding the crack tip as the support, $ ¦ , of the weighting function ¥ (see figure 3 ). Figure 4 shows three of the linear triangular meshes used for the global computations together with an illustration of the broken mesh used for the local Neumman problems. For all the calculations the reference mesh is taken to be a . The observed convergence rate of the bound gap is somewhat higher than the expected value of ¦ . We note that in the table I, all the results shown have been multiplied by two since, due to symmetry, only half of the domain is considered. In the second example we consider a plate with an inclined crack subjected to a uniformly distributed tensile stress as shown in figure 5 . The plate is assumed to be in plane strain. The value of the tensile force acting on the two ends of the plate is We use a 3 by 3 square area surrounding the crack tip as the support, $ u ¦ , of the weighting function ¥ (see figure 6 ). Figure 7 shows three of the linear triangular meshes used for the global computations together with an illustration of the broken mesh used for the local Neumman problems. For all the calculations the reference mesh is taken to be a 
