The ground state of an elastic interface in a disordered medium undergoes collective jumps upon variation of external parameters. These mesoscopic jumps are called shocks, or static avalanches. Submitting the interface to a parabolic potential centered at w, we study the avalanches which occur as w is varied. We are interested in the correlations between the avalanche sizes S1 and S2 occurring at positions w1 and w2. Using the Functional Renormalization Group (FRG), we show that correlations exist for realistic interface models below their upper critical dimension. Notably, the connected moment S1S2
I. INTRODUCTION
The model of an elastic interface in a disordered medium has been put forward as a relevant description for a large number of systems [1] [2] [3] [4] . Examples include domain walls in soft magnets [5, 6] , fluid contact lines on a rough surface [7, 8] , strike-slip faults in geophysics [9, 10] , fracture in brittle materials [11] [12] [13] or imbibition fronts [14] . An important common property of these systems is that their response to an applied field is not smooth but rather proceeds via jumps extending over a broad range of space and time scales. As a consequence, understanding the properties and the universality of avalanche processes has received a lot of attention in the past years [15] [16] [17] .
A problem of outstanding interest is to quantify the correlations between successive avalanches. In the context of earthquakes those are linked to the notion of aftershocks, whose statistics is characterized through phenomenological laws such as the Omori law [18] . Several mechanisms have been advanced to explain these strong correlations, all involving an additional dynamical variable [19, 20] . For elastic interfaces, correlations between avalanches were yet only studied as a result of such additional degrees of freedom in the interface dynamics, as relaxation processes [21, 22] or memory effects [23] . In this work, we show that even in the absence of such mechanisms, avalanches in elastic interfaces are generically correlated below their upper critical dimension. These correlations are universal.
Let us emphasize that the goal of this paper is not to understand or explain the aftershock statistics observed in earthquakes, for which additional mechanisms such as those discussed above are necessary. Rather, it is to emphasize that for disordered elastic systems, except for mean-field models, correlations between avalanches always exist. A precise quantitative understanding of these correlations is necessary to correctly quantify correlations induced by additional mechanisms. In systems where the description by the standard elastic-interface model is accurate (without additional mechanisms) our results quantify the correlations between avalanches. To our knowledge, these correlations have up to now been ignored in theoretical or experimental work. It would thus be interesting to quantify them better, in order to access universality, or lack thereof, in various avalanche processes.
In this article we study the correlations between the sizes and locations of shocks in the ground state (also called "static avalanches") of elastic interfaces in disordered media. These static avalanches are close cousins of the (dynamic) avalanches observed in the interface dynamics at depinning. As we discuss below, we expect most of our results to hold for both classes. Our study is conducted using the Functional Renormalization Group (FRG). Originally introduced as a powerful tool to study the universal properties of the statics and dynamics (at the depinning transition) of elastic interfaces in disordered media [24] [25] [26] [27] [28] [29] [30] , the FRG has been recently adapted to the study of avalanches [31] [32] [33] [34] [35] [36] . It has notably led to a rigorous identification of the relevant mean-field theory for the statistics of single avalanches: the BrownianForce Model (BFM), a multidimensional generalization of the celebrated Alessandro-Beatrice-Bertotti-Montorsi (ABBM) model [37, 38] . Interestingly, the FRG allows to go beyond mean-field theory and to compute in a controlled way avalanche observables in an expansion in ǫ = d uc − d where d is the interface dimension, and d uc the upper critical dimension of the problem. The latter depends on the range of the elastic interactions, with d uc = 4 for short-ranged (SR) elasticity and d uc = 2 for the usual long-ranged (LR) elasticity.
The outline of this article is as follows: In section II we summarize our results, preceded by a definition of the relevant observables. In Section III we introduce the model and the observables we are interested in. Section IV contains the derivation of the main results presented above. Section V gives an analysis of the correlations between the local shock sizes. Section VI presents the results of our numerical analysis of these correlations for a toy model with a single degree of freedom, i.e. d = 0. Finally, a series of appendices contains technical derivations.
II. MAIN RESULTS
Let us now state our main results for interfaces with a short-ranged elastic kernel (a more general case will be treated in the manuscript, with little changes to the formulas). To this aim, we parameterize the position of the interface by the (real, one-component) displacement field u(x), where x ∈ R d is the internal coordinate of the interface. For notational convenience we denote u(x) ≡ u x . The interface is submitted to a quenched random potential V (u x , x), and to an external parabolic confining field m 2 2 (u x − w) 2 centered at w. In a given disorder realization V , upon variation of the external fiel w, the ground state (i.e. lowest-energy) configuration of the interface, denoted u x (w), changes discontinuously at a set of discrete locations w i , according to
The event (w i , S
x ) is the i th shock of the interface, w i is the location of the shock, S
x is its local size at x and
x its total size. The statistical properties associated to one shock were thoroughly analyzed using FRG in [31, 32] . Such properties are encoded in the shock density ρ 0 , defined as
and in the avalanche-size density
The shock-size density ρ(S) is linked to ρ 0 through ρ 0 = dS ρ(S). Note that these quantities do not depend on w due to the statistical translational invariance (STS) of the disorder. Considering two points w < w ′ and sizes S 1 < S 2 ,
dSρ(S) is the mean number of shocks occurring between w and w ′ with size S ∈ [S 1 , S 2 ], while (w ′ − w)ρ 0 is the mean number of shocks (irrespective of their size). Note that throughout the rest of this section we will discuss our results in terms of densities but they can be translated into results for normalized probabilities as we discuss in Sec. III E.
These observables alone do not determine the statistical properties of the sequence {(w i , S (i) )} i∈Z of shocks experienced by the interface in a given environment. In particular, they do not contain any information about the correlations between the shocks. For a given distance W > 0, let us therefore introduce the two-shock density at distance W, ρ 2 (W ) := i =j δ(w − w i )δ(w + W − w j ) .
This observable scales as the square of a density. Thus is the density of shocks at a distance W from a given shock. These observables contain information about the correlations between shocks. Indeed an uncorrelated sequence of shocks implies ρ 2 (W ) = ρ 2 0 (and thusρ 2 (W ) = ρ 0 ). A central question addressed in this work is whether the presence of a shock at a given point decreases (ρ 2 (W ) < ρ 2 0 ) or increases (ρ 2 (W ) > ρ 2 0 ) the density of shocks at a distance W .
To measure the correlations between the size of the shocks (and not only their positions) we introduce the two-shock size density at distance W ,
It is linked to ρ 2 (W ) via
Here
counts the mean number of pairs of shocks such that the first shock occurred between w 1 and w
On the left-hand-side, ... ρ c W denotes the average with respect to ρ c W as defined in Eq. (7). On the right-handside, L is the lateral extension of the system, and m 2 the curvature of the confining potential, which sets the correlation length L m := 1/m for avalanches in the lateral direction. Finally, ∆(W ) is the renormalized disorderforce correlator, the central object in the FRG treatment of disordered elastic systems: Denoting u(w) the centerof-mass position of the interface, given well-position w, the correlator ∆(W ) is defined as the connected correlation function of the center-of-mass fluctuations of the interface position [39] ,
(9) Up to a universal scaling factor and a single non-universal scale, the function ∆(W ) only depends on the universality class of the problem. It was computed up to twoloop accuracy in Ref. [30] and measured numerically in Ref. [40] . For our purpose it is important that the function ∆(W ) is uniformly of order ǫ, and that its second derivative is non-zero. Thus the correlations (8) increase when going away from the upper critical dimension, where mean-field theory, or equivalently the BFM is relevant. Indeed, for the BFM ∆ ′′ (W ) = 0, and the effective disorder force is distributed as a Brownian motion. Beyond mean-field theory, the sequence of shocks is correlated, thus the effective disorder force at large scales has a different statistics than Brownian motion. The sign of these correlations depends on the sign of ∆ ′′ (W ), which, in turn, depends on the universality class of the problem. As detailed in Sec. III C, our results predict qualitatively different correlations depending on the universality class. The most important static universality classes of non-periodic, short-ranged disorder are the random-bond (RB) universality class, which at the microscopic level has short-ranged potential-potential correlations, and the random-field (RF) universality class, for which the forceforce correlations, but not the potential-potential correlations, are short-ranged at the microscopic level. As is summarized in Fig. 1 , for RF-disorder ∆ ′′ (W ) > 0, and thus avalanches are always anti-correlated. On the other hand, for RB-disorder, avalanches are anti-correlated at short distances W , but positively correlated at larger ones.
To obtain results for higher avalanche-size moments, we use the FRG and the ǫ = (d uc − d) expansion to show that, to lowest non-trivial order in the expansion,
where ... ρ denotes the average with respect to ρ as defined in Eq. (3), is the characteristic size of avalanches, Our results predict that the shock sizes are always negatively correlated in the Random-Field universality class, whereas the Random-Bond universality class exhibits a richer structure with negatively (resp. positively) correlated shock sizes at small (resp. large) distances.
which acts as a large-scale cutoff for the avalanche-size density ρ(S), and ∆ ′′ (W ) introduced above is O(ǫ). Integrating Eq. (10) times S 1 S 2 over S 1 and S 2 , we recover Eq. (8) . Contrary to the latter equation which is exact, relation (10) is correct only to order ǫ.
As a consequence of Eq. (10), and its generalizations to higher order, the correlations between avalanches are universal. To make this more transparent, we rewrite Eq. (10) as
The function F d is universal and apart from its three arguments depends only on the spatial dimension. To first order in d = d uc − ǫ, and in the limit of large L and small m, it is given by
Here A d is an explicit constant, with A d=4 = 8π 2 for SR elasticity; the scale W m ∼ m −ζ , with ζ the roughness exponent contains a non-universal amplitude. The range of validity of this result is discussed in the main text. The presence of the factor of 1/(Lm) d highlights the fact that the correlations between shocks are local (indeed N := (Lm) d counts the number of elastically independent regions of the interface). We will analyze this local structure by studying the correlations between the local sizes of the shocks.
To summarize, let us emphasize again our main message namely that for realistic models (beyond mean-field) the sequence of shocks is always correlated.
III. MODEL, SHOCK OBSERVABLES AND METHOD

A. Model
Consider the Hamiltonian for a d−dimensional elastic interface with position u(x) ≡ u x ∈ R (x ∈ R d ), elastic kernel g −1 xx ′ , subjected to a harmonic well centered at w, and to a disorder potential V (u, x):
(14) Here x = d d x and we assume everywhere that the system is confined in a box of length L with e.g. periodic boundary conditions (the boundary conditions will not play a role in the following). We also assume the existence of a short-scale length cutoff a. The elastic kernel is translationally invariant (g −1
x−x ′ ) and defines a convex elastic-energy functional (i.e. g −1
A possible choice is the standard short-ranged elasticity defined by
Here δ xx ′ is the Dirac δ distribution, and the elastic coefficient has been set to one using an appropriate choice of units. Another kernel we consider is
where γ = 2 corresponds to the previous case, and γ = 1 is relevant for long-ranged elasticity, as encountered in fracture and contact-line experiments. For a kernel of the form (16) we define the mass term as
It is the strength of the harmonic well. For short-ranged elasticity we have
Thus L m := m −1 defines a length scale beyond which different parts of the interface are elastically independent. It also provides a large-scale cutoff in loop integrals encountered in the field theory. For more general kernels (16) this length scale is L µ := µ −1 , and we suppose L µ ≪ L, ensuring that boundary conditions do not play a role. The number of elastically independent parts of the interface is N = (L/L µ )
d . The disordered potential V (u, x) is assumed to be short-ranged in internal space x, and statistically translationally invariant, with a second cumulant
The overline (...) denotes the average over the disorder, and superscript c stands for connected averages. The detailed form of R 0 is, apart from global features that determine the universality class of the problem (see Sec. III C), unimportant. We also consider the force-force cumu-
Introducing a (finite) temperature T , disorder and thermal averages in this model can efficiently be computed using a replicated field theory. Introducing n replicated fields u ax , a = 1, . . . , n, the replicated action reads
where · · · indicates eventual higher cumulants of the disorder.
B. The ground state and the scaling limit
As discussed in the introduction, we are interested in the minimal energy configuration of the interface for a given parabolic well position w and disorder realization V (i.e. the T = 0 problem). It is defined as the configuration u x (w), which minimises the energy,
We denote
the center of mass of the ground-state of the interface. The statistical properties of u x (w) have been extensively studied in the literature. In particular it is known that the interface is self-affine with a (static) roughness ex-
. This scaling form generally holds in the scaling regime
where L c is the Larkin length. The scaling limit is thus obtained for L µ → ∞ or equivalently for µ → 0, also equivalent to m → 0 (see (17) ), a regime which is implicit throughout this work. In the FRG treatment of this problem, the ground state statistics is studied using the replicated field theory (20) . The mass term m (or µ = m 2/γ ) can be conveniently used as a control parameter to study the flow of the effective action. As m → 0 and through a proper rescaling, the effective action approaches a RG fixed point. This fixed point is perturbative in ǫ = d uc − d > 0 where d uc is the upper critical dimension of the model (for kernels of the form (16) it is given by d uc = 2γ, thus d uc = 4 for shortranged elasticity and d uc = 2 for long-ranged elasticity). The central object of the theory is the effective disorder correlator R(u), a renormalized version of R 0 (u). It appears in the effective action of the theory Γ[u], as R 0 (u) appears in the bare action S[u] of Eq. (20) (see the action (57) below). Remarkably, as shown in Ref. [41] , it is related to a physical observable, the renormalized disorder force-force correlator ∆(u) defined as
through the relation ∆ ′′ (u) = −R(u). This is the function that appears in the results (8) and (10) of the introduction. The RG flow can be equivalently studied on R or ∆. For m → ∞, the correlator ∆(w) is equal to the bare force-force correlator: ∆(w) → m→∞ ∆ 0 (w). In the limit m → 0 it admits a scaling form
where A d is a dimensionless constant, and we recall µ = m 2/γ . For kernels of the form (16), a convenient choice is to take
with the dimensionless loop integralĨ 2 := q 1 (1+q 2 ) γ . Note that the combination ǫĨ 2 stays finite as ǫ → 0. In general
and for example ǫĨ 2 = γ=2;d=4 1/(8π 2 ) and ǫĨ 2 = γ=1;d=2 1/(2π). As m → 0, the rescaled disorder correlator∆ converges to the fixed point of the FRG flow equatioñ ∆ * (u), which depends only on the universality class. Let us now recall some important properties of these fixed-point functions.
C. Properties of∆ * (u) and static universality classes
Depending on the properties of the bare disorder correlator R 0 (u), the FRG predicts that∆(u) converges as m → 0 to one of the fixed point of the FRG equation. A property of the (zero-temperature) FRG equation is that, for non-periodic disorder, if∆ * (u) is a fixed point, κ 2∆ * (u/κ) also is a fixed point. Hence the fixed point towards which the system flows contains one non-universal scale whose value depends on microscopic properties of the disorder. The known fixed points can be regrouped into four main classes 1 . Analytic properties of these fixed-point functions are known up to twoloop order, i.e. O(ǫ 2 ), see Ref.
[30] to which we refer the reader for quantitative results. An important property is that all fixed points exhibit a cusp around 0,
, related to the presence of avalanches [31, 33] . For our analys the sign of (∆ * ) ′′ (u) is crucial as it determines the sign of the correlations. From the exact result (8) (shown below) we see that for (∆ * ) ′′ (W ) > 0 shock sizes at distance W are anti-correlated, whereas for (∆ * ) ′′ (W ) < 0) they are positively correlated.
Random-bond:
This class has a bare disorder potential V (x, u) distributed with short-ranged correlations in the u direction: The bare disorder correlator R 0 (u) decays quickly to 0 as u → ∞. The most important property for our analysis of the fixed-point function∆ * RB (u) (its typical form is plotted on the right of Fig. 1 ) is that (∆ *
RB )
′′ (u) > 0 at small u and (∆ * RB ) ′′ (u) < 0 at large u.
Random field: This class has the bare disorder force F (x, u) = −∂ u V (x, u) distributed with short-ranged correlations. Then the bare force-force correlator ∆ 0 (u) is short-ranged and R 0 (u) ≃ u≫1 −σ|u| where σ is called the amplitude of the random field. The most important property for our analysis of the fixed point functioñ ∆ * RF (u) (its typical form is plotted on the left of Fig. 1 
Random periodic: This class corresponds to periodic disorder V (u + 1) = V (u). As a consequence,∆ * (u) is also periodic and (∆ * ) ′′ (u) = (∆ * ) ′′ (0) > 0 is constant. Though our analysis still applies to this universality class and our results are correct to O(ǫ), we will not discuss it here. As the shock process is periodic in any dimension, correlations naturally arise from this periodicity (in particular in d = 0 in the m → 0 limit only one shock survives per interval).
The Brownian-Force-Model universality class: Finally, the Brownian-Force-Model defined as ∆ 0 (u) = −σ|u| is also a fixed point of the FRG flow equation and attracts all bare disorder such that ∆ 0 (u) ≃ −σ ′ |u| at large u. It models avalanches at the mean-field level. (It resums tree diagrams). In this model shocks are uncorrelated.
Hence, from the perspective of practical applications, the qualitative behavior of the correlations between shocks as a function of the distance strongly depends on the universality class of the model (see Fig. 1 ).
D. Shocks observables: Densities
As recalled in the introduction, it is well known that in the limit of small m the (rescaled) ground state u x (w) is piecewise constant as a function of w. In terms of the sequence of shocks {(w i , S (i)
x )} i∈Z one can write u x (w) and u(w) as
where θ(x) is the Heaviside theta function. We recall the definition of the one and two-shock size-density:
These distributions possess a large-scale cutoff which we denote S m ; the latter diverges for m to 0 as S m ∼ m −d−ζ . Additionally, we suppose that they have a small-scale cutoff S 0 . In the scaling regime, ρ(S) behaves as a power law with a characteristic exponent τ : ρ(S) ∼ S −τ for S 0 ≪ S ≪ S m . We us also define the connected density
In the first part of this work our goal is to compute ρ c W (S 1 , S 2 ) up to first order in ǫ using the FRG.
E. Shocks observables: Probabilities
One can normalize the above densities to define proper probability distributions as follows:
With this definition, ρ 0 dw is the mean number of avalanches occurring in an interval dw and w2 w1 dw w4 w3 dw ′ ρ 2 (w ′ − w) counts the number of pairs of shocks where the first one occurs between w 1 and w 2 and the second between w 3 and w 4 , irrespective of their sizes. Given these definitions, P (S) and P W (S) are normalized probability distribution functions (PDF).
is the probability, given that a shock has occurred, that its size is between S and S ′ .
is the probability, given that two shocks occurred at a distance W , that their sizes are between S 1 and S ′ 1 , and S 2 and S ′ 2 . Note that a priori the marginal distribution dS 1 P W (S 1 , S 2 ) is different from P (S 2 ) since it contains the additional information that a shock occurred at a distance W . At the level of these PDFs, the absence of correlations would imply P W (S 1 , S 2 ) = P (S 1 , S 2 ) and, though in the remaining of the text we will favor the use of densities, our results can be translated to probabilities using Eq. (33) . As discussed in Ref. [31] , for an avalanche-size distribution ρ(S) with exponent τ > 1 (which is relevant here), the value of ρ 0 is dominated by the small-scale cutoff S 0 for avalanche sizes, and diverges as S 0 → 0,
Hence, ρ 0 is non-universal. In the same way ρ 2 (W ) is non-universal, even though its relation with ρ 0 has some universal features as we will show below. The n th cumulant of the renormalized pinning force is defined as
By definitionĈ (2) (w 1 , w 2 ) = ∆(w 1 − w 2 ) as introduced above. By parity invariance of the disorder 
Second cumulant: Differentiating with respect to
with Eq. (26) inserted, one obtains the relation (33) of [31] (with a corrected misprint 1 → −1). It can be written in the form
Hence, as pointed out in Ref. [31] , the singular part of the second derivative of ∆ ′′ (w 1 − w 2 ) around w 2 = w 1 gives an exact relation between the cusp in the renormalized disorder correlator
and the second avalanche-size moment,
The avalanche size S m plays the role of a large-scale cutoff for ρ(S). On the other hand, the regular part of Eq. (37) gives the exact relation
For uncorrelated shocks we would have obtained
The correlations thus come from the non-zero value of ∆ ′′ (W ) = 0, a property which is generally expected from the FRG. It is a simple signature of the fact that the effective disordered force felt by the interface at large scale is not Brownian. Note that in terms of the moments of the connected density, the exact relation (40) reads
Let us also write the exact relation (40) in terms of the probabilities defined in Sec. III E:
G. Generating functions
We now introduce the generating functions which encode all the moments of the density ρ W (S 1 , S 2 ). Let us first recall the generating functions used in the one-shock case:
They are related to observables associated with the position as
whereû(w) := u(w) − w is the translated position field. Note that due to STS they are independent of w. These relations were proven in Ref. [32] . For two shocks we introduce
We show in Appendix A that it can be computed as
We used the definition
In the following we computeẐ W (λ 1 , λ 2 ) using the FRG through formula (47). Let us also define the connected generating functions
These functions are actually equal: Using Eq. (47) and the fact thatû(w) = 0, the generating functionẐ W (λ 1 , λ 2 ) can be written aŝ
In the limit of δ i → 0 we encounter for each (n, m) two types of terms:
The term in the second line of Eq. (50) produces the disconnected part of the avalanche moment S and thus the disconnected part of the generating func-
The last term on the other hand contributes to S 
we can write
or, equivalently,
The Kolmogorov cumulants (51) can be generally extracted from the renormalized force cumulants (35), as we now explain. Let us introduce
They are trivially linked to the renormalized force cumulants (35) :
. . w n+m ). Explicit expressions for the lowest cumulants with n + m ≤ 4 are displayed in Ref. [31] , see e.g. Eq. (61) there. In the notation for C (n,m) , though the expression is symmetric in w i , we have highlighted the facts that in the end the n first w i will be taken around w = 0, whereas the last m will be around W . Indeed, to obtain K (n,m) W (δ 1 , δ 2 ) from the moments C (n,m) , we must successively evaluate C (n,m) with w i → δ 1 minus C (n,m) with w i → 0 for each i = 1, . . . , n, then set w i → W + δ 2 minus C (n,m) with w i → W for each i = n + 1, . . . , n + m. Ambiguities associated with the possible presence of terms such as ∆ ′ (0 ± ), are lifted by taking the limit of coinciding points with a given specific ordering of the w i . Consistency requires that the end result does not depend on the chosen ordering, a property linked to the assumption that all singularities of the fieldû(w) can be modeled by a finite density of dilute shocks (which guarantees e.g. the continuity ofĈ). This iterative procedure was called the K operation in [31] .
I. Strategy of the calculation and validity of the results
In order to computeẐ W (λ 1 , λ 2 ), we must be able to perform disorder averages of moments of the position field at various positions w i for i = 1, . . . , r. For example r = 4 is sufficient in the formulation (47) and used in Appendix D. In the main part of this work we report a calculation ofẐ W (λ 1 , λ 2 ) from the study of the moments (54) and we thus need to keep r arbitrary. We therefore consider the theory for r position fields u i x coupled to different parabolic wells centered at positions w i in the same disordered environment. The Hamiltonian of the problem is
This leads to a replicated action of the form
The effective action of the theory is [31, 32, 41] Γ
Here R(u) = O(ǫ) is the renormalized disorder correlator already introduced in the previous section, while the neglected terms are higher-order terms in ǫ that can be expressed as loop integrals with higher powers of R. The calculation of observables using the effective action (57) has been called the improved tree approximation [31, 32] . Here we did not specify the number of replicas a = 1, . . . , n r . As is usual in replica calculations, the n r → 0 limit will be implicit in the following. Since (57) is the effective action, observables will be computed using a saddle-point calculation, or equivalently in a diagrammatic language, by resuming all tree diagrams generated by the action (57). This calculation allows to get the lowest order in ǫ for any observable. Let us recall the known results at the improved tree level for ρ(S) and Z(λ) as obtained in Refs. [31, 32] :
J. Connected versus non-connected averages and the ǫ-expansion
Before going further, let us now mention a subtle point. As will become clear in the following, the improved tree calculation leads to a result of order O(ǫ) for ρ c W , in contrast to ρ(S) for which it leads to a result of order O (1) 3 . Hence if one computes
to O(ǫ) one must pay attention to the fact that ρ c W (S 1 , S 2 ) can be computed using the improved-tree theory, but ρ(S) has then to be computed to one-loop accuracy. In the same way, the connected generating function
can be computed exactly up to order O(ǫ) using the improved tree theory, but to compute Z W (λ 1 , λ 2 ) up to order ǫ one must add one-loop corrections to Z(λ).
The same remark holds for the moments S
IV. CORRELATIONS BETWEEN TOTAL SHOCK SIZES
A. Reminder of the diagrammatic rules and extraction of shock moments
Let us now explain how the moments
are obtained using the diagrammatic rules developed in Ref. [31] which can also be read off from the action (57).
In the calculation of the correlator (54), the terms of the form L dû (w i ) = yiû yi (w i ) are diagrammatically represented as external legs at the top of the diagrams. Fields at different position w i and w j can be contracted through an interaction vertex z
represented as a dashed-line (each contraction bringing an additional derivative to R with the appropriate sign). The propagators are represented as plain lines. When forming tree diagrams, one produces n + m − 1 interaction vertices 1 T 2 R, and 2(n + m − 1) propagators, which each carries a factor of T . For trees, all factors of T cancel, and the diagrams survive in the 0 temperature limit. The factors of T can thus be omitted in the diagrammatic rules. As for the integrals over the positions of the external legs y i , i = 1, . . . , n + m and the disorder vertices z k , k = 1, . . . , n + m − 1, since the interaction is local in space and x g x = 1 m 2 , all 2(n + m − 1) propagators can be taken as static propagators and thus this integration produces an additional factor of L d . This procedure results in expressions for the C (n,m) (w 1 , . . . , w n , w n+1 , . . . , w n+m ) as sums of products of terms involving derivatives ∆ (p) (w i − w j ) 4 . In calculating the Kolmogorov cumulants K (n,m) (δ 1 , δ 2 ) to order O(δ 1 δ 2 ) one must use the even but non-analytic form of ∆(u) around the origin,
We checked that if one takes all limits of coinciding points with a fixed order of the w i in the calculation, one obtains a non-ambiguous result, independent of the ordering.
B. Lowest moments
First moment: We fist consider the computation of S 1 S 2 ρ c W . To this aim we compute C (1,1) (w 1 , w 2 ), which is given by a single diagram:
We have introduced a new diagrammatic notation: A double-dashed line represents an interaction vertex between position fields at a finite distance ≈ W ; we reserve the single dashed line for interaction vertices between nearby position fields. Hence,
Using (53) we conclude that
This is the exact result (40), here retrieved diagrammatically within the improved tree approximation. A priori there could be higher-order corrections O(ǫ 2 ) on the r.h.s. of (65), coming from loop diagrams. However, the definition (23) of ∆(u) as a physical observable effectively resums an infinite number of loop diagrams. The same diagrams then arise on both sides of Eq. (65), and the result (40) is exact.
Second moment: Let us now consider the computation of S We first need to compute C (2,1) (w 1 , w 2 , w 3 ). Diagramamtically it is given by
In
W , these diagrams are not equivalent. At order δ 1 δ 2 that we are interested in, the first term leads to 4 
General rules for diagrams: The last example is rather instructive for the three general rules:
(i) the only diagrams that contribute to the Kolmogorov cumulant K
(ii) this vertex becomes a ∆ ′′ (W ) at order δ 1 δ 2 ; (iii) the other interaction vertices are between (almost) coinciding points, and produce a factor of ∆ ′ (0 + ) at order δ 1 δ 2 . These rules are discussed in Appendix B. As a result, diagrams contributing to the two-shock moments consist of diagrams reminiscent of the one-shock case (i.e. they contain only ∆ ′ (0 + ) vertices) linked together by an
C. Generating function for all moments
Let us now use the above rules and give a diagrammatic computation of Z 
We have emphasized using dots that there is an arbitrary number of external legs at the top of the diagrams summed in Eq. (68). Using the expansion (49) and following the rules explained in the previous section, the diagrams entering inẐ 
The diagrams above the point of insertion of ∆ ′′ (W ) on the left are given by Z(λ 1 ). The terms below are all the diagrams in Z(λ 1 ) with an arbitrary external leg selected, that is dZ(λ1) dλ1 . A similar contribution arises on the righthand side. Hence we arrive at the result
In terms of Z W (λ 1 , λ 2 ) this result reads
It is correct to O(ǫ) if one takes into account the O(ǫ) corrections to Z(λ). Expanding the result (70) one obtains the moments S
The diagrammatic interpretation of this result is straightforward: to construct an arbitrary diagram contributing to S L d m 4 (there must be at least one leg above this point of insertion). In the K operation, all those points lead to a term that contributes to S p ρ . The combinatorial term accounts for the C n p possible choices. Note that this result was derived using the heuristic diagrammatic rules developed in the preceding section. We observe that:
(i) It correctly reproduces the results for the smallorder moments (65) and (67). We checked that it leads to S
, which can also be derived from the expression forĈ (4) (w 1 , w 2 , w 3 , w 4 ) given e.g. in formula (61) of Ref. [31] .
(ii) We give in Appendix C an alternative derivation of Eq. (71) that uses the Carraro-Duchon formalism [32, 42] .
(iii) We give in Appendix D a derivation using a saddlepoint calculation within the effective action (57). This also yields the local structure of correlations studied in Section V.
D. Results for the densities
To infer ρ W from Eq. (71), we first note the identity Z(λ)
Finally, using Eqs. (45) and (71), we obtain
This is our main result for the two-schock density, already announced in Eq. (10) of the introduction. It can be used to extract a variety of physical observables.
Mean number of pairs of shocks: Integrating over S 1 and S 2 , we obtain two equivalent formulas for ρ 2 (W ):
Hence, although both ρ 0 and ρ 2 (W ) are non-universal and dominated by the non-universal small avalanche size cutoff S 0 discussed in Sec. III E, the connected density ρ 2 (W ) − ρ 2 0 does not depend on S 0 and is universal. Normalized probability distribution: The above results allow us to express the probability distribution
to O(ǫ) accuracy as
Conditional probability distribution: Another PDF of interest is the conditional probability to have a shock with amplitude S 2 , given that there was a shock of amplitude S 1 at a distance W before. To O(ǫ) accuracy
Its mean value, normalized by S P , is
Second shock marginal: The probability for the size S 2 of a second shock at W , given that there was a shock at 0, is
The normalized mean value of the second shock is
E. Analysis of the results
Sign of the correlations: As discussed in Sec. III C, the sign of the correlations (positively or negatively correlated shock sizes) solely depends on the sign of ∆ ′′ (W ), which depends on the distance W and on the universality class of the problem. The above results thus unveil a rich phenomenology for the correlations as pictured in Fig. 1 .
Range of validity: The result (70) was obtained in the framework of the ǫ expansion. The results for the connected part of the correlations are by definition the first non-zero terms in this expansion, since they were obtained within the improved tree approximation, and they appear at O(ǫ). As a perturbative result, it is by definition controlled for ǫ → 0. For finite ǫ, the predictions should be accurate as long as the corrections to the mean-field behavior are small. This is worth emphasizing, since the moments S n 1 S m 2 ρW predicted by the formula (72) become negative for large (n, m), signaling a breakdown of the improved tree approximation. This is also the case of the two-shock density computed at the improved tree level in Eq. (74) which becomes negative at large S i . There the approximation is not controlled anymore since O(ǫ) corrections are larger than the mean-field result. Let us see when this occurs: Using the simple estimate ∆ ′′ (W ) ≈ |∆ ′ (0 + )|/W µ , where W µ is the length of order µ −ζ on which ∆(W ) decays, see below, and |∆ ′ (0
The first factor is a dimensionless number of order O(ǫ) near d = d uc . The second vanishes in the thermodynamic limit of L → ∞. Thus the bound can only be violated if S 1 S 2 /S 2 m compensates this factor. This can only be achieved if at least one of the avalanches is either systemspanning, or far out in the tail of the distribution, i.e. the bound is only violated for very unlikely events.
Note however that the exact result (40) is protected from being negative since
and ∂ w u(w) is always positive since u(w) is monotonically increasing as a function of w. The latter can be shown rigorously using a stability argument: Writing that u x (w) is a stable minimum of the Hamiltonian (14) implies for all x two equations, namely δH [u,w] δu(x) = 0, and
δu(x)δu(y) ≥ 0. Specifying the second equation to x = y, we obtain
Taking a derivative of Eq. (83) w.r.t. w, solving for ∂ w u x (w), and using Eq. (84) implies
Comparison with experiments and numerics: Though our predictions rely on the analysis of the model (14), they were obtained using FRG and thus we expect Eqs. (70) and (72) to be valid for all models in the same universality class. All our results, namely Eq. (72) and Eqs. (74)-(80), contain the combination
On one hand it can be used to give a result to order O(ǫ) in the form of a universal function (see below). On the other hand all quantities entering the r.h.s of these equations can be measured directly in an experiment or in a numerical simulation. Indeed we recall that
and the combination
can both be measured and do not require to know the mass m which might be hard to identify. The computation of this second derivative then gives a precise characterization of the amplitude of the correlations through the exact formula (41) . The accuracy of the ǫ expansion and universality can then be tested against the formulas given in the previous section. Universal function: Using rescaled quantities we can rewrite our main result as (see Eq. (24) and Sec. III C)
where the function F d is universal and depends only on the space dimension. To first order in d = d uc − ǫ, it is given by
in the limit of large L and small µ and A d was given in Eq. (25) . Here ∆ * ′′ (w) is the universal fixed point of the FRG equation, normalized to ∆ * (0) = ǫ. Indeed, for small m the rescaled renormalized disorder correlator of the system∆(w), appearing in Eq. (24) , is close to one of the fixed points of the FRG equation:∆(w) ≃ ∆ * (w). For non-periodic disorder, the latter can be expressed using one constant κ as∆ * (w) = κ 2 ∆ * (w/κ) (see Sec. III C). The parameter κ is thus the single nonuniversal constant in our formula. The scales in Eq. (88) are then given by
for small µ. We remind that m = µ γ/2 . We have defined all quantities such that their expressions are the most simple ones, independent of γ. With the above normalization, to order ǫ, ∆ * ′ (0 + ) = ǫ(ǫ − 2ζ) and ∆ * ′′ (0) = 2ǫ 9 .
Locality: Note that in the result (88) the amplitude of the correlation is inversely proportional to N = (Lµ) d , the number of elastically independent degrees of freedom of the interface. This is a signature of the local nature of the correlations. For two shocks a distance W apart, there is a probability of order 1/N that they occur in the same region of space. To go further into this locality property and to remove this bias we investigate in the next section the correlations between the local shock sizes.
V. LOCAL STRUCTURE OF CORRELATIONS
In this section we analyze the correlations between the local shock sizes. We start by deriving a general formula for the correlations between the local shock sizes measured on an arbitrary subset of the internal space of the interface. To this aim we define
where φ 1 and φ 2 are two arbitrary test functions. Two extreme cases are φ 1x = 1: in this case S φ1 1 = S 1 , and the observable is the total size studied in the precedent section. The other extreme is φ 1x = δ d (x− x 1 ), for which S φ1 1 = S 1x1 is the local size at x = x 1 .
A. Reminder: one-shock case
Here we briefly recall the essential definitions and results given in Refs. [31, 32] on the density and generating function associated to the local one-shock size statistics. For a general test function φ we introduce
where ... ρ φ denotes the average with respect to ρ φ . Note thatẐ φ has no linear term, since the first moment of ρ φ is due to STS
The generating functionẐ φ (λ) is obtained from the replica field theory using the exact relation
It was shown in Refs. [31, 32] that Z φ (λ) can be written as
where, at the improved-tree-theory level, Z φ x (λ) satisfies the following self-consistent equation
The quantity σ = −∆ ′ (0 + ) was defined in Eq. (38) .
B. Two-shock case: Notation and diagrammatic result
Densities and generating functions: Consider
The generating functions are
where
denotes the average with respect to ρ
(These relations are a consequence of Appendix A). The connected equivalents of the previous definitions are constructed as in the previous section for the correlations between the total sizes; for example
2 ), (100) and we note ... Simplified notation for averages: In order that these somewhat complicated notations do not obscure our results, we introduce simplified notations for averages. We first note that
where ρ 2 (W ) is as before the density of a pair of shocks and P(S . We have dropped the dependence of P on φ 1 and φ 2 to alleviate our notations. We also note arbitrary moments as
We indicate the dependence on the choice of φ 1 and φ 2 only inside the average, and not in the measure. A moment of the form (S m for shocks at a distance W , given that two such shocks occurred.
Diagrammatic result:
In Appendix D we compute these generating functions by a direct evaluation of Eq. (97) using a saddle-point calculation on the effective action (57). Alternatively, from a diagrammatic point of view, the result can be adapted from the reasoning that led to Z W (λ 1 , λ 2 ) by keeping track of the space dependence in the different vertices, propagators and sources in the diagram (69). Following Eq. (68), we represent Z φ x (λ) as
The same diagram without the marked point x is also used to represent x Z φ x (λ), itself equal to x φ x × Z φ (λ).
Then, as before,Ẑ
is the sum of a connected and a disconnected part:
It can be written aŝ
We note that it is possible to obtain a more explicit formula for avalanches measured on parallel hyperplanes, see Appendix D 2. In the next section we focus on the first moments which already contain valuable information.
C. First moments: arbitrary sources and kernels
The first moments of ρ 
We then obtain from Eq. (107) the local version of the exact result (8), namely
Let us also give the result for the third-order moment,
D. First moment: correlations between the local shock sizes for short-ranged elasticity.
Let us now give the precise form of the first connected moment for an interface with the short-ranged elasticity (15) and for correlations between the local avalanche sizes at two points x 1 and x 2 . We choose φ
and note x = |x 1 − x 2 | the distance between the two points. Thus S
where K n (x) denotes a modified Bessel function of the second kind. Note that integrating this formula yields an exact result, x1,x2
This is equivalent to Eq. (41), which is exact. We thus expect Eq. (112) to be quite accurate even for large values of ǫ. 5 The result (110) can simply be turned into an exact one if one introduces the bi-local part of the renormalized disorder correlator [41] ) and proceeds as in Sec. III F. The result (110) can then be understood as the lowest-order approximation of ∆ x 2 −x 1 (w) in terms of ∆(w).
As expected, we observe that the amplitude of the correlations decays exponentially beyond the length L m = 1/m. For smaller distances they decay algebraically with an exponent that depends on the dimension:
Finally, to emphasize the universal nature of Eq. (112), we note that it can be rewritten, using the notations of Sec. IV E and introducing a new universal scaling function
E. First moment: correlations between the local shock sizes for long-ranged elasticity.
Let us now study the correlations between local avalanche sizes (we choose again φ
for the case of longranged elasticity using the kernel (16) with γ = 1. Then the result for the first connected moment is
As the previous formula for short-ranged elasticity, this formula should be rather accurate for the experimentally relevant case of d = 1 (in this case ǫ = 1). We again observe an exponential decay of the correlations beyond the length L µ = 1/µ. However, here the correlations are constant at small distances, a signature of the long-range nature of the elasticity. As before, the universal nature of this result can be emphasized by introducing a universal scaling function F 
where we used the same notations as in Sec. IV E.
VI. MEASUREMENT OF CORRELATIONS IN SIMULATIONS OF d = 0 TOY MODELS.
A. Models and goals
In this section we compare our results with numerical simulations of toy models of a particle in a discrete random potential. The position of the particle can only take integer values u ∈ N and its Hamiltonian is
where V is a random potential. We consider two distributions for the random potential mimicking the two non-periodic static universality classes of interfaces models:
The first model is a toy model for the Random-Bond universality class with short-ranged correlated disorder where the random potentials V (i) at each site i ∈ N, are chosen as independent, centered and normalized Gaussian random variables.
RF model:
The second model is a toy model for the Random-Field universality class where V (0) = 0 and for i ≥ 1, V (i) = − i j=1 F (j); the random forces F (i) at each site i ∈ N are chosen as independent, centered and normalized random variables. Thus V (i) is a random walk with Gaussian increments.
In the RB model we choose the mass as m RB = 0.01 and in the RF model as m RF = 0.02. With these parameters, the probability ρ 0 to trigger a shock when moving w → w + 1 is ρ RF 0 = (6.959 ± 0.001) × 10 −3 and ρ RB 0 = (9.471 ± 0.001) × 10 −3 . These small values of the masses ensure that the models efficiently approximate our continuum model in d = 0, and that the particle optimizes its energy over a large number of random variables. We perform averages over 10 simulations of environments of size N = 5 × 10 8 sites. We obtain excellent statistics for various observables studied in this work, including ρ 2 (W ), ∆(W ) measured using Eq. (23), S 1 S 2 ρW and S 2 1 S 2 ρW . Let us emphasize that these simulations are more a proof of principle to motivate simulations on higher dimensional models and measurements in experiments, than a full test of the results obtained in this article. This said, our simulations allow us to verify the exact result (40) to a very high accuracy. Second, although d = 0 is at a large value of ǫ in the d = 4 − ǫ expansion, the FRG equation and the associated fixed-point functions for random-field disorder are known to behave quite similarly [30, 43] . For random-bond disorder we expect less universality since ∆(u) is non-universal in d = 0; nevertherless the relations between the correlation and ∆(u) are interesting to investigate, in particular the sign of the correlations. 
B. Numerical Results: RB model
Using the definition (23) we measure the renormalized disorder correlator. The result is shown in Fig. 2 . Using an interpolation of the result with a polynomial of degree 10, we obtain a smooth version that is later used to compute its second derivative ∆ ′′ (u) which appears in our analysis as the central object controlling the amplitude of the correlations. Some measured prop- . This is compared with the measurement of S 1 S 2 ρW using the exact result (40), see Fig. 3 . We obtain a perfect agreement.
From a qualitative perspective, we note the following: (i) We observe the predicted crossover from anticorrelated shocks at small distances (W < 215) to positively correlated shocks at large distances. We now check the predictions obtained using the ǫ expansion. We first measure ρ 2 (W ) and compare it with the result (75), see Fig. 4 . We obtain a surprisingly good agreement between the two curves, considering that ǫ = 4. We also measure S S 2 ρ ≈ −0.6. We obtain a perfect agreement for the exact result S 1 S 2 ρW , see Fig. 7 . The agreement for the O(ǫ) result for ρ 2 (W ) (75) is surprisingly good (see Fig. 8 ), whereas the O(ǫ) approximation breaks down for higher moments at small W such as S 
VII. CONCLUSION
In this paper we shed light on the fact that, for realistic models of elastic interfaces in a random medium below their upper critical dimension, correlations between (static) avalanches should always be expected. To do so we have studied the correlations between the size and location of shocks in the ground state of elastic interfaces in a random potential. We found the exact relation (8) for the first connected moment that characterizes these correlations in terms of the renormalized disorder correlator, a universal quantity at the center of the FRG treatment of disordered elastic systems. Beyond the first cumulant, higher-order moments (70), (72) and the full joint density of shocks (74) were computed using the FRG at first non-trivial order in the ǫ expansion. The local structure of these correlations was made precise through a study of local shock sizes. The qualitative phenomenology associated with these correlations clearly distinguishes between the Random-Bond and Random-Field universality classes. This was highlighted through a numerical simulation of d = 0 toy models.
We expect our results to broadly apply to models in the universality class of the statics of disordered elastic systems. Concerning the dynamics, and avalanches at the depinning transition of elastic interfaces, we expect our results to be equivalently applicable and accurate. The derivation of the exact relation (8) can easily be adapted to the dynamics by considering the quasi-static steadystate process of the position field of the interface instead of the position of its ground-state as was done in Ref. [33] . For the results at the improved tree level, it is expected that both theories are equivalent for those observables [33] . The most important difference is that in the dynamics the Random-Bond universality class is unstable, and thus the observed correlations should always be of the Random-Field type (at least as long as the microscopic disorder is short-ranged).
For physical systems where the usual model of elastic interfaces is accurate, our results give a precise description of the correlations. Even if additional mechanisms generating correlations are present, such as in earthquake problems, correlations due to the short-ranged nature of the disorder as described in this work should be included in order to gain a quantitative understanding of the correlations due to these additional mechanisms.
Taking advantage of the Dirac δ-function, we can replace the u(w 1 ) inside the exponential by u(w i − δ 1 ) which unambiguously gives u(w − i ) when one takes the limit of
Taking the average over disorder, we obtain by definition of Z w2−w1 (λ 1 , λ 2 )
On the other hand, In this appendix we explain the rules (i), (ii) and (iii) that were stated and used in Sec. IV to obtain diagrammatically the result (70).
These rules come from the fact that in the K operation each external leg produces an additional factor of δ 1 (for the n legs at w 1 , . . . w n ≈ 0) or δ 2 (for the m legs at w n+1 , . . . w n+m ≈ W ), thus tend to be of higher order in δ 1 and δ 2 . However, from the study of the one-shock case (see Section V.C of [31] ), we know the general mechanism to escape this apparent trivialization and to allow that each part of the diagram that connects only coinciding points together brings a single δ i . In this case, starting from the top of a diagram the δ i attached to an external leg can be brought to the bottom of the diagram as long as the disorder vertex encountered along the way leads to a ∆ ′ (0 + ) when taking the limit of coinciding points. In such diagrams each vertex linking coinciding points must have two up-going propagators and one entering from below (effectively corresponding to the ∆ ′ (0 + ) cubic vertex of the BFM [33] ), except for the vertex at the bottom of the diagram which has only two up-going propagators (see Section V.D. of [31] ). This last vertex is the one carrying the remaining factor of δ 1 : being differentiated in the end it also leads to an additional factor of ∆ ′ (0 + ).
This explains why the disorder only enters as ∆ ′ (0 + ) in the one-shock improved-tree-theory result (58). The rule (iii) stated above is a generalization of that property.
In the two-shock case the same mechanism occurs and rule (i) is obvious: a diagram cannot have more than two sets of points separated by a double-dashed line (one around w ≈ 0 and one around w ≈ W ) since each set contributes a factor of δ i . For example, in the last diagram of Eq. (66), each leg is such a set of points, and the diagram is O(δ 2 1 δ 2 ). To explain rule (ii), let us consider one endpoint of a double-dashed line and distinguish three cases. First, if there is no propagator entering from below this point, such as the points at w ≈ W in the first and second diagrams of Eq. (66) and the two points in Eq. (63), then the δ i originating from the set of connected points above it end at this vertex, and the vertex is differentiated during the K operation. Second, if there is a propagator entering from below that point, such as the point at w 1 ≈ 0 in the first diagram of Eq. (66), then the δ i originating from above the vertex continues downward the diagram without modifying the vertex. Third, if there is more than one propagator entering from below the point then the diagram will necessarily be of higher order in δ i . Combining these three cases, one concludes that the double-dashed-line vertex necessarily corresponds to a ∆ ′′ (W ).
(see Eqs. (43) and (58) and recall
In this appendix we prove formula (107) "from first principles" using a saddle-point calculation on the improved action (57). This computation is similar to the one presented in Ref. [32] for the calculation of the oneshock density. Here the observable of interest iŝ
where w 2 = w 1 +W . This observable can be expressed using the improved action Γ[u] of the replicated field theory (57) with i = 1, . . . , 4 sets of a = 1, . . . , n replicated position fieldsũ i ax feeling a parabolic well at positionw i with w 1 = w 1 ,w 2 = w 1 + δ 1 ,w 3 = w 1 + W ,w 4 = w 1 + W + δ 2 :
Here and for the rest of this appendix, the n → 0 limit is implicit. To compute the disorder average we have singled out replica a = 1. In order to write the formulas in a compact form, we introduced new variables ν 2 = λ 1 ,
x . At the improved tree level, the functional integral is evaluated through a saddle-point calculation as
where the position fields u i ax solve the saddle-point equation
(D4) We are interested in the solution of Eq. (D4) in the T → 0 limit. As in Ref. [32] , we look for a solution that isolates the first replica (a = 1) in each set (i = 1, . . . , 4) of position fields as
Inserting the Ansatz (D5) into (D4) leads to
Being ultimately interested in the computation of (D1), we solve this equation in an expansion in δ 1 and δ 2 as
Using now the definition (D1) we need to perform the following derivatives of (D3), ∂ δ1 ∂ δ2 = ∂w 2 ∂w 4 . Since the fields u i ax are evaluated at the saddle point, we can differentiate only with respect to the explicit dependence in thew i . Using the form (57) for Γ [u] , these derivatives can be calculated by repeating the identity
Using that lim n→0 a (u 
where σ = R ′′′ (0 + ). Note that these are related to the function Z They satisfy
and are important building blocks in our calculation. These kernels are symmetric: the kernel of the operator K 
The first line corresponds to the improved tree approximation, sym 123 denotes the symmetrization over the w i variables, I 3 = k 1 (k 2 +m 2 ) 3 , and we have use the shorthand notation w ij := w i − w j . As explained in the text, this formula is sufficient to obtain S 2 1 S 2 ρ c W using the K operation. The final result reads
A 
