Abstract The enormous increase in digital scholarly data and computing power combined with recent advances in text mining, linguistics, network science, and scientometrics make it possible to scientifically study the structure and evolution of science on a large scale. This paper discusses the challenges of this 'BIG science of science'-also called 'computational scientometrics' research-in terms of data access, algorithm scalability, repeatability, as well as result communication and interpretation. It then introduces two infrastructures: (1) the Scholarly Database (SDB) (http://sdb.slis.indiana.edu), which provides free online access to 22 million scholarly records-papers, patents, and funding awards which can be cross-searched and downloaded as dumps, and (2) Scientometricsrelevant plug-ins of the open-source Network Workbench (NWB) Tool (http://nwb.slis. indiana.edu). The utility of these infrastructures is then exemplarily demonstrated in three studies: a comparison of the funding portfolios and co-investigator networks of different universities, an examination of paper-citation and co-author networks of major network science researchers, and an analysis of topic bursts in streams of text. The article concludes with a discussion of related work that aims to provide practically useful and theoretically grounded cyberinfrastructure in support of computational scientometrics research, education and practice.
Introduction Scholarly Database
The Scholarly Database (hereafter SDB) at Indiana University aims to serve researchers and practitioners interested in the analysis, modelling, and visualization of large-scale scholarly datasets. The motivation for this database and its previous implementation were presented in (LaRowe et al. 2009 ). The online interface at http://sdb.slis.indiana.edu provides access to four datasets: Medline papers, U.S. Patent and Trademark Office patents (USPTO), National Science Foundation (NSF) funding, and National Institutes of Health (NIH) funding-over 23 million records in total, see Table 1 . Users can register for free to cross-search these databases and to download result sets as dumps for scientometrics research and science policy practice.
SDB supports search across paper, patent, and funding databases. To initiate a search, enter the search term(s) into creators (author/awardee/inventor), title, abstract, and full text (keywords and other text) fields, select a year range and database(s); see Fig. 1 (left side of the figure) .
The importance of a particular term in a query can be increased by putting a^and a number after the term. For instance, 'breast cancer^10' would increase the importance of matching the term 'cancer' by ten compared to matching the term 'breast'. Custom database queries can be run by contacting the SDB team lead and author of this paper, 
Network Workbench Tool
The Network Workbench (NWB) Tool (http://nwb.slis.indiana.edu) is a network analysis, modelling, and visualization toolkit for physics, biomedical, and social science research ). The basic interface comprises a 'Console', 'Data Manager', and 'Scheduler' Window as shown in Fig. 2 The Network Workbench Community Wiki (https://nwb.slis.indiana.edu/community) provides a one-stop online portal for researchers, educators, and practitioners interested in the study of networks. It is a place for users of the NWB Tool, CIShell, or any other CIShell-based program to get, upload, and request algorithms and datasets to be used in their tool so that it truly meets their needs and the needs of the scientific community at large.
Users of the NWB tool can
• Load sample datasets or their own networks and formats.
• Perform network analysis with some of the most effective algorithms available.
• Generate, run, and validate network models.
• Use different visualizations to interactively explore and understand specific networks.
• Share datasets and algorithms across scientific boundaries.
As of August, 2009, the NWB Tool provides access to over 80 algorithms and 30 sample datasets for the study of networks. The loading, processing, and saving of seven file formats (NWB, GraphML, Pajek.net, Pajek.matrix, XGMML, TreeML, CSV) and an automatic conversion service among those formats is supported. Relevant for science of science studies, the NWB Tool can read data downloaded from SDB, Google Scholar, Thomson Reuters ISI Scientific, Scopus, and the NSF award database as well as EndNote and BibTeX formatted data.
Additional algorithms and data formats can be easily integrated into the NWB Tool using wizard-driven templates. Although the CIShell and the NWB Tool are developed in JAVA, algorithms developed in other programming languages such as FORTRAN, C, and C?? can be integrated. Among others, JUNG (O'Madadhain et al. 2008) and Prefuse libraries (Heer et al. 2005) have been integrated into the NWB as plug-ins. NWB also supplies a plug-in that invokes the GnuPlot application (Williams and Kelley 2008) for plotting data analysis results and the GUESS tool (Adar 2007) for rendering network layouts. Support and advice in algorithm integration and custom tool development is provided by the NWB team lead and author of this paper, Micah Linnemeier.
Exemplary workflows
This section aims to demonstrate the utility of the SDB and NWB Tool to answer specific research questions in an efficient and repeatable fashion. Detailed, step-by-step instructions on how to run these and many other analyses can be found in the Network Workbench Tool User Manual (Cyberinfrastructure for Network Science Center 2009) and NWB Tutorial Slides (Börner 2008) .
NSF funding portfolios and co-investigator networks of U.S. universities
The first study aims to answer: What active funding portfolios do major U.S. universities have, what scholarly co-investigator networks does this funding inspire/support, and what roles do investigators play, e.g., gatekeeper, using betweenness centrality measures (BC) (Freeman 1977) , number of collaborators via node degree, total funding amount?
Funding data was downloaded from the Award Search site provided by the National Science Foundation (NSF) (http://www.nsf.gov/awardsearch). The site supports search by PI name, institution, and many other fields. Exemplarily, active NSF awards data from Indiana University, Cornell University, and University of Michigan Ann Arbor were downloaded on November 07, 2008. The files were loaded into the NWB Tool and coinvestigator networks were extracted and visualized in GUESS. In these networks, nodes represent investigators and edges denote their co-occurrence as an award, i.e., co-authorship. The co-investigator network of Cornell University without isolate nodes is shown in Fig. 3a , left. The largest connected component of this network from the top left corner of Fig. 3a is shown in Fig. 3b , right. In both networks, the node area size and color corresponds to the total award amount with smaller, darker nodes representing less money and larger, light green nodes denoting more funding and the top-50 nodes with the highest funding amounts are labeled.
The general characteristics of all three networks are given in Table 2 . Note that the total award amount is attributed to the main investigator and his/her institution exclusively.
There are interesting differences in the funding portfolios of these universities. Michigan has clearly the largest number of currently active NSF awards totalling 497. With $546 million, Cornell has the highest total award amount. Cornell also has the largest giant Fig. 3b , reveals that Steven Strogatz has the highest betweenness centrality (BC), effectively bridging between several disciplines, and Daniel Huttenlocher has the highest degree, i.e., the most collaborations with others in this network.
Future work should consider different means to associate award amounts to investigators and institutions. An analysis of the distribution of funding over scientific disciplines and departments is desirable. Co-investigator linkages among institutions deserve further attention.
Paper-citation and co-author networks of major network science researchers
The second study addresses the questions: Do researchers which come from different domains of science but make major contributions to one and the same domain, e.g., network science, grow different collaboration networks? How much do their publication, citation, and H-index dynamics differ?
Exemplarily, four major network science researchers were selected: Eugene Table 3 . Note that this dataset does not capture any books or Conference proceedings by these authors.
The older an author the more papers, citations, and the higher an H-index are expected. Yet, Vespignani and Barabási publishing in physics and biology manage to attract citation counts and have H-indexes that are impossible to achieve in social science domains in such a short time frame. To give a concrete example, in Dec. 2007, Garfield's highest cited paper on ''Citation Analysis as a Tool in Journal Evaluation'' published in 1972 had 672 counts. Barabási's highest cited paper, ''Emergence of Scaling in Random Networks,'' published in 1999, has 2,218 counts; in December 2008 the same paper has 3,488 citation counts. Within one single year, Barabási's H-index increased by 5 to 52. Similarly, there are major differences in the structure of the collaboration networks in which these four authors are embedded in. Figure 4 shows the joint co-author network of all records retrieved for the four authors as rendered in GUESS. Each node represents an author and is color and size coded by the number of papers per author. Edges represent coauthor relationships and are color and thickness coded by the number of times two authors wrote a paper together. The top-50 authors with the most papers are labelled. While Barabási's and Vespignani's co-author networks are strongly interlinked with Stanley and Vazquez as major connectors with high betweenness centrality values, Garfield's and Wasserman's networks are unconnected to the networks of any of the three other researchers. The size and density of the networks differs considerably. When extracting the co-author network from all of Barabási's papers, a co-author network with 128 nodes and density of 0.075 results; for Vespignani the network has 72 nodes and 0.086 density, Wasserman has 18 and 0.202, and Garfield has 33 and 0.119. The top-3 strongest co-author linkages for Barabási are: Vicsek, Jeong, Albert; for Vespignani: Zapperi, Pastor-Satorras, Pietronero; for Wasserman: Galaskiewicz, Iacobucci, Anderson; and for Garfield: Pudovkin, Welljamsdorof, and Sher is tied for third place with four other authors. The paper with the most authors is entitled ''Experimental determination and system level Using the Scholarly Database, 5,319 Medline papers with 'rnai' in the abstract field were retrieved and downloaded; see Fig. 1 , left, for interface snapshots. The first paper was published in 1978 and the number of papers on this topic increases considerably in recent years. The sequence of papers published over time can be seen as a discrete time series of words. Kleinberg's burst detection algorithm (Kleinberg 2002) identifies sudden increases in the usage frequency of words over time. Rather than using plain frequencies of the occurrences of words, the algorithm employs a probabilistic automaton whose states correspond to the frequencies of individual words. State transitions correspond to points in time around which the frequency of a word changes significantly. The algorithm generates a ranked list of the word bursts in the document stream, together with the intervals of time in which they occurred. Using the burst detection algorithm available via the NWB Tool, the abstracts of the 5,309 Medline papers were analyzed. First, all words occurring in the abstract were normalized: they were stemmed, i.e., words such as 'scientific', 'science' were reduced to 'scien' and stop words such as 'a' or 'the' were removed. The result is a 1,224 row table with all bursting words, their burst length, weight, and the start and end years of the bursts. The table was sorted by burst weight and four words: 'protein', 'result', 'use', and 'function' top the list with an infinite burst weight. The subsequent top-7 most highly bursting words are given in Table 4 . As the burst detection algorithm was run with 'bursting state = 1', i.e., only one burst per word, the burst weight is identical to the burst strength in this output and only the burst weight is shown in Table 4 . Interestingly, all these words burst rather early in 1998 or 1999. Many of them have a rather long burst duration with 'embryo' bursting over 6 years.
The result shows the words and topics important to the events being studied that increased in usage, were more active for a period of time, and then faded away.
Related work and discussion
A discussion of the unique features of the Scholarly Database and its relation to similar efforts was provided in (LaRowe et al. 2009 ). Here features and related work of the NWB Tool are discussed. Table 5 provides an overview of existing tools used in scientometrics Rete-netzwerk-red: analyzing and visualizing scholarly networks 871 research; see also Fekete and Börner-chairs 2004) . The tools are sorted by the date of their creation. Domain refers to the field in which they were originally developed, such as social science (SocSci), scientometrics (Scientom), biology (Bio), geography (Geo), and computer science (CS). Many of these tools are specialized and very capable. For instance, BibExcel and Publish or Perish are great tools for bibliometric data acquisition and analysis. HistCite and CiteSpace each support very specific insight needs-from studying the history of science to the identification of scientific research frontiers. The S&T Dynamics Toolbox provides many algorithms commonly used in scientometrics research and it provides bridges to more general tools. Pajek and UCINET are very versatile, powerful network analysis tools that are widely used in social network analysis. Cytoscape is excellent for working with biological data and visualizing networks.
The NWB Tool has fewer analysis algorithms than Pajek and UCINET and simpler visualizations than Cytoscape. However, it is open source, highly flexible, and scalable to very large networks. NWB Tool makes it much easier for researchers and algorithm authors to integrate new and existing algorithms and tools that take in diverse data formats. This is made possible by the OSGi component architecture and CIShell algorithm architecture built on top of OSGi.
The Cytoscape team recently decided to adopt an architecture based on OSGi. This will make it possible for Cytoscape to use many of the NWB analysis and modelling algorithms while the NWB Tool can benefit from Cytoscape's visualization capabilities. Other software development teams are exploring an adoption of OSGi. Ultimately, a true marketplace-like cyberinfrastructure might result that makes it easy to share and use datasets, algorithms, and tools across scientific boundaries. Ideally, this marketplace is free for anybody to use and contribute to, enabling and harnessing the power of millions of minds for studies in biology, physics, social science, and many other disciplines but also for the study of science itself (Börner, submitted) .
