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RANDOM PRODUCTS OF STANDARD MAPS
PABLO D. CARRASCO
Abstract. We develop a general geometric method to establish the existence of positive Lyapunov
exponents for a class of skew products. The technique is applied to show the non-uniform hy-
perbolicity of some conservative partially hyperbolic diffeomorphisms having as center dynamics
coupled products of standard maps, notably for skew-products whose fiber dynamics is given by (a
continuum of parameters in) the Froeschle´ family. These type of coupled systems appear as some
induced maps in models for the study of Arnold diffusion.
Consequently, we are able to present newexamples of partially hyperbolic diffeomorphisms hav-
ing rich high dimensional center dynamics, and in particular to establish the existence of physical
measures for maps whose Lyapunov subspaces are not dominated. The methods are also suitable
for studying cocycles over shift spaces, and do not demand any low-dimensionality condition on
the fiber.
1. Introduction and Main Results
Let f be a C2 diffeomorphism of a compact manifold M preserving a smooth probability
measure µ. A central tool to detect chaotic behavior in the system is by means of its Lyapunov
exponents (denoted by χ(m, v)): the existence of non-zero Lyapunov exponents on a set of pos-
itive µmeasure guarantees abundance of exponentially diverging orbits, either for the future or
for the past. Of particular importance is the case when all Lyapunov exponents are non-zero.
Definition 1.1. The system (f, µ) is non-uniformly hyperbolic (NUH) if its Lyapunov exponents are
non-zero µ-a.e., in other words for µ-almost everym ∈M it holds
∀v ∈ TmM \ {0}, lim
n7→∞
log ‖dmfn(v)‖
n
6= 0.
It is a consequence of Oseledet’s Multiplicative Ergodic Theorem [Ose68] that the above limit
exists µ almost everywhere. The concept of non-uniformly hyperbolicity was introduced by Y.
Pesin as a generalization of the classical hyperbolic diffeomorphisms, and allow for much more
flexibility than its uniform counterpart. However, notwithstanding the large industry dedicated
to their study, NUH systems are still not very well understood, mainly because establishing
the existence of non-zero exponents requires an asymptotic analysis of almost every orbit. This
difficulty is reflected in the very limited available pool of examples of truly (i.e. non Anosov)
NUH diffeomorphisms.
It is not surprising then that a fair amount of the literature imposes some extra hypothesis
on the map f considered, customarily the existence of some uniformly hyperbolic directions.
A case of special interest is when the diffeomorphism f is partially hyperbolic. We recall the
definition below.
Definition 1.2. The diffeomorphism f : M → M is weakly partially hyperbolic (wPH) if there exists a
continuous df -invariant splitting TM = E ⊕ Eu (i.e. dfm(Eum) = Euf(m), dfm(Em) = Ef(m) ∀m ∈
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M ) and constants C > 0, λ > 1, 0 < K < 1 such that for every m ∈ M , for every unit vectors
v ∈ Eum, w ∈ Em and for all n ≥ 0 it holds
(1) ‖dmfn(v)‖ ≥ Cλn (uniform expansion in Eu).
(2) ‖dmfn(w)‖ < K · ‖dmfn(v)‖ (domination between E and Eu).
f is partially hyperbolic (PH) if both f and f−1 are wPH.
Observe that if f is PH then there exists a df -invariant splitting TM = Es ⊕ Ec ⊕ Eu such
that vectors in Eu (Es) are exponentially expanded (resp. contracted). The bundles Es, Eu, Ec
are denominated respectively the stable, unstable and center bundle of f . See [Pes04, BDV05,
CHHU17] for further information on Partially Hyperbolicity.
If f is PH, the Lyapunov exponents corresponding to Es⊕Eu are non-zero, so it is enough to
study the Lyapunov exponents for vectors in Ec (these will be referred as center exponents). It is
fair to say that so far the main focus of research in this topic has been the case when the center
exponents have a definite sign (all positive or negative), or when there exist dominated splitting
among the subspaces corresponding to Lyapunov exponents of opposite signs. See for example
[ABV00, Dol00, BDPP08, BDP02].
A different type of example was given in [BC14]. In that article Pierre Berger and the author
constructed a PHdiffeomorphismwith bi-dimensional center bundle having exponents of oppo-
site signs, while not admitting a dominated decomposition into one-dimensional sub-bundles.
Even more, the example is C2-robustly NUH, meaning that any volume preserving map which
is sufficiently C2-close to f is also NUH. In the non-conservative case, results of the same type
were obtained before by M. Viana [Via97].
The goal of this paper is to refine some of the ideas and techniques introduced in [BC14]
and establish non-uniform hyperbolicity (or more generally, positivity of center exponents) for
a larger class of examples. In the referred article most of the arguments were subordinate to
an specific case, as the main motivation of the authors was to study a concrete center behavior
(given by the standard family), whereas here we more interested in developing general results
with ample applicability, particularly without the low-dimensionality restriction in the center.
For unfolding broad methods, we fine-tune the central notions of admissible curves and adapted
fields introduced in [BC14], providing amore abstract definition readily suitable for dealingwith
more general systems. We will more precise comparing the differences between this work and
the previous article in the third Section, when several examples are presented.
1.1. PH skew products. A popular example of PH diffeomorphisms are the so called PH skew-
products. Consider A : N → N an Anosov diffeomorphism and let S : Td → Td be a differen-
tiable map. Given an smooth function ϕ : N → Td, the skew product of A and S with respect to
ϕ is the (bundle) map f : N × Td → N × Td given as
f(x, y) = (Ax, S(y) + ϕ(x)).
We denote f = A ×ϕ S and call A the base map, S the fiber map and ϕ the correlation map. The
manifoldM := N × Td is equipped with the product of any pair of metrics in N,Td.
Notation: Let N be a manifold and π : E → N a continuous vector bundle equipped with a
Riemannian metric ‖·‖. If T : E → E is a bundle map we will write
m(T ) := inf{‖Tv‖ : v ∈ TN, ‖v‖ = 1}
‖T ‖ := sup{‖Tv‖ : v ∈ TN, ‖v‖ = 1}.
Since A is hyperbolic, natural domination conditions between dA and dS + dϕ imply that f
is PH, i.e. a PH skew-product, with center bundle
V = {0} × TTd. (1)
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If TN = EsA⊕EuA is the hyperbolic decomposition corresponding toA, we extend these bundles
to N × Td using the same nomenclature (i.e., EsA = EsA × {0}, EuA = EuA × {0}). More generally
we consider also the case when A is PH (in this case Ecf = V ⊕ EcA), or even AwPH.
Note that the inverse of a skew-product as defined before is not necessarily an skew-product,
but rather of the form
f−1(x, y) = (A−1x, ψ(x, y)).
These type of systems are sometimes called ‘fibered’.
Our goal is to give conditions that guarantee that the exponents in V are not zero; for this
we will establish positivity on those center exponents and then argue analogously for f−1. Due
to the aforementioned lack of symmetry some care is necessary while working with f−1, but
nonetheless we have decided to isolate the method for establishing positivity of the exponents,
as it could be useful in somemore general situations. With this inmind, wewill first concentrate
in the wPH case.
Our method for establishing positivity of center exponents for (families of) skew-products
requires some control in the dynamics along unstable directions of the base map. At this stage,
the following hypothesis seems necessary.
Definition 1.3. The PH diffeomorphism A : N → N is said to be
u-conformal ifm(dA|Eu) = ‖dA|Eu‖ := λ (2)
s-conformal ifm(dA|Es) = ‖dA|Es‖ := τ (3)
and conformal if it is both u,s-conformal.
Standing hypothesis for the rest of the article: The base maps of the skew products are u-
conformal.
The above hypothesis is a strong one, but even the conformal case is not currently well un-
derstood and falls out the category of examples discussed in the literature (Cf. third section).
On the other hand, the following hypothesis is not essential, and is just for convenience of the
reader (and the author).
Standing hypothesis for the rest of the article: The base maps of the skew products are linear
automorphisms of the torus, i.e. N = Tl and A ∈ GL(l,Z).
We decided to present our method is this setting duemainly to notational convenience. It will
be clear from the proof that the above condition is not crucial, but it will allow us to simplify the
computations. Our techniques work as well when A is a (u-conformal) wPH diffeomorphism of
an arbitrary N , but one has to use an exponential structure to compare the behavior of A and
dA, which complicates the notation. In the case when N = Tl there is a particularly simple
exponential structure and assuming further the linearity of Awe can identify A = dA.
Remark 1.1. The most interesting case is probably when A is completely hyperbolic. If A is a non-linear
conformal Anosov, one can use the results of [KS03] to deduce that f is C1 conjugate to a skew-product
having affine linear hyperbolic base, with a conjugacy that preserves the vertical fibers (hence the center
exponents).
1.2. Coupled families. Note that if ϕ ≡ 0 the Lyapunov exponents of f are just the exponents of
A and S, hence the study of f reduces to the study ofA,S separately. Wewill be assuming that S
has certain hyperbolic behavior in some region of its phase space but not on thewhole (otherwise
S is uniformly hyperbolic), consequently to be able to prove something we will suppose that
there exists some correlation between A and S. Naturally, we want this correlation to boost the
center dynamics (to get positive-negative Lyapunov exponents along these directions), but we
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do not want it to be too big. To express quantitatively the conditions that we require on the
different maps, we find convenient to work in the context of parametrized families. Let us spell
these conditions.
Consider a family of skew products {fr = Ar ×ϕr Sr}r≥0 where Sr = (S1,r, . . . , Se,r) with
Si,r : T
d → Tsi , si ≥ 2. Points y ∈ Td will be written as y = (y1, . . . , ye) with yi ∈ Tsi , and we
identify TyiTsi = Rsi = {0} × · · · × · · ·Rsi × · · · × {0} ⊂ Rd = TyTd.
Notation: If V is a vector space and V = E ⊕ F , the (open) cone of size α > 0 centered at E is
CE(α) := {v = e+ f ∈ E ⊕ F : ‖f‖ < α ‖e‖} ∪ {(0, 0)}
Similarly, we denote CE(α) the closed cone of size α > 0 centered at E (changing < by ≤ in the
definition above). The axis dimension of the cone is dimA(CE(α)) = dimE. The complementary
cone of CE(α) is CE(α)c := CF (1/α). This notation extend naturally to vector bundles.
We assume that Sr satisfies the following conditions. For every i there exists a continuous
cone field ∆+i,r on TT
si ⊂ Td, and subsets Ci,r,Di,r ⊂ Tsi consisting of finitely many bands of
the form [ar, br] × Tsi−1 (in this case [ar, br] is the base of the band). If B ⊂ Ci,r or B ⊂ Di,r
is a finite union of bands, B = ∪r[ar, br] × Tsi−1 we denote l(B) =
∑
r(br − ar) and call this
number the length of B. The bands Ci,r,Di,r are extended(with the same notation) to Td (e.g.
Ci,r = Ts1 × · · · × Ci,r × · · · × Tse ). We also write
βi(r) := inf{m
(
dySi,r|(∆+i,r)(y)
)
: y 6∈ Ci,r} (4)
ζi(r) := inf{m(dySi,r) : y ∈ Td}. (5)
Hypotheses on Sr: there exist σ ∈ N, 0 < R < 2π such that for every 1 ≤ i ≤ e and r large the
following conditions are verified.
S-0 The bundle Td × Rsi ⊂ V is dSi,r invariant.
S-1 It holds
l(Ci,r) −−−→
r 7→∞
0
βi(r) > ζi(r)
βi(r)
6ζi(r)
1/σ > 1.
S-2 (a) If y 6∈ Ci,r then v ∈ ∆+i,r(y)⇒ dySi,r(v) ∈ ∆+i,r(Si,r(y)).
(b) If v ∈ Rsi then there exists a band Bi,r ⊂ Di,r of length bigger than R such that
y ∈ Bi,r implies dySi,r(v) ∈ ∆+i,r(Si,r(y)).
The set Ci,r will be referred as the critical region of Si,r.
We emphasize that the conditions postulated on S do not guarantee positivity of any of its
exponents. What we are assuming is that there are expanded directions in a large portion of the
space (the complement of the critical region), but typically (say, in the ergodic case) every orbit is
going to visit the critical region and then we may lose expansion. Nonetheless, there is another
region that will allow us to get back to the expanding cone. Even with these conditions it is a
major open problem in smooth ergodic theory to establish the existence of positive exponents,
as we will discuss in the standard map example. Note also that the quantitative requirement in
the expansion hypothesis (the last part of S-1) is very weak.
Remark 1.2. Ideally one has e = 1, i.e. there exists a single cone defined in the complement of its critical
region where vectors are expanded under the action of the derivative. In pursuit of more generality we
decided to allow the existence of different cones with their corresponding critical regions. The trade off is
that the product of cones does not behave nicely under perturbations. On the other hand, this generality
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will allow us to consider coupled products of standard maps. See the Main Theorem and the examples in
Section 3.
Now we discuss the properties of the correlation maps ϕr. For each 1 ≤ i ≤ e let Pi : Rd =
R
s1 × · · ·Rse → Rsi the projection onto the first coordinate of Rsi , namely
Pi(x1, . . . , xe) = (x
1
i , 0, . . . , 0) xi = (x
1
i , · · · , xsii ). (6)
Definition 1.4. Let {fr = Ar×ϕr Sr}r be a family of skew-products where Sr satisfies S-1,S-2. We say
that the coupling is adapted if
A-1
i) ∥∥dϕr|EsAr ⊕ EcAr∥∥+ ‖dSr‖3
m(dϕr|EuAr )
−−−→
r 7→∞
0,
‖dϕr‖
λr
−−−→
r 7→∞
0.
ii) There exists pr ∈ N such that
λr
‖dϕr‖pr −−−→r 7→∞ 0,
(
∥∥dS−1r ∥∥ ‖dS‖r)3pr + (∥∥dS−1r ∥∥ ∥∥d2Sr∥∥)3pr
λr
−−−→
r 7→∞
0
A-2 min1≤i≤e{m(Pi ◦ dϕr|EuAr )} > 0 and
K(r) :=
∥∥dϕr |EuAr∥∥
min1≤i≤e{m(Pi ◦ dϕr|EuAr )}
−−−→
r 7→∞
1.
Condition A-1 simply establishes domination among the relevant quantities. It implies that
for large r the map fr is wPH (Corollary 4.1), and moreover the angle ∠(Eufr , E
u
Ar
) converges to
zero as r 7→ ∞ (Cf. Lemma 4.2). In practice, the norms of dSr, dS−1r , d2Sr behave polynomially
in r while λr is exponential, so A-1 is simple to check. As for condition A-2, it means that ϕr
provides an interaction of the unstable directions of Ar with every Si,r, and this interaction is
close to conformal.
Remark 1.3. The choice of picking the first coordinate in the definition of Pi is determined by the form
of the critical region of Sr,i. In the case where Ci,r is a band in another coordinate 1 ≤ k ≤ si we need
to modify Pi accordingly. The reader will find no difficulty in adapting the results to this more general
situation.
Standing hypothesis for the rest of the article: The coupling in {fr = Ar×ϕr Sr}r≥0 is adapted.
Finally we discuss perturbations of fr; further details will be given in Section 4. A basic
property of wPHdiffeomorphisms is that small C1 perturbations of them remainwPH. Consider
r such that fr is wPH and denote by TM = Eufr ⊕Efr the corresponding splitting associated to
it. By the form of fr (and assuming to simplify that Ar is PH), it follows Efr = E
s
Ar
⊕ EcAr ⊕ V .
The invariant bundles depend continuously on the map, hence if f˜ is a C1 small perturbation of
fr it will be wPH with invariant splitting TM = Euf˜ ⊕Ef˜ , with Ef˜ = EcA˜ ⊕EsA˜ ⊕Hf˜ where A˜ is
a small perturbation of Ar andHf˜ is isomorphic to V . In particularHf˜ can be written as
Hf˜ = H
1
f˜
× · · · ×He
f˜
whereHi
f˜
converges to Rsi as f˜ 7→ fr (with the conventionHif˜ ⊂ Hf˜ ). Note that in principle the
sub-bundles Hi
f˜
are not necessarily df˜ -invariant.
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Definition 1.5. The perturbation f˜ of fr has product-like center if for every 1 ≤ i ≤ e the sub-bundle
Hi
f˜
is df˜ -invariant.
Clearly if e = 1 then every sufficiently C1 perturbation of fr has product-like center. If more-
over fr is PH (e.g., the bi-adapted case below), the differentiable bundle V = Ecfr integrates to a
(normally hyperbolic) foliation whose leaves are the product of smooth tori Td = Ts1 × · · ·Tsd ,
thus Theorem 7.1 of [HPS77] implies that Ec
f˜
also integrates to a foliation of tori of the same
form. These sub-tori, in principle, are only continuous: if they are smooth then f˜ has product-
like center. Compare Remark 1.2.
Main Theorem. Consider the family {fr = Ar ×ϕr Sr}r≥0 with Sr satisfying conditions S-1, S-2,
where the coupling is adapted. Then there exists r0 such that for every r ≥ r0 there exists Q(r) > 0
satisfying for Lebesgue almost everym ∈M
dim span
{
v ∈ TmM : lim sup
n7→∞
log ‖dmfnr (v)‖
n
> Q(r)
} ≥ e∑
i=1
dimA(∆
+
i,r) + dimE
u
fr .
Furthermore, the map fr is wPH and has C2 neighborhood Ur such that the same holds for every f˜ ∈ Ur
with product-like center.
Remark 1.4. One can estimateQ(r) ≥ min1≤i≤e 0.99σσ+1 log(βi(r)6ζi(r)1/σ). Cf. the proof of Proposition
5.2 in page 28 and 5.1.
2. Main applications: existence of physical measures and surface maps.
The Main Theorem can be applied to establish non uniform hyperbolicity of (families of)
maps {fr = Ar ×ϕr Sr}r≥0, provided that Ar is conformal hyperbolic, Sr conservative and
both {fr}r≥0, {f−1r }r≥0 satisfy its hypotheses.
Definition 2.1. We say that a family of skew-products {fr = Ar ×ϕr Sr}r≥0 is bi-adapted if Sr, S−1r
satisfy conditions S-1,S-2 and both families {fr}r≥0, {f−1r }r≥0 are coupled.
It follows easily from our previous discussion that if {fr = Ar ×ϕr Sr}r≥0 is a bi-adapted
family, then for large r the map fr is PH (Cf. Corollary 4.1). As an important consequence,
one can establish the existence of physical measures for such system. Let us elaborate on this
particular.
For a measure µ its basin of attraction is the set
B(µ) = {m ∈M : ∀h : M → R continuous , 1
n
n−1∑
k=0
h(fkm) −−−−→
n7→∞
∫
hdµ}.
Definition 2.2. An f -invariant measure µ is physical if it is ergodic and Leb(B(µ)) > 0.
If (f, µ) is NUH, then a celebrated result of Pesin [Pes77a] implies that µ can be written (in the
ω∗ topology) as the converging series of a sequence {µn}n≥1 of ergodic probability measures of
f . The set of supports {supp(µn)}n≥0 is a countable partition of M , hence there exists at least
one µn for which its support has positive Lebesguemeasure: this µn is a physical measure for f .
Establishing the existence of physical measures is of utmost interest in smooth ergodic the-
ory; most diffeomorphisms do not leave invariant any smooth volume, but physical measures at
least detect the Lebesgue class (which comes from the differential/Riemannian structure of the
manifold) in terms of its generic points, and thus they can be thought as a reasonable substitute
for conservativeness. Regrettably the list of known abundant examples (i.e., in an open class or
at least, in parametrized families) having physical measures is not very large. Some illustrative
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results are [BR75] (physical measures for hyperbolic diffeomorphism), [Jak81] (physical mea-
sures for the quadratic family), [BV00, ABV00] (physical measures for a class of wPHmaps with
controlled dynamics along the dominated bundle) and [BC91, BY93, Ber17] (physical measures
for He´non maps).
Corollary A. Assume that {fr = Ar×ϕrSr}r≥0 is a bi-adapted family withAr (conformal) Anosov and
Sr, S
−1
r satisfy conditions S-1,S-2. Then there exists r0 such that for every r ≥ r0 there exists Q(r) > 0
satisfying for Lebesgue almost everym ∈M
v ∈ TmM \ {0} ⇒
∣∣∣∣lim sup
n7→∞
log ‖dmfn(v)‖
n
∣∣∣∣ > Q(r).
Hence, if furthermore fr preserves an smooth measure µr then fr is NUH with respect to µr and in
particular has a physical measure. The same holds for any f˜ with product like center in a C2 neighborhood
Ur of fr.
The Corollary just follows applying our Main Theorem to {fr}r≥0, {f−1r }r≥0. It is possible to
express the requirements on the coupling for {f−1r } in terms of conditions on ϕr, S−1r . Since this
deviates from the main line of the article, it is given in a short appendix at the end.
In the significant particular case when Sr is a surface map one can dismiss the hypotheses on
the inverse maps and still obtain non-uniform hyperbolicity.
Corollary B. Assume that {fr = Ar ×ϕr Sr}r≥0 is an adapted coupled family of class Cr, r ≥ 3, such
that Ar is conservative hyperbolic and Sr : T
2 → T2 is a conservative map satisfying conditions S-1,S-
2. Let µr be the smooth measure obtained by taking the product of the invariant measures associated by
Ar, Sr.
a) If (fr, µr) is ergodic then there exists r0 such that for every r ≥ r0 there existsQ(r) > 0 satisfying
for µ almost everym ∈M
v ∈ TmM \ {0} ⇒
∣∣∣∣lim sup
n7→∞
log ‖dmfn(v)‖
n
∣∣∣∣ > Q(r).
Hence the map fr is NUH, and in particular has a physical measure. The same is true for any
ergodic f˜ in a C2 neighborhood Ur of fr.
b) In the general case, fr is approximated in the C2 category by stably (ergodic) NUH diffeomor-
phisms.
Proof. It is well know (and easy to prove) that in the conservative ergodic case the sum of the
exponents is a.e. equal to zero [Led84], thus
0 =
∑
exp. ofA
χi(x) +
∑
center exp.
χi(x) = χ1(x) + χ2(x) µ− a.e., χ1(x) ≤ χ2(x).
By the Main Theorem we deduce that for large r it holds χ2(x) > Q(r) almost everywhere,
which implies the first part. For the second we use a Theorem of K. Burns and A. Wilkinson
[BW99] that allow us to approximate fr (in the C2 topology) by conservative maps f˜ having
a C2 neighborhood where every µr preserving diffeomorphism on it is ergodic. Applying the
argument of the first part to these maps we get the result. 
Note that in case b) of the Corollary, in fact fr is guaranteed to have all but one non-zero
exponents. Part b) is probably the most interesting consequence, since it does not require a
priori knowledge of ergodicity. We remark that even though there exists a characterization of
ergodicity for skew-products [Anz51], the conditions in practice are very difficult to check and
depend very explicitly on the properties of the fibermaps, information thatmay not be available.
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More interestingly, the Main Theorem can be used to establish directly non-uniform hyper-
bolicity of several examples, and then try to use this information (together with the fact that
the exponents are uniformly separated from zero) to prove ergodicity. This has recently been
achieved by D. Obata [Oba18] for the original [BC14] map, who proves in fact that the map is
C2-stably Bernoulli (a much stronger condition than ergodicity). His arguments are quite so-
phisticated.
3. Examples: Random products of standard maps
In this section we present several examples of applications of the Main Theorem. We also
compare the results with some of the available literature.
3.1. The StandardMap. Let us start by recalling the Chirikov-Taylor standard family in T2 (Cf.
[CS08]). Consider sr : T2 → T2 the diffeomorphism given by
sr(x, y) =
(
2 −1
1 0
)
·
(
x
y
)
+ r
(
sin(x)
0
)
. (7)
Each sr preserves the Lebesgue measure, and it is a major open problem in smooth ergodic
theory to show the existence of non-zero Lyapunov exponents for a large set of parameters,
even though this is unknown for even a single parameter [PC10]. It is know however that the
dynamics of sr is very complicated (see for example [Dua94, Gor12] and references therein).
In [BC14] P. Berger and the author proposed to study a random version of the standard map.
We considered a linear hyperbolic automorphism of A : T2 → T2 and studied the map1
fr(x, y, z, w) = (A
[2r] · (x, y), sr(z, w) + P ◦A[r] · (x, y)) P (x, y) = (x, 0). (8)
The coupled map fr can be seen as a random perturbation of the dynamics of sr: computing
the derivative of fr one verifies that the action dfr|V coincides with dsr|V , so one can think fr
as a family of standard maps driven by the random motion determined by the base dynamics.
This point of view (studying random versions of maps) is well established, and related to the
study of classical fast-slow systems of differential equations. For considerations on the statistical
properties of similar maps the reader can check for example [Dol05, KKM17, dSL17].
Back to fr, we stress that only some general facts of its center behavior are necessary for the ar-
gument to succeed: this is convenient since as we mentioned before the dynamics of sr is largely
unknown. To prove that (for large r) the map fr is NUH, the arguments of aforementioned
article make extensive use of the following properties:
• the strong unstable foliation of fr is one dimensional, and hence comprised by curves.
• One can compute the explicit form of the strong unstable bundle.
• The center bundle is two dimensional.
Here we generalize the results of [BC14] to several settings. We will start by showing that
sr, s
−1
r satisfy conditions S-1,S-2, and {fr}r is an adapted family. We do so because we will
be using similar types of couplings in our other examples, and because we are interested in
dynamics related to the standard family.
The proof of conditions S-1,S-2 for sr essentially follow from the computations carried in
Section 4 of [BC14], and are recalled below. A direct computation shows that
d(x,y)sr =
(
Ωr(x, y) −1
1 0
)
(9)
1Here [r] denotes the integer part of r.
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where Ωr(x, y) = 2 + [r] cos(x). For m = (x, y) the vectors σr(m) = (1,Ω(m)), ςr(m) =
(Ω(m),−1) form an orthogonal basis of Ecfr (m), and one checks that
dmsr(σr(m)) = (0, 1), dmsr(ςr(m)) = (1 + Ω
2(m),Ω(m)).
With this it is easy to verify that if X is a unit vector field in T2,
‖dmsr(X(m))‖ ≥ [r] · | sin θX(m)| · | cosx| − 2
where θX(m) is the angle ∠(X(m), σr(m)). We define the critical strip Crit(sr) as the set of
points
Crit(sr) = {m = (x, y) ∈ T2 : b1 ≤ x ≤ b2 or b3 ≤ x ≤ b4} (10)
where 0 < b1 < π/2 < b2 < b3 < 3π/2 < b4 < 2π are such that
cos b1 = cos b4 =
1√
r
cos b2 = cos b3 = − 1√
r
.
It holds that l(Crit(sr)) ≤ 8√r (Cf. (14) in [BC14]). We consider also the cone
∆r := R · {(1, n) : |n| ≤ 4
√
r} ⊂ R2. (11)
Using Crit(sr) as critical region and the cone ∆r one can verify the following.
Lemma 3.1. The maps sr, s
−1
r satisfy S-1, S-2. Moreover,
β(r) ≥ r1/6 − 2 (12)
ζ(r) ≤ 1/2r. (13)
In particular we can take σ = 2.
Proof. This is proven in Section 4 and Lemmas 5,6 of [BC14]. For the inverse map one can use
the fact that s−1r is differentiably conjugate to sr (see below). The bounds on β, ζ are explicit in
equations (6),(16) of the same work. 
Now we discuss the correlation function.
Lemma 3.2. The coupling in {fr}r≥0 is adapted.
Proof. Let λ = ‖A|EuA‖ , τ = ‖A|EsA‖. Since Ar = A[2r] we obtain EσAr = EσA, σ ∈ {s, u} and
λr = λ
[2r], τr = τ
[2r]. The bundle EuA makes a positive angle with the line {(x, 0) : x ∈ R} ⊂ R2,
hence ‖P |EuA‖ > 0. Observe that φr(x, y) = P ◦A[r] · (x, y), thus (by conformality of A)
0 < m(P ◦ φr|EuA) = ‖φr|EuA‖ ≤ ‖φr‖ ≤ λ[r].
Using this and the fact that ‖dsr‖ ,
∥∥ds−1r ∥∥ , ∥∥d2sr∥∥ ≤ 2r, both conditions A-1,A-2 follow. 
Recall that two diffeomorphisms f1, f2 of a manifoldX are said to be differentiably conjugate
if there exists a diffeomorphism h : X → X (the conjugacy) such that f1 = h−1 ◦ f2 ◦ h. If f1, f2
are conservative and differentiably conjugate, then by the chain rule their Lyapunov exponents
coincide Lebesgue almost everywhere. We will employ this remark to deal with the inverse.
Using that sr is differentiably conjugate to its own inverse (reversibility) we can show that
f−1r is differentiably conjugate to the map
f̂r(x, y, z, w) = (A
−[2r] · (x, y), s−1r (z, w) + P ◦A−[r] · (x, y)),
where the conjugacy leaves invariant the bundle V , and thus the Main Theorem can be applied
to f−1r . Reversibility of the center dynamics will also be used in the other examples to deal with
the inverse map. We remark that this property for area preserving maps seems to be rather
common. See [RQ92].
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Remark 3.1. One can check that {f−1r }r≥0 satisfies condition A-3 of the appendix, but regrettably it
does not satisfy condition A-4, and hence we cannot conclude directly that {fr} is a bi-coupled family.
We have proved the following.
Corollary 3.1 (Main Result of [BC14]). For large r the map fr is C2-stably NUH, meaning that for
such r there exists Ur C2-neighborhood of fr with the property that if g ∈ Ur is conservative then g is
NUH. The map g has a physical measure and moreover for Lebesgue almost everym, it holds
v ∈ TmM \ {0} ⇒
∣∣∣∣ limn7→∞ log ‖dmfn(v)‖n
∣∣∣∣ > 610 log r.
The lower bound in the exponents is better than the one obtained in [BC14]. See Remark 1.4.
Remark 3.2. Note that for maps f˜ in Ur above, the splitting between the center Oseledet’s subspaces
is not dominated (df˜ |Ec
f˜
≈ dsr|V , and the later cannot be dominated due to the existence of Crit ).
Compare with the result of J. Bochi and M.Viana [BV05] that states: for compact manifolds of dimension
greater than one, C1-generically in the space of diffeomorphisms either there exists zero-exponents with
multiplicity two, or the Oseledet’s splitting is dominated, almost everywhere.
Our methods seem to be particularly adequate to deal with the case where Sr is given by the
generalized family of standard maps studied by O. Knill in [Kni96]
(x, y)→ (2x− y + rV (x), x)
where V (x) is a periodic Morse potential. It is interesting to compare the lower bound on the
topological entropy htop(sr) ≥ 13 log(C · r) given by Knill and our lower bound on the positive
center exponent of fr. By the Pesin formula [Pes77b], for conservative surface maps the metric
entropy with respect to the area is equal to the integral of the largest Lyapunov exponent, and
since the two obtained bounds are comparable this can be taken as evidence for the suitability
of Lebesgue measure to detect the majority of chaotic behavior in the dynamics of sr.
3.2. Higher dimensional examples: random products of (coupled) standard maps. Consider
the hyperbolic matrix
B :=
(
A I
0 A
)
∈ GL(4,Z) (14)
and the corresponding induced automorphisms B : T4 → T4. Then B is conformal, dimEuB =
dimEsB = 2, and E
u
B does not have an invariant one dimensional sub-bundle.
UsingB instead of A in the previous example we obtain an apparently simple generalization
of [BC14]. Nonetheless, as far as the author knows this example cannot be treated with the
available methods in the literature, since the lack of invariant one dimensional directions in EuB
prevents to reduce the analysis to previous cases. The importance of these (type of) example is
allowing much more general random families {sr}r≥0 (i.e., more general base dynamics) than
the ones determined by a two-by-two matrix. We will now apply our techniques to coupled
products of standard maps, thus giving examples of more general center (higher dimensional)
dynamics.
Consider the family of diffeomorphisms pr,τ , qr : T2 × T2 → T2 × T2 given as
pr,τ (x, y, z, w) = (2x− y + r sin(x) + µ sin(x+ z), x, 2z − w + r sin(z) + µ sin(x+ z), w) (15)
qr(x, y, z, w) = (sr(x, y), sr(z, w) + (x, 0)) (16)
where 0 ≤ τ < 1 above is a small parameter. Both pr,τ , qr are conservative, and represent a pair
of coupled standard maps. The coupling in qr is simply given by translation, which is probably
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the most usual correlation function for skew-products. On the other hand, the coupling in pr,τ
is more intricate. Similar types of systems appeared in the study of Arnold diffusion [Chi79]; in
the specific case of pr,τ above, an equivalent map was studied by B. P. Wood, A. J. Lichtenberg
and M. A. Lieberman in [WLL90] where they provided numerical evidence of Arnold diffusion
between the stochastic layers, for small τ . See also the Froeschle´ family example below. It is
apparent that these systems are at least as complex, if not more, than sr.
Note that we can write pr,τ = Tτ ◦R ◦ Jr where
Jr(x, y, z, w) = (x, 2x− y + r sin(x), z, 2z − w + r sin(z)) (17)
R(x, y, z, w) = (y, x, w, z) (18)
Tτ (x, y, z, w) = (x, y, z, w) + µ(sin(y + w), 0, sin(y + w), 0). (19)
It is immediate that J2r = R
2 = Id, and T−1τ = T−τ . Similarly, qr = E ◦R ◦ J with
E(x, y, z, w) = (x, y, z, w) + (0, 0, x, 0). (20)
Lemma 3.3. For r large small both pr,τ , qr satisfy S-1,S-2 with
βq,i(r) ≥ r1/6 − 2, ζq,i(r) ≤ 1
4r
i = 1, 2
βp,i(r) ≥ r1/6 − 2, ζp,i(r) ≤ 1
4r
i = 1, 2
where we have denoted by the sub-index p, q the corresponding functions to pr,τ , qr. In particular in both
cases we can take σp, σq = 2 and obtain for large r,
min
1≤i≤2
{βq,i(r)6ζq,i(r)}, min
1≤i≤2
{βp,i(r)6ζp,i(r)} >
√
r
3
Proof. Note that both R2 × {0}, {0} × R2 are invariant under dqr, dpr,τ , and the action on each
one of these bundles2 is given by dsr. Using the same notation as in the previous part, and
considering (for small τ ) Ci,r(qr) = Ci,r(pr,τ ) = Crit as critical region for each of the component
maps of qr, pr,τ with corresponding cone ∆r, we obtain conditions S-1,S-2 and the bounds on
βq,i, βp,i directly from Lemma 4.4. As for the function ζp,i, the bounds follow from p−1r,τ = Jr ◦
R ◦ T−τ . Similarly for qr. 
Define the family of maps gr,τ , hr : T8 → T8 by,
gr,τ := B
[2r] ×ϕr pr,τ (21)
hr := B
[2r] ×ϕr qr (22)
ϕr(m) := (P ◦B[r](m), P ◦B[r](m)), m = (x1, . . . , x4), P (m) = (x1, 0, 0, 0).
It is a now a routine to check that both {gr,τ}r≥0,0≤τ<1 (for small τ ) and {hr}r≥0 are coupled
families.
Theorem 3.1. Let µ be the product Lebesgue measure in T8. Then there exists r0 > 0 such that for every
r ≥ 0 the following holds.
a) There exists τ0 = τ0(r) > 0 such that if 0 ≤ τ ≤ τ0, then gr,τ is PH with dgr,τ |Ecgr,τ = pr,τ ,
and furthermore.
v ∈ TmM \ {0} ⇒
∣∣∣∣∣ limn7→∞ log
∥∥dmgnr,τ (v)∥∥
n
∣∣∣∣∣ > 310 log r9 a.e.(µ).
2Following common use, we are identifying a trivial bundle with its fiber.
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In particular, it is NUH and has a physical measure. The same is true for any conservative map
with product-like in a C2 neighborhood of gr,τ .
b) The same conclusion holds interchanging gr,τ by hr (and pr,τ with qr).
Proof. It remains to show that g−1r,τ , h
−1
r satisfy the conditions of our Main Theorem. We deal
first with g−1r,τ ; let P˜ : T
4 → T4 given by P˜ (x, y, z, w) = (x, 0, z, 0). Using (17) we compute for
(m, (x, y, z, w)) ∈ T4 × T4
g−1r,τ (m, (x, y, z, w)) =
(
B−[2r](m), p−1r,τ
(
(x, y, z, w)− P˜ ◦B−[r](m)))
=
(
B−[2r](m), Jr ◦R ◦ T−τ
(
(x, y, z, w)− P˜ ◦B−[r](m)))
=
(
B−[2r](m), Jr ◦R
(
T−τ (x, y, z, w)− P˜ ◦B−[r](m)
))
=
(
B−[2r](m), Jr
(
R ◦ T−τ (x, y, z, w)−R ◦ P˜ ◦B−[r](m)
))
=
(
B−[2r](m), Jr ◦R ◦ T−τ (x, y, z, w) + R ◦ P˜ ◦B−[r](m)
)
where in the second to last line we have used Jr(x, y, z, w)−(0, a, 0, b) = Jr(x, y, z, w)+(0, a, 0, b).
Define the map Γτ : T4×T4 → T4×T4, Γτ (m, (x, y, z, w)) = (m,Tτ ◦R(x, y, z, w)) and compute
Γ−1τ ◦ g−1r,τ ◦ Γτ = ĝr,τ , where
ĝr,τ (m, (x, y, z, w)) = (B
−[2r]m, sr(x, y) + P ◦B−[r](m) + τψ(x, y, , z, w),
sr(z, w) + P ◦B−[r](m) + τψ(x, y, z, w))
ψ(x, y, z, w) = sin
(
2(x+ z)− (y + w) + r(sin(x) + sin(z))) · (0, 1, 0, 1).
The map ĝr,τ has the same form as the map gr,τ , except that the coupling term τ · ψ affects the
second and fourth coordinate of the center torus. We remind the reader that the axis of∆r is on
the first coordinate. In any case, ‖τ · ψ‖ ≤ 4rτ , hence taking τ small in terms of r all the same
arguments used for pr,τ can be applied to the center part of ĝr,τ , and thus by the Main Theorem
we conclude that ĝr,τ has two positive center Lyapunov exponents. The differentiable conjugacy
Γ preserves the fibers, therefore g−1r,τ has two positive center Lyapunov exponents as well. We
have established that gr,τ has two positive and two negative Lyapunov exponents, hence the
conclusion of part a) follows from the bounds given in Lemma 3.3.
The arguments for part b) are analogous and somewhat easier. Defining
Γ̂(m, (x, y, z, w)) = (m,R(x, y, z, w))
one verifies that Γ̂ (differentiably) conjugates hr to itself (i.e. hr is reversible), while preserving
the center direction. Thus by Lemma 3.3 we conclude the proof. 
Of course, other higher dimensionalmaps can be obtained by taking products of an arbitrarily
large number of standard maps and proceeding analogously.
As exemplified above, the Main Theorem allow us to consider (higher dimensional) coupled
systems, enabling us to construct partially hyperbolic diffeomorphisms with rich center dynam-
ical behaviors. Other interesting examples can be obtained by considering some symplectic twist
maps in T2d, and in particular those of the form
SV (q, p) = (2q − p+∇V (q), q) q, p ∈ Td
where V ∈ C2(Td,R). We illustrate this with the potential Vτ1,τ2,τ3 : T2 → T2 where
Vτ1,τ2,τ3(x, y) = τ1 cos(x) + τ2 cos(y) + τ3 cos(x+ y). (23)
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The resulting map Γτ1,τ2,τ3 = SVτ1,τ2,τ3 is the so called three parameter Froeschle´ family [Fro72],
and it is very similar to pτ,r. An slight variation in the proof of Theorem 3.1 (choosing τ1, τ2 ≈ r
large, τ3 small) yields the following.
Theorem 3.2. Let µ be the Lebesgue measure on T8. For every r sufficiently large there exists an open
set in the parameter space Er ⊂ {(τ1, τ2, τ3) : τi ∈ R} and C > 0 such that if (τ1, τ2, τ3) ∈ Er then
Fr,τ1,τ2,τ3 := B
[2r] ×ϕr Γτ1,τ2,τ3 is PH and satisfies
v ∈ TmM \ {0} ⇒
∣∣∣∣∣ limn7→∞ log
∥∥dmgnr,τ(v)∥∥
n
∣∣∣∣∣ > C log(r) a.e.(µ)
In particular Fr,τ1,τ2,τ3 is NUH and has a physical measure. The same holds in a C2 neighborhood of it.
For further information on this family and other symplectic twist maps we refer the reader to
[Gol01].
To the extent that the author could check none of these examples can be treated by any avail-
able technique in the literature, and is his hope that he provided enough evidence to convince
the reader of the versatility in the method presented. It is also worth noticing that for estab-
lishing our results it is not necessary to assume a priori ergodicity of the map. In particular,
we do not need to perturb to guarantee accessibility as the methods based on the invariance
principle [AV10] usually require. This is important by two reasons: first because our goal is un-
derstand concrete examples instead of their perturbations (i.e. random products of the standard
map, versus perturbations of random products of the standardmap), and second because as we
mentioned in the introduction, establishing NUH of the system could be used in some cases to
establish ergodicity [Oba18].
3.3. Cocycles over the shift. Systems exhibiting similar dynamics with PH skew-products are
cocycles over expansive endomorphisms, and in particular over shifts spaces. These kind of
maps are also very popular in the literature. See [Arn98] for an introduction to the subject.
Let C be t× t matrix with 0 − 1 entries, and consider the corresponding one-sided and two-
sided sub-shifts of finite type
Σ+C := {ω = (ωn)n∈N : Cωn,ωn+1 = 1 ∀n ∈ N}
ΣC := {ω = (ωn)n∈Z : Cωn,ωn+1 = 1 ∀n ∈ Z}.
The dynamics in both spaces is the shift map σ(ω)n = ωn+1. Given a diffeomorphism S : Td →
T
d and a continuous function ϕ : ΣC → Td we can define a (continuous) cocycle of matrices as
follows: let Gϕ : ΣC × Td → ΣC × Td be the map
Gϕ(ω, x) = (σω, ϕ(ω) + S(x))
and for n ≥ 0 denote gn(ω, x) the projection on the second coordinate of Gnϕ(ω, x). Then define
dSGnϕ(ω,x) := dgn−1(ω,x)S ◦ · · · ◦ dxS. (24)
This way we have determined a cocycle of matrices which could be interpreted as the derivative
cocycle of Gϕ.
In a recent work by A. Blumenthal, J. Xue and L.S Young [BXY17], the authors considered a
similar type of random cocycle over the infinite shift T : (−ǫ, ǫ)N → (−ǫ, ǫ)N (ǫ > 0 small), with
fiber maps ψr(ω, (x, y)) = sr(x + ω0 mod , y), and other 2-dimensional conservative maps sat-
isfying certain expanding conditions in the spirit of ours S-1,S-2. For these systems the authors
prove the positivity (with precise bounds) of the largest exponent of the cocycle for νN almost
everywhere, where ν is the uniformmeasure on (−ǫ, ǫ). Their techniques are more probabilistic
in nature than ours, and seem to depend on the two-dimensionality of the fiber maps (hence,
one can deal with one Lyapunov exponent only).
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We will indicate now how to use our methods to obtain some comparable results, while
avoiding the 2-dimensionality requirement on the cocycle. Let H the set of all conformal hy-
perbolic matrices in Gl(l,Z), l ≥ 2. Given f ∈ H one obtains, using Markov partitions (Cf.
[Shu86] Chapter 10), a sub-shift of finite type Σf and a uniformly bounded-to-one continuous
map πf : Σf → T2 such that for every x ∈ Σf , f ◦ πf (x) = πf (σx). Let ϕr : Σf → T2 given as
ϕfr (ω) = (P ◦ f [r]π(ω)).
whereP is the projection on the first coordinate and consider for example the 2- and 4-dimensional
cocycles over Σf given as
Gfr (ω, (x, y)) = (σ(ω), sr(x, y) + ϕ
f
r (ω)) (25)
Hfr,τ (ω, (x, y, z, w)) = (σ(ω), pr,τ (x, y, z, w) + (ϕ
f
r (ω), ϕ
f
r (ω))). (26)
Notation: For an endomorphism T : X → X of a compact metric space we denote htop(T )
its topological entropy, and if µ is a (Borel probability) invariant measure on X we denote the
metric entropy of T with respect to µ by hµ(T ). Given two measurable spaces X0, Y0, a Borel
map ρ : X0 → Y0 and a measure µ on X0 we define ρ∗µ by the formula ρ∗µ(A) = µ(ρ−1A).
Let µf be the entropy maximizing measure of Σf . We remind the reader that due to the
variational principle for the topological entropy [Wal75], for an endomorphism of a compact
metric space such as σ : Σf → Σ, it holds
htop(σ) = sup{hµ(σ) : µ σ − invariant Borel probability meaure},
andwe say that µ is an entropymaximizing measure if there is equality in the previous formula.
Shift spaces have a unique such measure, called the Parry measure [Bow08]. Consider also Leb
the Lebesgue measure in either T2,T4.
Corollary 3.2. There exists r0 > 0 such that for r ≥ r0 it holds
(1) the cocycle Gfr is NUH for µf − a.e.(ω ∈ Σf ), Leb− a.e.(x ∈ T2), meaning that
0 6= v ∈ R2 ⇒ lim
n7→∞
log
∥∥∥dsr|Gnϕ(ω,x)(v)∥∥∥
n
6= 0
The same holds interchanging sr by any conservative map sufficiently C2 close to sr.
(2) There exists τ0 = τ0(r) such that if 0 ≤ τ ≤ τ0 the cocycle Hfr,τ is NUH for µf − a.e(ω ∈
Σf ), Leb − a.e.(x ∈ T4). The same holds interchanging pr,τ by any conservative map that
preserves the decomposition T4 = T2 × T2 and is sufficiently C2 close to pr,τ
Proof. Both conclusions are direct consequences of Corollary 3.1 and Theorem 3.1. We give the
arguments only for the first part. Since πf is bounded to one, (πf )∗µf is an entropy maximizing
measure for f . As f is a linear Anosov map, Leb is the unique measure that maximizes entropy
for f [Bow08], hence (πf )∗µf = Leb. It follows that the cocycle defined Gfr is conjugate to the
derivative cocycle of the map fr considered in Corollary 3.1, by a conjugacy that sends µf to
the Lebesgue measure in the base, hence the result follows directly from the cited Corollary.
Similarly forHfr,τ . 
Remark 3.3. Corollary 3.1 and Theorem 3.1 also provide (the same) lower bounds for the exponents of
Gfr , H
f
r,τ .
Observe that in principle the described procedure deals with cocycles over dependent (Mar-
kovian) base dynamics, instead of a Bernoulli process. This can by by-passed using Ornstein’s
theory, which permit us to conjugate a cocycle over a Markov process to one over a Bernoulli
base. See [FO70].
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It is convenient however to have also direct methods to study cocycles over the complete shift,
since due to the abstract character of Ornstein’s theory, further study of these type of dynamics
could be difficult. As an example, we consider for a positive integer k the complete shift space
in k symbols Σ+k = {0, . . . , k − 1}N together with its Bernoulli measure µk = (1/k, . . . , 1/k)N,
i.e. the product measure obtained by assigning weight 1/k to each symbol, which coincides
with the Parry measure in this case. It is a simple exercise in dynamical systems to show that
σ : Σ+k → Σ+k equipped with µk is (measure theoretically) conjugate to the expanding map
Ek : T → T, Ek(θ) = k · θ mod 1 with the Lebesgue measure on T2. Thus, instead of cocycles
over Σ+k we can equivalently consider cocycles over Ek.
We state now a mild generalization of our Main Theorem. Let us remind the reader that a Cr
diffeomorphism A : N → N is said to have an hyperbolic set Λ ⊂ N if Λ is compact, A-invariant
and there exists an hyperbolic decomposition TΛN = EsΛ ⊕ EuΛ. In this case, by the stable
manifold theorem both EsΛ, E
u
Λ integrate to continuous laminations WsΛ = {W s(x)}x∈Λ,WuΛ =
{Wu(x)}x∈Λ, whose leaves are of class Cr. See [Shu86] Chapters 5 and 6.
An hyperbolic set Λ of A is an attractor if there exists U ⊂ N open such that Λ = ∩n∈NAn(U).
One verifies easily that in this caseWu(x) ⊂ Λ for every x ∈ Λ.
IfA is of class C2 and has an hyperbolic attractorΛ, there exists a particularly important invari-
ant measure µSRB supported on Λ which can be characterized as follows: µSRB is the unique
A-invariant measure such that for any sufficiently small lamination chart B corresponding to
WuΛ, its conditional measures on Wu(x) ∩ B are absolutely continuous with respect to the in-
duced Lebesgue measure, for almost every x ∈ B. µSRB is the Sinai-Ruelle-Bowen measure of
Λ. See [Rue76, Bow08] for further information on this topic.
Definition 3.1. If A has an hyperbolic attractor Λ, we denote
skew (A; Λ) := {f = A×ϕ S : Λ× Td → Λ× Td : ϕ ∈ C1(Λ,Td), S ∈ diff 1(Td)}.
equipped with the natural topology inherited from C1(Λ,Td), diff 1(Td).
Note that for f = A×ϕ S ∈ skew(A; Λ) with S : T d = Ts1 × · · · × Tse → T d we can define as
before the concept of having product-like center.
Main Theorem (for hyperbolic attractors). Consider the family {fr = Ar ×ϕr Sr}r≥0 with Sr
satisfying conditions S-1, S-2, and
(1) Ar : N → N is a C2 diffeomorphism having an hyperbolic attractor Λr such that Ar|Λr is
u-conformal.
(2) ϕr : Λ→ Td is differentiable and satisfies A-1,A-2.
Then there exists r0 such that for every r ≥ r0 there exists Q(r) > 0 with the following property: for
µSRB almost everym ∈M ,
dim span{v ∈ TmM : lim sup
n7→∞
log ‖dmfn(v)‖
n
> Q(r)} ≥
r∑
i=1
dimA(∆
+
i ) + dimE
u
f .
The same holds for every f˜ with product-like center in a neighborhood Ur ⊂ skew (A; Λ) of fr.
Wewill prove this theorem after establishing our main result in Section 5, but for nowwewill
use it to construct another example. For k ∈ Z \ {1, 0,−1} consider the multiplication map Ek.
Smale’s solenoid construction (described for example in Chapter 8 of [Rob98]) permits us to find
a diffeomorphism Lk : N := T×D → N,D = {(x, y) ∈ R2 : x2 + y2 ≤ 1} such that
• Lk has an hyperbolic (expanding) attractor Λ ⊂ N , and A|Λ is u-conformal.
• Lk(θ, (x, y)) = (Ek(θ), ψ(x, y)) for some ψ : N → D.
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Define the map tr : T× T2 → N × T2 with
tr(θ, x, y) = (Ek[2r](θ), sr(x, y) + (Ek[r](θ), 0)) . (27)
Theorem3.3. There exists r0 such that for every r ≥ r0 it holds for Lebesgue almost every θ ∈ T, (x, y) ∈
T
2
v ∈ R2 \ {(0, 0)} ⇒ lim
n7→∞
log
∥∥(dsr)tr(θ,x,y)∥∥
n
>
6
10
log r
Proof. Consider t˜r : N × T2 → N × T2,
t˜r(θ, z, w, x, y) =
(
Lk[2r](θ, z, w), sr(x, y) + (Ek[r](θ), 0)
)
.
Completely analogous computations as the ones used in the study of the family {fr}r≥0 permit
us to conclude that {t˜r}r≥0 is in the hypotheses of the modified Main Theorem, therefore the
promised inequality holds for µSRB × Leb − a.e.(θ, z, w, x, y ∈ N × T2). If π : N × T2 →
T × T2 is the projection map π(θ, z, w, x, y) = (θ, x, y), then π semi-conjugates t˜r with tr while
π∗(µSRB × Leb) is Lebesgue on T3. From here it follows. 
Likewise, one can obtain similar results considering the higher dimensional maps pr,τ , qr in-
stead of the standard family, establishing the existence of three non-zero Lyapunov exponents
(the base plus two in the center). Since Ek is conjugate to the one-sided shift in k symbols,
Theorem 3.3 provides a geometrical proof of the existence of non-zero Lyapunov exponents for
cocycles over the shift.
The type of system described above is similar to the ones considered by M. Viana in [Via97],
although those were non-conservative. It is possible that some of the techniques presented here
can be adapted to non-conservative case as well, but the author has not pursued that enterprise
in this paper.
Besides the interest per-se in the dynamics of cocycles of standardmaps, these systems appear
naturally in physical andmathematical applications. Historically, theywere introduced to study
Arnold diffusion for systems of coupled oscillators [Chi79], albeit their research was mainly
numerical. For a more up to date and rigorous study on this topic the reader is referred to
the work of O. Castejo´n and V. Kaloshin [CK], where the authors analyze statistical properties
of random products of standard maps appearing (as certain induced dynamics) in Arnold’s
original diffusion example.
4. Admissible curves and adapted fields
The most important technical tools introduced in [BC14] are admissible curves and adapted
fields. Roughly speaking, an adapted curve is a curve tangent to the strong unstable manifold
that makes approximately a complete turn around vertical torus {0} × Td while doing many
more turns around the base torus Tl×{0} ; an adapted field is a vector field along an admissible
curve with very small variation. In that work however, the notion of admissible curve is tailored
to the specific example considered. Here we present a more abstract definition.
4.1. Partial Hyperbolicity. Let {fr = Ar ×ϕr Sr}r≥0 be a coupled family where Sr satisfies S-1,
S-2. We will be able to work from the beginning with perturbations of fr. The map f = fr :
T
l × Td → Tl × Td is of the form
m = (x, y) ∈M ⇒ f(x, y) = (Ax, Sr(y) + ϕ(x))
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and we consider f˜ = f + ǫr a small C2 perturbation of it. Note that the derivative of f can be
expressed in block form as
dmf =
(
A 0
dxϕ dyS
)
. (28)
Since A = Ar is PH there exists an A-invariant decomposition TTd = EuA ⊕ EcA ⊕ EsA where
EuA is uniformly expanded, E
s
A is uniformly contracted while A|EcA is an isometry. Recall that
λr = λ = m(A|EuA) = ‖A|EuA‖ .
The bundles EuA, E
s
A determine continuous bundles on onM , which by an innocuous abuse
of language will be denoted by the same letters. Observe that TM = EuA ⊕ (EcA ⊕ EsA ⊕ V )
(V is defined in (1)). For convenience we will use the ℓ1 norm associated to this decomposition
(i.e. ‖vu + vc + vs + v‖ = ‖vu‖ + ‖vc‖ + ‖vs‖ + ‖v‖). Even more, by our assumptions on the
dynamics of S, the (trivial) bundle V is isomorphic to the product Rd = Rs1 × · · ·Rse and we
take the corresponding ℓ1 norm in this product as well.
Define
E = Er = E
c
A ⊕ EsA ⊕ V (29)
so that TM = EuA ⊕ E, and note ‖df |E‖ = ‖dS‖+ ‖dϕ|EsA ⊕ EcA‖+ ‖A|EsA ⊕ EcA‖. Define also
ξ(r) :=
2 ‖dϕ|EuA‖
λ− ‖df |E‖ . (30)
By condition A-1 in the coupling, the above quantity is positive and converges to zero as r 7→ ∞.
Finally, consider the cone field
Cu(m) = {(v, w) ∈ EuA(m)⊕ E(m) : ‖w‖ < ξ ‖v‖} ∪ {(0, 0)}.
Lemma 4.1. There exists r1 > 0 such that for every r ≥ r1, for everym ∈M it holds
• dmf
(
Cu(m)
) ⊂ Cu(fm), and
• ∀v ∈ Cu(m), λ
(
1−ξ(r)
1+ξ(r)
)
‖v‖ ≤ ‖dmf(v)‖ ≤ λr(1 + ξ(r)) ‖v‖.
Proof. Let (vu, w) ∈ Cu(m) with 0 6= vu ∈ EuA, w ∈ E. We obtain
‖dmf |E(w) + dmϕ(vu)‖ ≤ ‖dmf |E‖ · ‖w‖ + ‖dϕ|EuA‖ ‖vu‖
≤ (ξ(r) ‖dmf |E‖+ ‖dϕ|EuA‖) · ‖vu‖ < λξ(r) ‖vu‖ = ξ(r) ‖Avu‖
and both claims follow. 
It is a well known consequence of the above that there exists a df -invariant bundle Euf ⊂ Cu
(see for example [CP15]), and in particular this implies that f is wPH. For future reference, we
spell out this fact in form of a Corollary.
Corollary 4.1. There exists r1 > 0 such that for r ≥ r1 the following holds.
a) f = fr is wPH with invariant splitting TM = Euf ⊕ E.
b) If furthermore {fr} is bi-coupled, then f is partially hyperbolic with invariant decomposition
TM = Esf ⊕ (V ⊕ EcA) ⊕ Euf . Additionally, if A is hyperbolic then the center bundle Ecf = V
is differentiable and integrates to a foliation by tori.
Proof. Once the existence of Euf has been established, its expanding character is direct conse-
quence of the previous Lemma, while the domination condition over E is given by hypothesis.
As for the bi-coupled case, one argues analogously with EsA instead of E
u
A, and then intersects
the invariant splittings corresponding to f, f−1. The last part of b) follows from the fact that V
is differentiable together with Theorem 7.1 of [HPS77].

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From now on we will assume r ≥ r1. Note the following.
Lemma 4.2. The angles ∠(Euf , E
u
A),∠(E
s
f , E
s
A) converge to zero as r 7→ ∞.
Proof. The first part follows since Euf ⊂ Cu and ξ(r) −−−→r 7→∞ 0. The second part is similar arguing
with f−1 and its corresponding cone centered in EsA. 
Partial Hyperbolicity is a C1 open condition (Cf. Theorem 3.6 in [Pes04]), thus for every r
there exists φ(r) > 0 such that if ‖ǫ‖1 < φ(r) then f˜ = f + ǫ is wPH (resp. PH). Its df˜ -splitting
TM = Ef˜⊕Euf˜ converges toEf˜⊕Euf˜ as ‖ǫ‖1 → 0 in the corresponding Grassmanian. By Lemma
4.2 we deduce.
Corollary 4.2. The function φ(r) can be chosen so that for r ≥ r1, it holds
∠(Eu
f˜
, EuA) (∠(E
s
f˜
, EsA)) ≤
π
100
.
The invariant dominated decomposition TM = Ef˜ ⊕ Euf˜ is uniquely defined (if dimEuf˜ =
dimEuf , Cf. Proposition 2.1 in [Pes04]), hence we deduce that the bundle Ef˜ is of the form Ef˜ =
Ec
A˜
⊕Es
A˜
⊕Hf˜ where A˜ is a small perturbation ofAr andHf˜ is isomorphic to V . It is also known
(Cf. Theorem 3.8 in [Pes04]) that the invariant bundles of f˜ are Ho¨lder continuous, provided
that f˜ is C2. We thus conclude that Hf˜ is θ-Ho¨lder, with θ ≈ 1.
4.2. Curves tangent to Eu. Now we use the graph transform method. By the (un)-stable man-
ifold theorem Eu
f˜
is integrable to an f˜ -invariant foliationWu
f˜
= {Wu
f˜
(m)}m∈M whose plaques
can be obtained as graphs of functions from Eu
f˜
to Ef˜ . The previous Corollary allow us to de-
duce that there exist δ > 0 and a continuous family {γm : EuA(m; δ) → Em}m∈M such that for
everym the local plaqueWu
f˜
(m; loc) is of the form
Wu
f˜
(m; loc) = m+ graph(γm)
where ‖γm‖C1 < 1. Here EuA(m; δ) denotes the δ-disc centered at zero inside EuA(m). Similar
notation will be used for other bundles.
Our goal is have a qualitative description of the bundleEu
f˜
. Form ∈M , observe that any non-
zero vector in Eu
f˜
(m) is a positive multiple of the tangent vector of a curve cm : (−δ, δ)→ M of
the form
cm(t) = m+ te+ γm(te) (31)
where e is a unit vector in EuA. The curve cm(t) is contained inW
u
f˜
(m), and can be written as
cm(t) = f˜ ◦ df˜−1m(t) (32)
with df˜−1m(t) = f˜
−1cm(t). By invariance df˜−1m(t) ⊂Wuf˜ (f˜
−1m), and thus is of the form
df˜−1m(t) = f˜
−1(m) + u(t) + γf˜−1m(u(t)) = f˜
−1(m) + u(t) + v(t) (33)
where u(t) ∈ EuA, v(t) ∈ E.
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Lemma 4.3. There exists r2 > 0 such that for every r ≥ r2 and corresponding φ(r) sufficiently small,
the following holds. Fix 1 ≤ i ≤ e, and considerm ∈ M . If U = e + v ∈ Eu
f˜
(m) with e ∈ EuA, v ∈ E
and ‖e‖ = 1 then,
(1− 10−23)m(dϕ|E
u
A)
λ
≤‖v‖ ≤ (1 + 10−23)‖dϕ|E
u
A‖
λ
.
1− 10−20
K
≤‖Piv‖‖v‖ ≤ 1.
Proof. Let ǫu : M → EuA the component in the EuA bundle of ǫ (and similarly for the other bun-
dles). If U = e + v ∈ Eu
f˜
(m) satisfies the hypotheses, then U = c′m(0) for a curve of type (31).
Thus
Au(t) + ǫu(df˜−1m(t)) = t · e
⇒Au′(t) + dd
f˜−1m
(t)ǫ
u(Id+ du(t)γf˜−1m)u
′(t) = e
By Corollary 4.2 for r ≥ r0 it holds
∥∥∥dγf˜−1m∥∥∥ ≤ 1, hence we deduce
1
λ+ 2φ(r)
≤ |u′(t)| ≤ 1
λ− 2φ(r)
Since v(t) = γf˜−1m(u(t)), we conclude
|v′(t)| ≤ |u′(t)|.
On the other hand,
c′m(0) = Au
′(0) + df˜−1mϕr(u
′(0)) + df˜−1mf |E (v′(0)) + df˜−1mǫ(u′(0) + v′(0))
= e+ d0γ(e)
therefore d0γ(e) = df˜−1mϕr(u
′(0)) + df˜−1mf |E(v′(0)) + df˜−1mǫE(u′(0) + v′(0)), which implies
‖d0γ(e)‖ ≤ ‖dϕ|E
u
A‖+ ‖dϕ|EcA ⊕ EsA‖+ ‖dS‖+ 2
λ− 2φ(r)
‖d0γ(e)‖ ≥ m(dϕ|E
u
A)− ‖dϕ|EcA ⊕ EsA‖ − ‖dS‖ − 2
λ+ 2φ(r)
By A-1we conclude the first part of the Lemma.
Likewise, fixing i we obtain
‖Pid0γ(e)‖ ≥ m(Pidϕ|E
u
A)− ‖Pidϕ|EcA ⊕ EsA‖ − ‖PidS‖ − 2
λ+ 2φ(r)
.
Combining the previous inequalities we deduce, if φ(r) is sufficiently small,
‖Pid0γ(e)‖
‖d0γ(e)‖ ≥
1− 10−23
1 + 10−23
· m(Pidϕ|E
u
A)− ‖Pidϕ|EcA ⊕ EsA‖ − ‖PidS‖ − 2
‖dϕ|EuA‖+ ‖dϕ|EcA ⊕ EsA‖+ ‖dS‖+ 2
.
Using A-1,A-2we obtain, after perhaps taking a larger r,
(1 − 10−21)m(Pidϕ|E
u
A)
‖dϕ|EuA‖
≤ ‖Pid0γ(e)‖‖d0γ(e)‖ ≤ 1.
The previous inequality imply the Lemma’s conclusion, by using again condition A-2. 
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Convention: From now on r is taken sufficiently large and φ(r) small to verify the hypotheses
of the previous lemma.
Definition 4.1. An admissible curve for the map f is a curve γ : [0, 2π]→ M tangent to Eu
f˜
such that
for some i ∈ 1, . . . , e it holds
∣∣∣Pi ◦ dγdt (t)∣∣∣ = 1.
A direct consequence of the lemma above is the following.
Corollary 4.3. For any admissible curve γ its length Leb(γ) is bounded as
1− 10−19
K
· λ‖dϕ|EuA‖
≤ Leb(γ) ≤ (1 + 10−19) · λ
m(dϕ|EuA)
In particular, if γ, γ′ are admissible curves, for sufficiently large r it holds
1− 10−17
K2
· Leb(γ) ≤ Leb(γ′) ≤ (1 + 10−17)K · Leb(γ).
4.3. Adapted fields. We turn our attention to some special class of vector fields parallel to Ec
f˜
.
Recall that θ is the Ho¨lder exponent of the center bundles (which can be taken uniform in a small
neighborhood of f ), and p ∈ N is given in condition A-1.
Definition 4.2. An adapted field (γ,X) for f˜ consists of an admissible curve γ and a unit vector fieldX
along γ satisfying the following.
(1) X is tangent to Hi
f˜
, for some 1 ≤ i ≤ e.
(2) X is (CX = 1
λ
θ(1− 1
2p
)
, θ)-Ho¨lder along γ. This means that if dγ denotes the intrinsic distance in
γ, it holds
m,m′ ∈ γ ⇒ ‖Xm −Xm′‖ ≤ 1
λθ(1−
1
2p )
· dγ(m,m′)θ.
Even though the length of the admissible curves is rather large, the bound on the constantCX
makes the variation of any adapted field to be very small. Using Corollary 4.3 one establishes
the following without any trouble.
Corollary 4.4. If (γ,X) is an adapted field for f˜ and r is sufficiently large, then for every m,m′ ∈ γ it
holds
‖Xm −Xm′‖ <
( λ 12p
m(dϕ)
)θ
.
We will now show that the set of adapted fields has certain f˜ -invariance. Let (γ,X) be an
adapted field. If k ≥ 0 we can write the curve f˜k ◦ γ as
f˜k ◦ γ = γk1 ∗ · · · γkNk ∗ γkNk+1 (34)
where Nk = Nk(γ) is an integer, γkj are admissible curves for j = 1, . . . , Nk and γ
k
Nk+1
is a
segment of an admissible curve. Now let Y k := (f˜
k)∗X
‖(f˜k)∗X‖ ; we have the following.
Lemma 4.4. For sufficiently large r it holds the following. If (γ,X) is an adapted field and k ≥ 0 then
for every 1 ≤ j ≤ Nk the pair (γkj , Y k|γkj ) is an adapted field.
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Proof. This is similar to Lemma 2 in [BC14]. The proof is given below for completeness. Arguing
by induction it is enough to show the claim for k = 1. Denote Y := Y 1 and observe
∀m,m′ ∈M
∥∥∥dmf˜(Xm)− dmf˜(Xm′)∥∥∥ ≤ 2 ‖dS‖ ‖Xm −Xm′‖ ≤ 2 ‖dS‖CX · dγ(m,m′)θ
and (choosing φ(r) small enough),∥∥∥dmf˜(Xm′)− dm′ f˜(Xm′)∥∥∥ ≤
{
2
∥∥d2S∥∥ · dγ(m,m′) ≤ 3 ∥∥d2S∥∥ · dγ(m,m′)θ if dγ(m,m′) < 1
3 ‖dS‖ ≤ 3 ‖dS‖ · dγ(m,m′)θ if dγ(m,m′) ≥ 1
hence ∀m,m′ ∈M ,∥∥∥dmf˜(Xm)− dm′ f˜(Xm′)∥∥∥ ≤ (3max{‖dS‖ , ∥∥d2S∥∥}+ 2 ‖dS‖CX) · dγ(m,m′)θ.
On the other hand, by triangular inequality, form,m′ ∈ γ1j
‖Ym − Ym′‖ = 1∥∥∥f˜∗Xm∥∥∥ ∥∥∥f˜∗Xm′∥∥∥
∥∥∥∥∥ ∥∥∥f˜∗Xm′∥∥∥ f˜∗Xm − ∥∥∥f˜∗Xm∥∥∥ f˜∗Xm′
∥∥∥∥∥
≤ 1∥∥∥f˜∗Xm∥∥∥ ∥∥∥f˜∗Xm′∥∥∥
(∥∥∥∥∥ ∥∥∥f˜∗Xm′∥∥∥ f˜∗Xm − ∥∥∥f˜∗Xm′∥∥∥ f˜∗Xm′
∥∥∥∥∥
+
∥∥∥∥∥∥∥∥f˜∗Xm′∥∥∥ f˜∗Xm′ − ∥∥∥f˜∗Xm∥∥∥ f˜∗Xm′
∥∥∥∥∥
)
≤ 2∥∥∥f˜∗Xm∥∥∥
∥∥∥f˜∗Xm − f˜∗Xm′∥∥∥
=
2∥∥∥f˜∗Xm∥∥∥
∥∥∥df˜−1mf˜(Xf˜−1m)− df˜−1m′ f˜(Xf˜−1m′)∥∥∥
Putting both inequalities together we deduce form,m′ ∈ γ1j
‖Ym − Ym′‖ ≤ 2∥∥∥f˜∗Xm∥∥∥
(
3max{‖dS‖ ,
∥∥d2S∥∥}+ 2 ‖dS‖CX) · dγ(f˜−1m, f˜−1m′)θ
≤ 2
∥∥dS−1∥∥(3max{‖dS‖ , ∥∥d2S∥∥}+ 2 ‖dS‖CX) 1
λθ
dγ(m,m
′)θ
=
(6max{∥∥dS−1∥∥ ‖dS‖ , ∥∥dS−1∥∥ ∥∥d2S∥∥}
λθ
+
4
∥∥dS−1∥∥ ‖dS‖
λθ
CX
)
dγ(m,m
′)θ
<
(CX
2
+
CX
2
)
dγ(m,m
′)θ = CX · dγ(m,m′)θ
if r is sufficiently large and θ close to 1, by A-1. 
5. Positivity of the center exponents
To establish the existence of positive Lyapunov exponents in the Ec
f˜
directions we will study
the quantities
In(γ,X) :=
1
|γ|
∫
γ
log
∥∥∥dmf˜n(Xm)∥∥∥ dγ n ∈ N (35)
where (γ,X) is an admissible curve and dγ denotes the intrinsic Lebesgue measure in γ.
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We remind the reader thatEc
f˜
= Ec
A˜
⊕(H1
f˜
×· · ·×Hk
f˜
). From now onwewill assume that f˜ has
product-like center, i.e. eachHi
f˜
is df˜ -invariant. First we recall the following classical Lemma3.
Lemma 5.1 (Distortion bounds). There exists a constant E = Er such that for every admissible curve
γ it holds
∀m,m′ ∈ γ, 1
E
≤
Ju
f˜−k
(m)
Ju
f˜−k
(m′)
≤ E.
Therefore for every measurable set A ⊂ γ and k ≥ 0 we have
1
E
Leb(A)
Leb(γ)
≤ Leb(f˜
−kA)
Leb(f˜−kγ)
≤ ELeb(A)
Leb(γ)
.
Moreover, if r sufficiently large and φ(r) small it holds E(r) ≈ 1.
Remark 5.1. The last part follows by Lemma 4.1 and continuous dependence of the partially hyperbolic
splitting on the map.
The fundamental Proposition is the following.
Proposition 5.1. Suppose that there exist C > 0, a full Lebesgue measure setM0 and continuous cones
Ci
f˜
⊂ Hi
f˜
with the following properties.
(1) M0 is saturated by the foliationWuf˜ .
(2) Given an adapted field (γ,X) with γ ⊂M0 and satisfying Xm ∈ Cif˜ (m) for allm ∈ γ it holds
lim inf
n7→∞
In(γ,X)
n
≥ C
Then f˜ has at least
∑k
i=1 dimA(C
i
f˜
) positive Lyapunov exponents greater than equal C/E in the center
direction at Lebesgue almost every point.
This generalizes Proposition 5 in [BC14] to our setting, and even improves the lower bound
on the exponents.
Proof. We remind the reader that χ(m, v) is defined in terms of the limit superior:
χ(m, v) = lim sup
n7→∞
log
∥∥∥dmf˜n(v)∥∥∥
n
.
Fix 1 ≤ i ≤ k and consider the set Bi of points with the property
dim spanFi > si − dimA(Cif˜ )
Fi = {v ∈ Hif˜ (m) \ {0}, χ(m, v) <
C
E
}.
Write Bi = ∪∞l=1Bi,l where Bi,l consist of the points satisfying
dim spanFi,l > si − dimA(Cif˜ )
Fi = {v ∈ Hif˜ (m) \ {0}, χ(m, v) <
C
E
(1− 1
l
)}
and assume for the sake of contradiction that Leb(Bi) > 0; then for some l it holds Leb(Bi,l) > 0.
By absolute continuity of the foliationWu (see for example [Pes04]) and the hypothesis on M0
3Cf. Lemma8 andCorollary 6 in [BC14] : observe that byCorollary 4.3 the length of the admissible curves is bounded.
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there existsW ∈ Wu,W ⊂M0 that intersects Bi in a set of positive intrinsic measure. Consider
D ⊂ W diffeomorphic to a disc with positive intrinsic measure, and decompose D into a C1
family of differentiable curves. Fubini’s theorem implies that there exists L ⊂ D one of these
curves such that L ∩ Bi,l has positive intrinsic Lebesgue measure in it. Take a density point
b ∈ Bi,l ∩ L for the measure in L.
Given an admissible curve γ we call p ∈ γ its center if Leb([γ(0), p]) = Leb(γ)2 , where [γ(0), p]
denotes the (oriented) interval inside γ. For ǫ > 0 small and some k large to be specified later
consider γǫ : [−ǫ, ǫ]→M ,
γǫ(t) = f˜−k ◦ βk(t)
where βk is the admissible curvewith center f˜k(b). Note thatLeb(γǫ) decreaseswith k, and even
though this curve is not necessarily symmetric with respect to m, the ratio of the length of the
intervals [γǫ(−ǫ), b], [b, γǫ(ǫ)] is close to one, by Lemma 5.1 and almost conformality of f˜ on its
unstable foliation. Hence if γǫ small enough (or equivalently k sufficiently large) it holds
Leb(γǫ ∩Bc)
Leb(γǫ)
<
C
l ·E ·
∥∥∥df˜ |Ec
f˜
∥∥∥ .
Note also that for every pointm ∈ βk one has
Ju
f˜−k
(m) ≥ Leb(γ
ǫ)
ELeb(βk)
Take v ∈ TbM such that dbf˜k(v) ∈ Cif˜ (b). We claim that v 6∈ Fi,l. This is enough to get a
contradiction since there are at least dimA(Cif˜ ) linearly independent such v, thus implying that
b 6∈ Bi,l.
By contradiction, suppose that v is as before and extend it to a continuous vector fieldX over
f˜−k ◦ βk(t) with the property that (βk, f˜k∗X) is an adapted field satisfying f˜k∗X ∈ Cif˜ (this is
possible since Ci
f˜
is continuous). Consider form ∈ γǫ the quantity
χ(m) = lim sup
n
1
n
log ‖df˜n ◦X ◦ f˜k(m)‖.
We compute, using (reverse) Fatou’s Lemma∫
γǫ
χdγǫ =
∫
f˜kγǫ
χ ◦ f˜−kJu
f˜−k
d(f˜kγǫ) ≥ Leb(γ
ǫ)
ELeb(βk)
∫
βk
χ ◦ f˜−kd(βk)
≥ Leb(γ
ǫ)
ELeb(βk)
C · Leb(βk) = C
E
Leb(γǫ)
On the other hand, since χ(m) < CE (1− 1l ) form ∈ Bi,l,∫
γǫ
χdγǫ =
∫
γǫ∩Bi,l
χdγǫ +
∫
γǫ∩Bc
i,l
χdγǫ <
C
E
(1− 1
l
)Leb(γǫ ∩Bi,l) +
∥∥∥df˜ |Ec
f˜
∥∥∥Leb(γǫ ∩Bci,l)
<
C
E
Leb(γǫ)
which gives a contradiction. We have thus proved that Leb(Bi) = 0, hence
Leb({x ∈M : for every 1 ≤ i ≤ e there exist at least dimA(Cif˜ ) linearly independent vectors
corresponding to Lyapunov exponents bigger than equal to C/E} = Leb((∪ei=1Bi)c) = 1.

24 PABLO D. CARRASCO
5.1. Study of the integral. One can write
In(γ,X) =
n−1∑
k=0
1
|γ|
∫
γ
log
∥∥∥df˜kmf(Y k ◦ f˜k(m))∥∥∥ dγ = n−1∑
k=0
1
|γ|
∫
fkγ
log
∥∥∥dmf˜Y k∥∥∥ Juf˜−kdγ
where Ju
f˜−k
:= det|df˜k|Eu|, therefore by (34)
In(γ,X) =
n−1∑
k=0
(
Rk +
Nk∑
j=0
1
|γ|
∫
γkj
log
∥∥∥dmf˜(Y k)∥∥∥Juf˜−kdγkj
)
, (36)
with Rk = 1|γ|
∫
γk
Nk+1
log
∥∥∥dmf˜(Y k)∥∥∥Juf˜−kdγkNk+1 (observe that by Lemma 4.4, for every 0 ≤ k <
n, 0 ≤ j ≤ Nk the pair (γkj , Y k) is an adapted field). It will be convenient to introduce the
following notation.
Definition 5.1. If (γ,X) is an adapted field then
E(γ,X) :=
1
|γ|
∫
γ
log
∥∥∥dmf˜Xm∥∥∥ dγ.
Using Corollary 4.3 we deduce that for every j, k
|γkj |
|γ| ≥
1− 10−17
K2
and
|γkNk+1|
|γ| ≤ (1 + 10
−17)K, (37)
thus
In(γ,X) ≥
n−1∑
k=0
(
Rk +
(
1− 10−17
K2
) Nk∑
j=0
min
γkj
(Ju
f˜−k
) ·E(γkj , Y k))
)
.
Lemma 5.2. It holds
lim
n→∞
1
n
n−1∑
k=0
|Rk| = 0.
Proof. We compute
|Rk| ≤ (1 + 10−17)K · max
γk
Nk+1
|Ju
f˜−k
| · log
∥∥∥df˜ |Ec
f˜
∥∥∥,
This implies that |Rk| converges to zero as k goes to infinity, hence so does its average. 
It follows
lim inf
n7→∞
In(γ,X)
n
≥ 1− 10
−17
K2
lim inf
n7→∞
1
n
n−1∑
k=0
Nk∑
j=0
min
γkj
(Ju
f˜−k
) ·E(γkj , Y k)). (38)
5.2. Good and bad vector fields. We will now check that for each i the cone∆+i defines a cone
in Ci
f˜
⊂ Hi
f˜
such that if (γ,X) is an adapted field with X ∈ Ci
f˜
then the right hand side term
in the previous inequality is positive, thus showing (thanks to Proposition 5.1) the existence
of
∑k
i=1 dimA(∆
+
i ) positive Lyapunov exponents. Only now the more specific aspects of the
dynamics Sr (the existence of the cones) enters in consideration.
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Proposition 5.2. There exists a positive constant Q = Q(r) > 0 and cones Ci
f˜
⊂ Hi
f˜
for 1 ≤ i ≤ e
such that for every k ≥ 0, for every admissible field (γ,X) satisfyingX ∈ Ci
f˜
, it holds
Nk∑
k=0
min
γkj
(Ju
f˜−k
· E(γkj , Y k)) ≥ Q.
Remark 5.2. This establishes theMain Theorem. Its version for hyperbolic attractors is treated at the end
of this Section.
The above proposition will be proven trough a series of Lemmas. The cone Cif coincides with
∆+i , and for f˜ close to f the coneC
i
f˜
is the image ofCif under the isomorphism V ≈ H1f˜×· · ·×Hkf˜
referred before.
Definition 5.2. An adapted vector field (γ,X) for f˜ is called good if ∀m ∈ γ it holds
Xm ∈ Cif˜ (m).
Otherwise it is called bad.
The functions βi(r) > ζi(r) are specified in condition S-2.
Lemma 5.3. For r sufficiently large and φ(r) small it holds for every adapted field (γ,X)withX parallel
to Hi
f˜
,
(1) E(γ,X) ≥ (1− 10−23) log ζi(r).
(2) If moreover (γ,X) is good, then E(γ,X) ≥ (2− 10−23)π log βi(r).
Proof. Denote ξi : Hif˜ ⊂ E
c
f˜
→ Rsi ⊂ V the corresponding isomorphism. By our assumptions,
‖df |Rsi‖ ≥ ζi(r). One has∥∥∥df˜(X)∥∥∥ ≥ ‖df(ξi(X))‖ − (∥∥∥df − df˜∥∥∥+ ‖df‖ ‖X − ξi(X)‖)
and thus since ‖df‖ ≈
∥∥∥df˜∥∥∥ and ξi converges to the identity, we deduce that for φ(r) sufficiently
small,
∥∥∥df˜(X)∥∥∥ ≥ (1 − 10−25)ζi(r) which implies the first part. We also obtain that if (γ,X) is
good then form 6∈ Ci,
∥∥∥df˜(X)∥∥∥ ≥ (1− 10−25)βi(r) which leads to
E(γ,X) ≥ (2π − l(Ci)) · log((1 − 10−25)βi(r)) − l(Ci) · log((1− 10−25)ζi(r))
≥ (2− 10−23)π log βi(r)
if r is sufficiently large (hence l(Ci) small). 
Given an adapted vector field (γ,X) and k ≥ 0we define
Gk = Gk(γ,X) = {(γkj , Y k|γkj ) good adapted field : 1 ≤ j ≤ Nk, } (39)
Bk = Bk(γ,X) = {(γkj , Y k|γkj ) bad adapted field : 1 ≤ j ≤ Nk, } (40)
Cf. Lemma 4.4. Note#Gk +#Bk = Nk.
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Lemma 5.4. For every adapted field (γ,X) and every positive integer k ≥ 0, it holds
1− 10−10
K
≤
∑
j∈Gk
min
γkj
Ju
f˜−k
+
∑
j∈Bk
max
γkj
Ju
f˜−k
≤ (1 + 10−10)K2.
provided that φ(r) is small.
Proof. By Lemma 5.1 and 37
1 =
1
|γ|
∫
γ
dγ =
1
|γ|
Nk+1∑
k=1
∫
γkj
Ju
f˜−k
dγkj ≥
∑
j∈Gk
|γkj |
|γ| minγkj
Ju
f˜−k
+
∑
j∈Bk∪{Nk+1}
|γkj |
|γ| minγkj
Ju
f˜−k

≥ 1− 10
−17
K2
∑
j∈Gk
min
γkj
Ju
f˜−k
+
1
E
∑
j∈Bk
max
γkj
Ju
f˜−k
 .
Using that E ≈ 1 the first inequality follows. The second one is similar. 
The next lemma takes care of the transitions between good and bad vector fields.
Lemma 5.5. For sufficiently large r, for every 1 ≤ i ≤ e the following holds.
(a) If (γ,X) is a good adapted field with X ∈ Hi
f˜
and j is so that the projection of f˜−1γ1j into T
si
does not intersect Ci, then (γ1j , f˜∗X‖f˜∗X‖) is good.
(b) There exists a strip Si ⊂ Tsi of length greater than equal to R so that if (γ,X) is a bad adapted
field with X ∈ Hi
f˜
, and j is so that the projection of f˜−1γ1j into T
si is contained in Si, then
(γj1 ,
f˜∗X
‖f˜∗X‖) is good.
Proof. We first deal with the case f˜ = f . Part (a) corresponds to hypotheses S-1,S-2 on the map
S. For a perturbation f˜ notice f˜∗X‖f˜∗X‖ is uniformly close to
f∗ξiX
‖f∗ξiX‖ where ξi : H
i
f˜
→ Rsi is the
isomorphism induced by Ec
f˜
≈ V , and we reduce to the previous case.
For part (b) and again considering f˜ = f , we know that there existsmo such thatXm0 ∈ (∆+i )c.
For any otherm ∈ Im(γ),
dmf(Xm) = dmf(X −Xm) + dmf(Xm0)
and by Lemma 4.4 the first term of right hand side is very small, hence dmf(Xm) ≈ dmf(Xm0).
The result now follows from conditions S-1,S-2. Arguing as for the first part we can deal with
the perturbative case. Compare Lemma 12 in [BC14]. 
Consider now a good adapted field (γ,X)with X ∈ Hi
f˜
. We can estimate
E
∑
j∈G1
min
γ1j
Ju
f˜−1
& (2π − l(Ci)) 1
E
∑
j∈B1
max
γ1j
Ju
f˜−1
. l(Ci).
From this we deduce that for sufficiently large r (and φ(r) small), it holds∑
j∈G1
min
γ1j
Ju
f˜−1
> σ
∑
j∈B1
max
γ1j
Ju
f˜−1
where σ is the natural number given in condition S-2. We continue to work with r so the above
holds.
Armed with the two previous lemmas now we will establish the following, which almost
immediately implies Proposition 5.2.
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Proposition 5.3. If r is sufficiently large it holds for every (γ,X) good adapted field for f˜ withX ∈ Hi
f˜
,
(1)
∑
j∈Gk minγkj J
u
f˜−k
≥ (1−10−10)σK(σ+1) .
(2)
∑
j∈Gk minγkj J
u
f˜−k
≥ σ∑j∈Bk maxγkj Juf˜−k .
Proof. We start noticing that the first part is consequence of the second together with Lemma 5.4.
We argue by induction. The base case is just the hypothesis, so assume that we have established
the claim for k ≥ 0. By Lemma 5.1∑
j∈Gk+1
|γk+1j |min
γk+1j
Ju
f˜−k−1
≥ 1
E
∑
j∈Gk+1
∫
γk+1j
Ju
f˜−k−1
d(γk+1j )
≥ 1
E
∑
j∈Gk+1
∑
t∈Gk
∫
γk+1j ∩f˜(γkt )
Ju
f˜−k−1
d(γk+1j ) =
1
E
∑
t∈Gk
∑
j∈Gk+1
∫
f˜−1(γk+1j )∩γkt
Ju
f˜−k
d(γkt )
≥ 1
E
∑
t∈Gk
min
γkt
(Ju
f˜−k
)
∑
j∈Gk+1
|f˜−1(γk+1j ) ∩ γkt | ≥
1
E
∑
t∈Gk
min
γkt
(Ju
f˜−k
) · 2π − l(Ci)
2π
· |γkt |
where in the last line we have used Lemma 5.5. Since the length of admissible curves is compa-
rable (Cf. Corollary 4.3), we finally obtain∑
j∈Gk+1
min
γk+1j
Ju
f˜−k−1
≥ (1− 10−12) · 2π − l(Ci)
2πEK3
·
∑
t∈Gk
min
γkt
(Ju
f˜−k
) (41)
On the other hand, and arguing in the same way∑
j∈Bk+1
|γk+1j |max
γk+1j
Ju
f˜−k−1
≤ E
∑
j∈Bk+1
∫
γk+1j
Ju
f˜−k−1
d(γk+1j )
≤ E
∑
j∈Bk+1
∑
t∈Gk
∫
γk+1j ∩f˜(γkt )
Ju
f˜−k−1
d(γk+1j ) + E
∑
j∈Bk+1
∑
t∈Bk
∫
γk+1j ∩f˜(γkt )
Ju
f˜−k−1
d(γk+1j )
+ E
∫
f˜(γkNk+1
))
Ju
f˜−k−1
d(f˜(γkNk+1))
= E
∑
t∈Gk
∑
j∈Bk+1
∫
f˜−1(γk+1j )∩γkt
Ju
f˜−k
d(γkt ) + E
∑
t∈Bk
∑
j∈Bk+1
∫
f˜−1(γk+1j )∩γkt
Ju
f˜−k
d(γkt )
+ E
∫
γk
Nk+1
Ju
f˜−k
d(γkNk+1)
≤ E2 · l(Ci)
2π
∑
t∈Gk
min
γkt
(Ju
f˜−k
) · |γkt |+ E ·
2π −R
2π
∑
t∈Bk
max
γkt
(Ju
f˜−k
)|γkt |+ E max
γkNk+1
(Ju
f˜−k
) · |γkNk+1|.
Choose r sufficiently large so that for every k ≥ 0,
max
M
(Ju
f˜−k
) ≤ 1− 10
−10
2πK(σ + 1)
λ−k/2
and use the induction hypotheses to conclude∑
j∈Bk+1
max
γk+1j
Ju
f˜−k−1
≤ (1 + 10−12) · EK
3
2π
·
(
E · l(Ci) + 2π −R
σ
+ λ−k/2
) ∑
t∈Gk
min
γkt
(Ju
f˜−k
) (42)
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and hence, putting together (41), (42) and using that E −−−−−→
φ(r) 7→0
1,∑
j∈Gk+1 minγk+1j J
u
f˜−k−1∑
j∈Bk+1 maxγk+1j J
u
f˜−k−1
≥ 1− 10
−12
1 + 10−12
2π − l(Ci)
EK3
1
EK3
(
E · l(Ci) + 2π−Rσ + λ−k/2
)
> (1 − 10−10)2π − l(Ci)
K6
1
l(Ci) +
2π−R
σ + λ
−k/2
> (1 − 10−5) 2π − l(Ci)
(2π − R) ·K6 · σ
if l(Ci) is sufficiently small. The right hand side is bigger than σ provided that K is sufficiently
close to one (Cf. condition A-2), and we are done. 
Finally we are ready to finish the proof of Proposition 5.2.
Proof. Let (γ,X) be a good adapted field for f˜ withX ∈ Hi
f˜
. We compute using Lemma 5.3 and
Proposition 5.3
Nk∑
j=0
min
γkj
Ju
f˜−k
· E(γkj , Y k) =
∑
j∈Gk
min
γkj
Ju
f˜−k
· E(γkj , Y k) +
∑
j∈Bk
min
γkj
Ju
f˜−k
·E(γkj , Y k)
≥
(
2− 10−23)π log βi(r) + 1
σ
(1− 10−23) log ζi(r)
) ∑
j∈Gk
min
γkj
Ju
f˜−k
· E(γkj , Y k)
≥
(
6 log βi(r) +
1
σ
log ζi(r)
)
(1− 10−9)σ
σ + 1
=
(1 − 10−9)σ
σ + 1
log(βi(r)
6ζi(r)
1/σ)
and the later quantity is positive, if r large enough. 
We will indicate now the (simple) modifications necessary for the Modified Main Theorem.
Suppose then that A = Ar has an hyperbolic attractor Λ such that A|EuΛ is conformal, and let
µSRB the corresponding SRB-measure to this system. Let f = A×ϕS ∈ skew(A; Λ)with S, ϕ sat-
isfying S-1,S-2 andA-1,A-2. The notions of good/bad-adapted fields have immediate analogues
in this setting, and we use V for the tangent space of the fibers.
Since we will not modify the base dynamics of the cocycle, the arguments are in fact simpler
and rely only on the following modified version of Proposition 5.1.
Proposition 5.4. In the hypotheses above, suppose that there existsC > 0 such that for ever good adapted
field (γ,X) it holds
lim inf
n7→∞
1
n
∫
γ
log ‖dmSn(Xm)‖ ≥ C.
Then f has at least
∑k
i=1 dimA∆
+
i positive Lyapunov exponents greater than equal to C in the fiber
direction at µSRB almost every point.
Proof. Form = (x, y) ∈ Λ× Td, v ∈ V , define
χ(m, v) = lim
n7→∞
log ‖dySn(v)‖
n
.
Oseledet’s theorem implies that this limit is well defined for µSRB − a.e.(x ∈ Λ),Leb − a.e.(y ∈
T
d). For 1 ≤ i ≤ k, l ∈ N consider the set Bi,l ⊂ Λ× Td of points with the property
Bi,l =
{
m : dim span
{
v ∈ Rsi : χ(m, v) < C(1 − 1
l
)
}
> si − dimA∆+i
}
RANDOM PRODUCTS OF STANDARD MAPS 29
WriteBi = ∪∞l=1Bi,l as in Proposition 5.1, an assume that for some lwehaveµSRB×Leb(Bi,l) > 0.
Then by Fubini’s theorem there exits Ci,l ⊂ Λ such that
• µSRB(Ci,l) > 0
• x ∈ Ci,l then for a set Dx;i,l ⊂ Tsi of positive Lebesgue measure, we have
y ∈ Dx;i,l ⇒ span
{
v ∈ Rsi : χ((x, y), v) < C(1− 1
l
)
}
> si − dimA∆+i.
Disintegrate µSRB along local unstable foliations ([Man˜87]): as the conditional measures of this
measure along WuΛ are in the Lebesgue class, we can find one x ∈ Ci,l such that Wu(x) ∩ Ci,l
has positive induced Lebesgue measure on Wu(x). The rest of the proof is exactly the same as
in 5.1. 
The modified Main Theorem follows by using the same arguments and computations as be-
fore, using the previous Proposition instead of 5.1.
6. Persistence of the largest center exponent
In this last section we study perturbations of fr which do not have product like center, and
show that at least the largest center exponent remains positive. We opted to consider the case
e = 2 only, since in general it seems that additional knowledge of the relative positions of the
critical regions is required. As our main examples are of this type (Section 3) we content our-
selves with this case. The arguments are an extension of the ones used previously and often the
modifications necessary for establishing them are straightforward, thus will only be indicated.
Theorem 6.1. Let {fr}r≥0 be an adapted family in the hypotheses of theMain Theorem. Then there exists
ro such that for every r ≥ r0 there exists Ur a C2 neighborhood of fr and Q˜(r) > 0 with the property
f˜ ∈ Ur, f˜ implies for Lebesgue almost everym ∈M
dim span{v ∈ TmM : lim sup
n7→∞
log ‖dmfn(v)‖
n
> Q˜(r)} ≥ min
1≤i≤2
{
dimA(∆
+
i )
}
+ dimEuf .
In particular if f˜ is conservative then it has at least one center positive exponent Lebesgue a.e.
Remark 6.1. Although possible, it seems unlikely that a much stronger version of the previous result
exists. In particular, the Main Theorem is probably not true for perturbations without the requirement of
product-like center, at least under the mild hypotheses assumed in this work.
From now on, all concepts defined and subsequent discussion will depend on C2 approxi-
mations f˜ of fr satisfying the conclusions of Corollary 4.2. For brevity, if no risk of confusion
arises, this dependence on f˜ will not be explicitly mentioned. The definition of adapted, good
and bad vector fields has to be modified, as f˜ will not necessarily preserve the product structure
Hf˜ = H
1
f˜
× · · · ×He
f˜
. In this section it is convenient to use the l∞ metric in the above product.
Definition 6.1. Let γ be an admissible curve and X a unit vector field on γ. The component of X in
Hi
f˜
, 1 ≤ i,≤ e is denoted by X i.
(1) The pair (γ,X) is an w-adapted field ifX is tangent toHf˜ and it is (λ
−θ(1− 12pr )
r , θ)-Ho¨lder along
γ.
(2) An w-adapted field (γ,X) is good if for every m ∈ γ it holds X im ∈ (∆+i )m, ∀ 1 ≤ i ≤ e. It is
almost good if there is at least one i such that for everym ∈ γ it holdsX im ∈ (∆+i )m. Otherwise
it is called bad.
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As before, and using the notation of (34), for an w-adapted field (γ,X) and k ≥ 0 we write
Y k := (f˜
k)∗X
‖(f˜k)∗X‖ . In the proof of Corollary 4.4 and the subsequent Lemma 4.4 we do not make
use the invariant character of the subspacesHi
f˜
, hence we have the following.
Lemma 6.1. For sufficiently large r it holds the following. If (γ,X) is an w-adapted field and k ≥ 0 then
for every 1 ≤ j ≤ Nk the pair (γkj , Y k|γkj ) is an w-adapted field.
On the other hand, the proof of Lemma 5.3 together with the the fact that we are using the l∞
norm in the center gives us the following.
Lemma 6.2. For r sufficiently large and Ur small it holds for every w-adapted field (γ,X) for f˜ ∈ Ur:
(1) E(γ,X) ≥ (1− 10−23) log ζ(r).
(2) If moreover (γ,X) is good, then E(γ,X) ≥ (2− 10−23)π log β(r).
We now give the variant of Proposition 5.1 which will allow us to establish Theorem 6.1. Its
proof is a straightforward modification of the original one, and thus also omitted.
Proposition 6.1. Assume that there exists C > 0 and a full Lebesgue measure setM0 such that
(1) M0 is saturated by the foliationWuuf˜ .
(2) If γ ⊂M0 is an admissible curve then there exists a vector fieldX on γ such that (γ,X) is adapted
and furthermore
lim inf
n7→∞
In(γ,X)
n
≥ C.
Then f˜ has at least one positive Lyapunov exponents greater than equal C/E in the center direction at
Lebesgue almost every point.
We can bound for an w-adapted field (γ,X),
lim inf
n7→∞
In(γ,X)
n
≥ 1− 10
−17
K2
lim inf
n7→∞
1
n
n−1∑
k=0
Nk∑
j=0
min
γkj
(Ju
f˜−k
) · E(γkj , Y k)) (43)
and thus it remains to bound the limit on the right hand side when (γ,X) is good (Compare
Proposition 5.2). Denote by πi : M = (Td) × Ts1 × Ts2 → Tsi , i = 1, 2 the corresponding
projection.
Lemma 6.3. For every r sufficiently large there exists a C2 neighborhood Ur of fr where the following
holds. For every f˜ ∈ Ur and every admissible curve γ for f˜ there exists Kr(γ), Lr(γ) ⊂ γ consisting in
finite union of intervals, and such that:
a) For everym ∈ Kr(γ), π1(m) 6∈ C1,r, π2(m) 6∈ C2,r.
b) length(πi(Kr(γ))) ≥ R/2, i = 1, 2
c) If (γ,X) is good and j is so that f˜−1γ1j does not intersects Kr(γ), then (γ
1
j ,
f˜∗X
‖f˜∗X‖ ) is good.
d) If (γ,X) is almost good (bad) and j is so that f˜−1γ1j ⊂ Lr(γ) then (γj1 , f˜∗X‖f˜∗X‖ ) is good (almost
good).
Proof. For an admissible curve γ define,
Kr(γ) :={m ∈ γ : πi(m) 6∈ Ci,r, ∀ 1 ≤ i ≤ e}
Lr(γ) :={m ∈ γ : ∃1 ≤ i ≤ e, πi(m) ∈ Ci,r} ∩Kr(γ).
For f˜ = f Properties a),b) are direct consequence of S-1,S-2; in general we use that Hf˜ 7→ V as
f˜ 7→ f .
RANDOM PRODUCTS OF STANDARD MAPS 31
As the decomposition V = Rs1 ⊕ Rs2 is df -invariant and by the above cited continuous de-
pendence, we can take φ(r) sufficiently small (shrinking the neighborhood Ur) so that
X ‖ Hf˜ ⇒
∥∥∥πi (f˜∗πj(X))∥∥∥∥∥∥πj (f˜∗πj(X))∥∥∥ ≈ 0 i 6= j. (44)
Now the proof follows in the same fashion as in Lemma 5.5: property c) for f is consequence of
the invariance of∆+i for points outside Ci,r, while property d) follows from the same invariance
plus the existence of a region (either in Rs1 or Rs2 ) which sends vectors outside the expanding
cone into it. By (44) these properties are unaffected under small perturbations. 
Using the compactness ofM together with Corollary 4.3 we deduce.
Corollary 6.1. With the same notation used in the previous Lemma, it holds
k(r) := inf{lenght(πi(Kr(γ))) : 1 ≤ i ≤ 2, γ admissible curve for f˜ , f˜ ∈ Ur} −−−→
r 7→∞
2π
l(r) := inf{lenght(πi(Kr(γ))) : 1 ≤ i ≤ 2, γ admissible curve for f˜ , f˜ ∈ Ur} ≥ R
2
For an adapted field (γ,X) consider the sets
Gk = Gk(γ,X) = {(γkj , Y k|γkj ) good w-adapted field : 1 ≤ j ≤ Nk, }
Bk = Bk(γ,X) = {(γkj , Y k|γkj ) bad w-adapted field : 1 ≤ j ≤ Nk, }
Pk = Pk(γ,X) = {(γkj , Y k|γkj ) almost good w-adapted field : 1 ≤ j ≤ Nk, }
and define the quantities
gk :=
∑
j∈Gk
min
γkj
Ju
f˜−k
(45)
bk :=
∑
j∈Bk
max
γkj
Ju
f˜−k
(46)
pk :=
∑
j∈Pk
min
γkj
Ju
f˜−k
. (47)
With the computation carried in Lemma 5.4 we deduce that for every adapted field (γ,X) and
every positive integer k ≥ 0,
1− 10−10
K
≤ gk + pk + bk ≤ (1 + 10−10)K2. (48)
We are ready to prove Theorem 6.1.
Proof. Consider (γ,X) a good vector field such that
∥∥X i∥∥ = 1 ∀1 ≤ i ≤ 2. We will prove that for
some positive constant Q˜(r), it holds
Nk∑
k=0
min
γkj
(Ju
f˜−k
· E(γkj , Y k)) ≥ Q˜(r),
which by (43) and Proposition 6.1 imply the existence of one center exponent greater than equal
0.99 ·Q(r). After that we can apply the same argument to a good vector field X˜ of the same type,
and such that X i, X˜ i are linearly independent. Since the same procedure can be done at least
min1≤i≤2{dimA∆+i,r} times, the Theorem follows.
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Nowwe proceed as in the proof of Proposition 5.3. Using Lemma 6.3 and with k(r), l(r) as in
its Corollary, we deduce the following relations for every k ≥ 0, provided that r is sufficiently
large and Ur small (thusK,E ≈ 1):
gk+1 ≥ (1 − 10−5)
(
k(r)
2π
gk +
l(r)
2π
pk
)
bk+1 ≤ (1 + 10−5)
(
1− k(r)
2π
gk +
1− k(r)
2π
pk + (1 − l(r)
2π
)bk
)
pk+1 ≤ (1 + 10−5)
(
1− k(r)
2π
gk + bk + (1− l(r)
2π
)pk
)
Take ρ ∈ N a large number (whose magnitude is to be determined later). We claim that for
every k ≥ 0, gk > ρ · bk, gk > Rρ8π · pk, and proceed with the proof by induction. Let us start with
the first inequality: its base case follows from our hypothesis on (γ,X), so assuming the claim
for k we compute for k + 1
bk+1 ≤ (1 + 10−5)
(
1− k(r)
2π
+
1
ρ
(1− l(r)
2π
)gk +
1− k(r)
2π
pk
)
,
hence the induction is established if simultaneously
1 + 10−5
1− 10−5 ·
(
1− k(r)
2π
+
1
ρ
(1− l(r)
2π
)
)
<
k(r)
2πρ
1 + 10−5
1− 10−5 ·
1− k(r)
2π
<
l(r)
2πρ
.
Both inequalities can be guaranteedbyCorollary 6.1. Now for the second inequality, we compute
using the bound on bk
(1 + 10−5) ·
(
(
1 − k(r)
2π
+
1
ρ
)gk + (1 − l(r)
2π
)pk
)
≤ 8π(1− 10
−5)
R · ρ ·
(
k(r)
2π
gk +
l(r)
2π
pk
)
⇔
1 + 10−5
1− 10−5 ·
(
R · ρ
8π
· 1− k(r)
2π
+
R
8π
)
gk +
(
R · ρ
8π
· 1 + 10
−5
1− 10−5 · (1−
l(r)
2π
)− l(r)
2π
)
pk ≤ gk.
By the induction hypothesis and Corollary 6.1, the left hand side of the previous inequality is
bounded as(1 + 10−5
1− 10−5 ·
(
R · ρ
8π
· 1− k(r)
2π
+
1
8
)
+
(
·1 + 10
−5
1− 10−5 · (1−
R
4π
)− 1
2ρ
))
gk
which is smaller than gk if r large, hence
Rρ
8π · pk+1 < gk+1. Observe that by (48),
gk ≥ 1− 10
−5
1 + 1ρ +
8π
R·ρ
.
The remaining part of the arguments is identical to the proof of theMainTheorem. By Lemma
6.2,
Nk∑
k=0
min
γkj
(Ju
f˜−k
·E(γkj , Y k)) ≥ gk · (2− 10−23)π log β(r) + (bk + pk) · (1− 10−23) log ζ(r)
≥ 1− 10
−5
1 + 1ρ +
8π
R·ρ
· log(β(r)6ζ(r) 1ρ (1+ 8πR )) := Q˜(r).
To finish the proof, choose ρ large so the quantity Q˜(r) > 0: this is possibly by our assumption
on Sr (Cf. condition S-2). 
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Appendix
Here we spell some conditions that imply that an adapted family {fr = Ar ×ϕr Sr}r≥0 is
in fact bi-adapted. We assume that both {Sr}r≥0, {S−1r r ≥ 0 satisfy S-1,S-2, Ar (conformal)
hyperbolic, and define the following conditions.
A-3 i)
τr
(∥∥dS−1 ◦ dϕr ◦A−1|EcAr ⊕ EuAr∥∥+ ∥∥dS−1r ∥∥3
m(dS−1 ◦ dϕr|EsAr )
)
−−−→
r 7→∞
0, τr
∥∥dS−1r ◦ dϕr ◦A−1∥∥ −−−→
r 7→∞
0
ii) There exists qr ∈ N such that
τr
∥∥dS−1r ◦ dϕr ◦A−1∥∥qr −−−→r 7→∞ ∞, τr((‖dSr‖∥∥dS−1∥∥r)3qr + (‖dSr‖∥∥d2S−1r ∥∥)3qr) −−−→r 7→∞ 0
A-4 min1≤i≤e{m(Pi ◦ dS−1r ◦ dϕr|EsAr )} > 0 and∥∥dS−1r ◦ dϕr |EsAr∥∥
min1≤i≤e{m(Pi ◦ dS−1r ◦ dϕr |EsAr )
−−−→
r 7→∞
1.
The lack is symmetry between these and A-1,A-2 comes from the different form of df and
df−1; compare (28) with
dmf
−1 =
(
A−1 0
−(dy′S)−1 ◦ dx′ϕ ◦A−1 (dy′S)−1
)
, f(x′, y′) = (x, y) = m (49)
Defining E′ = (EuA ⊕ EcA)⊕ V one has∥∥df−1|E′∥∥ ≤ ∥∥(dS)−1 ◦ dϕ ◦A−1∥∥+ ∥∥(dS)−1∥∥+ 1,
thus in presence of condition A-3, the quantity
ξf−1(r) :=
∥∥(dS)−1 ◦ dϕ ◦A−1|EsA∥∥
1
τ − ‖df−1|E′‖
=
∥∥(dS)−1 ◦ dϕ|EsA∥∥
1− τ ‖df−1|E′‖
is positive and converges to 0 as r 7→ ∞. We can then argue analogously with f−1 as we did
with f in Lemma 4.1 and deduce the existence of an df -invariant bundle Esf with
τ(1 − ξf−1(r)) ≤ m(df |Esf ) ≤
∥∥df |Esf∥∥ ≤ τ(1 + ξf−1(r)).
This implies that f is PH and moreover ∠(Esf , E
s
A) converges to zero as r 7→ ∞. We observe
that condition A-4 implies that f−1r verifies A-2, thus by Corollary A we deduce.
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Corollary C. Let {fr = Ar ×ϕr Sr} be a family where Ar is (conformal) Anosov, Sr, S−1r satisfy
conditions S-1,S-2, and satisfies A-1,. . . ,A-4. Then there exists r0 such that for every r ≥ r0 there exists
Q(r) > 0 satisfying for Lebesgue almost everym ∈M
v ∈ TmM \ {0} ⇒
∣∣∣∣lim sup
n7→∞
log ‖dmfn(v)‖
n
∣∣∣∣ > Q(r).
Hence, if furthermore fr preserves an smooth measure µr then fr is NUH with respect to µr and in
particular has a physical measure. The same holds for any f˜ with product like center in a C2 neighborhood
Ur of fr.
The previous Corollary is given for completeness. In practice however, checking A-4 could
be difficult since it depends on the relation between dS−1r and dϕr|EuA, and this control may not
be achievable. This is the cause why in the examples of the third section we appeal to other
arguments to deal with the inverse map.
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