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This paper studies how solute segregation and its relationship to grain boundary energy in binary alloys is
captured in the phase field crystal (PFC) formalism, a continuum method that incorporates atomic scale elasto-
plastic effects on diffusional time scales. Grain boundaries are simulated using two binary alloy PFC models
— the original binary model by Elder et al (2007) and the XPFC model by Greenwood et al (2011). In both
cases, grain boundary energy versus misorientation data is shown to be well described by Read-Shockley theory.
The Gibbs Adsorption Theorem is then used to derive a semi-analytic function describing solute segregation to
grain boundaries. This is used to characterize grain boundary energy versus average alloy concentration and
undercooling below the solidus. We also investigate how size mismatch between different species and their
interaction strength affects segregation to the grain boundary. Finally, we interpret the implications of our
simulations on material properties related to interface segregation.
I. INTRODUCTION
Microstructure in metals is important for determining
many of their properties (e.g., mechanical, thermal, elec-
trical). The various defects associated with microstruc-
ture formation (e.g., grain boundaries, dislocations, va-
cancies) contribute to an excess of free energy of a sys-
tem. As a material evolves towards equilibrium, its
microstructure changes and along with it the material’s
properties. Grain boundaries are among the most impor-
tant defects in metals. Their energy, composition, and
distribution directly affect the flow of dislocations and
influence the thermodynamics of second phase and pre-
cipitate formation.
In alloys, segregation of solute atoms can alter grain
boundary energy [1–3]. The effect of segregation can
also manifest itself in other ways. Two other properties
strongly affected by solute segregation are solute drag
[2, 4, 5] and grain boundary wetting [2, 6–8]. In the for-
mer case, the grain boundary energy is reduced by so-
lute segregation, thus reducing the driving force to re-
duce surface area (excess free energy) of a grain bound-
ary. In the latter case, solute segregation can dramatically
affect the thermodynamics of grain boundary formation;
not only can segregation alter at what undercooling grain
boundary wetting occurs, but it can allow for different
grain boundary states (e.g., grain boundaries widths) [7].
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There have been a number of experimental studies of
grain boundary energy involving pure materials [9–11]
and alloys [1, 11]. Many studies have focused on char-
acterizion of solute segregation and distribution [2, 3] as
solute segregation typically has an important effect on
grain boundary energy as demonstrated in [1, 12, 13].
For pure materials and dilute alloys, many of these stud-
ies have found that the grain boundary energy is well-
fit by the well-known Read-Shockley Law when neigh-
bouring grains are misoriented by small angles [9, 11].
It is also possible to adjust the parameters of the Read-
Shockley equation to fit a larger range of misorientation
angles [9–11].
A number of theoretical approaches have also studied
grain boundary energy in metals. The most prevalent,
for both pure materials and alloyed metals, are the ana-
lytic and semi-analytic dislocation models of Read and
Shockley [11, 14] and Van der Merwe [2], and mod-
els employing simple thermodynamic considerations of
an interface [2, 12]. Various computational approaches
have also been employed to determine grain boundary
energy in pure metals, including Monte Carlo simula-
tions [15] and lattice statics [16]. Some computational
approaches have also been used to model solutal effects
in grain boundaries. These include monte carlo methods
[3], molecular dynamics [3, 13] and phase field simula-
tions [7].
A relatively new continuum approach for modelling
the effect of defects in non-equilibrium phase transi-
tions has emerged in the past ten years known as the
phase field crystal (PFC) method. The PFC methods
have been developed as part of a continued attempt to
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2bridge the divide between traditional phase field mod-
elling and molecular dynamics approaches [17]. In par-
ticular, PFC methods access diffusional time scales while
incorporating the salient features of atomic-scale elas-
ticity, plasticity [18–20] and dislocation properties [21].
In pure materials, PFC simulations of grain boundary
energy have yielded excellent correspondence with the
Read-Shockley theory of grain boundary energy versus
misorientation [22, 23]. They have also shed light on
the physics of grain boundary pre-melting in pure mate-
rials [23, 24]. To date, the grain foundry energetics alloys
simulated by PFC models has not been characterized.
This work systematically characterizes the thermody-
namics of grain boundary segregation and grain bound-
ary energy in two binary alloy PFC models, the first the
original PFC model of Ref. [18] and the structural PFC
model of Ref. [25]. Section (II) introduces the two PFC
models used in this study and reviews the Gibbs Ad-
sorption theorem (III). Section IV reports on numerical
simulations of the aforementoned PFC models that char-
acterize grain boundary energy and compares computed
solute adsorption to the prediction of the Gibbs adsorp-
tion theorem. Our results are discussed in the context of
previous experiments and theories. Section V discusses
the effect of different model parameters on our results.
Section VI concludes and summarizes our study.
II. PHASE FIELD CRYSTAL MODEL OF A BINARY
ALLOY
A. Original Binary PFC Model
The original phase field crystal model (PFC) of al-
loys characterized in this work is derived in detail in
Ref. [18]. The resultant PFC free energy is expressed
in terms of a temporally coarse-grained normalized crys-
tal density field and a relative density difference that is
analogous to a solute concentration field. In particular,
the normalized total density is given by n = (ρ− ρl)/ρl
and the normalized concentration by ψ = (ρ1 − ρ2)/ρl,
where the total density ρ is the sum of the density of each
species, ρ = ρ1 + ρ2, and ρl is the density of a reference
liquid state. The dimensionless Helmholtz free energy
functional expressed in these variables is given by
F =
∫
V
{
(BL0 +B
L
2 ψ
2)
n2
2
+BXn(2∇2 +∇4)n
2
− tn
3
3
+ v
n4
4
+ w
ψ2
2
+ u
ψ4
4
+K
|∇ψ|2
2
+ ηBXnψ(∇2 +∇4)nd~r} (1)
where BL0 is the isothermal compressibility of the liq-
uid at ψ = 0, BL2 determines how the isothermal com-
pressibility of the liquid changes with ψ, BX is related
to elastic constants in the solid, and t, v, u are deter-
mined by the low order terms of a local expansion of the
classical density functional theory description of the ma-
terial, w is related to the atomic bond energies, and K
is related to w and the lattice spacing [18]. The differ-
ence BL0 −BX plays the role of normalized temperature
variable. All lengths are scaled such that the lattice con-
stant is a = 4pi/
√
3 when the lattice mismatch parameter
η = 0. The lattice spacing changes with concentration
according to the parameter η = (1/a) ∂a/∂ψ.
Assuming conserved dissipative dynamics for both
fields, the evolution equations are:
∂n
∂t
= ∇2
(
δF
δn
)
= ∇2µn (2)
∂ψ
∂t
= ∇2
(
δF
δψ
)
= ∇2µψ (3)
In Eqs. 2 and 3, the constant atomic mobilities have
been absorbed in the time variable and a noise term re-
flecting the effect of thermal fluctuations on the evolution
of the system has been neglected. The chemical poten-
tials corresponding to each conserved field are given by
µn=δF/δn and µψ=δF/δψ.
Because we are solely analyzing thermodynamic as-
pects of the system, the equilibrium states can be found
more quickly and accurately by solving:
∂n
∂t
= −
(
δF
δn
− µn
)
(4)
∂ψ
∂t
= −
(
δF
δψ
− µψ
)
(5)
where the chemical potentials, µψ and µn, are ther-
modynamic control parameters, analogous to tempera-
ture and pressure, and t is pseudotime; this formalism is
used for a pure material in [23].
Equations 1-3 can be represented on mesoscales by
a set of complex order parameter equations, the coeffi-
cients of which are directly linked to those of the above
PFC model, which is, in turn, linked to a simplified clas-
sical density functional theory of freezing. The complex
order parameter representation of Eqs. 1-3 has also been
shown to reduce to the form of a traditional scalar phase
field model with coupled strain effects [17]. To the ac-
curacy of a single-mode approximation, such an analysis
thus yields a microscopic connection between continuum
elastic effects and solute concentration and temperature.
B. Binary XPFC Model
The second phase field crystal (PFC) model of bi-
nary alloys characterized in this work is derived in de-
tail in Ref. [25]. The resultant PFC free energy is
expressed in terms of a temporally coarse-grained nor-
malized crystal density field and a solute concentration
3field. In particular, the normalized total density is given
by n = (ρ − ρ0)/ρ0 and the concentration field by
c = ρ2/(ρ1 + ρ2), where the total density ρ is the sum
of the density of each species, ρ = ρ1 + ρ2, and ρ0
is the density of a reference state. The dimensionless
Helmholtz free energy functional expressed in these vari-
ables is given by
F =
∫
V
{
n2
2
− ηn
3
6
+ χ
n4
12
+ ω(c ln(c/c0) + (1− c) ln((1− c)/(1− c0)))
+
n
2
∫
V ′
(Ceff (~r − ~r′)n(~r′)d~r′) + α |∇c|
2
2
d~r
}
(6)
where η and χ are prefactors chosen to fit the ideal free
energy, ω and c0 determines the strength of the entropy
of mixing, and α is a constant related to the two-point
correlation functions but taken here as a constant [25].
The correlation function Ceff is given by
Ceff = g(c)C11 + (1− g(c))C22,
g(c) = 1− λc+ (3 + λ)c2 + 4
with λ being the enthalpy of mixing in the solid state and
Cxy is the correlation function between species x and y.
The fourier transform of this correlation function is given
by:
Cˆxx(k) =
N∑
i=1
Pi exp
(−Diσ2k2i ) exp (−Gi(k − ki)2)
where N is the total number of family of peaks, σ is a
variable representing the temperature, ki is the magni-
tude of the wave number of the family of peaks, Di, Pi,
and Gi are free parameters for the ith family of planes,
treated here for simplicity as adjustable constants. Note
that the lattice spacing is a = 2pi/ki.
Assuming conserved dissipative dynamics for both
fields, the evolution equations are:
∂n
∂t
= ∇2
(
δF
δn
)
= ∇2µn (7)
∂c
∂t
= ∇2
(
δF
δc
)
= ∇2µc (8)
Once again in Eqs. 7 and 8, the atomic mobilities have
been absorbed in the time variable and thermal fluctua-
tions have been neglected. The chemical potentials cor-
responding to each field are given by µn=δF/δn and
µc=δF/δc.
As in the original PFC model, the equilibrium states
of the PFC model are found found by solving
∂n
∂t
= −
(
δF
δn
− µn
)
(9)
∂c
∂t
= −Mc
(
δF
δc
− µc
)
(10)
where µc and µn are thermodynamic control parame-
ters and Mc is a relative relaxation mobility of the c field
against that of the n field.
III. THERMODYNAMICS OF GRAIN BOUNDARIES
To investigate the thermodynamics of segregation be-
haviour at a grain boundary in a binary alloy, we need
to consider grain boundary energy. Grain boundary en-
ergy in pure materials can be determined by a number
of different methods. For grain boundaries with a small
misorientation angle, Read and Shockley derived the re-
lation now named after them,
γgb = E0θ(A− ln(θ)), (11)
by considering the grain boundary as an array of disloca-
tions, where the dislocation cores do not overlap. For a
2D crystal, the constants in Eq. 11 are E0 = Y2b/(8piα),
where Y2 is the 2D elastic modulus, α =
√
3/2 is a cor-
rection factor for hexagonal as opposed to square geom-
etry, b ≈ a is the Burger’s vector of the dislocation, and
A = 1 + ln(a/r0) − ln(2pi) ≈ 1.5 − ln(2pi), which is
related to the core energy by the core radius, r0 [22, 23].
For high angles, some theoretical approaches consider
the forces between atoms in a fixed geometry [2, 16],
while others treat the high angle grain boundary as an
amorphous phase sandwiched between 2 bulk phases [1].
However, as already noted in [1, 9, 10], the parameters in
Eq. 11 can be chosen to give a reasonable fit between for
the relation between grain boundary energy and misori-
entation for much larger angles than those considered in
the original problem.
It is reasonable to assume that the form of Eq. 11 will
remain valid for binary alloys, with the coefficients E0
and A modified by the presence of segregated solute, as
well as by the degree of undercooling. This hypothe-
sis is consistent with phase field and phase field crystal
simulations of a pure material Ref. [23, 26], which used
Eq. 11 to model grain boundary energy in pure materials
at different undercoolings by fitting the core energy (i.e.
parameter A) to temperature.
In comparing the theoretical forms of grain bound-
ary energy and segregation to corresponding values com-
puted directly form model simulations, we will be guided
by the Gibbs’ adsorption theorem, which relates the de-
gree of solute segregation to the grain boundary energy
4and chemical potential of the system according to(
∂γgb
∂µx
)
T,p
= −Γexx (12)
where µx is the chemical potential of species x in the bi-
nary alloy (x = 1, 2) and Γexx = N
ex
x /A, where N
ex
x is
the excess number of atoms of species x in a unit area A
of the grain boundary (unit length in 2D) [2]. It is noted
that Eq. 12 can be also be written in terms of the chemical
potential difference, µψ = µ1−µ2, if Γexx is replaced by
Γexψ , the excess particle difference at the grain boundary,
as in the model by Elder et al [18]. Similarly when work-
ing with the XPFC model [25], Eq. (12) can be written
by substituting in µc for µx and the excess concentration
Γexc for Γ
ex
x .
Alternatively, because the chemical potential of the
normalized number density is more easily controlled
than pressure, the form of Gibbs’ absorption theorem is
often used in this report is:(
∂γgb
∂µx
)
T,µn
= −Γexx (13)
IV. NUMERICAL RESULTS
A. PFC Model
1. Method
We simulate Eqs. 2 and 3 with the Fourier meth-
ods outlined in Elder and Grant [22] and Mellen-
thin et al [23]. Our computations of Eqs 2 and
3 are performed on a 1024x2048 grid with periodic
boundary conditions. The grid spacing is ∆x =
pi/4
√
(1− 2ηψs)/(1− 4ηψs) and the time step is ∆t =
1.0. In this work, the average normalized alloy concen-
trations studied are ψ0=0.1,-0.05, -0.15, and -0.2 (-0.2 is
only considered for the large angle fits), which differs a
little from ψs because of solute segregation to the grain
boundary. The average normalized density in the PFC
model is set to n0 = 0. Bicrystal grain boundaries are
studied in alloys whose equilibrium phase diagram is de-
scribed by a spinodal phase diagram, i.e. w = 0.088,
except for alloys with ψ0 = −0.2, for which w = 0.008
[27]. For each concentration studied, the parameter BL0
is chosen such that the undercooling is sufficient for grain
boundaries to close (that is, the disjoining pressure does
not keep the grain boundaries from closing as it could at
too small undercooling [7, 23]). The exact value for BL0
depends on the concentration, however, the undercooling
typically varies from −0.02 to −0.06. The other param-
eters used in Eqs. 2 and 3 are BL2 = −1.8, BX = 1,
t = 0.6, v = 1, u = 4, and K = 4. Note that η = 0
except where otherwise indicated.
! ! ! !
! !
! !
FIG. 1. Images of concentration (left frames) and density fields
(right frames) around low angle (bottom frames) and high angle
(top frames) grain boundaries. The control area enclosing the
grain boundary lies between the two red lines. The dislocations
in the low angle grain boundary are shown with yellow squares.
Note that the x-direction in simulations is the vertical direction
in the figures.
The basic initial condition for simulating a grain
boundary begins with two large grains with a small liquid
gap of roughly 10 grid points in between them. For the
least deep temperature (BL0 ) quenches, at a given average
concentration ψ0, the temperature parameters is dropped
and a grain boundary forms. Quenches to the lowest val-
ues of BL0 are done in multiple steps, quenching first to
higher, intermediate temperature, before lowering BL0 to
the final desired value. The crystals are oriented θ/2 and
−θ/2 from the 0◦ crystal reference, respectively. Once a
simulation is started, the grains quickly form a bicrystal
with misorientation, θ. The grain boundary normal is in
the x-direction. The angles chosen were: 1.55◦, 2.07◦,
2.58◦, 3.10◦, 4.14◦, 5.17◦, 6.20◦, 8.23◦, 10.3◦, 12.5◦,
15◦, 17.5◦, 20◦, 22.5◦, 25◦, 27.5◦, 30◦, 32.5◦, 35◦, 40◦.
The small angles are chosen such that an integral num-
ber of evenly-spaced dislocations fit within the numerical
domain, so that the results can be compared accurately to
Eq. 11. Due to periodic boundary conditions, two grain
boundaries form. The initial spacing between the two
grain boundaries is 512 grid points, which is chosen such
that interaction between two grain boundaries is negligi-
ble (except at possibly 1.55◦). Examples of a low angle
and a high angle grain boundaries are shown in Fig. 1.
Grain boundary simulations at each BL0 were typi-
cally run for 100000 time steps. Equilibration of a grain
boundary is determined by the standard deviation of the
chemical potential, sµx , and its magnitude relative to the
mean of the chemical potential, µx, where x is ψ or n. If
either sµc or sµn is much greater than 10
−5 or sµc/µc or
5sµn/µn is greater than 10
−2, simulations are run longer,
until the above criteria are met.
2. Calculation of Grain Boundary Energy
Grain boundary energy is given by the excess grand
potential per unit area (or length in 2D),
Lyγgb = Lywgb (fgb − µψψgb − µnngb
− (fs − µψψs − µnns)) (14)
where Ly is the length of the grain boundary, wgb is the
width of a region encompassing the grain boundary, fgb
is the free energy density of the a domain enclosing the
grain boundary, fs is the free energy density of the bulk
solid, ψgb and ψs are the average normalized concentra-
tions in the grain boundary region and in the bulk solid,
respectively, while ngb and ns are the average normal-
ized atomic densities in the grain boundary region and in
the solid, respectively. ψgb and ψs and the corresponding
normalized density quantities (obtained by substituting ψ
with n) are calculated as follows:
ψgb =
1
Lywgb
∫ Ly
0
∫ xgb+wgb/2
xgb−wgb/2
ψdxdy
ψs =
0.5Lxψ0 − wgbψgb
0.5Lx − wgb
Since ψs and ns do not differ substantially from the av-
erage values ψ0 and n0, respectively, fs can be written as
a Taylor series about n0 and ψ0 as per [23], which gives
γgb = wgb {fgb − µψ(ψgb − ψ0)
− µn(ngb − n0)− fs(n0, ψ0)} (15)
where fs(n0, ψ0) is explicitly written in terms of the bulk
solid at density n0 and concentration ψ0, and
fgb =
1
Lywgb
∫ Ly
0
∫ xgb+wgb/2
xgb−wgb/2
fdxdy
To identify wgb, the region encompassing the grain
boundary, the position along the x-axis (transverse to the
grain boundary) with the maximum average free energy
density is first found (xgb). To determine the excess con-
centration and density, we determine the average value
of the field summed over all positions within ± 80 grid
points of this reference position (n.b., the effective width
of the grain boundary is thus taken as wgb = 161∆x),
because only small differences were observed when cal-
culating the excess quantities with larger wgb. Following
[23], we take wgb = Lx, meaning that both boundaries
are encompassed in the calculation Eq 15, which gives to
first order:
2γgb = Lx {fgb − fs(n0, ψ0)} (16)
The calculation of grain boundary energy is made dif-
ficult by the accurate determination of fs, as noted by
[23]. To determine this quantify we proceeded as fol-
lows. For each quench temperatureBL0 and average alloy
composition ψ0, Eq. 11 was substituted for γgb in Eq. 16.
The parameters fs andAwere found by fitting the result-
ing expression for grain boundary energy versus misori-
entation to our computed data. Two types of fitting were
performed. The first case considered only low angles.
We assumed a theoretical value for the elastic modulus
E0 analogously to Ref. [23] and obtained a best fit for
fs and A (or alternatively r0). The elastic modulus in
this case was taken from the analytic expression derived
in Refs. [17, 22] using a one-mode approximation to the
total density, i.e. by writing n = φ
∑
j exp
(
~Gj · ~x
)
,
where ~Gj are the reciprocal lattice vectors of the crystal
symmetry being considered (here 2D HCP). As shown in
Ref. [17], Y2 for a binary alloy is given by
Y2=8B
Xφ2 (17)
φ=
t+
√
t2−15v {∆Bo+(BL2 − 4BX0 η2)ψ20}
15v
where ∆Bo≡BL0 − BX and where φ is the equilibrium
amplitude of the first modes of the total density n.
Figure 2 compares Equation 11 to grain boundary
energies computed directly by Eq. (16), for bi-crystals
simulated with w = 0.088. The coefficients E0, A
and fs were determined as described above. To ensure
that all points are fit to the normalized version of Eq.
11, the datasets are all compressed/stretched by a factor
θc = r0 exp(0.5)/a, while E0 = Y2b/(8piαφ2wgb) and
A = 1.5 − ln(2pi), the latter of which is equivalent to
r0 ≈ 4.4. The core radii, plotted in Fig. 3, can be seen
to be relatively constant, though possibly decreasing for
larger undercoolings ∆B ≡ BL0 −BL0s (BL0s−BX0 defines
the temperature of the solidus at a given concentration),
consistent with the trend found in [23] for pure materials.
Note that the results of this method were verified against
the method in [23] for determining grain boundary en-
ergy and were found to be nearly identical.
Using the fs calculated from the the low-angle Read-
Shockley data in Fig. 2, we also can explicitly examine
how undercooling affects the grain boundary energy. We
examine the effect of undercooling for different concen-
trations at a given temperature. Simulations with larger
|ψ0| represent larger undercoolings as given by the phase
diagram in [18]. Undercooling has a very strong effect
as illustrated in Fig. 4.
We illustrate that grain boundary energy has a univer-
sal behaviour by scaling all raw data of grain boundary
energy versus misorientation. Furthermore, the shape of
these curves can be approximated by a reference curve
given by Eq. 11, which is illustrated alongside the data
in Fig. 5, where E0 = 1 and A = 0.362. To match the
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FIG. 2. Scaled grain boundary energy for the alloy PFC model.
Plotted are ωgb = γgb∆xθc/(wgbφ2), vs. normalized bicrys-
tal crystal misorientation (in radians for the reference curve),
θ/θc, for different concentrations and temperatures for low an-
gles, where θc = r0 exp(0.5)/a is a horizontal stretch fac-
tor. Reference Read-Shockley curve (solid); ψ0 = 0, BL0 =
1.002 (squares); ψ0 = 0, BL0 = 0.962 (inverted triangle);
ψ0 = −0.05, BL0 = 0.996 (right triangle); ψ0 = −0.05,
BL0 = 1.006 (circle); ψ0 = 0.1, BL0 = 1.015 (left triangle);
ψ0 = 0.1, BL0 = 0.995 (star); ψ0 = −0.15, BL0 = 1.035
(bow tie); ψ0 = −0.15, BL0 = 1.015 (triangle); ψ0 = −0.15,
BL0 = 0.005 (diamond).
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FIG. 3. Core radius versus undercooling for different concen-
trations calculated from low angle fit of data in Fig. 2. Square
(blue) - ψ0 = 0; Diamond (red) - ψ0 = −0.05; Upside down
triangle (yellow) - ψ0 = 0.1; Triangle (green) - ψ0 = −0.15
simulated grain boundary energies to the reference curve,
a vertical scaling factor E′ = Em0 (B
L
0 = 1.002, ψ0 =
0)(∆x)/Em0 (B
L
0 , ψ0)/wgb is applied, where E
m
0 are
found empirically by fitting the data to Eq. 11. Em0 is
related to the theoretical E0 by a linear relation. As in
Fig. 2, the data points are scaled horizontally accord-
ing to a stretch factor, θc = exp(0.362 − A). For
w = 0.088 data, A = 0.362 for all concentrations and
temperatures studied. For w = 0.008 data in Figure 5,
A (0.719, 0.467, 0.411) for (BL0 = 1.065, 1.045, 1.025),
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FIG. 4. Normalized grain boundary energy for the PFC model
for different undercooking. Plotted are ωgb = γgb∆x/wgb)
vs. misorientation at BL0 = 1.015 for ψ0 = 0.1 (squares) and
ψ0 = −0.15 (triangles).
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FIG. 5. Scaled grain boundary energy for the PFC
model. Plotted are ωgb = γgbEm0 (BL0 = 1.002, ψ0 =
0)/(wgb∆xE
m
0 (B
L
0 , ψ0)), vs. bicrystal crystal misorienta-
tion, θ/θc (in radians for the reference curve) for different
concentrations and temperatures. Empirical reference Read-
Shockley curve (solid). Data for w = 0.088: ψ0 = 0,
BL0 = 1.002 (squares); ψ0 = 0, BL0 = 0.962 (inverted trian-
gle); ψ0 = −0.05, BL0 = 0.996 (right triangle); ψ0 = −0.05,
BL0 = 1.006 (circle); ψ0 = 0.1, BL0 = 1.015 (left triangle);
ψ0 = 0.1, BL0 = 0.995 (star); ψ0 = −0.15, BL0 = 1.035
(bow tie); ψ0 = −0.15, BL0 = 1.015 (triangle); ψ0 = −0.15,
BL0 = 0.995 (diamond),ψ0 = −0.2, BL0 = 1.045 (graduated-
shading circles). Data for w = 0.008: ψ0 = −0.2, BL0 =
1.065 (graduated-shading boxes), ψ0 = −0.2, BL0 = 1.045
(graduated-shading diamonds),ψ0 = −0.2, BL0 = 1.025 (line
with ties).
respectively. In all cases shown in Fig. 5, η = 0.
To study the effect of the degree of mismatch, η, on the
thermodynamics of grain boundaries, we analyse runs at
average concentration ψ0 = −0.15 for w = 0.088. In
Fig. 6, we plot grain boundary energies normalized to
the elastic constants of the system against the elastic con-
stants at BL0 = 1.002, ψ0 = 0. Grain boundary energy is
virtually indistinguishable for the non-zero η values stud-
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FIG. 6. Grain boundary energy normalized by the system elas-
tic constants for different degrees of mismatch and bonding
energies in the PFC model. Blue squares, maroon triangles -
η = 0; cyan ties, red triangles - η = 0.05, yellow triangles,
orange shaded balls - η = 0.1. We include a a fit to the low
angle Read Shockley for comparison.
ied, except for some misorientations where the mismatch
strains the structure a fair bit locally (most noticeable for
BL0 = 1.035, η = 0.05 at 4.13 − 8.28◦, but also notice-
able for η = 0.1 at some of the higher angles), thereby
increasing the free energy of the system. For 8.28◦ it was
observed that for larger η that the boundary can buckle,
thereby relieving some of the stress. The η 6= 0 case is
observed for this model to give only a small change in
total interface segregation compared to the η = 0 cases.
This occurs because η does not change the amplitude of
the density field much, meaning that the Read-Shockley
prefactor should be approximately the same. This, in
turn, lead to similar grain boundary energies for the two
cases, as discussed further in Section V A.
3. Characterizing Solute Segregation in the PFC Model
To chracterize solute segregation, Eqs (4,5) were di-
rectly simulated. Because it was found that using a
1024x1024 grid gives comparable results to a 2048x1024
grid, these simulations were done with a grain boundary
length of 1024 instead of 2048. Simulations were done
with BL0 = 1.002, w = 0.088, µn = −0.25 (meaning
no 6= 0), and η = 0, while µψ was allowed to vary. All
other parameters were the same as in the previous sec-
tion, namely, BL2 = −1.8, BX = 1, t = 0.6, v = 1,
u = 4, and K = 4.
We determine the grain boundary energy with a
method similar to [23], but only use two system widths
perpendicular to the grain boundary, namely Nx = 1024
and Nx = 2048, to determine the grain boundary en-
ergy via eq (14). We perform the simulation changing
µψ from −0.18 to 0 in increments of 0.05. We compute
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FIG. 7. (∂γgb/∂µψ)BL0 ,µn compared against simulated grain
boundary excess concentration, Γexψ . A reference line with a
slope of -1 is included.
both sides of eq (13), with x = ψ, numerically by
γi+1gb − γi−1gb
µi+1 − µi−1 = −Γ
ex,i
ψ
where the index i represents these quantities for a cer-
tain chemical potential increment, i. Results comparing
the numerically computed (∂γgb/∂µψ)BL0 ,µn with direct
calculation of Γexψ are shown in Fig. 7. An analytic form
for determining the total solute segregation in the PFC
model is shown in the Appendix.
Often in experimental papers of segregation, such as
the work by Hondros and Seah [1], segregation relation is
demonstrated by superimposing how grain boundary en-
ergy and excess solute vary against chemical potential on
the same plot. This is shown in Fig. 8. A large decrease
is seen in the free energy, due mostly to the change in
elastic constants of the system. This result will be exam-
ined further in the discussion. Although the PFC model
gives physically consistent results, it does not describe
dilute systems well, which is where this phenomenon is
mostly studied experimentally.
B. XPFC Model
1. Method
To analyse our simulations, we use equations Eq. (7)
and Eq. (8) to analyse how grain boundary energy varies
with misorientation. These equations are simulated using
the following semi-implicit method:
nˆt+1k =
1
1 + pk2∆t
(nˆtk −∆tk2(µˆntk − Lkpnˆtk))
cˆt+1k =
1
1 + αk4∆t
(nˆtk −∆tk2(µˆctk − k2αcˆtk))
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FIG. 8. Computed grain boundary energy, γgb, (blue, squares)
and excess grain boundary concentration, Γexψ , (red diamonds)
vs chemical potential µψ for the PFC model.
where p = 2. For determining how grain boundary
energy changes with chemical potential, the following
semi-implicit scheme is used to solve Eq. (9) and Eq.
(10):
nˆt+1k =
1
1 + ∆t
(nˆtk −∆t(µˆntk − nˆtk))
cˆt+1k =
1
1 + αk2∆t
(nˆtk∆tk
2(µˆc
t
k − k2αcˆtk))
We use α = 1, η = 1.4, χ = 1, ω = 0.02, and
co = 0.5. For the correlation function, both species
have: G0 = 8/81, D0 = 1, P0 = −2, D1 = 1/12,
G1 = 25/32, and P1 = 1. The reciprocal of the lattice
spacing is k1 = 2pi for a system consisting entirely of
material 1 (c = 0) and k2 for c = 1. k2, µn, µc, λ, ∆t,
σ, and Mc vary depending on the simulation. With the
appropriate choices of k2 and λ, we can simulate a eu-
tectic phase diagram with varying solute solubilities. We
perform these simulations on a 1024x1024 grid. Grain
boundaries are formed in the same way that they were
with the previous PFC model. The lattice spacing is usu-
ally taken to be dx = 0.125 because the composition is
close to c = 0 (so that there are roughly 8 grid points be-
tween atomic planes). A similar criterion to that which
was used for the PFC model was used to determine equi-
libration for the XPFC model; for systems with large
mismatch, the value of sµn needs to roughly 10−6 to en-
sure one is in the equilibrium. The concentration field
equilibriates much faster than the density field.
2. Change of Grain boundary energy with misorientation
We simulate the grain boundary energy in a system
at an average concentration of c = 0.015 and aver-
age density of n = 0. To make the lattice param-
eter of the solute atoms roughly 10% larger than the
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FIG. 9. Grain boundary energy vs. misorientation for the
XPFC model. Shown here are average system concentration
c = 0.015 for σ = 0.0 (blue squares), σ = 0.05 (red dia-
monds) and σ = 0.1 (yellow triangles). The two solid curves
are shown to illustrate the low-angle Read-Shockley fit to the
σ = 0 and σ = 0.1 data. The dashed curves are included to
illustrate that the high-angle Read-Shockley fit describes to the
σ = 0 and σ = 0.1 data.
solvent atoms, k2 = 9/5pi was chosen. A time step
of ∆t = 1.0 was used. The same angles were cho-
sen as in section IV A 2. The simulations were initially
quenched to σ = 0 and the temperature was raised and
held at σ = 0.025, 0.05, 0.075, 0.10, 0.125 for 100000
time steps.
For this set of simulations we use Eq. (16) to deter-
mine the grain boundary energy. Unlike the case of the
PFC model, it is not as straightforward here to fit the
Read-Shockley of Eq. (17) to the low angle data. Devi-
ations from the smooth curves of the PFC model, when
the mismatch η 6= 0, are even more pronounced in the
XPFC binary model. Because of this feature of the data,
we determine bulk energy from Eq. (14) by tracking the
system free energy dependence withLx. Fig. 9 shows the
change of grain boundary energy versus mis-orientation
for different temperatures. Only σ = 0.0, 0.05, 0.1 are
shown for clarity. For reference, we show low and high
angle Read-Shockley fits to the data. We note that for
low angles, fits yield a much smaller E0 than the theo-
retical value of Y2b/(8piαφ2wgb). This s because in the
XPFC model, solute segregation decreases grain bound-
ary energy significantly due to atomic mismatch.
3. Characterizing the effect of solute segregation
In this section, we characterize the XPFC model in
same way as the PFC model in section IV A 3, except
that c replaces ψ. We use non-conserved dynamics Eqs.
(9, 10). Two sets of runs were done. For all runs with
λ = 0 and σ = 0, we use ∆t = 0.5, µn = −0.2 and
Mc = 1.0, while µc varied between −0.024 and 0.051
in increments of ±0.01 and were equilibrated at each µc
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FIG. 10. Prediction of Γexc from Eq. 18 vs. the same quantity
obtained by direct numerical simulation of the XPFC model.
Green triangles - λ = 0, misorientation angle 27.8◦, Yellow
triangles - λ = 0.2, misorientation angle 27.8◦, Blue squares
- λ = 0, misorientation angle 4.14◦ . A reference line with a
slope of -1 is included.
for 20000 timesteps, following an initial condition that
was equilibriated for 200000 timesteps at µc = 0.016.
For λ = 0.2, σ = 0, ∆t = 0.25, Mc = 1.0, µn =
−0.2 and µc was varied between −0.0225 and 0.050 in
increments of ±0.002, equilibrated at each µc for 20000
timesteps, after an initial condition that was relaxed for
400000 timesteps at µc = 0.0.
For this model, we analysed the following form of
Gibbs adsorption theorem (cf. Eq (13)):(
∂γgb
∂µc
)
σ,µn
= −Γexc (18)
A comparison using the approach of Section IV A 3 is
shown in Fig. 10. The deviation of the slope from −1
is likely due to numerical error in the estimation of the
derivative. This found that this error can be minimized
by using a 5 point stencil to estimate derivatives, and
by allowing longer equilibration times. Some data were
omitted in Fig. 10 because the large mismatch of species
1 and 2 lead to very large strains in the system, which
caused the grain boundary to move in certain instances,
leading to very long equilibration times.
We also examined how grain boundary energy and ex-
cess concentration vary with µc for the XPFC model.
This is shown in Fig. 11 for the case of constant ∆x
data. We observe that a smaller degree of segregation
is observed if the misorientation angle is lower. This
can be understood in terms of there being less amor-
phous, or disordered, material at the interface for the
smaller misorientations. It is noteworthy that although
the λ = 0.2 data is at a significantly lower average con-
centration (roughly a factor of 3) than the λ = 0 data,
their amount of segregation to the grain boundary is com-
parable at equal chemical potentials. As expected when
there is an enthalpy of mixing term which encourages
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FIG. 11. Γexψ and γgb vs. µc for the XPFC model. Shown
for γgb are: λ = 0, misorientation angle 27.8◦ (blue squares);
λ = 0, misorientation angle 4.14◦ (yellow upside-down tri-
angles); λ = 0.2, misorientation angle 27.8◦ (maroon right-
pointing triangles). Shown for Γexψ are: λ = 0, misorientation
angle 27.8◦ (red diamonds); λ = 0, misorientation angle 4.14◦
(green upward pointing triangles); λ = 0.2, misorientation an-
gle 27.8◦ (cyan left-pointing triangles).
phase separation, solute is much more strongly attracted
to the interface, as observed λ = 0.2 case, which is in-
dicated by equal amounts of solute segregation to the in-
terface as the λ = 0 case, despite there being less total
solute available in the entire system. This is also noted
by the grain boundary energies being comparable and
changing at roughly the same rate.
The segregation behaviour and grain boundary energy
in Fig. 11 are qualitatively similar to the corresponding
plot in [1] for low concentrations (that is, low chemical
potentials). The increase in solute segregation contin-
ues here even for the largest chemical potentials, when
the solid phase crosses the solvus line of the phase dia-
gram and becomes metaphase. No corresponding phase
boundary is encountered for the largest chemical poten-
tials in the data of [1]. It is noted that discontinuities in
the solute segregation curve in Fig. 11 for the 4.14◦ sim-
ulations relate to the instances which were omitted from
Fig. 10 because the system had not quite equilibriated
yet.
V. DISCUSSION OF RESULTS
A. Effect of Parameters on Grain Boundary Segregation
Using Eq. 11 for the PFC model, we can derive an
expression for the total amount of segregation based on
Gibbs’ adsorption theorem, Eq. 12, and determine how
segregation depends on material properties via the pa-
rameters of the PFC model. We elucidated the effect of
undercooling, chemical potential (concentration), mis-
match, and energy of mixing on solute segregation to
grain boundaries. A typical plot Γexψ for various model
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FIG. 12. Segregation at misorientation of 22.5o for different
µψ using Eq. (22). Red line-BL0 = 0.01; Blue circle- η = 0.1,
BL0 = 0.01; Purple diamonds- η = 0.2, BL0 = 0.01; Green
square- BL0 = −0.01; Black crosses- BL0 = 0.01. In all cases
w = 0.008.
parameters is shown in Fig. 12. The plots were made us-
ing the analytic expressions in Eq. (22), derived in the
appendix and verified against simulations. We note that
for the case of w = 0.088, the analytic curves resemble
the segregation trends in Fig. 8.
Temperature (∆B0) has a strong effect on the degree
of segregation, as seen in the difference between the red
and green curve. This is due to ∆B0 strongly affect-
ing the density amplitude, φ, which in turn also affects
µψ . This trend is also found in the XPFC model (Fig. 9),
where temperature σ has a strong effect on the elastic
constants, which in turn determines the grain boundary
energy, which in a similar vein affects the degree of seg-
regation. Far away from the phase boundary, the effect
of undercooling (at constant σ) on segregation is very
small. However, close to the phase boundary changing
undercooling by small amounts has a drastic effect on
segregation, as shown at constant σ in Fig. 11.
Figure 12 shows that lattice mismatch has a relatively
small effect in the PFC model for small |η| (< 0.1),
as seen by the small difference between blue and red
curves. However, the effect is larger for η = 0.2, as
seen by comparing the purple and red curves. Physi-
cally, we could expect a large size mismatch between
atoms, η to alter grain boundary segregation because the
strains induced in the system by mis-matching local lat-
tice constant increases the elastic free energy. To reduce
free energy, solute atoms typically segregate to the grain
boundary, which is typically less-ordered than the crys-
tal. For smaller mismatch, the effect is not easily dis-
cernible. The small effect for η ≤ 0.1 can be explained
in terms of φ2 and ∂µψ/∂ψ not changing substantially
with a small change in η (these quantities depend on η2).
For the XPFC model, the effect of the one lattice mis-
match value studied was larger than for the correspond-
ing misfit value in the PFC model.
We found that eutectic systems in the PFC model
(w = 0.008) exhibit stronger segregation near µψ = 0
or at the same concentrations ψs than those with a lens-
shaped (or double-lens-shaped (w = 0.088)) phase dia-
gram. This is due to the parameter w in the binary PFC
model, which is related to the difference of interspecies
bond energy 12 and self bond energies 11, 22 ; that is
w ∼ (212− 11− 22), where 1 and 2 represent the two
kinds of atoms present. As w becomes smaller, the self-
attraction becomes larger, meaning that atoms of type 1
want to be near type 1 atoms and type 2 atoms near type
2. This implies a larger degree of segregation is more en-
ergetically favourable in such alloys. This is consistent
with what Hondros and Seah who related solute enrich-
ment factors (at the grain boundary) with solute solubil-
ity (which is related to 212 − 11 − 22) [1, 2]. We ob-
serve the same trend in the XPFC model by comparing
the λ = 0 and λ = 0.2 cases, where the λ = 0.2 case has
lower solute solubility. Because the degree of solute seg-
regation at a given chemical potential is similar for both
cases, but the average concentration is much lower in the
λ = 0.2 case, the segregation per solid solubility (that is,
the enrichment factor) is larger for the λ = 0.2 case.
Another interesting property of the curves in Fig. 12
is that a number of the curves for the PFC binary model
have both a maximum and a minimum degree of segrega-
tion (concentration excess). We would expect curves in
a normal material to have at least one extremum because
the excess solute is zero in a pure material and non-zero
value when there is a mixture; this observation does not
contradict Hondros and Seah, who predict a monotonic
increase in surface excess Fe-P with increase P concen-
tration because they only consider small concentrations,
where Henry’s Law is used to determine the chemical
potential [2]. The XPFC binary model studied in this pa-
per also shows monotonically changing grain boundary
segregation with average system concentration (chemi-
cal potential) changing. The XPFC model also obeys
Henry’s law at small concentrations.
The two extrema (one minimum and one maximum) in
the PFC model is partially a result of the alloy behaving
mostly like a pure material for ψ0 = 0, so there is one
extremum between the pseudo-pure (50% composition)
and each of the pure materials (0% and 100% composi-
tion). Nonetheless qualitatively similar behaviour would
be expected for other completely miscible alloys. That
is, when the material is species 1 rich, there could an ac-
cumulation of species 2 at a grain boundary and an accu-
mulation of species 1 at a grain boundary when the mate-
rial is species 2 rich; unless the change is discontinuous,
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these two extrema must be observed. For more complex
materials, once we specify an appropriate formalism, Eq.
12 can be used to at least numerically predict where this
extremum will occur. We also observe that the segrega-
tion peaks shift with temperature. The grain boundary
can be considered as an amorphous material, which be-
comes more metastable relative to the solid as the system
is undercooled, thereby shifting the equilibrium concen-
tration between these phases nearer ψ0 = 0.
B. Effect of Parameters on Grain Boundary Energy
There are two main considerations to make when
studying how grain boundary energy is affected by solute
segregation: the extent by which the alloy grain bound-
ary energy differs from a pure material and the extent to
which grain boundary energy changes in a given system
as thermodynamic variables are changed—temperature
or chemical potential, for example. For the PFC model
with w = 0.088, we observed that the the grain bound-
ary energy in the alloy does not differ much from that of
a pure material with equal elastic moduli. For low an-
gles, we might expect this behaviour from Turnbull’s es-
timation of the interface energy for systems with low lat-
tice mismatch (that is, a boundary consisting of discrete
dislocations), in which the elastic and not the chemical
component of the grain boundary energy is the dominant
effect [29]. Although the core size changes slightly as
the undercooling changes, as shown in Fig. 3), because
the cores make up only a small fraction of the volume
of the grain boundary, the grain boundary energy for an
alloy does not significantly differ from that of a pure ma-
terial, which we calculate from the datasets for ψ0 = 0
—which are mathematically equivalent to simulating a
pure material.
On the other hand, the grain boundary energy for
high angles is expected to be roughly constant [2] and
dominated by the presence of an undercooled metastable
phase between the crystals [30]. This metastable phase
is present throughout the entire grain boundary and so
solute segregation might be expected to show a stronger
effect for high angle grain boundaries than for low an-
gle grain boundaries. Eq. 22 confirms that the degree of
solute adsorption, Γexψ , increases with angle because the
larger angles have higher grain boundary energies. Yet
for the PFC model with w = 0.088, the change in grain
boundary energy relative to the pure material at the same
undercooling is small as indicated in Fig. 5. That being
said, the grain boundary energy can still undergo large
changes with chemical potential changing with tempera-
ture, as indicated in Figs. 8 and 12 .
For the PFC parameter w = 0.008, which simulates
eutectic phase diagram in the PFC model, grain bound-
ary energy changes significantly when the bonding be-
tween atoms changes. For eutectic simulations near the
spinodal line, solutal effects noticeably depress the grain
boundary energy, γgb. This result is further supported
by simulations in the XPFC model when the two types
of atoms are not very soluble in each other. In Fig. 9,
the Read-Shockley curve is fit with a much smaller than
that expected for the pure material. Although the grain
boundary energy does not decrease as much for the
XPFC as for the PFC model when chemical potential
changes (since elastic constants are roughly constant at
constant σ for the average concentrations studied), mean-
ing that the decrease in γgb is almost entirely due to the
solute segregation.
Comparing our results with some experimental and
molecular dynamics studies, we see that the effect of so-
lute segregation on grain boundary energy can be quite
large when the atomic species are rather immiscible
[2, 12, 13] or quite small when they are miscible (e.g.
Fe-Cr at high temperature [13] or the double lens-shaped
phase diagrams, e.g. Cu-Au [1]). When this effect is typ-
ically measured, the particular mechanism for a decrease
in grain boundary energy is not necessarily known. An
advantage of PFC models over experiments is that the
elastic constants and other properties of the system can
be easily determined and we can isolate what mechanism
is responsible for a change in grain boundary energy. For
example studying the PFC model with w = 0.088, we
learn that the strong decrease in grain boundary energy
with changing chemical potential near ψ0 = 0, as shown
in Fig. 8, is predominantly related to the elastic constants
changing, as opposed to say the structure changing sig-
nificantly. That is to say, this change in grain boundary
energy is mainly due to undercooling (which, of course,
is a function of ψ at constant BL0 ), rather than solute
segregation directly for these model alloys.
We make one last note about the Read-Shockley form
being roughly followed by all grain boundary energy
curves that were studied. This finding is not surpris-
ing given that the base contribution of γgb has the Read-
Shockley form and that the decrease in energy due to so-
lute segregation is proportional to Γexx , which according
to Eq. 12 is proportional to γgb. Because the various parts
determining γgb have a Read-Shockley form, γgb should
maintain this form despite the stronger solutal effects in
the eutectic PFC model and XPFC model.
C. Future Extensions of PFC model
It should be noted that the PFC model contains only
the essential effects of elasto-plasticity and thermody-
namics on atomistic length scales. This work has shown
that the PFC alloy models is nevertheless able to capture
the basic details of grain boundary segregation and en-
ergy and their dependence on undercooling, average al-
loy concentration, mismatch, and energy of mixing. With
new improvements that take into account correlations be-
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tween atoms more accurately, more realistic PFC mod-
els being developed [21, 25, 31–35] can display more
accurate segregation properties, as was shown here for
the XPFC model. Further improvement of the PFC and
XPFC formalism have similarly been developed that fur-
ther capture other properties. For example, the work of
Berry et al demonstrates that the properties of defects can
be more realistically simulated if higher order terms are
included in the correlation function [21].
A key motivation for this study was to quantify how
grain boundary energy and segregation could be quan-
titatively controlled in two PFC models used in the lit-
erature presently. Solute segregation to grain boundaries
can have a significant effect on dendritic growth, because
even small changes in surface energy anisotropy yield
measurable changes in microstructure morpholog. An-
other property that is expected to be more strongly af-
fected by segregation to grain boundaries and around dis-
location cores is grain boundary pre-melting behaviour,
in which a system might display multiple grain boundary
widths at the same state variables. In fact, Gibbs adsorp-
tion theorem, as stated in [2], should even be applica-
ble for wetted grain boundaries, which can be a powerful
tool for studying premelting in alloys.
VI. CONCLUSION
Both PFC alloy models studied here have been shown
in numerous works to self-consistently capture the ther-
modynamics and elasto-plasticity inherent in many dif-
fusive phase transformations in metals. This work pro-
vided another test of the robustness of the PFC formalism
in predicting the important physical properties of solute
segregation and grain boundary energy in binary alloys.
We used two phase field crystal alloy models to study
solutal effects on grain boundary properties in spinodal
and eutectic binary alloys. We derived a semi-empirical
model of excess solute segregation to the grain bound-
ary. The role of undercooling, average alloy concen-
tration, lattice misfit on the grain boundary energy on
spinodal and eutectic alloys was characterized for the
original PFC alloy model, and compared to the corre-
sponding results computed from the XPFC alloy model,
and experiments. We found that alloys with lens-shaped
phase diagrams exhibit a negligible segregation effect
on grain boundary energy, both at low and high mis-
orientation angles. However, undercooling (or more gen-
erally temperature) strongly impacts the energy in PFC
models, through their effect on the elastic coefficients.
This finding is in agreement with experiments, which
find that binary materials having high solubility of one
material in the other show little change in grain bound-
ary energy with composition changes at dilute composi-
tions –except at higher compositions where grain bound-
ary energy changes more significantly, as was observed
in the PFC model. For eutectic alloy systems, on the
other hand, solute segregation to the grain boundary had
a stronger direct impact on its energy, again consistent
with other works. The direct effect of solute segrega-
tion on grain boundary energy was particularly strong
for the XPFC model, though the grain boundary energy
did not vary much as the system average concentration
changed at constant temperature. We also found that
(small) lattice mismatches (i.e. Vegard’s law parameter
η) did not strongly affect segregation, though we observe
that higher degrees of mismatch can have a profound ef-
fect on segregation (which is consistent with the predic-
tion of Eq. (22)) and the grain boundary energy, as is
particularly clear in the XPFC model.
There are numerous applications of the results and
methodology found in this article. The phase field crystal
formalism can be linked to traditional mesoscale phase
field methods through various coarse graining proce-
dures [17, 37, 38]. As a result, the grain boundary
energy and segregation results inferred from this work
can help guide the parameterization of mesoscale con-
tinuum theories whose forms are often—by necessity—
phenomenological (e.g., [30, 35]). Similar phase field
phenomenologies have been recently used to make pre-
dictions about grain boundary wetting—in particular
about how the disjoining pressure changes as the system
parameters change (e.g., [6, 7]).
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IX. APPENDIX – AN ALTERNATE APPROACH TO
CHARACTERIZING SOLUTE SEGREGATION IN THE
PFC MODEL
In this section we present an analytic expression for
how grain boundary energy and grain boundary segrega-
tion can be related to each other in the PFC model. With
a semi-analytical characterization for γgb in hand, we can
proceed with the derivation using the Gibbs’ Adsorption
Theorem defined by Eq. 12. We begin by noting that in
terms of the notation used in the PFC alloy model, the
expression for excess solute in Eq. 12 can be recast as(
∂γgb
∂µψ
)
T,p
=
(
∂γgb
∂µψ
)
T,V
−Vex
(
∂p
∂µψ
)
T,V
=
(
∂γgb
∂ψ
∂ψ
∂µψ
)
T,V
−wgbns − ng
1 + ns
ψ
= −Γexψ (19)
where it is understood that the formal thermodynamic
variable T is to be identified by and substituted by the
reduced temperature variable BL0 of the PFC model, and
wgb is the width of grain boundary region. Both deriva-
tives in Eq. 19 can be determined by making use of Eq.11
and Eq.17, and by noting that µψ = ∂f/∂ψ, where
f(ψ, φ(ψ), BL0 ) is the free energy density derived from
the PFC model from the single mode approximation of
the density n. This has been derived in Ref. [17], from
which it can also be shown that µψ = (w + 6BL2 φ
2 −
24ηBX0 φ
2)ψ + uψ3. The theoretical quantity µψ dif-
fers from the simulated µψ , which also implies that there
is a systematic uncertainty on any calculated quantities
which use this value. Using the definition of µψ , we ob-
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tain,
∂ψ
∂µψ
= (20)
1
(w + (6BL2 φ− 24ηBX0 φ)(φ+ 2ψ)) + 3uψ2 + ∂φ/∂ψ
and
∂γgb
∂ψ
=
∂Em0
∂φ
∂φ
∂ψ
θ (A− ln(θ)) (21)
= 2φ
−0.80(BL2 − 4η2)ψθ(A− ln(θ))√
t2 − 15v(BL0 −BX + (BL2 − 4η2)ψ2)
Substituting Eqs. 20 and 21 into Eq. 19 yields
Γ exψ = −wgb
ns − ng
1 + ns
ψ
− 1.60φ
(w + 6(BL2 − 4ηBX0 )φ(φ+ 2ψ∂φ/∂ψ)) + 3uψ2
× ((B
L
2 − 4η2)ψ)θ(A− ln(θ))√
t2 − 15v(BL0 −BX + (BL2 − 4η2)ψ2)
(22)
The theoretical expression in Eq. 22 is compared di-
rectly with numerical simulations of grain boundary seg-
regation. We follow Cahn’s method [2] for determining
excess solute, using the variable n and ψ. This yields an
expression for the excess concentration in a grain bound-
ary:
Γexψ = wgb
(
ψgb − (1 + n)gb
(1 + n)s
ψs
)
(23)
