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Drought is widely considered as one of the most devastating natural disasters in the world. 
In particular, drought is a big threat in Southern Africa because the economy of most of the 
population in the region is based on rain-fed agriculture. Previous studies have projected 
that global warming may enhance the frequency and intensity of droughts over Southern 
Africa in the future. However, the credibility of this projection depends on the ability of the 
global and regional climate models (GCMs and RCMs) in simulating the characteristics of 
drought. This thesis presents the characteristics of the Southern African droughts and 
evaluates the capability of global and regional climate models in simulating these 
characteristics. 
The thesis used a multi-scaled standardized drought index (called standardized precipitation 
evapo-transpiration index, SPEI) in characterizing droughts at 3- and 12-month scales over 
Southern Africa. The spatial patterns of the droughts are identified using the principal 
component analysis (PCA) on the SPEI, while the temporal characteristics of the drought 
patterns are studied using wavelet analysis. The relationship between each drought pattern 
and global SSTs (and climate indices) is quantified using correlation analysis and wavelet 
coherence analysis. The study uses correlation analysis to quantify the capability of the 
models in simulating the drought patterns. 
The PCA results show four main drought patterns that jointly explain about 50% of SPEI 
variance over Southern Africa. The drought patterns (hereafter PF1, PF2, PF3 and PF4) have 
their maximum loadings over the south-western part of Southern Africa (i.e. the common 
border of South Africa, Botswana and Namibia), Zimbabwe, Tanzania, and Angola, 
respectively.  PF1, PF2 and PF4 are strongly correlated with sea-surface temperature (SST) 
over the South Atlantic, Tropical Pacific and Indian Oceans, while PF3 is strongly correlated 




have significant coherence with some climate indices, but the strength, duration, and phase 
of the coherence vary with time.  
The results show that GCMs and RCMs simulate the spatial patterns of drought better at 3-
month scale than at 12-month scale.  At a 3-month scale, 70% of the GCMs simulate all 
drought patterns with a high correlation coefficient (r > 0.6), but at a 12-month scale, none 
of the GCMs simulate all drought patterns with such a high correlation, although  60% of the 
GCMs reproduce at least three of the drought patterns with a high correlation coefficient (r 
> 0.6). Similarly, at 3-month scale, 75% of the RCMs simulate all drought patterns with a high 
correlation coefficient (r > 0.6), while at a 12-month scale, only 25% of the RCMs simulate all 
drought patterns with such a high correlation coefficient, but 90% of the RCMs reproduce at 
least three of the drought patterns with a high correlation coefficient (r > 0.6). The results of 
this study have applications in using the GCMs and RCMs for seasonal prediction of 
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Chapter I. Introduction 
1.1 What Is Drought? 
1.1.1 Drought definition 
Drought has many definitions, depending on the field considered (i.e. social, economic, 
agricultural or environmental).  For instance, a meteorologist might consider drought as a 
lack of precipitation, a hydrologist defines it as the period when the water available is less 
than the water demanded, while a farmer would consider drought as any period of low soil 
moisture (USGS, 2013). The lack of a unique definition for drought makes drought very hard 
to monitor.  However, any drought is generally characterized by a deficiency of rainfall during 
an extended period of time. Besides precipitation amount, other meteorological factors play 
important roles in the occurrence and severity of droughts. For instance, high temperature 
may enhance evaporation that can reduce soil moisture. This may lower soil moisture and 
the water level in lakes and streams. Relative humidity, wind, pressure and potential 
evapotranspiration also influence occurrences and severity of droughts.  Nevertheless, 
drought should not be confused with aridity or a heat wave. Drought differs from aridity and 
heat waves in many ways.  While aridity, a permanent shortage of precipitation, is restricted 
to low rainfall areas (Wilhite, 1992), drought, a temporary shortage of water, can occur in 
any climatic zone (Ashok, 2010).  On the other hand, heat waves, generally defined as 
extremely high temperature, only last for a few days (Bradfield, 2009), but drought is a lack 
of precipitation, not necessarily associated with high temperature, and can last for months 
or even years. 
1.1.2 Types of droughts 
Droughts can be categorized into four types: meteorological drought, hydrological drought, 
agricultural drought and socio-economic drought (AMS, 2004). The meteorological drought 




precipitation amount during an extended period of time (months, years, etc.) over a region. 
Lack of precipitation is the main cause of a meteorological drought.   
A hydrological drought is characterized by a below normal average of water in a water 
resource management system (i.e. lakes, water reservoir). Hence, this type of drought can 
affects the hydrological system.  Results from several studies show that, besides lack of 
precipitation, the geology of an area also plays a crucial role on the hydrological droughts 
(Vogel and Kroll, 1992; Zecharias and Brutsaert, 1988).  The studies show that amount 
ground water reservoirs in an area depend on the physical structure and substance of the 
location area. 
Agricultural drought occurs when there is a soil water deficiency.  In this case, water 
available in the soil is not enough to support growth of crops and grasslands. Thus, primary 
consequences of agricultural drought are the damage of vegetation (crops, grass, and 
plants), though the severity of the damage depends on the specific characteristics of both 
the plants and the soil in addition to weather conditions (Mishra and Singh, 2010).  
Agricultural drought can also be enhanced by human activities like over-farming, 
deforestation, excessive irrigation (Mishra and Singh, 2010); erosion and poor water 
management (Dai, 2011).  
Population growth, urban development, the establishment of new industries, tourism, and 
the development of energy and agricultural sectors also contribute to water scarcity. This 
kind of drought is called socio-economic drought. Mishra and Singh (2010) define socio-
economic drought as one “that occurs when the demand for an economic good exceeds 
supply, as a result of weather-related shortfall in water supply”. 
Different droughts have different temporal distributions.  After a rain shortage, the time at 
which the impact of a drought will appear depends on the drought type. For instance, it 
takes a longer time to detect precipitation shortage in groundwater than in soil moisture. 
Therefore, different time scales are necessary to monitor different droughts. The time scale 




droughts and from 12 to 24 months for hydrological droughts. The focus of the present study 
is on meteorological and agricultural droughts, which are generally measured at 3-, 6- and 
12-month scales.  
Drought indices are usually used to identify droughts and to classify them according to their 
intensity, severity, duration and geographical extension. The indices are helpful in extracting 
drought information from a variety of datasets. Nevertheless, the lack of a unique and 
universal drought definition has led to a variety of drought indices in the past century.  For 
instance, the Standardized Runoff Index, Palmer Reclamation Drought Index, Palmer 
Hydrological Drought Index (Karl, 1986), Surface Water Supply Index (Shafer and Dezman, 
1982; Doesken et al., 1991) and Palmer Drought Severity Index (PDSI; Palmer, 1965) are used 
to monitor hydrological droughts. The Vegetation Condition Index, Crop Moisture Index 
(Palmer, 1968) and Drought Monitor Index are used to monitor agricultural droughts. The 
Percent of Normal, Standardized Precipitation Index (McKee, 1993), and the Standardized 
Precipitation Evapo-transpiration Index (Vicente-Serrano et al., 2010) are for meteorological 
drought. Socio-economic droughts are more complex in concept, thus there are no indices 
for monitoring them yet. 
1.1.3 Social and Economic Impacts of Droughts 
Drought is widely considered to be one of the most devastating natural disasters in the 
world. Like any other natural hazard, droughts have negative impacts. However, droughts 
differ from other natural disasters, because they develop slowly and their impacts may be 
hardly detected initially, compared with for instance floods, earthquakes, volcanoes 
eruptions and hurricane. Furthermore, the impacts of drought can linger for a long time, 
even after the end of the drought (Mishra and Singh, 2010; Wilhite, 2000, Tannehill 1947).  
Between 1967 and 1991, droughts accounted for more than 33% of all human deaths that 
were attributed to natural disasters, and more than 1.2 billion people suffered from various 
drought impacts like shortage of water supply, destruction of crops and grasses, famine, and 




Impacts of droughts (like reduction of hydro-electric power productivity and decrease of 
water in groundwater resources and reservoirs) can extend outside the drought region, 
owing to the interdependence between social groups and economic sectors (Wilhite et al., 
2007). Another challenge is that droughts can occur in any climatic zone, in the tropical 
regions as well as in desert regions.  Hence, the study of drought attracts scientists from 
several backgrounds (i.e. agriculture, environment, hydrology, meteorology, ecology, 
climatology, geology, and water management) worldwide. They all aim at a better 
understanding of drought in order to prevent and reduce its impact on the population and 
the environment. 
1.1.4 Droughts in Southern Africa 
Southern Africa is surrounded by two oceans. It lies in the middle of the southern tropics 
and experiences high climate variability. The region contains several political entities as 
South Africa, Zimbabwe, Malawi, Lesotho, Swaziland, Botswana and Namibia. Many parts of 
the region receive most of their annual rainfall during the austral summer (December to 
February), with the exception of a few areas along the south coast and the south-western 
region of South Africa (Ratna et al., 2012), the Western Cape, where the rainy season 
coincides with the austral winter (June to August), and East Africa, which receives its highest 
amount of precipitation during the long rainy season (mid-March to mid-June). In Southern 
Africa, the annual precipitation varies from 2 100 mm over the north-west region, to less 
than 10 mm over the Namibian desert, while the mean annual temperature varies from 9oC 
to 31oC, with the highest temperature along the north-east coast and north-west part of the 
region. Studies has shown that Southern African rainfall has a strong degree of inter-annual 
variability (Mason and Jury, 1997; Rouault and Richard, 2003), and its highest spatial-
temporal variability is in the summer (Ratna et al., 2012). The inhomogeneous landscape 
and climate would contribute to the spatial distribution of droughts over the region.  
Drought has a devastating impact on Southern Africa. According to Richard and Poccard, 
1998, regions where the annual rainfall is between 300 and 500 mm are more vulnerable to 




Rouault and Richard, 2003).  In 1972, Goldsberg classified the majority of Southern Africa as 
very vulnerable to drought, based on the difference between annual rainfall and potential 
evapo-transpiration. More recently, Clay (1995) has suggested that 60% of the region is 
(highly) vulnerable to drought. Therefore, the assessment of drought remains very important 
for authorities and water management planners of the Southern African region, especially in 
the countries where the socio-economy of people depends on agriculture (Jury, 2002; 
Washington and Downing, 1999).  Since the economy of a large portion of Southern Africa’s 
population is based on rain-fed agriculture,  destruction of crops by drought could be very 
devastating, especially because drought is a reoccurring feature in the region (Rouault and 
Richard, 2005). 
The increase in demand for water, owing to the actual growth of the population and 
expansion of agricultural and industrial activities, may also worsen drought impacts in the 
region.  For instance, the droughts of 1991 and 1992 destroyed crops and caused huge 
agricultural and economic losses in Southern Africa (Calow et al., 2010). The droughts, which 
depleted groundwater reservoirs and reduced fresh water availability, forced many people to 
use water from unprotected sources.  As a result, the people suffered from cholera, 
diarrhoea and dysentery (Calow et al., 2010). In the summer of 1992, more than 90% of 
small inland dams in the eastern part of Southern Africa dried, because the annual rainfall 
dropped 50% below normal  (Jury and Mwafulirwa, 2002). 
1.2 Problem Statement 
There is a concern that the ongoing global warming may increase the severity of droughts in 
Southern Africa, because many studies have shown that drought severity increases with 
temperature (Dai et al., 2004; Dai, 2011; Sheffield and Wood, 2008; Washington and 
Preston, 2006; Vicente-Serrano et al., 2010).  For instance, Dai et al. (2004) showed that, in 
the 1972–2004 period, the warming increased global dry areas by 20-38%. Dai (2011) found 
that the temperature increase of 1-3°C in 1950-2008 decreased the annual rainfall in most 




(IPCC AR4; IPCC, 2007) projected a continuous increase in global mean surface air 
temperature over the 21st century owing to the increase in anthropogenic greenhouse gas 
concentration (Meehl et al., 2007), suggesting an increase in drought frequency, severity and 
spatial extension in future, especially in Southern Africa. Hence, the need to mitigate the 
impact of droughts in Southern Africa has led many studies to seek the underlying 
atmospheric dynamics that control rainfall variability over the region. 
In Southern Africa, since many socioeconomic sectors (i.e. economic, agriculture, 
environment.) are affected by drought impacts,  future projections of drought are a major 
tool for water and related activities’ management and planning authorities. Therefore, to 
reduce the impact of droughts on human welfare and property over Southern Africa, there is 
a need to better our understanding of the characteristics of drought and the atmospheric 
dynamics that induce droughts over the region. This requires that the climate models, which 
are mathematical equations defined to simulate the climate system, are capable of 
simulating droughts over the region well. Since models perform differently in different 
regions, it is therefore important to evaluate the performance of climate models in 
replicating current and past droughts over Southern Africa. This will help to build confidence 
in simulated future drought, which is needed to evaluate the impact of global warming on 
potential future droughts.  
1.3 Aims and Objectives 
The present work aims to study the characteristics of Southern African droughts and 
evaluate the ability of climate models (GCM and RCMs) in simulating these characteristics.  
Thus the objectives are: 
1. to study the characteristics (frequency, severity, spatial and temporal 
distribution) of Southern African droughts in past climate (1940 to 2009); and 





Answers to the above questions fill in current scientific gaps regarding the ability of regional 
downscaled and global climate models to replicate Southern African droughts. This study is 
the first of its kind in evaluating how reliable climate models’ simulation of Southern African 
droughts is, using the SPEI. This study is first to use SPEI in evaluating how well GCMs 
simulate droughts in Southern Africa. We used SPEI because it is a standardised multiscale 
index that combines the influence rainfall and temperature in characterising drought. These 
properties make SPEI suitable for comparison over different domain and for identifying the 
impact of global warming on droughts (Vicente-Serrano et al., 2010). 
1.4 Thesis Subdivision 
Chapter 2 presents a summary of previous studies on droughts and evolution of the 
scientific opinion on the subject. Atmospheric and oceanic general circulations are 
considered as drought-inducing and drought-enhancing factors, and their relationship to 
Southern African drought is reviewed herein.  The chapter also addresses the debate on the 
best drought index and presents our reasons for choosing SPEI as the drought monitoring 
tool for this study.  
The standardized precipitation evapo-transpiration index (SPEI) is computed mainly from 
rainfall and temperature data. The methodology of how to compute the SPEI from monthly 
data is fully described in Chapter 3, together with an explanation of how to interpret the 
obtained outputs. Several analysis techniques are used in this work: the wavelet analysis, 
principal components analysis and many more.  A short description of all the different 
analysis methods that are used in this study is also covered in this chapter. 
The characteristics of past droughts in Southern Africa are presented in Chapter 4. The 
characteristics include the drought frequency, patterns, intensity, spatial coverage and the 
relationship with atmospheric tele-connections. Since the SPEI is a multi-scalar drought 
index, several time scales have been computed and observed in this study. Additionally, four 
areas were selected to allow for a deeper analysis. These areas are most vulnerable to 




By comparing simulated historical drought with the observed, it is possible to evaluate the 
strength and weaknesses of climate models in replicating the droughts. Chapter 5 evaluates 
the ability of selected global climate models and regional climate models in replicating the 
Southern African droughts. 





Chapter II: Literature Review 
 
This chapter reviews findings from previous studies of droughts over Southern Africa. It 
reviews past works on drought indices, which are mathematical expressions that are used to 
determine droughts, and on the characteristics of past Southern African droughts. A review 
of the relationship between atmospheric tele-connections and Southern African droughts is 
presented. Finally, the chapter reviews the use and performance of climate models in 
simulating Southern African current and future climate and their contribution to the 
investigation of the global warming impacts on droughts. 
2.1 Techniques for Evaluating Drought 
2.1.1 Drought Monitoring 
The Palmer Drought Severity Index (PDSI; Palmer, 1965), which uses precipitation, evapo-
transpiration, soil moisture and temperature to determine moisture supply and demand, is 
the drought index that has been the most widely used (Mishra and Singh, 2010). Many 
modified versions of the PDSI have been defined, such as the Palmer Hydrological Drought 
Index (Karl, 1986), the modified PDSI (Heddinghaus and Sahol, 1991), the self-calibrated 
PDSI (Wells et al., 2004) and the Crop Moisture Index (Palmer, 1968). The main shortcoming 
of the PDSI is that its temporal scale ranges between 9 and 12 months only (Sivakumar et al., 
2011; Vicente-Serrano et al., 2010). 
The Standardized Precipitation Index (SPI), a multi-scale drought index developed by Mckee 
et al. (1993), is another popular drought index for detecting meteorological and agricultural 
drought at 3- and 6-month scale, as well as hydrological drought at 6-, 12-, 24- and 48-
month scales (Hayes et al., 1999; Vicente-Serrano and López-Moreno, 2005; Vicente-Serrano 
et al., 2010). The SPI can detect wet and dry events occurring simultaneously at different 




(rainfall) for monitoring droughts (Sivakumar et al., 2011; Vicente-Serrano et al., 2011). It 
assumes rainfall has a stronger influence on droughts than other climate variables such as 
temperature, wind speed and direction, and potential evapo-transpiration; hence these 
variables are neglected.  Before the early 1980s, this assumption was warranted, because 
precipitation seemed to be the dominant factor in terrestrial water changes; but, thereafter, 
other climate variables such as temperature, wind, and humidity have been shown to have 
equally, or even more, important than rainfall in influencing drought (Dai, 2011). For 
instance, if a given region received the same amount of rainfall during two different seasons 
under different temperatures, it was likely that the region would be drier during the warmer 
season owing to higher evaporation. However, to overcome the shortcomings of SPI, 
Vicente-Serrano et al. (2010) recently proposed a new drought index: the Standardized 
Precipitation Evapo-transpiration Index (SPEI), which depends on the potential evapo-
transpiration (PET). 
The Standardized Precipitation Evapo-transpiration Index (SPEI) is a modification of the SPI.  
Similarly to the PDSI, the SPEI also accounts for the effect of temperature variability in the 
monitoring of droughts, and like the SPI, it can be computed at different time scales. As a 
result, the Standardized Precipitation Evapo-transpiration Index can be used to detect the 
temporal and geographical extension of droughts, and this makes it a good tool for drought 
analysis and monitoring.  Although SPEI has been used in several drought studies (Potop and 
Mozny, 2011; Vicente-Serrano et al., 2012; Vicente-Serrano et al., 2010), it has never been 
used to monitor Southern African droughts.  Owing to its sensibility to temperature and its 
ability to account for the influence of global warming on droughts, SPEI is used for drought 
detection and analysis in the present study.  
2.1.2 Decomposition Techniques 
Many studies (i.e. Farge, 1992; Labat, 2005) have established the spectral analysis and the 
wavelet techniques as useful methods for identification of periodic modes (and their 




frequency domain.  However, the methods differ in their transformation approaches and in 
their result presentations.  
One of the shortcomings of the spectral analysis, which decomposes time series into a one-
dimensional frequency signal, is that its Fourier basis functions are based on trigonometric 
functions that oscillate forever.  This leads to the spread of any information along all the 
coefficients. On the other hand, the wavelet analysis, which decomposes any time series 
into a two-dimensional period-frequency space, allows for variability of all dominant 
processes in the time series.  
Another superiority of the wavelet analysis over the spectral analysis is that it  can be used 
to study different variability at different scales and does not need a stationary series (Ideião 
and Santos, 2005). Hence, wavelet analysis techniques have been widely applied worldwide. 
They have  been used to uncover periodic cycles in rainfall data (Jury and Mwafulirwa, 2002; 
Jury and Enfield, 2002), to compare different drought indices (Ntale and Gan, 2003), to study 
inter-annual variability of SST (i.e. Rao et al., 2002), to examine the link between the 
variances of ENSO and monsoon (Torrence and Webster, 1999), and to investigate the 
influence of ENSO and IOD on summer rainfall in Zimbabwe (Manatsa and Matarira, 2009).  
On the other hand, Torrence and Webster (1999) used the wavelet transformation to 
analyse the timescales of the ENSO-Indian Monsoon system variability and the wavelet 
coherence to determine the link between the variance of ENSO and that of the monsoon.  In 
the present study, we used the wavelet analysis to uncover periodic cycles in the PCA scores 
(i.e. time series) and to analyse the inter-annual variability of the region’s main drought 
models. We used the wavelet coherence to study the variability of their relationship with 
large scale processes.  
2.2 The Characteristics of Southern African Droughts 
Several studies have investigated droughts over various parts of Southern Africa. For 
instance Manatsa and Matarira (2009) studied the change of Zimbabwean rainfall variability 




changes in long-term rainfall trends, though a decreasing tendency was noticed during the 
19th century. Various studies have shown that the region experienced severe droughts as a 
whole over large areas during the periods 1991/1992, 2002/2003 and 2003/2004 (Manatsa 
et al., 2012; Rouault and Richard, 2005; Unganai and Kogan, 1998). Some other studies 
investigated the changes in drought characteristics over the past century (Fauchereau et al., 
2003; Richard et al., 2001). They all found that Southern Africa suffered from more 
widespread and intense droughts in the 1970s-1980s than in the 1950s-1960s; and some 
tried to determine future drought characteristics. For instance, Washington and Preston, 
2006 suggested that it was likely that the vulnerability of the region to drought might rise in 
the future owing to climate change conditions, population growth, land degradation and 
deforestation, while Villholth et al., 2013 suggested that the region is at high risk of 
undergoing groundwater drought in case of a prolonged drought. Even though a lot has 
been done with respect to Southern African droughts, none of these previous studies have 
used the SPEI to describe the characteristics of Southern African droughts.  
2.3 Impacts of Large Scale Climate Variability on Droughts 
2.3.1 Impacts of Sea Surface Temperature 
Since 1900s, the inter-annual variability of sea surface temperature (SST) is believed to be 
responsible for the variability of some climate variables. The dominant pattern of the 
variability of SST over the eastern equatorial Pacific Ocean is referred to as the El-Nino 
Southern Oscillation (ENSO; Douglas et al., 2007) and its pattern manifests as warmer SST 
associated with high air pressure.  Another well known dominant pattern is the variability of 
the SST over the Indian Ocean, which is known as the Indian Ocean Dipole (also called Indian 
Ocean Zonal Mode; (Saji et al., 1999; Vinayachandran et al., 2009). The IOD is characterized 
by two phases of warming (cooling) of tropical SST over the eastern Indian Ocean associated 
with a change in the natural atmospheric conditions, namely a positive (negative) IOD phase. 
By the end of the past century, there was a discussion about whether the IOD was a result of 




and Yamagata (2001) showed that there was a unique mechanism over the southern Indian 
Ocean by investigating the relation between the empirical orthogonal function (EOF) of the 
SST over the subtropical southern Indian Ocean. They found good a correlation between the 
first principle component (PC) times series and the SOI index but no continuous correlation 
was found between the second PC and ENSO and the Indian Ocean tropical dipole mode. 
Goddard and Graham (1999) showed that, in simulating rainfall over Southern Africa, the 
atmospheric response to Indian Ocean SSTs is more important than SSTs variability of the 
tropical Pacific Ocean. However, it has now been established that the IOD and ENSO present 
different patterns, though there is a strong link between Indian Ocean SST and ENSO 
(Washington and Preston, 2006).  
A couple of studies have linked Southern African rainfall patterns with SSTs variability. For 
instance, Reason et al (2002) found a link between the winter rainfall over western South 
Africa and SST over the central South Atlantic Ocean.  More recently, Mapande and Reason 
(2005) investigated the links between the variability of precipitation and SST patterns over 
western Tanzania and found that dry austral summers might be related to warm SST 
anomalies over the Indian Ocean. Furthermore, Washington and Preston (2006) used a 
simple statistical technique to investigate the impact of the Indian Ocean SST on extremely 
wet years in Southern Africa and found a connection between south-western Indian Ocean 
SST variability and enhanced poleward gradient with dry years.  
Though a lot has been done to link SSTs variability with precipitation, less attention has been 
given to the relationship between droughts and SSTs variability over Southern Africa. Lamb 
and Peppler (1992) evaluated the influence of the tropical Atlantic surface atmospheric and 
the oceanic patterns on Sub-Saharan drought. They found that three of the four worse 
droughts (1972, 1977, 1983, and 1984) since 1940 were associated with positive (negative) 
SSTs in the southern (northern) part of the ocean. The 1983 severe drought differed from 
the others in that it was associated with positive SSTs over most of the tropical Atlantic. The 
present study assesses the relationship between global SSTs variability and drought patterns 




2.3.2 Impacts of Atmospheric Tele-connection 
Drought, as a rainfall dependent phenomenon, undergoes the influence of atmospheric tele-
connections, which are defined as the linkage between climate anomalies of two widely 
separated regions. It is commonly understood that Southern Africa rainfall variability is 
mainly associated with ENSO (Lindesay et al., 1986; Matarira and Jury, 1997; Makarau and 
Jury, 1997; Fauchereau et al., 2003; Reason et al., 2000; Mason, 2001; Mishra, 2003; Philipon 
et al., 2011). Though, some studies suggest that there is no relationship between the 
Southern African winter rainfall and ENSO (Reason and Rouault, 2005; Blamey and Reason, 
2007), some others specifically suggest that there might be a link between South African 
winter rainfall and ENSO (Reason et al., 2002; Philippon et al., 2011).  
The relation of drought with atmospheric and oceanic circulations has been changing over 
the years. In fact, several studies have pointed out that the relationship between Southern 
African precipitation and ENSO has changed since the late 1960s (Richard et al., 2000; 
Fauchereau et al., 2003). They state that, before 1970, the summer rainfall was closely 
related to SSTs patterns over the south-eastern Indian Ocean and it became more correlated 
with SSTs anomaly patterns over the Pacific and Indian Oceans. 
On the other hand, various studies pointed out that other general circulations may have a 
strong influence on Southern African rainfall as well. For instance the Indian Ocean 
Dipole/Zonal Mode is said to have a strong association with seasonal rainfall over Zimbabwe 
(Manatsa et al., 2008) and Southern African summer rainfall (Fauchereau et al., 2003; 
Manatsa and Matarira, 2009; Manatsa et al., 2012). In 2002, Jury and Mwafulirwa, using 
stratospheric zonal wind anomaly to investigate the relationship between Southern Africa 
rainfall and atmospheric tele-connections, suggested that the quasi-biennial oscillation 
(QBO) is closely associated with Malawi summer rainfall. Reason and Rouault (2005) found a 
link between western South African winter rainfall and the Antarctic Oscillation (AAO; also 
called Southern Annular Mode, SAM).  Another study suggested that a large part of the 
spatio-temporal variability of subtropical Southern African rainfall might be directly related 




Southern African droughts are believed to be ENSO dependant, because of the prevalence of 
dry events during warm ENSO episodes. For instance, Richard et al. (2002) found significant 
strong (weak) correlation between the southern oscillation index (SOI) and South African 
rainfall index (SARI) during the period mid 1930s-1990s and 1970s-1990s (mid 1930s-1960s). 
As mentioned earlier, these periods were classified as periods of intense drought for the 
Southern African region in the past century.  Another study, Rouault and Richard (2005), 
suggested that ENSO might play a crucial role in defining Southern African drought and that  
most of the severe droughts that occurred in Southern Africa during the period 1901-2004 
were associated with ENSO events.  Some other studies go further and try to explain the 
absence of dry events during warm ENSO phases in Southern Africa. For instance, Nicholson 
et al. (2001) suggested that a weak atmospheric and oceanic coupling does not provoke 
drought over Botswana, but that, in that case, dry events tend to occur over Botswana when 
positive SSTs prevail in the Atlantic and Indian Ocean, and wet ones tend to occur when SSTs 
are predominantly negative in the Atlantic and negative or near normal, in the Indian Ocean.  
2.4 Droughts Projections 
2.4.1 Impacts of Global Warming on Droughts 
The interaction between precipitation and temperature, and their contribution in drought 
occurrences, is quite complex. For instance, the increase in temperature is associated with a 
higher evaporation, which also depends on changes in precipitation frequency and intensity. 
Thus, although changes in future drought characteristics are linked to changes in future 
temperature and precipitation, this relationship is not straightforward (Sheffield and Wood, 
2008). However, recent studies have shown the dependency of drought on temperature 
changes (Dai, 2011; Vicente-Serrano et al., 2011; Sheffield and Wood, 2008).  Thus global 
warming, which has increased from 0.35°C (1910-1940) to 0.55°C (in 1970-2010); (Mishra 
and Singh, 2010), may alter the characteristics (frequency, severity and spatial coverage) of 
droughts in the future climate. Dai et al. (1998) suggested that the variation in drought spells 




1970s) and are consistent with the increase of greenhouse gases in the atmosphere.  Dai et 
al. (2004) found that, from 1972 to 2004, surface warming contributed to an increase of the 
wet and dry areas in 20-38% of global land areas. More recently, Dai (2011) suggested that 
the temperature increase of 1-3°C over land areas during the period 1950-2008 and the 
precipitation amount decreased over most of Africa. 
Many studies on climate model projections suggest that in future climates, frequency of 
droughts is likely to increase globally (Wetherald and Manabe, 2002), especially over 
Southern Africa  (Haensler et al., 2011). The IPCC AR4 asserts that potential future 
temperature increases are likely to provoke changes in the hydrological cycle and enhance 
the occurrence of precipitation extremes. While investigating projected changes in drought 
occurrences on a global scale, Sheffield and Wood (2008) showed that drought duration is 
higher in Southern Africa, Australia, and North America, and at high latitudes, than 
elsewhere. According to Giorgi (2006), Southern Africa is one of the regions that will 
experience the highest changes in temperature and precipitation variability and mean, at a 
global scale in the future. All of the above studies have investigated drought variability owing 
to global warming at a global scale and none of them considered Southern African drought 
in particular.  This might have caused them to miss some features, particular for the 
Southern African region. The present study investigates the matter by focussing on Southern 
African droughts.  
2.4.2 Drought simulations with climate models  
Climate models are mathematical equations that represent the climate system and that are 
defined following physical laws and principles, to reproduce observed characteristics of 
recent and past climate (Randall et al., 2007). Future projections of climate variables 
(including droughts) are usually made with Global Climate Models (GCMs) and Regional 
Climate Models (RCMs). These models use physical laws and parameters derived from 
observation to represent the global climate system (the atmosphere, the oceans, ice sheets 
and sea ice, and the land surface) by means of sophisticated computers. They are now the 




make projections of future climate. Evaluation of climate models suggests that they perform 
less well in simulating precipitation than in simulating temperature, partly due to the weak 
relationship between rainfall changes and greenhouse gases. (Fauchereau et al., 2003).  As a 
matter of fact, all models that were part of the IPCC AR4 reproduced the annual 
temperature reasonably well, giving a correlation of about 0.98 with observed data (Randall 
et al., 2007), but the models simulate precipitation poorly, especially the extremes in 
precipitation (Kiktev et al., 2003). 
Several studies on drought projections are based on computation of drought indices using 
outputs from different climate models. Therefore, the prediction of future droughts is 
possible, as long as reliable future projections of rainfall are available (Mishra and Singh, 
2011). There have been several attempts to analyse future drought projections on a global 
scale in the past. For instance, in Burke et al., (2006), the inter-annual variability of the first 
empirical orthogonal functions (EOFs) of the PDSI drought index computed from several 
simulations from HadCM3 is consistent with the one obtained from observations, though its 
spatial correlation coefficient over Southern Africa was only 0.31 (0.31 for Europe, 0.27 for 
Australia, 0.70 for USA and 0.51 globally). This raises the other challenge that climate models 
do not behave in the same way in different regions and, as such, need to be tested over 
different areas. More recently, Sheffield and Wood (2008) analysed changes in drought 
occurrences using soil moisture data obtained from eight AOGCMs that participated in IPCC 
AR4 under various emission scenarios (SRES A1B, B1 and A2).  Although, they found that 
models replicated quite well the twentieth century drought characteristics, they also noticed 
that drought characteristics were overestimated at long term scales (12-months) and that 
models failed to simulate seasonal cycles for some part of Asia (China and Mongolia). More 
interestingly, their results show that the intensity and the spatial extent of short- (long-) 
term droughts become twice (three times) more common. 
Since the GCM simulations are becoming more and more important tools for water 
management and planning, there is a need to investigate how well these models reproduce 




reliability of the drought prediction from the models. Despite the volume of work on 
Southern African drought monitoring and modelling, no study has evaluated the ability of 
GCMs in reproducing the characteristics of Southern African droughts, especially using SPEI. 




Chapter III: Methodology 
3.1 Data 
In this study, we consider Southern Africa as the region that extends from 0oS-37oS latitude 
to 0oE-45oE longitude. The topography of the region is shown in Fig 1.  Data of different 
climate variables are used, like precipitation and temperature. We also use several types of 
atmospheric circulation indices. A large number of the data used was compiled by different 
internationally recognized institutions that provided them through their established 
websites. A short description of all variables data follows.  
 
Figure 1: The study domain showing the topography in Southern Africa 
3.1.1 Observed data 
This study used the Climate Research Unit (CRU), University of Anglia, database of monthly 




period of time 1901-2009.  This precipitation database was obtained by merging several 
meteorological station data. Station sources are first checked for inhomogeneity using a 
technique similar to the GHCN automatic method of homogenization (Mitchell and Jones, 
2005) and climate anomalies are then computed and interpolated. It has been shown that 
there are many inconsistences among observationally-based datasets over Africa, we used 
CRU dataset because it covers a longer period than any other observed datasets. 
The study also used monthly sea surface temperature data from the global NOAA Extended 
Reconstructed SST dataset (Smith et al., 2008). This dataset has a high resolution of 
0.5°×0.5° degrees and it covers the period from 1887 to 2009. The study used various 
climate indices to describe various atmospheric and oceanic circulations and the solar 
system (Table 1).  
Table 1: Climate indices used in this study 
Abbrevi
-ation  
Index name Period Data source 
AAO Antarctic Oscillation  1950-2009 Physical Sciences Division/ NOAA 
IOD Indian Ocean Dipole 1940-1997 Japan Agency for Marine-Earth 
Science and Technology 
NAO North Atlantic Oscillation 1940-2000 Climate Research Unit/ University of 
Anglia 
QBO Quasi-Biennial Oscillation 1948-2009 Physical Sciences Division/ NOAA 
TNA Tropical Northern Atlantic 1948-2009 Physical Sciences Division/ NOAA 
TSA Tropical Southern Atlantic 1948-2009 Physical Sciences Division/ NOAA 
SOI Southern Oscillation 1940-2009 Climate Research Unit/ University of 
Anglia 
SSP Sunspots Count 1940-2009 Solar Influences Data Analysis 
Center 
 
3.1.2 Climate Models 
We used the output from 10 GCMs. These GCMs are part of the Coupled Model Inter-




Assessment Report. Table 3 gives specifications on the surface level spatial and temporal 
resolutions for each GCM and indicates the developing institution.  To avoid bias in the 
results owing to the differences between the spatial resolution and the time period covered 
by all GCMs, we first regridded them to a resolution similar to the CRU dataset and only 
considered the data for the period 1960-2002. 
The study also used the output from eight RCMs from the Coordinated Regional 
Downscaling Experiment (CORDEX) project (Nikulin et al., 2012), which aims to provide 
regionally downscaled climate projections worldwide.  CORDEX uses both statistical and 
dynamic techniques to obtain regional downscaled climate projections from Global Climate 
Models’ outputs. All RCMs have the same horizontal grid resolution of 0.44°×0.44° and cover 
the period from 1989 to 2012.  Information on the 8 RCMs is given in the Table 2, which 
indicates the institutions where each model has been developed. 
Table 2: A description of RCM models used in this study 
Model Name Modelling Group Country 
CCLM Potsdam Institute for Climate Impact Research (PIK) Germany 
CNRM Centre National de Recherches Meteorologiques France 
CRCM5 Canadian Centre for Climate Modelling and Analysis Canada 
RACMO2 Royal Netherland Meteorological Institute (KNMI) Netherland 
RCA35 Rossby Centre regional atmospheric model – SMHI Sweden 
REMO Max Planck Institute for Meteorology, DKRZ, DWD, 
GKSS 
Europe 
REGCM3 International Center for Theoretical Physics Italy 





Table 3: A description of all GCMs used in this study. 
Model Name Resolution Period Modelling Group Country 
GFDL-ESM2M 2.6 ˚  × 2.1˚ Jan 1956- Dec 2005 NOAA/Geographical Fluid Dynamics Laboratory USA 
MIROC-ESM-
CHEM 
2.8 ˚  × 2.8˚ Jan 1850- Dec 2005 Japan Agency for Marine-Earth Science  and Technology, 
Atmospheric and Oceanic Research Institute, National Institute 
for Environmental studies 
Japan 
MIROC5 1.4 ˚ × 1.4 ˚ Jan 1860- Dec 2009 National Institute for Environmental studies, Atmospheric and 
Oceanic Research Institute, Japan Agency for Marine-Earth 
Science  and Technology 
Japan 
CanESM2 2.8 ˚  × 2.7˚ Jan 1950- Dec 2005 Canadian Centre for Climate Modelling and Analysis Canada 
BNU-ESM 2.8 ˚  × 2.8˚ Jan 1950- Dec 2005 College of Global Change and Earth Systems Science, BNU China 
GFDL-ESM2G 2.6 ˚  × 2.1˚ Jan 1956- Dec 2005 NOAA/Geographical Fluid Dynamics Laboratory USA 
CNRM-CM5 1.4 ˚ × 1.4 ˚ Jan 1955- Dec 2005 Centre National de Recherches Meteorologiques France 
FGOALS-s2 2.8 ˚  × 1.66˚ Jan 1960- Dec 2005 LASG, Institute of Atmospheric, Chinese Academy of Science China 
HadGEM2-CC 1.9 ˚  × 1.25˚ Jan 1950- Dec 2005 Hadley Center for Climate Prediction and Research at the 
Meteorological Office 
UK 






3.2 Estimation of Drought Characteristics 
3.2.1 Drought Intensity: The Standardized Precipitation Evapo-Transpiration Index (SPEI) 
We computed SPEI using the R software’s library developed by Bergueria and Vicente-
Serrano (2013) from precipitation and temperature data. A brief description of how the 
calculations are done follows. The first step is to compute the climatic water balance, with 
the difference D  between precipitation and potential evapo-transpiration (PET), for each 
grid cell of the domain of interest. The evapo-transpiration can be thought of as the total 
amount of water that can be evaporated from an unlimited water-supplied surface. Given 
our region of interest, the assumption that all precipitation is rain is quite reasonable.  
Indeed, except for rare snow during some very cold winters in some specific regions and at 
high altitude, it is true.  
Various studies have proven the superiority of the Penman-Monteith method (Shuttleworth, 
1993), which incorporates radiation, humidity and wind speed data, over the method 
proposed by Thornthwaite (1948) that uses only temperature data and latitude, in 
computing the PET (Dai, 2011). However, in the present study, we used the Thornthwaite 
method. This choice was first motivated by a lack of several climate data (such as radiation, 
humidity and moisture) for the simulated data, and by the strong correlation (> 0.8) 
between results obtained for observation from both methods for most parts of Southern 
Africa (not shown).  
The variable D  is then be fitted with a log-logistic distribution, where the log-logistic 
distribution is the distribution of a random variable whose logarithm follows a logistic 


































with    𝛾 ≤ 𝑥 <  ∞ , 𝛼 < 0, 𝛽 <  0 and 𝛾 < 0; where α  is the scale parameter, β is 
the shape parameter and γ  the location parameter.  
The parameters of a log-logistic distribution can be estimated using various methods like the 
maximum likelihood method, the conventional moments or L-moments. Vicente-Serrano et 
al. (2010) used L-moments to estimate log-logistics parameters. According to Hosking 
(1990), L-moments can give more accurate estimates than the maximum likelihood method 
and, owing to their linearity, L-moments are less sensitive to outlying data than conventional 
moments. The probability-weighted moments are first computed from the frequency 









 where N  is the number of observations in the variable D  and the frequency estimator 
computed as iF  = N
i 0.35-
. L-moments iλ  are then obtained using the formulae: 
01 w=λ , 
102  2- ww=λ , 
2103  6 6- w+ww=λ , 
32104  20- 30 12- ww+ww=λ . 
Although, in their work, Vicente-Serrano et al. (2010) did not clearly explain how log-logistic 



















 where 𝛼, 𝛽 and  γ   are the estimated scale, shape and location shape parameters 
respectively (Fitzgerald, 2005). After calculating the estimates, the cumulative distribution of 
the data is therefore calculated using the formula below: 

























γx=xG -1- . 
A transformation is then applied to obtain a standard normal variable from the cumulative 
probability of the variable D.  Different methods can be used for this purpose.  In their work, 
Vicente-Serrano et al. (2010) used the Abramowitz and Stegun (1965) approximation. Given 









U=Z  , 
where    xH=U ln  2  for     0.5≤0 xH<  with H(x) = 1 – G(x) being the probability of 
exceeding a D value.  In the case    0.5>xH  , then H(x) = G(x) is used and the sign of Z is 
reversed, then the variable U is   xH=U -12ln . The constants are c0 = 2.515517; c1 = 
0.802853; c2 = 0.010328; d1 = 1.432788; d2 = 0.189269 and d3 = 0.001308. 
The SPEI is the obtained variable Z and in general it ranges between -3 and 3. Those values 
help determine the intensity of the drought. The more negative the SPEI, the more severe 




3.2.2 Drought Frequency 
Drought frequency means the number of times dry events occurred. We used SPEI ≤ -1.0 to 
designate drought and defined drought frequency as the number of months with a low SPEI. 
Note that the drought frequency as defined in this work would attribute a frequency of five 
to a drought that lasted five consecutive months rather than a frequency of one. 
3.3.3 Drought Patterns: Principal Component Analysis 
The study used the principal component analysis (PCA) on the SPEI data to obtain the 
spatial-temporal characteristics of the SPEI.  PCA, which reduces the dimensionality of a 
dataset and uncovers hidden structures in the dataset, has been used in many studies to 
extract useful information from huge or confusing datasets (i.e. Giannini et al., 2008; 
Manatsa et al., 2012; Richard et al., 2001). PCA is mainly used to reduce the dimension of 
the data and to uncover hidden structures, if any.  The PCA being a non-parametric method, 
it can be used with data following any distribution, which makes it a valuable tool. In the 
climate field, PCA is mostly used in order to discover the different processes that control the 
climate variability, like rainfall (Richard et al., 2000; Richard et al., 2001). In the present we 
use PCA to identify processes that control the spatial and temporal patterns of Southern 
African drought. 
The method consists of first computing the covariance matrix of the standardized 
normalized variables (the correlation matrix can also be used instead). When the variables 
have different units, the use of the covariance matrix allows the variable of higher values to 
weigh more. Given a set of n  variables, with a time dimension of N , they can be 
represented by NnX . Their matrix of covariance M is defined as follow: 
   












































The following step is to compute the eigenvectors and eigenvalues of the covariance matrix, 
and then the eigenvectors are ordered following the values of their associated eigenvalues. 
The eigenvectors are therefore ordered according to the values of their associated 
eigenvalues, and the first principal factor is the eigenvector that has the highest value and, 
hence, represents the mode with highest variance in the dataset. The first principal factor 
represents the strongest relationship between the variables’ dimensions. 
Here, PCA was used to identify the spatial coherence (modes or patterns) in temporal 
variability of the SPEI. Dimensions of different variables are replaced by the evolution of one 
variable, the SPEI, over time, over different grid cells. The first principal factor represents the 
process that has more control on the SPEI spatial and temporal patterns. PCA was applied 
separately on the CRU and GCM SPEI. For each dataset, the first four principal factors of the 
PCA were retained and discussed as the most significant modes in the dataset. 
3.3 Analysis Methods 
3.3.1 Mann Kendall Trend test  
The Mann Kendall trend estimator is a non-parametric trend that allows the determination 
of a linear trend in a given time series. The probability of the presence of an upward or 
downward trend is evaluated and tested. Being non-parametric, the Mann Kendall trend test 
can be applied to any statistically distributed data and has been used in different 
climatological studies. To apply the technique, the MK-statistic S  is first calculated, together 
with its associated probability. The variable S  is originally set as zero. A comparison of any 
data point with its previous one is done, starting with the second data point of the evaluated 




MK-statistic S  value is increased by one. One is subtracted from S , for any data point whose 
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The number of data points  n  in the evaluated variable determines the variance of the MK-
statistic, which also depend on the number of data points  t  that are in a tied group g . It is 
calculated as shown below. 



















where pt  is the number of similar data points that are in the  
thp  tied group. The probability 
associated with the MK-statistic is obtained by calculating the standard normalized test 
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The two hypotheses are associated with a probability called “level of significance”. This level 
of significance represents the probability of rejecting the null hypotheses 0H  when it is 
true, and it is generally taken as 5% or 1%.  If the probability of the test statistic  Zf  is less 
than the chosen level of significance, the time series is concluded to not have a trend and 
the null hypothesis is said to be true. When the probability of the test statistic  Zf  is 
greater than the level of significance, the null hypothesis is rejected and the times series has 
a trend. The sign of the normalized test statistic determines the upward or downward 
characteristic of the trend. A positive normalized test statistic indicates a positive or 
increasing trend, while a negative one indicates a decreasing trend. 
3.3.2 Wavelet Analysis 
Wavelet analysis is a technique that transforms a given signal into a two-dimensional period-
frequency space.  Applied on climate variables, it allows the identification of the various 
periodic processes that have influenced them at different periods of time.  In the present 
work, we used the R library “biwavelet” (Gouhier and Grinsted, 2013) for all wavelet analysis 
calculations.  A short description of the mathematical aspect of wavelet analysis is given 
below.  
The wavelet technique is based on the logic of Fourier analysis, but it addresses the later 




Fourier analysis that uses the same scale for all frequencies. As a result, the wavelet 
transformation can use good frequency resolution and poor time resolution at low 
frequencies, as well as good time resolution and poor frequency resolution at high 
frequencies. 
The wavelet analysis uses analysing functions, called wavelet basis functions; they are 
defined in space and are independent of the scale parameter. There are several wavelet 
basis functions, namely Morlet, Paul and Derivative of Gaussian (DOG) to only cite a few. The 
mathematical expression of these wavelet basis functions and some of their properties are 
presented in Annexe 1 (more examples and details can be found in Farge, 1992). In the 





ηiω eηeπ=ηψ , 
which has a zero mean and is defined in frequency (𝜔0) and time space (η).  The choice of 
this function was motivated by the fact that it is a complex function, in contrast to DOG, 
which allows the determination of oscillatory behaviour (Torrence and Compo, 1998).  
One of the wavelet analysis techniques consists of approximating the continuous wavelet 
transformation of a time series nx by computing its convolution nW  with a scaled version of 
a wavelet basis functions several times:   







where ψ is the complex conjugation of the wavelet basis function, n is the number of time 
point and s  is the wavelet scale that serves to dilate or contract the analysing wavelet 
function.  
Though it is possible to do the convolution for n times (with N<n ) for each scale by taking 




compute simultaneously N convolutions using a Discrete Fourier Transform (DFT) of the time 
series. Given the time series kx  of lengthN , the DFT of the variable is: 














where  10,1,2, N,…=k  represents the frequency index. From the convolution theorem, 
the wavelet transformation is then: 









ntesωψx=sW   
where  sωψ  is the Fourier transformation of  stψ / , in the continuous domain and kω  






















One thing to consider while computing these wavelet transformations is to make sure that 
they could be comparable among them at all scales. To ensure that, the wavelet function is 
normalized at each scale in such a way that it will have unit energy (Torrence and Compo, 
1998). Then at each scale s , we obtain  








The wavelet power spectrum could then be defined as   2sWn  and the amplitude as   sWn  
at each scale, as Torrence and Compo (1998) suggested.  The present work uses the 
unbiased definition of the wavelet power as   22 sW× n
s , as suggested by Liu et al. (2007). 
More details on the calculation of the wavelet transformation and the wavelet power 




Another wavelet technique is to compute the wavelet coherence. The wavelet coherence 
identifies simultaneously the time intervals and the frequency bands, where two time-series 
are correlated. It is obtained by first computing the wavelet transformations  sW Xn and 
 sW Yn of both time series X andY  respectively, followed by their cross-wavelet spectrum 




n *  
where * means the complex conjugate. The wavelet coherence  sRn  is then defined as  
 
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where    is the absolute value and  means smoothing in both time and scale. The 
smoothing is done by applying a convolution (weighted running average) over both the time 
and scale. More details on this can be found in Torrence and Webster (1999). 
3.4 Droughts Analysis 
This section presents in detail how the present work uses the different mathematical tools 
and analysis techniques to address the research questions explained in Chapter one. 
3.4.1 Determine characteristics of Southern African droughts during the period 1940-2002 
The present study evaluates the different characteristics of Southern African droughts, like 
their frequency, intensity, and temporal and geographical extensions, for the period from 
1940 to 2009. The Standardized Precipitation Evapo-transpiration Index is first computed at 
3- and 12-month scales from observed rainfall and temperature variables data, in order to 
determine past drought characteristics over each grid of the defined domain. The study then 
applied a principal component analysis (PCA) on the SPEI in order to determine the 
droughts’ patterns over the region. For both SPEI datasets, only the first four principal 




regions were derived from the SPEI loadings as the most linked to each mode respectively. 
The averaged SPEI over each sub-region was then evaluated to determine the severity of the 
droughts following their associated SPEI: the lower the SPEI; the more severe the drought.  
The study also determines the drought frequency for each sub-region per decade and 
evaluates its variability over the years. We determine the beginning and the end of any 
severe drought by investigating the corresponding SPEI, at the lowest time scale. The 
geographical extension of each dry event is identified, using SPEI maps of Southern Africa. 
Furthermore, the study determined the drought trend at each location of the region of 
interest using linear regression on SPEI calculated data. The significance of the trend was 
evaluated with the Mann-Kendall trend test. This enabled us to check the existence of a 
linear positive or negative trend, which indicates an increase or decrease in droughts 
respectively. 
3.4.2 Investigate the link between atmospheric-oceanic circulations and Southern African 
droughts 
We apply two different methods, Principal Components Analysis (PCA) and wavelet analysis, 
on the SPEI calculated time series in order to investigate processes that have an influence on 
droughts. For the PCA, we try to identify the different principal factors (PFs), with 
atmospheric-oceanic circulations, the solar cycle or other processes, by computing the 
correlation between climate variable indices and the scores of the PFs. The correlation 
between the scores of all principal factors and the global sea surface temperature was also 
evaluated in order to enable a first identification of the processes that induce droughts in 
the region.  
On the other hand, we apply the wavelet analysis to analyse the variability of the influence 
of the drought modes over time. The use of the continuous wavelet transformation allows 
the identification of the periodic signals in any given time series and enables the evaluation 
of their potential similarities with the SPEI power spectrum over time. Since the wavelet 




variable over time, we computed it for each PFs’ score. The cyclic phenomenon with the 
highest amplitude at any particular time is the one that influences the most the variable for 
that period. We also computed the wavelet coherence between each score and some 
climate variable in order to identify the variability of their relationship. This enables us to 
clarify the variability of the influence of different phenomena over Southern African 
droughts. 
3.4.3 Evaluate the ability of the climate models in capturing droughts over Southern Africa 
Testing the ability of models in simulating present and past climate is very important in order 
to determine how reliable model simulations are. In this work, we mainly evaluate the ability 
of models to reproduce spatial and temporal features of drought patterns rather than 
drought itself.  First, we compute the SPEI at each grid cell and for each model. Then a PCA 
analysis is applied to the SPEI computed from each model’s output and only the first four PFs 
are retained. We then evaluated the models by comparing each simulated score (only from 
RCMs) and loadings (from both GCMs & RCMs) with those of the observed by using 
temporal correlation and simple matching respectively. The more similar to those of the 
observed a model’s loadings are, the better the model’s behaviour and the higher the 






Chapter IV: Characteristics of Past Droughts 
in Southern Africa  
 
This chapter discusses characteristics of past droughts in Southern Africa. The standardized 
precipitation evapo-transpiration index of the entire domain is analysed using principal 
components analysis in order to investigate their link with tele-connections. Order 
characteristics like frequency and intensity are presented for four chosen sub-regions with 
highest variance of SPEI.  
4.1 Drought Characteristics 
4.1.1 The Spatial structure of Southern African droughts 
Figures 2a - d and 3a - d present the PCA loadings of the first principal factors and indicate 
the dominant patterns in the 3- and 12-month scale SPEI over Southern Africa. These 
patterns (hereafter, namely PF1, PF2, PF3, and PF4) jointly explain about 45% (50%) of the 
total variance in the 3-month (12-month) SPEI dataset. PF1 explains 19.1% of the SPEI 
variance at 3-month scale and 19.1% at 12-month scale. It shows its highest loadings (0.8) 
over the south-west area of Southern Africa (i.e. over the border of South Africa, Botswana 
and Namibia; hereafter Area 1) which then diminish regularly towards the equator (Fig 2-
3a). PF2 explains 12.2% of the variance of the 3-month SPEI and 9.47% of the 12-month 
SPEI. It shows loadings with opposite signs, with peaks at 0.8 and -0.8 over the eastern (over 
Zimbabwe; named Area 2) and over the south-western (over Western Cape) regions, 
respectively (Fig 2-3b). This suggests that whenever PF2 imposes dry conditions over 
Zimbabwe, it imposes dry conditions over the Western Cape, and vice-versa.  PF3 explains 
about 10.5% and 11.1% of the 3- and 12-month SPEI variance. PF3 shows a dipole pattern in 
its loadings (Fig 2-3c): a positive peak (about 0.8) over Tanzania (Area 3) and a negative peak 





Figure 2: The spatial-temporal variability of 3-m SPEI over Southern Africa. The left panels 
show the PCA loadings of the SPEI and the percentage of variance explained by each 
principal factor (PF). The right panels show the corresponding PF score, the SPEI series 
averaged over the area in the red box in the left panel, and the correlation (r) between the 
PF score and the SPEI series.  
 
The PF4, which explains 9.23% (10.3) of the 3-month (12-month) scale SPEI variance (Fig 2-3 
d), controls the dry and wet conditions over Angola (Area 4) and over the south-eastern part 
of Southern Africa, where it shows positive loadings (about 0.7) and negative loadings 
(about -0.3) respectively. The similarities between the patterns at 3-month and 12-month 
scale suggest that processes that seem to drive short-term droughts in Southern Africa are 









Figure 3: The left panels show the PCA loadings of the 12 months SPEI and the percentage of 
variance explained by each principal factor (PF). The right panels show the corresponding PF 
score, the SPEI series averaged over the red box in the left panel, and the correlation (r) 
between the PF score and the SPEI series.  
 
4.1.2 The Temporal structure of Southern African droughts 
In general, all time-series of SPEI over the selected area show high correlations with their 
corresponding mode (r > 0.8), at both 3- and 12-month scales. This means that each mode 
has a close relationship with more than 64 % of all droughts that occur in its corresponding 
area. Note that all these areas were chosen as those where the influence of the drought 
modes were the strongest and, as such, lesser correlation are to be expected if different 
























In particular, the PF1 score shows a high correlation (r = 0.93) with the time series of the 3-
month scale SPEI over area 1. The SPEI evolution (Fig 2a) shows that the area experienced 
severe droughts during the periods 1984, 1987, 1992-1993, 1994-1995, 1997 and 2004-
2005;  the more severe and longer drought in the period 1945-1950, while the most severe 
drought (SPEI ≈ -2.3) occurred in 1972. Moreover, a deeper observation reveals that the 
three last decades of the period of study (1980s to 2000s) were dominated by the 
occurrence of dry events while, during the three previous ones (1950s to 1970s), wet events 
were mainly dominating. This implies that droughts have become more intense and severe 
than before the beginning of the 1980s. These results are consistent with findings from 
previous studies that found an increase in drought intensity (i.e. (Holm and Morgan, 1985; 
Manatsa et al., 2012; Rouault and Richard, 2005; Unganai and Kogan, 1998).  
The score of PF2 shows a high correlation (r =0.9) with the time series of the 3-month scale 
SPEI over Zimbabwe (Fig 2b). The SPEI time series indicates that Zimbabwe experienced 
severe droughts in 1983, 1987, 1992, 1995, 2002, 2005 and 2008, with the most intense 
drought in 2005. Differently from the previous region, the country seems to have 
experienced several droughts of similar intensity throughout the years, without the increase 
of the SPEI intensity. According to Fig 2b, the main dry events occurred in the decades of the 
1940s 1980s, 1990s and 2000s over Zimbabwe.  
The correlation between the score of PF3 and the time series of the 3-month SPEI over 
Tanzania is also very high (R=0.88, Fig 2c). The time series indicates that Tanzania 
experienced severe droughts in 1953, 1961, 1997, 2002, 2003 and 2009, with the most 
severe drought occurring in 1997. This is in line with results from previous studies (e.g. 
Paavola (2008)) that classified 1997 and 2003 as drought years for Tanzania, defining 
drought as any monthly rainfall that is less than a third of the long-term mean. Here also we 
observe an increase in drought intensity in the averaged SPEI, but, unlike for PF1 and PF2, 
the wet and dry events are more evenly distributed over the whole study period. 




The score of PF4 shows a high correlation (R=0.85) with the SPEI time series over Angola (Fig 
2d). The time series indicates that Angola encountered its more severe and longer drought 
in 1976, 1981, 1989/1990, 1998 and 2005, with the most severe drought (SPEI = -2.455) in 
1989. Area 4 SPEI evolution is quite similar to that of Area 1; however, unlike it, it has low 
drought intensity and shows near normal conditions for the last decade (2000-2009).  
The correlation between each 12-month SPEI time series and its corresponding score is high: 
0.95, 0.86, 0.91 and 0.84 for PF1, PF2, PF3 and PF4 respectively (Fig 3a-d). The evolution of 
averaged SPEI for all four processes is similar to that in Fig 2, except some small differences, 
mainly about the year each area experienced its most extreme drought. The most severe 
drought that happened in the area covering the common border between South Africa, 
Namibia and Botswana, occurred in 1995, with a SPEI index of about -2.3. Tanzania 
experienced its most severe annual drought in 1997 (SPEI ≈ -2.261), Angola in 1981 (SPEI ≈ -
2.225) and Zimbabwe in 1992 (SPEI ≈-1.904). One can explain the discordance between the 
year of extreme drought at 3-month scale and the one obtained at 12, exception made of 
the PF3 case, with the possibility of having only one extremely dry season (3-month scale 
drought) in a considered 12 month periods. The SPEI being an index that depends on past 
observations, the above scenarios might give an SPEI value (between -1 and 1 in our case) 
that indicates quite normal conditions (neither wet nor dry) at 12 month scale for that 
particular year.  
In general, the four PFs induce droughts that present similar patterns, except for a few 
differences. All areas present an increase in the intensity and duration of drought at both 
short and long time-scales from the 1980s until the mid-2000s.  The exception is Area 4. The 
period from the 1970s to the 1990s was the driest for this area, at both 3- and 12-month 
scales. These results are consistent with findings from previous studies. For instance Richard 
et al. (2001) showed that Southern Africa has experienced more widespread and more 
intense droughts in the 1970s -1980s than in the 1950s-1960s. Moreover, other studies 
suggested that there have been a global increase in drought intensity and spatial expansion 




relationship between Southern African rainfall and ENSO (Rouault and Richard, 2005). 
Another discrepancy is the drought evolution over Area 4, which seems to follow a 
completely different pattern: while others show a general increase in drought frequency and 
intensity in the 1990s and the 2000s at all time scales, Area 4 surprises with the absence of 
drought at 12-month scale over the last decades and at 3-month scale at the end of the 
2000s.  
The trend analysis, applied on each SPEI time series, shows that there is a slight significant 
downward trend over all four areas (see Table 4). This means that, as the time goes by, the 
intensity and/or the number of dry events are increasing in these areas.  
Table 4: The trend of the SPEI for all areas. 
3-month (12-months) SPEI 











p-value  (2 sided) 
1 × 10−5 
(0.0001) 
2 × 10−16 
2 × 10−16) 
2 × 10−11 
(8 × 10−7) 
3 × 10−10 
(1 × 10−12) 
 
4.1.3 Drought Frequency 
Figure 4 indicates that in general there has been a gradual increase in the drought frequency 
for all the drought patterns at both 3- and 12-month scales, from 1970 to the 1990s, except 






Figure 4: Histograms of the droughts frequency for the 3-month and 12-month SPEI for the 
four areas. The number of droughts is represented in blue, red, green and purple 
respectively for the 1st, 2nd, 3rd and 4th Areas, which correspond to the scores of PF1, PF2, 
PF3 and PF4 respectively. 
 
At 3-month scale, the frequency of PF1 increases from one dry month per decade in the 
1950s, nine in the 1970s, to 44 dry months per decade in the 1990s; PF2 from eight months 
per decade in the 1950s, 12 in the 1970s, to 32 months per decade in the 1990s; PF3 varies 






1990s; and PF4 from eight months per decade in the 1950s, 15 in the 1970s, to 12 months 
per decade in the 1990s. At 12-month time scale, the frequency of PF1 drought increases 
from no dry month in the 1950s, nine in the 1970s, to 50 dry months per decade in the 
1990s; PF2 from no dry month in the 1950s, ten in the 1970s, to 31 dry months per decade 
in the 1990s; PF3 varies from 14 dry months in the 1950s, one in the 1970s, to 11 dry 
months per decade in the 1990s; and PF4 from three dry months in the 1950s, 13 in the 
1970s, to eight dry months per decade in the 1990s. In general, we observe a gradual 
increase in drought frequency, especially since the 1970s, exception made of PF4 frequency. 
This is consistent with the 4th IPCC report (IPCC, 2007), which attributed the increase to 
global warming and projected that it may continue in the future. 
Another interesting thing to notice is that the highest frequency of the drought patterns 
occurs during different decades: PF1 and PF2 in the 1990s; PF3 in the 2000s (also in the 
1940s at 12-month scale); and PF4 in the 1980s (also in the 1940s at 3-month scale). 
However, all the drought patterns show the least frequency within the 1950s and the 1970s.  
The figure shows that the decade of the 1990s was the driest decade for areas one and two 
since they both experienced more than 25% of all dry events that occurred between 1940 
and 2009 in the 1990s, 1980s was the driest for area four while the driest decade for are 
three was 1990s (1950s) considering the 3-month (12-month) SPEI.  There is also a positive 
trend in the drought frequency at all-time scales and in all the most areas. Thus, the number 
of droughts has been gradually increasing since the 1970s over areas 1, 2 and 3. Results also 
show that they all experienced a drastic drop in the number of dry events at all time-scales 
in the 1950s, except for Area 3 which showed a serious decrease in drought frequency in the 
1960s and no drought at all in the 1970s.  
4.1.4 The wavelet structure of the drought patterns  
Figure 5 shows the wavelet power spectra (WPS) of the 3-months scores’ PFs and their 
corresponding global wavelet spectrum (GWS). It reveals the power variability of the 




mostly distributed in the band of the 2-8 year period in all PFs, with a significance level of 
5%, for the whole interval of time considered. The cycle with periodicity of less than or equal 
to one year is probably a representation of the seasons, and it won’t retain our attention in 
this study.  
In PF1, the 2-4 year periodic band cycle presents a strong significant power for the intervals 
from mid-1965s-1975s and from mid-1990s onwards, while the 4-8 year periodic band cycle 
shows strong power from the mid-1950s to mid-1990s and the 8-16 year period from the 
late 1990s till mid-2000s. The same score has a very strong 1-2 year of periodicity cycle that 
was active in the late 1960s. At the same time, the corresponding global wavelet spectrum 
(GWS) in Fig 5a shows a higher variance in the 2-8 year periodicity band, which is in 
agreement with the WPS, though, on the other hand, the very low power over the 4-8 years 
band during the intervals 1955-1970 and 1975-1995 in the WPS does not manifest in the 
GWS. The first score’s spectrum presents a dominant phenomenon, of around 25 years of 
period, which was active from the 1940s till the beginning of 1990s. There are also several 
weak processes that were active for shorter periods: one with 4-7 years of oscillations from 
the mid-1940s to the 1950s and the 1980s to the mid-2000s; the other with a period of 2-4 
years that was active in the 1970s.  
The cycle with the highest power in PF2 is the 4-8 years of periodicity cycle (Fig 5b); it shows 
the strongest power from the 1970s till the end of the period of study, with a slight increase 
in the period length. However, this cycle shows the highest power in the 1980s, a time when 
it was also significant, but, surprisingly, it does not manifest in the corresponding GWS. This 
might be owing to the lack of influence of the cycle before the 1970s. The 1-2 year periodic 
band cycle in PF2, presents a strong significant power in the late 1950s, late 1990s and mid-
1980s, while the 2-4 year cycle shows strong power for the intervals mid-1940s to 1950 and 
in the 1980s. The score of PF2 shows a spectrum with many strong processes that have a 
period of 2-3 years during almost each decade, one with 4-7 years of oscillation active from 
the mid-1970s to the 1990s. However, we also identified a weaker process that was active in 




In PF3, the cycle of 1-2 years of period presents strong significant power over the intervals of 
mid-1970s - mid-1980s and mid-1990s till early 2000, while the 2-4 years of periodicity cycle 
shows significant strong power between 1960 and the mid-1970s. This PF also presents 
another cycle in the 4-8 years band that shows significant strong power during the interval 
mid-1940 to mid-1960s and 1980-1995. The 8-16 year periodic band cycle presents very 
weak non-significant power from 1960-1970 and in the 1990s, which is consistent with the 









Figure 5: Wavelet power spectrum (using the Morlet wavelet) of scores of (a) PF1, (b) PF2, 
(c) PF3 and (d) PF4. Cross-hatched with line indicate the “cone-of-influence” (The cone of 
influence delimits the region of the wavelet power spectra where the edges effects become 








For PF4, in addition to the 1-2 periodic band cycles that present very strong power from the 
1940s-1960, in the end of the 1960s, 1970s, 1990s and in the early 2000s, there was another 
cycle in the 2-4 years of period band that also showed strong power from the mid-1940s to 
mid-1950 and from the end of the 1970s till 2000. Though this later cycle shows significant 
power during the interval from the end of the 1970s-1990, it does not reflect as a peak on 
the GWS, mostly because it was inactive in the 1960s - mid-1970s and in the 2000s.  
Moreover, PF4 wavelet spectrum shows 4-8 years of period cycle that had non-significant 
power from the mid-1950s to the mid-1970s, but which is reflected in the corresponding 
GWS (Fig 5d).  DP4’s spectrum shows only one strong signal of 7 years of period and that was 
active from the 1940s till the mid-1970s. 
4.2 The influence of Atmospheric and Oceanic Tele-
connections on the Southern African Droughts 
Since it has been widely proven that droughts are linked to general global circulations, it is of 
interest to determine how droughts are influenced by the variation of the global SSTs. Here 
we are investigating the spatial relationship between the four principal modes that govern 
Southern African droughts with global SST over the four seasons followed by a temporal 
correlation between drought modes and different climate indices.  
4.2.1 Sea Surface Temperature 
Figure 6 shows correlations of the four scores with the SST at 3-months scale to quantify the 
relationship between the four PFs scores and global sea surface temperature.   
At 3-months scale, PF1 shows strong negative correlations with equatorial Indian and Pacific 
oceans’ SST during summer (DJF) and with equatorial Pacific Ocean SST and Atlantic Ocean 
SST (near Southern African coast) during Spring (SON).  It also has weak correlation in some 





Figure 6: Correlation between SST and scores of PF1, PF2, PF3 and PF4 at different seasons. 
 
PF2 presents negative correlation with the SST in the equatorial Pacific Ocean near America 
and positive near Japan. The negative correlation found by Manatsa et al. (2008) between 
Zimbabwe SPI and SST during SON season over the Pacific Ocean basin, the Indian and 
western Pacific oceans is not reflected in our results. This might be owing to the use of a 
different drought index and suggests that the SST over the Pacific Ocean basin, the Indian 
and western Pacific oceans have no influence on SON seasonal droughts in Zimbabwe, 
though they are strongly linked to the SON rainfall over the area.  
It seems that PF3 does not have any relationship with the SST, except during winter, when it 
presents negative correlation with the North Pacific Ocean along the American and 
European coasts and the equatorial Atlantic. The fourth process shows weak correlation with 




near West Africa during autumn. Correlation between the four scores with the SST at 12-
months scale, are presented in Annexe 2. The PF1 shows a strong positive correlation with 
the Pacific and Indian oceans along the equator and the North Antarctic (near Alaska) during 
seasons DJF and MAM, and the Pacific, Atlantic and Indian oceans along the equator during 
the season SON. PF2 seems to have no relationship with global SST, except for very weak 
positive correlation in very small spots in the Pacific Ocean, while the third mode presents 
very weak positive correlation with the SST in the tropical Pacific Ocean, along the western 
coasts of the American continent and negative ones with the northern Pacific and Atlantic 
oceans. The fourth principal factor also presents a very weak link to SST in the middle of the 
equatorial Pacific. 
4.2.2 Climate Indices 
The wavelet coherence of each score with different climate indices is shown in Fig 7-10 
respectively.  These figures indicate the variability of their relationship over time.  In general, 
the first principal factor shows stronger coherency with the SOI, IOD, TNA and the solar 
system indices. The SOI shows strong significance coherency with PF1 in the 2-8 year band 
which shift from an average period of seven years before 1960 to 2-4 years periodicity 
afterwards. The two also present strong coherence in the 1970s, over the 16-year and above 
band. 
The most interesting thing to notice here is that though PF1 and the SOI index show mostly 
similar phases in the 1-2 years band and in the 2-4 years band, Fig 7 indicates that they 
experienced a shift in their phase in 1960, in 1980 and in 1990, changing from PF1 leading by 
180 degrees to SOI leading by 90 degrees, a chaotic period and SOI leading by 90 degrees at 
each time respectively. The coherency of PF1 with the TNA index also shows a strong 
significant relation over the similar period band (2-4) as SOI, from the mid-1960s to the end 
of the 1990s, with a small interruption around 1980.  TNA coherency with PF1 show a 




The IOD presents significant coherence with PF1 over the 8-16 years of period band, 
continuous from the mid-1950s to the 1980s and over the 1-2 years band from the mid-
1940s till the mid-1950s and around the mid-1995. The IOD leads PF1 by 90 degrees over 
the 8-16 years band while PF1 always leads over the 1-2 years band with various degrees 
ranging from 45 to 90. The wavelet coherence spectrum between PF1 and TSA shows a 
strong relationship between them with a consistent phase of 90 degrees TSA leading, from 








Figure 7: The wavelet coherence and phase of PF1 score with (a) AAO, (b) SOI, (c) IOD, (d) QBO, (e) TNA, (f) 
TSA, (g) NAO and (h) SSP indices. Dashed white line show the “cone-of-influence”. The thick black line 
contour is the 5% significant level. Black arrows show the phase. 
(a) AAO (b) SOI 
(d) QBO (c) IOD 
(e) TNA (f) TSA 




PF2 wavelet coherency spectra indicate that, since 1940 till the end of the 2000s, it has 
mostly been influenced by the IOD, NAO, TNA, TSA and SOI (Fig 8).  Contrary to PF1 though, 
the score of PF2 shows a constant phase with the SOI index, where the latter always leads by 
90 degrees.  There is an exception though over the 4-8 years band in the 2000s, where the 
two present a non-significant coherence and PF2 leads SOI by 90 degrees. However, they 
have a strong coherence with each other over the 1-4 years band in the mid-1940s, in 1970 
and in the 1990s, and over the 8-16 years band from the 1970s to the 1990s. The IOD 
presents strong coherency with the PF around the mid-1940s, from the early 1960s till the 
mid-1970s and early 1980s over the 1-4 years of period band, and from the mid-1950s to 
1970 over the 8-16 period band. This result is consistent with Manatsa et al. (2012) who 
found that 1961 was a turning point in the Indian Ocean climate variability.  In general, PF2 
leads the IOD by 90 degrees over the 1-4 years of periodicity band, except from the early 
1980s when they experienced a shift and the IOD led PF1 by 90 degrees, similar to their 
phase over the 8-16 years band. 
PF2 also presents strong significant coherency with TSA over the 8-16 period band, 
continuous from the end of the 1960s till mid-1990s, where TSA leads by 90 degrees. They 
also present strong coherency over the 1-2 years band from the mid-1970s till the 2000s, 
with several interruptions like in early 1980s, mid-1980s, mid-1990s and early 2000.  
Another climate index that shows high coherence with PF2 is TNA. These two present a 
strong relationship in the 1950s till early 1960s over the 2-4 years of period band and from 
the mid-1980s to the mid-2000s over the 4-8 years band. Though the 2-4 years of periodicity 
band show a consistency of phase, where TNA leads PF2 by 90 degrees, the 4-8 years band 
indicates continuous changes in their phase. The NAO and PF2 have strong significant 
coherence in the early 1950s, mid-1970s and early 1980s over the 1-2 years of periodicity 
band and from 1960 till the early 1970s, over the 2-4 years band. Their coherence phase 
shows that PF2 mainly leads with 90 degrees, with the exception of the 1970s, where NAO 













 (f) TSA 
(c) IOD (d) QBO 
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PF3 is mostly linked to the IOD, NAO, SOI and TNA (Fig 9). The strongest and continuous 
coherency is found between PF3 and TNA index over the 2-8 years of period band during the 
interval 1960s-early 1990s and around the mid-1970s over the 1-2 years band.  The two 
show a consistent phase where TNA leads by 90 degrees. Exception is made for the period 
around the mid-1970s, when there are various phases. The SOI and PF3 indicate strong 
significant coherence mainly distributed in two bands: the 1-2 and the 2-8 years of period 
bands. In the 1-2 years band, the strongest coherences are located in the 1950s with PF3 
leading by 90 degrees, while they are from the mid-1950s to early 1990s for the 2-8 years 
band with the SOI leading by 90 degrees. The strongest coherency between the IOD and PF3 
lies in the 1-2 years of period band, from the early 1960s until the mid-1980s, with a gap 
around 1980, early 1980s and early 1990s. A lower coherence is found over the 4-8 years of 
period in the 1960s and a strong, significant one around the 1960s over the 2-4 years band. 
The IOD mostly leads PF3 by 90 degrees, except from the early 1990s over the 1-2 years of 
period where they experienced a shift of phase. 
The relationship between NAO and PF3 is mainly located in the time interval between 1950 
and 1990, over three different bands of period:  from 1950 till the mid-1950s, early 1960s 
until the mid-1970s and early 1980s for the 1-2 years band; in the 1960s for the 2-4 years 
band and from the mid-1950s to the end of 1960s for the 4-8 years band. This confirms 
previous studies such as McHugh and Rogers (2001) that found negative correlation 
between summer rainfall station data over Tanzania and the NAO index. Though they keep a 
consistent phase with NAO leading PF3 by 90 degrees, they experience a change of shift 








Figure 9: Same as Fig 7 but for PF3 score. 
(a) AAO (b) SOI 
(c) IOD (d) QBO 
(e) TNA (f) TSA 




PF4 is the one that shows the poorest coherence with all climate indices, especially with the 
SOI, TNA and IOD, that showed strong coherence with the three other PFs. The strongest 
and significant coherence between PF4 and SOI is in the early 2000s, over the 4-8 years 
band. Everywhere else, they present weak coherence and for very short temporal expansion 
(terms of 1-2 years max.). The wavelet coherence spectrum of PF4 with IOD indicates strong 
coherence only as small spots in the early 1970s and early 1990s over the 1-2 years band of 
periodicity, while the one with TNA indicates significant coherence over the 1-2 years of 
period band as spots in the late 1970s, and over the 4-8 years band in the 1990s. These 
results indicate that these climate indices have little influence on PF4, and that there are 
other processes involved in defining this drought mode. However, TSA shows a continuous 
strong coherence with PF2 from the mid-1960s till mid-1990s (with PF4 leading by 90 
degrees), over the 8-16 years band, and in the 1950s and 2000s (TSA leading by 90 degrees) 
over the 1-2 years band.  
4.3 Summary 
Figures 7 – 10 show that the climate indices that shows the highest correlation with drought 
in Southern Africa are SOI, IOD, TNA, TSA, SSP and AAO; but the persistence of those 
correlation varies among the drought patterns. Although, SOI influences all the drought 
patterns, its most persistent influence is on PF2, with a significant coherence at 8-16 year 
band in 1970-2009. IOD shows its most persistent influence on PF1, with a significant 
coherence at 8-16 year band in 1940-2009. TNA shows its most consistent influence on PF3, 
with significant coherence at 2-4 year band in 1960-1990. TSA shows a continuous influence 
on three drought patterns (PF1, PF2 and PF4), having a significant coherence with them at 8-
16 year band in 1950-2009.  SSP features its most persistent coherence with PF1 and PF3 at 
8-16 year band (in 1950-1985) and 4-8 year band (in 1940-1960), respectively.  AAO shows 
its most persistent significant coherence with PF1 and PF4 at 2-4 year band (1995-2009) and 






      
 
Figure 10: Same as Fig 7 but for PF4 score 
(h) SSP (g) NAO 
(e) TNA (f) TSA 
(c) IOD (d) QBO 




Chapter V: The Characteristics of the Simulated 
Droughts over Southern Africa 
 
In this chapter we evaluate how well climate models replicate past and present Southern 
African droughts. This is necessary to build our confidence in future drought projections 
simulated by the models. We first evaluated global climate models in the first section, 
downscaled regional climate models in the second, followed by a discussion on comparing 
RCMs’ and GCM’s abilities in capturing Southern African drought in the third part.  
5.1 The GCM simulated Droughts 
Figures 11 and 12 compare PCA loadings of the SPEI simulated from GCMs with those of the 
observed, at 3-month and 12-month respectively. Despite the shorter period spanned by the 
data, the PCA indicates drought patterns similar to the previous analysis on Southern African 
drought characteristics (1956-2002 and 1940-2009, respectively).  
At the 3-month scale, CanESM2 performs better in reproducing the four drought modes 
(r=0.9 for all PFs).  All models show a high ability in capturing the spatial pattern of PF1 and 
PF2 with a high correlation (r > 0.7; all models in PF1 and BCC-CSM, BNUESM, CNRMCM, 
FGOALS and MIROCESMCH in PF2). Most of the models simulated PF3 with a high 
correlation (r>0.7), but BCC-CSM and BNUESM show the lowest performance (r = 0.7 and 
0.6, respectively), though they captured the spatial drought patterns.  Furthermore, most 
models show their lowest performance in simulating the fourth drought pattern, PF4, with 
CNRM, GFDL2G and HadGEM2 indicating the lowest correlations (r = 0.3, 0.4 and 0.5 in that 
order). This might be owing to the fact that these three models present PF4’s strongest 
loadings near the western equatorial region, while they are located in the western tropical 
region of sub-Saharan Africa in observed loadings.  Another reason could be due to the 






Figure 11: The observed and simulated PCA loadings of 3-m SPEI over Southern Africa by GCMs. The percentage of variance explained by each 
principal factor (PF) is indicated at the lower left corner of each panel. The spatial correlation between observed and simulated loadings for 










As for the PF1 loadings at 3-months, but with a lower performance, all models captured spatial 
patterns of the 12-month scale PF1 (0.5 < r <0.9).  In simulating this drought mode, BNUESM 
and MIROC5 indicate the highest correlation with observed loadings (r = 0.8), while CanESM2, 
GFDL2G and GFDL2M show the lowest performance (r = 0.6).  Surprisingly, though it showed the 
highest correlation with PF1, BNUESM shows the lowest correlation (r = 0.3), similarly to 
FGOALS, with observed PF2, while CanESM2, GFDL2G and HadGEM3 present the best 
performance (r = 0.7).  Three models did not capture well patterns of PF3: BCC-CSM, BNUESM 
and MIROC5 (r = 0.3, 0.4 and 0.5 respectively), while FGOALS presented the best performance (r 
= 0.8).  Most of the models poorly reproduce PF4 loadings (the least performing model is 
GFDL2M; r = 0.2), with the exception of FGOALS, BCC-CSM and MIROC5, which present a quite 
good correlation with observed loadings (r = 0.7, 0.6 and 0.6 respectively). 
Results show that, in general, all models are performing better at 3-month scale than at 12-
month scale; 70 % of the models simulate well all four drought patterns (r > 0.5) at 3-month 
scale, while only 60% capture at least three of the drought patterns at 12-month scale (r > 0.5).  
A close inspection of Figures 11 and 12 reveals that some models present patterns that are 
significantly different to those of the observed. The reason might be owing to the possibility 
that some of the first four observed principal factors might be simulated with such a low 
variance so that they are not ranked among the first four for a particular model. In this case, 
they would not appear in our results, and another different pattern, not present in observed 
drought patterns, would have been used.  
5.2 The RCM simulated Droughts 
5.2.1 Spatial patterns 
Figures 13 and 14 show the spatial drought patterns of RCMs and observations at 3 and 12-




case differ from those obtained previously in subsection 5.1.  In fact, the period of availability of 
RCM data was much shorter (1989-2007) than for the GCM (1956-2002).  Hence, in order to 
accommodate the required dimensions for the PCA (time-number of grid cells), we had to 
reduce the area of the region of study (fewer grid cells). As a result, the drought pattern named 
PF3 in our previous discussions, whose strongest features are over Tanzania, has been replaced 
by a new drought pattern.  In general, all models performed better at 3-month than at 12-
month scale. 
At 3-month scale, only few RCMs showed a very high correlation (r=0.9) with any observed 
pattern, except for REGCM3 for PF1 and RACMO2 for PF3.  All models simulated well the first 
three patterns, despite some slight differences in their performance.  For PF1, the correlation 
with the observed range stretched from 0.6 to 0.9 for all RCMs, with RCA35, REMO and WRF3 
showing the least performance (r=0.6). The performance of the models in capturing spatial 
patterns of PF2 and PF3 is quite good; all models show a correlation with observations ranging 
from 0.7 to 0.8 for PF2 and from 0.7 to 0.9 for PF3.  For both PF2 and PF3, four models exactly 
show a high correlation of r=0.8 with observed loadings, while the rest have a lower but still 
strong, correlation (0.7); these are CCLM, RACMO2, REGCM3 and REMO for PF2 and CCLM, 
CNRM, CRCM5 and REMO for PF3. The last drought pattern, PF4, is the one most models 
struggled most to simulate, the least performing being CNRM and RACMO2 (r=0.5), while the 
best simulations were obtained from CCLM, REGCM3, REMO and WRF3, though they also do 





Figure 13: The observed and simulated PCA loadings of 3-month SPEI over Southern Africa by RCMs. The percentage of variance 
explained by each principal factor (PF) is indicated at the lower left corner of each panel. The spatial correlation between observed 









The performance of the models in simulating all PFs at 12-month scale is, in general, not as 
good as for the 3-month scale.  The range of the correlation of simulated and observed drought 
patterns contains lower values than the one obtained at 3-month scale for all PFs. For PF1, only 
three models captured spatial patterns of the drought mode (r>0.5).  WRF3 performed better 
(r=0.8), followed by CNRM and CRCM5 (r=0.6), while RACMO2 indicates the lowest performance 
with a correlation of r=0.4. Furthermore, RACMO2 is the only model that does not capture 
spatial patterns of PF2 (r=0.5), while all other models indicate high correlations with observed 
loadings (r=0.8 and 0.7).   In addition, all models simulated well PF3 loadings, with REGCM3 
showing the least correlation with the observed (r=0.6), and CNRM, CRCM5 and REMO the 
highest (r=0.8). All models captured the spatial drought pattern PF4 except CNRM (r=0.4), with 
CCLM and RCA35 showing the best performance (r=0.8). 
Similarly to GCMs, results indicate that all RCMs also perform better at 3-month scale than at 
12-month scale. An analysis of Figures 13 and 14 reveals that 75 % of the models simulate well 
all four drought patterns (r > 0.5) at 3-month scale, while only 25% of them perform well in 
simulating at least three drought patterns at 12-month scale. It is quite interesting to note that 
none of RCMs has been able to reproduce patterns of all the four Southern African drought 
modes at 12-month scale. From the above results, one can conclude that RCMs simulate better 
observed patterns of short-term droughts’ modes than long-term ones.  
5.2.2 Temporal variations 
Figures 15 and 16 show the seasonal correlation of observed and simulated scores of all PFs at 
both 3 and 12-month scale, respectively.  In both figures, correlations are plotted versus 
normalized standard deviation; the normalized standard deviation is obtained by dividing the 
standard deviation of simulated score by the observed one. The vertical and the horizontal lines 
represent the normalized standard deviation (nst), while the top curve shows the variation of 




At 12-month scale, all models captured very well the variability of all the drought patterns 
during all seasons (normalized standard deviation is almost 1).  In general, the temporal 
variation was well simulated by most models for PF1, PF3 and PF4 (r > 0.3), but almost all 
models seem to struggle in simulation the temporal evolution of PF2 (r < 0.4), except two of 
them (CCLM and CNRM).  In general the performance of each model varies with each PF and 
each season. The model CNRM seems to be a particular case, since, among all the other, it is the 
one that performs  better in simulating the temporal variation of PF1 and PF2 (r ~ 0.8 and 0.7 
respectively) for all seasons, except in simulating PF2 during winter, when it is outperformed by 
CCLM. Three models (RCA35, REGCM3 and REMO) poorly reproduce the temporal evolution of 





Figure 15: Taylor plots of the correlation between observed and simulated PCA scores (from 
RCMs driven by reanalysis) of 3-month SPEI over Southern Africa. Positive correlations are 











For 3-month scale, most models slightly over/underestimate the variability of the temporal 
pattern of the drought mode, especially for PF2, where all models overestimated the 
variability shown by observed score during summer (nst ~ 1.5).  For PF1, most models 
indicate a better performance during MAM and JJA than during the other two seasons, 
except for model REGCM3 that failed to reproduce the drought mode evolution during 
MAM.  Similarly to its simulation of the 12-month scale PF2, CNRM and CCLM perform well 
in simulation of the temporal evolution of PF2 at 3-month scale during most seasons, but 
show least performance during JJA. In general the performance of the temporal variability of 
the PF4 drought mode at 3-month scale is lower than that at 12-month scale (r < 0.5 for 
many).   
5.3 Discussion 
The consistency and stability of the four drought patterns obtained from observed data and 
GCMs simulations, independently of their different period of definitions, suggests that these 
modes are very robust. Furthermore, the fact that those that are still in the domain of 
definition of the RCMs simulation still appear, strengthens this assumption.  
From the above results, one can conclude that GCMs reproduce better observed patterns of 
short-term droughts’ modes than long-term droughts’ ones. It is also quite interesting to 
note that all GCMs have been able to reproduce patterns of mode 1and2 entirely and mode 
3 at 3-month time-scale. One may conclude that GCMs capture very well geographical 
patterns of Southern African drought’s leading patterns, though they failed to simulate 
drought seasonal variations.  
Another interesting fact is that RCMs capture better the temporal seasonal variability of 
observed score at 12-month scale than at 3-month scale, though performing better in 





Chapter VI: Conclusion and Recommendation 
 
In the paper, we have studied the spatial-temporal structures of Southern African droughts 
and examined the capability of the state-of-art global climate models in simulating the 
drought patterns. To account for the influence of both rainfall and temperature variability on 
the drought, we used SPEI to characterize the droughts. The SPEI was calculated at 3- and 
12-month scales over the Southern African region, using monthly temperature and rainfall 
from CRU data (1940 – 2009) and GCMs simulations (1956-2009).  
We used PCA on the SPEI to obtain the four dominant patterns over the region and used 
wavelet analysis to describe temporal variations of the drought and their coherence with 
various atmospheric tele-connections (depicted with climate indices). Finally, the study 
assessed the ability of 18 CMIP5 models (10 GCMs and 8 RCMs) to simulate Southern African 
droughts, especially their ability to capture the droughts’ leading patterns over the region. 
In general, all models have reproduced reasonably well the atmospheric general features 
that induce droughts in Southern Africa with 75 % of the RCMs and 70 % of the GCMs 
performing very well in simulating all four drought spatial patterns (r > 0.5) at 3-month scale. 
A key question is to understand what causes the poor performance of models in reproducing 
long-term SA droughts. This might be owing to the fact that there are some processes that 
could influence drought but that are difficult to evaluate and, thus, might not be 
incorporated into the models (Sheffield and Wood, 2008), such as anthropogenic forcing 
(land use, irrigation and water diversion) and natural processes (vegetation dynamics and 
wildfire).  Another reason might be the fact that the SPEI could be very sensitive to any low 
rainfall variability during dry season. Further research is needed to investigate the subject 
further. 
The study also assessed the characteristics of SA droughts. Result have shown the existence 




the SPEI, that have their strongest influence over the south-western part of Southern Africa 
(i.e. South Africa, Botswana and Namibia common border), Zimbabwe, Tanzania, and 
Angola, respectively. An increase in the drought intensity has been noticed, especially from 
the 1970s, at both 3- and 12-month scale. These results are in line with previous studies that 
suggested that there has been an increase in drought intensity and spatial expansion since 
the 1970s (Rouault and Richard, 2005; Manatsa et al., 2008; Lamb, 1996; Richard et al., 
2001).  
6.1 Summary 
The results from the studies can be summarized as follows: 
 About 50% variance in the SPEI over Southern Africa can be represented with four 
main drought patterns. The drought patterns (PF1, PF2, PF3 and PF4) feature their 
maximum variance over the south-western part of Southern Africa (i.e. South Africa, 
Botswana and Namibia common border), Zimbabwe, Tanzania, and Angola, 
respectively. 
 The drought patterns have strong correlation with different ocean basins and the 
strength of the correlation varies with season. While PF1, PF2 and PF4 are strongly 
correlated with SST over the South Atlantic, Tropical Pacific and Indian oceans, PF3 is 
strongly correlated with the SST over the Tropical Pacific, Atlantic and Indian oceans. 
 The drought patterns also have significant coherence with some climate indices, 
though the strength, duration, and phase of the coherence vary with time. However, 
the climate indices with most persistent influence on the drought patterns are SOI, 
IOD, TNA, TSA, SSP and AAO. 
 The GCMs give remarkable representation of the drought patterns, but they perform 
better reproducing the drought patterns at 3-month scale than at 12-month scale. 
About 70% of the GCMs simulate all drought patterns well at 3-month scale, while 





6.2 Recommendations for future studies 
The results of the present study can be improved and applied in several ways.  Firstly, the 
robustness of the drought pattern identified in this study can be improved by using more 
than one observation and reanalysis datasets, as there are significant differences among 
observational rainfall datasets. Secondly, the four drought patterns described in this study 
only account for about 50% of the SPEI variance in the datasets; meanwhile, the 
characteristics of the remaining 50% variance may be different from those described in the 
study. However, since the four drought patterns are the most significant patterns in the 
datasets, a good understanding and prediction of the temporal variability patterns may 
improve seasonal forecasting of drought in Southern Africa.  A good understanding of how 
these drought patterns may change future climate under the influence of global warming 
may also reduce climate risks associated with drought occurrences in Southern Africa. 
Moreover, the comparison between all used GCMs did require the regridding/interpolation to 
a common grid given that they were defined beforehand at different resolutions. This may 
have created a bias in the result caused by the method of regridding used (Joubert and 
Hewitson, 1997) and could explain the differences found between the results from GCMs 
and RCMs.  
For future study, we recommend the investigation of Southern African drought projections 
using the SPEI.  It might be interesting to use RCMs and GCMs projection to investigate the 
characteristics of future Southern African droughts.  Also, whether the increase in drought 
characteristics, observed in Figs. 2-4, is owing to global warming or are part of a natural 
cycle should be investigated further. Furthermore, quantifying the relative role of 
temperature, precipitation and other climate variables on the SPEI variability would be an 





One article based on results from the current study has been written and submitted for publication 
in an international journal “Climate Dynamics”. The paper submitted is entitled “Drought patterns 
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Examples of three wavelet basis functions and their properties. 
Function 
name 
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H(ω ) = Heaviside step function, H(ω ) = 1 if ω  > 0, H(ω ) = 0 otherwise.







Figure 17: Correlation between SST and scores of PF1, PF2, PF3 and PF4 (here named 
DP1, DP2, DP3 and DP4 respectively) at different seasons. 
 
