A Bayesian approach to detecting forced climate signals in a dataset is presented. First, the detection algorithm derived is shown to be capable of uniquely identifying several signals optimally. Other detection techniques are shown to be limiting cases. Second, this approach naturally lends itself to rating models relatively according to their predictions. Both the accuracy of the model prediction and the precision of the prediction are accounted for in rating models. In general, complex models are less probable than simpler models. Finally, this approach to detection is used to detect a signal induced by the solar cycle in the surface temperature record over the past 100 yr. The solar cycle signal-to-noise ratio is found to be ϳ1 but is probably not detected. Estimates of the natural variability noise are taken from model prescriptions, each of which is vastly different. The Geophysical Fluid Dynamics Laboratory models, though, best match the residual temperature fluctuations after the signals are subtracted. The Bayesian viewpoint emphasizes the need for the estimation of uncertainties associated with model predictions. Without estimates of uncertainties it is impossible to determine the predictive capabilities of models.
Introduction
Many problems in the field of climate research reduce to searching for a weak signal in a climate record. Typically, the search is confounded by the natural noisiness of the climate itself. For instance, in order to explain that a warming in the surface temperature record of the past 100 yr is the result of human activity, one must be able to show that climate would not ordinarily behave that way (Stouffer et al. 1994; Wigley and Raper 1990; Santer et al. 1995; Santer et al. 1996; Hegerl et al. 1996) . Also, to verify model predictions that the 11-yr solar cycle impacts the surface temperature record, one must be able to distinguish this pattern from other naturally or externally forced phenomena (Stevens and North 1996; North and Stevens 1998) . The process of distinguishing predicted signals such as greenhouse warming or the solar cycle from others, externally or internally forced, has become known as fingerprinting (Barnett and Schlesinger 1987) , and the methods of detecting signals by preferentially weighting the least noisy components are referred to as optimal (Bell 1982 (Bell , 1986 Hasselmann 1979 Hasselmann , 1993 North et al. 1995) .
In the optimal fingerprinting methods, one relies on model predictions for both the signal pattern to distinguish it from other signals and the characterization of the noisiness of the climate to distinguish it from natural climate variability. There exist dozens of climate models, though, each of which makes different predictions concerning the presence and amplitude of externally forced climate signals. At some stage, one should want to know which models are more probable relative to the other models in order to know which are the most useful predictors. In this paper, it is shown that one can relatively rate climate models according to their predictive capabilities in the context of detecting climate signals.
Bayesian statistics are used to show how climate signals can be detected and how models can be subsequently rated according to their predictions. Bayesian statistics provides a methodology wherein prior knowledge (i.e., model predictions) can be rigorously accounted for in arriving at posterior knowledge (i.e., a signal detection) with a given dataset (cf. Berger 1985) . Subsequently, the quality of the prior knowledge can be evaluated by calculating how well it predicted the outcome. The expected results are 1) a set of signal amplitudes, with associated errors, and 2) a relative probability that the model is true in light of the data used. This technique goes beyond a simple check of consistency between model and data: it automatically takes into consideration the relative complexity of models by penalizing overly complex models. This concept is referred to as ''Occam's razor'' and is based on the idea that models with more free parameters will always be able to fit data better but also lose predictive ability (MacKay 1992 and references therein). The application to detecting climate signals is clear: one uses several global climate models individually to predict the presence of climate signals, seeks to verify the model predictions in a common dataset, and finally determines the consistency of each model and the detection results it produced. Epstein (1985) gives an overview of related applications of Bayesian analysis of climate models.
The idea of rating models using Bayesian statistics has been exploited in the field of econometrics (Geweke 1995) , and this work ought to be readily applicable to climate research. If one were to pursue this avenue of research, one would rate models according to various statistics of their natural fluctuations and compare to similar statistics of the data. Such an approach is not taken here; instead, the problem is formulated to search out forced climate signals. This is done in part to show how several other climate signal detection techniques are limiting cases of the Bayesian method.
In the second section of this paper, the Bayesian statistical approach to detecting climate signals is presented analytically. A simple example is presented in order to clarify some of the concepts involved. In the third section, other signal detection techniques are shown to be limiting cases of the Bayesian approach. In the fourth section, this method is applied to the problem of detecting the solar cycle in a 100-yr record of surface temperature; however, the essentially Bayesian aspects of this method are abandoned at this point because uncertainties associated with climate signal amplitudes as determined by models are unavailable. Thus, different climate models cannot be relatively rated. Nonetheless it remains possible to examine different prescriptions of natural climate variability. The final section is a discussion of some implications of this work. Berger (1985) gives a comprehensive background of Bayesian statistics, which is encompassed by the mathematical statement
The probability of detection
in which p(E) is a prior probability that event E is true, P(D | E) is the likelihood that the data D was obtained given that event E is true, and P(E | D) is the posterior probability that event E is true in light of having obtained data D. These terms are referred to as the prior, the likelihood, and the posterior, respectively. There is an ensemble of possible events, E, resulting in the prior and posterior being probability distributions. The normalization constant for the posterior distribution is the ''evidence'' for the data. If all one wishes to do is to find a posterior mean and standard deviation, then Bayesian analysis reduces to orthodox statistics; however, Bayesian analysis can yield insights into basic assumptions. For instance, one can calculate relative probabilities for a set of assumed models. In the above description, only one model is assumed in deriving a prior distribution p(E), but normally there are several models possible, and any posterior distribution is contingent upon the model used. In Bayesian formalism, this is written as
in which M i denotes a particular model. One obtains the evidence for the data D given a particular model by integrating the right side:
In an ideal world, subjective priors p(M i ) could be assigned to each model, and subsequently the posterior probability of each model could be obtained by
The world is not ideal, though, and an even-handed approach demands that all models be given the same prior probability before any data is taken. This implies that p(M i ) is independent of the model. This type of prior is called flat or diffuse. When this is done, the evidence for the data becomes indistinguishable from the posterior evidence for the model given the data. This is not surprising, though, since it should be difficult to determine whether it is the model or the data that is flawed when they are not consistent. Lastly, the posterior evidence for the model given the data is not normalizable because it is impossible to define a complete set of models over which to normalize. The posterior evidence does permit the relative rating of the defined models given a set of data, D, though.
a. Simple example
The above formal language can be obscure to the scientist not acquainted with the language of statisticians, but this is one case for which a simple explanation can be given by way of a mathematical example. Assume that a model, M, predicted a temperature of some bath, an ocean temperature for instance, to be y p Ϯ p . This prediction quantifies the modeler's belief of what a future measurement of the modeled quantity will be. The uncertainty p is what the modeler believes the rootmean-square difference is between his prediction and what nature will realize. In practice, the modeler calculates p by varying all the parameters of his model within their respective uncertainties. The smaller p is, the more precise the prediction is said to be. The result constitutes a prior, and the normalized prior distribution, assuming Gaussian statistics, is
In other words, the modeler believes that the probability that a subsequent experiment will obtain a value be-
. Simple example of model inference. The prior probability and the data likelihood distributions for a univariate system are shown. The abscissa is the range of possible values for the variable, and the ordinate is the probability density. The prior knowledge of y is that it is y p Ϯ p . The data measured y as y m Ϯ m .
tween y and y ϩ dy is simply p(y | M) dy. Another modeler with a different model will have a different belief (prior) distribution. Then, an instrument is developed that measures the bath temperature to be y m Ϯ m , in which m is just the measurement error. The likelihood that this data is obtained given that the actual bath temperature is y, again assuming Gaussian statistics, is
Multiplying the prior and the likelihood gives the unnormalized posterior distribution:
The posterior distribution is normal in y. The center of the distribution is found by maximizing the exponent in y, which is just the same as minimizing Thus, the posterior probability distribution of the temperature of the bath is normal with a mean of y c , the most probable value of y, and a width of c , the uncertainty of y. The posterior knowledge is that the temperature of the bath is y c Ϯ c . The results thus far are obtainable by orthodox statistics, but with Bayesian statistics, the probability that this data is obtained given that the model M was true can be determined. This is done by integrating the product of the likelihood P(y m | y, M) and the prior p(y | M) over all possible y. The result for the evidence P(
The accuracy is what is used in orthodox statistics to make decisions on the consistency of model and data. Ordinarily, if the accuracy is significantly greater than unity, then either the model or the data is discarded. In Bayesian statistics, though, the coefficient of the exponential on the right of Eq. (9a) must be considered in addition to the exponential. The posterior evidence for the model given the data is related to the evidence for the data, given in Eq. (9a), by a multiplication by the prior probability for the model. By assuming a flat prior probability for all models [p(M i ) ϭ constant] and that m K p , the posterior evidence for the model P(M | y m ) can be written as Note that the evidence for a model cannot be increased by simply making the model more precise (decreasing the prediction error p ). In that case, the accuracy would be made worse since the data would become less likely to fall within the uncertainty of the prediction. In fact, A would increase more rapidly than the number of effective free parameters would decrease if the accuracy is already greater than one half. Figure 1 shows the prior and data probability distributions for an example. In this example, the accuracy A ϭ 0.55 but the number of effective free parameters log( p / m ) ϭ 2.08. The accuracy is good, but the relative model probability is penalized because the model does not predict the data very precisely. In general, it is desirable that the model predict the data within error 
A set of postprocessed observed data The covariance matrix of the natural climate variability and measurement error S i,j is the normalized amplitude of signal j at data coordinate i A variable array of signal amplitudes The model ''prior'' for climate signal amplitudes The covariance matrix of the uncertainties in the signal amplitude prediction p ␣ The posterior ''most probable'' estimate of the signal amplitudes The uncertainty covariance of the posterior estimate of the signal amplitude and that the volume of data space occupied by the prediction error be small. This concept generalizes naturally to multidimensional measurements.
b. Climate signal detection
In this section, the procedures for determining a posterior probability distribution for signal amplitudes and for calculating a relative rating of various models are presented. A comment on the relevance of model complexity is then made. Three commonly made assumptions are also made here. 1) The signal forms are known exactly, free of natural climate variability noise. This permits one to distinguish between signals and to partially distinguish between signal and natural climate variability.
2) The signals are linear by nature. Were this not assumed, the exceedingly expensive task of determining signal forms depending on the amplitudes of each would be required.
3) The statistics of the climate natural variability are Gaussian. This allows one to describe the fluctuations of the climate completely using covariances (which subsequently justifies the use of empirical orthogonal functions to interpret climate oscillations). To generalize the problem, it is also assumed here that every model provides predictions for the climate signal amplitudes with associated uncertainties.
In keeping with Bayesian nomenclature, the process of calculating posterior probabilities for signal amplitudes is referred to as the first level of Bayesian inference, and the process of calculating a set of relative ratings of climate models is referred to as the second level of inference. Table 1 contains a list and description of the variables used here. The signal shape matrix is presumably defined by a set of model control runs. For instance, the shape of the greenhouse gas-induced signal is obtained by subtracting the output of a model control run from that of a model run with steadily increasing greenhouse gas concentrations. This should be done separately for each individual forced climate signal. The element S i,j of the signal-shape matrix S is defined as the amplitude of signal j, which would correspond to data coordinate/ kernel i. (It is assumed the model output is sufficient to form a kernel for each data element.) The vector S␣ p , in which the vector ␣ p is the model-predicted amplitudes of the m signals, gives the model prediction for the appearance of the signals in the data.
1) FIRST LEVEL OF INFERENCE: CLIMATE SIGNAL AMPLITUDES
For the sake of simplicity of notation, the following definition for a normal distribution is made:
in which n is the dimension of x. The first step in accomplishing Bayesian inference is to construct the prior p(E). In this problem, the prior consists of a predicted signal amplitude with an associated uncertainty determined by the errors in the parameters of the model. The signal shapes are assumed exact, but the prediction error covariance matrix for the signal amplitude (␣) is the matrix A. The prior most probable value for the signal amplitudes is ␣ p . Thus, the prior distribution is
The vertical bars are to be read as ''given.'' The next step in accomplishing Bayesian inference is to define the likelihood for the data P(D | E). In this problem, the event E represents a possible set of signal amplitudes ␣ and the data D represents a set of measurements d. The relationship between a given set of signal amplitudes ␣ and the data they would produce is d ϭ S␣ ϩ n, in which n is the sum of the natural variability of the atmosphere and measurement error. It is random with zero mean and a covariance matrix, N. The natural variability covariance matrix should ideally be computed using real data. Such data are sparse, and data related to decadal variability are nonexistent. Thus, one is reliant upon an ensemble of control runs of a GCM, without the forced climate signals, in which the data are simulated. There are difficulties associated with the construction of the variability covariance matrix N as discussed in Preisendorfer (1988) . Here N is assumed as given. The probability of obtaining the measurements d given signal amplitudes ␣ is then
At this point, one only needs to multiply the prior of Eq. (12) and the likelihood of Eq. (13) to obtain a posterior probability distribution for the signal amplitudes ␣:
The most probable posterior estimate for the signal amplitudes is the ␣, which maximizes this distribution. By varying ␣, the most probable signal amplitude is found to be
and its associated uncertainty covariance matrix is
Equations (15a) and (15b) are used together to determine the signal-to-noise ratio of a possible climate signal detection. For example, the signal-to-noise ratio of the detection of signal i is simply
though only the diagonal elements of A m are used to determine signal-to-noise ratios, they are not the only ones of interest. The off-diagonal elements tell of possible relationships of amplitudes of the signals involved, thus adding more value to the detection. In fact, if k 1, the implication is that at least one signal
has been detected positively, and it need not be one individual signal. A new variable, which is a combination of the originally defined signals, may have been positively detected.
In characterizing the precision of a normal distribution, the most relevant quantity is the volume of the space enclosed within the 1-sigma error ellipsoid, which is proportional to the square root of the determinant of the uncertainty covariance matrix. The constant of proportionality is just a factor of order unity, which is a function of the number of signals m. Given the uncertainty matrix in the prior A, the precision of the prediction is proportional to |A| 1/2 . Likewise, the precision of the detection is proportional to |A m | 1/2 . Whenever more data is added, the volume of the uncertainty ellipsoid decreases, indicating an increase in the knowledge of the signal amplitudes. 
in which the accuracy A of the prediction is given by
The first term on the right describes the mismatch between the data and the posterior signal, and the second term describes the mismatch between the prediction and the posterior signal. The ensemble average of the first term on the right is the number of data points, or the rank of N, if the variability accurately describes the properties of the real atmosphere. When the accuracy A is less than or equal to the number of data points, it is usually said that the model prediction and the data agree with each other. As before, though, the more precise the prediction of the model, the more probable that model is.
The relative probability of a model can be evaluated given a dataset and that it depends on the precision and the accuracy of the model's prediction. The precision of the prediction is given by |A| 1/2 , which appears in the denominator of Eq. (16a). The clear implication is that a model that cannot give a precise prediction is less probable than one that does. The accuracy of the model prediction is A. If A is small, the model is said to be accurate. The clear implication is that a model that more accurately predicts data is a more probable one.
3) MODEL COMPLEXITY
Parameterizing subgrid-scale processes in climate models is necessary; however, there may be a tendency to overparameterize a model. If at some point in adding more parameters to a model one fails to significantly improve the uncertainty of the other parameters, one would needlessly increase the complexity of that model. An overly complex model will have less precision associated with its predictions and thus will have smaller posterior probabilities. To illustrate this point, the volume of the prediction uncertainty ellipsoid is examined while increasing the number of model parameters by one.
Assume that m climate signals are dependent on n free parameters p of the model and that the predicted signal amplitudes are dependent only on those parameters:
If the error covariance matrix for the parameters p is P, then the elements of the prediction error covariance matrix A are
If an extra free parameter is added to the system with no change in the uncertainty P of the other parameters, then the new prediction error covariance matrix AЈ is related to the old through
in which the elements of ␦A are
Both A and ␦A are positive definite. It can be proven, then, that |AЈ| Ͼ |A|, and hence the prediction error increases for increasingly complex models. A critical assumption is made by requiring the elements of P not to change with the addition of a new parameter. In general this is not true. In fact, the reason a new parameterization is added to a model is to relieve the stresses put upon the other parameterizations because they did not adequately account for a previously overlooked physical process. The stress on the parameters is reflected in the size of their uncertainties. Thus, when a new parameter is added, the uncertainties on the other parameters decrease. Only when the previous uncertainties P do not fall substantially enough upon the addition of a new parameter can the model be declared overly complex.
Special cases
The most limiting assumption made in this work is that the signal shape predicted by each model is exact. It is possible to avoid this assumption in a still more general Bayesian analysis; however, that is not done here, and it has not been done throughout most of the signal detection work to date. This method is sufficiently general, however, that much previous climate signal detection work can be shown to be a special case within this framework.
a. One signal, no prior
The work of several authors (Stevens and North 1996; Bell 1986 ) is reproduced when one assumes no model prediction and only one signal (m ϭ 1). When no prediction is available, a flat prior is imposed in which all possible values of the signal amplitudes are equally likely a priori. This effectively increases the prior uncertainty on the signal amplitudes to infinity, sending A Ϫ1 → 0. With m ϭ 1, the signal shape matrix S reduces to a vector s, the signal amplitude vector reduces to a scalar ␣, and the signal uncertainty matrix reduces to a variance . The most probable signal amplitude be-
and the uncertainty in that estimate becomes
The signal to noise ratio of the detection is |␣ m |/ ␣ . This is the same expression derived by Bell (1986) . If one rewrites the variability N in terms of its eigenvalues and eigenvectors, one notices that the quantity ␥ Ϫ2 in North et al. (1995) is the same as here.
2 ␣ The risk taken in this special case is that the signal described by s might be confused with another signal really present in the data, which is similar in any way. For instance, any tropospheric cooling effect induced by a volcanic eruption might be confused with a negative greenhouse gas-induced warming if only the latter were considered. To allay this type of confusion, it is necessary to include the shapes of all substantial signals in S in order to detect any one signal with confidence.
Whenever a prior probability is not taken into consideration, Bayesian statistics reduces to orthodox statistics. Furthermore, by eliminating prior probabilities, it is no longer possible to calculate a relative posterior probability for a model, which requires Bayesian statistics (cf. MacKay 1992). With orthodox statistics, one can only evaluate the accuracy A of a prediction.
b. Multiple signals, no prior
Other work is characterized in this special case when m Ͼ 1 and A Ϫ1 ϭ 0. With these assumptions, the posterior estimate of the signal amplitudes becomes
and the uncertainty covariance of that estimate becomes
The result of Eq. (20a) is the same as that derived by Hasselmann (1993) . This special case is fully able to distinguish between two very similar but slightly different signals. This is easily proven by substituting the noiseless signal S␣ for d in Eq. (20a), the result being ␣ m ϭ ␣.
c. Multiple signals, no prior, uncorrelated variability
The best unoptimal method for detecting multiple signals without a prior is done by neglecting all of the structure of the natural variability. This is done by setting all of the eigenvalues of the natural variability covariance matrix to the same value ( 2 ), hence N ϭ 2 I. Then the posterior estimate of the signal amplitudes becomes
and the uncertainty covariance becomes
This technique has the advantage of being able to distinguish nonorthogonal signals, but not optimally. One
notices that the set of vectors in C ϭ S(S T S) Ϫ1 is just the conjugate set to S, which spans the same space as S. This means that the ith signal in C is perpendicular to all the non-i signals in S. Thus, this technique will prevent the presence of one signal in the data from being identified as another, which has largely the same shape.
Detecting the solar cycle
The statistical technique presented above is applied to the problem of detecting a signal induced by the solar cycle in the surface temperature record over a 100-yr period. The problem is the same as that addressed by North and Stevens (1998, NS hereafter) , and indeed many of their calculations are used in this section. It is possible that several signals are present in the surface temperature record, the other signals being greenhouse gas-induced warming, anthropogenic sulfate aerosolinduced cooling, and volcanic particulate-induced cooling. The detection technique presented in this paper is ideally suited to identifying each signal in the data and propagating a climate variability to posterior errors on the signal amplitudes. First the Bayesian technique outlined in the previous sections is applied. Second, the sensitivity of preprocessing of the data is tested. Finally, the consistency of model-prescribed variability and the data is evaluated.
a. Signal amplitudes and covariances
The data used by NS is annual temperature at 36 locations averaged over 10Њ ϫ 10Њ bins (Stevens and North 1996) for 100 yr, yielding 3600 pieces of data. If the Bayesian technique were applied completely, then the climate variability matrix N would contain 3600 ϫ 3600 elements, making the matrix difficult to invert computationally. After Fourier transforming these signals in time and retaining a subset of frequencies around that of the solar cycle (0.06-0.13 yr Ϫ1 with a spectral resolution of 0.01 yr Ϫ1 ), just 576 data elements remain. The problem is further simplified by noting that the natural variability fluctuation time series is stationary in time; thus, eigenvectors in time are sinusoids, meaning the coefficients of the Fourier transform are statistically independent. With real and imaginary parts of the Fourier transform at eight different frequencies, this property permits a separation of the detection problem into 16 different detection problems, each of dimension 36 corresponding to the different surface regions. Thus, the likelihood function can be written as
in which the signal form matrix is separated into 16 different 36-by-4 matrices S i , and the climate variability matrix N is the same for all frequencies by virtue of the proximity of the frequencies involved to each other.
Each one of these 16 different detection problems is considered as an ''indicator,'' complete with its own likelihood function. Each indicator corresponds to the real or imaginary part of the eight remaining frequencies. Signal amplitudes and covariances can be obtained for each indicator, and they are
[cf. Eq. (15)]. To combine the results of all the indicators, one practically takes the weighted average of them:
and
This is identical to the result that is obtained by maximizing the combined likelihood by varying ␣ in Eq. The real and imaginary parts of ŷ km corresponding to the frequencies 0.06-0.13 yr Ϫ1 are separated into the 16 data vectors d m of 36 elements each (m ranges from 1 to 16). If the spatial climate variability covariance matrix is N, corresponding to the covariance of fluctuations in y kl for a given l, then the variability covariance matrix corresponding to ŷ km for a given m is 2 N ϭ N.
(26) 100
The matrix N is used in place of N in this example.
Since the climate variability is difficult to measure by itself, it has become standard procedure to calculate it using an ensemble of control runs of a particular GCM. Four different variability matrices are used here as they are in NS, computed from a simple energy balance model (EBM), the coupled model of the Geophysical Fluid Dynamics Laboratory (GFDL/c), the mixed-layer model of GFDL (GFDL/ml), and the first generation model of the Max Planck Institute (ECHAM1/LSG). Table 2 lists the signal amplitudes and associated error covariances given each model-prescribed climate variability. Throughout, the first element corresponds to the greenhouse gas-induced signal, the second to the volcanic-induced signal, the third to the solar cycle-in- duced signal, and the fourth to the sulfate aerosol-induced signal. The amplitude of the solar cycle-induced signal for the 16 indicators and the error associated with each is shown in Table 3 . The error is A i (3, 3) 1/2 . The bottom line gives the amplitude (the third element of ␣ m ) and the error, A m (3, 3) 1/2 . It is convenient to use error ellipses to describe the posterior probability distribution of pairs of signal amplitudes. These ellipses are constructed after retaining a particular two-element subset of the signal amplitude vector and the corresponding 2-by-2 element subset of the posterior error covariance matrix and determining the locus of points x, which satisfy
The resultant ellipse encloses a region containing all those possible values for signal amplitudes within one sigma of the most-probable amplitudes ␣ m . Covariances in the signal errors are weak except for the covariance of the error in the greenhouse gas-induced signal amplitude and the error in the sulfate aerosol-induced signal amplitude. Error ellipses describing the amplitudes of the greenhouse gas-and sulfate aerosol-induced signals are shown in Fig. 2 . The strong correlation is a direct result of the antiparallel nature of the two signals in this dataset. With this data it is easy to confuse a negative aerosol cooling with a positive greenhouse warming of the surface temperature because the two have nearly the same structure spatially and temporally. Nonetheless, there are distinguishing features to each signal, which this technique utilizes maximally; however, the distinguishing features generally are also associated with large climate variabilities, thus inhibiting the resolution of the signals' ambiguity. It is VOLUME 11 evidently necessary to choose a dataset in which signals are expected to be orthogonal by nature. The posterior probability of the solar cycle-and volcanic-induced signals are shown in Fig. 3 . Again, the ECHAM1/LSG model tends to give a substantially more precise result because of its decreased variability. In the presence of the volcanic signature, the solar cycle-induced signal was measured with a signal-to-noise ratio of 1.0, implying that it is about as likely that the solar cycle signal exists as that it does not. Given the wide variety of amplitudes for the different indicators (Table  3) , even for those indicators with small associated errors, it seems most likely that the solar cycle-induced signal has not been detected.
b. Sensitivity to indicators
In this section, a simple experiment is performed to investigate the effects of the different indicators. Since most of the power of the solar cycle is contained in a small frequency band, most of the information on the amplitude of the solar cycle should be retained if we eliminate insubstantial frequencies. Others have suggested, in fact, that in this type of exercise the signalto-noise ratio of the detection ought to improve with the elimination of unimportant data. To investigate this idea, only the indicators corresponding to the frequencies from 0.08 yr Ϫ1 through 0.11 yr Ϫ1 are retained, since the solar cycle has a roughly 11-yr periodicity.
The results for the detection of the solar cycle given the GFDL/c variability are shown in Table 3 . Clearly, indicators 5-12 contain most of the power in the solar cycle-induced signal, and consequently the error on the posterior estimate of the solar cycle signal strength should be only slightly greater than with all 16 indicators. The amplitude for the solar cycle signal is in Fig. 4 , the greenhouse gas signal is in Fig. 5 , the volcanic signal in Fig. 6 , and the sulfate aerosol signal in Fig. 7 . The error bars are the square root of the relevant diagonal element of the posterior covariance matrix. The amplitudes and errors determined using all 16 indicators are included for reference.
The restriction to only eight indicators increased the error in all of the amplitudes with some amplitudes increasing dramatically. The amount of error in the amplitudes of the greenhouse gas-and sulfate aerosolinduced signals increased by ϳ 2, reflecting the rough-͙ The signal amplitudes generally increase, markedly so for the greenhouse gas-induced signal. That such a dramatic increase is manifested only for the greenhouse gas-induced signal and is largely consistent for all estimates of the climate variability indicates an error in the construction of the signal shape matrix. The probable culprit is the solar cycle signal, whose shape is reminiscent of the greenhouse gas-induced signal horizontally. Table 4 is a listing of the amplitudes and errors associated with each indicator for the greenhouse gas signal given the GFDL/c variability. Clearly, the eighth indicator is highly important since its associated error is the smallest of all the indicators. The amplitude of the eighth indicator, though, is significantly larger than the cumulative amplitude. Note that this indicator is also the dominant one associated with the solar cycle signal as well (cf. Table 3 ). It is probable that an error was made in the construction of the horizontal shape of the solar cycle signal and/or the greenhouse gas signal, thus allowing part of the solar cycle signal to leak into the detection of the greenhouse gas signal.
c. Residual fluctuations
Because no prior estimates of signal amplitudes are available, it is impossible to evaluate rigorously the evidence for the model that predicted the climate signals (in this case the EBM). It is possible, however, to evaluate some parts of the posterior model evidence given by Eq. (16a), namely, the posterior error volume |A m | 1/2 and the accuracy A given by Eq. (16b). Of course, the second term in the accuracy cannot be evaluated because of the absence of a prior (A Ϫ1 → 0), so the accuracy degenerates into a residual 2 , the square of the difference between the data and the fitted signals divided by the natural variability. Should the residual 2 be less than or equal to the number of data elements, the modeled variability adequately describes the resid-
The residual 2 for each indicator and for each prescription of the natural variability. The indicator number refers to those given in Table 3 . The dashed line gives the optimal value of 36. Figure 8 displays the residual 2 associated with each indicator for the variabilities described by each of the four models used. It is given by
in which the signal amplitude ␣ m is that calculated using Eq. (24a). For each indicator, the rank of N is 36.
To fully compare the performance of each model variability, Table 5 contains a list of the total variance Trace(N), the volume of the posterior error ellipsoid |A m | 1/2 , and the total residual 2 associated with each model. The residual 2 should be less than or equal to 576 when the modeled variability adequately describes the residuals in the data.
In general, modelers construct their models in such a way that the total variance agrees well with available data; therefore, any departure of from its ideal value 2 res,i cannot have been caused by gross overestimates or underestimates of the natural variability. For ECHAM1/ LSG, this is in fact the case, though. The natural variability is grossly underestimated by that model, leading to values of which are approximately five times too 2 res,i large. The Max Planck Institute has developed three more generations of ECHAM since ECHAM1/LSG. Given accurate total variances, if does not agree 2 res,i with its ideal value, then it must be because the model does not represent the structure of the variability correctly. This is probably the case for both GFDL models. The EBM, which underestimates the natural variability of the atmosphere even more than ECHAM1/LSG, also gives extremely large values for the posterior error of the fitted signal amplitudes. This can occur only if the EBM characterizes the structure of the variability extremely poorly.
Discussion
Two immediate concerns are raised by the detection of the solar cycle. First, even slight errors in the construction of the signal shapes can lead to significant errors in detecting the signals. This concern was raised in the previous section because the solar cycle signal seemed to leak into the detection of the greenhouse signal. This problem is a consequence of assuming precise knowledge of the signal shapes and is properly resolved only by assigning uncertainties to the different components of the signal shapes in a more general Bay-esian analysis. Second, the difference in the variabilities of the ECHAM1/LSG and GFDL models is large. Consequently, it is difficult to have confidence in the dynamics of either model, even though the GFDL models seem more consistent with the data used in this paper. Already, efforts are being made to address the problems with the variabilities of global climate models (Haskins et al. 1997; Polyak 1996) .
The rigorous method of accounting for uncertainties in signal shapes would be to invoke a multidimensional prior for the individual components of each signal shape. The result of the first inference would be a determination of the actual signal shapes. In practice, this approach is probably overly expensive computationally. Another possibility exists, however. The uncertainties in the signal shapes can be interpreted as part of the natural variability of the climate and could then be simply added to the variability matrix N. By adding a completely uncorrelated component of noise to N, the first level of inference becomes much less susceptible to errors in fine structure of the signal shapes. While not rigorous, this may give a good approximation to what effects uncertainties in the signal shapes would have on the climate signal detection problem.
Several other general comments on detecting climate signals can be made given the Bayesian viewpoint. First, the Bayesian framework requires uncertainties associated with the estimates of the climate signals to be detected if one is to understand which models perform best. Up to this point, formal estimates of the errors associated with greenhouse gas-induced warming have been neglected. Without them, it is impossible to know which model can make predictions most reliably. Second, before any signal can be detected, it is necessary to enumerate all possible forced climate signals that may exist in the data, especially those that are somewhat similar to the one being searched out. Without such an enumeration, it is possible that a false detection can occur because of the leakiness of the filter constructed. Finally, data types can and should be chosen such that possible ambiguities between climate signals be resolved and that the precision of the detection be improved. This involves choosing data that emphasize the portions of signals that are unique and that are expected to be minimally affected by the natural variability of the climate (Barnett and Schlesinger 1987) .
