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Abst rac t - -The  Burr type X distribution function studied here, F(z; O) ---- (I -e  -=2 )e, has shape 
parameter 0 > 0 and is defined for all real x _) 0. In this paper, the exact form of the probability 
density function and moments of the r th-order statistic in a sample of size n from F are derived. 
Measures of skewness and kurtceis of the pdf for different choices of r, n, and 0 are presented. Two 
types of estimators of location and scale parameters based on some observed order statistics have 
also been discussed. (~) 1998 Elsevier Science Ltd. All rights reserved. 
KeyworcL ;  order statistics, Burr type X distribution, Moments of order statistics, Minimum 
variance linear unbiased estimator. 
NOMENCLATURE 
F - l (p )  ffi sup{z : F(z)  _< p, for 0 < p < 1} 
x~ffiy 
Exp (0) 
x2(r) 
(a -  1)!(b - 1)! 
Iv(a, b) ffi {B(a, b)} -1 J~0 t~- I  (1 - t) b-1 dr, 0 <_ v <_ 1 
(s i + l),n" > 1 and s is a real number (.*) = n~'=, ,, I  
s! 
(~) ffi nl.(s -- n) l '  s is a positive integer 
the percentile function of the cdf 
identically random variables (r.v.s) X and Y 
exponential r.v. with mean 1/0 
chi-square r.v. with r degrees of freedom 
beta function 
incomplete beta function 
binomial coefficient 
ordinary binomial coefficient 
1. INTRODUCTION 
Let us consider the Burr type X distribution with probability density function (pdf) 
f(x;0) = 20xe -=' (1 -  e-Z ' )  0-1 , x>O, 0>0 (1.1) 
and cumulative distribution function (cdf) 
F(x;O) f (1-e-=2) °, x_>o, o>o, (1.2) 
where 0 is the shape parameter. When 0 = 1, the above distribution corresponds to the Rayleigh 
distribution with a 2 -- 1/2 [1]. It is important o mention here that when 0 is a positive 
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integer, the Burr cdf is the cdf of the maximum of a random sample of size 0 from the Rayleigh 
distribution. For 8 _> 1, the distribution has a unique mode. The median of the distribution is 
[-In(1 - (0.5)1/°)] 1/2 and its moments are given by 
#(k) = OF + 1 jr0 (j + 1)k/2+l' (1.3) 
where [ 7(7 - 1)(7 - 2).. .  (~/- j + 1) 
(7~= j[ , i f j  >0,  
\ J /  1, if j = 0, 
and F(.) is the complete gamma function. The original work for developing the Burr system was 
introduced by Burr [2]. The work was to provide a method for fitting cdfs to frequency data. 
The system of distributions was generated by considering cdfs satisfying the following differential 
equation: 
dF = F(1  - f)g(x) dx, (1.4) 
where 0 _< F _< 1 and g(x) is a suitable function, nonnegative over the domain of x. Burr gave 12 
solutions to the differential equation in (1.4) (corresponding to the various choices of g(x)). The 
type X family is one of these distributions. This distribution can be used as a failure model for 
some systems and can also be used in the approximation of distributions. It arises in a number 
of theoretical settings and its functional form facilitates the study of its order statistics. For 
detailed iscussions in this respect, see [3,4]. 
Order statistics from the Rayleigh distribution (8 = 1) were studied by Govindarajulu and 
Joshi [5] and by Dyer and Whisenand [1]. Sartawi and Abu-Salih [6] have derived prediction 
bounds for the order statistics in the two sample and one sample cases when samples are assumed 
to be from the Burr type X distribution. 
Let X1,X2,... ,Xn be a random sample from the Burr type X distribution with pdf and cdf 
as in (1.1) and (1.2), respectively, and let Xl:n _< X2:n <_ "" <_ Xn:n denote the order statistics 
obtained from this sample. In the context of reliability theory, Xr:,~ represents he life length of 
an (n - r + 1)-out~of-n system made up of n identical components with independent life lengths. 
When r = n, it is better known as the parallel system. For detailed discussion in this respect, 
[7,s]. 
In Section 2, we obtain closed form expressions for the pdfs and moments of order statistics 
for type X model. We compute the measures of skewness and kurtosis of the distribution of the 
rth-order statistic in a sample of size n for different choices of n, r, and 8. Section 3 gives the 
percentage points of rth-order statistic. In Section 4, an estimator of the parameter 8 and two 
types of estimators of location and scale parameters based on some observed order statistics are 
discussed. 
2. D ISTR IBUT ION OF  ORDER STAT IST ICS  
AND THEIR  MOMENTS 
The pdf of Xr:n (r = 1, 2,..., n) is given by [9, p. 10], 
fr:,(x) = [B(r, n - r + 1)I-liP(x; 0)]r-1[1 - F(x; 0)]"-rf(x; 0), 
where f(x; 0) and F(x; 8) are pdf and cdf given in (1.1) and (1.2), respectively. 
jffiO 
(2.1) 
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where 
n(-1)~ (n-l~ (~-r~ 
kr--1] k j 1 
O~=iO and djin, r )= ( r+j )  
Note that djin, r) iJ = 1, 2 , . . . ,  n - r )  are coefficients not dependent on 0. This observation means 
that fr:n(x) is a weighted average of other Burr type X densities. As special cases of (2.1), the 
pdf of Xl:n and Xn:n, respectively, are 
n-1  ( _ l ) J (n~l )  . 
f l :n (x)  -~ n Z iJ + 1) ! ix ;  01j) 
j=0 
and 
f . :n(x) = I (z; 0n). 
From (1.3) and (2.1), we get the k th moment of Xr:n to be 
(~  )n - r  vo , ,  , i _ l ) l (0 r+ i -1 )  
D(rk. ) = OF "1- 1 Z Za j tn ' r )  - ~ 7 ~  ' 
j=0 /ffi0 
(2.2) 
where 
d;(n,r) = n(-1)  j r -  1 j ' 
, (k) = rOF(k/2 + 1) oo l 1)~/2+1). For n = r, formula (2.2) reduces to ~r:r )-~t=0((-1) (r°~l)/(l + Hence, 
the moments of order statistics can be evaluated using the coefficients d~ (n, r) (J = 1, 2 , . . . ,  n - r )  
and the moments of Fix; 0). Moreover, the measures of skewness and kurtosis of the distribution 
of the rth-order statistic an be evaluated from the following expressions: 
.(3) 3 (2) r:n -- Dr:nDr:n + 2D3:n 
Dr:n/ 
and 
• ( 4 )  . (3) -. 2 (2) r:n -- ~r :nDr :n  + ODr:nDr:n -- 3D4:n 
In Table 1, we present he values of a and/3 for the cases in which n = 1, 3, 5, 7, 8 and 
0 -- 2, 2.5, 3, 3.5 with 1 < r < n. For these selected values, we observe that the distribution of 
the rth-order statistic is positively skewed. For a given n, we notice that for r _< ( n q- 1)/2, c~ 
decreases as 0 increases, and for r > (n + 1)/2, ~ increases with/9. For fixed n and 0, the value 
of f~ increases as r increases. Further, we observe that as n increases and 0 decreases, the value 
of ~ of the sample median converges to 3, the kurtosis measure of the normal distribution. 
The joint pdf of any two order statistics U = Xr:n and V = Xs:n (1 < r < s _< n) is given by 
[9, p. 16], 
fi,,:niu, v) =402Cr, s:nuve-U2e-V2 (1 -e  ~, )0 ( r -1 ) [ (1 -  e-V') o -  (1 -  e-U')s] "-r-1 (2.3) 
[ ]-' 
-- -- -- , 0<U<v < Cx~, 
where Cr,.:n = nl/[(r - 1)l(s - r - 1)!(n - s)l]. 
Then, from (2.3), we obtain the product moment of order statistics as 
Dr,.:,, = E (Xr:nX.:n) = Cr,.:n uvfr,.:n(U, v)dudv, 0 < u < v < c¢. (2.4) 
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Table 1. Values of a and ~ of Xr:n for different values of 0. 
0 
n r 
1 1 0.507913 3.247905 
3 1 0.318163 3.003499 
2 0.350607 3.156312 
3 0.513899 3.425294 
5 I 0.243118 2.924782 
2 0.240048 3.057438 
3 0.280598 3.110339 
4 0.360103 3.223898 
5 0.549202 3.517901 
7 I 0.199787 2.685651 
2 0.187691 2.995395 
3 0.208599 3.042249 
4 0.239953 3.084486 
5 0.288459 3.144835 
6 0.375611 3.262618 
7 0.575376 3.578936 
8 1 0.183915 2.872513 
2 0.169607 2.983070 
3 0.186702 3.025547 
4 0.210370 3.057872 
5 0.242998 3.096190 
6 0.293139 3.156467 
7 0.382839 3.277351 
8 0.585940 3.602975 
=2 0=2.5  0=3 0=3.5  
0.494981 3.277585 
0.263918 3.007602 
0.342059 3.175400 
0.528284 3.465540 
0.172627 2.933474 
0.214371 3.948604 
0.274015 3.122694 
0.365856 3.245128 
0.566450 3.558451 
0.119653 2.901489 
0.152507 3.010530 
0.192367 3.048305 
0.234666 3.082067 
0.290714 3.158862 
0.385131 3.284659 
0.593032 3.618897 
O. 105163 2.891686 
0.130804 3.003098 
0.167210 3.028529 
0.201404 3.065501 
0.241780 3.100600 
0.297065 3.174054 
0.393156 3.298678 
0.603546 3.642780 
0.491498 3.305301 
0.233199 3.015025 
0.340072 3.191967 
0.541311 3.498728 
0.132152 2.943437 
0.201174 3.056757 
0.272375 3.134900 
0.372469 3.202844 
0.680832 3.591374 
0.073890 2.914699 
0.133928 3.014165 
0.184141 3.057990 
0.233008 3.102913 
0.294706 3.170228 
0.393968 3.302150 
0.607368 3.651409 
0.052520 2.906635 
0.110548 3.003016 
0.156761 3.040011 
0.197405 3.072741 
0.242241 3.1146,55 
0.302667 3.182062 
0.402348 3.316921 
0.617748 3.674871 
0.492327 3.330489 
0.213975 3.026218 
0.341082 3.206315 
0.552916 3.526809 
0.108688 2.955467 
0.194044 3.083199 
0.273170 3.145465 
0.379037 3.277983 
0.593032 3.618997 
0.043429 2.930288 
0.122758 3.015784 
0.180750 3.062099 
0.232991 3.116984 
0.299270 3.178673 
0.401862 3.316933 
0.619336 3.678489 
0.020647 2.924250 
0.097647 3.003404 
0.153157 3.033994 
O. 194500 3.005670 
0.244595 3.121453 
0.308093 3.189435 
0.410448 3.332130 
0.629547 3.701648 
• 2 . , . Expanding [I - (1 - e -~' )o]n-.  bmomtally m powers of (1 - e-~'2) 0 and [(I - e-¢'2) s - (I - 
e-U2)O] m-r-1 in powers of (1 -- e-"2) ° and (1 - e-@) 0, we obtain from (2.4) that  
. _ . . _ , _1  
P.',.:n ---- 402Cr, rn  E E ( -1) '+J  s - . - 1 n s u2v2e_U2e_~,2 
~ffi0 jffi0 
x dudv .  
(1 - -e  u ' )  O(r+', l(1--e-~2)('-r-j't'i'O-1 
Let 
= - - dudv .  
JO 
Expanding (1 - e-U2) °(r+j) - I  and (1 - e-V2) (a - r - j+O°- I  binomially in powers of e -u2 and 
e , respectively, we get 
I i j _ _E  E (_ l )k+m 0 , .+. -1  Od 1 ~2(k+l ,m+1) ,  
k=0 mr0  
where d = s - r - j and 
f/: ~(a ,  b) = 4 u2v2e-'U2e-b ' du dr .  
Leiblein [10] has derived an explicit algebraic formula for the function O~(a, b) = 6 2 fo °° fo  u6v6 
e-a"6e-~6 du  dv  to  be 
[I'l, u/.-'(1+1/6)] 2. ( 6"1 ½) ~6(a,b) = ,,a,.~1+¢~/6  .'./(.+b) 1 + 1 + , a > b. 
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Furthermore, one can easily show that 
~6(a ,b)  -4- ~6(b,a) = IF(1 + 1/~)] 2 
(ab)  1.1.(1/6) " 
For 6 = 2, a = k + 1, and b = m + 1, we have 
¢2(k + I, m + 1) = 2 f0 q t01/2(1 -- II3) 1/2 all/), 
[(k + 1)(m + 1)13/2 
where 
(k + i) k > m. 
q=(k+m+2) '  
By making the transformation w = sin 2 0, 0 </9 < ~r/2, we get 
i { } ~b2(k + 1,m + I) = 2[(k + 1)(m + I)]3/2 sin-1 V~-  sin(4sin-1 v~) 
4 
k>_m. 
Some algebraic simplifications show that 
1 { s in -1V~-  (1 - 2q)v~ 1V/]'-~- q } ~bz(k + 1,m + 1) = 2[(k + 1)(m + 1)] 3/2 
The covariance between the two-order statistics Xr:n and Xa:n is given by 
Co~ (x~:. ,  x . : . )  = m,. : .  - ~,~:.~o:., 
where 
and 
)( ) #r,"n- -O2Cr , ' :nE E ( -1) '+J(  s - r -1  n -s  a,j 
~=0 j=0 j i 
n-k  oo (_l~l{Oh+#-l~ 
- "  ' ' 
• " ' 
j r0  1=0 
(2.5) 
(k=r ,s ) .  (2.6) 
3. PERCENTAGE POINTS OF  ORDER STAT IST ICS  
The cdf of Xr:,(1 < r < n) is given by 
Fr:n(X) = IF(x)(r,n - r + 1). 
Therefore, the lOOp th percentile of Xrm, for given n, r, and p can be obtained by solving 
Frm(x) -- p. (3.1) 
The percentage points of Xrm can be evaluated from (3.1) by using tables of incomplete beta 
function (see [11]). However, for r = 1, equation (3.1) reduces to (1 - (1 - e-Z2)° )  n = 1 - p. 
Thus, the 100p-percentage point of the smallest order statistic Xl:n is given by 
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Similarly, for r = n, the 100p-percentage point of the largest order statistic is F~l(p; 0) = 
F- l (p;  nO). This implies that 
(_l° 0-,,,oo))"'. 
When 1 < r < n, the percentage points can also be obtained by using t-approximation to the 
incomplete beta function (see [12]) as follows. 
Let Tv be a t random variable with v degrees of freedom which is obtained by equating the 
coefficient of kurtosis of the generalized logistic to that of the t-distribution. Denote the r th 
cumulant of the logistic distribution by Kr. The approximate expression for the Frm(z) is found 
<o e ( [  }/ 
Fr.n(z) ~- P Tv < c in 1 - F(z) K1 , 
where 
~j 
c= K~(v-2)" 
This immediately gives 
(-,n[, (, • = - + . (3 .2 )  
Approximation to percentiles of order statistics Xrm(1 < r < n) can be obtained from equa- 
tion (3.2) either by using the t-table or by borrowing a simple approximation for tv proposed by 
Kochler [13]. 
4. ESTIMATION BASED ON ORDER STATISTICS 
Let Ulm <_ [Tim _< " -  _< Unto be the order statistics of a random sample of size n from U(0,1) 
and Vim _< V2m _< -'" _< Vnm be the order statistics of a sample of size n from Exp(0) population. 
Then upon making use of the fact that X = - logU has Exp(1) population and - logu  is a 
monotonically decreasing function in u, we immediately have 
_log (1_ e_Xll:.) __d V,-,-i+l:n. (4.1) 
Let  Vn-t-[- l :  n ___ Vn-t. i-2:n < " ' "  ¢~ Vn:n be a Type II censored sample available from Exp(0) 
population, and consider the constant Irl = 1ri (t, n), defined by lrl -- ~'~ffit j - i .  Note that 1rl is 
the mean of Zn-t+lm, where Zi.n is the i th order statistic of a random sample of size n from the 
Exp(1) distribution. To estimate the shape parameter 0 based on the available t observations 
from Exp(0), define 
It follows from [14, p. 364] that for (n - t + 1)/n _< 2/3, 2#St,, is distributed almost like a X2(2n) 
variate with 2n degrees of freedom. Therefore, an estimator of 8, denoted by 8, is given by 
t l n  " 
From (4.1), we obtain an estimator of 0 by function of order statistics as the following: 
n 
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Since the estimator 0 ~ 2nO~Y, where Y is 4[stributed almost like X2(2n), it follows that the 
variance of/~ is 
( )  n202 
var  = [(n - 1) (n - 2)] '  > 2. 
The estimator 0 defined as 
(n - 1) (4.3) 
t--1 -X?  -X  2. 8= {)'-]i:1 [-log(1-e ,:-)] +[if:-1-((n-t+l)/~'l)]log(1-e ,.,,)} 
is almost an unbiased estimator for n > 1 with variance 02/(n - 2) for n > 2, which is smaller 
than that of ~. In the special case of the complete sample (that is, t = n), the estimator 8 in (4.2) 
reduces to 
= n -x  2 . . (4.4) 
It is important to mention here that the estimator 0 in (4.4) is exactly the same as the Maximum 
Likelihood Estimator (MLE) of 8 based on the complete sample. 
By using (4.2) and (4.3), we have simulated (baaed on 5,000 Monte Carlo runs), the values of 
(1) b ias of  
(2) bias of 8, 
(3) Mean Square Error (MSE) of/~, 
(4) MSE of ~. 
Table 2. Simulated values of bias and MSEs of 0 and 8. 
0=2 8=2.5  0=3 0=3.5  
3 
t 
2 0.97258 --0.01827 
9.32966 3.72643 
3 0.97537 --0.01642 
7.59547 2.95322 
3 0.49327 -0.00538 
2.40677 1.38464 
5 0.46399 -0.02881 
1.99349 1,13889 
3 0.33809 0.00408 
1.27672 0.85403 
5 0.34783 0.01243 
1.19216 0.78715 
7 0.34914 0.01355 
1.23897 0.82089 
2 0,31396 0.02472 
1.15765 0.81147 
4 0.29157 0.00513 
0.95678 0.66747 
8 0.28269 -0.00265 
0.92270 0.64527 
1,21573 -0.02285 
14.57754 5.82256 
1.21921 -0.02052 
11.86794 4.61439 
0.61658 -0.00673 
3.76057 2.16350 
0.57998 -0.03601 
3.11484 1.77951 
0.42261 0.00509 
1.99487 1.33443 
0.43479 0.01553 
1.86276 1.22991 
0.43642 0.01693 
1.93590 1.28265 
0.39245 0.03089 
1.80883 1,26792 
0.36447 0,00841 
1.49497 1.04293 
0.35336 -0.00331 
1.44172 1.00823 
1,45887 -0.02742 
20.99170 8.38447 
1.46306 -0.02463 
17.08983 6.64474 
0.73990 -0.00808 
5.41522 3.11544 
0.69598 -0.04321 
4.48537 2.56249 
0.50713 0.00611 
2.87261 1.92158 
0.52174 0.01864 
2.68237 1.77108 
0.52370 0.02032 
2.78769 1.84702 
0.47095 0.03708 
2.60472 1.82580 
0.43736 0.00769 
2.15276 1.50181 
0,42403 -0.00397 
2.07608 1.45185 
1.70202 -0.03199 
28.57203 11.41220 
1.70690 --0.02873 
23.26118 9.04422 
0.86322 --0.00943 
7.37072 4.24046 
0.81198 --0.05042 
6.10509 3.48785 
0.59165 0.00713 
3.90994 2.61548 
0.60870 0.02174 
3.65101 2.41063 
0.61099 0.02371 
3.79437 2.51399 
0.54944 0.04326 
3,54530 2.48512 
0,51026 0.00897 
2.93014 2.04413 
0.49470 -0,00464 
2.82578 1.97613 
Note: The first entry is the simulated bias. 
The second entry is the simulated MSE. 
In Table 2, we have presented these values for various choices of n, t, and 0.  From this table, we 
observe that the performance of 8 is better than that of 8 for all choices of n, t, and 0 considered. 
Next, we discuss the estimator of the location and scale parameters of the Burr type X distri- 
bution based on the first t observations. It is assumed that the shape parameter 0 is known. Let 
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Y I .n  -< Y~.n -< "'" -< Yt:n be the available ordered observations in a random sample of size n with 
pdf 
/~_<y < oo, a>0,  O>0.  
Then X = (Xl:n, X2:n,.. . ,  Xt:n) where X~:n = (Y~:n - lZ)/a, i = 1, 2, . . . ,  t (t <_ n) is a type II 
censored sample from a population with the standard Burr type X pdf and edf given in (1.1) 
and (1.2), respectively. Then we can write 
E(Y)=#l+aa,~ ~ 
where 1 = (1,1, . . . ,  1)', a = (ot i ,  o r2 , . . .  , o~t) t with ai = E(Xi:,~) (i = 1, 2 , . . . ,  t). Using Lloyd's 
meth°d[15] for deriving the Minimum Variance Linear Unbiased Estimators (MVLUEs), it can 
be concluded that the MVLUEs/2 and b of/J and a, respectively, based on Y are 
/2 = ~ a ' (4 .5 )  
VV -1 ( la ' -a l ' )  V - IX  (4.6) 
b=~ A ' 
where 
and 
_ 
0"2 (Q~IV- 11OL) 
Var (/2) = A ' (4.7) 
Var (b) = A ' (4.8) 
Co, (#, 8) = A 
For given 8, we can evaluate a and V using the expression in (2.5) and (2.6). On substituting 
N 
these in (4.5) through (4.9), we obtain the MVLUEs fi and b, together with their variances and 
co,ariance. 
For e~arnple, with n = 5 and 0 = 2, a and V are found to be 
0~=(0.676280, 0.914949, 1.118888, 1.343145, 1.675724), 
[ 0.048995 0.029958 0.021970 0.017101 0.013070 
10.029958 0.048186 0.035742 0.027910 0.021463 
J V= |0.021970 0.035742 0.054043 0.042520 0.033031 . |0.017101 0.027910 0.042520 0.069375 0.054348 \0.013070 0.021463 0.033031 0.054348 0.120916 
Therefore, we have 
/2 = 1.523395Y1:5 + 0.312319Y2=5 - 0.002398Y3:5 - 0.349848Y4.5 - 0.583469Ys:5, 
= -1.133140Y1.s - 0.114970}'~:5 + 0.164136~:s + 0.386613~,5 + 0.697360Ys:5. 
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The corresponding variances and covariance of/2 and b are 
Var (/2) = 0.159741a 2, Var (0) = 0.133150a 2,
Coy (/2, b) = -0.129672a 2. 
By dropping the requirement of unbiasedness, we can obtain smaller mean squared errors. Based 
on the first t observations, the Best Linear Invariant Estimators (in the sense of minimum mean 
squared error and invariance with respect to the location parameter/~) (BLIEs) /2 and ~ of # 
and a, respectively, are (see [16]) 
where 
C12 / and ~=b(1+C22)  -1
/2 = /2- -~ (I -[" C22) 
O.2 (e l l  C12 ~ _._=_ (Var  (/2) COV (/2, 0") '~ 
C22 ) Var (G) / "  
The  MSE's of these estimators are 
MSE (/2) = a 2 [C l l  - (C12) 2 (1 + C22)-1] , MSE (~) = 0"2C22(1 -}- C22) -1, 
E (/2 - ]~) (~ - (7) = 6r2C12 (1 + C22) -1 . 
For our example with n = 5 and 0 = 2, we have 
/2 = 1.656543Y1.5 + 0.325828Y2:5 - 0.021685Y3:5 - 0.295277Y4.5 - 0.665412Ys:5, 
= -0.999992Y1.5 - 0.101461Y2.5 + 0.144849Y3:5 + 0.341184Y4.5 + 0.615417Y8.5. 
The corresponding MSEs of/2, ~, and E(~ - #)(~ - a) are, respectively, 
MSE (/2) = 0.144902a 2, MSE (~) = 0.117504a 2,
and 
E (/2 - ~u) (¢} - a) = -0.114435a 2.
In Table 3, we have presented the MSEs of MVLUEs and BLIEs for some values of 0 and n = 5. 
Upon comparing the values of MVLUEs with the corresponding BLIEs, we observe that /2  and 
are more efficient in the sense of MSEs. 
Table 3. MSEs of MVLUEs and BLIEs (n -- 5). 
0 
1.0 
1.5 
2.0 
2.5 
3.0 
var( )/ 2 
0.057763 0.129027 -0.081625 
0.127486 0.130936 -0.110207 
0.159741 0.133150 -0.129676 
0.185911 0.134980 --0.144160 
0.207207 0.135976 -0.154981 
MSE(fi)/~ 2 MSE(~)/~ 2 
0.051862 0.114282 --0.072297 
0.116747 0.115777 -0.097448 
0.144902 0.117504 -0.114435 
0.167600 0.118927 --0.127015 
0.186063 0.119700 --0.136430 
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