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ABSTRACT 
This dissertation is a collection of papers from two independent areas: convex 
J 
optimization problems in R and the construction of evolutionary trees. 
The paper on convex optimization problems in R^ gives improved algorithms 
for solving the Lagrangian duals of problems that have both of the following proper­
ties. First, in absence of the bad constraints, the problems can be solved in strongly 
polynomial time by combinatorial algorithms. Second, the number of bad constraints 
is fixed. As part of our solution to these problems, we extend Cole's circuit simula­
tion approach and develop a weighted version of Megiddo's multidimensional search 
technique. 
The papers on evolutionary tree construction deal with the perfect phylogeny 
problem, where species are specified by a set of characters and each character can 
occur in a species in one of a fixed number of states. This problem is known to be NP-
complete. The dissertation contains the following results on the perfect phylogeny 
problem: 
• A linear time algorithm when all the characters have two states. 
• A polynomial time algorithm when the number of character states is fixed. 
• A polynomial time algorithm when the number of characters is fixed. 
1 
1. INTRODUCTION 
1.1 Problem Definitions and Related Work 
This dissertation can be viewed as having two independent parts. In the first part 
J (Chapter 2 and Appendix A), we study some convex optimization problems in R". 
Their solution involves the development of a technique that we shall call weighted 
multidimensional search. The second part (Chapters 3, 4, 5 and Appendix B) deals 
with the combinatorial problem of inferring the evolutionary relationships of a set of 
species; specifically, we consider what is known as the perfect phylogeny problem. 
1.1.1 Weighted Multidimensional Search 
Lagrangian relaxation is a widely-used and an efficient way to obtain good es­
timates on the value of the optimum solution to many NP-hard combinatorial prob­
lems [40, 41]. These bounds are very useful in branch-and-bound methods. As the 
name suggests, the idea is to "relax" the problem constraints enough so that the 
resulting problem is easier to solve, but not so much that the result obtained from 
the relaxed problem is too far from the true optimum. 
The optimization problems that we consider have the following form: 
g = min{c^x : Ax < 0,a: G X}, (P) 
where c is a n x 1 vector, A is a. d X n matrix, x is a n x 1 vector and X is a 
2 
polyhedral subset of We obtain a Lagrangian relaxation of (P) by pricing out 
the complicating set of constraints < 0 into the objective function by introducing 
a vector A = (Aj, • • •, A^) of Lagrange multipliers as follows: 
g£){X) = min{c^x + Ax : x G X}. (^W) 
It is well known that fl'£)(A) < g for all A > 0 [35]. Thus, the relaxation will provide 
a useful bounding tool if, for any fixed A > 0, problem (JD(A)) is easier to solve than 
(P). The best lower bound on g that is attainable via (X)(A)) is given by: 
g* = max{5f/j{A) : A > 0}. 
This problem is called the Lagrangian dualoi (P) with respect to the set of constraints 
Ax < 0. 
A slightly more general form of the problem is the following: 
£r* = max{£f£)(A) : A G Q}. (£>*) 
where Q C is a (possibly empty) convex set defined by a set of at most / linear 
inequalities, where I is some fixed integer. A widely used method for finding g* is 
suhgradient optimization [41]. Despite its success in practice, this technique is not 
known to be a polynomial-time algorithm, even if {D{\)) can be solved in polynomial 
time. 
An algorithm is strongly polynomial if its running time is polynomially bounded 
in the number of input variables and is independent of their magnitude. An algo­
rithm is piecewise affine (or combinatorial) if its only operations are additions and 
comparisons [23]. It is well known that if (Z)(A)) can be solved in polynomial time 
for each fixed A > 0, then the Lagrangian dual can be solved in polynomial time [57]. 
Recently, Bertsimas and Orlin [10] have presented faster polynomial time algorithms 
for certain special cases. The algorithms discussed above, however, are not strongly 
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polynomial, even if (-D(A)) can be solved in strongly polynomial time. Aneja and 
Kabadi [7] showed that if there exists a strongly polynomial combinatorial algorithm 
A that solves D(A} for any A > 0 in 0(T(n)) time, then, for every fixed d, there is 
a strongly polynomial algorithm that finds g* in (n)) time. Subsequently, 
faster algorithms were developed by Cohen and Megiddo [23]. 
The strongly polynomial algorithms mentioned above rely on Megiddo's method 
of parametric search [51] to locate A*, the A-value that maximizes (B*), by searching 
through a set of hyperplanes generated during a simulation of algorithm A. The 
details of how this is done are given in Chapter 2. The key to finding A* is to solve 
the following problem. Let 7^ be a set of (i-dimensional affine functions and assume 
we are given an oracle that can resolve any c?-dimensional affine function; i.e., 
B^ can determine sign(/i(A*)) where, for a real number i/, sign(?/) equals 0,+l, or 
—1 depending on whether y is 0, positive, or negative, respectively. The question is 
to resolve all functions in 7i using the least number of oracle calls. The extension 
to Meggido's work by Cole [25] requires that these affine functions be given weights. 
This results in the following problem, which is one of the main topics of Chapter 2. 
Weighted multidimensional search: Given a set 7i of J-dimensional affine 
functions and a weight function w : 7i resolve all the functions in Ti using 
the least number of calls to B^. 
1.1.2 Perfect Phylogeny 
The information about the evolutionary relationships of a set of species can be 
conveniently represented by an evolutionary or phylogenetic tree, often referred to 
simply as a phylogeny^ where a phylogeny for a set of species 5 is a rooted tree in 
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which the leaves represent the species in S, and the internal nodes represent hypo­
thetical ancestral species. The underlying assumption is that species have evolved 
from a common ancestor, and the diversity of life is a result of the change and di­
vergence through time. The most fundamental evidence of evolution is that there 
is a hierarchical pattern of characteristics among species that can be successfully 
constructed and interpreted phylogenetically. The difficulty in carrying out the con­
struction stems from the fact that we do not have the information about all the 
ancestral species. 
The problem of finding phylogenetic trees, while interesting in its own right, 
is also of both theoretical and practical value to biology and geology. Phylogenies 
are used for taxonomic classifications of species and to evaluate alternative hypothe­
ses of adaptation, evolutionary mechanism, and ancient geographical relationships. 
Specifically, finding phylogenetic trees is an important problem in the following three 
fields: 
Evolutionary Biology: The subject matter of evolutionary biology is the pattern of 
connections of species and the processes, modes, and mechanisms that drive the 
evolutionary processes. Phylogenetic analysis supplies the detailed patterns of 
relationships among species that must ultimately be explained by evolutionary 
biology. 
Comparative Biology: Phylogeny finds order among the diversity of species, which 
is one of the basic subjects of comparative biology. 
Paleontology: A theoretical paleontologist seeks to generalize from, interpret, and 
explain the diversity and distributions of the fossil organisms. This is achieved 
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primarily through phylogenetic analysis, coupled with functional, ecological, 
and biogeographical studies. 
The diiferent methodologies for reconstructing phylogenies that have been pro­
posed in the past have been ably surveyed by Felsenstein [32]. Their computational 
complexity is discussed in [63]. The two major families of methods are as follows; 
Character based methods: A species is specified by the set of traits or characters 
that it exhibits [31, 36, 46, 47] and each character can occur in a species in one 
of a fixed number of states. Most of these methods use the •parsimony criterion 
and look for a phylogeny in which species evolve with the least number of 
character changes. The case where the number of character changes is required 
to be the least possible number is known as the perfect phylogeny problem and 
is described later in this section. 
Distance methods: These methods fit a tree to a matrix of pairwise distances 
between the species. The phylogeny makes a prediction of the distance for 
each pair as the sum of branch lengths in the path from one species to another 
through the tree. A measure of goodness of fit of the observed distances to the 
expected distances is used, and that phylogeny is preferred which minimizes 
the discrepancy between them as evaluated by this measure. 
Different methods usually do not give the same answer on the same input and there 
is no real consensus as to which method is better than the others. In practice, several 
different methods are applied to the data and the resulting trees are compared in 
order to arrive at some consensus. 
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The perfect phylogeny problem: Let C = { 1 , . . . ,  m }  be the character set, 
and for every c e C, let Ac = {I, • • -ire} be the set of allowable states for character 
c. We write r to denote re- A species s is a vector (sj,..., Sm) such that 
S € >1]^  X • • • X Am\ Sc is referred to as the state of character c for s. We assume that 
if i 6 Ac, then there exists a species s 6 5 such that sc = i. The perfect phylogeny 
problem is to determine whether a given set of n distinct species S has a tree T with 
the following properties: 
(CI) 5 C V { T )  C A i X - - - x A m ,  
(C2) Every leaf in T is in S. 
(C3) For every c G C and every j G Ac, the set of all u e V{T) such that 
Uc = j induce a subtree of T. 
In the character bcised model, the species are described by an n x m matrix M, where 
n = 1<S| is the number of species, m is the number of characters, and Mj^j is the state 
of the character for the species. If S admits a perfect phylogeny, the set 
of characters C is said to be compatible. We should point out that in the biology 
literature the perfect phylogeny problem is more commonly known as the character 
compatibility problem [26]. In this context, one is frequently interested in computing 
a maximal set of compatible characters, since, in practice, character sets tend to be 
incompatible. 
The perfect phylogeny problem was shown to be NP-complete by Bodlaender 
et. a l .  [ 1 4 ]  and, independently, by Steel [60]. As it is quite unlikely that P = NP, we 
have at least two lines of attack; one is to restrict m, the number of characters; the 
other is to restrict r. Pursuing the first approach and using the fact that the perfect 
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phylogeny problem is polynomially equivalent to the problem of triangulating colored 
graphs [64], McMorris, Warnow, and Wimer have shown that, for every fixed m, the 
phylogeny problem is solvable in 0((rm)"''+^ + nm^) time [49]. This is polynomial 
for every fixed m but not very fast in practical terms. Bodlaender, Fellows, and 
Hallett [13] have shown that the perfect phylogeny problem is hard for the complexity 
class W[2], implying that it is unlikely to be solved by an algorithm whose running 
time is of the form 0{f{m)rn) where / is an exponential function. Regarding the 
second approach, polynomial time algorithms were known for the following special 
cases. 
• Gusfield [39] gave a 0 { n m )  algorithm for r = 2; the binary character case. The 
procedure is based on an elegant and well-known characterization of the set of 
"yes" instances [30] and is optimal if the input is given as a matrix of zeros and 
ones. 
• Dress and Steel [27] devised a O(nm^) algorithm for r < 3. 
• Kannan and Warnow [44] gave a 0 [ n ^ m )  algorithm for r < 4 {quaternary 
characters). 
This approach is of practical interest at least for the instances where r = 4 and 
r = 20. Quaternary characters are of interest to biologists, since they arise when 
using DNA to describe species. Here each possible states of a character corresponds 
to a nucleotide, A, G, C, or T. The case where r = 20 occurs in nature when species 
are described by protein sequences. These can be viewed as strings from a 20 letter 
alphabet, each letter corresponding to one amino acid. 
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1.2 Dissertation Organization 
Weighted multidimensional search and its application to convex optimization 
are presented in Chapter 2. Section 2.3 contains the following result on weighted 
multidimensional search. For each D > 0, there exists an algorithm WEIGHTED-
SEARCH with the following property. Given a set l-L of affine functions and a weight 
function w : Ti ^ R+, WEIGHTED-SEARCH resolves every h e H' Q H, where 
w{TH!) > u;(?^)/12 by making at most 2(60^^"^) calls to Appendix A discusses 
a very simple and fast algorithm when the search is restricted to the Euclidean 
plane. In Section 2.4, we show that the algorithm given by Aneja and Kabadi [7] can 
be improved to find g* in time. Using Megiddo's idea of sequentially 
simulating •parallel algorithm A., we further reduce the time required for finding g* to 
0((£'logM)'^r), where D is the number of parallel steps carried out by A and M is 
the number of comparisons carried out in each of these parallel steps. A generalization 
of Cole's circuit simulation technique [25] and the result on weighted multidimensional 
search reduce the running time to 0{{D^ + \og^ M)T) in some cases. Section 2.5 
explains the application of these results to Lagrangian relaxation problems where the 
number of bad constraints is fixed and gives two examples of problems where the 
methods described in Section 2.4 give faster algorithms than those of [7, 22]: solving 
the Lagrangian duals of matroidal knapsack problems [19] and of certain constrained 
optimum subgraph problems on graphs of bounded tree-width. 
Perfect phylogeny has been the primary focus of my research and the work done 
on this problem spans Chapters 3 — 5. In Chapter 3, it is shown that, under a 
suitable representation of the input, the run time of binary perfect phylogeny can 
be reduced to 0{C) where C is the number of ones in the matrix. The chapter 
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also presents efficient algorithms for dynamic insertion and deletion of species and 
characters. Chapter 4 shows the existence of a polynomial-time algorithm for any 
fixed r by giving a 0{2^^{nm^ + m^)) algorithm. Appendix B contains the disk 
and the operating instructions for the program implementing this algorithm. This 
algorithm has recently been improved by a factor of 2^ [42]. Chapter 5 gives a 
0((r — nfm)^{rnm)) algorithm, which is polynomial for every fixed m and is faster 
and simpler than the known algorithms for m > 4. Using the polynomial equivalence 
of triangulating colored graphs and perfect phylogeny [64], we get an algorithm with 
a running time of 0{m^'^'^k^) for triangulating a A:-colored graph having m edges. 
The final chapter summarizes the results and gives suggestions for future research. 
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2. WEIGHTED MULTIDIMENSIONAL SEARCH AND ITS 
APPLICATION TO CONVEX OPTIMIZATION 
A paper accepted in SIAM Journal on Computing^ 
^ o 
Richa Agarwala and David Fernandez-Baca'^ 
2.1 Abstract 
We present a weighted version of Megiddo's multidimensional search technique 
and use it to obtain faster algorithms for certain convex optimization problems in 
R^, for fixed d. This leads to speed-ups by a factor of log^ n for applications such 
as solving the Lagrangian duals of matroidal knapsack problems and of constrained 
optimum subgraph problems on graphs of bounded tree-width. 
^This paper is also pubhshed as DIMACS technical report TR92-51. An earlier 
version "Solving the Lagrangian dual when the number of constraints is fixed" ap­
pears in Proceedings of the 13th Conference on Software Technology and Theoretical 
Computer Science, LNCS, Vol. 652, pp. 164-175, 1992. 
0 . Supported in part by the National Science Foundation under grants CCR-8909626 
and CCR-9211262. This author gratefully acknowledges the support of DIMACS, at 
Rutgers University, where parts of this work were conducted. 
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2.2 Introduction 
This paper has three main parts. In the first (Section 2.3) we present a weighted 
version of the multidimensional search technique of Megiddo [52, 28, 18]. Part two 
(Section 2.4) discusses the application of our result to a class of convex optimization 
problems in fixed dimension which were studied earlier by Cohen and Megiddo [22, 24] 
and, in a different context, by Aneja and Kabadi [7]. In rough terms, the results in 
[22, 24, 7] can be summarized as follows. Suppose that is a concave function whose 
domain Q is a convex subset of and that g is computable in 0{T) time by an 
algorithm A that only performs additions, multiplications by constants, copies, and 
comparisons on intermediate values that depend on the input numbers. Then, g can 
be maximized in time. Cohen and Megiddo go on to show that substantial 
speed-ups are possible by exploiting whatever parallelism is inherent to algorithm A. 
Thus, if A carries out D parallel steps, each of which does at most M comparisons, 
the running time will be 0{{D log M)'^T). By applying weighted multidimensional 
search and a generalization of Cole's circuit simulation technique [25] we are able to 
reduce this to 0{{D^ + log^ M)T) in some cases. 
Lagrangian relaxation is a source of several problems that fall into the frame­
work described above [7]. This widely-used approach is based on the observation that 
many hard optimization problems are actually easy problems that are complicated 
by a relatively small set of side constraints. By "pricing out" the bad side constraints 
into the objective function, one obtains a simpler convex optimization problem whose 
optimum solution provides good bounds on the optimum value of the original prob­
lem. The third part of this paper (Section 2.5) explains the application of our results 
to Lagrangian relaxation problems where the number of bad constraints is fixed. We 
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give two examples of problems where the methods described in Section 2.4 give faster 
algorithms than those of [7, 22]: solving the Lagrangian duals of matroidal knapsack 
problems [19] and of certain constrained optimum subgraph problems on graphs of 
bounded tree-width. 
An earlier version of this paper appears in [2]. 
2.3 Weighted Multidimensional Search 
Let us first introduce some notation. Suppose A C is convex and that 
is an affine function. Define signy^(/i) as 
0 if h { X )  =  0 for some A G A 
signyY(/i) = "( +1 if h{\) > 0 for all A G A 
— 1 if h{X) < 0 for all A E A 
We will write sign for sign^ when no confusion can arise. A function h is resolved if 
sign^(^) has been computed. Obviously, if h(X) = CQ, sign(A) can be immediately 
determined from the sign of AQ.  
Suppose we have a set H of d-dimensional affine functions and an oracle that 
can compute sign^(/i) for any h E7i. The problem is to resolve every h ^ Ti using 
as few oracle calls as possible. The following result is proved in [52, 28, 18]. 
Theorem 1 For each fixed d>0 there exist positive constants P[d) and a{d), a{d) < 
1/2, and an algorithm SEARCH such that, given a set 7i of affine functions, SEARCH 
resolves every h eH' QH, where \V!\ > a{d) • \T-l\, hy making at most P{d) calls to 
Furthermore, the work done by SEARCH in addition to the oracle calls is 0{\'H\). 
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(In reality, the above references have proofs of this result for the case where A 
is a single point; however, the extension to convex sets is trivial.) By repeatedly 
applying algorithm SEARCH we can resolve all functions in H with 0(log \H\) oracle 
calls. In this section, we shall prove a weighted version of Theorem 1. Let 5 be a 
set on which a weight function w : S R"^ has been defined. For 5' C 5 we write 
w{S^) to denote w{s). We have the following result. 
Theorem 2 For each d > 0, there exist constants ^{d) and a{d), a < 1/2 and an 
algorithm WEIGHTED-SEARCH with the following property. Given a set Ti of affine 
functions and a weight function w : 7i WEIGHTED-SEARCH resolves every 
h E Ti! Q "H, where w{H^) > a{d) • w{H) by making at most ^{d) calls to 
Furthermore, the work done by WEIGHTED-SEARCH in addition to the oracle calls is 
0 { \ H \ ) .  
The proof of this theorem will require some preliminary results, which are dis­
cussed next. 
2.3.1 Preliminaries 
Procedure WEIGHTED-SEARCH uses two simple algorithms. The first is MATCH, 
which given two sets A and J5, attempts to match disjoint subsets of B with elements 
of A in a "greedy" manner. 
Algorithm MATCH 
Input: Sets A = {aj,..., Cj^j} and B = • • • i and a weight function w : 
y l U 5 - > R + .  
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Output: Either FAILURE or disjoint sets 5]^,..., such that, for each i, = 
{ a ^ }  U  D i  w h e r e  D i  C  B  a n d  w { D ^ )  >  w { a i ) .  
begin 
j ^ l  
for i = 1 to \A\ do begin 
Di <r- $ 
while w{Di) < w{ai) do begin 
if j > \B\ then return FAILURE 
i ^  i + 1 
end 
^ {"t) 
end; 
return Si,., 5|^| 
end 
The running time of this algorithm is clearly 0 { \ B \ ) .  We shall say that MATCH 
succeeds if it does not return FAILURE. If MATCH succeeds, then the solution re­
turned obviously satisfies its output conditions. The next lemma gives one scenario 
in which MATCH always succeeds. 
Lemma 1 If min^^y^w{x) > ina,Xy^Qw{y) and w{B) > 2w{A), then MATCH suc­
c e e d s .  F u r t h e r m o r e ,  e a c h  s e t  =  { A ^ }  U  r e t u r n e d  b y  M A T C H  s a t i s f i e s  w { D j )  <  
2 w { a i ) .  
Proof: (By contradiction.) Suppose the conditions of the lemma hold and 
that MATCH returns FAILURE. Then, there exists a fc, 1 < A: < |A|, such that, at 
the fcth iteration of the for loop, MATCH runs out of elements of B to match up 
with a^; i.e., w{Df,) < 'w{aj,) and B = where Di,... ,Dj, are the subsets 
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of B  constructed by MATCH up to this point. Thus, = w { B ) .  For 
j = let D j  =  By construction, for 1 < j < A: — 1, 
w{ D j )  -  w { d j i . )  <  w { a j ) .  Thus, for 1 < j < k - 1, w { D j )  <  w { a j )  +  w{ d j i . )  <  
3  3  
2w{aj), as min3.gyj^iu(x) > maXy^^w{y). Together with the above-mentioned fact 
that w{Dj,) < w{aj,)j we get that 
k k 
' ^ { B )  =  ^  ^  2 w { a j )  <  2 w { A ) ,  
i=i i=i 
a contradiction. Therefore, MATCH succeeds, and for each set = {AJ} U JDJ, 
w{Di) < 2w{ai). • 
MATCH is invoked by the following algorithm. 
Algorithm PAIRING 
Input; Sets A, B, a weight function iw : A U 5 —> R"^, and a number m such that 
W//2 > w{B) > iu(A) > {Wl2 — m), where W = w{A U J9) + m 
Output: k  >  0  disjoint sets S i , . . . ,  S j , ,  and an element e satisfying the following 
conditions: 
(PI) Each has the form 5^ = {cj} U where e ^ Cj, and either 
(1) for all i, e, q G A and C j5, or 
(2) for all i, e, 6 B and C A. 
(P2) for all i, 2 w { c ^ )  >  w { D ^ )  >  l o ( c ^ ) .  
(P3) ' E f - i  w { c i )  +  w { e )  +  m >  W / 6 .  
Note: In order to break ties between items with equal weights, we assume an ar­
bitrary but fixed ordering among the elements in A and in B. Given any two 
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elements x and ?/, where either both are in A or both are in 5, we will say that 
X  p r e c e d e s  y  i f  { w { x ) , x )  i s  l e x i c o g r a p h i c a l l y  s m a l l e r  t h a n  { w { y ) , y ) .  
Step 1. Find a  E  A  and h  £  B  such that w { A i ) , w { B i )  <  w { A ) / 3  and w{Ai U 
{a}),w{Bi U {&}) > zy(y4)/3, where Ai = {x E A : x precedes a} and Bi = 
{ x  £  B  :  X  p r e c e d e s  b } .  L e t  A 2  =  A  —  A i  a n d  B 2  =  B  —  B i -
Step 2. If w { a )  >  w { b ) ,  do the following steps. 
Step 2(a). If w { a )  - \ - m > W f 6 ,  then return k  =  0  and e  =  a .  
Step 2(b). Call MATCH with inputs ^4^ and B2. Let ..., | be the 
sets returned by this call. Return 5]^,..., |, and e = a. 
Step 3. If w { a )  <  w { b ) ,  do the following steps. 
Step 3(a). If w { b )  +  m  >  T'F/6, then return A; = 0 and e  =  b .  
Step 3(b). Call MATCH with inputs Bi and A2- Let ,..., | be the 
sets returned by this call. Return 5^,..., | and e = b. 
Lemma 2 PAIRING correctly computes output satisfying conditions (P1)-(P3). 
Proof: If the output is returned in Step 2(a) or Step 3(a), the conditions are 
trivially satisfied. We now consider Step 2(b); the analysis for Step 3(b) is similar. By 
construction, min^g^^^ u;(x) > ma,XyQQ^w{y) and w { B 2 )  >  2 w { A ) f 3  >  2 w { A i ) .  
Since the conditions of Lemma 1 are satisfied, MATCH succeeds and conditions (PI) 
Ml I 
and (P2) are satisfied. Since, MATCH works correctly, we have ^(c^) = ^(-^l)-
Therefore, i«(cj) + u;(e) + m = w { A i )  +  w { a )  +  m .  As ty(i4i)+ io(a) > w { A ) l 3 ,  
k 
w { c i )  +  w [ e )  +  m >  w [ A ) / 3  + m > (i«(J4) + m)/3 
i=\  
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Since w { A )  +  m >  W / 2 ,  we obtain 
k 
w { c j ^ )  +  w { e )  +  m  >  W / 6  
i=l 
as desired. O 
PAIRING can be implemented to run in 0 { n )  time, where n = 1^41 + \B\. Step 1 
takes 0{n) time as elements a and b can be found by repeated median finding [20]. 
Steps 2 and 3 also take linear time, as MATCH takes linear time. 
2.3.2 The Search Algorithm 
We shall now prove Theorem 2. The implementation of WEIGHTED-SEARCH 
that we propose is an extension of Megiddo [52] and Dyer's [28] algorithms for un­
weighted multidimensional search (see Theorem 1). Suppose Ti = {hi,... ,hn}, 
where = aj^X + d^. If = 0, sign(/i^) is simply the sign of cZj, and no oracle 
calls are needed. Thus, the presence of /i^'s with = 0 can only help. We shall 
henceforth assume that ^ 0, for i = 1,... ,n. In this case, each afRne function 
hi corresponds to a hyperplane G where = {X : /i^(A) = 0}. Computing 
sign(A^) is thus equivalent to determining whether intersects A and, if not, which 
side of Hi contains A. We shall find it convenient to deal interchangeably with hyper-
planes and affine functions and to extend the weight function w to these hyperplanes 
by making w^Hj) = w{hi). 
The numbers /3{d) and a{d) are derived recursively with respect to the dimension. 
For d = 1, the hyperplanes are n real numbers AJ,..., A^. In this case, WEIGHTED-
SEARCH finds the weighted median AM, inquires about its position relative to A*, and 
resolves either {A^- : X^ < Am} or {A^ : Aj > Am}- Thus, /0(1) = 1 and a(l) = 1/2. 
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For d > 2  w e  proceed as follows. 
Form a set Tioo = {H^ : 0^2 = Each Hi E Ti — Hoo intersects the A]^-A2 
plane (i.e., the plane where = 0 for i ^ {1,2}) in a straight line +0,^2^2 ~ h-
Since for every scalar I ^ 0, sign(/i(A)) = sign(/) • sign(/t(A)//), we can rewrite the 
equations of these hyperplanes so that > 0. Let the slope of be the same as 
that of a^jAj + cii2^2 ~ H respect to A2 = 0; i.e., let = (—aii/aj2)-
be the weighted median of the set where the weight of is w{Hi). Now we make 
the slopes of roughly weighted half of the hyperplanes nonnegative and weighted half 
nonpositive by using the change of variables A2 = A^ + a:*A2 and — a*ai2-
This change of variables is only done to simplify the exposition and, indeed, needs to 
be reversed before making an oracle call. For convenience, we now drop the primes 
on A2 and Recalculate the slopes of the hyperplanes after making this change 
in variables. All hyperplanes that originally had a slope of a* will have 0 slope. Let 
TiQ = {Hi : Oil = 0}' = {^i '• °'i < > 0)-
Let m  =  w { H o o )  + and W  =  w { T - C ) .  Since 0 is our new weighted median 
slope, w { n - )  <  { W - w { n o o ) ) l 2  <  W / 2  and u;(H_) + u;(Wo) > {W - w{'Hoo))l2. 
Therefore, w{'HS) > Wl2 — i«(Hoo)/2 — 1^(7^0) — W/2 — m. Similarly, W/2 > 
w{'Hjs^) > (W^/2 — m). Thus, sets and the number m satisfy the precon­
ditions of PAIRING — assuming, without loss of generality, that w{7{^) < 
WEIGHTED-SEARCH calls PAIRING(H_,7I:4.,m). Let 5^,... ,5/, e be the sets and 
the element returned, where Si = {c^} U By output condition (P3) of PAIRING, 
I 
w { c i )  4- i«(e) +  m >  W/6 (2.1) 
i=l 
Next, we resolve the hyperplane associated with e, denoted by H e ,  by calling the 
oracle directly. For the hyperplanes corresponding to elements in 5*]^,..., 5*;, we do 
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the following. 
Suppose that for each set = {cj} U cj corresponds to a hyperplane E 
H— and that hcis a corresponding set of hyperplanes {Hn, Hj^2i ^iqj) — ^+-
(The analysis for the case where is associated with a hyperplane in completely 
analogous.) For each i, form pairs -^^2)) • • • > {Hi, By Lemma 1, 
for each i and j, 
w { H i j )  <  w ( H i )  (2.2) 
Consider a typical pair H^j). Since and have strictly negative and strictly 
positive slopes, respectively, their intersection is a (d — l)-dimensional hyperplane. 
Through this intersection, we can draw hyperplanes and whose slopes are 
+00 and 0 respectively. Mathematically, 
(1) ^ 
r=3 
(21 ^ 
r=3 
Note that and are {d — l)-dimensional hyperplanes. Now, assign a 
weight of mm{w{Hi),w{Hij)) to each of and . From equation (2.2), 
mm{w{Hi),w{Hij)) = w{Hij), This along with condition (P2) of PAIRING gives 
us 
IZ > w{ci) = w{Hi) (2.3) 
r=l r=l r=l 
Recursively apply WEIGHTED-SEARCH to the set of {d— l)-dimensional hyperplanes 
^cxD- This requires /?(c? — 1) oracle calls. Let Wqq and W-i denote the IJ 
weights of the hyperplanes resolved from sets Hoo and respectively, and let 
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= ^i=l S?=l Then, 
Woo + 1^1 > a{d - 1) (winoo) + . (2.4) 
Let be the set of hyperplanes in for which the corresponding has Ij V 
been resolved in the previous step. Recursively apply WEIGHTED-SEARCH to the set 
of {d — l)-dimensional hyperplanes in U Hq. This requires at most /3(d — 1) 
oracle calls. Letting Wq and W12 denote the weights of the hyperplanes resolved 
from sets Hq and , respectively, we have 
T^o + W12 > a{d - l)iw{nQ) + W i ) .  (2.5) 
To summarize the algorithm up to this point, observe that, from the original 
set 7i, we have resolved an element e of weight w{e), a subset of weight Woo of the 
planes in Woo, and a subset of weight Wq of the planes in Hq. In addition to this, we 
have resolved a subset of weight Wi of the hyperplanes in set and a subset of 
weight W12 of the hyperplanes in set . For each hyperplane contributing to ^^2) 
we have also resolved its pair in the set However, Wi and W12 represent 
the total weights of sets of auxiliary hyperplanes, rather than elements of Ti. We 
shall now show that by resolving such auxiliary hyperplanes, we are guaranteeing the 
resolution of sufficiently many hyperplanes from CH— U H-\.) — {He}. 
Lemma 3 Let Wa be the total weight of the hyperplanes resolved in {H— U Ti.^) — 
{He}. Then, Wa > W12/2. 
Proof; Consider a particular set = {Hj^} U , H^2i • • • > The auxil­
iary hyperplanes formed by the intersection of hyperplanes in Si are 
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Suppose were resolved in the second recursive call. Then these 
hyperplanes contributed to W12. Hence, the contribution, C^, of the auxiliary hy-
r2i 
perplanes resulting from to W12 is ) ^-nd W12 can be written 
as 
I 
1^2 = E Cr (2.6) 
i=l 
For each that gets resolved, its corresponding has already been resolved 
in the first recursive call. We now rely on an observation of Megiddo [52], who noted 
that if we know the position of A relative to both and we can determine 
'J 'J 
the position of A relative to at least one of and H^j. Let be the sum of the 
weights of the hyperplanes resolved from Since C {7i— U — {He} 
and the S'^'s are disjoint, 
I 
> E Ri (2.7) 
1=1 
We have two cases to consider: 
Case I: In each pair is resolved. Then, due to equation (2.3) we have 
= E "•(."ij) = E <"(«;?) = Ci 
j=l J=1 
Case II: is resolved in at least one pair. Then, equation (2.3) along with condi­
tion (P2) of PAIRING implies that 
R i  >  ^ H i )  =  w { c i ]  >  i :  w { H i j ) / 2  >  f; w { H i f ) / 2  = Ci/2 
j=i i=i 
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Therefore, in either case > Cf/2. This along with equations (2.6) and (2.7) gives 
us the following: 
I I 
W a > Y . R i > T ,  Ci/2 = "'12/2 
i=l i=l 
Therefore, Wa > Wi2l2. c: 
Let Wj' be the total weight of the hyperplanes from Ti. that are resolved by 
our algorithm; i.e., Wrp = w(e) + Woo + Using Lemmas 2 and 3, and 
equations (2.3)-(2.5), we have: 
>  w { e )  +  W o o  +  +  H ^ 2 2 / 2  
> w { e ) - \ - W o o ^ - o c { d - l ) - { w { H Q )  +  W i ) l 2  
>  w { e )  +  a { d  -  1) • (wIHq) + a{d - 1) • {w{Hco) + 
> A {d - 1)2 . ^u;(e) + wC H q) + w{n 00) + Zj /2 
>  a { d - l f - W l l 2  
From the preceding discussion, we conclude that the number of oracle calls 
satisfies /3{d) = 2/3(c? — 1) + 1, with /3(1) = 1, and that the fraction of the total 
weight satisfies a{d) > a{d — 1)^/12, with Q:(1) = 1/2. Hence, ^(d) = 2^ — 1 and 
od-l 
a{d) = 12/242 
The same arguments as in [28] can be used to show that the total work done by 
WEIGHTED-SEARCH is 0(n). We omit the details. 
2.3.3 Improving the Efficiency of the Search 
Following Dyer [28], the efficiency of a search scheme is the ratio e = a{d)/l3{d). 
As for unweighted search, the efficiency of a weighted search scheme will affect the 
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running time of the algorithms that use the scheme as a subroutine. The search 
scheme we have just presented has e that is doubly exponentially small in d. Borrow­
ing ideas from [28], we shall sketch how to make the efficiency singly exponentially 
small. 
Let us write S{d,l3,a) to denote a weighted search scheme that, given a set of 
weighted affine functions in of total weight W, resolves a fraction of total weight 
a-W using ^ oracle calls. Thus, the algorithm that we have developed can be denoted 
by 5(d, 2^—1,12/24^ ). Suppose that we have a <S(c?—l, j5(cZ—l), Q:(ci—1)) scheme 
To obtain a search procedure for R^, proceed as follows. First, construct a 
S{d — 1, a') procedure with 
a' = 1 — (1 — a{d — 1))'' and 0' = r • 0{d — 1). 
by carrying out r iterations, each of which consists of applying and removing 
the hyperplanes that are resolved. Next, use S{d — 1,/3',Q;') and the pairing scheme 
described earlier to obtain a a procedure S{d,/3^^,a^^) where 
a" = [\ - {I - a{d - l)yf /12, and p" = 2 • r • P{d - I) + I. 
Applying this procedure I times gives us a procedure S{d, 0{d),a{d)) that solves 
d-dimensional hyperplanes with 
P{d) = /•/?" = l{2r • P{d — 1) + 1), and 
a(d) = 1 - (1 - a")' = 1 - {l - i[l - (1 - . 
We can use this framework to obtain a scheme S{d,0{d),a{d) where a{d) > 1/12 for 
all d. For d = 1, we can easily obtain a scheme 5(1,1,1/2). Suppose a:(c?—1) >1/12. 
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If we choose 1 = 2 and r = 15, we get 
a(d) = 1 - {l - i[l - (1 - 1/12)15)21 > 1/12, 
as desired. Now, 
/3(d) = 2 • (2 • 15 • /?(d - 1) + 1) < 2(60^-1), 
and we have a procedure S(d, 2(60'^~^), 1/12) whose efRciency is singly exponentially 
small. 
2.4 Convex Optimization in Fixed Dimension 
An algorithm is piecewise affine if the only operations it performs on intermediate 
values that depend on the input numbers are additions, multiplications by constants, 
copies, and comparisons [22, 24]. Several well-known algorithms fall into this category, 
including many network optimization algorithms [21, 61]. Suppose Q C is a 
(possibly empty) convex set defined by a set of at most I linear inequalities, where I 
is some fixed integer. Let 5 : Q —» R be a concave function. Our goal is to compute 
g* = max{5f(A) : A G Q}. (2.8) 
or, if Q = 0, to return a message that this problem is infeasible. Cohen and Megiddo 
[22, 24] showed that, if g is computable by a piecewise affine algorithm that runs in 
time T and makes D sets of at most M comparisons, then problem (2.8) can be solved 
in 0{{D\og M)^T) time. Closely related results were obtained by Norton, Plotkin, 
and Tardos [55] and Aneja and Kabadi [7]. Toledo has extended this work to problems 
involving piecewise polynomial functions [62]. The main result of this section is 
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to show that weighted multidimensional search in conjunction with Cole's circuit 
s i m u l a t i o n  t e c h n i q u e  [ 2 5 ]  c a n  s o m e t i m e s  b e  u s e d  t o  s o l v e  ( 2 . 8 )  i n  0 [ { D ^  + l o g ' ^  M ) T )  
time. 
To streamline the presentation, for the most part we shall omit any mention of 
constants that depend on d. The magnitude of these values is discussed in Section 
2.4.3. 
2.4.1 The Basic Scheme 
We now review the solution scheme of Megiddo and Cohen and Aneja and Kabadi 
[22, 7] as it forms the basis for our algorithm. Our presentation is somewhat simpler, 
among other reasons because it avoids the notion of "minimal weak approximation" 
used in [22]. We shall assume that problem (2.8) is bounded. This is done without 
loss of generality, since unbounded problems can be handled by Seidel's technique of 
adding "constraints at infinity" [58]. Note also that if g is computable by a piecewise 
affine algorithm, it is the lower envelope of a finite set of linear functions [22]. We 
say that a linear function / : » R is active at G Q if <7(A(®)) = /(a(®)) and 
fl'(A) < /(A) for all A G Q and we shall write A to denote the set of maximizers of g. 
Let us refer to the algorithm that solves a d-dimensional problem of the form 
(2.8) as algorithm C . Let H he a hyperplane in R°, and let gj^ denote the maximum 
oi g on H] i.e., 
g"^ = max {flf(A) : X e H f) Q} 
Suppose we have an oracle that, as in Section 2.3, returns s\gn^{h) for any given 
affine function h. Moreover, if h defines a hyperplane H, B^ returns gjj, assuming 
H n Q ^ t  
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Obviously, A can play the role of C^. For d > 1, proceeds as follows. First, 
it determines whether Q is empty and, if so, returns a message saying that (2.8) is 
infeasible. Since Q is defined by a fixed number of linear inequalities, this takes 0(1) 
time. If Q 7^ 0, uses Megiddo's algorithm simulation technique [50, 51] to do one 
of two things. The first option is to find a hyperplane H defined by h{X) = 0, such 
that sign^{h) = 0. Then, clearly g* = The second option is to find a linear 
function / and a set of linear inequalities C defining a non-empty convex set Q* C Q 
such that 
(CI) Q* C A and 
(C2) / is active at every A G Q*. 
In this case, solving (2.8) reduces to solving the linear programming problem 
max{/(A) : A e Q*}, 
which can be done in time linear in £, since d is fixed [52]. relies on the observation 
that, because A is piecewise affine and its inputs are linear functions of A, all the 
intermediate values of its real variables can be represented implicitly as linear forms 
in A. Using this representation, a single computation path of A, may correspond to 
the evaluation of g{\) for a set of distinct A-values. 
/ rJ Suppose that for s < r, we know how to find a set Q C R defined by a set of 
linear inequalities C such that Q' fl A 0 and such that the outcomes of the first r 
steps of any computation path of A for every A* G Q' are exactly the same (when 
values are represented implicitly). We wish to find such a set for s = r + 1. Before 
proceeding, note that finding Q' when 5 = 0 is trivial, since we can choose Q' = Q. 
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For s = r + 1, observe that knowing the outcomes of the first r steps tells us what 
the (r + step of A will be; we now need to determine the outcome of this step. 
If the (r + 1)"®^ step is an addition of two or more numbers, a multiplication by a 
constant, or an assignment, does the corresponding operations with linear forms 
and proceeds to the nexit step of A. 
If the (r + 1)'®^ step is a comparison between two variables, compares the 
c o r r e s p o n d i n g  l i n e a r  f o r m s  / ^ ( A )  a n d  / 2 ( A )  u s i n g  t o  r e s o l v e  t h e  f u n c t i o n  h { X )  =  
/l(A) — /2(A). Suppose h{X) = 0 defines a hyperplane H. If signyY(/i) = 0, then 
g* is the value of g^ returned by the oracle, and halts. Otherwise, updates 
£ by adding the inequality h{X) > 0 if sign(/i) = +1, or the inequality h{X) < 0 if 
sign(/i) = —1. The next step to be simulated from A will be the action corresponding 
t o  f i { X )  >  / 2 ( A )  o r  f i { X )  <  / 2 ( A )  d e p e n d i n g  o n  w h e t h e r  s i g n ( / i )  i s  + 1  o r  — 1 .  I f  h  
is a constant function, the oracle's job is trivial, since the outcome of the comparison 
is independent of A and the simulation proceeds accordingly. 
If simulates A to completion, Q' will satisfy condition (CI). Furthermore, the 
o u t p u t  o f  A  w i l l  b e  a  l i n e a r  f u n c t i o n  /  s a t i s f y i n g  c o n d i t i o n  ( C 2 ) .  S i n c e  A  d o e s  0 { T )  
comparisons, \C\ = 0{T) and the resulting linear program in d variables can be solved 
in 0{T) time [52]. The total time for algorithm is therefore 0{T • l)(d)), where 
b((I) is the running time of B'^. We now turn our attention to the implementation of 
B^. 
Implementing the oracle. Let h(X) = a^A^ + 6 be the function 
to be resolved. If = 0 for i = sign(/j) depends simply on the sign of 
b. Otherwise, JI = {X : h ( X )  = 0} is a hyperplane in To resolve h ,  B ^  first 
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determines if n Q = 0. If this is so, then, since A C Q, we simply need to find 
a point € Q and evaluate sign^^^Q^^(/i). Determining if the intersection of H 
and Q is non-empty, and finding a point inside Q take (9(1) time, since Q is defined 
by a set of 0{l) linear inequalities and I is fixed. 
From now on, assume H H Q ^ Now, if A D = 0, due to concavity of g, 
the set of a l l  points A' such that g{X^) > gjj is contained in only one side of H. This 
observation leads to the following result, which is the basis for the implementation 
0f;B''. 
J 
Lemma 4 Let H = {\: h{\) = 0} be a hyperplane in R and for every real number 
a, let H{a) denote the hyperplane given by H{a) = {A : h{X) = a}. Then, 
+1 if (3e > > Qff] 
-1 if{3t>0)[9jj^_^^>g*^] 
0 otherwise 
sign^{h) = 
Furthermore, if sign^{h) = +1 [signj^{h) = -I], then > 9}j > 9fj] 
for all 7 G (0, e], where e> 0 is sufficiently small. 
The Lemma tacitly assumes that H { e )  D Q ^ 0 [ H { — e )  D Q 0] for some e > 0. 
If Jf(e) n Q = 0 [H{—e) D Q = 0] for every e > 0, we can immediately conclude that 
s i g n ( f t )  ^  + 1  [ s i g n ( / i )  ^  — 1 ] .  T h u s ,  w e  s h a l l  c o n t i n u e  a s s u m i n g  t h a t  H { e )  H  Q  ^  ^  
and H{—e) H $ for some e > 0. 
Lemma 4 implies that we can implement by computing gjj, 
for sufficiently small e > 0. Computing g*jj is & {d— l)-dimensional problem 
of the same form as that of computing g*\ hence, g"^ can be calculated by re­
cursively calling C^~^. We can also compute using provided 
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treats c as a symbolic constant whose only known attribute is being arbitrarily 
small and positive. (The details of computing are analogous and there­
fore omitted.) The output of this execution of will depend linearly on 
e; i.e., = 50 values of 9% compared by computing 
y = sign(5|f = sign{{g'^ -qq) -gie). If |5|^ - 5ol > 0, d = sign(5j^ -^q)' 
since e is arbitrarily small. Otherwise, d = sign(—5^), since e is positive. Of course, 
1 will itself call which will introduce a perturbation of its own. In order to 
deal effectively with the various symbolic perturbations, we shall establish a certain 
ordering among them. 
The state of the execution of is partially described by sequence of currently 
active procedure calls (i.e., calls that have not yet been completed). Let us follow 
one sequence of procedure calls 
C^~^. Within this sequence, for 0 < j < r — 1, B^~^ corresponds 
to one of the three calls to done by B^~^\ we refer to this part of the 
sequence as level j. Each level reduces the dimension of the problem by one. Also, 
depending on which of the three calls the level corresponds to, the call may or may 
not introduce a perturbation. If it does, we shall refer to the perturbation as ey. 
Let J = C J = {0, ...,7-} consist of all j such that a perturbation is 
introduced up to level j. We assume that 0 < < r and, for 0 < j <5 — 1, 
0 < ij < < r. The set indicates which perturbations are "active" at the 
current stage of the execution of The problem to be solved at level r can thus be 
expressed as: 
g* = max{5(A) ; A G ,..., e^-^)} 
where ? • • • 1 is a (d — r)-dimensional subset of defined by the intersec­
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tion of 0 { d )  linear inequalities in {A^-} and ,..., 
Now, suppose invokes to resolve a hyperplane 
) • • •) ^ i g )  ~  ) • • • 1 0}. 
For every real number a, let H'[ei^,..., e^-^, a) = {A : /i(A, ..., = a}. Then, 
J 
applying Lemma 4, B solves three problems: 
9r+li^) = max{5(A) : A e Q'(ej^,...,e^^)n^'(eij,...,ei^,0)} 
(^r+1) ~ S 2 ) • • •) 5 • • • 1 ^r+l)} 
gJ^lC-Cr+l) = max{£f(A) : A G Q'(eip • • •, H ,..., e^-^, 
where £7-^1 > 0. By Lemma 4, if there exists an > 0 ^^at 5*^j(e7.+i) > 
5*+i(0), then 5*4-1(7) > 9*+! ^ (O'^r+ll- Thus, when deahng sym­
bolically with e;--!.!, we can assume that it is arbitrarily smaller than any one of 
e^-^,..., By the same reasoning, when dealing with perturbations ,..., e^-^, 
we can always act under the assumption that 
^ < H s ^  %_1 < • • • < < 1- (2-9) 
Since A is piecewise affine, all numbers manipulated at any level of the execution 
of are linear forms in the A^'s and the e^'s. Suppose the execution of produces 
a sequence of procedure calls that eventually triggers a comparison between two 
values. If the values involve A (and, possibly, some e^'s), the comparison will be 
handled by an oracle call. Otherwise, we will be comparing linear forms in the e^5. 
J 
For a correct implementation of C , it suffices to deal properly with the second kind 
of comparison. Suppose the two numbers have the form u = uq + Sy—j UjCj^. and 
J  • ' J  
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V = uo^'S7=l rnust compute sign(<), where t  =  ^ 0 +  ^ 1=1 ^ j H  •  ~  
^  3  * ^ 3  
u j  —  v j ,j = l, . . . , s .  Obviously, if ij = 0 for j = 0,1,...,s, sigii(i) = 0. Otherwise, 
there is a smallest subscript d,0<d<s such that \t^\ > 0. By (2.9), ' • • •' 
can be assumed to be arbitrarily smaller than Thus sign(<) = sign(f^). We 
should note that the use of perturbation techniques is common in mathematical 
programming [21, 57], one example being the lexicographic rule applied in the simplex 
algorithm. These methods have also found applications in computational geometry 
[29]. An earlier application of perturbation methods to parametric computing was 
given by Megiddo [53]. 
fl Let c(d) be the running time of C . Since at any level, the number of perturba­
tions that will have to deal with is d, and d is fixed, the running time of will 
be the same, asymptotically, whether it deals with a perturbed or an unperturbed 
problem. As we have seen, c{d) is 0{T • b{d)), where b{d) is the running time of 
/7 • . • • /7—1 
and b{d) is 0{c{d — 1)) because B is implemented via three recursive calls to C . 
Since 6(1) = 0(i), we conclude that c(d) is 0(T'^'^^). 
2 . 4 . 2  Speeding up the Search 
J . // 
The main bottleneck in algorithm C is the need to apply oracle B to each 
affine function generated during the simulation of algorithm A. One way to reduce 
this problem is to arrange things so that by using a small number of oracle calls we 
are able to resolve a large number of functions. Megiddo [51] proposed a way to do 
this in the context of one-dimensional problems, an idea that has subsequently been 
used in multi-dimensional optimization [22, 55]. Megiddo's approach is to simulate 
the execution of a parallel algorithm A for computing £r(A) rather than a sequential 
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one. Suppose A uses M processors and carries out at most D parallel steps. In each 
J 
step of the simulation, a batch of at most M comparisons is carried out. In C s 
simulation of A, each such comparison has an associated afRne function h which can 
be resolved using Every parallel step produces a set of 0 { M )  hyperplanes, which 
/7 
can be resolved with O(log M) oracle calls using Theorem 1. The running time of C 
is therefore 0{b{d) • D • logM + T), where b{d) is the running time of Since B'^ 
i s  i m p l e m e n t e d  b y  m a k i n g  a t  m o s t  t h r e e  r e c u r s i v e  c a l l s  t o  ,  a n d  6 ( 1 )  =  0 ( T ) ,  
t h e  r u n n i n g  t i m e  o f  w i l l  b e  0 { { D \ o g M ) ^ T ) .  
Cole [25] showed that one can improve on Megiddo's results for certain important 
special cases. Like Megiddo's method, Cole's technique applies to one-dimensional 
parametric search problems, but we shall show that it can be extended to higher 
dimensions. What follows shall require some elementary knowledge of combinational 
circuits as described, say, in [20]. A combinational circuit ^ is a directed acyclic graph 
whose nodes are combinational elements (e.g., adders, min gates, etc.), and where an 
edge from element ej to element e2 implies that the output of ej is an input to 62-
Elements of zero fan-in are inputs] elements of zero fan-out are outputs. An element 
is said to be active if all its inputs are known, but the associated operation has not 
been carried out yet. An element is said to have been resolved when the associated 
operation has been carried out. 
Now, suppose that the algorithm A simulated by is implemented as a com­
binational circuit Q (which is given to us explicitly) of width M and depth £), whose 
elements are multiplier gates where one of the two inputs is a constant, min gates, 
adders, and subtractors. Megiddo's approach would simulate Q level by level, in D 
steps, where each step would carry out the operations of the gates at a given level. 
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The operations within a level would be carried out using Theorem 1, with 0(log M)) 
calls to the oracle In Cole's approach, each step only resolves a fixed fraction 
of of the active nodes, using only a constant number of oracle calls. The choice of 
which nodes to resolve is guided by a weight function w : V{G) —> R. To describe 
the strategy precisely, we will need some notation. The active weight, W, of the 
circuit is the sum of the weights of its active elements. Let a < 1/2 be a positive 
number. An a-oracle with respect to w — or simply an a-oracle — is a procedure 
that is guaranteed to resolve a set of active elements whose total weight is at least 
aWl2. The following is a restatement and an extension of a result in [25]. 
Lemma 5 Let Q be a combinatorial circuit of width M and depth D. Let d^j^^ = 
mm{dj,dQ}, where dj (dQ) denotes the maximum fan-in (fan-out) of an element 
of Q. Then, there exists a weight function w such that Q can be evaluated with 
0(£) log + logM) calls to an a-oracle with respect to w. 
Proof: Let the weight function w be defined as follows. The weight of each 
output element is 1, and the weight of each internal element is twice the sum of 
weights of its immediate descendants. Then scale the weights to make the total 
weight of input elements equal to M. 
Lemma 6 At the start of the + 1)"®^ iteration, k >0, the active weight is at most 
(1 - a/2)^ • M. 
Proof: By induction on k. The result holds for /: = 0 since, at the start of the 
first iteration, only the input elements are active and their total weight is M. To 
prove the inductive step, it suffices to show that at each iteration the active weight 
is reduced by a factor of at least a/2. 
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Suppose element e is resolved. Then e ceases to be active, but all its descendants 
may become active. Hence, the resolution of e reduces the active weight by at least 
u;(e)/2. Let the active weight of network be W. In one step, the a-oracle resolves 
a set of elements whose total weight is at least a • W. Thus, in one step, the active 
weight is reduced from W to (1 — al2)W. • 
Lemma 7 The weight of any circuit element is at least . 
Proof: After the initial weight assignment, but prior to scaling, the total weight 
of the elements at depth j is at most Thus, the total weight of the 
input nodes is at most . Hence the scaling factor is at most . 
Since, prior to scaling, every element has a weight of at least one, after scaling the 
weight of any circuit element will be at least {2d^i^)~^. • 
Lemma 8 L e t =  c { D \ o g 2 d ^ j ^ j ^ - \ - \ o g M ) ,  w h e r e  c =  [1 — 1/LOG2(L — Q;/2)J . Then, 
there will be no active elements after k >j iterations. 
Proof: First, observe that 
7 > - (Dlog2c?^^„+ logM)/log2(l - q:/2) 
=  - ( l o g M  • { 2 d r n i J ^ ^ / l o g 2 { l - a / 2 )  
= l°g(l-a/2)(^-(2^mm)^)"^ (2-10) 
By Lemma 6, the active weight at the start of the {k + 1)"®^ iteration is at most 
(1 — af2)^ • M. Using (2.10) and the fact that (1 — a/2) is less that one, we have 
{\-al2f-M < (l-a/2)T-M 
< (1 - . M 
~ i^^min) 
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As the weight of any element in the circuit is at least and the active 
weight is strictly less than this weight, there are no active elements after the 
iteration. CD 
By Lemma 8, there will be no active elements after c{D log +log M) steps, 
where c depends only on a .  Thus, Q  can be evaluated with 0 { D  l o g  logM) 
calls to an a-oracle. • 
In order to use Lemma 5, we need to give an efficient implementation of the 
Qf-oracle. Let A be the set of active elements of Q and let Ai Q A he the set of 
adders, sub tractors, and constant multipliers. Each e G can be resolved imme­
diately by simply doing the corresponding operation on the input linear forms. The 
remaining active elements are comparators, every one of which has an associated 
affine function. Let the set of all such functions he H = • • •, hn}, where /i^- is 
the function associated with E A — and assign a weight of w{ej^) to hj^. We 
can resolve a fixed fraction of the functions with 0(1) oracle calls using algorithm 
WEIGHTED-SEARCH of section 2.3 with one slight modification: If at any point dur­
ing its execution WEIGHTED-SEARCH encounters a hyperplane H (even an auxiliary 
one) such that i?fl A ^ 0, it stops and returns g^. The running time of the a-oracle 
J 
is therefore 0 { b { d ) ) ,  where b { d )  is the running time of B  . Thus, Lemma 5 leads to 
an implementation of whose running time is 0{b{d){D -}- logM) + D • M). As 
J J 1 
before B is implemented by making at most three recursive calls to C . From 
this, and the fact that 6(1) = 0{T), we can deduce that the running time of is 
0{{D^ -1- log*^ M)T) (note that the weight function required for the application of 
Lemma 5, can be computed within this time bound). 
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2.4.3 Some Remarks on Constant Factors 
The use of multidimensional search schemes seems to lead invariably to large con­
stants that depend on d [28]. Using standard techniques [18, 28], it can be shown that 
the algorithms described in this section have hidden constants of the form 2^(^ ), 
provided the search algorithm with singly exponentially small efficiency is used. Some 
improvements are possible. For the case where all the weights are powers of 1/4, as 
would occur if the circuit to be simulated is a comparator-based sorter, we can obtain 
a search scheme with ot{d) = 1/3 and = 2(20'^'"^); the details are technical and, 
hence, omitted. Using this improved scheme, the running time of the optimization 
algorithm will still have a constant of the form ), but the constant inside the 
O will be smaller. 
2.5 Solving the Lagrangian Dual when the Number of Constraints is 
Fixed 
The method of Lagrangian relaxation, originally developed by Held and Karp 
[40, 41], is motivated by the observation that many combinatorial problems that are 
known to be NP-hard can be viewed as easy problems complicated by a relatively 
small set of side constraints. More formally, we consider optimization problems of 
the following sort: 
Zp = min{c^x : Ax < 0, x 6 (2-11) 
where c is a n x 1 vector, A \s a. d x n matrix, a; is a n x 1 vector and X is a 
rj polyhedral subset of R . The set of inequalities Ax < 0 constitutes the complicating 
set of constraints, in the sense that, in its absence, the problem is polynomially 
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solvable. 
The Lagrangian relaxation of (2.11) is obtained by pricing out the constraints 
Ax < 0 into the objective function by introducing a vector A = of 
Lagrange multipliers as follows: 
It is well known that Z£){\) < Zp for all A > 0 [35]. Thus, if there is a polynomial-
time algorithm to compute for any fixed A > 0, problem (2.12) will provide 
an efficient way to obtain a lower bound on the solution to (2.11). Such a bound 
can be of great utility in branch-and-bound methods. The best lower bound on Zp 
attainable via (2.12) is given by: 
Problem (2.13) is the Lagrangian dualoi (2.11) with respect to the set of constraints 
Ax < 0 and is the value of the Lagrangian dual. 
Computational experiments have repeatedly shown that provides excellent 
lower bounds on the optimum solution ol Zp [35], thus motivating the search for 
efficient algorithms to solve the Lagrangian dual. One widely-used method is suh-
gradient optimization, first proposed in [41]. Despite its success in practice, this 
technique is not known to be a polynomial-time algorithm, even if (2.12) can be 
solved in polynomial time. 
It is well known that if Zj^[\) can be computed in polynomial time for each 
fixed A > 0, then the Lagrangian dual can be solved in polynomial time [57]. Re­
cently, Bertsimas and Orlin [10] have presented faster polynomial time algorithms for 
certain special cases. An issue that has received some attention [7] is whether there 
Z£)(A) = min{c^a: -f Ax : x G X}. (2.12) 
Zp = max{Z£)(A) : A > 0}. (2.13) 
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exist strongly polynomial algorithms to solve the Lagrangian dual. (An algorithm is 
said to be strongly polynomial if the number of arithmetic operations it carries out 
is polynomially bounded, independently of the magnitudes of the input numbers.) 
The algorithms discussed above are not strongly polynomial, even if Z£){X) can be 
computed in strongly polynomial time. 
We shall be interested here only in the case where the number d of complicating 
constraints is fixed. Since Zj) is a concave function [57], if Zj^{\) is computable 
in strongly polynomial time by a piecewise affine algorithm, the results of Megiddo 
and Cohen described in Section 2.4 imply the existence of strongly polynomial time 
algorithms to solve the Lagrangian dual. We focus our attention on two broad fam­
ilies of problems where weighted multidimensional search allows us to obtain faster 
algorithms than the Megiddo-Cohen approach: matroidal knapsack problems and a 
class of constrained optimum subgraph problems on graphs of bounded tree-width. 
2.5.1 Matroidal Knapsack Problems 
What follows presupposes some familiarity with matroid theory (see, e.g., [45]). 
Consider a matroid M = (E,G) where E, the ground set, is a finite set and ^ is a 
collection of certain subsets of E called independent sets. We assume that Q is given 
in a concise form; i.e., there is an algorithm with running time c(n), polynomial in 
n = |£?1, for finding whether a given subset of E is independent. Suppose each element 
e E E has a value u(e). In ordinary matroid optimization problems, one must find 
an optimum base (maximal independent set) of maximum total value. The standard 
algorithm for doing so is the greedy method, which first sorts the elements according 
to value and then considers the elements in nonincreasing order. An element e is 
39 
added to the current set A if A U {e} is independent. The greedy algorithm takes 
time 0(nlogn + nc{n)). 
In multi-constrained matroidal knapsack (MMK) problems, in addition to a value, 
each e G E has a d-dimensional size vector s(e) and there is a (i-dimensional capacity 
vector C. The problem is to find a base G* such that 
Z* = I Yi "(e) = ^ 
eeG* UeG eeG J 
We refer the reader to Camerini et. al. [19] for a discussion of the various applications 
of these problems, as well as for references. MMK problems are in general NP-hard. 
We can bound Z* by solving its Lagrangian dual. Let 
ZdW = I "(e) - ^(e) - C")} 
UeG eeO J 
The Lagrangian dual is: 
= min{Z£)(A) : A > 0}. (2.14) 
In [19], Camerini et al. outline an algorithm for (2.14) whose running time is not 
guaranteed to be polynomial. Noting that the crucial first stage of the greedy method 
(where all comparisons are done) can be carried out in parallel using a 0(log n)-depth, 
0(n)-width sorting circuit [5], we can use the Cohen-Megiddo technique to obtain a 
Orl * 0((n log n + n- c(n)) • log n) algorithm using the approach outlined in Section 2.4, 
with the greedy algorithm playing the role of algorithm A. Using Lemma 5, and the 
weighted multidimensional search algorithm, we obtain a 0{{n log n+n • c{n))-log*^ n) 
algorithm. We note that if the underlying matroidal problem has a more specialized 
structure (e.g., if it is the spanning tree problem), even faster algorithms are possible. 
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2.5.2 Constrained Optimum Subgraph Problems 
Optimum subgraph problems have the following form. Given a graph G with 
real-valued vertex and edge weight functions wy : V{G) —> R and : E{G) —> 
R ,  r e s p e c t i v e l y ,  f i n d  a n  o p t i m u m  ( i . e . ,  m i n i m u m -  o r  m a x i m u m - w e i g h t )  s u b g r a p h  H  
satisfying a property P. Well-known examples of such problems are minimum-weight 
dominating set, minimum-weight vertex cover, and the traveling salesman problem. 
Let us write va\Q{H) to denote 'wy{v) + where i/ is a 
subgraph of G. We can express all optimum subgraph problems as 
z q  =  opt{val( ^ ( i y )  :  H  a subgraph of G  satisfying P}, (2.15) 
where "opt" is either "min" or "max", depending on the problem. 
Even though many optimum subgraph problems are known to be NP-complete, 
several researchers have developed methodologies for devising linear-time algorithms 
for graphs of bounded tree-width [6, 8, 12,16, 11, 65] (for a definition of tree-width, see 
[56]). While their approaches differ from each other in several respects, in essence they 
all deal with subgraph problems that have certain "regularity" properties that make 
them amenable to dynamic programming solutions. The class of regular problems is 
broad, and includes the subgraph problems mentioned above, as well as many others, 
such as the maximum cut problem and the Steiner tree problem (see, e.g., [6, 16, 11]). 
Suppose that, in addition to a weight function, every v  6 V { G )  ( e  E  -E(G)) has 
a c?-dimensional size vector sy (u) (^£;(e)). The problem is to solve (2.15) subject to 
the knapsack-like constraint 
v e V ( f f )  e e E { H )  
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where i is a d-dimensional capacity vector. Even if the unconstrained problem is 
solvable in polynomial time, the constrained one may be NP-hard. Such is the case, 
for example, for the dominating set problem on trees (which are graphs of tree-width 
1), even if d = 1 [48]. 
r p  
For every v  6 F(G), let W y ( v ,  A) = w y { v )  -F and for every e € E{G), 
let A) = W]^{e) -1- X^S£j{e). Let us write \/a\Q{H, A) to denote 
' ^ v e V { H )  + ^e e E { H )  
where H is a subgraph of G. The Lagrangian relaxation of problem (2.15) is 
Z q{ X )  = opt{Val(^(iy, A) : H  a subgraph of G  satisfying P } .  (2.16) 
If property P  is regular, there exists a 0(n)-time algorithm to compute Z q{ X )  for 
any fixed A. Also, as proved in [34], there exists a 0(n)-size, 0(logn)-depth combi­
national circuit that computes Zq{X) for any fixed A. Thus, the results of Cohen and 
Megiddo summarized in Section 2.4 imply that the Lagrangian dual can be solved 
in O(nlog^^n) time. Using weighted multidimensional search and Lemma 5, we can 
improve this to O(nlog^n). 
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3. FAST ALGORITHMS FOR INFERRING EVOLUTIONARY 
TREES 
A paper submitted to Networks^ 
Richa Agarwala, David Fernandez-Baca, and Giora Slutzki 
3.1 Abstract 
We present algorithms for the perfect phylogeny problem restricted to binary 
characters. The first algorithm is faster than a previous algorithm by Gusfield when 
the input matrix for the problem is sparse. Next, we present two online algorithms. 
For the first of these, the characters are given as input one at a time, while, for the 
second, the species are given as input one at a time. These two online algorithms 
can easily be combined into an algorithm that can process any sequence of additions 
and deletions of species and characters. 
^This paper is also published in (i) Proceedings of the 30th Allerton Conference on 
Communication, Control, and Computing, pp. 594-603, 1992 and (ii) ISU technical 
report TR92-19. 
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3.2 Introduction 
A fundamental problem in molecular biology is that of inferring the evolutionary 
history of a set of species S, each of which is specified by the set of traits or characters 
that it exhibits [31, 36]. Each character can occur in a species in one of a fixed number 
of states. Information about evolutionary history can be conveniently represented by 
an evolutionary or phylogenetic tree, often referred to simply as a phylogeny. More 
precisely, a phylogeny for a set of species «S is a rooted tree in which the leaves 
represent the species in <S, and the internal nodes represent hypothetical ancestral 
species. The species are usually described by an n x m matrix M, where n = |<S| is 
the number of species, m is the number of characters, and is the state of the 
character for the species. A perfect phylogeny P, if it exists, is a phylogeny that 
assigns an m-vector of character states to each hypothesized ancestral species, and 
has the property that, for each state of each character, the set of nodes in P having 
that state is connected in P. Recently, this problem was shown to be NP-complete 
by Bodlaender et. al. [14]. 
When we restrict the characters to have only two states, M becomes a 0-1 
matrix and an alternative but equivalent representation of P is a rooted tree where 
each species in S is attached to exactly one leaf of P, each character is associated 
with exactly one edge of P, and for any leaf w of P, the characters associated with 
the edges along the unique path from root to w exactly specify the characters of the 
species at leaf w. See Figure 1 for an example. We shall refer to this special case of 
perfect phylogeny problem as the binary phylogeny (BP) problem. For the biological 
assumptions and interpretation of this problem, see [39]. 
Gusfield [39] gave a time-optimal algorithm for solving BP which takes time 
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1 2 3 4 5 6 7 8 
A  1 1 1 0 0 0 0 0 
B 1 1 0 1 0 0 0 0 
C 1 0 0 0 0 0 0 0 
D 0 0 0 0 1 1 0 0 
E 0 0 0 0 1 1 1 1 
(a) 
Figure 3.1: (a) A matrix M and (b) its phylogenetic tree P. 
linear in the size of the input matrix M. As he points out, the argument for the 
tl{nm) lower bound considers a very unnatural matrix in which most of the species 
have most of the characters and M has nm — 2 ones and only 2 zeroes. In general, 
however, M is not dense. For such instances, the following representation of the input 
may be more natural: For each character i € {1, • • •, m}, we are given a set of all 
the species that exhibit that character; i.e., is the set of species which have a 1 in 
column i of M. For convenience, we shall assume the existence of a universal set of 
species Cq containing all n species. From now on, we shall refer to as a character. 
We assume that all characters are nonempty. Our first result is a 0(C) algorithm 
for BP where C = \^i\- This is a significant improvement over the 0{nm) 
algorithm given in [39] for the case where M is sparse. Next, we give two online 
algorithms. The first one receives characters as input one at a time. We suggest two 
implementations of this algorithm and show that depending on the implementation, 
t h e  r u n n i n g  t i m e  o f  t h e  a l g o r i t h m  f o r  a d d i n g  a  c h a r a c t e r  C i  i s  0 ( | Q |  l o g n )  o r  0 { n ) .  
45 
When invoked repeatedly for adding m characters, this yields a total running time of 
C>(Clogn) or 0{nm). The second online algorithm receives species as input one at 
a time. Similar implementations as those of the previous algorithm result in running 
time of 0(|/(S'^)| logm) or 0(m) where Si is the species being added and 
is the number of ones in the row for Si in M. This leads to a total running time 
of O(Clogm) or 0{nm) for adding n species. Since, as pointed out in Sections 3.4 
and 3.5, online deletion of characters and species from a given phylogeny can also be 
done quickly, we have a complete set of primitives for maintaining a phylogeny under 
any stream of additions and deletions of characters and species. 
3.3 An algorithm for BP 
Let C = {CQ, • • • ,Cm} be a set of characters. Gusfield's algorithm for BP and 
ours are based on the following fundamental result. 
Lemma 1 [30] C has a perfect phylogenetic tree P iff for every pair of characters 
C^, Cj, either D CJ = 0 or one contains the other. 
A set of characters C satifying the conditions of this lemma shall be said to be 
compatible. 
Our approach is based on constructing a character tree (CT) T for C. T is a 
rooted tree with the following properties: 
(Cl) V { T )  =  { N q ,  • • •, N m }  where is the node in T  for character 6 
C .  N q  i s  t h e  r o o t  o f  T .  
(C2) For every N r  € V { T ) ,  if N r  has a parent iVp, then C r  Q  C p .  
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Na 
Ci ={A,B,C} 
C2 = {A,B} 
C3={A} 
Q ={B} 
C5 = {D,E} 
C6 = {D.E} 
C7 = {E} 
Cg = {E} 
N3, 
(a) (b) 
Figure 3.2: (a) Characters C i , - - -  , C g  and (b) their character tree T. 
(C3) For every Nr G V(r), Crr\Cs = 0, for each sibling Ns of Nr. 
By the above lemma, it is clear that C  has a phylogenetic tree P  iff it has a 
character tree. Given a character tree T  for C ,  we can easily construct a phylogenetic 
tree P  for C  as follows. First, for each r  G {1, •'' label the edge between N r  
and N p  by r, where N p  is the parent of N r .  Next, consider each N j ^  in turn. Let Nj^ 
be the parent of N^., • • •, iVj , and let Cj^ = .. If C{ — Cji = 0, do nothing. 
1 •> J 
Otherwise, proceed as follows. If Nj^ is a leaf and |Cj| = 1, label Nj^ with the single 
species x G Cj. Else, create a child of N^ for each a; G — Cp^ and label it by x. 
Figure 2 shows the characters and the character tree for the example in Figure 1. 
From now on, we concentrate on constructing T. Algorithm PlIYLOGENY, which is 
described below, creates T (if it exists) from the top down, inserting characters in 
nonincreasing order of cardinality. Each node has a list of links that point to the 
children of the node in T. PlIYLOGENY also uses an array A[l..n] where A[i] stores 
the name of the (unique) lowest node in T (constructed so far) containing species 
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i. (Node a is lower than node b if the length of the path between a and the root is 
greater than the length of the path between b and the root.) 
Algorithm PHYLOGENY 
Step 1. Sort C q, - • • ,Cm by nonincreasing cardinality. From now on, we assume 
without loss of generality that [Cgl > \Gi \ > • • • > \Cm\- Create a node Ni for 
each character Cj and initialize all yl[i]'s to Nq. 
Step 2. 
for i = 1 to m do 
begin 
Pick a species x  £  C f ,  let i4[a;] = N i  
for every j/ 6 Cj do 
if A [ y \  ^  J4[x] then return FAILURE 
e l s e  A [ y ]  < —  
Add a link from Ni to JVj 
end 
Step 1 can be carried out in 0 { n + m + C )  time by using radix sort with n buckets 
since for all i, |Cj| < n. In Step 2, we look at each Cj once and we look at each species 
in Ci at most once. Thus, Step 2 takes 0(C) time. The remaining bookkeeping can 
also be done in 0(C) time. Therefore, the running time of PHYLOGENY is C(C), 
s i n c e  u s u a l l y  n  < ^ m  a n d  m  < C .  
Lemma 2 If PHYLOGENY returns FAILURE, then C has no character tree. 
Proof: Suppose FAILURE occurs when Cj is being considered and we find that 
A [ y \  ^  A [ x ] .  L e t  A [ x ]  =  N j .  T h e n  C i  H  C j  ^  s i n c e  x  G  C {  D  C j .  S i n c e  C j  
was considered before Cj, \Cj\ > |Cj|. By Lemma 1, C has no character tree unless 
Cj D Cj. 
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Suppose C j  D  Cj. We shall show that in this case there exists a such that 
C i  a n d  v i o l a t e  L e m m a  1 .  S i n c e  A [ y \  ^  N j  a n d  y  E  C j ,  w e  m u s t  h a v e  A [ y ]  =  N j .  
where j < k < i. Now, (1 Cf, 0 because t/ £ Cj- (1 Cj,. Since A[x] = Nj and 
k  >  j i  X  ^  C f g .  T h e r e f o r e ,  x  £  Cj ,  x  ^  C j ,  a n d  ^  Cj .  S i n c e  |C j |  <  \ C f , \ ,  
(we use C and D to denote proper inclusion). Therefore, Cj and Cj, violate Lemma 1 
and C has no character tree. • 
Lemma 3 If PHYLOGENY succeeds, then the tree constructed is a character tree for 
C. 
Proof: Since we assume that all characters are nonempty, at the successful 
te r m i n a t i o n  o f  P H Y L O G E N Y ,  a l l  t h e  n o d e s  w i l l  b e  i n  t h e  c o n s t r u c t e d  t r e e ,  s a y  T .  
Hence T satisfies (CI). We show that conditions (C2) and (C3) are maintained after 
each iteration of the loop. Initially, these conditions are trivially true. Suppose they 
I t  ^  ^  i l  
hold up to the (r — 1) iteration of the loop where r > 0. In the r iteration, we 
consider Cr- We argue that conditions (C2) and (C3) hold after the completion of 
this iteration. 
Suppose N p  becomes the parent of N r  and Cr %  C p .  Then there exists a y G Cr 
such that y ^ Cp. Thus, A[y\ ^ Np. Since Np is the parent of Nr, the first species 
x picked from Cr has A[x] = Np. Therefore, A[y] ^ A[x] and PHYLOGENY would 
return FAILURE. Hence Cr Q Cp and (C2) is satisfied. 
If Nr has no siblings, then (C3) trivially holds true. Suppose Nr has siblings 
and their parent is Np. Let x be the first species picked from Cr- Since Np is the 
parent of Nr, we have A[x] = Np. Let Ns be a sibling of Nr such that Cr fl C5 0 
and let y G Cr fl C5. Then yl[j/] is either Ns or one of the descendants of Ns, but 
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not Np. Therefore, A[y] ^ A[x] and PHYLOGENY would return FAILURE. Hence 
Cr n C5 = 0 and (C3) is satisfied. • 
3.4 An online algorithm for characters 
It may sometimes be necessary to update an existing phylogeny or test if a 
newly introduced character is compatible with the current set of characters. In this 
section we consider an online algorithm for characters which answers the update and 
compatibility questions. Note that given a compatible set of characters C, a CT R for 
C, and a character Q, the character set C' = C — {Q} is also compatible and a CT 
for C' can easily be constructed from R in 0{\Ci\) time. For this reason, in the 
remainder of this section, we concentrate on the problem of adding new characters. 
In the online version for characters, characters arrive one at a time. With­
out loss of generality, we assume that characters are indexed C2,C2,---, accord­
ing to their order of arrival. As before, we stipulate the existence of a character 
CQ which contains all n species and that all characters are nonempty. The on­
line binary phylogeny problem is as follows: Given a compatible set of characters 
= {C'O'^1'• • '1) ^  character tree Ri^i for and a character C^, 
determine whether or not U is a compatible set of characters and, if 
so, construct a character tree R^ for Ci. 
For convenience, we will work with a compact version of the character tree, which 
we shall refer to as a compact character tree (CCT). It is equivalent to a character 
tree but renders itself more easily to online modifications by identifying nodes with 
identical characters as a single node. Formally, a CCT for a compatible set of char­
a c t e r s  C  =  { C q ,  -  •  •  , C m }  i s  a  t r e e  R  w i t h  v e r t e x  s e t  V { R )  =  { N q ^ N j ^ ,  -  •  •  , N j ^ } ,  
50 
H 3 
N 7 
Figure 3.3: Compact character tree R for T in Figure 2 
where Q together with a labeling function label that maps 
every node in the tree to a subset of {1, • • •, m}. R  and label must satisfy the following 
properties: 
(Dl) Nq is the root for R. (Cq has all n species.) 
(D2) For every N i  E  V { R ) ,  if N f  has a parent N p ,  then C C p .  
(D3) For every N f  6 V { R ) ,  C ^ O C s  =  0, for each sibling N s  of N f .  
(D4) For every N j  G V { R ) ,  label{ N j )  =  {i : C i  =  C j } .  
(D5) U{lahel{ N j )  :  N j  e  V { R ) }  =  {0,1,• • • 
Figure 3 shows a CCT for the example in Figure 2. We have the following 
incremental version of Lemma 1, whose proof is omitted. 
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Lemma 4 Suppose C  = {CQ, • • •, C'I—L) has a CCT R  and C f  is the next character. 
Then C U {Q} has a CCT R! iff either 
(El) Cf = Cp for some Cp € C, or 
(E2) There exists Cp EC such that Cf C Cp and for each child Nr of Np 
in R, Cf n Cr = 0 or Cf D Cr. 
Note that all characters Cp which satisfy (E2) will be equal and therefore, by 
(D4) they will be contained in the label set of a unique node in R. Furthermore, if 
CU {Cf} has a CCT R!, then it can be obtained from R by carrying out the following 
transformation: 
• If (El) is satisfied, then add t to label{Np). 
• If (E2) is satisfied, then create a node Ni, assign label{Ni) = {<}, and make 
Np the parent of iV^. The children of Ni are those children Nr of Np, if any, 
such that Cf D Cr-
This transformation is carried out by algorithm ONLINE-PHYLOGENY(i?, Q) 
given below which assumes that R is not empty (i.e., contains at least the root node 
A^Q) and Cf ^ 0. Because of the online requirement, the nodes of the tree will have 
to carry more information to facilitate fast processing of new characters. Specifically, 
each node N^ eV(R) stores 
(i) the set Cj, denoted by set{ N j ) ,  
(ii) |Cj|, the cardinality of Cj, 
(iii) parent[N^), a pointer to the parent of Nj^, 
(iv) label{Ni), the label set of N^, 
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(v) list of pointers to its children, and 
(vi) for every x G C^, & variable H^[x]. Hi[x] is a pointer to the child of iV^ whose 
character contains the species x. If none of these contain x, then Hj\x\ is nil. 
Algorithm ONLINE-PHYLOGENY(/?, CI) 
begin 
R' 
Let V <— A[/] where I G Cf and Vi G Q, |5ei(A[/])| > |5ef(A[i])| 
while \ci\ > |sef(u)| do 
V <— parent{v) 
Let V = Np /* \Ci\ < |Cp| */ 
(* )  i fCt% C p  
(Fl) then return FAILURE 
else 
if IQI = |Cp| /* is a duplicate of Cp */ 
(51) then Add t to label{Npy, return il' 
else begin /* Now Cf C Cp * I 
create a new child Nf for Np 
labd{Ni) {f}; parent^Nf) <— Np 
for every x G Q do begin 
H t [ x ]  ^  H p [ x ] \  H p [ x ]  ^  N t  
if Hi[x] = nil 
then A [ x ]  < —  N f  
else begin 
Let H t [ x ]  =  N r  
if parent{Nr) = Np 
(**) then if Cr C Cf 
then begin 
Add a link from Ni to Nr 
Remove the link from Np to Nr 
parent[Nr) <— Nf 
end 
(F2) else return FAILURE 
end 
endfor 
(52) return R' 
end 
end 
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Lemma 5 //ONLINE-PHYLOGENY(i?,Q) returns FAILURE, thenCl}{Ct} has no 
CCT. 
Proof: Suppose FAILURE occurs at (Fl) when |C^| < \Cp\ but Cf ^ Cp. Then 
neither one of Q, Cp contains the other. Since Np is an ancestor of A[/], I G Cp fl Q. 
Therefore, CiD Cp ^ $ and Q, Cp violate Lemma 1; thus, C U {Q} has no CCT. 
Suppose FAILURE occurs at (F2). Then Cf C Cp, but there exists x E Ci such 
that Hflx] = Nr ^ nil, Nr is a child of Np, and Cr <f. C^. We first show that the 
node Np found after the while loop is the only candidate for becoming the parent 
of N^. Since / must be in the character set of the parent of N-^ and A[l] is the lowest 
node in R containing I, the parent of Ni lies on the path from A[/] to the root of R. 
No node on the path from A[/] to Np can be the parent of Ni since the cardinality of 
its character set is smaller than |C^|. The nodes on the path from Np to the root of 
R are not candidates for being a parent of N^ since they have a child which is neither 
disjoint from nor a subset of C^. Therefore, Np is the only candidate for becoming 
parent of Np Now, since Nr = Hi[x] ^ nil, x e Cr fl Cf. Hence, if Cr ^ Ci, (E2) is 
violated and C U {C^} has no CCT. • 
Lemma 6 //'ONLINE-PHYLOGENY(i?, C^) succeeds, then the tree R! constructed is 
a  C C T f o r C l i i C t } .  
Proof: If R ' is returned at (Si), then there exists a. Cp e C  such that Cp = C^. 
In this case, the algorithm modifies R by adding label t to label{Np) in accordance 
with (D4). Since R satisfies (D1)-(D5), R! will also satisfy these conditions. 
If R' is returned at (S2), then there is no Cp G C such that Cp = Cp In this 
case, the algorithm adds a new node Ni to R. Ni is made a child of a node Np 
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such that C i  C C p  and made the parent of zero or more nodes N r  such that N r  is 
a child of Np in R and Cr C Q. Therefore, by (E2) R' is a CCT if Q is disjoint 
from all Cr such that Nr is a child of Np and Cr Ci- Now ii x E Cr r\ Cf, then 
X e set{Hi[x]) n Cr- Since Hi[x] was a sibling of Nr in R, we have a contradiction 
as R satisfies (D3). 
Running time of ONLINE-PHyLOGENy(i?, c i ) :  The time taken for find­
ing the initial node v is 0(|C^|) since each node Nj^ stores \Ci\. The number of it­
erations of the while loop is at most \Ci\ since i? is a CCT and by (D2), we have 
\set{parent{v))\ > |5ef(tj)| 1. The only costly operation in the algorithm is check­
ing for set containment in (*) and (**). Clearly, (*) is carried out just once. For 
(•**), we have the following. Let Nj^, - • • ,Njj^ be the children of Nf. Note that 
ICjJ < IQl- For each child Nr of Nf, the operation Cr C Cf is carried out 
p rec i s e ly  once  when  p a r e n t { N r )  i s  s e t  t o  N ^  and  the re fo re ,  f o r  any  o the r  x  G N - ^ C i N r ,  
the test for parent{Nr) = Np fails. We shall now present two implementations for 
carrying out the subset checking and analyze the running time for each case. 
Sets as binary search trees: Each node Nj^ stores the species in as a binary 
search tree The time required for checking whether Cf C Cp is at most 
0(lQ|log|Cp|) since for each element x G Q, we need to check whether 
X is in Sp which requires 0(log \Cp\) time. Therefore, algorithm ONLINE-
PHYLOGENy(i?, Ci) takes 0{\Cf\log \Cp\) time and by invoking it repeatedly, 
the phylogenetic tree can be found in O(Clogn) time. 
Sets as arrays: Each node N^ contains an array of length n where 5j[a;] = 1 if 
X 6 CI and iSjx] = 0 otherwise. can be initialized in 0(n) time. The node 
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also stores species in as a linked list L^. The time required to check whether 
Cf C Cp is 0(|C^|), since we need to examine each x £ Lf exactly once, to 
check whether •Sp[a;] = 1. Therefore, algorithm ONLINE-PHYLOGENY(i?, C^) 
has a running time of 0{n) and the array implementation will have a total 
running time of 0{nm) for finding the phylogenetic tree. 
3.5 An online algorithm for species 
We now consider what, in a sense, is a dual version of the problem we studied 
in Section 3, namely, to dynamically maintain a CCT under a sequence of additions 
and deletions of species. A species S is represented by the set I{S) of the indices of 
the characters exhibited by S. Given a set S of species described in this way, there 
is a corresponding set C of characters, where each G C is given by Q = {5 G <S : 
i 6 I{S)}. We shall say that S is compatible if the associated set of characters C is 
compatible. As before, we shall assume that every species exhibits character CQ; i.e., 
0  e  7 ( 5 )  f o r  a l l  S e S .  
Suppose we have a compatible set of species S  =  {•S'l, ^2, • • •, and a CCT 
R  for S .  Clearly, for any G 5, the set of species S '  =  S  —  {5^} is compatible. 
Cons t ruc t i ng  a  CCT R '  fo r  S '  s imp ly  r equ i r e s  r emov ing  S j ^  f rom each  node  N j  6  R  
such that Si E Cj. All of these nodes must lie on a single path in R. The removal 
of may render identical two nodes which were formerly distinct sets Cj and 
which  d i f f e r ed  on ly  i n  S ^ .  Also ,  some  se t  C j  may  become  empty  and  thus ,  N j  
may have to be deleted from R. The key to updating R efficiently therefore, lies in 
representing the nodes and their associated sets properly. For example, if sets are 
represented as boolean arrays of length n, removal of a species 5^- takes 0(1) time per 
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set C j  such that j G for a total of 0(|/(5j)|) time. Using a binary search tree 
representation of sets, removal of 5^ from Cj when j 6 I{S^) takes O(logn) time, 
for a total of 0(|7(S'^)| • logn) time per deletion. All other adjustments to R' can 
be done in 0(1/(5^)1) time. For brevity, we shall leave the details to the reader and 
tu rn  ou r  a t t en t i on  t o  t he  p rob l em o f  add ing  a  spec i e s  t o  S .  
Suppose we wish to determine whether 5' = S  U  { S f ^ }  is compatible. Let 
7(5"^) = {OjZj,Z2J• • • indices of the characters of the new species Sf 
and R  be the given tree; i.e., 5^ should be added to each of the characters in 
{CQ, , C^2' • • •' ^ i]j' algorithm is based on the following result. 
Lemma 7 Suppose S = {5]_, 5*2, • • •, } has a CCT R and Si is the next species 
with I{St) = Let = I{St) D I[S) where I{S) = 
Then S U { S f }  is a compatible set of species iff there exists a path P  in R  from the 
root to some node E V{R) such that both of the following conditions hold. 
(PI) 'o ld  e  U{Ja6e / (Af ; )  :  AT;  €  />} .  
(P2) label{Ni) D I{Si) ^ 0 and for each E P — Ni, label{ N j )  C I qI ^. 
Proof: We shall first argue that if there is no path P  satisfying (PI) and (P2), 
then S U {Sf} is incompatible. Let P' be a longest path satisfying (P2). Note 
that there always exists such a path P' since 0 € I{Si) D label{NQ) where Nq is 
the root of R. Since P' does not satisfy (PI) and every i 6 I{S) is present in the 
label set of exactly one node in i?, there exist Nj E V{R) such that Nj ^ P' and 
label{Nj) D /(5^) 7^ 0. Suppose Nj is the highest such node. We now have following 
cases to consider: 
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Case 1; Suppose parent{Nj) G P' and there exists a sibling of Nj such that 
N}^ E P'. By definition, Cj fl = 0. Since label(Nj) PI I(Si) ^ 0 and 
label{Nj^) fl I{Sf) ^ 0, Si must be added to both Cj and Cf.. Therefore, 
Cj U {5^} and CJ, U {S^} violate Lemma 1. 
Case 2: Suppose parent{Nj) = Np 6 P^ and Nj has no sibling that lies on P'. Since 
P' is of maximum length and Nj ^ P', label{Np) % and lahel[Np)r\lQi^ ^ 
0. By definition, Cj C Cp. Let / G label{Np) — IqI^- Since / ^ I{St) and 
j E gets added to Cj but not to Cj-. Therefore, Cj U {S^} and Cj-
violate Lemma 1. 
Case 3: Suppose parent{Nj )  = Np ^ P ' .  Then label{Np) fl I { S i )  = 0 and S i  must 
be added to Cj but not to Cp. But then, Cj U {5^} and Cp violate Lemma 1. 
In all cases, 5 U {S'f} is incompatible. 
Now, suppose there exists a path P satisfying (PI) and (P2). We shall show 
th a t , in this case, we can build a CCT R' for 5' = <S U {Sf} and hence, that S' is 
compatible. As before, let Nj be the lowest node in P. 
First, let = label{Ni)nI{Si) and J2 = label{Nj^ ~ >^2 ~ 
to every N^ 6 P. Otherwise, split Nj into two nodes as shown in Figure 4. The top 
one will be Ni^, where is any element of Ji and it will have label{Ni^) = Jj. The 
other node will be Ni^,wheve I2 is any element of J2 and it will have label^N^^ — J2. 
Next, if ^ I{St)i then choose any j G I{Si) — IqI^ and create a new node Nj, 
which will be a child of Nj^. Define label{Nj) = I{Si) — and set{Nj) = {5^}. 
Finally, Sf is added to and to every N^ G P — Nj. It is easy to verify that the 
resulting tree satisfies (D1)-(D5). • 
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Figure 3.4: Dividing N i  into and and adding N j  
An algorithm for adding a species to a compatible set of species immedi­
ately follows from the proof of the previous lemma. Since there can be only one path 
p satisfying the conditions of the above lemma, we can find it as follows; First, we 
find anode nj 6 v{r) such that label{ni)nl{si) ^ 0 and \ci\ is as small as possible. 
ni will be the candidate for the lowest node in the path p. Next, we go up the tree 
from Nj, testing for each node N^ that we encounter whether label{Nj) C I^i^. If 
this does not hold, then we return FAILURE. Otherwise, we test whether the union 
of the labels we encountered contains (note that this can actually be done as we 
are going up the tree). If not, then return FAILURE. Otherwise, the path p we have 
found satisfies the conditions of Lemma 7 and we modify the tree as specified in the 
proof of that lemma. 
The lowest node Nj as required above can be efficiently found by keeping an array 
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jB[l..m] where B[i] is a pointer to the node Nj £ V{R) such that i 6 label( N j ) .  
Most of the work done by the algorithm we have sketched involves testing for a 
given € V{R) whether label{Nj) C The only significant problem is the 
representation of labels so that this test can be done efficiently. As done for set{ N j )  
in Section 3, we can implement label{Nj) as either a boolean array of length m or 
as a binary search tree. The array implementation leads to a 0(m) running time 
per update and to a 0(nm) algorithm for adding n species. The binary search 
tree implementation leads to a 0()/(5^)l • logm) running time per update and to a 
0(C log m) running time algorithm for adding n species. 
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4. A POLYNOMIAL-TIME ALGORITHM FOR THE PERFECT 
PHYLOGENY PROBLEM WHEN THE NUMBER OF CHARACTER 
STATES IS FIXED 
A paper accepted in SIAM Journal on Computing^ 
/ 9 Richa Agarwala and David Fernandez-Baca 
4.1 Abstract 
We present a polynomial-time algorithm for determining whether a set of species, 
described by the characters they exhibit, has a perfect phylogeny, assuming the max­
imum number of possible states for a character is fixed. This solves a longstanding 
open problem. Our result should be contrasted with the proof by Steel and Bod-
laender. Fellows, and Warnow that the perfect phylogeny problem is NP-complete in 
general. 
^This paper is also published in (i) Proceedings of the 34th Annual Symposium on 
Foundations of Computer Science, pp. 140-147, 1993, (ii) DIMACS technical report 
TR93-04, and (ii) ISU technical report TR93-07. 
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4,2 Introduction 
A fundamental problem in biology is that of inferring the evolutionary history of 
a set of species 5, each of which is specified by the set of traits or characters that it 
exhibits [31, 36, 46, 47]. Information about evolutionary history can be conveniently 
represented by an evolutionary or phylogenetic tree, often referred to simply as a 
phylogeny. In one of the standard models, the problem can be expressed mathemat­
ically as follows. Let C = {l,...,m} be the character set, and for every c E C, let 
Ac = {1) • - • I't'c} be the set of allowable states for character c. We write r to denote 
ma,Xc^(2 tc- A species s is a vector (sj,..., sm) such that s G -4j x • • • x Am] sc 
is referred to as the state of character c for s, or the state of s on character c. We 
assume that if i E Ac, then there exists a species s E S such that sc = i- The perfect 
phylogeny problem is to determine whether a given set of n distinct species S has a 
tree T with the following properties: 
(CI) S C V { T ) C A i  x - - - x A m ,  
(C2) Every leaf in T is in S. 
(C3) For every c EC and every j E Ac, the set of all u E V(T) such that 
uc = j induce a subtree of T. 
The tree T, if it exists, is called a perfect phylogeny for S and the set of characters 
C is said to be compatible. We should point out that in the biology literature, the 
perfect phylogeny problem is more commonly known as the character compatibility 
problem [26]. In this context, one is frequently interested in computing a maximal set 
of compatible characters, since, in practice, character sets tend to be incompatible. 
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Note also that instances of the phylogeny problem are often expressed in matrix form, 
by giving the set of species 5 as an n x m matrix M whose rows are the species in 
S [17, 39]. 
The perfect phylogeny problem was shown to be NP-complete by Bodlaender 
et al. [14] and, independently, by Steel [60]. This fact suggests at least two lines 
of attack: one is to restrict m, the number of characters; the other is to restrict r. 
Pursuing the first approach, McMorris, Warnow, and Wimer have shown that the 
perfect phylogeny problem is solvable in 0{n^'^^) time [49], which is polynomial for 
every fixed m; linear time algorithms have been found for m = 3 [15, 43]. In this 
paper, we pursue the second approach. Gusfield [39] gave a 0{nm) algorithm for 
r = 2, the binary character case; the procedure is optimal if the input is given as a 
matrix of zeros and ones. In [1] it is shown that, under a suitable representation of 
the input, the run time can be reduced to 0(C) where C is the number of ones in the 
matrix. This reference also presents efficient algorithms for dynamic insertion and 
deletion of species and characters. All of the above results for the binary case are 
based on an elegant and well-known characterization of the set of "yes" instances [30]. 
Dress and Steel [27] devised a O(nm^) algorithm for r < 3. Kannan and Warnow [44] 
e\ 
gave a 0{n m) algorithm for r < 4 {quaternary characters) and conjectured the 
existence of a 0(r' ^n^m) algorithm, which is polynomial for every fixed r. Here 
we prove the existence of a polynomial-time algorithm for any fixed r by giving a 
0{2^^ {nm^ -f m^)) algorithm for the perfect phylogeny problem. 
Instances of the perfect phylogeny problem where there is a known upper bound 
on the number of states per character are of interest to biologists. For instance, 
quaternary characters arise when using DNA to describe species; each possible state 
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of a character corresponds to a nucleotide, A, G, C, or T. Other instances of interest 
are those where r = 20, which occur when species are described by protein sequences. 
These can be viewed as strings from a 20 letter alphabet, each letter corresponding 
to one amino acid. While, admittedly, the running time of our algorithm grows 
quickly with r, it is a worst-case estimate which, in practice may not pose too large 
a problem for current computational technology. Furthermore, the dependency on r 
can be reduced by a factor of 2'' using recent ideas due to Kannan and Warnow (see 
Section 4.7). 
4.3 Preliminaries 
We now introduce some definitions and prove certain preliminary results. 
Definition 1 Suppose T is a perfect phylogeny for S and let p  be some vertex in T. 
IVe shall say that the state ofp on character c is forced if p lies on the path between 
vertices a and b in S such that ac — be. (Observe that if this is the case, in order to 
satisfy condition (C3) we must have pc = o.c = be-) 
If the state of a character of a node is unforced, several assignments may be 
possible. In Figure 4.1, for example, the state of the fourth character of the internal 
node is unforced and we could assign it a value of 1, 2 or 3. 
Lemma 8 A set of species S has a perfect phylogeny if and only if every subset of S 
has one. 
Proof: The "if" part is trivial. For the "only if" part, let <S' be any subset of 
S and let T be a perfect phylogeny of S. Clearly, T satisfies (Cl) and (C3) for 5', 
64 
(1,1,2,1) 
o 
(2,1,1.3) (1.2,1.2) 
Figure 4.1: Forced and unforced states. 
but, possibly, not (C2). To obtain a perfect phylogeny for <S', repeatedly delete from 
T any leaf that is not in until this operation is no longer possible. Since each 
deletion preserves properties (CI) and (C3) for 5', the final tree will also satisfy (C2) 
for <S'. 
Definition 2 Suppose G C S and let G' = S — G. V{G), the set of distinguishing 
charac te r s  o f  G ,  i s  the  se t  o f  a l l  c  such  tha t  f o r  every  a  G G and  every  b  6  G^ ,  
oc 7^ be- A4{G), the set of common characters, is C — T>{G). 
Obviously, V{G) = V{G') and M{G) = M{G'). 
Definition 3 A pair (G, G^) where G G S and G^ = S — G is called a split if, for 
every character, the number of common character states between G and G' is at most 
one. A split (G, G') is a c-split ifI){G) ^ 0. If {G,G') is a split (c-split), G and G' 
are called clusters (c-clusters). 
Whereas there can be up to — 1 splits, the total number of c-splits is at 
most (2^^"^ — 1) • m. Observe that we can determine whether a partition (G, G') of 
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5 is a split in 0{nm) time. Note also that if G is a cluster but not a c-cluster, then 
M { G ) = C .  
Definition 4 Let (G, G') be a split. We say that {G,G') is o/type I if there exists 
an s £ G such that for all c G M(G), Sc equals the unique common state between G 
and G' on character c and \G — {5}|, \G'\ > 1, If {G,G') is of type I, we refer to s 
as a connecting species. If (G, G') is not of type I, we say that it is o/type 11. 
Checking whether a split {Gi,G2) is of type I can be achieved 0{nm) time as 
follows. First, compute M.(G-[) and the common state between G\ and G2 on each 
c e M{Gi). This can be done in 0{nm) time by considering characters one at a 
time. Now, it suffices to search for a species s such that for all c G A^(Gi), sc equals 
the common state between G\ and G2. This takes 0{m) time per species, for a total 
of 0{nm) time. 
If there is a type I c-split (Gj^, G2) where s is a connecting species, the problem 
can be divided into constructing perfect phylogenies Tj and T2 for Gj U {s} and 
G2U{S}. If one or both of the latter sets has no perfect phylogeny then, by Lemma 8, 
neither does S. If both sets have perfect phylogenies, then, a perfect phylogeny for 
S is obtained by identifying the nodes for s in Tj and T2- We now consider the case 
where all c-splits are of type II. 
Lemma 9 If all c-splits are of type II, then, in every perfect phylogeny T of S, every 
species s E S is a leaf in T. 
Proof: Suppose there exists a species s E S such that s is an internal node in 
some perfect phylogeny T of S. Let T' be any connected component of T — s, let G' 
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be the set of species in and G  = S — G ^ . Clearly, (G, G') is a c-split with |G'| > 1 
and [5 — G'| > 2. One can also readily verify that c-split (G, G') is of type I, with s 
as a connecting species. 
4.4 Subphylogenies 
In this section and the next we assume that S has no type I splits. 
Definition 5 A  subphylogeny T q  for a cluster G  is a perfect phylogeny for G  con­
taining a node x such that for every c 6 Ai(G), Xc equals the (unique) common state 
for character c between G and S — G and for every c £ 'D{G), Xc is the state of some 
species in G on character c. Node x is referred to as the connection ofTQ. 
The next result implies that, in searching for a perfect phylogeny for 5, we can 
restrict our attention to perfect phylogenies constructed entirely from subphylogenies. 
Lemma 10 S has a perfect phylogeny if and only if there exists a split (Gj ,  G2)  such 
that both Gi and G2 have subphylogenies. 
Proof: For the "if" part, let (G]^,G2) be a split satisfying the requirements of 
the lemma and let Tj and T2 be subphylogenies for Gj and G2, respectively. Let 
x^ and be the connections of Tj and T2- We can obtain a perfect phylogeny for 
S by taking Tj and T2 and connecting them as follows. If I5(Gj) = 0, identify x^ 
and Otherwise, add an edge It is not hard to check that conditions 
(C1)-(C3) hold. 
For the "only if" part, let T be a perfect phylogeny for 5 and let { u , v )  be any 
edge in T. Without loss of generality, assume that every node in T that is not in S 
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has degree at least three. Let Tj and T2 be the subtrees of T — { u , v )  containing 
u and V, respectively, and let Gj = 5 fl ^(rj) and G2 = S — Gi- T-^ and T2 are 
obviously perfect phylogenies for Gi and G2. We can construct a subphylogeny for 
G\ from Tj as follows. For each c G ©(Gj) such that uc is not the state of some 
species in Gj, let Be be the set of all b E V{Ti) such that be = uc- Let d be any node 
in V{Ti) — Be that is adjacent to a node in Be- Such a d must exist, for otherwise 
we would have Uc = ue for every a 6 Gj contradicting the assumption that Uc is 
not the state of some species in Gj. We must have dc = etc for some a G Gj, for 
otherwise (C3) would be violated in T, as we would have ac = be for some 6 6 72 
and  the  node  u which  i s  on  the  pa th  be tween  a  and  6  in  T  is  such  tha t  ue  ^  de-
N o w ,  s e t  b e  =  d c  f o r  a l l  b  G  B e -  S i n c e  T  s a t i s f i e s  ( C 3 ) ,  f o r  e v e r y  c  £  M { G i ) ^  u e  
equals the unique common state between Gj and G2. The resulting modification of 
Tj is therefore a subphylogeny for Gj with connection u. An analogous construction 
can be used to obtain a subphylogeny for G2. 
Definition 6 A cluster G is said to be compatible with a vector s if for every c G 
M(G), Sc equals the unique common state for character c between G and S — G. 
The following result demonstrates that a subphylogeny for a cluster can always 
be assembled from subphylogenies for c-clusters. 
Lemma 11 Let G be a cluster. Then, G has a subphylogeny if and only if there 
exist pairwise disjoint c-clusters Gi,---,Gj, and a vector x such that (i) for every 
c  G  A ^ ( G ) ,  X e  e q u a l s  t h e  ( u n i q u e )  c o m m o n  s t a t e  f o r  c h a r a c t e r  c  b e t w e e n  G  a n d S  —  G ,  
(ii) u|^jGj — G, and (Hi) each G^ is compatible with x and has a subphylogeny. 
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Proof: For the "if" part, let Jj, • • •, 7j^ be the subphylogenies for Gj, • • •, 
with roots a;^,• • • Clearly, the tree T consisting of a node for x and the trees 
Tj, • • •, connected to x by edges , ®), • • •, (®^, x) is a subphylogeny for G. 
For the "only if " part, let T be a subphylogeny for G with connection x. Without 
loss of generality, assume that all nodes in T are distinct. Let be the 
neighbors of a; in T and for 1 < i < fc, let Tj, be the subtree of T — « containing x^ 
and let G^ = V{Ti) fl S. For each c G M(G^), xc equals the unique common state 
between Gj and S — G^. This is because either this state is shared with some species 
in Gj, for some j ^ i, or it is shared with some species in <S — G. In either case, due 
to condition (C3), the value of must equal the common state and, hence, G{ is 
compatible with x. Also, as in the proof of Lemma 10, we can insure that for every 
character c, the state of any v € V{Ti) on character c will be that of some species 
in G^ on c, by altering unforced states, if needed. Thus, can be transformed into 
a subphylogeny for G^. All that is left is to verify that each G^ is indeed a c-split; 
i.e., that I'(G^) ^ 0. Suppose X'(Gj) = 0. Then we must have had x^ — x m 
T, contradicting our earlier assumption that all nodes are distinct, since for every 
character c, there is one common character state between G and S — G and condition 
(C3) must be satisfied in T. 
To find a perfect phylogeny for 5", we shall rely on certain properties of subphylo­
genies which allow them to be combined into larger subphylogenies. These properties 
are discussed next. 
Lemma 12 Let G, G^, G^ be clusters such that G = Gj U G2 and Gj D G2 = 0. If 
G\ and G2 have subphylogenies, then there exists a subphylogeny T for G. 
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Proof: Let Tj and T2 be subphylogenies for G\ and G2 respectively. Let 
and be the connections of Tj and T2. Let a; be a node where for each c E A4{G), 
Xc equals the unique common state between G and S — G and for each c G 1^(G), 
x c  e q u a l s  x ^ .  C o n s t r u c t  T  b y  a d d i n g  a  n o d e  x  a n d  c o n n e c t i n g  t h e  t r e e s  T i  a n d  T 2  
to X by edges and respectively; x will be the connection of T. Since 
X has the necessary states to be a connection for a subphylogeny of G, it suffices to 
prove that T is a perfect phylogeny for G. For this, we need to verify that T satisfies 
conditions (C1)-(C3). Since Tj and T2 are subphylogenies, and for every character 
c, Xc is the state of some species in Gj or G2, it is clear that T satisfies (Cl) and 
1 C\ (C2) for G. To verify that T satisfies (C3), we must show that if x^. = Xc= j for any 
character c G C, then xc = j. This is trivially true when c G T>{G), since Xc = x^. If 
c G M { G ) ,  X c  equals the unique common state for character c between G  and S  —  G .  
1 9 We must have xc = or xc = x^ because the species in G sharing the common 
character state with a species in <S — G belongs to either Gi or ^2- Hence, T satisfies 
(C3). 
Note that if ^ { g i ) = 0, then, rather than adding an edge (®, x^), we can simply 
identify nodes x^ and x. A similar situation arises when 'D{G2) = 0-
Lemma 13 Let G, Gi, G2 be clusters such that G = Gj U G2 and G]^ D G2 = 0. 
Suppose that G]^ has a subphylogeny Tj and thai there exists a subphylogeny T for 
G with Tj as a subtree at the connection x of T. Then if G2 is not a c-cluster, the 
value of Xc on every c G 25(G) is forced. 
Proof: If G2 is not a c-cluster, A4(G2) = C; i.e., for every c E C, there exists a 
common state between a species in G2 and one in «S — G2. Consider any character 
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c E T^iG). We claim that G\ and G2 share a state on c. This implies that Xc is 
forced. To prove the claim, assume the contrary. Since c G M.{G2)i G2 must share 
share a state with S — G on character c. But this would imply that c G M(G), a 
contradiction. 
4.5 Building a subphylogeny 
The heart of our perfect phylogeny algorithm is a procedure SUBPHYLOGENY 
that determines whether a cluster G has a subphylogeny and, if so, constructs one. 
It assumes that for every c-cluster G' C G, a, subphylogeny has been constructed, if 
one exists. 
Algorithm SUBPHYLOGENY(G) 
begin 
if |G| = 1 then 
(51) return the tree TQ consisting of the single species a G G 
(52) for each c-cluster Gi C  G such that Gi has a subphylogeny do 
G 2  =  G - G I 
if g 2  is a c-cluster having a subphylogeny then 
Use Lemma 12 to construct a subphylogeny Tn for G 
(53) return TQ 
else /* G2 is not a c-cluster */ 
Use Lemma 13 to compute the states of the connection x of TQ 
Initialize TQ to consist of x together with Ti as its subtree 
(84) for each c-cluster H C G2 do 
if H  has a subphylogeny T j j  and H  is compatible with x  then 
g 2  =  g 2 - h  
Make % a subtree of x in TQ 
(S5) if G2 = 0 then return TQ 
endif 
endfor 
return FAILURE 
end 
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Lemma 14 Let G  be a cluster and suppose that for every c-cluster G '  such that 
G' C G, we have determined whether G^ has a subphylogeny and, if so, one has 
been constructed. Then, if G has a subphylogeny, SUBPHYLOGENY(G) constructs it. 
Otherwise, the procedure returns FAILURE. 
Proof: When |G| = 1, a node for the single species s 6 G is indeed a subphy­
logeny for G. Hence, the tree returned in (SI) is correct. 
Suppose |Gl > 1 and that G has a subphylogeny TQ with connection x. Then, 
there must exist a c-cluster Gi Q G having a subphylogeny Ti such that Ti is a 
subtree in some subphylogeny TQ of G. At some point during the execution of for 
loop (S2), we will consider one such Gi- If G2 = G — is a c-cluster having a 
s u b p h y l o g e n y ,  t h e n ,  b y  L e m m a  1 2 ,  ( S 3 )  r e t u r n s  a  s u b p h y l o g e n y  f o r  G .  
If G2 is not a c-cluster, then, by Lemma 13, the states of the connection x 
are completely determined and, by Lemma 11, there exists a collection of pairwise 
disjoint c-clusters having subphylogenies such that their union is G and each c-cluster 
in the collection is compatible with x. In the for loop (S4), a subphylogeny for a 
c-cluster H Q G is added to the current TQ only if H is compatible with x and every 
species in H is not yet in TQ, and a tree is returned only when the union of all the 
c-clusters added is G —Gj; i.e., G2 = 0. Therefore, any tree TQ returned in (S5) is a 
subphylogeny for G. We now argue that if there exists a subphylogeny for G with Tj 
as a subtree, then one such subphylogeny will be constructed by the loop (S4) and G2 
will become empty. We shall do this by showing that if there is such a subphylogeny 
for G, then at the beginning of each iteration of loop (S4), there is always at least 
one c-cluster C G2 compatible with x that has not yet been considered. 
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By Lemma 8, if G has a subphylogeny, then for every J C G, the set of species 
J U {®} has a perfect phylogeny. We claim that there exists a c-cluster C J such 
that j' has a subphylogeny. To prove this, suppose Tj is a perfect phylogeny for 
J U {»}, let y be any neighbor of x in Tj, and let j' be the set of species in the 
subtree Ty olTj — x containing y. Clearly, j' is a cluster; moreover, j' is a c-cluster 
since we can assume that all the nodes in Tj are distinct. Furthermore, Ty can be 
modified to obtain a subphylogeny for j' as in the proof of Lemma 10. 
In particular, if we take J = G2 in the above argument, we have that in each 
iteration of (S4), there exists a c-cluster j' C such that j' has a subphylogeny. 
Since, at the beginning of each iteration, for all c-clusters j" considered up to this 
point, j" 2 ^2' either H itself is a subset of G2 and has a subphylogeny, or, some 
yet to be considered c-cluster H' is a subset of G2 and has a subphylogeny. 
Subphylogeny returns FAILURE only if no choice of G\ led to the construction 
of a subphylogeny for G. In this event, there was certainly no subphylogeny for G. 
Running time of SUBPHYLOGENY 
SUBPHYLOGENY(G) considers each of the 0 { 2 ^ m )  c-clusters Gj such that [Gj | < 
| G | .  F o r  e a c h  s u c h  c - c l u s t e r ,  i t  v e r i f i e s  t h a t  G i  C  G ,  w h i c h  c a n  b e  d o n e  i n  0 { n )  
time. With a particular Gj, the algorithm goes through 0(2^m) c-clusters, checking 
in 0{n 4- m) time whether they are subsets of G2 that are compatible with x. The 
t o t a l  t i m e  t a k e n  b y  S U B P H Y L O G E N Y  i s  t h e r e f o r e  0 ( 2 ^ ' ' ( n m ^  - f -  r r f i ) ) .  
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4.6 Building a perfect phylogeny 
We now describe the algorithm PHYLOGENY, which constructs a perfect phy­
loge n y  f o r  S ,  i f  i t  h a s  o n e .  T h e  a l g o r i t h m  f i r s t  t r i e s  t o  f i n d  i f  o n e  o f  t h e  0 { 2 ^ ~ ^  •  m )  
c-splits is of type I. If there is a type I c-split (Gi,<?2) where s is a connecting 
species, the algorithm recursively attempts to construct perfect phylogenies T-^ and 
T2 for G\ U {s} and G2 U {s}. As stated earlier, if one or both of the latter sets 
has no perfect phylogeny then, by Lemma 8, neither does S. Otherwise, a perfect 
phylogeny for S is obtained by identifying the nodes for s in Tj and T2. 
If there is no type I c-split then, by Lemma 9, none of the species appears as an 
internal node in any perfect phylogeny for S. In this case, PlIYLOGENY considers each 
possible c-cluster G such that |G| < n — 1 and attempts to build a subphylogeny for 
it using SUBPHYLOGENY. It then uses this information to build a perfect phylogeny 
for <?, if possible. The steps of PHYLOGENY are as follows. 
Algorithm PHYLOGENY(5) 
begin 
if 1<S| = 1 then 
return the tree T consisting of the single species a £ 5 
if there exists a type I c-split {g\^g2) then 
Let s be the connecting species 
Call PHYLOGENY(GI {^}) PHYL0GENY(G2 U {®}) 
if both calls succeed then 
Combine the resulting trees into a perfect phylogeny for S 
else return FAILURE 
else /* All c-splits are of type-II */ 
size = 1 
while size < n — 1 do 
(PI) for each c-cluster G such that \G\ = size do 
Call SUBPHYLOGENY(G) 
if G has a subphylogeny TQ^ record TQ and its connection 
endfor 
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size = sizt + 1 
endwhile 
Pick any s £ <S 
if G = 5 — {s} has a subphylogeny TQ then 
let X be the connection of TQ 
(P2) return the tree obtained by adding a node s and the edge (s, a;) 
to TQ 
(P3) else return FAILURE 
endif 
end 
Theorem 7 PHYLOGENY correctly determines whether or not S has a perfect phy­
togeny and, if so, constructs one. 
Proof: The correctness of the algorithm hinges on how it deals with the case 
where no c-split is of type I. We first note that by the proof of Lemma 10 and because 
for any s G S the tree consisting of node s is a subphylogeny for {s}, if a tree is 
returned by our algorithm in (P2), then the tree is a perfect phylogeny for S. Thus, 
it suffices to argue that PlIYLOGENY will never return FAILURE if S has a perfect 
phylogeny. 
If S has a perfect phylogeny and all c-splits are of type II, then every s 6 <S will 
be a leaf in any perfect phylogeny of S. Hence, both {s} and S — {s) must be c-
clusters. As we noted above, a subphylogeny for {s} is s itself, while the subphylogeny 
of «S — {s} must have been constructed in some iteration of (PI). Therefore, (P2) 
will not return FAILURE. 
Running time of PHYLOGENY 
PHYLOGENY spends 0(2^NM^) time generating c-clusters and testing each of 
these to find out whether it is of type I. It is clear that, in the worst case, the running 
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time of PHYLOGENY is dominated by the time required to deal with the case where 
all c-clusters are of type II. SUBPHYLOGENY is applied to each of the 0{2^m) c-
clusters, which requires 0{2^^{nm^ + m^)) total time. Hence, the running time of 
PHYLOGENY is 0{2^^{nm^ + m^)) as well. 
4.7 Concluding remarks 
Our algorithm uses dynamic programming to construct perfect phylogenies by 
working from the bottom up. One can use memoization (a technique described in 
some detail in pp. 312-314 of [20]) to obtain an equivalent top-down recursive al­
gorithm with the same running time. Such a procedure has been proposed to us by 
E.L. Lawler (personal communication). 
Algorithm PHYLOGENY can be modified to work correctly and within the same 
time bounds even if instances with type I c-splits are not treated separately. However, 
in practice, exploiting the presence of such splits may tend to reduce the running time 
of the algorithm. 
Kannan and Warnow (personal communication) have discovered a clever way to 
reduce the running time of our algorithm by a factor of 2^. Their technique speeds up 
step (S4) of SUBPHYLOGENY by providing a way to determine in 0{nm) time whether 
there exists a subphylogeny for G having a subphylogeny for a given c-cluster Gj as 
a subtree. Even with this improvement, the algorithms presented in [44] and [27] are 
faster than ours for the cases where r < 4 and r < 3, respectively. It is an open 
problem whether our algorithm can be improved to match those bounds on those 
special cases. 
Other methodologies for reconstructing phylogenies have been proposed in the 
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past; these have been ably surveyed by Felsenstein [32]. We shall limit ourselves here 
to discussing one problem that is closely related to perfect phylogeny: the Steiner 
tree problem in phylogeny [37, 38]. A Steiner tree for a set of species <S is a tree T 
satisfying (CI) and (C2). Obviously, a perfect phylogeny for S is also a Steiner tree 
for S. The length of T is the sum of the lengths of its edges, where the length of 
an edge (u,v) G E{T) is the Hamming distance between it and v (i.e., the number 
of characters in which u and v differ). The Steiner tree problem in phylogeny is to 
compute a minimum length Steiner tree for a given set of species. Minimum length 
Steiner trees satisfy the parsimony criterion [32], as they give phylogenies in which 
species evolve with the least number of character changes. The following theorem 
establishes a relationship between the perfect phylogeny problem and the Steiner tree 
problem in phylogeny. 
Theorem 8 S has a perfect phylogeny if and only if the minimum length of a Steiner 
t r e e  f o r  S  i s  ~  ! ) •  
Proof: Suppose T is a Steiner tree. It follows from the definition that the length 
of T is the sum of contributions of the individual characters, where the contribution 
of character c to the length of T is the number of edges {u,v) G E{T) such that 
iJ'C vc- Since there are at least rc species which differ from each other on any c G C, 
the contribution of character c to the length of T must be at least rc — 1, implying 
that the length of any Steiner tree for S is at least ~ !)• 
A Steiner tree T for S has length exactly — 1) if and only if for every 
c  E C , T  can be partitioned into exactly r c  subtrees T - ^  ) • • • 1 Trc such that uc = i for 
every u G If such a partition is possible, T will satisfy (C3), in addition to (Cl) 
and (C2), and must be a perfect phylogeny for <S. 
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It does not seem possible to generalize our algorithm in any straightforward 
way to produce minimum length Steiner trees for sets of species. To illustrate the 
difficulty in doing so, note that whereas for binary characters, the perfect phylogeny 
problem can be solved in time linear in the size of the input, the Steiner tree problem 
in phylogeny remains NP-complete [38]. 
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5. A SIMPLE AND FAST ALGORITHM FOR THE PERFECT 
PHYLOGENY PROBLEM WHEN THE NUMBER OF CHARACTERS 
IS FIXED 
To be submitted to Journal of Computational Biology 
Richa Agarwala and David Fernandez-Baca 
5.1 Abstract 
We present an algorithm for determining whether a set of species, described by 
the characters they exhibit, has a perfect phylogeny, assuming the maximum number 
of characters is fixed. This algorithm is simpler and faster than the known algorithms 
when the number of characters is at least 4. 
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5.2 Introduction 
A fundamental problem in biology is that of inferring the evolutionary history of 
a set of species s, each of which is specified by the set of traits or characters that it 
exhibits [31, 36, 46, 47]. Information about evolutionary history can be conveniently 
represented by an evolutionary or phyhgenetic tree, often referred to simply as a 
phylogeny. In one of the standard models, the problem can be expressed mathemat­
ically as follows. Let c = {l,...,m} be the character set, and for every c E c, let 
Ac = {1,..., rcj be the set of allowable states for character c. We write r to denote 
maXcQd; Tc- A species s is a vector ..., sm) such that s 6 >4]^ x • • • x Am] Sc 
is referred to as the state of character c for s, or the state of s on character c. We 
assume that if z G Ac, then there exists a species s G <S such that Sc = i. A phylogeny 
for 5 is a tree whose vertices are species and every leaf is in s. A phylogeny t for 
s is perfect if for each c E c and each state rc of that character, the nodes having 
state rc on character c form a subtree of t. The perfect phylogeny problem is to 
determine whether a given set of species 5 has a perfect phylogeny. If s admits a 
perfect phylogeny, the set of characters c is said to be compatible. We should point 
out that in the biology literature the perfect phylogeny problem is more commonly 
known as the character compatibility problem [26]. In this context, one is frequently 
interested in computing a maximal set of compatible characters, since, in practice, 
character sets tend to be incompatible. 
The perfect phylogeny problem was shown to be NP-complete by Bodlaender 
et al. [14] and, independently, by Steel [60]. Linear time algorithms have been found 
for m = 3 [15, 43]. The perfect phylogeny problem is known to be polynomially 
equivalent to the problem of triangulating colored graphs [64] which led to a perfect 
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phylogeny algorithm running i.i 0((rm)"^'''^ + nrn?) time [49]. This is polynomial 
for every fixed m but not very fast in practical terms. Bodlaender, Fellows, and 
Hallett [13] have shown that the perfect phylogeny problem is hard for W[2], implying 
that it is unlikely to be solved by an algorithm whose running time is of the form 
0{f{m)rn) where / is an exponential function. In this paper, we present a (9((r — 
nfm)^{rm)'^) algorithm, which is polynomial for every fixed m and is faster and 
simpler than the known algorithms for m > 4. Using the polynomial equivalence of 
triangulating colored graphs and perfect phylogeny [64], we get an algorithm with a 
running time of for triangulating a A:-colored graph having m edges. 
5.3 Preliminaries 
We now state some definitions and preliminary results from [3]. 
Definition 9 Suppose T is a perfect phylogeny for S and let p be some vertex in T. 
We shall say that the state of p on character c is forced if p lies on the path between 
vertices a and b in S such that ac = be- (Observe that if this is the case, we must 
have pc = ac = be.) 
Lemma 15 A set of species S has a perfect phylogeny if and only if every subset of 
S has one. 
Definition 10 Suppose G C S and let G' = 5 — G. 'D{G), the set of distinguishing 
characters of G, is the set of all c E C such that for every a E G and every b G G^, 
oc ^  be. M(G), the set o/common characters, is C — ^{G). 
Obviously, V{G) = V{G') and M{G) = M{G'). 
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Definition 11 A pair (G, G^) where G C S and G' •= S — G is called a split if, for 
every character, the number of common character states between G and G' is at most 
one. A split {G,G') is a c-split ifV{G) ^ 0. If{G,G') is a split (c-split), G and G' 
are called clusters (c-clusters). 
Observe that we can determine whether a partition {G,G^) of 5 is a split in 
0{nm) time. Note also that if G is a cluster but not a c-cluster, then M.{G) = C. 
Definition 12 Let (G, G') be a split. We say that (G, G') is of type I if there exists 
an s £ G such that for all a 6 A4(G), Sc equals the unique common state between G 
and G' on character c and \G — {s}|, \G'\ > I. If (G, G^) is of type I, we refer to s 
as a connecting species. If {G^G') is not of type I, we say that it is of type II. 
Lemma 16 If all c-splits are of type II, then, in every perfect phylogeny T of S, 
every species s E S is a leaf in T. 
Definition 13 A cluster G is said to be compatible with a vector s if for every 
c G M.{G), Sc equals the unique common state for character c between G and S — G. 
Definition 14 A  subphylogeny T q  for a cluster G  is a perfect phylogeny for G  U 
{a;}, where x is a node such that G is compatible with x. Node x is referred to as 
connection ofTQ. 
The next result implies that, in searching for a perfect phylogeny for 5, we can 
restrict our attention to perfect phylogenies constructed entirely from subphylogenies. 
Lemma 17 Suppose S has no type I c-splits. Let G be a cluster. Then, G has a 
subphylogeny if and only if there exist pairwise disjoint c-clusters Gj, • • •, Gj, and a 
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vector x  such that (i) for every c E M{G), xc equals the (unique) common state for 
character c between G and S — G, (ii) = G, and (in) each G^ is compatible 
with X and has a subphjlogeny. 
Corollary 1 Suppose S has no type I c-splits. S has a perfect phylogeny if and only 
if there exist pairwise disjoint c-clusters Gi, - • • iGj, and a vector x such that (i) 
uILjG^ = 5 and (ii) each G^ is compatible with x and has a subphylogeny. 
We assume that there are no duplicate species and for every character, there are 
at least two character states which are exhibited by at least two species. The latter 
assumption can be made without loss of generality. To prove this, suppose that there 
exists a character c G C such that at most one of its states rc is exhibited by more 
than two species in S. Assume without loss of generality that c = m. We claim that 
a perfect phylogeny T for <S on C exists if and only if a perfect phylogeny T' exists 
for <S on C — {c}. Deriving T' from T is easy. T' can be derived from T as follows. 
V { T ' )  =  ^ V { T ) }  
U {s  : s  e  S,sm ^  rm} 
E { T ' )  =  { ( « , - « ) :  €  £ ^ ( r ) }  
U : s  G S , s m  +  r m } -
The next section describes a way of finding the c-clusters which are compatible 
with a vector x and can give a perfect phylogeny for S by using Corollary 1. Sec­
tion 5.5 gives the basic algorithm for finding a perfect phylogeny for S. The algorithm 
builds subphylogenies for the c-clusters found in Section 5.4 and efficiently searches 
for pairwise disjoint c-clusters Gj, • • •, Gf, and a vector x such that the conditions of 
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Corollary 1 are satisfied. Section 5.6 improves on the basic algorithm by considering 
fewer c-clusters. 
5.4 Finding c-clusters 
Given a species a;, Kannan and Warnow [42] defined an equivalence relation Ex 
as the transitive closure of the following relation 7^ on «S — {a:}: 
(a, 6) € 7?. if there exists c £ C such that Uc = bc^ xc-
It is clear from this definition that two species in S which are in the same 
equivalence class must be in the same component of T—{x}, for any perfect phylogeny 
r of <S U {a;}. The set of equivalence classes is denoted by {S — {x})fx and can be 
computed in 0{nm) time [42]. Note that if x is an internal node in any perfect 
phylogeny on <S, then |(<S — {a;})/aj| > 2. In particular, we make the following 
remark. 
Proposition 1 If |(iS — {a;})/a3| = 1 for every x E S, then S has no type I splits. 
We now reformulate and extend a result in [42]. 
Lemma 18 Let G € (5 — {x})lx. If S U {aj} has a perfect phylogeny, then G is a 
c-cluster and it is compatible with x. 
Proof: From the definition of Ex^ it follows that G is a cluster and G is com­
patible with x. We now show that each G 6 (<S — {a;})/a; is a c-cluster. The claim is 
trivially true if G = 5 as V{G) = C. Otherwise, it suffices to show that there exists a 
perfect phylogeny with no duplicate nodes for <S U {a:} such that the species in each 
component of T — {a;} give us the equivalence classes of (5 — {aj})/aj. 
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By Lemma 15 there exists a perfect phylogeny for each (j U {a;} where G C 
5. Specifically, let be the perfect phylogenies with no duplicate nodes 
for G i  U U {«}, where { S  —  { x } ) / x  = { G i ^  -  •  •  , G j , } .  Since each G ^  
is compatible with ®, identifying the nodes for x from each gives us a perfect 
phylogeny for iSU {a;} with no duplicate nodes. To prove the claim, we need to show 
that ® is a leaf in each Suppose this is not true. Let - , Hi be the species 
in components of — {aj}. As Gi is an equivalence class of {S — {aj})/£c, there 
exists a species p  6 H j , q  6 //•/ for some j ^ j', and a character c E C such that 
•' 3 
Pc = qc ^ xc- But this implies that Tj is not a perfect phylogeny, which gives us a 
contradiction. • 
Lemma 19 Suppose S has no type-I c-splits and 5U{a;} has a perfect phylogeny for 
some x ^ S. Then S/x is a set of c-clusters satisfying the conditions of Corollary 1. 
Proof: The result is a consequence of the fact that x ^ S and the following: 
L Each G G <S/a5 is a c-cluster and is compatible with x. This follows from 
Lemma 18. 
2. The set of c-clusters S j x  are pairwise disjoint and their union equals S  because 
Ex is an equivalence relation on S. 
3. Each G  S / x  has a subphylogeny. To prove this, note that since aj is a 
connection for G, it is sufficient to show that G U {a:} has a perfect phylogeny. 
This follows from Lemma 15, since GU {aj} C 5U {a;} and «SU {a;} has a perfect 
phylogeny. • 
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The c-clusters of interest are the ones which can give us a perfect phylogeny for 
S  u s i n g  C o r o l l a r y  1  a n d  L e m m a  1 9 .  A s  t h e r e  a r e  c h o i c e s  f o r  x  a n d  e a c h  S / x  
can have at most n classes, the total number of c-clusters of interest is 0{r^n)\ all 
such clusters can be found in 0{r^nm) time. 
5.5 Basic Algorithm for Perfect Phylogeny 
The maximum number of edges in any perfect phylogeny with no duplicate nodes 
is at most (r — l)m because in a prefect phylogeny, nodes having the same character 
state on any character form a subtree. This gives us the following necessary but 
insufficient condition for deciding existence of a perfect phylogeny for S. 
Proposition 2 I f  n  >  { r  —  \  ) m t h e n  S  h a s  n o  p e r f e c t  p h y l o g e n y .  
We now present an algorithm which constructs a perfect phylogeny, if it exists, 
such that the adjacent nodes differ in exactly one character state. The steps carried 
out by the basic algorithm are as follows. 
Step 0. If n > (r — l)m 1, then Return FAILURE. 
Step 1. Find if there exists a species x  E  S  such that |(«S — { x ] ) l x \  > 2. If there is 
any such species, we get subproblems G U {«} for each Gg(«S — {a:})/®. By 
Lemma 15, S has a perfect phylogeny if and only if each of these subproblems 
has one. The details of this construction are given in [3]. 
We can now assume that for each species x G 5, |(<S — {a;})/a;| = 1. From 
Proposition 1, S has no type I c-splits. Hence, a species jc is a candidate for an 
internal node in any perfect phylogeny for S only if a; ^ 5 and |(<5 — j®})/®! > 
2. 
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Step 2. For each species x  ^  S ,  find S / x .  Create a directed search graph W  such 
that 
ViW) =  {[5 ,®]  r® ^5 , |5 /a : l  >2}U{[G,a: ]  :a5  ^5 ,15 /®!  >2 ,Gg5/X}  
E { W )  =  { { [ G , x U S , x ] ) : { G , x ] e V { W ) } U { { [ G i , x i U G 2 , X 2 ] ) :  
Gi C  ^ 2 ,®!  di f fers  f rom 022  exact ly  one  character  s ta te}  
Each node of W will have an associated boolean variable. 
Step 3. Assign the value TRUE to every [ G , x ]  €  V { W )  such that |G| = 1. 
A node w  =  \ G , x ]  with |G1 > 2 is said to be active if every w' £ V(W) such 
that {w', w) E E{W) has a truth value assigned to it. 
Do the following until every active node has a truth value. 
1. Choose any active node w that has no truth value assigned to it. 
2. Make w TRUE if there exists a vector x such that [G', x ]  is TRUE for 
every [G',®] such that ([G',®],U;) G E{W). Otherwise, make w FALSE. 
Step 4. If there exists a node [5,®] which is TRUE, return SUCCESS. Otherwise, 
return FAILURE. 
All the steps can be done in time as the maximum number of edges 
entering a node is O(rnm) and the maximum number of outgoing edges is 0 { r m ) .  
Lemma 20 If there exists a perfect phylogeny for S U {®} then [G, ®] is assigned 
T R U E  f o r  e a c h  G  E  S / x .  
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Proof: The proof is by induction on |G|. The base case for nodes \G,x\ where 
|G| = 1 is true from Step 3 and the fact that G is compatible with x. Suppose the 
claim holds for all nodes [G,®] where |G| < k. Consider a node [G, ®] where |G| = k. 
Let r be a perfect phylogeny for GU {a;}. In T, aj is a leaf as G is a c-cluster. Let y 
be the first node on the path starting at aj in T with degree at least 3. There exists 
at least one such node as there are no type I splits and |G| > 2. It is now easy to 
see that there exist pairwise disjoint clusters in Sly whose union gives G and each 
of them has a subphylogeny. By induction hypothesis, the corresponding nodes of W 
will be assigned TRUE. Thus, [G, y] will be TRUE and this value will be propagated 
to every node [G,p] such that p is on the path between y and x in T. Hence, [G, aj] 
will eventually become TRUE. • 
Theorem 3 S has a perfect phylogeny if and only if there exists a node [«S, a;] for 
some X which is TRUE. 
Proof: Follows from Lemma 19, Lemma 20, and Steps 2 and 3. • 
Constructing the perfect phylogeny: If the algorithm returns SUC­
CESS, we can build a perfect phylogeny by traversing W and constructing an in-tree 
D as follows. Choose any node [5, a] having value TRUE as the root of D. Next, do 
the following until every leaf [G, a;] in D has |G| = 1. 
Pick any leaf w = [G, aj] in D such that [G] > 2. Let Aw be any set of node such 
that (i) Aw contains all w' = [G^,y] 6 V{W) such that {w',w) G E(IV), for some 
y ^ S and (ii) for every lo' G Aw, w' has been assigned the value TRUE. (Intuitively, 
Aw is a set of nodes that led to w being assigned the value TRUE.) Add to D all the 
nodes in Aw, as well as the edges {w/,w) such that w' 6 Aw-
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After D has been constructed, we can build a perfect phylogeny T by disregarding 
the orientation of the edges of D and replacing each node [G, x] of D with a node 
labeled x. 
5.6 Improved Algorithm for Perfect Phylogeny 
The following lemma gives a way of reducing the number of internal nodes that 
need to be considered for building a perfect phylogeny. 
Lemma 21 Suppose there exists a species s E S and a character c £C such that for 
every other s' € 5, Sc ^ s'c/ is unique to species s. If there exists a perfect 
phylogeny for S, then there exists a perfect phrjlogeny for S such that no node except 
s has state sc for character c. 
Proof: State Sc is never forced for any node x ^ s, so a. different assignment is 
possible for Xc- Hence, as long as least one character state for character c is exhibited 
by more than one species, we can obtain a perfect phylogeny for S such that no node 
except s has state sc for character c. • 
If S has no type I splits, it is easy to see that for every species s G S, there 
exists a character c £ C such that for every other s' 6 s,sc ^ s'c- For each s G <S, 
pick one such character. Let kc be the number of times character c is chosen in 
this process. From the above lemma, the number of internal nodes that need to be 
considered is and in Step 2 of the algorithm in Section 4, we only need 
to consider the c-clusters derived from these internal nodes. As 11^2 ~ " 
— ki) < {i— the running time of this improved algorithm is 
0 { { r  —  n / m ) ^ { r n m ) ) .  Since n < (r — l)m + 1 by Proposition 2, the running time 
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of the improved algorithm is 0((r — n/m)"^(rm)^). 
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6. CONCLUSIONS AND FUTURE WORK 
We introduced the technique of weighted multidimensional search and showed 
how it can be used to develop algorithms for Lagrangian relaxation problems. This 
new approach to Lagrangian relaxation problems was significantly faster for certain 
convex optimization problems in fixed dimension [22, 23] than the algorithms that had 
been proposed to the date this result was originally published. We gave two examples 
of problems where our methods give faster algorithms than those of [7, 22]: solving 
the Lagrangian duals of matroidal knapsack problems [19] and of certain constrained 
optimum subgraph problems on graphs of bounded tree-width. This result has since 
been improved by using the concept of e-nets [4]. 
We showed that efRcient algorithms for perfect phylogeny exist when one of the 
following holds: 
• The characters are binary. 
• The maximum number of character states is fixed. 
• The maximum number of characters is fixed. 
My main focus for future research is computational biology, particularly some 
questions left open in this dissertation. Four interesting extensions of perfect phy­
logeny which are candidates for future research are as follows: 
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Enumeration: The number of perfect phylogenies for a set of species can be fairly 
large and in absence of any reason to prefer one tree over another, it is sometimes 
better to enumerate all the perfect phylogenies and then choose one of these 
according to some additional criteria. Presently, we do not even have a set of 
conditions for saying that two phylogenies are different. I would like to come up 
with such a set of conditions and an algorithm which uses them to enumerate 
the phylogenies. 
Online tree construction: It will be useful if the perfect phylogeny algorithm can 
be modified so that it is iterative in nature. This would perhaps allow us to 
maintain a phylogeny under a stream of additions and deletions of characters 
and species, just as in binary phylogeny. The problem is difficult mainly because 
there can be many perfect phylogenies for the same input. 
Parallel algorithm: The algorithm has the potential of being parallelized and some 
work on this has already been done [66]. 
Improving the running time: As stated in Chapter 4, Kannan and Warnow have 
improved the run time of our algorithm by a factor of 2^. Even with this 
improvement, the algorithms presented in [44] and [27] are faster than ours for 
the cases where r < 4 and r < 3, respectively. It is an open problem whether 
our algorithm can be improved to match those bounds on those special cases. 
Perfect phylogeny is an extreme case of the parsimony criterion (See Chapter 4). 
This is sometimes too restrictive to be of practical use because most sets of species do 
not admit perfect phylogenies. A problem that is closely related to perfect phylogeny 
(See Chapter 4) is the Steiner tree problem in phylogeny [37, 38]. The problem is 
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NP-complete [38] even when we restrict the characters to have only two states. For 
the binary case, the graph to be considered is a hypercube [38]; species are a subset of 
the corners of the hypercube and the number of characters is equal to the dimension 
of the hypercube. The work done till now specifically on the hypercube has been in 
terms of the total length of the tree [54, 59]. The best bound achieved by a polynomial 
time approximation algorithm is 16/9 [9]; i.e., the algorithm guarantees that if L is 
the length of the tree that the algorithm delivers and Lgpi is the length of an optimal 
tree, then LjLQ^i < 16/9. This algorithm works for cases more general than just 
the hypercube. A challenging problem is to find a polynomial time approximation 
algorithm for the Steiner tree problem on the hypercube that achieves a better bound 
than 16/9. To illustrate that this may indeed be a difficult problem, we first give a 
few definitions and state some results from [9]. 
Let T be a Steiner tree for S. The points in T from S are called given points 
and the additional points are called Steiner points. T is called a full Steiner tree if 
every given point is a leaf in T. When we split T at given points with degree more 
than one, we partition T into edge-disjoint full Steiner trees which are called full 
components of T. 
Definition 15 A Steiner tree T of S is fc-restricted if every full component ofT has 
at most k given points. 
Let r j ,  denote the largest ratio of the cost of the optimal A:-restricted Steiner 
tree to the cost of the unrestricted optimum. In order to get optimal fc-restricted 
Steiner tree, it is sometimes necessary to introduce copies of some Steiner points. 
The approximation algorithm of [9] achieves the bound of 16/9, using the fact that 
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LlLopt < r2 — 1 ^2 — < 5/3, and r^ < 3/2. We give 
some evidence that this algorithm is unlikely to perform better on the hypercube 
by showing that the bounds on and seem to be tight even if the problem is 
restricted to hypercube. Note that it is well known that r2 = 2 on the hypercube [37]. 
Bound on r^: Consider given points Pi,  - •  •  • ,P2n where n is odd and each pi 
is a corner from a hypercube of dimension 3n. For odd i, the (3(« — l)/2 + 1) and 
(3(z — l)/2 + 2) coordinates of p^ are 1 and all other coordinates are 0. For even i, pi 
has (3(z—2)/2+2) and (3(2—2)/2+3) coordinates as 1 and all other coordinates are 0 
(See Figure 6(a)). Note that the distance between P2i and P2i—l is 2 for i = 1, • • •, n 
and for every other pi and pj, the distance is 4. 
By Theorem 8, Lgpi > 3n. We now show that = 3n by constructing 
a Steiner tree (See Figure 6(b)) of length 3n. Introduce Steiner points 
where has (3i — 1) coordinate as 1 and all other coordinates 0. Connect each si 
to P2i—\ S'lid P2i- Introduce another Steiner point 5q with all coordinates as 0 and 
connect SQ to SJ , • • •, Sn-
Consider the following 3-restricted Steiner tree shown in Figure 6(c). Connect 
P2i to P2i—\ for i = 1, •••,«. Introduce Steiner points -^i, *' • > 
each has all coordinates as 0. Connect Sj to and 
P(4(z—l)-l-5)" Steiner tree has length 2n + 6((n — l)/2) = 5n — 3 and it seems 
unlikely that any other 3-restricted Steiner tree can do any better. Hence, it seems 
that in the worst case = 5/3. 
Bound on r^: Consider given points Pi,-- - , p 2 n  where n — 1 is divisible by 
3 and each pj is a point from a hypercube of dimension An. For odd i, pi has 1 
as its (4(i — l)/2 -f 1), (4(i — l)/2 -|- 2), and (4(i — l)/2 4- 3) coordinates; all other 
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Pj = (1100000000..0) P3 = (0001100000..0) P5 = (0000001100..0) 
Pj = (0110000000..0) P4 = (0000110000..0) Pg = (0000000110..0) 
(a) Example of construction for 3-restricted Steiner tree. 
P, P, P, P, P-P. P, 2n 4 5 6 2 3 1 
= (0100000000..0) ^2 = (0000100000..0) S3 = (0000000100. .0) 
= (0000000000..0) 
(b) Optimal Steiner tree for the given points 
I = (0000000000..0) 
P, P. P, P. R 2 1 4 5 
(c) A 3-restictcd Steiner tree for the given points 
Figure 6.1: 3-restricted Steiner trees 
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Pj= (1110000000000..0) P3 = (0000111000000..0) P5 = (0000000011100..0) 
^2 = (0111000000000..0) P4= (0000011100000..0) P6= (0000000001110..0) 
(a) Example of construction for 4-restricted Steiner tree. 
= (0110000000000..0) = (0000011000000..0) = (0000000001100..0) 
= (0000000000..0) 
(b) Optimal Steiner tree for the given points 
\ = (00000000(X)..0) 
P P P, P P, P P, 2n 
(c) A 4-rcsticted Steiner tree for the given points 
Figure 6.2: 4-restricted Steiner trees 
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coordinates are 0. For even i, has 1 as its (4(i — 2)/2 + 2), (4(i — 2)/2 + 3), and 
(4(i — l)/2 + 4) coordinates; all other coordinates are 0 (See Figure 6(a)). Note that 
the distance between P2i P2i—l is 2 for i = 1, • • • ,n and for every other and 
pj, the distance is 6. 
By Theorem 8, Lgpi > A.n.  We now show that Lgpi = 4n by constructing 
a Steiner tree (See Figure 6(b)) of length An. Introduce Steiner points 52,---,s?2 
where has (4i — 2) and (4i — 1) coordinates equal to 1 and all other coordinates 
0. Connect each to P2i—\ P2r Introduce another Steiner point 5Q with all 
coordinates as 0 and connect SQ to SJ, • • • ,sn-
What appears to be an optimal 4-restricted Steiner tree is achieved by introduc­
ing many copies of 5Q as shown in Figure 6(c). The length of this tree is 6n, giving 
us the bound of = 3/2. Consider the following 4-restricted Steiner tree. Connect 
P2i to P2i—\ for i = 1, • • •,n. Introduce Steiner points • • •,where each 
SI has all coordinates as 0. Connect to 
and This Steiner tree has length 2n -f 12((n — l)/3) = 6n — 4 and it 
seems unlikely that any other 4-restricted Steiner tree can do any better. Hence, it 
seems that r4 =3/2. 
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APPENDIX A: WEIGHTED SEARCH IN EUCLIDEAN PLANE 
We shall assume that the reader is familiar with the notation, definitions, and 
results in Chapter 2. 
Suppose we have a set of lines H  = [ h ^  : i  = I,-- - ,n}, where /ij is the hne 
corresponding to Cj?/ + = Cj, and an oracle B that can compute signy^Ct) for any 
h G R^. The problem is to resolve every G H using as few oracle calls as possible. 
We achieve this in Chapter 2 in O(logn) oracle calls by resolving li! QH'm a, con­
stant number P of oracle calls such that wiTi') > a(W^) for some fixed a. The first 
algorithm in Chapter 2 achieves ^{d) = 2^ — 1 and a{d) = 12/24^ while the sec­
ond algorithm achieves /3{d) = 2(60^"^) and a{d) = 1/12. Both algorithms require 
0{n) additional work. This appendix gives a simple algorithm for weighted search in 
Euclidean plane that achieves 0{2) = 2 and a(2) = 1/4 with O(n^) additional work. 
Using an observation in Chapter 2, we may assume that ^ 0 and ^ 0. 
Hence we can rewrite each as y = a^x -{- d^. The slope of line hj is Let 
= {hi : > 0} and Ti.— = < 0}. We may further assume that 
w {T-Lj ^) = T^/2 and w{7i—) = WI2. Assume without loss of generality that = 
{hi, - • • ,hj,] and 7^_ = • • •,/i^}- Let Wp{c) [VKjy(c)] be the weighted 
median of pi(c),• • • ,pj^(c) • • • ,pn(c)], where pj(c) is the point of inter­
section between the line h^ and the line y — c (i.e., p^(c) = ((c — d.i)laj^,c)) and 
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y = p 
x = p 
Figure 6.3: Wp and 
w{pi{c)) = w { h i ) .  Let W p  be the curve that we get if we plot W p { c )  [VF/^r(c)] 
from c = —oo to c = oo. 
Observation 1 Wp is a monotonically increasing [decreasing] function. 
Let p* be the point where Wp intersects Wj\^. Since p* is the weighted median 
of points p i ( c ) ,  •  •  •  , P j , { c )  a n d  a l s o  t h e  w e i g h t e d  m e d i a n  o f  p o i n t s  P j . ^ i  ( c ) ,  •  •  •  , p n { c )  
for c = p*, it is easy to see that if we resolve y = p* and x = p*, then either we 
resolve Ti! C such that w{7i') > w{'H^)/2 or we resolve W' C such that 
w i T i ! )  >  w ( l i ^ ) l 2 .  I n  e i t h e r  c a s e ,  w e  r e s o l v e  7 i '  Q  T C  s u c h  t h a t  w { 7 i ' )  >  W / 4 .  
Furthermore, p* can be found in O(n^) time as follows: 
Step 1. Compute the intersection points of hj^ and hj where /ij 6 and hj 6 Ti—. 
Step 2. Do a binary search on the intersection points according to y-coordinate until 
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p* is found. Suppose the y-coordinate of the point being considered is c. Do 
the following: 
1. Find Wp{c)  and Wjy(c). 
2. If Wp{c)  =  Wj\ j - {c ) ,  then p* = c. Else we reduce the number of points to 
be considered by a factor of 2. If x-coordinate of Wp{c) is less than the 
s-coordinate of WjY^(c), then delete the points whose y-ccordinate is less 
than c, else delete the points whose y-ccordinate is more than c. 
Hence, when the search is restricted to Euclidean plane, we have / 3 ( 2 )  = 2 and 
a{2) = 1/4 with O(n^) additional work. 
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APPENDIX B: ACCOMPANYING DISKETTE AND OPERATING 
INSTRUCTIONS 
The accompanying disk contains ANSI C code for the PNYLOGENY algorithm 
described in Chapter 4. The system requirements are as follows: DEC workstations 
or compatibles running Ultrix version 4.3 or higher. The compiled code requires 
92Kbytes and the amount of memory required to run the program increases with the 
size of input data. 
The program requires the following input: the number of species under consider­
ation, the number of characters describing the species, description of each species, and 
whether some characters have to be discarded or not. If yes, it asks for the number 
of characters and the characters to be discarded. A sample input is as follows: 
6 
7 
1 1 2 5 7 2 1 
1 2 2 6 7 2 2 
3 3 1 7 2 1 3 
4 3 3 7 2 3 4 
4 3 3 7 2 3 3 
4 3 2 7 2 3 3 
y 
2 
2 
4 
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The output tells whether the given input has a perfect phylogeny or not. If it 
does, then it prints out the tree in depth first search order. A —1 is used to indicate 
the character state for character which was not considered, if any. A sample output 
is as follows: 
THE INPUT MATRIX HAS THE FOLLOWING PHYLOGENY 
For species 8, the character states are 1-12-1723 
Names of children of 8 are 2 17 
For species 2, the character states are 1-12-1722 
2 has no children 
For species 1, the character states are 1-12-1721 
1 has no children 
For species 7, the character states are 1-12-1223 
Names of children of 7 are 6 3 
For species 6, the character states are 4-12-1233 
Ncime of the only child of 6 is 5 
For species 5, the character states are 4-13-1233 
Name of the only child of 5 is 4 
For species 4, the character states are 4-13-1234 
4 has no children 
For species 3, the character states are 3-11-1213 
3 has no children 
