Algoritimo genético para a otimização de projetos de reatores nucleares by Pereira, Cláudio Márcio Nacimento A.
ALGORITMO GENÉTICO PARA OTIMIZAÇÃO DE PROJETOS DE
REATORES NUCLEARES
Cláudio Márcio do Nascimento Abreu Pereira
TESE SUBMETIDA AO CORPO DOCENTE DA COORDENAÇÃO DOS
PROGRAMAS DE PÓS-GRADUAÇÃO DE ENGENHARIA DA UNIVERSIDADE
FEDERAL DO RIO DE JANEIRO COMO PARTE DOS REQUISITOS
NECESSÁRIOS PARA OBTENÇÃO DO GRAU DE DOUTOR EM CIÊNCIAS EM
ENGENHARIA NUCLEAR.
Aprovada por:
_____________________________________________________
Prof. Aquilino Senra Martinez, D.Sc.
_____________________________________________________
Prof. Roberto Schirru, D.Sc.
_____________________________________________________
Prof. Antônio Carlos Marques Alvim, Ph.D.
_____________________________________________________
Dr. Wilma dos Santos Bastos, Ph.D.
_____________________________________________________
Dr. Marco Antônio Bayout Alvarenga, D.Sc.
RIO DE JANEIRO, RJ - BRASIL
ABRIL DE 1999
ii
PEREIRA, CLÁUDIO MÁRCIO DO
NASCIMENTO ABREU
Algoritmo Genético para Otimização de
Projeto de Reatores Nucleares [Rio de Janeiro]
1999
XIII, 110 p. 29,7 cm (COPPE/UFRJ, D.Sc,
Engenharia Nuclear, 1999)
Tese – Universidade Federal do Rio de
Janeiro, COPPE
1. Otimização de Projeto de Reatores Nucleares
2. Algoritmos Genéticos
I. COPPE/UFRJ       II. Título (série)
iii
À minha esposa Ana Gabriella pelo amor e
seriedade com que se dedica incondicionalmente
a mim e aos nossos filhos, viabilizando a
realização dos objetivos mais difíceis e tornando
nossas vida fáceis e boas de serem vividas.
Aos meus filhos pelos seus sorrisos que me
fortalecem a cada dia.
Aos meus pais pelo eterno apoio e
incentivo ao meu sucesso.
iv
Resumo da Tese apresentada à COPPE/UFRJ como parte dos requisitos necessários
para a obtenção do grau de Doutor em Ciências (D.Sc.)
ALGORITMO GENÉTICO PARA OTIMIZAÇÃO DE PROJETOS DE
REATORES NUCLEARES
Cláudio Márcio do Nascimento Abreu Pereira
Abril / 1999
Orientadores: Roberto Schirru
Aquilino Senra Martinez
Programa: Engenharia Nuclear
Este trabalho apresenta o desenvolvimento de um algoritmo genético para
aplicação em problemas de otimização de parâmetros em projetos de reatores nucleares.
Como resultado de sua aplicação a alguns problemas simples, criados especificamente
para validação do método, é observada a convergência para o ótimo global, acarretando
sensível melhora dos resultados quando comparados com aqueles obtidos por um
método tradicional de otimização não linear baseado em técnicas de programação linear.
Estendendo o escopo da aplicação, o algoritmo foi submetido com sucesso a um
problema de otimização complexo, onde os métodos convencionais não se aplicam. Os
bons resultados levaram ao desenvolvimento de uma ferramenta genérica e operacional
que pode ser aplicada em projetos reais de reatores nucleares.
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Department: Nuclear Engineering
This work presents a genetic algorithm developed for nuclear reactor design
parameters optimization. As a result of the application to several simple problems,
created in order to validate the method,  it was observed the convergence to the global
optimum, leading to improved results, when compared to those obtained by an usual
non-linear optimization method based on linear programming technique. Extending the
scope of the application, the method was successfully submitted to a more complex
problem, to which conventional methods do not apply. The good results led to the
development of a generic and operational tool that can be applied to real nuclear reactor
designs.
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I. INTRODUÇÃO
Atualmente, as novas filosofias de reatores nucleares de potência, como por
exemplo o EPR (“European Pressurized Reactor”) (Teichel, 1996) , que trazem consigo
os conceitos de maior segurança, economia e vida útil, bem como o novas concepções
de combustíveis tais como MOX (“Mixed Oxide” - UO2 - PuO2) cujo objetivo é
aproveitar o plutônio retirado das ogivas nucleares, misturando-o com oxido de urânio,
vem motivando bastante o desenvolvimento de novos métodos para projeto de reatores
nucleares. Aqui no Brasil, um fator de incentivo ao desenvolvimento de tais métodos é o
Reator Multi-propósito que está sendo projetado pela Comissão Nacional de Energia
Nuclear (CNEN) em São Paulo (IPEN).
Com o intuito de colaborar com este processo de desenvolvimento tecnológico,
o presente trabalho mostra a viabilidade da utilização de uma técnica computacional
moderna, que já vem sendo utilizada com sucesso em outras áreas, na otimização de
projetos do núcleo de reatores nucleares. Esta preocupação com o aprimoramento dos
processos de otimização é justificada pelos ganhos econômicos e aumento do nível de
segurança na operação do reator nuclear.
A análise nuclear de uma dada configuração do núcleo do reator deve ser
executada várias vezes durante o projeto. Esta análise baseia-se em modelos que
descrevem o comportamento dos nêutrons no núcleo do reator nuclear e consiste na
2execução de programas computacionais que simulam as interações dos nêutrons com os
diversos materiais dentro do núcleo efetivo do reator nuclear.
Durante o projeto do núcleo várias restrições devem ser satisfeitas e um conjunto
de parâmetros deve ser ajustado de forma a se obter um reator econômico e seguro. A
busca da melhor configuração é o alvo principal no projeto do núcleo do reator. Isto
inclui uma boa representação dos fenômenos relacionados com as interações dos
nêutrons no núcleo bem como um eficiente método de otimização. O projeto do núcleo
do reator pode levar tempo e ser bastante caro, mas os resultados devem compensar
estes problemas.
Para conseguir a melhor configuração, considerando os objetivos e restrições do
projeto do núcleo do reator, algum método de otimização precisa ser utilizado.
Tradicionalmente tem sido aplicados métodos de busca gradiente baseados em
programação linear (Rozon, 1992, Assis, 1983, Jachic, 1982, Jachic, 1983), aos quais
chamaremos doravante de método tradicional. Devido a própria natureza do processo de
otimização dos métodos de busca de gradiente, a sua aplicação a problemas multimodais
pode levar a ótimos locais (Renders, 1992).
O processo de otimização do projeto do núcleo de um reator nuclear inclui não-
linearidades, descontinuidades e multimodalidades, abrangendo otimização de
parâmetros cuja representação é contínua, juntamente com outros parâmetros de
representação discreta. Tais características podem tornar tarefa de otimização bastante
difícil para o método tradicional, ou até mesmo intratável.
3Neste trabalho é proposto um novo método de otimização com intuito de tratar
tais problemas. O principal objetivo é a obtenção de melhores resultados, quando
comparados com aqueles obtidos por um método tradicional,  em alguns dos processos
de otimização freqüentemente realizados durante o projeto do núcleo de um reator
nuclear.  Por outro lado, é também alvo deste trabalho que o método possa ser aplicado
a problemas mistos de otimização, que envolvam variáveis contínuas e discretas em um
mesmo problema, sem necessidade de conhecimento prévio do espaço das variáveis.
A multimodalidade, bem como a consideração de variáveis contínuas e discretas
em um único problema onde não se tem conhecimento prévio do espaço de busca pode
tornar o mesmo formalmente intratável em termos de otimização global (Gray, 1997).
Neste caso, métodos clássicos de otimização global, como os de clusterização (Törn,
1989) perdem seu poder, restringindo sua aplicação à simples estimativa do ótimo
global. No entanto, a solução não pode ser garantida em um número finito de passos.
Outros métodos determinísticos de otimização global como “branch-and-
bound”, o método dos intervalos (Hamsen, 1992) e programação inteira (Nemhauser,
1988),  não são aplicáveis pois, devido ao fato de não se conhecer características do
espaço de busca, não se pode determinar limites superior e inferior para sub-regiões do
domínio. Além do mais, para métodos de intervalos precisa-se de uma função analítica
para se calcular os limites, fato este que não ocorre, pois em vários códigos de
simulação, de onde se extrai apenas os resultados, pode-se conhecer o formalismo
implementado, mas não é possível a obtenção de uma expressão analítica. Tais códigos
devem ser executados, funcionando como “caixas pretas”.
4Aqui propõe-se a utilização de algoritmos genéticos (Goldberg, 1989) como
técnica de otimização. A aplicação de tal técnica independe do conhecimento a priori do
espaço de busca envolvido, ou seja, não é necessário o conhecimento, ou existência de
derivadas, limites, continuidade, ou qualquer outro requisito. Além do mais, o processo
de busca realizado pelo algoritmo genético (AG) tem escopo global (Renders, 1992 e
Gray, 1997).
A preocupação com a melhoria dos processos de otimização e busca do ótimo
global já é observada na literatura há algum tempo por parte pesquisadores da área de
projeto e modelagem de reatores nucleares (Cacuci, 1990).
Os algoritmos genéticos têm sido aplicados com sucesso na otimização
combinatória de padrões de recarga de combustível em reatores nucleares (Chapot,
1999, Schirru, 1997,  Chapot, 1996 e DeChaine, 1995,), concorrendo com o “Simulated
Annealing” (Kropackzek, 1991, Mahlers, 1995), no diagnóstico de transientes nucleares
(Pereira, 1998 e Alvarenga, 1997), em problemas específicos da área nuclear, tais como
otimização de venenos queimáveis (Haibach, 1997), otimização do processo de extração
de solvente (Omori, 1997) e, recentemente, já são apresentados alguns resultados da
aplicação de algoritmo genético na otimização de projetos de reatores (Pereira, 1999 e
1997).
Para validação do método de otimização proposto, aplicou-se o mesmo a alguns
problemas simples de otimização, freqüentes em projetos do núcleo de reatores
nucleares. Tais problemas foram criados especificamente para validar o método
proposto. Por isto considerou-se um reator hipotético, cuja simplicidade permite que se
5possa gerar, mesmo que por processo computacional custoso (“força bruta”), a solução
(configuração) ótima esperada, a ser tomada como referência. Propositadamente, estes
problemas, apresentam características que dificultam a atuação do método tradicional, e
que vão distingui-lo fortemente do método aqui proposto. O método tradicional,
utilizado para comparação, tem sido utilizado em  projetos reais de reatores nucleares,
tais como o Reator Produtor de Radioisótopos (RPR) projetado pela Comissão Nacional
de Energia Nuclear (CNEN) (Assis, 1983, Jachic, 1982 e Jachic, 1983) e o “Canada
Deuterium Uranium Reactor” (Rozon, 1992).
Estendendo o escopo da aplicação, o método é submetido a otimização de um
problema complexo, não-linear, multimodal, com várias restrições e que envolve ao
mesmo tempo variáveis contínuas e discretas, onde os métodos tradicionais de busca
gradiente baseados em programação linear não se aplicam. Neste caso, devido a
ausência de métodos práticos para gerar o ótimo esperado, resultados são analisados
qualitativamente, baseados no conhecimento de especialistas.
6II. FUNDAMENTOS DOS ALGORITMOS GENÉTICOS
II.1. O Paradigma de Otimização dos Algoritmos Genéticos
Baseado na teoria da evolução das espécies de Darwin (1859), que envolve
processos de seleção natural, reprodução, miscigenação e mutação, entre outros, os
algoritmos genéticos de Holland (1975) manipulam uma população de estruturas
simbólicas que representam pontos no espaço de busca, de forma que estas possam
evoluir naturalmente para a configuração ótima, ou seja, a solução mais adaptada ao
objetivo do problema. Nos algoritmos genéticos (Goldberg, 1989 e Davis, 1991), os
parâmetros a serem variados no processo de otimização são codificados em uma
estrutura simbólica, metaforicamente chamada de genótipo ou cromossoma, que é
formado por um conjunto de genes que carregam características intrínsecas de um
indivíduo. São estas características que ditarão a adaptabilidade do indivíduo ao meio,
onde deve sobreviver ou morrer. A seleção e evolução das estruturas simbólicas são
feitas de forma que, os indivíduos "mais fortes” tenham mais chance de serem
selecionados para reprodução, podendo passar suas características para seus
descendentes. Desta forma, de geração em geração, a tendência é que os melhores se
tornem cada vez mais fortes e os piores sejam extintos devido à pouca resistência ao
meio.
Os algoritmos genéticos iniciam o processo de adaptação a partir de um conjunto
de possíveis configurações - uma população de indivíduos codificadas em genótipos e
7gerados randomicamente. Decodificando cada indivíduo em seu real significado para o
meio (fenótipo) e avaliando independentemente cada um deles, através de uma função
objetivo o algoritmo genético atribui, a cada indivíduo, um valor (prêmio ou “fitness”)
que prediz a sua resistência e adaptabilidade ao meio. É então simulado um processo de
seleção natural onde a probabilidade de um indivíduo ser selecionado é função do valor
de seu prêmio, favorecendo deste modo, a seleção dos indivíduos mais fortes.
O processo de miscigenação (“crossover”) no algoritmo genético clássico é
simulado pela escolha randômica de um ponto de cruzamento sobre a seqüência de bits
que representa o genótipo, seguida da troca de partes entre eles, conforme Figura II.1.
Figura II-1.  Exemplo de miscigenação  no algoritmo genético clássico.
A mutação de um indivíduo, por sua vez, é simulada pela inversão de um dos
bits do genótipo (de zero para 1 ou vice-versa) escolhido aleatoriamente. Esta operação
permite que novas regiões do domínio, escolhidas aleatoriamente, sejam exploradas,
tornando o processo mais flexível e capaz de sair de ótimos locais.
 1 1  0  0  1  0  1  1
 0 1  0  1  0  1  0  1
 1 1  0  1  0  1  0  1
 0 1  0  0  1  0  1  1
Indivíduo A =>
Indivíduo B =>
Indivíduo C =>
Indivíduo D =>
Pais Filhos
 =>
8Levando em conta os processos de seleção, reprodução, miscigenação e
mutação, prova-se estatisticamente pela teoria dos esquemas (Goldberg, 1989), que
tipos de indivíduos mais fortes deverão aparecer em maior quantidade nas gerações
subsequentes e a população tende a convergir para sua adaptação ótima.
Uma grande diferença entre os algoritmos genéticos (AG) e os métodos
convencionais de otimização são que os AG evoluem paralelamente um conjunto de
pontos. Este fato, somado à busca estocástica proporcionada por seus operadores de
miscigenação e mutação, caracteriza uma exploração com escopo global sobre o espaço
de busca. Outro fato é que os AG operam sobre estruturas que codificam as variáveis,
buscando padrões que otimizem o problema, e não sobre as variáveis em si, buscando os
valores. Isto implica em generalização do processo de otimização, tornando-o
independente do conhecimento do espaço físico da busca, pois o espaço é simbólico, e
possibilita que qualquer problema cujas variáveis possam ser codificadas por uma
estrutura simbólica (por exemplo um “string” binário) de tamanho fixo e que se possa
escrever uma função objetivo para avaliar as diversas configurações, seja passível de
otimização. Em suma, dada uma estrutura simbólica e uma função objetivo, o AG é
capaz de extrair por si só algum tipo de conhecimento a respeito do espaço dos
genótipos, e consequentemente das variáveis, e guiar a busca para uma adaptação ótima
à função objetivo dada. Daí o AG é classificado como um método de busca cega e com
escopo global (Renders, 1992 e Gray, 1997).
Um algoritmo genético simples escrito em forma de pseudo-código segundo
sintaxe apresentada em Guimarães (1994)  é apresentado na Figura II.2.
9Figura II-2. Um algoritmo genético clássico.
Na Figura II.2, que apresenta um algoritmo genético clássico simples, é definido
uma estrutura do tipo TPopulação, que por sua vez é um vetor de TIndivíduos (não
declarado explicitamente). A função Inicializa retorna uma estrutura do tipo
TPopulação, gerada randomicamente (População), a função Seleciona simula uma
seleção proporcional ao prêmio de cada indivíduo, atribuídos pelo procedimento Avalia,
enquanto a função Opera retorna uma estrutura do tipo população após ter aplicado as
operações de miscigenação (“crossover”) e mutação em População. População é
atualizada com o valor de Nova_População e o processo se repete até que o critério de
convergência seja atingido.
Início
Tipo TPopulação = Vetor [1 : MaxIndivíduos] TIndivíduos;
TPopulação : População, População_Selecionada, Nova_População;
População ← Inicializa();
Enquanto (NÃO Critério_de_Saída) Faça
Avalia (População);
População_Selecionada ← Seleciona (População);
Nova_População ← Opera (População_Selecionada);
População ← Nova_População;
Fim Enquanto;
Fim.
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II.2. Fundamentos Matemáticos e o Teorema Fundamental dos Algoritmos
Genéticos
Em uma população de estruturas simbólicas, percebe-se que certos padrões
possuem prêmios mais altos. Estes padrões tendem a aumentar sua representatividade de
geração para geração, seguindo um teorema que se baseia nas probabilidades de
“sobreviverem” à miscigenação (“crossover”) e mutação, que alteram a estrutura.
Um grupo de padrões que representam determinada classe de indivíduos é
chamado de esquema (“schema”) ou modelo (“template”) de similaridade, daí o nome
de Teoria dos Esquemas aplicado à teoria matemática que dá origem ao Teorema
Fundamental dos Algoritmos Genéticos.
A representação de um esquema é feita pela substituição dos bits diferentes dos
membros da classe por asterísticos, que significam que o valor daquela posição não
importa (“don’t care”), mantendo-se os bits comuns a todos os membros, conforme
Figura II.3.
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Figura II-3. Um exemplo de esquema e dos indivíduos por ele representados.
Define-se como Largura Definida de um esquema H, δ(H), a diferença entre a
posição do último e o primeiro bit significativo (que não sejam “*”), por exemplo o
esquema H1=1**10** possui δ(H1)=4, (5-1). Esta grandeza é o número de pontos de
quebra do “string” (no caso de miscigenação) que pode vir a destruir o esquema. Neste
caso, por exemplo uma quebra depois da quinta posição não tem chance de destruir o
esquema. Outra grandeza importante é a Ordem do esquema o(H), que é o número de
posições fixas (0 ou 1) do esquema. No exemplo dado anteriormente, a ordem do
esquema é 3. Este valor prediz o número de bits que no caso de uma mutação poderiam
destruir o esquema.
Define-se também o prêmio do esquema como sendo a média aritmética dos
prêmios dos indivíduos de uma população que pertencem ao esquema.
Esquema H:
1  0  *  *  *  1
Indivíduos representados por H:
1  0  0  0  0  1
1  0  0  0  1  1
1  0  0  1  0  1
1  0  0  1  1  1
1  0  1  0  0  1
1  0  1  0  1  1
1  0  1  1  0  1
1  0  1  1  1  1
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Suponha que em dada geração, ou seja, em determinado instante t, uma
população de tamanho n possua m indivíduos pertencentes ao esquema H, ou seja
m(H,t). Do processo de seleção proporcional pode-se extrair que a probabilidade de
seleção, p, de um certo indivíduo i de um esquema H é dada pela razão entre seu
prêmio, f(H), e o somatório dos prêmios de toda a população (Goldberg, 1989):
p H
f H
f j
j
( ) ( )=
∑
    ( 1 )
Logo, a quantidade provável de representantes dos esquemas H na geração seguinte, ou
seja m(H,t+1) é dada por:
m H t m H t n
f H
f j
j
( , ) ( , ). . ( )+ =
∑
1   ( 2 )
Como  nf
j
j /∑  é o prêmio médio da população, f , observa-se que esquemas que
possuem prêmio acima da média tendem a possuir cada vez mais representantes
enquanto que os que possuem prêmio abaixo da média tendem a desaparecer, seguindo,
em ambos os casos uma variação exponencial. Suponha um esquema com prêmio f +
c. f  (c positivo).
),().1(.).,()1,( tHmcf
fcf
tHmtHm +=+=+    ( 3 )
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que iniciando em t=0 assumindo-se valor estacionário para c, resulta em:
m H t m H c t( , ) ( , ).( )= +0 1   ( 4 )
A probabilidade, psc,  de um indivíduo de dado esquema não deixar de pertencer ao
mesmo após uma miscigenação (“crossover”), considerando-se 1 ponto de corte, é
função da largura definida, da taxa de miscigenação, pc e do número de bits, l,  que
representam a estrutura.
1
)(
.1
−
−=
l
Hpp cs
δ
  ( 5 )
Considerando esta probabilidade, m(H,t+1) fica:






−
−≥+
1
)(
.1.)().,()1,(
l
Hpf
Hf
tHmtHm c
δ
  ( 6 )
Sendo pm a taxa de mutação, a probabilidade de um indivíduo de dado esquema não
deixar de pertencer ao mesmo após uma mutação, psm é lmp )1( − que, quando pm<<1,
pode ser aproximada por 1-o(H).pm (Goldberg, 1989). Desta forma, considerando psm a
inequação 6 fica alterada para:






−
−
−≥+ )(
1
)(
.1.)().,()1,( Ho
l
Hpf
Hf
tHmtHm c
δ
  ( 7 )
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A inequação 7 é o Teorema Fundamental dos Algoritmos Genéticos que rege a
evolução  dos esquemas considerando os processos seleção, miscigenação e mutação de
um Algoritmo Genético Clássico. Tal desigualdade demonstra que esquemas curtos, de
ordem baixa e acima da média têm maiores chances de sobreviver ao longo das
gerações.
Dentro desta formulação, o algoritmo genético não pode ser classificado como
um método de busca aleatória, mas sim como um método de busca dirigida por
esquemas que melhoram a solução do problema.
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III. PROBLEMAS DE OTIMIZAÇÃO DE REFERÊNCIA PARA
VALIDAÇÃO DO MÉTODO PROPOSTO
Nesta seção são apresentados os problemas de otimização criados especialmente
para a validação do método proposto. Os problemas são simples para que se possa obter
uma solução de referência, via métodos computacionais custosos. No entanto, apesar de
sua simplicidade, evidenciam as vantagens do método proposto em relação a um método
usual de busca gradiente, baseado em programação linear, motivando a aplicação
daquele.
Os problemas são criados no contexto do cálculo de um reator de referência
hipotético, utilizando-se uma modelagem simplificada. O objetivo é a otimização dos
parâmetros das células que compõem o reator, de forma a se maximizar o fluxo térmico
médio no reator, mantendo o fator de multiplicação de nêutrons próximo de 1.
Será observado que mesmo estes problemas que parecem bastante simples
podem tornar-se críticos para os métodos tradicionais de programação linear baseados
em  busca por gradiente. Por outro, lado deseja-se comprovar a boa performance do
método proposto e sua robustez no que diz respeito à localização do ótimo global.
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III.1. O Reator de Referência
Os problemas de otimização descritos nesta seção são baseados em um reator
cilíndrico com 0,86 metros de raio, 1,63 metros de altura, cuja célula característica é
apresentada na Figura III.1.
Figura III-1. Célula característica do reator de referência.
III.2. O Primeiro Problema de Otimização: Maximização do Fluxo Médio no
Reator Através da Variação do Raio Equivalente e do Enriquecimento Isotópico.
O primeiro problema de otimização, descrito a seguir, foi criado de forma que
existam duas superfícies isoladas do espaço de busca que satisfaçam à restrição imposta.
Este problema tem a intenção de verificar o desempenho do método proposto em um
Revestimento: Zircaloy
Re
Rf
∆r
Moderador: H2O
Combustível:UO2
∆m
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caso potencialmente difícil para o método usual de busca gradiente, baseado em
programação linear, que é passível de convergência local. Neste problema, o objetivo é a
maximização do fluxo térmico médio (φ) no reator da Figura III.1, variando-se o
enriquecimento isotópico do combustível (E) e o raio equivalente (Re) de acordo com as
faixas especificadas na Tabela III.1, mantendo o reator crítico com erro menor ou igual a
1%, ou seja, fator de multiplicação de nêutrons (keff) igual a 1,0 ± 0,01. A espessura do
revestimento (∆r) e o raio do combustível (Rf) permanecem constantes e iguais a 0,889
cm e 0,127 cm respectivamente.
Tabela III-1. Faixas de variação dos parâmetros do primeiro problema.
Parâmetro Mínimo Máximo
Raio equivalente (Re) (cm) 1,041 3,048
Enriquecimento (E) (%) 3.5 5.0
Desta forma, a otimização deste problema consiste em:
maximizar: φ(Re,E)
sujeito a:
0.99 ≤ keff (Re,E) ≤ 1.01;   ( 8 )
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Remin≤ Re ≤ Remax;   ( 9 )
E
 min ≤ E ≤ Emax; ( 10 )
Onde os subíndices min e max se referem aos valores mínimos e máximos dados na
Tabela III.1.
III.3. O Segundo Problema de Otimização: Maximização do Fluxo Médio no
Reator Através da Variação do Raio do Combustível e do Raio Equivalente.
Este segundo problema de otimização também foi criado de forma que apresente
duas áreas isoladas da superfície do espaço de busca que satisfaçam a restrição. A
motivação deste problema é a mesma do primeiro problema, ou seja, o desempenho do
método proposto em um caso que pode se tornar difícil para o método tradicional,
ratificando a aplicabilidade do método em problemas desta natureza. Aqui objetiva-se a
maximização do fluxo térmico médio (φ) no reator da Figura III.1, variando-se o raio do
combustível (Rf) e o raio equivalente (Re) de acordo com as faixas especificadas na
Tabela III.2, mantendo o reator crítico com erro menor ou igual a 1%, ou seja, fator de
multiplicação de nêutrons (keff) igual a 1,0 ± 0,01. A espessura do revestimento (∆r) e o
enriquecimento (E) permanecem constantes e iguais a 0,127 cm e 3% respectivamente.
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Tabela III-2. Faixas de variação dos parâmetros do segundo problema.
Parâmetro Mínimo Máximo
Raio Equivalente (Re) (cm) 1,194 1,778
Raio do Combustível (Rf)  (cm) 0,762 1,016
Neste caso, o problema de otimização é maximizar φ(Re,Rf)  sujeito a:
0.99 ≤ keff (Re,Rf) ≤1.01; ( 11 )
Remin ≤ Re ≤ Remax; ( 12 )
Rf
 min ≤ Rf  ≤ Rfmax; ( 13 )
Onde os subíndices min e max são se referem aos valores mínimos e máximos dados na
Tabela III.2.
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III.4. O Terceiro Problema de Otimização: Maximização do Fluxo Médio no
Reator Através da Variação do Raio do Combustível e do Raio Equivalente e
Enriquecimento Isotópico.
O terceiro problema tem como característica o aumento do grau de liberdade do
problema de otimização que passa a ter três parâmetros variáveis. Este problema de
otimização visa a maximização do fluxo térmico médio (φ) no reator da Figura III.1,
variando-se o raio do combustível (Rf), o raio equivalente (Re) e o enriquecimento
isotópico do combustível de acordo com as faixas especificadas na Tabela III.3,
mantendo o reator crítico com erro menor ou igual a 1%, ou seja, fator de multiplicação
de nêutrons (keff) igual a 1,0 ± 0,01. A espessura do revestimento (∆r) e igual a 0,127
cm.
Tabela III-3. Faixas de variação dos parâmetros do terceiro problema.
Parâmetro Mínimo Máximo
Raio Equivalente (Re) (cm) 1,194 1,778
Raio do Combustível (Rf)  (cm) 0,762 1,016
Enriquecimento (E) (%) 2,0 5,0
Neste caso, o problema de otimização é maximizar φ(Re,Rf,E)  sujeito a:
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0.99 ≤ keff (Re,Rf) ≤1.01; ( 14 )
Remin ≤ Re ≤ Remax; ( 15 )
Rf
 min ≤ Rf  ≤ Rfmax; ( 16 )
E
 min ≤ E ≤ Emax; ( 17 )
Onde os subíndices min e max são se referem aos valores mínimos e máximos dados na
Tabela III.3.
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IV. MODELAGEM DO REATOR E CÁLCULOS NEUTRÔNICOS
IV.1. Considerações a Respeito da Escolha do Código para Cálculos Neutrônicos
O processo de cálculo do fluxo e do fator de multiplicação de nêutrons em um
reator nuclear envolve, como mencionado anteriormente, a solução das equações de
difusão e de transporte de nêutrons. Para efeito de simplificação, tanto os cálculos de
célula (que envolvem solução da equação de transporte de nêutrons) quanto o cálculo
espacial do fluxo e criticalidade (que envolvem solução da equação da difusão de
nêutrons) foram feitos por um único código - o Hammer (Suich, 1967). Embora seja
usual a utilização de códigos separados, um especializado em cálculo de célula (como o
próprio Hammer, ou o Wims (Ahnert, 1980) e outro em cálculo espacial (como por
exemplo o Citation (Fowler, 1969), optou-se por utilizar apenas o Hammer, que embora
seja especializado para cálculo de célula, possibilita um simplificado cálculo espacial de
fluxo (normalizado nas fontes) a uma dimensão e quatro grupos de energia. Como todas
as simulações comparativas e resultados esperados de referência foram gerados com o
mesmo código, e além do mais estão sendo utilizados reatores hipotéticos, a precisão no
cálculo do fluxo e fator de multiplicação não terão impacto na validação e comparação
dos métodos de otimização.
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IV.2. Hipóteses do Projeto do Reator
Algumas hipóteses foram assumidas nas modelagens feitas. Considerou-se que o
reator cilíndrico de altura efetiva igual a 1,63 metros é totalmente preenchido por células
de elemento combustível (descritas em cada problema), sem consideração, portanto, de
barras de controle e venenos queimáveis. Os raios equivalentes das células foram
calculados para rede quadrada. Assumiu-se uma pequena quantidade de boro diluída no
moderador (água leve) e também uma pequena concentração de aço, correspondente
estrutura dos conjuntos de combustível. No combustível são consideradas pequenas
concentrações de outros isótopos, decorrentes por exemplo da fissão do urânio. As
densidades dos materiais utilizados foram extraídas do manual de utilização do Hammer
(Suich, 1967). As Figuras IV.1 e IV.2 apresentam arquivos típicos de dados de entrada
para o Hammer utilizados neste trabalho para reator de uma e três zonas de
enriquecimento, respectivamente. A descrição detalhada de cada campo de dado deste
arquivo encontra-se no manual do Hammer (Suich, 1967).
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Figura IV-1. Arquivo de dados para o Hammer: um reator com uma zona de
enriquecimento.
2       11
'HAMMER.OUT'
'LITHELIB.BIN'
'HELPLIB.BIN'
11          2           1  11       11 11
   0         2 3 11 CASO EXEMPLO
   1        21      REGIAO 1
   2  3 3    3 1    21125.E-04
   3  1 1  101 6    0.30566929   10.0900  3.141732 11538.E-1
   4                92236.E+00                                  1.E-24
   5                94239.E+00                                  1.E-24
   6                94240.E+00                                  1.E-24
   7                94241.E+00                                  1.E-24
   8                54135.E+00                                  1.E-24
   9                62149.E+00                                  1.E-24
  10  2 2  200      0.35748031    2.7100            332.E+00
  11  3 3  300 2  1 0.51417323713151.E-6            327.E+00
  12                 5010.E+00                                125.E-07
1 13                  304.E+00                               6632.E-07
1         1      CALCULO ESPACIAL
   2  2 3    1          1.E+00
1 3  1     21  15  33859.E-03  3.732150
25
Figura IV-2. Arquivo de dados para o Hammer: um reator com três zonas de
enriquecimento.
2       11
'HAMMER.OUT'
'LITHELIB.BIN'
'HELPLIB.BIN'
11          2           1  11       11 11
   0         2 3 11 CASO EXEMPLO
   1        21      REGIAO 1
   2  3 3    3 1    21125.E-04
   3  1 1  101 6    0.30566929   10.0900  3.141732 11538.E-1
   4                92236.E+00                                  1.E-24
   5                94239.E+00                                  1.E-24
   6                94240.E+00                                  1.E-24
   7                94241.E+00                                  1.E-24
   8                54135.E+00                                  1.E-24
   9                62149.E+00                                  1.E-24
  10  2 2  200      0.35748031    2.7100            332.E+00
  11  3 3  300 2  1 0.51417323713151.E-6            327.E+00
  12                 5010.E+00                                125.E-07
1 13                  304.E+00                               6632.E-07
   1        22      REGIAO 2
   2  3 3    3 1    12225.E-03
1  3  1 1  101 6    0.30566929   10.0900  4.354331 11538.E-1
   1        23      REGIAO 3
   2  3 3    3 1    21025.E-03
1  3  1 1  101 6    0.30566929   10.0900  3.582677 11538.E-1
   1         1      CALCULO ESPACIAL
   2  2 3    1          1.E+00
   3  1     21  15  33859.E-03  3.732150
   4  2     22  15  14961.E-03
1  5  3     23  15  70866.E-04
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V. RESULTADOS ESPERADOS PARA OS PROBLEMAS DE
REFERÊNCIA
Com objetivo de obter um fluxo máximo de referência para validação do método
proposto, o espaço de busca para de cada problema proposto foi discretizado, via
processo computacional custoso.
V.1. Resultados Esperados para o Primeiro Problema
A discretização da superfície φ x Re x E foi feita, inicialmente,  com passo de
0,0157 cm para o raio equivalente e  0,0117% para o enriquecimento isotópico, que
representa a divisão de cada faixa de variação em 128 partes, ou seja, 16384 (128 x 128)
pontos foram calculados. A Figura V.1 exibe a superfície de busca sem a restrição de keff
= 1,0 ± 0,01, enquanto na Figura V.2 a restrição é ilustrada visualmente atribuindo-se
fluxo nulo aos pontos que não a satisfazem. Em torno do maior valor de fluxo
encontrado no gráfico da Figura V.2, foi refinada a malha de discretização, de forma a
se obter uma melhor precisão. O passo utilizado para o raio equivalente foi 0,00254 cm
e para o enriquecimento, 0,01%. Nesta segunda etapa, o maior valor de fluxo que
satisfizesse as restrições impostas para o keff foi considerado o fluxo máximo global e a
solução do problema de otimização são os valores de raio equivalente e enriquecimento
isotópico referentes a este valor de fluxo.
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Figura V-1. Superfície φ x Re x E sem restrição.
Figura V-2. Superfície φ x Re x E com restrição.
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Observando a tabela de pontos que gerou o gráfico da Figura V.2, encontra-se
como solução ótima os valores dados na Tabela V.1.
Tabela V-1. Solução ótima para o primeiro problema.
Raio Equivalente (cm) Enriquecimento (%) Fluxo normalizado (x 10-4)
2,449 5,00 4,32
V.2. Resultados Esperados para o Segundo Problema
A discretização da superfície φ x Rf x Re foi feita, inicialmente, com passo de
0,00635 cm para o raio equivalente e para o enriquecimento isotópico. A Figura V.3
exibe a superfície de busca sem a restrição de keff  = 1,0 ± 0.01, enquanto na Figura V.4
a restrição é ilustrada visualmente atribuindo-se fluxo nulo aos pontos que não a
satisfazem. A malha de discretização foi então refinada na região do ótimo global. O
maior valor de fluxo encontrado no gráfico da Figura V.4 é considerado como sendo o
fluxo máximo global e a solução do problema de otimização são os valores de raio
equivalente e enriquecimento isotópico referentes a este valor de fluxo.
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Figura V-3. Superfície  φ x Rf x Re sem restrição.
Figura V-4. Superfície φ x Rf x Re com restrição.
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Observando a tabela de pontos que gerou o gráfico da Figura V.4, encontra-se
como solução ótima os valores dados na Tabela V.2.
Tabela V-2. Solução ótima para o segundo problema.
Raio do Combustível (cm) Raio Equivalente (cm) Fluxo normalizado (x 10-4)
0,841 1,778 3,70
V.3. Resultados Esperados para o Terceiro Problema
A discretização da superfície φ x Rf x Re x E foi feita, inicialmente, com passo
de 0,00323 cm para o raio do combustível, 0,00742 cm para o raio equivalente e 0,097
para o enriquecimento isotópico. Em torno do melhor valor encontrado, a malha foi
refinada, e o maior valor de fluxo encontrado é considerado o fluxo máximo global e a
solução do problema de otimização são os valores de raio do combustível, raio
equivalente e enriquecimento isotópico referentes a este valor de fluxo. Observando a
tabela de pontos gerada na discretização, encontra-se como solução ótima os valores
dados na Tabela V.3.
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Tabela V-3. Solução ótima para o terceiro problema.
Rf (cm) Re (cm) E (%) Fluxo (x 10-4)
0,762 1,778 3,51 3,95
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VI. O MÉTODO PROPOSTO E SUA APLICAÇÃO AOS PROBLEMAS DE
REFERÊNCIA
VI.1. A Modelagem Proposta
A modelagem do problema de otimização em um algoritmo genético é feita
escolhendo-se apropriadamente a estrutura do genótipo e projetando-se uma função
objetivo adequada para a avaliação do prêmio (“fitness”) de cada genótipo.
O genótipo proposto representa o conjunto de parâmetros que podem variar no
processo de otimização do núcleo do reator. Os parâmetros não incluídos no genótipo
deverão permanecer constantes. Os genes que compõem o genótipo são a representação
binária dos valores dos parâmetros nas respectivas faixas, codificados em seqüência de
bits de tamanho constante. O número de bits utilizado dita a precisão da codificação. O
limite inferior da faixa permitida de variação do parâmetro corresponde a todos os bits
do respectivo gene com valor zero, bem como o limite superior corresponde a todos os
bits com valor 1. Em outras palavras, a faixa de valores de cada variável é discretizada
em 2N valores (onde N é o número de bits), sendo 1 bit o passo da discretização. Desta
forma, a decodificação do genótipo no respectivo fenótipo é como uma conversão
digital-analógico, descrita nas seguintes equações:
v min step g= + * ( 18 )
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e
step
max min
max
=
−
_ int
( 19 )
onde v é o valor decimal do parâmetro, min e max, os limites inferior e superior da faixa
de variação do gene, g é o valor inteiro representado pelo gene (conversão direta de
binário para decimal) e max_int o maior inteiro representado pelo número de bits
utilizado. Por exemplo, considere o gene de 4 bits com o valor 0101, que deve ser
convertido em um real entre 10 e 17,5. Neste caso, max=17,5, min=10, g=5 (o binário
0101) e max_int=15 (o binário 1111). Então, step é 0,5 e v é 12,5.
O genótipo é resultado da concatenação dos genes. A Figura VI.1 apresenta um
exemplo de genótipo e sua decodificação no respectivo fenótipo.
Figura VI-1. Exemplo genérico de genótipos e fenótipos utilizados na codificação
dos parâmetros de projeto.
Parâmetro 2
(Gene 2)
Parâmetro 1
(Gene 1)
  0 0 0 0 0 0      1 0 0 0 0 0
      1,041               3,5
Genótipo
Fenótipo
Faixas de variação dos parâmetros
 Parâmetro 1: de 1,041 a 1,778
 Parâmetro 2: de 2,0 a 5,0
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Os problemas de otimização geralmente visam a maximização ou minimização
de certa variável, calculada na simulação do reator, sujeita a restrições, que podem
envolver variáveis também calculadas na simulação. A um problema de otimização
deste tipo, aplicamos um função objetivo construída a partir da variável a ser
maximizada ou minimizada e uma função que penaliza valores que não satisfazem às
restrições. A cada genótipo é atribuído um prêmio (“fitness”) que é função da variável a
ser maximizada ou minimizada e das restrições do problema, que são valores gerados
pela  simulação do reator para o conjunto de parâmetros obtidos pela decodificação do
genótipo.
Se por exemplo deseja-se maximizar uma variável y, sujeita a restrições ∆x1≤C1
e ∆x2≤C2, onde y, x1 e x2 são saídas dos códigos de projeto e ∆x1 e ∆x2 são as variações
de x1 e x2 em relação ao valor imposto pela restrição, a função prêmio, f,  é escrita da
seguinte forma:
∑
=
∆+=
N
i
ixFyf
1
)( ( 20 )
Onde F(∆xi) é a função de penalização que atua quando uma ou mais restrições não são
satisfeitas. Dentre outras, são comuns as funções de penalização apresentadas nas
equações 21 e 22:
(i) Linear (proporcional ao módulo)
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(ii) Quadrática (proporcional ao quadrado)
( )F x r xi i i( ) =
≤ ≤
⋅




0,                 Linf x Lsup
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∆
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( 23 )
Onde ri é o coeficiente de penalização, que intensificam ou amenizam as mesmas. O
valor de ri é constante e deve ser escolhido de acordo com as necessidades do problema,
baseado em testes preliminares ou conhecimento especialista. Um estudo da influência
da constante de penalização nos resultados é feito e exibido posteriormente.
Trabalhar com funções que embutem penalizações implica no fato de que,
mesmo que certas restrições não sejam satisfeitas, a configuração não é necessariamente
descartada, tendo assim sua chance de evoluir para configurações boas e que venham a
satisfazer as restrições impostas no problema.
Um diagrama esquemático do acoplamento entre o algoritmo genético e o
simulador é mostrado na Figura VI.2.
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Figura VI-2. Diagrama esquemático do acoplamento entre o algoritmo genético e o
simulador.
O algoritmo genético gera os arquivos de entrada para o simulador a partir da
decodificação do genótipo e em seguida comanda sua execução. Após a execução do
simulador, são lidos os arquivos de saída do mesmo, que contêm as variáveis que
participam da função objetivo (a variável a ser otimizada e as variáveis das restrições
impostas pelo problema). Depois de calcular os prêmios de todos os indivíduos da
população, o algoritmo genético opera sobre a mesma, gerando uma nova população. O
I            População inicial randomizada
n. Genótipo* Rf* ... Re*
1 000000...111111 0,762 ... 1,778
2 100000...000000 0,889 ... 1,041
... ... ... ... ...
... ... ... ... ...
V                           Nova geração
n. Genótipo * Rf* ... Re*
1 100000...111111 0,889 ... 1,778
2 100000...000000 0,889 ... 1,041
... ... ... ... ...
... ... ... ... ...
III  Cálculo do Prêmio
(Avaliação)
n. Genótipo * Prêmio*
1 000...111 9,59
2 100...000 7,76
... ... ...
... ... ...
II   Simulador
de Física
de reatores
IV      Seleção, crossover e mutação
(Transformação)
Parâmetros
Parâmetros
Genótipo / Fitness
Saídas
AG Obs:
* A representação do genótipo, bem
como os valores dos prêmios e
parâmetros são apenas ilustrativos.
Valores reais são apresentados em
outras figuras.
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laço II-III-IV-V-II (estes algarismos são exibidos no canto superior esquerdo dos blocos)
é executado até que seja atingido o critério de convergência.
A implementação dos genótipo da figura e funções objetivo foram feitos
utilizando-se o “Genetic Search Implementation System” - Genesis (Grefenstette, 1990),
que implementa o paradigma e os operadores de um algoritmo genético clássico.
VI.2. O Código Genesis
O Genesis é um código básico para desenvolvimento de modelagens genéticas,
que implementa o paradigma e os operadores básicos de um algoritmo genético clássico.
O código fonte, escrito em linguagem C, é disponibilizado gratuitamente para utilização
em ensino e pesquisa, e atualmente está bastante difundido na comunidade científica
que trabalha com programação evolucionária, sendo um dos códigos mais utilizados.
O desenvolvimento de uma modelagem genética é feito basicamente pela
implementação (programação) da função objetivo, configuração do genótipo e
decodificação do mesmo, dentro do código base (Genesis). Se for necessário, pode-se
implementar novos operadores ou alterar os existentes. Devido à sua modularidade, pois
o código é dividido em vários subprogramas, as implementações passam a ser
programas estanques, baseados nas interfaces das funções definidas no código base. A
função objetivo possui um protótipo e uma interface definidos no Genesis. Dentro desta
função pode-se modelar qualquer função que se conceba.
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Os genes, e consequentemente o genótipo, são definidos em um arquivo de
entrada. Seus dados são transferidos para a rotina onde se deve implementar a função
objetivo para que possa ser decodificados e avaliados.
Os parâmetros do algoritmo genético, tais como taxa de mutação, miscigenação
(“crossover”), tamanho da população, entre outros são também transferidos para o
Genesis via arquivo de entrada.
Além dos operadores genéticos clássicos, o Genesis implementa outras
funcionalidades que podem apresentar vantagens dependendo do tipo da aplicação. As
funcionalidades utilizadas no decorrer deste trabalho:
VI.2.1.  Miscigenação de dois pontos
Este tipo de miscigenação (“crossover”)  baseia-se na escolha randômica de dois
pontos de corte no genótipo, seguida da troca da parte central entre os dois genótipos
operandos, conforme ilustrado na Figura VI.3.
Figura VI-3. Exemplo de crossover de dois pontos.
 1  1  0  0  1  0  1  1
 0  1  0  1  0  1  0  1
 1  1  0  1  0
 1  0  1 0  1  0
 0  1  1
 0  1
Indivíduo A =>
Indivíduo B =>
Indivíduo C =>
Indivíduo D =>
Pais Filhos
 =>
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Devido ao fato de permitir uma maior flexibilidade de combinações entre os
pais, o “crossover” de dois pontos têm se mostrado mais satisfatório do que o
“crossover” clássico de um ponto (Davis, 1991).
VI.2.2.  Seleção Classificada
Este tipo de seleção, considera a classificação (“ranking”, ou colocação) do
indivíduo ao invés de considerar uma proporcionalidade ao valor do prêmio. A seleção
classificada homogeneiza a distribuição para a seleção, e é indicada para os casos onde a
diferença absoluta entre os valores dos prêmios interessa pouco, sendo primordialmente
importante a classificação do indivíduo. A seleção classificada tem como conseqüência
o fato de evitar convergência prematura em casos onde há uma grande discrepância
absoluta entre o melhor indivíduo e os demais.
VI.2.3.  Elitismo
É a cópia do melhor indivíduo para a população subsequente, garantindo que
este não seja perdido.
VI.3. Aplicação do Método Proposto ao Primeiro Problema
O genótipo para o primeiro problema é composto por dois genes que codificam o
raio equivalente da célula e o enriquecimento isotópico da mesma. Um exemplo de
genótipo e sua decodificação no respectivo fenótipo são apresentados na Figura VI.4.
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Figura VI-4. Exemplo de genótipo e fenótipo para o primeiro problema.
A função objetivo aplicada utiliza penalização do fluxo através de função
proporcional à variação do fator de multiplicação:






±≠−⋅+
±=
=
01.00.1)(Re,  )(Re,01)(Re,
01.00.1)(Re,  se            )(Re,
Ek,       seEk,rE
Ek                     ,         E
f
effeff
eff
φ
φ
( 24 )
Foram utilizados genes de 6 bits, implicando em precisão de 0,031 cm para o
raio equivalente e 0,023 % para o enriquecimento isotópico, que são valores razoáveis
para solução do problema e comparação com os resultados de referência.
O tamanho da população e a semente de randomização bem como o valor dos
coeficientes de penalização, podem influenciar de alguma forma o resultado. Por isto
foram feitos vários experimentos, de forma a se observar a robustez e a sensibilidade
dos resultados com relação à variação destes parâmetros. Os resultados são apresentados
na Tabela VI.1.
Enriquecimento
(Gene 2)
Raio Equivalente
(Gene 1)
  0   0   0   0   0   0    1   0   0   0   0   0
            1,041                      3,50
Genótipo
Fenótipo
41
Tabela VI-1. Resultados obtidos na otimização do primeiro problema para
diferentes populações iniciais e coeficientes de penalização.
Experi-
Mento
r
(# /(cm2.s) )
Pop Semente Re
(cm)
E
(%)
keff φ
(10-4 # / (cm2.s))
0 -1 50 123456789 2,377 4,69 0,99 4,28
1 -1 100 123456789 2,380 4,74 0,99 4,26
2 -1 100 987654321 2,443 4,98 0,99 4,32
3 -1 200 123456789 2,410 4,83 0,99 4,30
4 -10 100 123456789 2,443 4,98 0,99 4,32
5 -10 100 987654321 2,443 4,98 0,99 4,32
6 -10 200 123456789 2,443 4,98 0,99 4,32
As Figuras VI.5 a VI.7 ilustram a convergência para os valores máximos da
função prêmio encontrados em cada geração, para três dos experimentos feitos. São
considerados três casos onde as populações possuem tamanhos diferentes, pois este é
um fator relevante no que diz respeito à convergência.
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Figura VI-5. Convergência do melhor valor do prêmio de cada geração para o
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Figura VI-6. Convergência do melhor valor do prêmio de cada geração para o
experimento 1.
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Figura VI-7. Convergência do melhor valor do prêmio de cada geração para o
experimento 3.
Observa-se que, em todos os casos, o resultado convergiu para valores bastante
próximos ao ótimo global. Variando-se a população inicial (através da variação da
semente de randomização e o número de indivíduos) e a constante de penalização os
resultados se repetiram a menos de um erro menor que 2,0%, constatando a robustez
para este tamanho de população.
A evolução da população para o ótimo global pode ser visualizada na Figura
VI.8, que exibe uma seqüência de cenários encontrados pelo algoritmo genético ao
longo de trinta e cinco gerações. Estes cenários são a vista superior do espaço de busca
onde são plotados os pontos correspondentes a cada indivíduo da população, ou seja, a
projeção do genótipo no plano Enriquecimento x Raio equivalente. A estreita faixa
limitada entre curvas corresponde à região onde as restrições são satisfeitas.
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Figura VI-8. Convergência da população durante trinta e cinco gerações para o
experimento 1 do primeiro problema.
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Observa-se claramente, na Figura VI.8 que a randomização inicial na primeira
geração espalha pontos por todo o espaço com certa uniformidade. Já na 5a geração a
população começa a caminhar para próximo das regiões onde as restrições são
satisfeitas. A partir da 10a geração observa-se a migração para o patamar mais alto, onde
as restrições são satisfeitas. Nas 20a e 25a gerações, a população começa a concentrar-se
próximo ao ótimo global, no entanto mantendo pontos em outras regiões do espaço, de
forma a manter a diversidade da busca. Finalmente, na 35a geração, quase todos os
indivíduos se encontram concentrados no  ótimo global ou muito próximo do mesmo.
VI.4. Aplicação do Método Proposto ao Segundo Problema
Analogamente ao primeiro problema, o genótipo é composto por dois genes que
codificam o raio do combustível e o raio equivalente da célula, conforme apresentado na
Figura VI.9.
Figura VI-9. Exemplo de genótipo e fenótipo para o segundo problema.
A função objetivo aplicada também utiliza penalização do fluxo através de
função proporcional à variação do fator de multiplicação e é exibida  na equação 25.
Raio Equivalente
(Gene 2)
Raio do Combustível
(Gene 1)
 1  1  1  1  1  1  1      1  0  0  0  0  0  0
            1,778                     0,889
Genótipo
Fenótipo
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f
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( 25 )
Foram utilizados genes de 6 bits, implicando em precisão de 0,009 cm para o
raio equivalente e 0,004 cm para o raio do combustível, que são valores razoáveis para
solução do problema e comparação com os resultados de referência. Pelos mesmos
motivos expostos no primeiro problema, foram feitos vários experimentos. Os
resultados são apresentados na Tabela VI.2.
Tabela VI-2. Resultados obtidos na otimização do segundo problema para
diferentes populações iniciais e coeficientes de penalização.
Experi-
mento
r
(# /(cm2.s) )
Pop Semente Rf
(cm)
Re
(cm)
keff φ
(10-4 # / (cm2.s))
0 -1 50 123456789 0,843 1,778 0,99 3,69
1 -1 100 123456789 0,843 1,778 0,99 3,69
2 -1 100 987654321 0,843 1,778 0,99 3,69
3 -1 200 123456789 0,843 1,778 0,99 3,69
4 -10 100 123456789 0,843 1,778 0,99 3,69
5 -10 100 987654321 0,843 1,778 0,99 3,69
6 -10 200 123456789 0,843 1,778 0,99 3,69
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Analogamente ao problema anterior, as Figuras VI.10 a VI.11 ilustram a
convergência dos valores máximos da função prêmio encontrados nas gerações, para
três dos experimentos feitos.
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Figura VI-10. Convergência do melhor valor do prêmio de cada geração para o
experimento 0.
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Figura VI-11. Convergência do melhor valor do prêmio de cada geração para o
experimento 1.
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Figura VI-12. Convergência do melhor valor do prêmio de cada geração para o
experimento 3.
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Neste problema, o resultado obtido para população todos os experimentos
convergiu para  o ótimo global, refletindo mais uma vez a robustez do método.
A Figura VI.13 exibe a evolução da população para o primeiro experimento,
onde se pode observar a seqüência de cenários encontrados pelo algoritmo genético ao
longo de trinta e cinco gerações. Estes cenários são a vista superior do espaço de busca
onde são plotados os pontos correspondentes a cada indivíduo da população, ou seja, a
projeção do genótipo no plano Raio do combustível x Raio equivalente, onde a faixa
limitada entre curvas corresponde à região onde as restrições são satisfeitas.
Observa-se nesta figura que a randomização inicial na primeira geração cobre o
espaço com boa uniformidade. Na 5a geração a população começa a caminhar para
próximo da região onde as restrições são satisfeitas. Da 15a à 25a gerações observa-se a
migração para região próxima ao ótimo global, no entanto mantendo pontos em outras
regiões do espaço, de forma a manter a diversidade da busca. Finalmente, na 35a
geração, quase todos os indivíduos se encontram concentrados no ótimo global ou muito
perto do mesmo.
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 Figura VI-13. Convergência da população durante trinta e cinco gerações para o
experimento 1 do segundo problema.
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VI.5. Aplicação do Método Proposto ao Terceiro Problema
No terceiro problema, o genótipo é composto por três genes que codificam o raio
do combustível, o raio equivalente da célula e o enriquecimento isotópico, conforme
apresentado na Figura VI.14.
Figura VI-14.  Exemplo de genótipo e fenótipo para o terceiro problema.
A função objetivo aplicada também utiliza penalização do fluxo através de
função proporcional à variação do fator de multiplicação, como na equação 26.

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
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±≠−⋅+
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01,00,1),(Re,  ),(Re,01),(Re,
01,00,1),(Re,  se                 ),(Re,
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ERfk                     ,         ERf
f
effeff
eff
φ
φ
( 26 )
Foram utilizados genes de 5 bits, implicando em precisão de 0,018 cm para o
raio equivalente e 0,008 cm para o raio do combustível e 0,09% para o enriquecimento
isotópico. Pelos mesmos motivos expostos nos problemas anteriores, foram feitos vários
experimentos e os resultados são apresentados na Tabela VI.3.
Enriquecimento
(Gene 3)
Raio Equivalente
(Gene 2)
Raio do Combustível
(Gene 1)
 1  1  1  1  1  1  1      1  0  0  0  0  0  0     1  0  0  0  0  0  0
            1,778                     0,889                       3,5
Genótipo
Fenótipo
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Tabela VI-3. Resultados obtidos na otimização do terceiro problema para
diferentes populações iniciais e coeficientes de penalização.
Exp r
(# /(cm2.s) )
Pop Semente Rf
(cm)
Re
(cm)
E
(%)
keff φ
(10-4 # / (cm2.s))
0 -1 50 123456789 0,777 1,753 3,35 0,99 3,84
1 -1 100 123456789 0,770 1,778 3,45 0,99 3,93
2 -1 100 987654321 0,770 1,778 3,45 0,99 3,93
3 -1 200 123456789 0,770 1,778 3,45 0,99 3,93
4 -10 100 123456789 0,770 1,778 3,45 0,99 3,93
5 -10 100 987654321 0,770 1,778 3,45 0,99 3,93
6 -10 200 123456789 0,770 1,778 3,45 0,99 3,93
As Figuras VI.15 a VI.17 ilustram a convergência para três dos experimentos
feitos.
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Figura VI-15. Convergência do melhor valor do prêmio de cada geração para o
experimento 0.
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Figura VI-16. Convergência do melhor valor do prêmio de cada geração para o
experimento 1.
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Figura VI-17. Convergência do melhor valor do prêmio de cada geração para o
experimento 3.
Como aconteceu no primeiro problema, aqui é observada a convergência
prematura no caso do experimento 0 (onde pop = 50), no entanto, o ponto encontrado
está nas redondezas do ótimo global. Com o aumento do tamanho da população para
100 e 200, os resultados esperados foram atingidos com excelente repetibilidade.
VI.6. O Papel da Constante de Penalização na Função Objetivo
A constante de penalização, r, está relacionada com a intensidade que se deseja
penalizar configurações onde as restrições não são satisfeitas. Ela deve ser
suficientemente grande de forma que a configuração que possui maior prêmio satisfaça
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as restrições do problema. Por outro lado, se a penalização for excessiva, a função
objetivo pode ter variações bruscas em torno do ótimo global, podendo tornar a busca
mais difícil para o algoritmo genético. As Figuras VI.18 a V.22 mostram a forma da
função objetivo (plotada em toda a região de busca) para diferentes constantes de
penalização.
Figura VI-18. Função objetivo do primeiro problema, para r = 0,0 # /(cm2.s)
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Figura VI-19. Função objetivo do primeiro problema, para r = -0,1 # /(cm2.s)
Figura VI-20. Função objetivo do primeiro problema, para r =-0,5 # /(cm2.s)
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Figura VI-21. Função objetivo do primeiro problema, para r = -1,0 # /(cm2.s)
Figura VI-22. Função objetivo do primeiro problema, para r = -10,0 # /(cm2.s)
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VII. APLICAÇÃO DO MÉTODO TRADICIONAL AOS PROBLEMAS DE
REFERÊNCIA
Esta seção descreve o método tradicional que foi utilizado para otimizar os
mesmos problemas. Esta técnica de otimização, utilizada  para efeito de comparação de
resultados e ratificação da validade do método proposto, foi a mesma utilizada no
projeto real de um reator nuclear de pesquisa - o Reator Produtor de Radioisótopos
(Assis, 1983) - desenvolvido pela Comissão Nacional de Energia Nuclear.
VII.1. Descrição do Método
Este método baseia-se na utilização do método Simplex (Ferguson, 1958 e Gass,
1975) para otimizar sucessivamente pequenas regiões do espaço de busca,
considerando-as lineares. Em uma pequena região delimitada ao redor de um ponto de
partida, é procurado o ótimo, via método Simplex, considerando-se que as variações dos
parâmetros sejam lineares (por isto esta região não pode ser muito ampla). Em torno
deste novo ponto, é feito o mesmo procedimento, e assim por diante até que se convirja
para determinado valor.
A sensibilidade da função a ser otimizada, que no caso dos problemas propostos
é o fluxo, é testada a cada iteração perturbando-se o valor dos parâmetros em +5%. Seja
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por exemplo a função f(x,y). As variações de f(x,y), no ponto (x,y) devido a variação em
x e em y são aproximadas por:
x
yxxfyxf
x
yxf
05,0
),05,0(),(),( +−
≅∂
∂ ( 27 )
y
yyxfyxf
y
yxf
05,0
)05,0,(),(),( +−
≅∂
∂ ( 28 )
e o problema de otimização linear a ser resolvido pelo método Simplex a cada iteração
(para cada novo ponto (x,y)) pode ser escrito como:
maximizar
 f x y f x y
x
x
f x y
y
y( , ) ( , ) ( , )+ +∂ ∂
∂
∂∆ ∆ ( 29 )
sujeito a
x x x x x x− ≤ + ≤ +0 05 0 05, ,∆ ( 30 )
y y y y y y− ≤ + ≤ +0 05 0 05, ,∆ ( 31 )
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e  demais restrições particulares do problema.
Ou seja, a cada iteração deseja-se obter os valores de ∆x e ∆y que levam ao
maior valor de f(x,y) dentro das restrições. O novo ponto do espaço a ser pesquisado
será  dado por (x+∆x, y+∆y).
A convergência é obtida quando ∆x=0 e ∆y=0, ou seja, quando o ponto atual é o
máximo do sub-espaço de busca, região considerada linear, ao redor do ponto atual.
VII.2. Aplicação do Método Tradicional ao Primeiro Problema
No primeiro problema de otimização a função a ser maximizada é o fluxo médio
no reator que é função do raio equivalente e do enriquecimento, φ(Re,E) e as restrições
são keff=1 ± 0,01 além das faixas de variação de Re e E.
O problema de otimização linear montado a cada iteração é o seguinte:
maximizar
φ φ ∂
φ
∂(Re, )
(Re, )
Re
Re
(Re, )
E
E E
E
E+ +∆ ∆ ( 32 )
sujeito a
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0 99 1 01, (Re, ) (Re, )
Re
Re
(Re, )
,≤ + + ≤k E
k E k E
E
Eeff
eff eff
∂ ∂∆ ∆ ( 33 )
Re , Re Re Re Re , Re− ≤ + ≤ +0 05 0 05∆ ( 34 )
E E E E E E− ≤ + ≤ +0 05 0 05, ,∆ ( 35 )
0 41 0 70, Re Re ,≤ + ≤∆ ( 36 )
2 0 5 0, ,≤ + ≤E E∆ ( 37 )
Como o ponto de partida para otimização pode eventualmente levar a um
resultado diferente, foram feitos alguns experimentos para diferentes pontos de partida.
Os resultados obtidos são exibidos na Tabela VII.1, enquanto os gráficos das Figura
VII.1 a VII.3 exibem a convergência.
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Tabela VII-1. Resultados obtidos na otimização do primeiro problema.
Experi-
mento
E inicial
(cm)
Re inicial
(cm)
Re
 (cm)
E
(%)
keff φ
(10-4 # / (cm2.s))
1 4,25 1,321 1,304 3,5 1,01 1,28
2 4,25 2,032 2,450 5,0 0,99 4,32
3 4,00 1,143 1,304 3,5 1,01 1,28
Figura VII-1. Convergência do fluxo para o experimento 1.
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Figura VII-2. Convergência do fluxo para o experimento 2.
Figura VII-3. Convergência do fluxo para o experimento 3.
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A Figura VII.4 apresenta a vista superior do espaço de busca onde são plotados
pontos Re x E obtidos em cada iteração.
Observa-se, na Figura VII.4, que o método apresenta uma rápida convergência
para uma região onde a restrição é satisfeita. No experimento 2 (Figura VII.4 (b)),
observa-se a convergência para o ótimo global, no entanto, nos experimentos 1 e 3
(Figura VII.4 (a) e (c)) tal região não contém o ótimo global. Nestes casos, ocorre, então,
a convergência para um ótimo local desta região onde a restrição é satisfeita.
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(a)
(b)
(c)
Figura VII-4. Convergência no processo de otimização baseado em PL. (a) para o
experimento 1, (b) para o experimento 2 e (c) para o experimento 3.
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Observa-se, na Figura VII.4, que o método apresenta uma rápida convergência
para uma região onde a restrição é satisfeita. No entanto, esta é uma região que não
contém o ótimo global. Ocorre, então, convergência para um ótimo local desta região
onde a restrição é satisfeita.
VII.3. Aplicação do Método Tradicional ao Segundo Problema
No segundo problema de otimização a função a ser maximizada também é o
fluxo médio no reator como sendo função do raio equivalente e do raio do combustível,
φ(Re,Rf) e as restrições são keff=1 ± 0,01 além das faixas de variação de Re e Rf.
O problema de otimização linear montado a cada iteração é o seguinte:
maximizar
φ φ ∂
φ
∂(Re, )
(Re, )
Re
Re
(Re, )
Rf Rf Rf
Rf Rf+ +∆ ∆ ( 38 )
sujeito a
0 99 1 01, (Re, ) (Re, )
Re
Re
(Re, )
,≤ + + ≤k Rf k Rf k Rf
Rf Rfeff
eff eff
∂ ∂∆ ∆ ( 39 )
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Re , Re Re Re Re , Re− ≤ + ≤ +0 05 0 05∆ ( 40 )
Rf Rf Rf Rf Rf Rf− ≤ + ≤ +0 05 0 05, ,∆ ( 41 )
0 47 0 70, Re Re ,≤ + ≤∆ ( 42 )
0 30 0 40, ,≤ + ≤Rf Rf∆ ( 43 )
Foram feitos alguns experimentos para diferentes pontos de partida e os
resultados obtidos são exibidos na Tabela VII.2, enquanto os gráficos das Figuras VII.5
a VII.7 exibem a convergência.
Tabela VII-2. Resultados obtidos na otimização do segundo problema.
Experi-
mento
Rf inicial
(cm)
Re inicial
(cm)
Rf
(cm)
Re
(cm)
keff φ
(10-4 # / (cm2.s))
1 0,889 1,346 0,762 1,207 1,01 1,86
2 0,813 1,676 0,841 1,778 1,01 3,70
3 0,914 1,422 0,762 1,207 1,01 1,86
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Figura VII-5. Convergência do fluxo para o experimento 1.
Figura VII-6. Convergência do fluxo para o experimento 2.
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Figura VII-7. Convergência do fluxo para o experimento 3.
A Figura VII.8 apresenta a vista superior do espaço de busca onde são plotados
pontos Rf x Re para o primeiro experimento. Nesta figura fica claro o resultado errôneo
do método. O alto gradiente do fluxo, somado a uma tendência ao decréscimo do keff,
em parte do espaço de busca, fizeram com que uma direção errada fosse escolhida
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Figura VII-8. Convergência no processo de otimização baseado em PL. (a) para o
experimento 1, (b) para o experimento 2 e (c) para o experimento 3.
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VII.4. Aplicação do Método Tradicional ao Terceiro Problema
Neste problema de otimização deseja-se maximizar o fluxo médio no reator
como sendo função do raio equivalente, raio do combustível e enriquecimento isotópico,
φ(Re,Rf,E) e as restrições são keff=1 ± 0,01 além das faixas de variação de Re, Rf e E.
O problema de otimização linear montado a cada iteração é:
maximizar
 φ φ ∂
φ
∂
φ
∂( ,Re, )
( ,Re, ) ( ,Re, )
Re
Re
( ,Re, )
Rf E Rf E
Rf Rf
Rf E Rf E
E
E+ + +∆ ∆ ∆ ( 44 )
sujeito a
0 99 1 01, (Re, , ) ( ,Re, ) ( ,Re, )
Re
Re
( ,Re, )
,≤ + + + ≤k Rc E
k Rf E
Rf Rf
k Rf E k Rf E
E
Eeff
eff eff eff
∂ ∂ ∂∆ ∆ ∆
( 45 )
Re Re Re Re Re− ≤ + ≤ +0 05 0 05, , R∆ e ( 46 )
Rf Rf Rf Rf Rf Rf− ≤ + ≤ +0 05 0 05, ,∆ ( 47 )
E E E E E E− ≤ + ≤ +0 05 0 05, ,∆ ( 48 )
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0 47 0 70, Re Re ,≤ + ≤∆ ( 49 )
0 30 0 40, ,≤ + ≤Rf Rf∆ ( 50 )
2 0 5 0, ,≤ + ≤E E∆ ( 51 )
Como nos casos anteriores, foram feitos alguns experimentos para diferentes
pontos de partida e os resultados obtidos são exibidos na Tabela VII.3, enquanto os
gráficos das Figuras VII.9 a VII.10 exibem a convergência.
Tabela VII-3. Resultados obtidos na otimização do terceiro problema.
Exp. Rf inicial
(cm)
Re inicial
(cm)
E inicial
(cm)
Rf
(cm)
Re
(cm)
E
(%)
keff φ
(10-4 # / (cm2.s))
1 0,889 1,397 3,50 0,762 1,778 3,51 0,99 3,95
2 0,889 1,270 4,5 0,762 1,778 3,51 0,99 3,95
3 0,813 1,727 4,6 - - - - -
No terceiro o processo de otimização não pode ser iniciado, pois o ponto de partida se
encontra suficientemente longe da qualquer região onde as restrições são satisfeitas.
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Figura VII-9. Convergência do fluxo para o experimento 1.
Figura VII-10. Convergência do fluxo para o experimento 2.
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VIII. ANÁLISE DOS RESULTADOS OBTIDOS
As Tabelas VIII.1 a VIII.3 exibem os melhores e piores resultados obtidos por
cada um dos métodos, bem como os resultados de referência esperados.
Tabela VIII-1. Comparação dos resultados obtidos para o primeiro problema.
Re (cm) E (%) φ  (10-4 # / (cm2.s))
Referência (global) 2,449 5,00 4,32
Algoritmo Genético
   Pior Resultado
   Melhor Resultado
2,377
2,443
4,74
4,98
4,26
4,32
Programação Linear
   Pior Resultado
   Melhor Resultado
1,304
2,450
3,5
5.00
1,28
4,32
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Tabela VIII-2. Comparação dos resultados obtidos para o segundo problema.
Rf (cm) Re (cm) φ  (10-4 # / (cm2.s))
Referência (global) 0,841 1,778 3,70
Algoritmo Genético
   Pior Resultado
   Melhor Resultado
0,843
0,843
1,778
1,778
3,69
3,69
Programação Linear
   Pior Resultado
   Melhor Resultado
0,762
0,841
1,207
1,753
1,86
3,70
Tabela VIII-3. Comparação dos resultados obtidos para o terceiro problema.
Rf (cm) Re (cm) E (%) φ  (10-4 # / (cm2.s))
Referência (global) 0,762 1,778 3,51 3,95
Algoritmo Genético
   Pior Resultado
   Melhor Resultado
0,777
0,762
1,753
1,778
3,35
3,55
3,84
3,93
Programação Linear
   Pior Resultado
   Melhor Resultado
-
0,762
-
1,778
-
3,51
-
3,95
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Fica evidente nas tabelas exibidas acima, que o algoritmo genético obteve, em
geral, performance superior ao método baseado em programação linear, devido
principalmente a sua ampla capacidade de exploração com escopo global, que conduziu,
em todos os experimentos ao ótimo global, ou pontos bastante próximos ao mesmo.
O método tradicional, por outro lado, apresenta uma convergência relativamente
mais rápida. No entanto, o fato de realizar a busca a partir de um único ponto, fazendo
exploração baseada em gradiente, pode conduzir a um ótimo local. Isto é observado no
primeiro e segundo problema. Nestes casos, o método tradicional consegue rapidamente
localizar uma região onde as restrições são satisfeitas, no entanto, esta região é uma
superfície isolada daquela que contêm o ótimo global. O método, então, restringe a
busca, alcançando o melhor ponto desta região, convergindo localmente.
No segundo e no terceiro problema, o método tradicional convergiu, em um dos
experimentos, para o valor de referência, enquanto o método proposto atingiu pontos
bastante próximo, porém um pouco inferior. Este fato é previsto, pois a própria natureza
da técnica aplicada, visa atingir, com robustez (repetibilidade para diferentes pontos de
partida) regiões próximas ao ótimo global (“near-optimum regions”). Por outro lado, a
malha de discretização utilizada pelo AG pode influenciar. No segundo problema, por
exemplo, refazendo-se a simulação com o método proposto, utilizando-se uma estrutura
de 10 bits, encontrou-se os resultados dados na tabela VIII.4.
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Tabela VIII-4. Resultado encontrado com estrutura de 10 bits no 2o problema.
r (# /(cm2.s) ) Pop Semente Rf (cm) Re (cm) keff φ (10-4 # / (cm2.s))
- 1 100 987654321 0,841 1,778 0,99 3,70
No terceiro experimento, referente ao terceiro problema, o método tradicional
não conseguiu iniciar o processo de busca pois o ponto de partida situava-se muito longe
de alguma região onde as restrições estivessem satisfeitas, evidenciando uma fraqueza
do método. Por outro lado, o método tradicional convergiu para o ótimo de referência,
enquanto o método proposto convergiu para um valor levemente inferior. Refazendo-se
a simulação com o método proposto utilizando-se uma estrutura de 12 bits, encontrou-
se, porém os resultados dados na Tabela VIII.5.
Tabela VIII-5. Resultado encontrado com estrutura de 12 bits no 3o problema.
r
(# /(cm2.s) )
Pop Semente Rf
(cm)
Re
(cm)
E
(%)
keff φ
(10-4 # / (cm2.s))
-10 200 987654321 0,762 1,778 3,50 0,99 3,95
A Tabela VIII.6 mostra o número médio aproximado de simulações feitas para
cada método até atingir a convergência, no primeiro e segundo problema.
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Tabela VIII-6.  Número médio de simulações para convergência.
Método Número Médio Aproximado de Simulações
Método Baseado em AG 600
Método Baseado em PL 30
 A questão do custo computacional, aqui representado pelo número de
simulações, poderia vir a ser uma restrição à utilização dos algoritmos genéticos, há
algum tempo atrás. Hoje, devido ao avanço tecnológico dos processadores e à
computação paralela, este problema começa a deixar de existir, fato este que vem
motivando sua utilização em diversos setores. Por exemplo: uma simulação de um
reator como o do primeiro problema leva aproximadamente 2 segundos em um
computador Pentium 133 MHz, o que nos leva a uma taxa de 1600 simulações por hora.
Algumas horas a mais no processo de otimização representa um custo extra
relativamente baixo, quando o resultado final obtido é um projeto mais econômico e
seguro. No entanto, se o problema aumentar de complexidade a ponto da estimativa do
tempo do processo de otimização ser relativamente alta, influenciando de forma
considerável os tempos do projeto, pode-se, a princípio, recorrer a processadores mais
potentes e, se isto não for suficiente, a solução pode passar pela utilização de algoritmos
genético paralelos (Mühlenbein, 1991). Tais algoritmos genéticos podem executar várias
simulações (chegando a uma população inteira) paralelamente, com o tempo pouco
superior ao tempo de execução de uma simulação. Desta forma o tempo de execução de
uma geração inteira do algoritmo genético é aproximadamente o tempo de execução de
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uma iteração do método de otimização tradicional considerado, podendo-se assim
comparar o número de gerações do algoritmo genético com o número de iterações do
método de programação linear. Esta comparação é feita na Tabela VIII.7, considerando-
se população de 200 indivíduos.
Tabela VIII-7. Gerações do AG x Iterações do método baseado em PL.
Método Número Médio Aprox. de Gerações/Iterações
Método Baseado em AG 30
Método Baseado PL 30
Observa-se na Tabela VIII.7 que os números começam a ficar da mesma ordem
de grandeza, de forma que as restrições de uso com relação ao tempo do processo de
otimização sejam iguais para ambos os métodos. Considerando-se a possibilidade de se
aumentar o número de indivíduos da população do algoritmo genético (necessário no
caso de problemas mais complexos) sem custo adicional relevante de tempo, o
algoritmo genético pode, atualmente,  ser uma das melhores opções.
Outra característica muito importante dos algoritmos genéticos é que estes
trabalham com estruturas simbólicas no processo de otimização, buscando as melhores
estruturas que maximizem ou minimizem a função objetivo. Este fato permite que se
possa trabalhar ao mesmo tempo com variáveis enumeradas (inteiras) e variáveis
numéricas contínuas, contrastando com o método tradicional aqui abordado, que limita-
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se à otimização numérica. A seção a seguir exibe a aplicação do método proposto em
um problema como este.
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IX. APLICAÇÃO DO MÉTODO A UM PROBLEMA COMPLEXO AO
QUAL O MÉTODO TRADICIONAL NÃO SE APLICA
Até então, o proposto método veio sendo submetido a uma série de testes cujo
objetivo foi avaliar a convergência global e a robustez do método. Estendendo, então, o
escopo da aplicação do método, é proposta a solução de um problema de otimização
mais complexo ao qual os métodos tradicionais não se aplicam. Tal problema difere
fundamentalmente dos demais problemas propostos devido ao fato de envolver variáveis
inteiras (enumeradas) e contínuas, além envolver um maior número de parâmetros e
restrições.
Por ser capaz de otimizar estruturas simbólicas que codificam os parâmetros que
formam o espaço de busca, ao invés dos parâmetros em si, o algoritmo genético não faz
discriminação entre variáveis inteiras (enumeradas) e contínuas, generalizando a
aplicação. O método tradicional não proporciona esta flexibilidade, tornando-se
inaplicável a este tipo de problema.
O fato é que o algoritmo genético é intrinsecamente discreto, trabalhando com
uma estrutura simbólica de tamanho constante, mesmo na representação dos números
que representam variáveis contínuas. O tamanho da estrutura prediz a precisão dos
valores numéricos ou quantidade de elementos enumerados, sem distinção.
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IX.1.  Descrição do Problema
O objetivo aqui é minimizar o fator de pico de potência no reator de três zonas
de enriquecimento e altura efetiva de 63 cm mostrado na Figura IX.1, obtendo-se um
dado fluxo médio de nêutrons φ0, criticalidade com tolerância de ±1% (keff = 1,0 ±  0,01)
e submoderação. Para tal são permitidas variações contínuas do raio do combustível
(Rf), espessura do revestimento (∆r), raio equivalente (Re), enriquecimento isotópico
das três zonas (E1, E2 e E3) e variações do material do combustível e material do
revestimento, que são variáveis enumeradas, de acordo com as faixas determinadas na
Tabela IX.1.
Figura IX-1. Reator de referência para o problema de otimização
R1
86 cm
R2
38 cm
R3
18 cm
Re
Rf
∆r
Moderator
Cladding
Fuel
∆m
Célula típicaReator
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Tabela IX-1. Faixas de variação dos parâmetros.
Parâmetro Mínimo Máximo
Raio do combustível (Rf) (cm) 0,508 1,27
Espessura do revestimento (∆r) (cm) 0,0254 0,254
Espessura do moderador (∆m) (cm) 0,0254 0,762
Enriquecimento da zona 1(E1) (%) 2,0 5,0
Enriquecimento da zona 2 (E2) (%) 2,0 5,0
Enriquecimento da zona 3 (E3) (%) 2,0 5,0
Material do combustível (mf) UO2    ou    Urânio metálico
Material do revestimento (mc) Zircaloy,    Al     ou Aço-304
O problema de otimização consiste em minimizar fm (Rf,∆r,∆m,E1,E2,E3,mf,mc)  
Sujeito a:
φ(Rf,∆r,∆m,E1,E2,E3,mf,mc) = φ0; ( 52 )
0.99 ≤ keff (Rf,∆r,∆m,E1,E2,E3,mf,mc) ≤ 1.01; ( 53 )
dk
dVm
0eff > ; ( 54 )
84
Rfmin ≤ Rf ≤ Rfmax; ( 55 )
∆rmin ≤ ∆r ≤ ∆rmax; ( 56 )
∆mmin ≤ ∆m ≤ ∆mmax;             ( 57 )
E1min ≤ E1 ≤ E1max; ( 58 )
E2min ≤ E2 ≤ E2max; ( 59 )
E3min ≤ E3 ≤ E3max; ( 60 )
Material do combustível= mf  = {UO2, U-metal}; ( 61 )
Material do revestimento = mc = {Zircaloy, Al or Aço-304}; ( 62 )
onde Vm é o volume do moderador e os subescritos min e max referem-se aos valores
mínimo e máximo dados na Tabela IX.1.
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IX.2. Aplicação do Método
O genótipo para este problema é composto por 8 genes, onde cada um deles é a
codificação de um dos parâmetros a serem variados no processo de otimização. Um
exemplo de genótipo e decodificação no seu respectivo fenótipo pode ser visto na Figura
IX.2.
OBS: UO2 : mf = 0  e  U-metal: mf=1;      Zircaloy: mc=0,  Aço: mc=1 e Al: mc=2.
Figura IX-2. Exemplo de genótipo e respectivo fenótipo
A função objetivo para este problema é descrita a seguir. Para simplificar a
notação, utilizou-se fm, φ and keff para representar fm(Rf,∆r,∆m,E1,E2,E3,mf,mc),
φ(Rf,∆r,∆m,E1,E2,E3,mf,mc)
 
 e keff (Rf,∆r,∆m,E1,E2,E3,mf,mc) respectivamente.
 1 0 0 0 0 0 0    1 1 1 1 1 1 1    0 0 0 0 1 0 1   1 0 0 0 0 0 0   1 0 0 0 0 1 0   1 0 0 0 1 1 0      0      1 0
        0,889           0,254           0,0541            2,50               2,56            2,65            UO2   Al
Rf ∆r ∆m E1 E2 E3 mcmf
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( 63 )
onde
effeff kk −=∆ 0,1 ( 64 )
é a penalização para configurações onde keff é diferente de  1,0 ± 1%,
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0
0
φ
φφφ −=∆ ( 65 )
a penalização para configurações onde φ é diferente de φ0 ± 1% e
Vm
kk
Vm
k effeffeff
∆
−
=
∆
∆ '' ( 66 )
a penalização para as configurações onde o reator se apresenta submoderado, sendo k’eff
o fator de multiplicação de nêutrons obtido para ∆Vm de variação em Vm (como o
volume do combustível - Vf - permanece constante, a fração Vm/Vf é alterada).
O método foi implementado utilizando-se as mesmas ferramentas dos problemas
anteriores, ou seja, o Hammer e o Genesis. Por se tratar de um problema com espaço de
busca muito amplo e totalmente desconhecido, a população foi adequada de forma a se
manter a viabilidade de tempo de processamento associado ao processador utilizado
(Pentium 133 MHz). Por isto foram feitos três experimentos com parâmetros genéticos
típicos, variando-se as sementes de randomização, e consequentemente a população
inicial.
O primeiro experimento, realizado com população de 100 indivíduos, semente
de randomização igual a 123456789, taxa de “crossover ” de 60%, taxa de mutação de
1% , considerando elitismo e seleção classificada, apresentou os resultados exibidos na
Tabela IX.2.
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Tabela IX-2. Resultados obtidos para o primeiro experimento.
Objetivos Valores
Mínimo fator de pico 1,306
Fluxo térmico médio ( # / (cm2.s)) 8,013 x 10-5
keff 0,9914
Parâmetros Valores
Rf (cm) 0,6220
∆r (cm) 0,2036
∆m (cm) 0,7040
E1 (%) 2,6850
E2 (%) 4,0079
E3 (%) 4,2913
mf U-metal
mc Aço-304
O segundo experimento foi realizado com uma população de 300 indivíduos,
visando maior representação do espaço de busca. Os demais parâmetros e opções são os
mesmos utilizados no primeiro experimento. Os resultados obtidos neste caso são
exibidos na Tabela IX.3.
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Tabela IX-3. Resultados obtidos para o segundo experimento.
Objetivos Valores
Mínimo fator de pico 1,295
Fluxo térmico médio ( # / (cm2.s)) 8,023 x 10-5
keff 0,9948
Parâmetros Valores
Rf (cm) 0,6280
∆r (cm) 0,1604
∆m (cm) 0,6808
E1 (%) 2,7087
E2 (%) 3,0394
E3 (%) 4,7638
mf U-metal
mc Aço-304
O terceiro experimento foi também realizado com uma população de 300
indivíduos, no entanto a semente de randomização foi alterada para 987654321, visando
testar a robustez do método para diferentes configurações iniciais. Os demais
parâmetros e opções são os mesmos utilizados no primeiro experimento. Os resultados
obtidos neste caso são exibidos na Tabela IX.4.
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Tabela IX-4. Resultados obtidos para o terceiro experimento.
Objetivos Valores
Mínimo fator de pico 1,304
Fluxo térmico médio ( # / (cm2.s)) 8,076 x 10-5
keff 1,0040
Parâmetros Valores
Rf (cm) 0,5800
∆r (cm) 0,0884
∆m (cm) 0,6344
E1 (%) 2,3307
E2 (%) 2,8268
E3 (%) 4,0315
mf U-metal
mc Aço-304
As Figuras IX.3 a IX.5 mostram a convergência do maior prêmio, encontrado em
cada geração, no decorrer do processo evolutivo.
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Figura IX-3. Convergência da função objetivo para o experimento 1.
Figura IX-4. Convergência da função objetivo para o experimento 2.
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Figura IX-5. Convergência da função objetivo para o experimento 3.
IX.3. Análise dos Resultados
O problema apresentado não possui resultados de referência pois o número de
simulações para gerá-los com precisão razoável (6 bits para os valores numéricos) seria
de 4.12 x 1011 (= 646*2*3) e o tempo para gerá-las ordem de 19.088.743,5 dias,
considerando-se uma média de 4 segundos por simulação. O método usual baseado em
programação linear tampouco pôde ser utilizado para efeito de comparação devido a
utilização de variáveis contínuas (raios e enriquecimentos isotópicos) e inteiras
(materiais). Por isto, os resultados serão analisados qualitativamente.
A convergência do algoritmo genético, no sentido de minimizar o fator de pico
de potência, ocorreu nos três experimentos, onde foram encontradas configurações que
1,25E+00
1,30E+00
1,35E+00
1,40E+00
1,45E+00
1,50E+00
1,55E+00
0 8 16 24 32 40 48 56 64 72 80 86 91 95 99
Geração
Pr
êm
io
93
proporcionaram baixos valores de fator de pico de potência e que satisfazem a todas as
restrições do problema. Embora as configurações encontradas possuam várias
características em comum  (por exemplo: todos os experimentos indicam a utilização
dos mesmos materiais tanto para combustível quanto para revestimento, além do fato de
possuírem valores de alguns parâmetros razoavelmente próximos), há, evidentemente,
algumas pequenas diferenças. Entretanto, os fatores de pico obtidos para todos os
experimentos têm valores bastante próximos. Traduzindo para o algoritmo genético, que
considera estritamente os objetivos e restrições do problema de otimização, as
configurações são equivalentemente boas, mesmo que as configurações sejam um pouco
diferentes. Este fato evidencia a multimodalidade do espaço de busca e demonstra a
capacidade do algoritmo genético de localizar os vários ótimos locais que concorrem em
iguais condições à solução do problema de otimização.
Com objetivo de enfatizar a importância da aplicação de algoritmo genético,
verificou-se a existência de configurações que satisfazem ao problema e, no entanto,
geram fatores de pico de potência relativamente elevados. Tal verificação visa
demonstrar que o simples fato de satisfazer às restrições do problema pode levar a
resultados relativamente piores do o ótimo global.
De forma a se obter configurações onde as restrições são satisfeitas e o fator de
pico é elevado, foi utilizado um outro algoritmo genético, cuja função objetivo foi
projetada para maximizar o fator de pico dentro da região de restrições satisfeitas. A
única diferença entre esta função objetivo e aquela utilizada pelo método proposto é a
troca de sinal para as constantes de penalização.
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Após ter passado por várias configurações com fator de pico elevados mas que
satisfaziam às restrições do problema, este algoritmo genético convergiu, utilizando
população de 300 indivíduos, para a configuração exibida na Tabela IX.5
Tabela IX-5. Resultados obtidos para o maximização do fator de pico.
Objetivos Valores
Máximo fator de pico 29,8449
Fluxo térmico médio ( # / (cm2.s)) 8,029 x 10-5
keff 0,9942
Parâmetros Valores
Rf (cm) 0,7960
∆r (cm) 0,2540
∆m (cm) 0,4488
E1 (%) 5,0000
E2 (%) 2,0000
E3 (%) 2,0000
mf UO2
Mc Aço-304
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Não surpreendentemente, a configuração encontrada neste teste é bastante
diferente das obtidas pelo método proposto, a começar pela utilização de diferentes tipos
de materiais.
Durante este teste, pode ser observada uma vasta gama de configurações que
satisfazem às restrições do problema, mas que são relativamente muito piores do que os
resultados encontrados quando da aplicação do método proposto. O valor do fator de
pico encontrado neste teste é consideravelmente superior àquele obtido pelo método
proposto, revelando, assim, uma grande distância entre o melhor e o pior ponto que
satisfazem às restrições do problema. Este fato demonstra mais uma vez a complexidade
do problema em questão, que reforçada pela descontinuidade entre o melhor e o pior
ponto (basta o fato dos materiais serem diferentes), tornam o problema intratável para o
método tradicional.
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X. GAFFS - UMA FERRAMENTA PARA OTIMIZAÇÃO DE PROJETOS
DE REATORES NUCLEARES
Neste capítulo é apresentado o programa GAFFS (“Genetic Algorithm for
Formatted Files based Simulators”), que é uma ferramenta para otimização de projetos
de reatores nucleares baseada em algoritmo genético, segundo as modelagens propostas
nos capítulos anteriores desta tese. Esta ferramenta foi projetada de forma que possa ser
utilizada junto com programas simuladores cujos parâmetros de entrada são lidos de um
arquivo texto formatado, e saídas também apresentam-se em forma de arquivo texto. O
principal objetivo desta ferramenta é tornar a utilização do método proposto acessível ao
engenheiro nuclear, através de uma interface amigável, permitindo a utilização de um
simulador adequado para cada problema.
O GAFFS é baseado no código “Genetic Search Implementation System” -
Genesis e implementa a metodologia descrita nesta tese. Além disto,  esta ferramenta
permite a utilização de outras plataformas de simulação (qualquer outro conjunto de
códigos) ao invés do Hammer, basta que sua parametrização (dados de entrada) seja
feita via arquivo texto formatado e seus resultados (dados de saída) sejam gravados em
um arquivo texto. Desta forma, o engenheiro nuclear poderá utilizar o simulador que lhe
convêm, desde que este possa ser executado em plataforma Windows 95 ou DOS.
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A interface entre o algoritmo genético proposto e o simulador desejado, bem
como a descrição do problema de otimização é feita em um arquivo de inicialização do
GAFFS, chamado “gaffs.ini”, exibido na Figura X.1.
Figura X-1 Arquivo gaffs.ini
O exemplo da Figura X.1 pode ser traduzido como descrito a seguir:
utilizando o simulador e:\gaffs\hammer32.exe;
Linha
1
2
3
4
5
6
7
8
9
0
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
*****************************
GAFFS INITIALIZATION FILE
*****************************
[Files]
e:\gaffs\hammer32.exe
e:\gaffs\hammer.dat
e:\gaffs\hammer.out
[Parameters]
2
1 Rfuel 9 21 %10.8f
2 Req 17 21 %10.8f
[Update]
1
1 Rclad 16 21 %10.8f P000+0.05
[Output]
2
1 Flux 17 45 10 M KEFF
2 Keff 0 5 9 B 0.99 1.01 1.0 KEFF
[End]
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maximize a variável chamada Flux (linha 22) a ser lida do arquivo e:\gaffs\hammer.out
17 linhas e 45 colunas após o identificador KEFF (linha 22);
sujeito a valor da variável chamada Keff (linha 23), a ser lida do arquivo
e:\gaffs\hammer.out 0 linhas e 5 colunas após identificador KEFF (linha 22), 0.99 e
1.01, com fator de penalização igual a  1.0  (linha 23);
variando os 2  parâmetros, Rfuel, a ser escrito no arquivo e:\gaffs\hammer.dat na linha
9 e coluna 21, com formato %10.8f e Req, a ser escrito no mesmo arquivo na linha 17 e
coluna 21, com formato %10.8f, nas faixas especificadas no arquivo “template”
manipulado pelo GENESIS.
corrigindo o valor da variável chamada Rclad a ser escrita também no arquivo
e:\gaffs\hammer.dat na linha 16 coluna 21, com formato %10.8f de acordo com a
expressão P000+0.05 que significa, primeiro parâmetro (P000) mais 0.05.
Por basear-se no programa Genesis, outros dois arquivos também devem ser
escritos. O “template.*” onde são entradas as faixas de variação de cada parâmetro, e o
“in.*” que deve conter os parâmetros genéticos tais como taxa de miscigenação
(“crossover”), taxa de mutação, tamanho da população etc.
Para facilitar a interface com o usuário, foi desenvolvido o Visual GAFFS, que
proporciona uma interface homem-máquina em forma de janela administrando as
escritas dos arquivos de dados tanto do Genesis (template.* e in.*) quanto do próprio
GAFFS (gaffs.ini). A Figura X.2 exibe um diagrama esquemático do sistema GAFFS.
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Figura X-2 Diagrama esquemático do sistema GAFFS
A título de ilustração, são exibidas, na Figura X.3, as telas de entrada de dados
do sistema Visual GAFFS.
SIMULATORVisual GAFFS GAFFS
gaffs.ini
simulator.dat
simulator.out
gaffs.out
template.*in.*
gaffs.trial
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(a) (b)
  
(c) (d)
Figura X-3. Tela de entrada de dados do Visual GAFFS. (a) Simulator, (b)
Optimization Parameters, (c) Update Variables and (d) Outputs.
A janela de entrada de dados possui 4 partes distintas:
(i) Simulator, onde o usuário entra com a linha de comando para chamada do programa
simulador, bem como os nomes e caminhos dos arquivos de entrada e saída do mesmo.
(ii) Optimization Parameters, onde os parâmetros a serem otimizados são descritos em
termos de suas posições no arquivo de entrada, formato e faixa de valores.
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(iii) Update Variables, onde as variáveis que sofrem correção, devido à mudança dos
valores dos parâmetros, são descritas em termos de suas posições no arquivo de entrada,
formato e expressão, que pode ser função dos parâmetros da otimização.
(iv) Outputs, onde se descreve, em termos de suas posições e formatos, as variáveis a
serem lidas no arquivo de saída do simulador. Há uma variável objetivo, que é o alvo da
otimização e quantas variáveis de restrição forem necessárias.
Na Figura X.4 é exibida a janela de saída do Visual GAFFS onde se pode
observar e evolução das configurações encontradas no processo de busca do AG bem
como observar gráficos que acompanham a convergência da função objetivo, no
decorrer das gerações.
Figura X-4. Janela de saída do Visual GAFFS
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XI. CONCLUSÕES
Foi proposto nesta tese um método para otimização de projetos de reatores
nucleares baseado em algoritmo genético (codificação/decodificação e função objetivo)
cujos objetivos principais são:
1. Aprimorar os resultados da otimização em projetos de reatores nucleares,
através do desenvolvimento de um sistema baseado em AG, como alternativa
aos métodos tradicionais;
2. Modelar problemas de otimização não tratáveis pelo método tradicional.
O primeiro objetivo foi demonstrado na primeira parte desta tese, onde através
de problemas hipotéticos simples, observou-se a exploração com escopo global e
robustez do método, contrastando com a convergência local apresentada pelo método
tradicional. O segundo objetivo pôde ser  observado com a aplicação do método ao
problema mais complexo, envolvendo otimização inteira e contínua em um mesmo
problema.
A busca da melhor configuração entre as configurações simplesmente aceitáveis
(que satisfaçam às restrições do problema), é um dos objetivos deste trabalho, e que foi
atingido satisfatoriamente nos quatro casos exemplo. O método proposto mostrou-se
preciso nos três primeiros problemas, onde se pôde gerar resultados bastante próximos
aos valores de referência, exibindo convergência para o ótimo global (ou regiões bem
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próximas do mesmo) com bastante robustez, contrastando com o método tradicional de
otimização não linear baseado em programação linear, que convergiu, em certas
ocasiões para ótimo local.
No problema mais complexo, observou-se convergência para configurações que
geraram baixo fator de pico de potência, além de satisfazer às restrições de fluxo, fator
de multiplicação de nêutrons e submoderação. Várias outras configurações que
satisfazem às restrições do problema puderam ser obtidas com auxílio de um outro
algoritmo genético cujo objetivo é maximizar o fator de pico dentro das regiões onde as
restrições são satisfeitas. Entretanto, tais configurações apresentam fatores de pico
relativamente elevados, quando comparados com o fator de pico mínimo encontrado,
ratificando a importância da utilização do mesmo.
É oportuno relembrar que os algoritmos genéticos contrastam com outros
métodos de otimização global no senso de que não é requerido conhecimento a priori do
espaço de busca, tais como continuidade, existência de derivadas, tipo da variável
(inteira ou contínua) etc. Este fato torna possível a otimização de qualquer problema
para o qual se possa escrever uma estrutura simbólica (genótipo) capaz de representar
todos os  pontos do espaço de busca. Isto foi demonstrado com sucesso no problema
complexo, onde se deseja otimizar grandezas físicas que possuem representação
contínua no domínio de busca, juntamente com tipos de materiais que possuem um
domínio discreto.
Outra vantagem dos AGs, não explorada nesta tese, mas que possivelmente pode
vir a ser alvo de futuros trabalhos, reside no o fato de que cada configuração dentro de
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uma população de configurações é avaliada de forma independente, permitindo uma
paralelização natural do processo. Como as simulações envolvidas nos projetos de
reatores nucleares demandam considerável tempo de máquina, uma paralelização na
avaliação da população pode levar a um alto ganho em termos de tempo de
processamento.
Os bons resultados obtidos no decorrer das investigações encorajaram o
desenvolvimento de uma ferramenta genérica e prática, que possibilita a extrapolação
dos conceitos aqui propostos para outras áreas, permitindo a utilização de diferentes
simuladores que sejam parametrizados a partir de arquivo texto formatado. Tal
ferramenta aproxima o engenheiro nuclear desta tecnologia, proporcionando mais uma
opção, eficaz e robusta, para otimização de projetos de reatores nucleares.
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