The GPU executable
Programs that are executed on a GPU have to be written using a specific programming framework. The two most widely used frameworks are the NVIDIA Compute Unified Device Architecture (CUDA) [1] and the Open Computing Language (OpenCL) [2] . The CUDA framework is a proprietary architecture specifically designed to be run only on NVIDIA GPUs. By contrast, OpenCL which is managed by the Khronos Group [3] , is an open framework which can be used to program almost any parallel architecture, such as multicore CPUs, GPUs, coprocessors (e.g. the Intel Xeon Phi) or a network of connected GPUs and/or CPUs. To ensure better hardware compatibility of our code, we therefore developed our executable in the OpenCL framework.
OpenCL includes a C99 based language for writing functions (kernels), which are executed on OpenCL devices (e.g. CPUs or GPUs) and an application programming interface (API). The API is used to define and control the OpenCL devices and execute the kernels on them. A simple OpenCL program involves the steps of finding the computing device, compiling the code that will be run on the device, copying the data to the device, performing the computation and copying back the results of the computation.
Our OpenCL program includes a kernel with functions that numerically solve the saccadic model for different parameter combinations. Moreover, our program includes code written in C++, which, using the OpenCL API, performs the actions necessary to run the kernel on the GPU. The numerical method that we used in the kernel was the implicit mid-point rule [4] , with a time step ∆t " 5ˆ10´6 (as the saccadic model is a stiff system, a small time step is required for accurate integration). To assess whether the ODE solver and the selected time step gave accurate results, we compared the model solutions generated using our method with those obtained using the MATLAB stiff ODE solver ode15s, with relative and absolute tolerances both set to 10´8.
The logical flow of the GPU executable program is as follows. First, the program reads the input binary file which contains the parameter combinations comprising the NSGA-II population and the initial conditions. Subsequently, these parameter values and initial conditions are transferred to the GPU's RAM. Next, the OpenCL kernel is called to integrate the model for 80 time steps. In parallel with the integration (the current kernel call), the results of the previous integration (the previous kernel call) are written to a binary file. Once the model has been integrated over the required timespan for all parameter combinations, the program quits.
We found that the sampling frequency of the results (i.e. the number of points in the time series used for calculating fitness) played an important role in the GPU computation time when fitting the model to nystagmus waveforms. This was due to the bottleneck caused by the transfer to and from the GPU memory, and the time required to write the data to the binary file. Higher sampling frequencies substantially increased the time required for model integration and solution analysis (fitness evaluation) and also the size of the binary file produced. For example, using a sampling frequency of 2500 Hz, 20000 different parameter sets with a simulation time of 6 s each produced a 2.23 GB file, with an overall computation time of 35.44 s. Increasing the sampling frequency to 5000 Hz increased the file size to 4.46 GB and the overall computation time to 45.56 s. However, it was not possible to overcome this problem by arbitrarily reducing the sampling rate, since by considering fits to synthetic nystagmus waveforms (see Figure S4) , we found that a low sampling frequency did not allow accurate period and amplitude measures to be obtained. In order to choose the lowest sampling frequency capable of resolving this speed/accuracy trade-off, we generated very highly sampled versions of the synthetic waveforms in Figure S4 by integrating the model for each corresponding parameter set with ∆t set to 5ˆ10´6 s (i.e. a sampling frequency of 5ˆ10 6 Hz). We then subsampled each time series at 250, 500, 1000, 1250, 2500 and 5000 Hz to obtain a set of candidate waveforms. Next, we calculated the sum-of-square errors for amplitude and period between the highly sampled and candidate waveforms. On the basis of these results, the final sampling frequency was chosen to be 2500 Hz, as using a higher frequency caused no significant reduction in error. Returning results at this frequency enabled us to minimise the effect of the GPU call bottleneck, the amount of memory used and the computation time required to analyse the results, without significantly degrading the accuracy of the period and amplitude calculations. Table S1 . The initial conditions were set to gp0q " np0q " Table S2 for amplitudes of 5, 10 and 20 degrees. For each amplitude ∆g, the initial conditions were set to gp0q " np0q " rp0q " lp0q " 0 and mp0q " ∆g. Fig. 13 about the origin of objective space. In each plot, the red cross (+), red star (˚) and red x (ˆ) indicate the solutions yielding the minimum Euclidean distance to the axes origin, the best fit to a 10 degree saccade and the best fit to a 20 degree saccade, respectively. Table S1 : Model parameter values (M) used to generate the synthetic nystagmus waveforms shown in Fig. S4 , together with the parameter values obtained by optimising the model to the waveforms (O). Mean optimised parameter values and coefficients of variation (shown in brackets) were calculated from 16 NSGA-II runs with a population size of 4000. Table S3 : Time required to run NSGA-II 16 times for the four synthetic nystagmus waveforms shown in Fig. S4 as a function of population size. The computation times shown here were obtained using the multiple parallel runs method. The CPU used was the Intel i7-4790K and the GPU used was the AMD Firepro W8100. Table S8 : Optimised parameter values for experimental saccades with selection method A. The parameter values were generated from 16 NSGA-II runs with a population size of 8000. Table S11 : Optimised parameter values for experimental saccades with selection method D. The parameter values were generated from 16 NSGA-II runs with a population size of 8000.
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