In this work, we cope with the problem of identifying the number of repetitions of a specific video clip in a target video clip. Generally, the methods that deal with this problem can be subdivided into methods that use: (i) video signatures afterward the step of temporal video segmentation; and (ii) string matching algorithms afterward transformation of the video frame content into a feature values. Here, we propose a modification of the fastest exact string matching algorithm, the Boyer-Moore-Horspool, to count video clip repetitions. We also present some experiments to validate our approach, mainly if we are interested in found identical video clips according to spatial and temporal features.
INTRODUCTION
Traditionally, visual information has been stored analogically and indexed manually. Nowadays, due to the improvements on digitalization and compression technologies, database systems are used to store images and videos, together with their meta-data and associated taxonomy. Unfortunately, these systems are still very costly. Thus, the need of efficient systems to process and index the information is unquestionable, mainly if we are interested in information retrieval. The most important problems are associated with: the exponential increase of the Internet, and consequently, the increase in the number of duplicated documents; and distribution across of communication channels, like TV, of thousands of hours of streaming broadcast media. According to [1, 2] , broadcast monitoring for the purpose of market analysis is an application which has arisen in the domain of television, more specifically, identify the number of repetitions of a specific video clip in a target video clip into two groups.
Here, we cope with the problem of identifying the number of repetitions of a specific video clip in a target video clip. The main difficulties to identify video repetitions correspond to: (i) definition of the dissimilarity measures of video clips; (ii) processing time of the algorithms due to the huge amount Thanks to CNPq agency and PUC Minas University for funding. of information to analyse; (iii) insertion of intensional distortions; and (iv) different frame rates. Generally, the methods that deal with this problem can be subdivided into: (i) computation of video signatures afterward the step of temporal video segmentation, like the methods described in [2, 3, 4] ; and (ii) utilization of string matching algorithms afterward transformation of the video frame content into a feature values, like the methods described in [5, 6] . When video signatures are used, we need to apply methods for temporal video segmentation [7] . Even if the temporal video segmentation is a well study problem, it represents another problem that can be considered in the repetition analysis. When string matching algorithms are used, the developed methods take into account the efficiency of the these algorithms when compared to image/video algorithms to solve the video repetition problem. In [5, 6] were used the longest common substring algorithm to deal with problem, however it requires a O(mn) space and time cost, in which m and n represent the size of the query and target video clips, respectively.
In this work, we propose the utilization of a modified version of the fastest algorithm of exact string matching, the Boyer-Moore-Horspool (BMH) [8, 9] , to deal with the problem of video clip repetition in which we transform the video frame content into a feature value (e.g. mean, entropy, histogram intersection with an ideal frame). Our proposed method is fast and presents a recall of 90%, when applied to videos with the same frame rate. This paper is organized as follows. In Sec. 2, we give some basic definitions and we define the video clip repetition problem. In Sec. 3, we propose a methodology to identify the number of video clip repetitions using a modified BMH algorithm. In Sec. 4, we discuss about the experiments and the setting of algorithm parameters. Finally, in Sec. 5, we give some conclusions and future works. 
PROBLEM DEFINITION
where n is the number of frames contained in the video.
where # denotes the cardinality of a set X. According to [10] , the problem of video clip repetition, also called video matching detection, determines if a identical copy for a given video clip appears in the target video, and if so at what locations and the number of repetitions. 
Definition 2.4 (Frame similarity) Let f t and f p two video frames at location t and p, respectively. Two frames are similar if a similarity measure D(f t , f p ) between them is smaller than a specified threshold. The frame similarity is defined as
FS(f t , f p , δ) = 1, if D(f t , f p ) ≤ δ 0, otherwise (3)VCR(V q m , V t n ) = {p | ( m−1 i=0 (FS(V q m (t), V t n (p + i), δ))) = m} (4)
where FS(A, B, δ) is the frame similarity between the frames A and B considering a error δ and ∀
The naive algorithm (described in Alg. 1) can be used to solve the video copy problem, however this algorithm is time expensive. In this work, we cope with the VCR problem using a modification of the fastest algorithm to exact string matching, the Boyer-Moore-Horspool algorithm [8, 9] , so-called BMH. The idea of BMH algorithm is maximize the length of the shift considering the text character corresponding to the rightmost pattern character, and not for the text character where the mismatch occurred. The preprocessing phase of the BMH algorithm requires O(m+|Σ|) time, where m is the size of the pattern and |Σ| is the size of the alphabet (defined in Sec. 3), and the O(|Σ|) space requirements. Finally, the searching phase requires O(mn) time in the worse case and in average case requires O(n/|Σ|), where n is the size of the text. end if 10: end for 11: return count
METHODOLOGY FOR COUNTING OF VIDEO CLIP REPETITION
The aim of this work is to verify if a video clip is contained into another one. However, the naive algorithm to solve this problem is time expensive, and some of the proposed solutions either space expensive or depends on the video segmentation, as before described. Our method propose a modification of the BMH algorithm to cope with video frame content. The proposed method reduces the processing time with respect to traditional video clip repetition methods and also does not consider the temporal video segmentation. To follow, we present the modified BMH algorithm that will be used to deal the VCR problem. For example, if the feature value is the mean of the grayscale pixel values, the S fv = 255 and the range will be R = [0, 255]. The idea of the string matching algorithm is to find the first occurrence (or all occurrences) of a string B in a string A, and as described before, the main features of the BMH algorithm are the right-to-left scan over the pattern and the distance to move based on rightmost character of the pattern [8] , that will be preserved in our algorithm. The main differences between the traditional BMH algorithm and the modified BMH algorithm corresponds to the lines 10 and 17 of the algorithm described in Alg. 2. In the proposed modification, small differences between two correspondent frames are permitted and controlled by a threshold, represented in our algorithm by the variable δ.
Another very important modification is associated with 
[t[i] + z]
18: end while 19: return count the shift after a mismatch. As we permit small feature value differences, it is necessary to cope with this characteristic, thus in line 17 of our modified BMH algorithm, we consider the smaller distance to move the query pattern to the next alignment verification. Even if the worst case of the modified
BMH is O(mn), the average case requires O(n/(|Σ| + δ)).
Note that the feature value is represented by only one value in a specific range, and for that, it is not possible to consider a feature vector to represent the frame content.
EXPERIMENTS

Video database
In Table 1 , we describe the information of the video corpora. The real digitized video was directly captured of a brazilian cable TV channel and the edited video sequence was obtained by downloading of different video commercial followed by a edition of these videos using cut transition.
The experiments was subdivided into two groups (illustrated in Table 2 ): (i) utilization of a query video clip directly extracted of the real digitized video; and (ii) utilization of a video commercial that was used to edit a video sequence. Table 2 . Video query corpora
Setting of parameters
To realize the experiments, it is necessary to define some parameters of the algorithm: Feature value -this parameter represents the frame feature content, and due to this his choice influences the quality of the results. Amongst the image discriminators, we considered the mean of the luminance, the entropy of the histogram and the histogram intersection. The two first does not efficiently represent the image content. Even if the histogram intersection used by Swain and Ballard [11, 7] does not represent spatial information, it is considered one of the most important similarity measure between two images. In this work, we need to transform the video frame content into one value to index a vector position that is used by the BMH algorithm.
To compute the feature value based on histogram intersection, we consider an ideal image (in which, all pixel values present the uniform distribution) and the frame to index. Threshold value -unfortunately, all video frames have digitalization problems, and due to this it is necessary consider a relaxation variable to permit small differences between the correspondent frames of the target video and the query video. According to the empirical analysis, a good threshold value δ is equal to 20% and the maximum value is equal to 30%. For values greater than 30%, it appears false identification.
Analysis of the results
We denote by #Occurrences the number of query video occurrences, by #Video clip identified the number of query video properly identified. The recall α is defined by
Observe that different algorithms that use string matching produces the same results according to the recall measure, however the main difference between these algorithms correspond to the processing time. As the BMH algorithm is the best exact string matching, theoretically the modified BMH algorithm proposed here can also be considered the best one. If δ = 0, then computational cost of modified BMH algorithm Table 3 we show the results of our experiments. Due to the setting of threshold parameter in the range [0, 30%], no false occurrence was identified, and for that the results illustrated in Table 3 represents a precision measure of 100%. An interesting observation of our video corpora corresponds to the quality of the videos. Initially, the original video commercials present different frame rate and resolution, afterward the video edition, all videos are transformed into 30 fps (frame per second) with 320 × 240 frame size. We believe that this transformation is the main reason of the low precision of the edited video sequence (90, 27%).
Theoretical comparative analysis
Our work can be directly compared to the methods developed by Adjeroh et alli [5] and Kim et alli [6] . While these works consider edit distance to compute the similarity between videos in which insertion, remotion and substitution are permitted, our method works very well when the frame rate is constant and no operation edition is applied. Also, the method proposed here is theorically faster than methods described in [5, 6] thanks to the BMH algorithm
CONCLUSIONS
In this work, we proposed the utilization of a modified version of the fastest algorithm for exact string matching, the Boyer-Moore-Horspool (BMH), to deal with the problem of video clip repetition in which we transform the video frame content into a feature value (e.g. mean, entropy, histogram intersection with an ideal frame). According to preliminary experiments, we believe that our method can be improved by utilization of new feature value transformations and/or application of the algorithms for different feature values followed by a merge of the results. The recall of our method is approximately 90%. Some video clips are not detected due to problems of digitalization, and to cope with this problem, approximate string matching algorithms can be used.
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