In recent years it has become increasingly popular to construct coarse-grained models with nonMarkovian dynamics in order to account for an incomplete separation of time scales. One challenge of a systematic coarse-graining procedure is the extraction of the dynamical properties, namely the memory kernel, from equilibrium all-atom simulations. In this paper we propose an iterative method for memory reconstruction from dynamical correlation functions. Compared to previously proposed non-iterative techniques, it ensures by construction that the target correlation functions of the original fine-grained systems are reproduced accurately by the coarse-grained system, regardless of time step and discretization effects. Furthermore, we also propose a new numerical integrator for generalized Langevin equations that is significantly more accurate then the more commonly used generalization of the Velocity-Verlet integrator.
I. INTRODUCTION
The idea of systematic coarse-graining in general is going from a fine-grained model with many degrees of freedom to an effective model that is only described by a few coarse-grained variables. These coarse-grained variables are usually clusters of atomic particles. Popular examples are star polymers 1-3 or colloids 4 each described by one effective particle. To understand the dynamics of coarse-grained models it is necessary to derive equations of motion for these effective degrees of freedom. In equilibrium this can be done systematically by applying the Mori-Zwanzig formalism [5] [6] [7] [8] . The formalism uses projection operators to map on the space of the coarse-grained dynamical variables. Independent of the choice of these projection operators, the resulting equations of motion can always be condensed into the form of a generalized Langevin equation (GLE), F(t) = MV(t) = F C (t) − 
dsK(t − s)V(s) + ∂F(t),
(1) with the coarse-grained velocities V(t), mean conservative force F C (t) and random force ∂F(t), respectively. The memory kernel matrix K(s) contains the information of the frequency dependent responses of the coarsegrained particles. There is a deep connection between the random force autocorrelation function (RACF) and the memory kernel: the fluctuation-dissipation theorem,
∂F(t)∂F(t
with Boltzmann constant k B and thermodynamic temperature T . This relation can be derived using the MoriZwanzig formalism 7 or by analysis of the GLE 9 with the requirement that at equilibrium, the coarse-grained variables should be Boltzmann-distributed with respect to the conservative forces.
Derived in the 1960s as a theoretical framework to understand the process of systematic coarse-graining, the Mori-Zwanzig formalism has become increasingly popular in recent years as a practical computational tool. The range of applications is huge: from quantum-bath oscillators 10 over molecular simulations 1,2,11 to mesoscopic modeling 12 . In the following, we will study the Brownian motion of a single colloid, therefore, the memory kernel can be considered to be a scalar function K(t) and the mean conservative force is zero, F C (t) = 0.
The challenge of performing non-Markovian modeling is the extraction of the memory kernel from theory or fine-grained simulations. While the former might be generally preferable there are only few cases for which theoretical predictions are possible [12] [13] [14] . Therefore, it is very important to develop efficient and precise methods to reconstruct memory kernels.
Over the years several direct reconstruction procedures have been proposed. In principle, one can divide the existing methods into three groups: Time-based inversion methods 4, 15, 16 , Fourier space inversion 17 and parametrization techniques 18, 19 . However, these direct reconstruction techniques are sensitive to discretization errors, which may cause problems if the underlying trajectories from the microscopic model have not been generated or recorded with a very fine time resolution.
In the present paper, we propose a reconstruction technique that is based on an iterative procedure. This procedure allows us to optimize the memory kernel stepwise until the coarse-grained model recovers precisely the fine-grained correlation functions. The idea is motivated by the success of iterative methods in a similar inverse problem, the reconstruction of coarse-grained potentials from spatial correlation functions. The most prominent and increasingly popular methods in this field are Inverse Monte Carlo (IMC) 20 and Iterative Boltzmann Inversion (IBI) 21 . To the best knowledge of the authors, nobody has applied an iterative procedure to the problem of reconstructing memory kernels before. The application of an iterative procedure requires the use of an efficient and accurate numerical integrator for the GLE, because every error made in the integration leads to an error in the memory kernel. Additionally, the integrator should fulfill the fluctuation-dissipation theorem as precisely as possible to simulate a well-defined thermodynamic ensemble. Based on the derivation of a Langevin integrator by Grønbech-Jensen and Farago
22
we propose in this paper an integration procedure for the GLE that is much more accurate than the generalization of the popular Brünger-Brooks-Karplus integrator (BBK) 23 to GLEs 3 . Our paper is organized as follows: In Sec. II, we introduce our novel iterative reconstruction technique and present an algorithm that can be implemented straightforwardly. We then derive a discretized version of the fluctuation-dissipation theorem in Sec. III to propose a new numerical integrator for the GLE. In Sec. IV, we compare the iterative reconstruction to previously proposed methods using the example of the Brownian diffusion of a single colloid. The reference data is produced with molecular dynamics simulations (MD). In this section we will also show how to apply our method to increase the timescale of a coarse-grained simulation. We summarize and conclude in Sec. V.
II. ITERATIVE MEMORY RECONSTRUCTION
As an initial guess for the iterative reconstruction we will use the force autocorrelation function (FACF), because in the infinite mass limit the FACF and RACF are the same 24, 25 ,
Additionally, also for finite masses, the memory kernel at time t = 0 is equal to the force fluctuations 7 ,
These relations suggest the following iterative method, which uses the differences in the FACF between MD and GLE simulations as an additive correction to the memory kernel,
with the inverse temperature β = 1/k B T . This procedure, the iterative memory reconstruction (IMR), is very similar to the iterative Boltzmann inversion (IBI), both of which can be seen as a simple fixed point iteration based on a zero-order approximation
where X is the unknown coarse-grained quantity and Y an appropriate observable; see table I for further details.
By Fourier transform of the iterative method and the GLE Eq. (1) one can formulate algorithm Eq. (5) also in the frequency domain:
with the one-sided Fourier transform of the memory kernel,K
and similarlyĈ F (ω) the one-sided Fourier transform of the MD-FACF. In practice, the convergence of the iteration procedure described in Eq. (5) is still poor. When applying a global correction we observed that differences between the FACFs did not disappear, but were only shifted to larger times t. Introducing a constant prefactor α < 1 to the iteration step (as is done in IBI) was not sufficient to achieve a well-behaved convergence. Therefore, the simple solution to this problem is to introduce a "correction" time t cor = n cor ∆t that localizes the time window in which the correction is applied (see Eq. (9)). This consideration leads to the iteration prescription
with
mapping variable Y and mapping function φ(Y ) as defined in Tab. I. While the specific choice of h i (t) for t/t cor ∈ [i/2, i/2 + 1] is arbitrary, it definitely has to be nonnegative and continuous to prevent discontinuities in the memory kernel. The optimal choice of t cor is strongly system dependent and should be determined individually. At small t cor , the algorithm will always converge, however, the necessary number of iterations can be large. Therefore, we suggest to start with large correction times and optimize until no "shifting" can be observed anymore. Another important aspect is the choice of the finegrained correlation function used as input for the iteration. The integration procedure that will be derived in Sec. III integrates the velocity with an error in O(∆t 3 ). However, the force can only be calculated by finite differences,
with an error in O(∆t). This leads to significant deviations in the FACF at larger time steps even though the velocity autocorrelation function v(t)v(0) (VACF) is reproduced very accurately (see e.g. Fig. 2 ). Therefore, we also propose a procedure that uses the VACF as matched observable (see Tab. I, IMRV), motivated by the identity:
An exemplary series of iterations using the IMRV scheme is shown in Fig. 1 . The fine-grained data were obtained from MD simulations of a single colloid in a Lennard-Jones fluid (see Sec. IV for details). The figure illustrates the progress in the iterative reconstruction of the memory kernel. One can observe a well-behaved convergence that improves stepwise. The final GLE simulations using the IMRV show no significant deviations from the MD simulations. Furthermore, one can see that for this time step, the IMRF gives accurate results as well.
To apply this procedure to GLE simulations with larger time steps we need to find an accurate numerical integrator for the GLE in Eq. (1), because every error made in the discretization will lead to a similar error in the memory kernel. Such an integrator will be proposed in the next section.
III. NUMERICAL INTEGRATION OF THE GLE
To derive a numerical integrator for the GLE it is necessary to find discretized versions of both Eq. (1) and the fluctuation-dissipation theorem Eq. (2). The first step in discretizing the GLE is to introduce a discrete memory kernel,
with a not yet specified memory sequence K m with m = 0, ..., N − 1, and a finite time step ∆t. To derive the fluctuation-dissipation theorem we first identify the frequency dependent responseγ(ω) of the discretized memory kernel by Fourier transform of Eq. 12,
Here,v(ω) denotes the Fourier transform of the velocity,
and similarly ∂F (ω) the Fourier transform of the random force. Following the derivation of Hauge and MartinLöf 26 for the continuous version of the GLE, we can identify the power-spectrumĈ ∂F (ω) of the random force, defined as the Fourier transform of the RACF, (16) with the real part {γ(ω)} of the response function. By inverse Fourier transform we finally find the fluctuationdissipation theorem, (17) with a 0 = 2 and a m = 1 for m = 0. The most important message of this equation is the factor of 2 that enters the instantaneous contribution of the correlation function. This factor is also present in the fluctuationdissipation theorem for the Langevin equation without memory.
On the basis of this derivation we now develop a numerical integrator for the GLE. The scheme is inspired by the derivation of a Langevin integrator by Grønbech-Jensen and Farago 22 . The first step is to integrate Eq. (12) over a time interval ∆t between the times t n and t n+1 = t n + ∆t: This can, without approximation, be written as,
with the velocity v n = v(t n ), position r n = r(t n ) and correlated Gaussian distributed random numbers
To find a closed form for this integrator we need to approximate the relationṙ = v by the term
This introduces an error in the algorithm that scales with ∆t 3 and is therefore the limiting factor of this discretization scheme. Formerly derived schemes for Langevin or Brownian dynamics are based on similar approximations (e.g. Ref. 22, 27, 28 ). With these relations we can finally write down the full integration algorithm for the discretized GLE in Eq. (12):
. (24) In the special case of K m = 0 for m = 0, these equations reduce to the GJF-integrator proposed in Ref.
22 . To test the algorithm, we use the memory kernel that was reconstructed in Sec. II. The discretization of the memory kernel will be chosen as follows
This choice is consistent with the continuous version of the GLE because firstly it leads to a proper discretization of the integral (trapezoidal rule) and secondly it recovers a random force autocorrelation function that is similar to the continuous memory kernel due to Eq. (17).
The colored noise was produced using the Fourier transform technique proposed by Barrat et al. 2, 29 (see App. A). We will compare the results to a generalization of the popular Brünger-Brooks-Karplus integrator 3,23 , using the discretization
with ∂F n = ∂F (t n ).
The observables that will be determined are the reduced temperature k B T = M v(0) 2 and the VACF for two integration time steps ∆t = 0.001 and ∆t = 0.1.
In Fig. 2 we can observe that with the new integration scheme the kinetic energy is correct even for very large time steps. In contrast, the BBK integrator shows huge deviations from the target temperature (Fig. 2,  top panel) . This observation is supported by the VACF (Fig. 2, bottom panel) . While for small time steps the results of both integrators agree with MD, there are significant deviations when using the BBK integrator at larger time steps. On the contrary, the proposed GLE integrator still shows remarkably good agreement even for time steps that are 100 times larger than the ones used in MD.
IV. RESULTS
With the iterative memory reconstruction and the integrator established, we can now apply them to the diffusion of a single colloid in a Lennard-Jones (LJ) fluid.
The system we considered was created by placing LJ particles on a fcc-lattice with lattice constant a = 1.71σ and therefore a reduced density of ρ * = ρσ 3 = 0.8. The reduced temperature was set to T * = k B T / = 1.0. The LJ diameter σ, energy and time τ = σ m/ = 1 are defining the length, energy and time units of the simulation. To calculate the interactions we chose a LJ cutoff r c = 2.5σ and a particle mass m * = 1m. The colloid was carved out off the fcc-lattice with a radius R = 3σ, and then defined as rigid body so that the interparticle distances were fixed. The resulting colloid mass was M = 80m with a hydrodynamic radius R H = 2.7σ (determined by the radial distribution function). The cubic simulation box had a size of L = 41.04σ with periodic boundary conditions in all three dimensions. To sample at the correct temperature, we equilibrated the system using a Langevin thermostat. The system was then integrated with a time step of ∆t MD = 0.001 in the NVEensemble. The simulations were performed with the simulation package Lammps 30 . We use this system as toy model to analyze the performance of different memory reconstruction techniques. Therefore, we will not systematically study finite size effects or the radius dependence of the memory kernel. Nevertheless, we verified that the data are in quantitative agreement with the predictions of hydrodynamic theory 25 (curves not shown here). In the following, we compare different memory reconstruction techniques: (i) Backward orthogonal dynamics 15, 16 to first and second order (see also App. B), (ii) the inverse Volterra method 4 both with a time discretization ∆t MD = 0.001 and (iii) the IMRV method with a time step ∆t GLE = 0.005 and a correction time t cor = 0.05. In the numerical simulation, the memory kernel was evaluated until a cutoff time t cut = 2.5 resulting in a memory sequence K m of 500 elements.
The results for the memory kernel are illustrated in Fig. 3 (top panel) . The figure shows that all methods reproduce a similar memory kernel and therefore the same dynamical properties. This impression is supported when comparing the VACFs produced in GLE simulations using the different memory kernels (see Fig. 3 , bottom panel). Only the first order Backward orthogonal dynamics shows small deviations from the MD results.
To test the time discretization effects in the considered methods, we reduced the discretization of the reconstruction to ∆t MD = 0.005. Fig. 4 confirms the observations we made in the previous paragraph. The first order Backward orthogonal dynamics suffers from a significant time step dependence that was already pointed out in Ref. 15 . However, the accuracy of the Backward orthogonal dynamics can be very much improved by applying the second order scheme. The figure also suggests a small time step dependence of the inverse Volterra method but nonetheless the results are still fairly accurate. Compared to the other methods, the IMRV methods clearly performs best, the results are almost indistinguishable from the original MD data.
We now want to test the limits of the IMR and apply it with discretization time steps ∆t GLE = 0.02 − 0.2. The correction time was chosen to be t cor = 2∆t GLE . For the largest time steps we only updated the correction window (see Eq. 9) every second or fourth iteration to approximately conserve an effective correction time t cor = 0.05. Surprisingly, the IMRV converged for all considered time steps (see Fig. 5 ). The discretized memory kernels are naturally different for larger time steps because each value represents effectively the average of the continuous memory kernel over a broader time window. In the above problem the IMRF did not converge for larger time steps. The reason is the already mentioned discretization error in the force determination (see Eq. 10).
These studies show the strength of the iterative reconstruction. Independent of the time step it can always find a memory kernel that reproduces precisely the desired VACF (or FACF). This is a very noteworthy and important result because it enables us to significantly increase the time step of the coarse-grained simulations. In prac- 
Memory kernel (top panel) and VACF (bottom panel) of a single Brownian particle as described in Sec. IV. The iterative memory reconstruction (IMRV) was applied for various different integration time steps. The results of the IMRV are more accurate, than the straightforward integration of the GLE using the original memory kernel (see Fig. 2 ).
tice, this means that the choice of the time step will not be limited by the dissipative and stochastic part of the GLE in most cases, but by the conservative part. Since the computational time of the algorithm scales approximately linear with the time step (because the number of elements in the sum in Eq. 23 is reduced) the efficiency of the sampling scales quadratically. Therefore, the proposed coarse-graining of the timescale is essential for the applicability and efficiency of the generalized Langevin equation.
V. CONCLUSION
In this paper we proposed a new technique to reconstruct memory kernels from molecular dynamics simulations. Instead of using direct inversion techniques, we developed an iterative algorithm to determine memory kernels that precisely reproduce the fine-grained dynamics. We showed that this procedure opens up an elegant way of finding discretizations of memory kernels that reproduce realistic dynamics even for very large time steps. The consequence is that the size of the time step for physical models will be restricted by the conservative forces, and not by the resolution of the memory kernel. Additionally, the strength of the method is its flexibility in optimizing one target observable (e.g. VACF or FACF), instead of being restricted to a predetermined inversion. This could grant some freedom to increase the representativity and transferability of the coarse-grained model, similar to related work concerning IBI (e.g. Ref.
31 ). In particular, the IMR could allow the construction of a multi-criteria algorithm by optimizing a weighted combination of several time correlation functions.
To use the iterative reconstruction with good accuracy, we proposed a novel discretization scheme for the GLE. The tests suggest that the new integrator performs much better than a generalization of the popular BBK integrator, and that the velocity is integrated accurately even for very large time steps. Additionally, we derived a discretization of the fluctuation-dissipation theorem for the GLE. We can show that the discretized version counters intuition and introduces a scaling factor of 2 to the instantaneous fluctuations, similar to the Langevin equation. This result is often overlooked and needs to be generally considered when performing simulations with the generalized Langevin equation.
With the present work as foundation, we plan to study more complex systems of interacting colloids. This will introduce pair potentials and pairwise memory kernel, similar to Refs.
2,3 . It will be interesting to investigate whether we can combine iterative methods to determine pair potentials with the iterative memory reconstruction. Additionally, we plan to systematically analyze the mathematical foundations of the iterative algorithm to gain a deeper understanding of its properties and convergence.
with the discretized memory sequence K m for m = 0, ..., N − 1 and the parameter a m defined by a 0 = 2 and a m = 1 for m = 0 (see Sec. III).
First, we introduce the real parameter α s for s = −N + 1, ..., N − 1, defined by,
where α s+m = α s+m−2N +1 if s + m ≥ N . It can now be shown that for a sequence of uncorrelated Gaussian distributed random numbers W n , the relation,
generates random numbers with the target correlation function. Therefore, the challenge is to determine the parameter α s . This can be achieved by applying the discrete Fourier transform (DFT) on the memory sequence,
with K −m = K m . We will now definê
and consequentially determine the parameter α s by inverse DFT
It is straightforward to show that the definitions in Eqs. (A2) and (A5) are consistent. We close with one important comment. In practical applications, a small number of coefficientsK k was slightly below zero. While this is theoretically impossible, because the modes connected to the negative valuesK k would be instable, the problem can occur due to discretization errors if the memory sequence K m has "edges". The solution used in this paper is zeroing all valuesK k < 0. Although, this leads to very small deviations from the FDT theorem (≈ 0.01%), the difference did not have any physical consequence.
Appendix B: Backward orthogonal dynamics
In Ref. 15 Carof et al. introduced the idea to calculate the memory kernel by reconstruction of the random force ∂F(t) using molecular dynamics simulations. Their method is directly based on the Mori-Zwanzig formalism. In the context of the present work, we have extended their Backward orthogonal dynamics scheme to second order. The derivation is presented in the following.
The memory kernel can be calculated using the relation,
with the force F i (t) = M ivi (t) and the projected forcẽ F t i on particle i. The projected force is defined bỹ
These equations correspond to Eqs. (B2) and (B5) in Ref. 15 with A(t) = B(t) = F i (t). To reconstruct the dynamics of the projected forceF t i we rewrite Eq. B2 into a discretized integration scheme:
The first order Backward scheme can now be derived by approximating the integral using the rectangle method, leading tõ
andF 0 i = F i (0). The algorithm to evaluate this equation is described in detail in Ref. 15 Eqs. (21)- (27) . However, it is also possible to approximate Eq. B3 with the trapezoidal rule, similar to the derivation of the second order Forward scheme 16 : 
A numerical comparison between the presented extension to the Backward orthogonal dynamics and the already established Forward orthogonal dynamics can be found in Fig. 6 . As expected, the second order algorithm performs much better than the first order scheme. Additionally it can be shown that the results of the two orthogonal algorithms are numerically identical. The Backward scheme, however, has the advantage to be applicable on-the-fly. (2) order. The time discretization was ∆tMD = 0.005. The IMRV result is included from Fig. 3 as reference. The Forward (1) and Backward (1) as well as Forward (2) and Backward (2) curves lie exactly on top of each other.
