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INC: HIERARCHICAL MULTIMODAL CLUSTERING USING A MULTI-TASK NETWORK WIT

Hierarchical multimodal clustering using a multi‐
task network with highlight selection: a novel approach to organize an
image gallery.

Abstract
We propose an automatic pipeline for organizing, ranking, and suggesting the best images in a user’s
gallery based on computer vision methods on constrained devices. In contrast to most present solutions,
our current implementation clusters the images using a hierarchical approach based on three levels of
information (GPS location, datetime and image content) and suggests the best images based on
aesthetical and technical scores using a hybrid network. This compact network shares the same backbone
for the scores prediction while also being used to extract features from the images, which are then used
to clustering. This makes the solution lightweight, favoring constrained devices, while also enabling
running the entire pipeline locally, ensuring the user’s privacy.

Introduction
With the crescent popularization of smartphones, cameras became broadly available, resulting in phones
cluttered with pictures. When users want to print some of their photographs, they must organize, filter,
and select the files manually. Due to the substantial number of pictures, visually checking each photo can
be tiresome, making the whole experience of home‐printing pictures cumbersome. This invention creates
a lightweight pipeline that runs locally, on‐device. It employs a multi objective and compact neural
network of approximately 23MB to automatically organize, rank and suggest the best images in a user’s
gallery. The pipeline improves the experience and facilitates printing personal pictures while respecting
the user’s privacy, since the whole processing happens locally.

Proposed Workflow
Our proposed solution accepts a user's gallery as input, organizes the pictures in clusters and suggests
highlights for printing, taking technical and aesthetic criteria into account. The clusters are generated
using features extracted from the images themselves, aside from location and timestamp metadata. The
processing performed by the application is divided into four stages, as illustrated by Figure 1. In the first
stage, the features from the images and their GPS and timestamp metadata are extracted from the set
passed by the user, saved into a local file and IQA (Image Quality Assessment) scores predicted. If the
images were already processed in a previous run, the features and metadata are loaded from persistent
storage and not extracted again. Then, in the second stage, they are clustered hierarchically at three
different levels: location, time, and image characteristics. In the third stage the images are ranked based
on the predicted IQA scores. Finally, the best pictures are then suggested.
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Figure 1: The stages of the processing which are executed by the proposed application.

Proof of Concept
The features from the images are extracted using a lightweight convolutional neural network (CNN) pre‐
trained on the ImageNet dataset and suitable for mobile devices. GPS and timestamp metadata are
extracted from their EXIF (exchangeable image file format) information. The IQA scoring architecture is
adapted from the KonCept [1] model but modified to accommodate two heads: one trained to predict
technical scores and another trained to predict aesthetic scores. The feature extraction part of the
network is shared by the clustering and scoring stages. By using a multi‐task network, we maintain a
reduced footprint by reusing weights for different tasks. The final score is composed of a combination of
the previous scores (aesthetics and technical) ‐ the user can input its preference to best fit their
preferences. For clustering, we created a hierarchical approach in which the features are clustered
following a pre‐defined sequence. For metadata, we used HDBSCAN [2] for location and a time grouping
for timestamps. For image features, we employed a K‐means‐based algorithm [3]. Figure 2 shows some
clustering examples. These examples came from a private dataset composed of a diverse album of
pictures, created to test the application. The clustering solution organizes the images so that the users
can navigate through the pictures in a more clean and simplified way. Figure 3 shows some chosen
pictures and their scores.

Figure 2: Some clustering examples of the private dataset created to test the application. Cluster 0
exhibits images from the same location, but with different image content. Clusters 1 and 2 show images
in the same location, with little difference among each other.
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The application derived from this invention was designed to run in computationally limited devices, and
it was tested on a Raspberry PI 4, with a Quad‐core Cortex‐A72 (ARM v8) 64‐bit SoC, 1.5GHz CPUs and 4
GB of RAM. On average, it takes 1.192 ± 0.009 seconds to process a photo through the entire described
pipeline, and 0.043 ± 0.001 seconds per photo to perform the pipeline loading the features previously
extracted ‐ a reduction of approximately 96.4% in the execution time.

Figure 3: Some examples of chosen pictures and their measured scores.
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